Quantitative investigation of micrometer and sub-micrometer gaps between joining metal surfaces is applied to conical plug-socket connections in dental titanium implants. Microgaps of widths well beyond the resolving power of industrial X-ray systems are imaged by synchrotron phase contrast radiography. Furthermore, by using an analytical model for the relatively simple sample geometry and applying it to numerical forward simulations of the optical Fresnel-propagation we show that quantitative measurements of the microgap width down to 0.1 µm is possible. Image data recorded at the BAMline (BESSY-II light source, Germany) are presented, with the resolving power of the imaging system being 4 µm in absorption-and ~14 µm in phase contrast mode (z 2 = 0.74 m). Thus, phase contrast radiography combined with numerical forward simulations is capable of measuring the widths of gaps which are two orders of magnitude thinner than the conventional detection limit.
I. Introduction
Industrial radiography which is suited to probe the internal structure of mm-to cm-sized metallic components does usually not have the sufficient spatial resolution to detect micrometer-and submicrometer gaps and misfits at connecting interfaces. Unlike industrial X-ray tubes, the unique properties of hard X-ray synchrotron light sources, namely high brilliance and partial coherence, allow for the direct imaging of (sub-)micrometer voids and cracks even in highly X-ray attenuating objects [1, 2] . People have been using synchrotron light sources for high-resolution X-ray imaging experiments since the 1980s [3] . Later during the 1990s edge enhancement methods were addedknown as inline X-ray phase contrast -which detects smallest interfaces and features both in highand low-density materials [4, 5, 6] .
Despite its excellent detection efficiency, inline X-ray phase contrast imaging is generally known as a qualitative measurement technique. By employing optical Fresnel-propagation, very small structural features (inclusions and interfaces) which are well beyond the conventional resolving power of the imaging system can be detected in terms of interference fringes [7] . Yet, these fringes only indicate the position of the feature while its precise shape and size remain unknown. From the general outline of the interferences, light inclusions and voids -both showing an X-ray focusing effect -can be separated from dense and / or high-Z inclusions which show a diffusive effect. Zabler et al. have demonstrated that phase contrast tomography of microtubules within human dentin, a structure which comprises both voids and dense mineral sheaths embedded in a collagen-rich matrix, require numerical forward simulations of the optical Fresnel-propagation in order to interpret the interference signals [8] . Consequently, unless the sample structure is well known, a precise estimate of density, atomic number Z or refractive index n from phase contrast X-ray images is not feasible. Phase-retrieval procedures are partially able to solve this problem by numerically reversing the Fresnel propagation [9, 10] . Yet, interferences originating from interfaces between two materials of strongly different refractive indices (e.g., air -steel) represent a problem for these methods since phase retrieval procedures are commonly based on the assumption of either a weak or a smooth transition of n from one material to the next [11] . Furthermore, low pass filtering is often required reducing further the resolving power and obscuring small details [12] . Obviously, for this reason interfaces and inclusions which are of sub-resolution size and / or buried in highly X-ray attenuating metal components, cannot be phase-retrieved from Fresnel-propagated radiographs.
With this paper we present a new approach which compares phase contrast radiography to numerical simulations of the optical Fresnel-propagation through a known sample structure in order to measure the width of inner microgaps between connecting metal components. Such simulations have already been used as basis for the quantitative exploration of polychromatic phase contrast X-ray images to study micropipes in SiC wafers [13] . In order to simulate the phase contrast of such microscopic features a priori knowledge about the sample geometry and material is required which makes this approach impractical for complex structures and / or multiphase materials. Nevertheless, there is a large number of industrial applications concerning air-metal interfaces in devices of relatively simple geometric design for which the quantitative measurement of micrometer and submicrometer voids and gaps is both feasible and required [14] .
As a model system for this study the conical joint in metallic tooth replacements was chosen: These dental implant devices are widely used in dentistry (~ 1 million implantations per year in Germany).
They are commonly made of titanium, according to a four component design which comprises: 1) the implant-body (acting as socket), which is screwed into the mandibular or maxillary bone, 2) the abutment (plug), which connects to the implant-body and -after successful osseointegration of the latter -supports the 3) crown, and 4) the abutment-screw which tightens the first two components [15] . Omitting crown and abutment-screw, this design is commonly referred to as two-piece implant. The focus of our study is to measure the width of micrograps at the conical implantabutment connection (IAC) in situ under load. Micrometer and sub-micrometer misfits in such metallic connections are an inevitable consequence of limited machine precision. It is known that particularly for small millimeter-sized plug-and-socket connections the tolerance on shape and roughness of the joining surfaces has a critical influence on the fatigue limit under cyclic load [16, 17, 18] .
Until recently, microgaps in two-piece dental implants were only considered for horizontal IACs (so called butt-joint connections) [19, 20] . Using high-resolution synchrotron-based radiography, we have proven the existence of microgaps at the IAC interface of dental implants which have a conical connection [21] . In this paper we will introduce how a priori information on the sample material and the very simple geometric design can be used for numerical forward-simulations of the optical Fresnel-propagation in order to infer interference fringes observed in phase contrast radiographs of conical IACs to the actual width of the microgap at the connecting interface. In combination with newly developed X-ray sources of increasing brilliance, a later stage of development of this method which will not require synchrotron light is theoretically possible [22, 23] . Obviously, this could stimulate further industrial applications.
II. Materials and method

A. Inline phase contrast X-ray imaging
Unlike conventional X-ray imaging techniques which are based on laboratory sources (electrons impinging onto metallic bulk or thin transmission targets which then emit a broad polychromatic spectrum of X-rays), X-ray beams which originate from a synchrotron source are highly brilliant, i.e. they have an extremely low angular divergence and a very high spectral photon flux density (photons/ mm²/ s/ 0.1%BW). Consequently, synchrotron light can be monochromatized (for hard Xrays, this is commonly done by reflection on single crystals or multilayer mirrors) and, most importantly, the emitted wave front at the position of the experiment disposes of a partial spatial coherence which is due to the long distances between source and sample (up to several 100 m) [14] .
This partial coherence allows for recording interference-fringes in defocused X-ray images. In order to switch from conventional X-ray imaging (of the linear sample attenuation) to inline X-ray phase contrast imaging, the distance between detector and sample has to increase from a few millimeters up to several tens of centimeters (therefore the sample-detector distance is commonly referred to as propagation-distance) -depending on the coherence properties of the beam [12, 24] . Furthermore, the phase contrast images have to be recorded at high spatial resolution (few micrometers and less) to capture the small-spaced fringes. Edge enhancement allows for detecting objects and /or discontinuities which are smaller than the resolution limit of the imaging system [4] . This is possible because size and amplitude of the fringe patterns increase with longer propagation distances. For recording the high-resolution X-ray images a scintillator screen is used which converts the X-rays into a visible light image. The latter is commonly magnified by high-quality microscope lenses and projected onto a low-noise CCD camera. A mirror in the optical path allows for positioning the CCD perpendicular to-and thus protect it from the X-rays (similar to a periscope). Typical resolutions achieved with these systems range from several tens of micrometers down to the (sub-)micrometer range, depending on the thickness of the scintillator screen, the wavelength of its light emission and the microscope lenses' numerical aperture [1] . Figure 1 shows in a drawing how microgaps at the IAC can be visualized by phase contrast radiography.
B. Numerical Fresnel-propagation
The design of many dental implants is relatively simple comprising a conical IAC with rotational symmetry. Therefore, an analytical model (detailed in the appendix) was created in order to simulate the X-ray phase contrast originating from a microgap at such IACs. These simulations require parametrization of the X-ray beam which was adjusted to match the settings of experiments performed at the BAMline station (BESSY-II light source, Helmholtz center Berlin, Germany):
photon energy: 50 keV, detector point spread function: 4.0 µm, source-to-sample distance z 1 = 35 m, sample-to-detector (propagation-)distance z 2 = 0.005 ...0.8 m [21] . A relatively large Gaussian X-ray source size of 0.65 mm (as deduced from fitting phase contrast profiles of large microgaps whose widths were determined from absorption radiographs, see results section) was assumed, although a smaller value (0.16 mm) has been reported from Talbot measurements using 18 keV X-rays on the same beamline [25] . Our assumption is based on the fact that in this paper numerical simulations are compared to radiographs that have been measured in the so-called single-bunch mode of the BESSY-II storage ring which results in the larger source size. Phase contrast images which were taken at z 2 = 0.74 m sample-detector distance will be reported in the results section. These images are blurred by the demagnified light source which can be calculated as 0.65 · z 2 /z 1 = 0.01374. As a consequence the effective resolving power is reduced to ~14 µm whereas the resolution in contact (absorption, meaning z 2 ~ 0 m) images is only limited by the detector's point spread function (~4 µm). At synchrotron beamlines X-ray propagation is quasi-parallel, thus the transmitted wave u 0 (x) behind the sample (z = 0) is described by multiplication of the incoming wave u inc (x) with the complex transmission function T(x). For reasons of simplicity, we will only consider a line intensity profile across the IAC, thus x designs the coordinate perpendicular to the interface (see appendix):
With B(x) the absorption and φ(x) the associated phase shift. Both B and φ are calculated as the line integrals along the direction of X-ray propagation (z) of the imaginary and the real part respectively of the complex refractive index n. Values of n were defined for each material component c according to the relation n c = 1 -δ c + iβ c . The standard implant material is commercially pure (cp) titanium of grade 4 (density 4.51 g/cm 3 , according to ASTM F-67) whereas the abutment is commonly made of the titanium alloy Ti-6Al-4V ELI (= Extra Low Interstitial, referring to the extra low oxygen content) with density 4.43 g/cm 3 (ASTM F-136). Thus, both line integrals in (1) can be written as sums:
with t imp (x) and t abt (x) the total thickness of implant-and abutment material, respectively (the exact model is detailed in the appendix). φ 0 corresponds to a constant phase shift through vacuum (n = 1) and is neglected since it has no influence on the outcome of the simulations. The refractive indices for 50 keV X-rays of the implant and the abutment material are n imp = 1 -3.44e-7 + i 8.64e-10 and n abt = 1 -3.39e-7 + i 8.21e-10, respectively (calculated with the ESRF software XOP [26] ).
Propagating the transmitted wave u 0 (x) means convolution with the Fresnel-propagator P D (x): 
III. Results
In order to measure the widths of microgaps in conical IACs an implant of relatively simple 'better' and 'worse', which is why we stipulate a maximum uncertainty of +/-100 % for the gap width. As can be seen in Fig. 4b , this margin also applies when fitting the dark-bright fringe-pair of the 2.2 µm gap which is compared to simulations of 1.1 µm, 2.2 µm and 4.4 µm gaps. Crosschecking over all comparisons of the larger gaps' phase contrast line profiles (7 µm, 13 µm and 22 µm -as measured from the absorption profiles) with numerical forward simulations we found a constant confidence margin of approx. +/-2 µm.
In order to find the optimal propagation distance and to exploit the methods sensitivity, we further considered the sample-detector distance z 2 as well as the gap width as free parameters. Figure 5a shows a 3D surface plot: the linear signal is plotted as a function of z 2 -which varies between 0 and 0.8 m -and of the coordinate x across the microgap whose width is set to 0.2 µm. The x-range corresponds to a profile of 0.13 mm length. From Fig. 5 we can see that the fringes peak-to-peak signal, in other words the visibility of the gap gains in intensity when z 2 is increased from 0 to ~200 mm. The fringe-contrast remains mainly dark-bright which can be explained by considering the microgap acting as a refractive lens thus focusing the light from the outer implant side into the gap (because Real(n imp ) < Real(n air )). At z 2 ~ 200 mm the peak-to-peak value is maximum whereas for propagation distances z 2 > 200 mm it decreases because the fringes are blurred out increasingly by convolution with the demagnified X-ray source size. Despite this z 2 -dependant blurring of the interferences the microgap remains well visible, even at z 2 = 800 mm. Three representative lineprofiles are depicted in Fig. 5b , calculated for the 0.2 µm gap and for z 2 = 4 mm, 200 mm and 800
mm. In accordance with the measurements (Fig. 2b) the microgap is hardly noticeable in the absorption profile whereas it is well visible for the larger propagation distances, outlined by strong interference fringes. Note that the profile at z 2 = 200 mm is visibly sharper whereby the dark and bright fringes are more pronounced compared to the profile calculated for z 2 = 800 mm. Phase contrast (200 mm and 800 mm profiles in Fig. 6b ) is found to enhance the visibility of the gap but a less trivial fringe pattern is observed at z 2 = 200 mm (not one but two minima follow the first sharp bright maximum). Fresnel-propagation over z 2 =800 mm propagation distance yields a single bright-dark fringe-pair whereby we note that compared to the 0.2 µm gap (cf. Fig. 5 ), the fringe-contrast is now inversed (bright-dark instead of dark-bright).
A third surface plot is shown in Fig. 7 calculated for a constant propagation distance z 2 = 740 mm and a variable gap width ranging from 0.05 µm to 30 µm (this range was chosen to fit the measured gap widths in Fig. 2 ). The peak-to-peak contrast (difference between interference maximum and minimum) increases monotonously, until -for gaps larger than ~ 20 µm -the dark interference minimum splits into a double lobe.
IV. Discussion
We have demonstrated that by combining X-ray phase contrast microradiography with numerical forward simulations of the optical Fresnel-propagation the width of sub-resolution inner microgaps can be analyzed quantitatively and we have applied this method to internal conical joints of dental implants made of titanium. The simple geometric design of these implants allows the use of an analytical model for the Fresnel-contrast originating from microgaps at the IAC interface. For example the Ankylos Friadent implant which features a conical plug-socket connection was chosen.
A priori knowledge about sample material and geometry was used to infer the interference fringes observed in phase contrast radiographs of the microgap directly to the actual gap width. Particularly for gaps smaller than the detector resolution (< 4 µm), matching between modeled and measured line profiles across the gap proved to be very effective for estimating its width (cf. Fig. 4) .
Remaining uncertainties about the linear signal (either absorption-or inline phase contrast) possibly resulting from incoherent light scattering, image noise and / or imaging artifacts (e. g., deviation from ideal sample geometry, scratches on the top of or reflections inside the scintillator screen) give rise to a relatively large confidence margin for the gap width of +/-100 %. For gaps larger than 2 µm we observed this margin to approach a constant value of +/-2 µm. Considering that the peak widths and amplitudes depend on many parameters (energy bandwidth, X-ray source size, angle of the gap with respect to the implant axis, vertical position of the line profile, etc.) the resultsindicating that the true gap width is not less than half and not more than twice of the 'best fit' -can be considered a reasonably good error margin. Clearly, direct access to the gap width via absorption imaging is favored, yet only possible for gaps which are sufficiently large compared to the resolving power of the imaging system. Additionally the microgap's extension parallel to the X-ray beam, i.e.
tangential to the IAC interface has to be sufficiently large to create a noticeable discontinuity in the absorption signal. On the other hand we have shown that combining phase contrast radiography with forward simulations of the latter allows for quantitative measurements of micro-and submicrometer gaps. Requirements on the resolving power and on the signal-to-noise ratio are thereby far less compared to absorption imaging due to the spatial extension of the interference fringes.
Extrapolating from Fig. 7 the detection and measurement limits for inner microgaps should at least extend down to 0.1 µm, whereby analysis of the measured line profiles indicates that the true image resolution at z 2 = 740 mm is ~ 14 µm (cf. Fig. 4b) . Thus, microgaps which are two orders of magnitude smaller than the conventional detection limit can be analyzed.
For measurements performed with the BESSY-II synchrotron light source operating in the so-called 'single bunch mode', our simulations indicate further that by using smaller propagation distances z 2 in the range of 200 to 400 mm interferences would be more pronounced although fringe patterns recorded at these distances can be more complicated than a single pair of dark and bright fringes (cf. Fig. 6b ). Note that despite the good fit of the dark and bright fringes with the forward simulations (cf. Fig. 4 ) the overall amplitude of the simulated signal had to be augmented by 35 -40 % in order to match the measurement. This correction can be explained by light reflections between the two faces of the scintillator screen which cause an artificially bright flatfield image. By normalizing the intensity of the radiographs with the latter the X-ray linear signal is thus over-estimated. Also, our simulations assume a gap of constant width over the total conical interface whereas in reality implant and abutment touch each other at discrete contact points. Hence the gap width is not constant over the IAC interface. Consequently the gap is probably more localized than what is assumed by our simulations.
It is desirable to record phase contrast radiographs of mechanically loaded implants in order to study the opening of microgaps at the IAC interface. Loading involves fixating the implant in a mechanical device which prevents the user from taking full tomographic scans of the IAC. Yet, in the near future we hope to overcome this limitation and extend our studies of the IAC to in-situ microtomography, thus providing a three-dimensional measurement of microgaps in conical joints.
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Appendix -Geometrical model for simulating microgaps at the IAC by X-ray propagation Figure 8 shows a 3D scheme of the analytical model of the IAC used for this work. Interference fringes are evaluated at the measurement point P marked by the red dot. An oblique cut is drawn through the implant whereby the intersecting plane (with the coordinates x and y) is normal to the IAC interface at P (i.e. the cut is oblique with an angle φ). In the original coordinate system at P, the outer radius of the cylindrical implant is r 2 and the outer radius of the conical abutment is r 1 (r 1 < r 2 ). Because the linear signal is only evaluated near P (-0.2 mm < x < 0.2 mm with x = 0 at P) the radius of the inner abutment screw is of no importance for the simulation and is therefore omitted in the calculation. The birds view onto the cutting plane is shown in Fig. 9 : Implant and abutment are characterized by ellipses. Note that the ellipsoidal cut through the conical IAC has a different centre compared to the cut through the implant socket. This centre-shift Δx can be calculated by considering the horizontal distance R between P and the opposite intersecting point along the x-axis, which is equal to the short (y-) axis b of the abutment ellipse
a and b denote the long and the short axis of the abutment ellipse, whereas A and B correspond to the long and short axis of the implant ellipse. Using eq. A1, the long axis a of the abutment ellipse in the (x, y) plane is found as
Concerning the implant ellipse, the short axis eqals B = r 2 whereas the long axis is
For the simulation we assumed parallel X-ray transmission along the y-axis. Therefore the intensity is calculated as a function of x with the origin x = 0 on the inner side of the implant. The thickness projection along y for the implant material (typically CP titanium grade-4) is thus:
whereby g is the width of the microgap. For x > g we have to add the thickness projection of the abutment material (typically Ti-6Al-4V ELI alloy) which is 
