Abstract We study inertial versions of primal-dual proximal splitting, also known as the Chambolle-Pock method. Our starting point is the preconditioned proximal point formulation of this method. By adding correctors corresponding to the anti-symmetric part of the relevant monotone operator, using a FISTA-style gap unrolling argument, we are able to derive gap estimates instead of merely ergodic gap estimates. Moreover, based on adding a diagonal component to this corrector, we are able to combine strong convexity based acceleration with inertial acceleration. We test our proposed method on image processing problems, obtaining signi cantly improved convergence results for sparse Fourier inversion in particular. Citations are broken in this le due to arXiv's thick-headed refusal to enter the ' s and support bibtex, let alone to enter the 's to support biblatex. Get the correctly built version from h p://tuomov.iki.fi/publications/.
parameters τ i , σ i , ω i > , explicitly, the method iterates the steps ( . )
where the proximal operator prox τ G := (I + τ ∂G) − . Following [ ] and later developments in [ , ] , the PDPS can be written as the preconditioned proximal point method
where we use the general notation u = (x, y), and de ne the monotone operator H : U ⇒ U , the linear preconditioner M i+ ∈ L(U ; U ), and the step length operator W i+ ∈ L(U ; U ) as ( . ) H (u) := ∂G(x) + K * y ∂F * (y) − Kx , M i+ := I −τ i K * −σ i+ ω i K I , and W i+ := τ i I σ i+ I .
The crucial property of the construction of M i+ is that it decouples the computation of the next primal and dual iterates x i+ and y i+ : as seen from ( . ), the former can be computed independent of the latter. The basic version of the method takes ω i ≡ and τ i ≡ τ , σ i ≡ σ with τ σ K < . This has O( /N ) rates for an ergodic duality gap. If G is strongly convex with factor γ > , an accelerated version updates τ i+ := ω i τ i and σ i+ := σ i /ω i for ω i := / √ + γτ i . This yields O( /N ) rates the ergodic duality gap and for u N − u .
Several recent works [ , , , , , ] have applied inertia or over-relaxation [ , ] to the basic unaccelerated algorithm ( . ) or ( . ) . When an additional forward step is added with respect to for composite G = G + , the over-relaxed variant is also known as the Vũ-Condat algorithm [ , ] . In its most basic form, inertia consists of replacing u i in ( . ) by an intermediate point s u i . That is, we consider the algorithm
If F has L-Lipschitz gradient, a similar scheme works very well for classical forward-backward splitting applied to ( . ) with K = I . Speci cally, we obtain the FISTA [ ] or Fast Iterative Shrinkage-Thresholding Algorithm
which itself is based on Nesterov's accelerated gradient descent [ ], taking a step length parameter τ ≤ /L and α i+ := (t i − )/t i+ for t i+ := t i + / + / . This yields O( /N )
convergence rates for the function values G(x i ) + F (u i ) → G( u) + F ( u). No convergence rates for iterates themselves are known, although weak convergence can be obtained with small modi cations [ ]. Several studies also try to optimise the sequence of inertial parameters; we refer merely to a few of the most recent works [ , ] and references therein. For inertial primal-dual proximal splitting, [ ] shows O( /N ) convergence of an ergodic gap. No O( /N ) are results known to us, or results for a non-ergodic gap or iterates. It is our plan, in the present work, to obtain such results by incorporating certain correctors to the basic inertial scheme. Essentially, these account for the fact that H in ( . ) is not maximal monotone, i.e., not a subdi erential, but H (u) = ∂Ĝ(u) + Ξu for the convex functionĜ(u) := G(x) + F * (y), and an anti-symmetric operator Ξ. We need to correct for the e ect of Ξ to perform a FISTA-style gap unrolling argument. The e ect will be to replace ( . ) by the anti-symmetrically corrected method
for a parameter λ i such that α i+ = λ i+ (λ − i − ). We introduce inertia and correctors abstractly in Section based on an extension of the testing theory of [ ] to a sequence of alternative iterates {z i } i ∈N . Based on this general theory of corrected inertial methods, we revisit FISTA and an inertial version of the basic proximal point method in Section . Using the corrector, we will also be able to incorporate strong convexity based acceleration into the inertial method. We also include a remark on Douglas-Rachford splitting.
Afterwards, we are ready in Section to develop our proposed inertial, corrected, primal-dual proximal splitting (IC-PDPS) from the general theory applied to the saddle point map H in ( . ). Throughout most of this paper, we work with abstract algorithms in implicit form reminiscent of ( . ), instantiated to speci c operators. For readers wishing to simply implement our proposed method, it can be found in explicit and mostly self-contained form near the end in Algorithm . . Only the step length rules need to be taken from a choice of lemmas given in the algorithm description. We nish with conclusions and numerical experience in Section .
Notation We write R := [−∞, ∞] for the extended reals, and L(X ; Y ) to denote the space of bounded linear operators between Hilbert spaces X and Y . The identity operator in any space is I . For T , S ∈ L(X ; X ), we write T ≥ S when T − S is positive semide nite. Also for possibly non-self-adjoint T , we introduce the inner product and norm-like notations ( . ) x, z T := T x, z , and x T := x, x T .
For a set A ⊂ R, we write A ≥ if every element t ∈ A satis es t ≥ . We write H : X ⇒ Y for H being a set-valued map from X to Y .
,
On a Hilbert space U , we can write ( . ) and several other algorithms as generalised preconditioned proximal point methods
for a suitable iteration-dependent set-valued operatorH i+ : U ⇒ U and a preconditioning operator M i+ ∈ L(U ; U ).
Example . (The proximal point method). The standard proximal point method u i+ := (I + τ H ) − (u i ) for a step length parameter τ > can be written either asH i+ = H and M i+ = τ I , or asH i+ = τ H , and M i+ = I . We take the latter approach, as it allows generalisation to non-invertible step length operators; see, e.g., [ ].
Example . (Primal-dual proximal spli ing). For ( . ) we takeH i+ (u) := W i+ H (u) for the monotone operator H , the step length operator W i+ , and the preconditioning operator M i+ given in ( . ).
Example . (Forward-backward spli ing). To obtain the forward-backward splitting for ( . ) with K = I we can takeH i+ (x) := τ [∂G(x) + ∇F (x i )] and M i+ := I for some step length parameter τ > . Compare this to the FISTA in ( . ).
Let us now see how we can apply inertia to the general algorithm (PP ∼ ). Recalling ( . ), we start with
for an inertial operator A i+ . In the basic case A i+ = α i I for the inertial parameter α i . We assume for some
For the FISTA-type inertia discussed after ( . ), we have λ i = /t i .
In [ ] we introduced the idea of obtaining convergence rates for (PP ∼ ) by constructing a suitable testing operator Z i+ ∈ L(U ; U ), and then applying · , u i+ − u Z i + to (PP ∼ ). An almost trivial proof (which corresponds to Theorem . below with z i = u i and Λ i+ = I ) then provides a descent inequality where Z i+ M i+ , required to be self-adjoint, induces a metric measuring the rate of convergence of iterates. For the primal-dual proximal splitting, one in particular takes
for scalars ϕ i ,ψ i+ , such that the primal iterates {x i } i ∈N will converge at the rate O( /ϕ i ), and the dual iterates {y i } i ∈N at the rate O( /ψ i+ ). We could use this testing approach directly with inertial methods by lifting ( . ) into the form (PP ∼ ); see Remark . at the end of this section. We will however take a more direct self-contained approach illustrating how inertia yields convergence estimates for an alternative sequence of iterates {z i } i ∈N . Indeed, if we de ne
The method ( . ) can therefore be written as
Alternatively, by de ning
we recover a problem of the form (PP ∼ ). The next general result can be applied to this setup.
Theorem . . On a Hilbert space U , let s
Let {z i } i ∈N ⊂ U be some alternative sequence. If Z i+ M i+ is self-adjoint, and
Proof. Taking the inner product of ( . ) with
With
we can rewrite this as
Using the standard three-point formula or Pythagoras' identity
Using ( . ), and summing over i = , . . . , N − , we obtain ( . ).
If we apply Theorem . to s H i+ de ned in ( . ), we need to satisfy
≥ . This will be doable for FISTA or the inertial proximal point method: These algorithms will have Λ * i+ Z i+ reduce to a scalar, andH i+ of the formH i+ (u) = ∂G(u)+∇F (u i ), which we only need convexity and smoothness to estimate (Lemmas . and . in the next section). However, more general algorithms are often of the formH i+ (u) = W i+ (∂G(u)+ ∇F (u i )) + (Ξ i+ / )u for a linear operator Ξ i+ that does not arise from a di erential. In particular, for the primal-dual proximal splittinĝ
(We limit our attention toF = , although a forward step can be incorporated into the method; see [ , , ] ; the arguments needed to do that in our approach resemble those that we will use for FISTA.) We will need to correct for this Ξ i+ . This same correction will be critical for incorporating strong convexity based acceleration with inertia. Instead of ( . ), what we will do is to take
Using ( . ) and ( . ) then
for the corrector
. With A i+ de ned by ( . ), we therefore convert ( . ) into the general corrected inertial method
We obtain from Theorem . the following:
Corollary . . Let z i+ be de ned by ( . ), and u i+ and s u i by (PP-I). Suppose Z i+ M i+ is self-adjoint, and for some
Proof. We insert s H i+ into ( . ), and then use
to split Ξ i+ into the condition ( . ) and
This is implied by ( . ).
To apply Corollary . , we need to ensure that (PP-I) is computable, and to prove ( . ) and ( . ). To show ( . ), will be the main part of work of the following sections. The choice of V i+ ( u) is of course quite arbitrary, and indeed we do not need to calculate or know the value; what matters is to estimate N − i= V i+ ( u) from below. For this, it will be useful to observe that
Remark . (Li ing approach). We can lift the general inertial method ( . ) to have the overall form (PP ∼ ), speci cally
by taking q = (u, z), and
The testing approaches of [ ] (or Theorem . with Λ i+ := I and z i := q i ) can be applied to this lifted formulation withẐ
The "incorrect" order of the lines ofĤ i+ andM i+ in comparison to q = (u, z) is essential to the gap or function value telescoping argument that is central to obtaining convergence rates for inertial methods. Without this discrepancy, with the lines in the opposite order, we would instead end up developing an over-relaxed method.
We now assume Λ i+ = λ i I , Z i+ = ϕ i I , M i+ = I , and Ξ i+ := γτ i for some scalars λ i , ϕ i , τ i > , and consider the addition of inertia to the basic algorithm
A simple specialisation of Corollary . gives the following:
Corollary . . For an initial iterate u ∈ U , let {u i+ } i ∈N be generated by ( . ). For each i ∈ N, suppose V i+ ( u) ∈ R satis es for some scalar γ ≥ the estimate
We will need a few further general-purpose technical lemmas before our rst algorithm example. The rst one is the fundamental lemma for inertia: inertial function value telescoping.
Lemma . . Let G : X → R be convex, proper, and lower semicontinuous. Suppose
Assume ∂G(u i+ ) to be non-empty for i = , . . . , N − , and ∈ ∂G( u). Then
, and using the convexity of G, we can estimate
Since G(u i ) ≥ G( u), the recurrence inequality ( . ) together with a telescoping argument now gives
This is the claim.
The next lemma in the case ϵ = is the FISTA rate argument [ , Lemma . ] if we write
Proof. The recurrence ( . ) is a simple solution of a quadratic equation. We can also rearrange the original update as
Lemma . . The conditions ( . ) and ( . ) hold simultaneously in the following cases:
(i) If γ = , and we take τ i ≡ τ for any τ > ; ϕ i := λ − i ; ϕ = λ = , and update λ i+ for some ϵ ∈ [ , / ] according to ( . ). In this case for some constant c > holds
(ii) If γ > , and we take λ i ≡ λ ∈ ( , ) and
. In this case for some c > holds
(iii) If we are further constrained to have ϕ i = τ − i , and with λ = , τ > and ϵ ∈ [ , ) we update
If γ > , then for some constants c , c > ,
The choice ϵ = in (iii) would be the simplest, and also optimal in the sense that both ( . ) and ( . ) would hold as equalities. However, we will see that a non-zero choice performs signi cantly better in practise-with the same asymptotic guarantees.
Proof. In all cases, we establish the inequalities ( . ) and ( . ), the rst rst one as an equality, by verifying for some ϵ ∈ [ , ) the equalities
If τ i ≡ τ > is constant, the second part of ( . ) holds as an equality if ϕ i+ = ϕ i ( −ϵλ i )/( −λ i+ ). This will be our approach to ( . ) for both (i) and (ii).
(i) Since γ = , the rst part of ( . ) holds if ϕ i λ i = ϕ λ . Our initial choices necessitate,
. Now the second part of ( . ) is covered by Lemma . , which shows that
Therefore we obtain the claimed estimate.
(ii) Observe that c :
c from above gives claimed the update rule for ϕ i+ . Inserting this expression into the rst part of ( . ) and using the fact that also τ i ≡ τ , we see the latter to be satis ed if
Since τ and λ are constants, the claimed growth estimates follow from ϕ N = ϕ c N .
(iii) Finally, with the additional constraint
Both of these conditions hold simultaneously if
. This is the case for the claimed update rule for λ i+ . The second part of ( . ) gives the rule for τ i+ . Suppose γ > . With
, the rst condition of ( . ) as reads θ i+ = θ i ( + γθ i ). This is of the same form as standard acceleration rule for the PDPS, where we would normally have ϕ i = τ − i in place of θ i ; compare Section and [ , ] . Hence θ i ≥ √ ci for some constant c > . Since λ i ϕ i = θ i , this gives one of the claimed rates. From the second condition of ( . ),
for some constant c > . Therefore also ϕ N τ N = τ − N has the claimed rate of increase. Finally, if γ = , the above arguments go through, but θ i ≡ λ i τ − i = λ τ − = τ − stays constant. We therefore again obtain the claimed rates of increase.
Let G : U → R be proper, lower semicontinuous, and (strongly) convex with parameter γ ≥ . The critical part in incorporating strong convexity based acceleration with inertia will be to consider the functions
which are convex. Indeed, ∈ ∂G( u) if and only if ∈ ∂G γ ( u; u) with
Thus Lemma . applied to G γ ( · ; u) shows that
Example . (Inertial proximal point method). Let H = ∂G andH i+ = τ ∂G for a convex, proper, lower semicontinuous function G. With γ = , take τ > , and λ i+ by ( . ) for λ = .
Then (PP-I) becomes the inertial proximal point method
Then we obtain the method
For this method, both
Demonstration. Suppose we have veri ed ( . ) and ( . ). Using ( . ), Lemma . and Corollary . we obtain the estimate
In both cases, γ = and γ > , we use the respective Lemma . (i) and (ii) with ϵ = to satisfy ( . ) and ( . )., and to derive growth rates for ϕ N τ N = ϕ N τ and ϕ N λ N = ϕ N λ . The claimed convergence rates then follow from ( . ). To derive the claimed explicit expression for the algorithm when γ > , we observe that (PP-I) reads
Dividing by + γτ (λ − − ), this is to sayũ i ∈τ ∂G(u i+ ) + u i+ . The rest follows from the de nition of s u i and the proximal map.
To study inertia for the forward-backward splitting, we require the following three-point corollary of smoothness:
Lemma . . Let : X → R be proper, lower semicontinuous, and have L-Lipschitz gradient. Then
Proof. Since has L-Lipschitz gradient, it is smooth in terms of convex analysis (sometimes known as satisfying the descent inequality):
By convexity ( x) − (z) ≥ ∇ (z), x − z . Summing with ( . ), we obtain the claim.
Lemma . . Let G, : X → R be convex, proper, and lower semicontinuous. Suppose has LLipschitz gradient, and that λ i ∈ [ , ] and ϕ i , τ i > for i ∈ N satisfy the recurrence inequality ( . ). Assume ∂G(u i+ ) to be non-empty for all i = , . . . , N − , and that ∈ ∂(G + )( u). Then
Proof. We recall from ( . ) that
We therefore estimate using Lemma . that
Summing with the estimate ( . ) for G, we deduce
, the recurrence inequality ( . ) together with a telescoping argument now gives the claim.
) for a convex, proper, lower semicontinuous functions G and , with G (strongly) convex with parameter γ ≥ , and ∇ existing and L-Lipschitz. If γ = , take τ > , and λ i+ by ( . ) for λ = . Then (PP-I) becomes the inertial forward-backward splitting or FISTA
In this case, both
Demonstration. Suppose we have veri ed ( . ) and ( . ). As long as τ i L ≤ , using ( . ), Lemmas . and . and Corollary . we obtain the estimate
In both cases, γ = and γ > , we use the respective Lemma . (i) and (ii) with ϵ = to satisfy ( . ) and ( . ), and to derive growth rates for ϕ N τ N = ϕ N τ and ϕ N λ N = ϕ N λ . The claimed convergence rates then follow from ( . ). To derive the claimed algorithm for γ > , we observe that (PP-I) reads
Dividing by + γτ (λ − − ), this is to sayũ i −τ ∇ (s u i ) ∈τ ∂G(u i+ ) + u i+ . The rest follows from the de nition of s u i and the proximal map.
Remark . . Douglas-Rachford splitting for the problem min
It can be presented in the form (PP ∼ ) withH i+ = H for u = (x, y, ) and
, and M i+ := λ − i+ I
. our approach can be used to construct a corrected inertial Douglas-Rachford splitting. We will, however, not pursue this here, and instead use in the next section the primal-dual proximal splitting as an example of an algorithm with a non-trivial corrector and Ξ i+ . Inertial Douglas-Rachford splitting has previously been studied in [ ]. The "corrected" algorithm derived from our approach will be di erent. Another accelerated approach is considered in [ ]. They apply Douglas-Rachford splitting to H de ned in ( . ) by writing it in the form H (u) = ∂Ĝ(u) + Ξu for the convex functionĜ(u) := G(x) + F * (y) and an anti-symmetric operator Ξ, as we did in Section . What this ingenious approach essentially yields is a doubly over-relaxed PDPS.
-
We now return to the saddle point problem ( . ). We suppose G and F * are (strongly) convex with factors γ , ρ ≥ , and de ne the saddle-point operator H by ( . ). For some step length, testing, and inertial parameters τ i , σ i+ , ϕ i ,ψ i+ , λ i , µ i+ > , we then take
We have to develop rules for the parameters such that the conditions of Corollary . are satis ed, and
is a useful quantity. To measure performance of the inertial PDPS and other methods for the saddle point problem ( . ), we de ne the gap function
and, recalling G γ de ned in ( . ), the strong convexity adjusted gap
Since the problem min x max y G γ (x; x) + Kx, y − F * ρ (y; y) has the solution ( x, y), it is clear that G γ , ρ is non-negative, and zero at ( x, y).
. We start by verifying the basic conditions of Corollary . and its usefulness: self-adjointness and positivity of Z i+ M i+ . As a part of this veri cation, we will construct M i+ . Observe from ( . ) that
Lemma . . With the basic setup ( . ), the condition ( . ) holds and Z i+ M i+ is self-adjoint if
and the following hold:
Proof. Let us write M i+ andM i+ in the form
We choose to take M TL i+ := I and M BR i+ := I . Then ( . ) splits into ( . a), ( . b) and
We need to enforce the self-adjointness of Z i+ M i+ , which is to say
To produce an easily realisable algorithm, where the solution of x i+ from (PP-I) does not depend on y i+ , we need to enforce M TR i+ +M TR i+ = −τ i K * . Minding ( . ), we obtain as claimed ( . ) M
Using ( . ) and ( . c) we moreover see that ( . ) holds. Finally, from ( . ), ( . ), and ( . c) we get the expression
This establishes ( . ) and nishes the proof.
Lemma . . With the assumptions of Lemma . , suppose κ ∈ [ , ) is such that
Then Z i+ M i+ is positive de nite, more precisely
Proof. For now, take arbitrary δ ∈ [ , κ]. From ( . ), using Cauchy's inequality
To make a speci c choice of δ , we equate δ = (κ − δ )( − δ ) − . This gives the quadratic equation
The rest is trivial.
.
With the structure of M i+ sorted out, we are now ready to develop the skeleton of an explicit algorithm from (PP-I). Since
, and by (PP-I)
we have
Using the expressions ( . ) and ( . ) we expand (PP-I) as
The second line in both inclusions comes from the corrector term. Collecting all instances of the same iterate together, this can be simpli ed as
Using ( . ) we can write,
Similarly, de ningx
we can write
Therefore ( . ) becomes
Dividing, respectively, by
σ i+ /σ i+ , and recalling ( . ), we obtain Algorithm . . The step length parameters will still need to be determined from one of the lemmas in Algorithm . . Observe how the "corrected" inertial variablesx i+ andỹ i+ di er from the standard inertial variables s x i+ and s y i+ . Before developing speci c rules for the step lengths and inertial parameters, we still need to provide the estimate ( . ). This process will produce additional conditions on the parameters.
. We now estimate ( . ). As in Section , we do this "in average" by estimating
Lemma . . With the assumptions of Lemma . , suppose further that
Then the iterates generated by Algorithm . satisfy
where for any q ∈ ∂F * ρ (y ) we set
Algorithm . Inertial, corrected, primal-dual proximal splitting (IC-PDPS)
Require: On Hilbert spaces X and Y : K ∈ L(X ; Y ); convex, proper, and lower semicontinuous G : X → R and F * : X → R with factors γ , ρ ≥ of (strong) convexity. : Determine step length and inertial parameters {(τ i , σ i+ , λ i , µ i+ , ω i )} i ∈N from a suitable one among Lemmas . to . . : Pick initial iteratesx := s x := x ∈ X , andỹ := s y := y ∈ Y . : Let i := . : repeat Observe that if we try to satisfy ( . ) as an equality, then λ i+ = µ i+ . However the operator Λ i+ is not proportional to the identity.
Observe then that
Let us de ne
Then s G γ and s F * ρ are convex with s G γ (x; u) ≥ s G γ ( x; u), and s F * ρ (x; u) ≥ s F * ρ ( y; u) for all x ∈ X and y ∈ Y . Moreover
The problem here is that unless γ = ρ = , our algorithm will give ϕ i τ i = ψ i σ i , not ϕ i τ i = ψ i+ σ i+ . We therefore have to realign variables. On the one hand, using the assumption λ = , by Lemma . we have
On the other hand, let
For any s F * , N ∈ S F * , N and i = , . . . , N − we can nd s
In the last step we have used ( . ). From ( . ) we obtain
In particular, since µ = , we get µ (υ − y) = y − y. It follows
By the convexity of s F * ρ , ( . b), and Lemma . , then
Combining ( . )-( . ), thus
Now recall that s q N = q N − K x with q N ∈ ∂F ρ (y N ) and K x ∈ ∂F ρ ( y). Using ( . c) and monotonicity of the subdi erential thus
Corollary . now shows the claim.
. We now consider several cases of ρ and γ being zero or positive. We rst summarise the various lemmas and their conditions above.
Lemma . . With λ = , suppose for some κ ∈ [ , ) that
Then the conditions ( . ), ( . ), and ( . ) hold. Moreover, writing z i = (ξ i , υ i ), the iterates generated by Algorithm . satisfy with δ := − √ − κ for any N ≥ the estimate ). Observe also that the initialisation s u = u in Algorithm . guarantees z = u . We can thus apply Lemmas . to . . Using ( . ) we derive from ( . ) the estimate ( . ).
Then the second part of ( . b) holds, and we have
Proof. That second part of ( . b) is clear. We recall from ( . ) that
With our assumptions thus
Lemma . . Suppose γ = and ρ = . Then ( . ) holds for some κ ∈ [ , ) if we take τ , σ > with τ σ K < , λ = µ = , ϵ ∈ [ , ), and update
and take as the testing parameters
Moreover, the iterates generated by Algorithm . satisfy G(u N ; u) → at the rate O( /N ).
Proof. Since ρ = , the rst part of ( . c) holds with ψ i := λ − i ψ given our choice of λ = . The second part of ( . c) now reads
This holds with ψ := K /( − κ), for some yet unknown κ, and ϕ i := τ − i . The second part of ( . a) is merely the de nition of µ i , as it does not occur in the equations. The rst part of ( . a) holds if we take ( . )
With i = we get from ( . ) that σ τ K = −κ. By our initialisation condition σ τ K < , this holds for some κ ∈ ( , ). This nishes the veri cation of ( . c).
Together with
We now use Lemma . (iii) to obtain rate estimates and update rules for τ i+ and λ i+ , and Lemma . for ω i . Using ω i , we simplify τ i+ := τ i ( − λ i+ )/( − ϵλ i ) to the claimed expression. Moreover, setting γ = we obtain as claimed
Using the update rule for τ i+ in ( . ), we also get as claimed
Finally, the growth estimates provided by Lemma . (iii) applied in ( . ) establish the claimed convergence rate.
Thus, without any strong convexity, inertia and correction improve the ergodic O( /N ) convergence of the gap for the PDPS to non-ergodic convergence.
Lemma . . Suppose γ > and ρ = . Then ( . ) holds for some κ ∈ [ , ) if we take ϵ ∈ [ , ), τ , σ > with τ σ K < , initialise λ := µ := , and update
Moreover, the iterates generated by Algorithm . satisfy both G γ , (u N ; u) → and ξ N − x → at the rate O( /N ).
Proof. The proof follows that of Lemma . until the use of Lemma . (iii). Instead of the estimate γ = from the lemma, we use the estimate corresponding to γ > . Finally, we do not simplify the update rules to γ = .
Lemma . . Suppose γ = and ρ > . Then ( . ) holds for some κ ∈ ( , ] if we take τ > with τ K < ρ initialise λ := µ := , and for some ϵ ∈ [ , / ] update
, and with initial ψ := , take as the testing parameters
Moreover, the iterates generated by Algorithm . satisfy both G , ρ (u N ; u) → and υ N − y → at the rate O( /N ).
Proof. Taking τ i ≡ τ > , the rst part of ( . a) holds if we take ϕ i := τ − ψ i σ i . The second part is simply the de nition of µ i , so ( . a) holds. The second part of ( . c) now reads
we are thus led to the second part of ( . c) being satis ed for some
This follows from our assumptions. Thus ( . c) holds by securing the rst part: since ψ is never needed, for i ≥ we take
This is the case when ( . )
Using ( . ) and ( . ) we also have
Using the rst equality again with a shift of index i by one, we obtain
We use Lemma . (i) to satisfy ( . b) for γ = . From the proof, as for the case (ii) that applies to γ > , ϕ i+ = ϕ i /( − λ i+ ). This is compatible with ( . ) and hence our earlier imposition
The lemma also gives the claimed expression ϕ i = λ − i , and the update rule for λ i+ . Using the recurrence corresponding to the update rule (see Lemma . ), we have
This can be used to derive the claimed simpli ed expression for ψ i+ .
The lemma provides the convergence rates for G , ρ (u N ; u) via the estimate ( . ) provided by Lemma . . It does not provide a convergence rate for the primal variables with γ = . However, using ( . ), we have from ( . ) and Lemma . that λ N + ψ N + ≥ c N for some constant c > . This and ( . ) give the claimed rate for the dual variables.
Lemma . . Suppose γ > and ρ > . Then ( . ) holds for some κ ∈ ( , ] if we take λ ∈ ( , ) with λ K < ρ ( − λ) and for some ϵ ∈ [ , ) update
and with initial ϕ = ψ = , take as the testing parameters
Moreover, the iterates generated by Algorithm . satisfy both G γ , ρ (u N ; u) → and z N − u → at a linear rate.
Proof. The proof follows that of Lemma . : we merely use the estimates from Lemma .
(ii) instead of (i), and do not do the nal simpli cations of expressions. Instead, set set λ i+ = λ, and use the provided expression for τ . Clearly also ψ N + = ψ N /( − λ), so this grows exponentially such that ( . ) gives the linear convergence rate for the dual variables. The primal and gap rates follow using the estimates from Lemma . (ii).
We study the performance of the proposed algorithm on three image processing problems: denoising, deblurring, and sparse Fourier inversion, all with total variation regularisation. The rst two are basic image processing tasks, while sparse Fourier inversion is used for magnetic resonance image reconstruction; see, e.g., [ , ] . All of these problems are of the form ( . ) min
where n × n is the size of the unknown image in pixels, and z ∈ R m is the corrupted image data. The parameter β > is a regularisation parameter, D ∈ R n n ×n n is a matrix for a discretisation of the gradient, and , := n n i=
We speci cally take D as forward-di erences with Neumann boundary conditions. The operator T ∈ R k×n n depends on the problem in question: for denoising, T = I is the identity, for deblurring it is a convolution operator, and for sparse Fourier inversion it is the composition T = S F with a sub-sampling operator S ∈ R k ×n n and the discrete Fourier transform F . We also represent deblurring in terms of the Fourier transform as T (x) = F [a · F (x)] for a a pointwise multiplier for the Fourier components. For denoising and deblurring k = n n , while for sparse Fourier reconstruction, k n n . For denoising and deblurring, our setup is roughly the same as in our earlier works [ , , ]. We did not consider sparse Fourier reconstruction in those works.
To implement variants of the PDPS, we note that ( . ) can in all cases be written in the saddle point form
where B = n n i= B R for B R the Euclidean unit ball in R . Since T is in all cases related to a unitary operator by projection or multiplication, we can easily compute the proximal map of G(x) := z − T x . An alternative approach that works with more complicated T would be to move it into the saddle term by writing G in terms of its convex conjugate.
. We performed most of our numerical experiments on the parrot image (# ) from the free Kodak image suite photo, depicted in Figure a together with the corrupted data and restored images for the test problems. We also performed some experiments (see Figure ) on all images of this image suite. However, the e ect of the exact image on the ranking of the tested algorithms is generally small. The size of all the images is n × n = × . To study scalability, we also scaled it down to n × n = × pixels. Together with the dual variable, the problem dimensions are therefore · · = and · · = ≈ · . For the denoising problem we added Gaussian noise with standard deviation (− . dB) to the original test image. To remove the noise, we rst choose β = . (low regularisation parameter), and then β = (high regularisation parameter). The scale by factor . for the downscaled image [ ]. We also added in the other test problems to avoid inverse crimes [ ].
For sparse Fourier inversion, we used the same level of noise as for denoising. For deblurring, Since raw data z for the sparse Fourier inversion is not visually informative, (h) displays the naïve zero-lling inversion F * S * z for the subsampling operator S corresponding to the spiral mask in (g).
which is more sensitive to noise, we added Gaussian noise with standard deviation . (− dB). The denoising and sparse Fourier inversion experiments are only performed on the original non-down-scaled image with the regularisation parameters β = . (deblurring) and β = .
(sparse Fourier inversion). We compare our algorithm (IC-PDPS) to the basic PDPS of [ ], and the basic inertial (I-PDPS) and over-relaxed (R-PDPS) variants from [ ]. The latter is essentially the Vũ-Condat algorithm. We do not include FISTA and other non-primal-dual algorithms in our comparisons, as of our example problems, they are easily applied only to TV denoising in its dual form. Similarly, the basic ADMM [ ] requires di cult inversions for our problems. Its more e cient preconditioned variant [ ], on the other hand, is equivalent to the PDPS [ ].
We use the same initial choices of τ = . /L and σ = . /L with K ≤ L = √ for all algorithms and problems, which is chosen to achieve good results for the basic PDPS. For the R-PDPS we take the over-relaxation parameter ρ = . . For the I-PDPS we use xed inertial parameter α = . / : according to [ ], the sequence of parameters {α i } i ∈N has to be nondecreasing with α i < / . We also tested the FISTA rule, which did in practise yield better results for TV denoising, but completely failed for the other problems. Hence we use the provably convergent xed parameter. The denoising problem is strongly convex with factor γ = , so we include results for both the unaccelerated and accelerated versions of the PDPS and IC-PDPS (Lemmas . and . ). We also apply the rules of Lemma . to the problem with the primal and dual variables exchanged. This is denoted 'dual IC-PDPS'. The R-PDPS and the I-PDPS cannot be combined with strong convexity based acceleration with provable convergence: trying to do so was the starting point of our research that led to the IC-PDPS. For acceleration we use γ = . < , which is the maximal value for which the ergodic gap is known to convergence at the rate O( /N ) for the PDPS (γ = only yields convergence of the iterates; see [ , , , ] ). For IC-PDPS γ = is allowed, and provably yields convergence of the gap, but in practise yields worse results than γ = . .
The IC-PDPS has one further parameter: ϵ ∈ [ , ). In our experiments, we have found ϵ = . to work generally the best. This is what we generally take for denoising and sparse Fourier inversion. For deblurring we take ϵ = . . We also report the denoising convergence behaviour for ϵ = . and ϵ = in Figure . For our reporting, we computed a target optimal solution x by taking one million iterations of the basic PDPS for the denoising and deblurring problems. However, the convergence of the basic PDPS for sparse Fourier inversion appears to be very slow: judging by the gap in Figure a , the IC-PDPS converges much faster, while both the PDPS and I-PDPS atten out. Computing the target solution with the PDPS made it appears as if the target distance were not converging for IC-PDPS, contradicting the gap results. We therefore computed the target solution for the sparse Fourier inversion problem by taking one million iterations of the IC-PDPS.
We report the distance to x in decibels log ( x i − x / x ), as well as the duality gap log (gap /gap ), again in decibels relative to the initial iterate. For the initial iterates we always took u = . The hardware we used was a MacBook Pro with GB RAM and a . GHz Intel Core i CPU. The codes were written in MATLAB+C-MEX.
. We report the results for downscaled TV denoising in Figure , and for the original resolution image in Figure and Table . The latter includes both the high regularisation parameter β and the low regularisation parameter β. For the downscaled experiments we only report the lower value of β. The comparison for di erent values of ϵ for IC-PDPS is moreover in Figure , minimum and maximum interval for the duality gap over all images in the image suite. We have excluded R-PDPS from these results to avoid overcrowding; its performance is comparable to I-PDPS, as can be gleaned from the other gures.
For TV denoising, the unaccelerated IC-PDPS is clearly the worst algorithm, while I-PDPS and R-PDPS slightly improve upon the basic PDPS. All of these methods are signi cantly worse than the accelerated PDPS, the accelerated IC-PDPS, and the accelerated dual IC-PDPS. For the downscaled image and the low regularisation parameter for the original resolution image, they are all comparable for the gap, but accelerated IC-PDPS somewhat surprisingly has asymptotically better iterate convergence. Of course, judging by the timings in Table in particular, the iterations of the IC-PDPS are somewhat more costly, so the basic accelerated PDPS appears the best choice in this case.
For the high regularisation parameter, the results are initially similar, but both variants of the accelerated IC-PDPS are asymptotically better than the accelerated PDPS. This suggests that the IC-PDPS might perform better when there is "more work to be done". This is somewhat con rmed by the results for sparse Fourier inversion, which is a signi cantly more di cult problem than TV denoising. There the gap convergence performance of IC-PDPS is signi cantly better than PDPS or I-PDPS. For TV deblurring all algorithms are comparable, with I-PDPS slightly better.
Finally, from Figure we can see that the exact image does not signi cantly alter the rankings of the algorithms, with IC-PDPS performing signi cantly better than the other methods .
While our proposed IC-PDPS does not always improve upon the basic, inertial, and over-relaxed PDPS, it never does signi cantly worse by iteration count. For some problems, such as sparse Fourier inversion, it o ers signi cantly improved performance. Moreover, we have theoretically guaranteed the O( /N ) convergence of the duality gap or the O( /N ) convergence of strong convexity adjusted gap G γ , ρ . This is better than what is known about the PDPS and the basic inertial and over-relaxed variants, where generally only an ergodic gap is known to converge. Our numerical results however suggest that the true gap might convergence for the PDPS, at least for the denoising and deblurring problems, as the convergence behaviour is very similar to the IC-PDPS. This research has been supported by the EPSRC First Grant EP/P / , "PARTIAL Analysis of Relations in Tasks of Inversion for Algorithmic Leverage". 
(b) Distance to target Figure : E ect of ϵ on denoising convergence behaviour.
All data and source codes will be publicly deposited when the nal accepted version of the manuscript is submitted. 
