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Even order ranked set sampling (EORSS) is a novel proposed ranked set sampling scheme 
connected with an auxiliary variable correlated with the study variable. This scheme 
quantifies only the one sampling unit which is at even position from each ranking set by 
employing specific criteria. The performance of the ratio estimator under EORSS is 
compared to its contemporary estimators in simple random sampling (SRS), ranked set 
sampling (RSS), median ranked set sampling (MRSS) and quartile ranked set sampling 
(QRSS) exploiting the same number of quantified units. The simulation results proved that 
EORSS is an efficient alternative sampling scheme for ratio estimation than SRS, RSS, 
MRSS and QRSS. 
 
Keywords: Auxiliary information, even order ranked set sampling, ranked set 
sampling, ratio estimator 
 
Introduction 
McIntyre (1952) proposed a precise sampling scheme than usual SRS. This idea 
was popularized as RSS by Takahasi and Wakimoto (1968) with deriving its 
mathematical results. They demonstrated the mean of ranked set sample as 
unbiased estimator of population mean having smaller variance than the sample 
mean obtained from SRS. Dell and Clutter (1972) noticed that errors occurred in 
ranking cause loss in RSS efficiency. Samawi and Muttlak (1996) estimated the 
ratio under RSS and endorsed that ranking on auxiliary variable X is more effective 
than that on study variable Y. Samawi (2002) estimated the population ratio 
employing ERSS and presented that ratio estimator is approximately unbiased. A 
simulation assessment between different ranked set sampling procedures and SRS 
are discussed by Ibrahim (2011). Haq et al. (2014) developed a mixed-ranked set 
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sampling scheme showing efficient behavior for median and mean estimation. A 
comprehensive study on RSS and modified RSS methods has been done by Stokes 
(1977), Samawi and Muttlak (2000), Ahmad et al. (2010), Khan and Shabbir (2016) 
and Zamanzade and Al-Omari (2015). 
Auxiliary information is valuable for specific situations where the actual 
measurement of the study variable is difficult, pricey or destructive. Information on 
auxiliary variable is already available alongside the variable of interest. When 
auxiliary variable is used in estimation of population parameters the performance 
of estimators are enhanced to a very good extent. Detailed information on auxiliary 
variable can be found in Bouza (2010), Noor-ul-Amin and Hanif (2012), Sanaullah 
et al. (2014) and Noor-ul-Amin et al. (2017). 
The RSS procedure using ranking on auxiliary variable for estimating the 
ratio-type estimators is described by Koyuncu (2015) as: k2 bivariate elements are 
chosen randomly from underlying population and distribute these units into k sets 
at random with set size k. The k bivariate units of every set are organized according 
to auxiliary characteristic X in ascending order without identifying the actual 
measurements of study variable Y. Afterword the minimum X with connected Y are 
quantified from the first set and the second minimum unit of X with connected unit 
of Y from second set, so forth until from the kth set of k bivariate units the biggest 
unit X with connected Y are selected. The entire steps are repeated r times until the 
required sample n = kr from initial k2r bivariate units is obtained. 
Muttlak (1997) introduced the new sampling technique named median ranked 
set sampling (MRSS). In this scheme, distribution of k2 sampling units in k sets and 
cycles are totally same as usual RSS and the selection procedure is as follows: If k 
is odd then ((k + 1)/2)th bivariate units from all sets are selected as sample. In case 
k is even then lowest bivariate units from the two middle measurements of first k/2 
sets along with the largest measurements from the two middle values of the 
remaining k/2 sets are selected as sample. 
Muttlak (2003) proposed quartile ranked set sampling (QRSS) and 
demonstrated the distribution of k2 sampling units with k set size and r cycles in the 
same manner as used in RSS. The selection procedure of QRSS is as follows: If k 
is odd, pick from first (k − 1)/2 ranked sets the ((k + 1)/4)th observation and from 
last (k − 1)/2 ranked sets the (3(k + 1)/4)th observation and take the median 
observation from central set. If k is even, pick from first k/2 sets the ((k + 1)/4)th 
ranked observation and from remaining k/2 sets the (3(k + 1)/4)th ranked 
observation. The nearest ranked observation of the quartiles is selected in case of 
decimals. 
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The sampling scheme considering the ranked sets can be improved by 
utilizing inexpensive auxiliary information about the ranking of the units. In rest of 
this research article, a new RSS scheme named EORSS by using an auxiliary 
variable is introduced and expressions for mean squared error (MSE) of the ratio 
estimators under EORSS are derived. A mixture method in Bayesian context is 
applied to simulate the non-normal bivariate distributions because R codes are not 
available in literature. The utilization of proposed scheme is identified by 
comparing with some existing rank set sampling schemes. Therefore, a 
comprehensive simulation study for normal and non-normal bivariate distributions 
is carried out to compare the performance of EORSS ratio estimator with its 
counterparts in SRS, RSS, MRSS and QRSS. 
Even Order Ranked Set Sampling 
Even order ranked set sampling (EORSS) scheme is proposed to estimate ratio 
estimator for the population mean. Even order ranked set sample considers only the 
one sampling unit which is at even position from each ranking set. Sometime the 
ranking of the investigational units of study variable is pricey or time consuming in 
the field of ecological, medical and environmental studies. Therefore ranking is 
executed by means of an auxiliary variable X that can be easily measured with no 
cost and has positive correlation with the study variable Y. The EORSS design is 
an alternative to the classical RSS that performs better than SRS, RSS, MRSS and 
QRSS to estimate the ratio estimator for population mean. 
A sample based on EORSS can be chosen as: 
 
1. Pick k2 bivariate sample units at random from population. 
2. Allocate k2 selected bivariate sample units into k sets of identical size 
k. 
3. Ranking is done with values of X with correlated study variable Y. 
Rank the k bivariate sample units within each set in increasing order 
without knowing the any measurements of study variable Y. 
4. If k is even then for the first k/2 sets choose second minimum unit of 
X with connected unit of Y from first set, fourth minimum unit of X 
with connected unit Y from second set and so forth kth unit of X with 
connected unit of Y from (k/2)th set. Same process use to choose 
sample units from other k/2 sets for completing the sample size. If k is 
odd then from first (k − 1)/2 sets, choose second minimum unit of X 
with connected unit of Y from first set, fourth minimum unit of X with 
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connected unit Y from second set and so forth (k − 1)th ranked unit of 
X with connected unit of Y from ((k − 1)/2)th set. Same process is 
adopted to choose sample units from other (k − 1)/2 sets and select 
(k − 1)th ranked unit of X with connected unit Y from remaining set 
for completing the one cycle of the sample size. 
5. Repeat the above procedure r cycles, until the required sample size 
n = kr from initial k2r bivariate sample units is completed. 
 
Assume (Xi,Yi)(i = 1,2,3,…,k) symbolize a bivariate normal random sample 
with pdf f(x,y), cdf F(x,y), population means μx,μy, variances σx2,σy2 and correlation 
ρxy. Suppose ranking is done on auxiliary variable X to estimate the mean of study 
variable Y, let (X(i),Y[i]) indicate the ith order statistic of the ith set for the auxiliary 
variable and ith judgment ordering for ith set of study variable Y. 
Let (Xij,Yij), i, j = 1,2,3,…,k, denote the k independent bivariate normal 
random vectors of same size k and (X1(1)c,Y1[1]c), (X2(2)c,Y2[2]c), …, (Xk(k)c,Yk[k]c) 
represent the ranked set sample. Assume (X1(2)c,Y1[2]c), (X2(4)c,Y2[4]c), …, 
( ), ( ), ( ),…, (Xk(k)c,Yk[k]c) be the EORSS 
for even sample size, and (X1(2)c,Y1[2]c), (X2(4)c,Y2[4]c), …, ( ), 
( ), ( ), …, (Xk−1(k−1)c,Yk−1[k−1]c), (Xk(k−1)c,Yk[k−1]c) be 
the EORSS for odd sample size, where c = 1,2,3,…,r. 
The respective sample mean of auxiliary variable X and study variable Y using 
EORSS with even sample size k is defined 
 
   (1) 
 
   (2) 
 
The variances and covariance expressions are obtained by using the results 
from Dell and Clutter (1972) and Arnold et al. (1992). From (1) and (2) 
 
   (3) 
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The respective sample mean of auxiliary variable X and study variable Y using 
EORSS with odd sample size k is defined 
 
   (6) 
 
   (7) 
 
By using (6) and (7), variances and covariance expressions are derived and 
given by 
 
   (8) 
 
   (9) 
 
   (10) 
 
The ratio estimator based on EORSS can be defined  
 
   (11) 
 
Using bivariate Taylor series as 
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   (12) 
 
where  and h = e,o denotes the sample size is even or 
odd. By using (12), the first-degree of approximation of the estimator in (11) can 
be obtained as 
 
 Ʀ  (13) 
 
where Ʀ , the MSE of  from (13) is approximated as 
 
     Ʀ2 2ƦCOV  
	
(2Ʀβ – Ʀ2)  
(2Ʀβ – Ʀ2)  (14) 
(2Ʀβ – Ʀ2)   
Performance Evaluation and Comparisons 
A simulation process is conducted to examine the performance of ratio estimator 
for the population mean using SRS, RSS, MRSS, QRSS and suggested improved 
sampling design EORSS. The random samples are drawn from three bivariate 
distributions; bivariate-normal, bivariate-beta and bivariate-gamma. The bivariate 
normal random samples are generated from distribution N(2,2,1,1,ρ) where 
ρ = 0.4, 0.6, 0.8, 0.9. The efficiency of RSS, MRSS, QRSS and proposed EORSS 
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ratio estimators with respect to SRS ratio estimator are obtained on the basis of 
60,000 repetitions and presented in Table 1. 
 
 
Table 1. The efficiency of the ratio estimator for RSS, MRSS, QRSS and EORSS relating 
to the SRS from bivariate-normal with μx = μy = 2, σx2 = σy2 = 1 along with different set size 
and ρ.  
 
ρ k 5 6 7 8 9 10 
0.9 
RSS 1.188228 1.167005 1.133967 1.140695 1.137626 1.128035 
MRSS 1.218790 1.174805 1.158316 1.148228 1.140720 1.132308 
QRSS 1.206308 1.171899 1.150512 1.138661 1.130743 1.133688 
EORSS 1.333546 1.548959 1.291153 1.426882 1.259793 1.362031 
0.8 
RSS 1.302307 1.238017 1.222453 1.195774 1.193590 1.166182 
MRSS 1.330987 1.260618 1.244655 1.210337 1.204686 1.191555 
QRSS 1.324981 1.238161 1.204485 1.192388 1.205796 1.186260 
EORSS 1.484765 1.644723 1.360944 1.509686 1.336128 1.413278 
0.6 
RSS 1.429923 1.427700 1.341239 1.355854 1.326339 1.311629 
MRSS 1.481953 1.454711 1.372448 1.380037 1.362534 1.338390 
QRSS 1.469308 1.443207 1.356576 1.345432 1.329448 1.321199 
EORSS 1.642253 1.916956 1.525443 1.656588 1.498317 1.588022 
0.4 
RSS 1.625997 1.518060 1.519059 1.461134 1.442210 1.468160 
MRSS 1.715894 1.593497 1.580553 1.490383 1.499229 1.501665 
QRSS 1.688733 1.545757 1.560290 1.483212 1.497520 1.497406 
EORSS 1.897007 2.058115 1.745815 1.829253 1.650347 1.770430 
 
 
A bivariate normal distribution is easy to simulate as R codes are available in 
literature. In practice, sometimes statistical bivariate distributions are shown non-
normal or skewed behavior and their R codes do not exist in literature. For non-
normal data, Michael and Schucany (2002) introduced a convenient simulation 
procedure to simulate bivariate distributions, named as mixture method for 
bivariate distributions with specific correlations. To generate bivariate pair of 
observations (x,y), the mixture approach algorithm has the following steps: 
 
Step 1: Specify the prior distribution and generate simulated values, x, 
from prior pdf r(x). 
Step 2: Formulate likelihood conditioned upon x and generate the data, u, 
from likelihood s(u│x). 
Step 3: Generate simulated values, y, from derived posterior distribution 
t(y│u). 
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Table 2. The efficiency of the ratio estimator for RSS, MRSS, QRSS and EORSS relating 
to the SRS from bivariate-beta(3,3) with different set size and ρ.  
 
ρ k 5 6 7 8 9 10 
0.9 
RSS 1.102594 1.111557 1.076606 1.101753 1.081735 1.090704 
MRSS 0.989061 0.984640 0.956396 0.951320 0.978945 0.950945 
QRSS 1.038799 1.072861 1.035877 1.098765 1.012179 1.051570 
EORSS 1.135290 1.342427 1.115867 1.298422 1.131475 1.231094 
0.8 
RSS 1.124028 1.166836 1.131330 1.124093 1.111835 1.099655 
MRSS 1.068345 1.088283 1.088833 1.014447 0.959431 1.037502 
QRSS 1.083815 1.124725 1.113888 1.116846 1.053671 1.054277 
EORSS 1.194136 1.410437 1.202430 1.336537 1.184566 1.243572 
0.6 
RSS 1.227834 1.238197 1.314849 1.299120 1.242575 1.205179 
MRSS 1.195580 1.154226 1.242134 1.255797 1.177213 1.220555 
QRSS 1.199493 1.194837 1.311787 1.285738 1.197220 1.168033 
EORSS 1.301698 1.525097 1.438354 1.541549 1.307186 1.363338 
0.4 
RSS 1.341488 1.362567 1.359939 1.351739 1.342450 1.350697 
MRSS 1.266464 1.263278 1.249188 1.245712 1.251505 1.226154 
QRSS 1.284900 1.352532 1.343158 1.338290 1.291587 1.317633 
EORSS 1.405613 1.665289 1.451405 1.590239 1.460297 1.528569 
 
 
Table 3. The efficiency of the ratio estimator for RSS, MRSS, QRSS and EORSS relating 
to the SRS from bivariate-gamma(2,3) with different set size and ρ.  
 
ρ k 5 6 7 8 9 10 
0.9 
RSS 1.132454 1.120081 1.101168 1.088684 1.076618 1.045625 
MRSS 0.984479 0.983218 0.926360 0.926182 0.966656 0.941802 
QRSS 1.050532 1.084240 1.048778 1.072345 1.012312 1.064821 
EORSS 1.149154 1.302834 1.119297 1.285764 1.098900 1.154353 
0.8 
RSS 1.229081 1.207336 1.181370 1.152830 1.172376 1.169775 
MRSS 1.095716 1.082758 1.004751 1.077614 0.959124 0.911237 
QRSS 1.136847 1.146721 1.111260 1.119896 1.000603 1.072861 
EORSS 1.255472 1.455288 1.176388 1.338771 1.154653 1.347356 
0.6 
RSS 1.297399 1.296949 1.301181 1.276983 1.334956 1.287191 
MRSS 1.162400 1.133664 1.073900 1.122607 1.089163 1.231511 
QRSS 1.215672 1.231638 1.235270 1.217134 1.188624 1.179492 
EORSS 1.346461 1.611306 1.336911 1.522128 1.407576 1.470691 
0.4 
RSS 1.390579 1.393325 1.397054 1.434512 1.355597 1.372512 
MRSS 1.245353 1.248367 1.208450 1.248561 1.243356 1.153961 
QRSS 1.286921 1.342806 1.303176 1.362345 1.282150 1.238267 
EORSS 1.417525 1.821600 1.410641 1.792336 1.490825 1.638944 
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The samples of bivariate-beta and bivariate-gamma distributions are 
generated by using method of mixture approach. For different values of ρ and k, the 
efficiency of the ratio estimators for RSS, MRSS, QRSS and suggested EORSS 
relating to the SRS from bivariate-beta and bivariate-gamma are computed on the 
basis of 60,000 repetitions and presented in Table 2 and 3 respectively.  
Results for normal and non-normal distributions presented in Tables 1-3 
indicate an increase in efficiency of the ratio estimators based on EORSS, RSS, 
MRSS and QRSS designs to the SRS ratio estimator. The estimation method 
EORSS is superior to the other designs considered in this study because it provides 
an efficient ratio estimator for estimation of the population mean of study variable. 
The efficiency of the ratio estimators for normal distribution is higher than that of 
those from beta and gamma distributions. It is also found that EORSS method 
shows an efficient behavior in estimating the population mean even for low 
correlations. 
Conclusion 
A novel ranked set sampling technique EORSS was proposed for precise estimation 
of the population mean. The sample means and ratio estimators based on EORSS 
along with their MSEs are derived. Both normal and non-normal distributions are 
considered to demonstrate the performance of the obtained EORSS estimates under 
ranking considering on auxiliary variable. A mixture approach was applied to 
simulate the non-normal bivariate distributions. A simulation process was 
conducted to compare the relative precision of the EORSS ratio estimators with 
SRS, RSS, MRSS and QRSS ratio estimators. The EORSS ratio estimates were 
more precise and efficient than the existing ranked set sampling ratio estimates 
considered for different values of ρ and sample size. The EORSS scheme was 
equally efficient in estimating the population mean in absence of normality. 
Therefore, based on above mentioned findings EORSS scheme can be 
recommended for precise estimation of population parameters. These results can be 
extended to estimate the mean and regression type estimators of the population 
mean based on EORSS scheme. 
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