Instrumental variable methods can identify causal effects even when the treatment and outcome are confounded. We study the problem of imperfect measurements of the binary instrumental variable, treatment or outcome. We first consider non-differential measurement errors, that is, the mis-measured variable does not depend on other variables given its true value. We show that the measurement error of the instrumental variable does not bias the estimate, the measurement error of the treatment biases the estimate away from zero, and the measurement error of the outcome biases the estimate toward zero. Moreover, we derive sharp bounds on the causal effects without additional assumptions. These bounds are informative because they exclude zero. We then consider differential measurement errors, and focus on sensitivity analyses in those settings.
Introduction
Instrumental variable methods are powerful tools for causal inference with unmeasured treatmentoutcome confounding. Angrist et al. (1996) use potential outcomes to clarify the role of a binary instrumental variable in identifying causal effects. They show that the classic two-stage least squares estimator is consistent for the complier average causal effect under the monotonicity and exclusion restriction assumptions.
Measurement error is common in empirical research, which is also called misclassification for discrete variables. Black et al. (2003) study the return of a possibly misreported education status. Boatman et al. (2017) study the effect of a self-reported smoking status. In those settings, the treatments are endogenous and mismeasured. Chalak (2017) considers the measurement error of an instrumental variable. Pierce and VanderWeele (2012) consider a continuous treatment and either a continuous or a binary outcome with measurement errors. The existing literature often relies on modeling assumptions (Schennach, 2007; Pierce and VanderWeele, 2012) , auxiliary information (Black et al., 2003; Kuroki and Pearl, 2014; Chalak, 2017; Boatman et al., 2017) , or repeated measurements of the unobserved variables (Battistin et al., 2014) .
With binary variables, we study all possible scenarios of measurement errors of the instrumental variable, treatment and outcome. Under non-differential measurement errors, we show that the measurement error of the instrumental variable does not result in bias, the measurement error of the treatment moves the estimate away from zero, the measurement error of the outcome moves the estimate toward zero. This differs from the result for the total effect (Bross, 1954) where measurement errors of the treatment and outcome both move the estimate toward zero.
For non-differential measurement errors, we focus on qualitative analysis and nonparametric bounds. For differential measurement errors, we focus on sensitivity analysis. In both cases, we do not impose modeling assumptions or require auxiliary information.
Notation and assumptions for the instrumental variable estimation
For unit i, let Z i denote the treatment assigned, D i the treatment received, and Y i the outcome.
Assume that (Z i , D i , Y i ) are all binary taking values in {0, 1}. We ignore pretreatment covariates without loss of generality, because all the results hold within strata of covariates. We use potential outcomes to define causal effects. Define the potential values of the treatment received and the outcome as D zi and Y zi if unit i were assigned to treatment arm z (z = 0, 1). The observed values Angrist et al. (1996) classify the units into four latent strata based on the joint values of (D 1i , D 0i ). They define U i = a if (D 1i , D 0i ) = (1, 1), Angrist et al. (1996) show that the complier average causal effect
can be identified by the ratio of the risk differences of Z on Y and D if RD D|Z = 0.
3 Non-differential measurement errors we use the naive estimator based on the observed variables to estimate τ c :
Assumption 2 All measurement errors are non-differential:
Under Assumption 2, the measurements of the variables do not depend on other variables conditional on the unobserved true variables. We use the sensitivities and specificities to characterize the non-differential measurement errors: (Bross, 1954) .
Moreover, the measurement errors of D and Y have mutually independent influences on the estimation of τ c . Theorem 1 also shows that τ c and τ c have the same sign when r D > 0 and r Y > 0.
Bounds on τ c with non-differential measurement errors
When D or Y is non-differentially mismeasured, we can identify τ c if we know r D and r Y . Without knowing them, we cannot identify τ c . Fortunately, the observed data still provide some information about τ c . We can derive its sharp bounds based on the joint distribution of the observed data. We first introduce a lemma.
given the values of
, there is a one-to-one mapping between the
Lemma 1 allows for simultaneous measurement errors of more than one elements of (Y, Z, D).
From Lemma 1, given the sensitivities and specificities, we can recover the joint distribution of
≤ 1 : z = 0, 1; u = a, n, c} induce sharp bounds on the sensitivities and specificities, which further induce sharp bounds on τ c . This is a general strategy that we use to derive sharp bounds on τ c .
First, we discuss the measurement error of Y . 
We can obtain the bounds under 
With a mis-measured D, Ura (2018) 
We can obtain the conditions under τ c < 0 by replacing Y with 1 − Y . In the Supplementary material, we show that the conditions in Corollary 2 are weaker than those in Balke and Pearl (1997) . Thus, the non-differential measurement error of D weakens the testable conditions of the binary instrumental variable model.
It is complicated to obtain closed-form bounds under simultaneous measurement errors of more than one elements of (Z, D, Y ). In those cases, we can numerically calculate the sharp bounds on τ c with details in the Supplementary material.
Results under strong monotonicity
Sometimes, units in the control group have no access to the treatment. It is called the one-sided noncompliance problem with the following assumption.
Under strong monotonicity, we have only two strata with U = c and U = n. Theorem 1 still holds. Moreover, strong monotonicity sharpens the bounds in §4.
First, we consider the measurement error of Y. We have
Theorem 4 Suppose that τ c ≥ 0 and only Y is mismeasured with r Y > 0. Under Assumptions 1-3, the sharp bounds are
where Assumption 2 of non-differential measurement error is implausible. We need modifications. Define
as the sensitivity and specificity conditional on Z = 1. We have
Theorem 5 Suppose that τ c ≥ 0, only D is mismeasured, and
Under Assumptions 1 and 3, the sharp bounds are
Unlike Theorems 2-4, the upper bound on SN (2) is not necessary for obtaining the bounds, but it helps to simplify the expression of the bounds.
It holds in our applications in §7. We give the bounds on τ c without (2) in the Supplementary material. The upper bound on τ c is not informative in Theorem 5, but, fortunately, we are more interested in the lower bound in this case.
It is complicated to obtain closed-form bounds under simultaneous measurement errors of more than one elements of (Z, D, Y ). In those cases, we can numerically calculate the sharp bounds with more details in the Supplementary material.
Sensitivity analysis formulas under differential measurement errors
Non-differential measurement error is not plausible in some cases. §5 shows that under strong monotonicity, the measurement error of D cannot be non-differential because it depends on Z in general. In this section, we consider differential measurement errors of D and Y without requiring strong monotonicity. We do not consider the differential measurement error of Z, because the measurement of Z often precedes (D, Y ) and its measurement error is unlikely to depend on later variables.
We first consider the differential measurement error of Y .
Theorem 6
Suppose that only Y is mismeasured. Define
Under Assumption 1,
Theorem 6 allows the measurement error of Y to depend on D, but the formula of τ c only needs the sensitivities and specificities in (3) and (4) We then consider the differential measurement error of D.
Theorem 7 Suppose that only D is mismeasured. Define
Theorem 7 allows the measurement error of D to depend on Y , but the formula of τ c only needs the sensitivities and specificities (5) and (6) conditional on Z. Similar to the discussion after Theorem 6, it is possible that τ c and τ c have different signs.
Based on Theorems 6 and 7, if we know or can consistently estimate the sensitivities and specificities in (3)-(6), then we can consistently estimate τ c ; if we only know the ranges of the sensitivities and specificities, then we can obtain bounds on τ c .
For simultaneous differential measurement errors of D and Y , the formula of τ c depends on too many sensitivity and specificity parameters. Thus we omit the discussion.
Illustrations
We give three examples and present the data in the Supplementary material. In Examples 1 and 3, the upper bounds on τ c are too large to be informative, but fortunately, the lower bounds are of more interest in these applications.
Discussion

Further comments on the measurement errors of Z
If only Z is mismeasured and the measurement error is non-differential, then RD D|Z = r Z × RD D|Z where r Z = SN Z + SP Z − 1 with SN Z and SP Z defined in Lemma 1. If r Z and RD D|Z are both constants that do not shrink to zero as the sample size n increases, then RD D|Z does not shrink to zero either. In this case, measurement error of Z does not cause the weak instrumental variable problem (Nelson and Startz, 1990; Staiger and Stock, 1997) . Theorem 1 shows that the non-differential measurement error of Z does not affect the large-sample limit of the naive estimator.
We further show in the Supplementary material that it does not affect the asymptotic variance of the naive estimator either.
Nevertheless, in finite samples, the measurement error of Z does result in smaller estimate for RD D|Z . If we consider the asymptotic regime that r Z = o(n −α ) for some α > 0, then it is possible to have the weak instrumental variable problem. In this case, we need tools that are tailored to weak instrumental variables (Nelson and Startz, 1990; Staiger and Stock, 1997) .
Practitioners sometimes dichotomize a continuous instrumental variable Z into a binary one based on the median or other quantiles. The dichotomized variable based on other quantiles are measurement errors of the dichotomized variable based on the median. However, these measurement errors are differential and thus our results in §3 and §4 are not applicable.
Further commments on the measurement errors of D
We discussed binary D. If we dichotomize a discrete D ∈ {0, 1, . . . , J} at k, i.e., D = 1(D ≥ k), then we can define two-stage least squares estimators based on D and D : (1995) show that τ 2sls is a weighted average of some subgroup causal effects.
Angrist and Imbens
Analogous to Theorem 1, we show in the Supplementary material that τ 2sls = τ 2sls × w k , where 
Supplementary Material
The supplementary material contains six sections § §S1-S6 corresponding to § §3-8. §S1 gives the proof for Theorem 1 in §3. §S2 gives proofs for Lemma 1, Theorems 2 and 3, and Corollaries 1 and 2 in §4, and details of computing bounds in more complicated cases. §S3 gives the proofs of Theorems 4 and 5 in §5, and details of computing bounds in more complicated cases. §S4 gives the proofs of Theorems 6 and 7 in §6. §S5 gives more details for §7, including the data and a method for constructing confidence intervals for τ c based on its bounds. §S6 gives additional results summarized in §8.
S1 Proof of Theorem 1
Lemma S1 Suppose that S, S , Q, Q are binary variables, and
and pr(Q = q | Q = q, S , S) = pr(Q = q | Q = q) = b q (q = 0, 1).
and
The identity (S1) corroborates Bross (1954) 's result that non-differential measurement error of a binary treatment or outcome biases the estimate of the total effect toward zero if |a 1 + a 0 − 1| < 1
Proof of Lemma S1. From the law of total probability,
Again, from the law of total probability,
Solving the above two equations, we have
Substituting (S2) and (S3) into (S4) and (S5), we obtain
Proof of Theorem 1. From Lemma S1,
S2 Bounds on τ c under non-differential measurement errors
S2.1 Proofs
Proof of Lemma 1. It is straightforward to write {pr(
in terms of the set {pr(Z = z), pr(U = u), pr(Y z = 1 | U = u) : z = 0, 1; u = a, n, c} given
We then only need to show that we can express {pr(Z = z),
First, we can express pr(Z = 1) as
Second, we express {pr(U = u) : z = 0, 1; u = a, n, c} in terms of {pr(
Then from Lemma S1, we can further express {pr(U = u) : u = a, n, c} as
Third, we express {pr(
. By the law of total probability, we decompose the observed probabilities as
Substituting (S7)-(S9) into (S10)-(S13), we can obtain four equations for {pr(Y z = 1 | U = u) : z = 0, 1; u = a, n, c}. From Assumption 1(c), we can obtain two additional equations pr(
We use Lemma S1 to obtain
Substituting (S18) and (S19) into (S14)-(S17), we have
From (S6), (S7)- (S9) and (S20)- (S23), we can express
From Lemma 1, if we know the sensitivities and specificities, then we can recover the joint distribution of all the potential outcomes. Furthermore, the conditions
induce sharp bounds on the sensitivities and specificities, which in turn induce sharp bounds on τ c . 
From (S20)-(S23),
Solving (S25), we obtain
After rearrangement, only one of SN Y and SP Y appears in each of the inequalities in (S25). As a result, the bounds on SN Y and SP Y are both attainable. Thus, we can then obtain the sharp bounds on r Y by summing (S30) and (S31). Then,
Proof of Corollary 1. For SN Y and SP Y , the lower bounds must be smaller than or equal to 1.
Under τ c ≥ 0, these require 
From (S7)-(S9),
Solving (S32), we can obtain the bounds on SN D and SP D . When τ c ≥ 0, we have max z,y=0,1
1 − min z,y=0,1
Because only one of SN D and SP D appears in each of the inequalities in (S32) after rearrangement, the bounds on SN D and SP D are both attainable. We can then obtain the sharp bounds on r D by summing (S33) and (S34). We can then obtain the sharp bounds on τ c .
Before proving Corollary 2, we give a simple lemma.
Proof of Lemma S2. Assumption 1(b) implies that RD D|Z ≥ 0. Using Lemma S1, we have
Proof of Corollary 2. For SN D and SP D , the lower bounds must be smaller than or equal to 1 and the upper bounds must be larger than or equal to 0. Moreover, the lower bounds must be smaller than or equal to their upper bounds. These require
When τ c ≥ 0, Lemma S2 ensures (S38). Moreover, (S37) implies (S39) with z = 0, and (S36) implies (S40) with z = 1. Lemma S2 further ensures (S39) with z = 1 and (S40) with z = 0. Therefore, (S38) to (S40) are redundant. The remaining conditions (S35)-(S37) are equivalent to the inequalities in Corollary 2.
Next, we show that the conditions in Corollary 2 are weaker than the following conditions in Balke and Pearl (1997) :
These are the testable conditions for the binary instrumental variable model without measurement errors.
Proof. First, (S35) is equivalent to (S41) with y = 1 and (S42) with y = 0.
Second, we show (S41) and (S42) imply (S36). From (S41) and (S42) with y = 1, we have
, which is equivalent to (S36)
Therefore,
which is equivalent to (S36) with y = 0.
Third, we show (S41) and (S42) 
S2.2 Bounds on τ c under simultaneous measurement errors
It is complicated to obtain closed-form bounds under simultaneous measurement errors of more than one elements of (Z, D, Y ). We provide a general strategy for calculating the sharp bounds numerically.
From Lemma 1, we can express
Therefore, we obtain 8 − 1 = 7 equality constraints for {pr(Z = z), pr(U = u), pr(Y z = 1 | U = u) :
Using linear or non-linear programming, we can numerically calculate the bounds by minimizing and maximizing τ c under the equality constraints and the inequality constraints (S24).
S3 Results under strong monotonicity S3.1 Proofs
Proof of Theorem 4. If only Y is mismeasured,
In this case, the formulas of {pr(Z = z), pr(U = u) : z = 0, 1; u = n, c} do not depend on (SN Y , SP Y ), and thus do not provide any information for them. Therefore, we consider only the inequalities in (S25) based on the following probabilities:
Using (S43)-(S45) to solve (S25), we obtain
After rearrangement, only one of SN Y and SP Y appears in each of the inequalities in (S25). As a result, the bounds (S46) and (S47) are both attainable. Thus, we obtain the sharp bounds on r Y by summing (S46) and (S47)
where
We give a more general version of Theorem 5 without the condition in (2).
Theorem S1 Suppose that τ c ≥ 0 and only D is mismeasured. Define
Under Assumptions 1 and 3, the sharp upper bound on τ c is
and the sharp lower bound on τ c is
Proof of Theorem S1. First, pr(Z = z) does not depend on (SN 
We decompose the observed probabilities into
.
From the following decomposition of the outcome distribution in the control group
we obtain
. Second, we derive the bounds on SN 
The inequalities in (S49) and (S50) are stronger than those in (S48). Therefore, we can omit (S48).
Next, we show that (S49) and (S50) imply (S52). From (S50),
which means that (S49) implies (S52). As a result, we can omit (S52).
Combining (S49) with (S51),
In (S53), the upper bound must be larger than or equal to 0, the lower bound must be smaller than or equal to 1, and the upper bound must be larger than or equal to the lower bound. These require
Under RD Y |Z ≥ 0, (S55) holds. Thus, we can omit (S55). Combining (S54) with (S50), we have
Finally, we derive the bounds on 
Because the above bound limits are monotone in SP 
S3.2 Bounds on τ c under simultaneous measurement errors
Under strong monotonicity, it is complicated to obtain closed-form bounds under simultaneous measurement errors of more than one elements of (Z, D, Y ). We propose the general strategy for calculating the sharp bounds numerically. Table S1 shows the data in §7 in the main text.
S5 More details for §7
S5.1 Data
S5.2 A method for constructing confidence intervals for τ c
The bounds on τ c take the form
where l 1 , l 2 , u 1 and u 2 are maximums or minimums of the functions of the observed distribution.
This form of bounds is different from most partially identified parameter in the literature (Imbens and Manski, 2004; Chernozhukov et al., 2013; Jiang and Ding, 2018) . Motivated by Berger and Boos (1994) 's method for hypothesis testing, we propose the following strategy for constructing confidence interval.
In the first step, construct CI , a 1 − γ confidence interval for τ c . In the second step, construct CI(τ c ), a 1 − (α − γ) confidence interval for τ c when the parameter τ c is fixed at the valueτ c , for allτ c ∈ CI . In the third step, construct the final confidence interval by taking the union of these CI(τ c )'s:
This strategy is easy to implement. In the first step, we can construct CI based on standard techniques. In the second step, we can construct CI(τ c ) using the method of Imbens and Manski (2004) or Jiang and Ding (2018) for partially identified parameters with interval bounds.
We then prove that this confidence interval has a coverage rate at least as large as 1 − α.
Proof. The conclusion follows from pr(τ c / ∈ CI) = pr τ c / ∈ ∪τ c ∈CI CI(τ c ), τ c ∈ CI + pr τ c / ∈ ∪τ c ∈CI CI(τ c ), τ c / ∈ CI ≤ pr τ c / ∈ ∪τ c ∈CI CI(τ c ), τ c ∈ CI + pr(τ c / ∈ CI ) ≤ pr τ c / ∈ CI(τ c ) + γ
The proof above is based on finite-sample exact confidence intervals. It carries over to large-sample confidence intervals. 
