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V magistrskem delu je predstavljen visoko razpoložljiv informacijski sistem Agencije Republike 
Slovenije za kmetijske trge in razvoj podeželja. Z anketo uporabnikov je bila preverjena kakovost 
informacijskih storitev Agencije ter podrobno analizirana visoka razpoložljivost informacijskega 
sistema Agencije, kjer so bili podani predlogi izboljšav. 
Predstavljena je razpoložljivost informacijskih sistemov, ki predstavlja dostopnost želenih storitev 
oziroma dostopnost želenih informacij. Podrobneje sta predstavljena merjenje in izračun 
razpoložljivosti zaporednih, vzporednih in kompleksnih sistemov. Zajeti so koncepti visoke 
razpoložljivosti z osnovnimi načeli načrtovanja visoko razpoložljivih sistemov.  
Opredeljene so funkcije računalništva v oblaku, modeli oblačnih storitev ter oblačni modeli v uporabi. 
Predstavljeni so postopki integracije sistemov v oblačne strukture.  
V osrednjem delu je predstavljen informacijski sistem Agencije s funkcijami podpore poslovnih 
procesov. Izvedena je bila anketa zadovoljstva uporabnikov o uporabi spletnih storitev ter mnenje 
uporabnikov o podpori spletnih storitev v poslovnih procesih Agencije. Opisana sta zgodovina in razvoj 
informacijskega sistema s pripravami in prehodom na nove visoko razpoložljive tehnologije. 
Izpostavljena je primerjava sistemov različnih tehnologij na podlagi standardnih zmogljivostnih testov. 
Razpoložljivost storitev informacijskega sistema je bila primerjana med izračunano ter izmerjeno 
vrednostjo razpoložljivosti. 
V nadaljevanju sledi podrobna analiza informacijskega sistema z uporabo konceptov visoke 
razpoložljivosti. V zaključku analize so predlagane izboljšave informacijskega sistema za doseganje 
boljše razpoložljivosti. Predstavljeni so tudi koraki za integracijo informacijskega sistema v privatni 
oblak z analizo integracije. 
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The thesis presents high availability information system of the Agency of the Republic of Slovenia for 
Agricultural Markets and Rural Development. With a user survey the quality of information services of 
the Agency was checked and detailed analysis of the high availability of the information system of the 
Agency was checked as result analysis suggestions were given for improvements. 
At the beginning the availability of information system that represents the availability of desired 
services and the availability of the desired information is presented. More information is presented for 
the measurement and calculation of the availability of serial, parallel and complex systems. Basic 
concepts of high availability are introduced and covered by design principles.  
Functions of cloud computing, cloud service models, and cloud models in use are described. The 
procedures used for system integration in cloud structures are presented. 
In the central part, the information system of the Agency is described with the support functions of 
business processes. We performed a survey of customer satisfaction with the use of web services and 
user opinion on the support for web services in business processes of the Agency. History and 
development of the information system with preparations for the transition to the new high-
availability technologies are described. A comparison of different systems of technologies based on 
standard performance tests is presented. The availability of the information system was compared 
between the calculated and measured values of the availability. 
In addition, a detailed analysis of the information system using the concepts of high availability is 
described. The results of the analysis are the proposed improvements to the information system in 
order to achieve better availability. The work includes the steps for the integration of information 
system in a private cloud with the analysis of the integration. 
 
Key words: quality, availability of services, principles of availability, high availability, high availability 






Čas je zelo dragocena dobrina, zato je nepretrgano delovanje sistemov bistveno za kakovost storitev 
in s tem povezano delovanje poslovnih procesov organizacije in njeno uspešnost. Mnogo sodobnih 
organizacij je v celoti odvisnih od informacijske tehnologije, zato je razpoložljiva informacijska 
tehnologija neposredno povezana z uspešnostjo organizacije. Nedelovanje informacijskih sistemov 
lahko povzroči resne izgube za organizacijo ali celo izgubo tržnega deleža, ki lahko vodi v propad 
organizacije.  
Po drugi strani povečevanje razpoložljivosti sistemov pomeni redundantnost sistemov in 
redundantnost podatkov, to pa pomeni manjše možnosti za izgubo podatkov. Izguba podatkov lahko 
pomeni tudi propad organizacije.  
Po poročilu ameriška raziskovalna in svetovalna družba z področja informacijske tehnologije Gartner, 
40 odstotkov organizacij, ki po večjem izpadu ne morejo obnoviti svojih podatkov, propade. Po trditvah 
ameriških arhivov (National Archives and Records Administration) 93 odstotkov organizacij, ki ne 
morejo v desetih dneh obnoviti podatkovnega centra, propade še isto leto, polovica teh pa nemudoma 
po katastrofi [1].  
Zato je pomembno, da organizacije, ki so tesno povezane z informacijsko tehnologijo, investirajo v 
visoko razpoložljive storitve in s tem zagotovijo boljše možnosti za uspešno poslovanje in prednost 
pred drugimi organizacijami. 
Poleg tega je pomembno tudi, da organizacije investirajo v okrevalne načrte, saj ti omogočajo obnovo 
podatkov po hudih katastrofah, kot so potresi, poplave, požari in podobne naravne nesreče, saj bi 






Zanesljivost sistemov ima zanimivo zgodovino s svojimi začetki v vojski, prav tako je velik del teorij 
zanesljivosti razvila vojska in kasneje vesoljski programi. Dejstvo je, da je Lusser, po katerem je bil 
poimenovan Lusserjev zakon, delal skupaj z Wernerjem von Braunom na razvoju raket. Lusserjev zakon 
je v sistemski tehniki napoved zanesljivosti. Leta 1952 je razvil sistem SAGE, ki naj bi v hladni vojni 
opozarjal ZDA pred morebitnimi zračnimi napadi. SAGE je imel hitrejši pomnilnik kot prvi komercialni 
računalnik UNIVAC, ampak je tudi več »pozabljal«, zato so njegovo delovanje dopolnili z novim IBM-
ovim (International Business Machines Corporation) računalniškim sistemom Q7 in tako sta delala v 
tandemu oziroma izmenah in zagotovila 97 % razpoložljivost. Računalniški sistemi so v tistih letih 
zagotavljali 12 ur povprečnega delovanja, medtem ko so inženirji potrebovali 8 ur za popravilo in 
odpravo napak. Cikel delovanja in popravil je zagotavljal 60 % razpoložljivost [2]. 
Visoko razpoložljivi sistemi so v produkcijskih okoljih prisotni že leta, večji razmah pa so dosegli s 
pojavom oblačnih ponudnikov storitev, kot je recimo oblačna platforma Amazon S3. Nekatere rešitve 
so bile samostojno razvite, druge so bile integrirane v operacijski sistem kot storitev ali razširitev. 
Vodilni razvijalci programske opreme so razvili sledeče primere visoko razpoložljive gručne rešitve:  
 OpenVMS, 
 HACMP (High Availability Cluster Multiprocessing) visoko razpoložljiva multiprocesna gruča, 
 TruCluster, 
 NonStop Clusters (NSC), 
 in druge. 
OpenVMS je splošno namenski operacijski sistem, naslednik sistema VAX-11/VMS oziroma VAX/VMS, 
ki ga je leta 1977 ustvaril in objavil DEC. Vključevanje sistema v gruče je bilo dodano v četrti verziji 
operacijskega sistema leta 1984 [3]. 
HCMP je visoko razpoložljiv gručni sistem, ki ga je IBM predstavil leta 1991 kot del operacijskega 
sistema AIX (Advanced Interactive eXecutive) Unix [3]. 
TruCluster je zaprtokodni visoko razpoložljivi gručni sistem, ki temelji na operacijskem sistemu Tru64 
UNIX , ki ga je razvil DEC [3].  
NonStop Clusters je bil razvit na sistemu SCO UnixWare in je prva komercialno dostopna rešitev visoke 
razpoložljivosti za splošno namensko strojno opremo [3]. 
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Spodnja slika prikazuje tipičen primer visoko razpoložljive gruče z dvema strežnikoma, kjer so vse 
komponente podvojene. Ta tradicionalna konfiguracija visoko razpoložljive gruče lahko deluje v dveh 
načinih: 
 aktivni-aktivni in 
 aktivni-pasivni 
V gruči, ki deluje v funkciji aktivni-aktivni, sta oba strežnika aktivna in imata vsak svoje storitve. Ob 
izpadu enega od strežnikov drugi prevzame njegovo vlogo in njegove storitve. Ta konfiguracija je z 
investicijskega vidika zelo ugodna, saj je vsa oprema v uporabi in nudi visoko stopnjo razpoložljivosti. 
Pri tem je treba paziti, da ni medsebojnega vpliva na storitev in da sta sistema dovolj zmogljiva za 
prevzem storitev [4]. 
V gruči s funkcijo aktivni-pasivni en strežnik gostuje vse storitve, drugi strežnik pa je pripravljen in čaka 
na izpad prvega strežnika, da bi prevzel njegovo vlogo in storitve. Ta konfiguracija zagotavlja višjo 
stopnjo razpoložljivosti, je pa težko opravičljiva s stroškovnega vidika, saj imamo dvojne investicijske 
stroške in dvojne operativne stroške [4]. 
 
 
Slika 1 Visoko razpoložljiva gruča z dvema strežnikoma 
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3 Kaj je (visoka) razpoložljivost? 
Razpoložljivost, pa naj bo to visoka, nizka ali srednja, je najpreprostejše rečeno čas, ko strežnik 
normalno deluje. Izračuna se po spodnji enačbi, kjer se razpoložljivost A izraža v odstotkih, MTBF 
(Mean Time between Failures) je povprečni čas med okvarama in MTTR (Mean Time to Repair) je 
povprečen čas popravila. Iz enačbe je razvidno, da je razpoložljivost odvisna od povprečnega časa 





Enačba 1 Izračun razpoložljivosti 
Če bi imel določen sistem na primer MTBF 100000 ur in MTTR 1 uro, potem bi bila razpoložljivost 
sistema na zelo visokem nivoju (glej izračun v enačbi 2). Za doseganje razpoložljivosti 99,9999 % bi 
morali zmanjšati MTTR za desetkrat, na 6 min, drugače povedano, v 11,4 leta sistem lahko izpade za 6 




= 99,999 % 
Enačba 2 Primer izračuna razpoložljivosti 
Sistemi z izpadi manj kot 10 min na leto, kjer znaša razpoložljivost okoli 99.998 %, so izvedljivi. Za 
doseganje večje razpoložljivosti je poleg dobre zasnove sistema potrebna tudi sreča, na katero ne gre 
računati [4]. 
3.1 Povprečni čas med okvarama 
MTBF ja povprečni čas med okvarama. Izračuna se kot aritmetična sredina časa med zaporednima 
okvarama sistema ali okvarama dela sistema. 
𝑀𝑇𝐵𝐹 =
∑(𝑧𝑎č𝑒𝑡𝑒𝑘 𝑜𝑘𝑣𝑎𝑟𝑒 − č𝑎𝑠 𝑝𝑜𝑛𝑜𝑣𝑛𝑒𝑔𝑎 𝑑𝑒𝑙𝑜𝑣𝑎𝑛𝑗𝑎)
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑜𝑘𝑣𝑎𝑟
 




Slika 2 Časovnica okvar sistema za izračun MTBF 
Na podlagi podatka MTBF za sistem lahko izračunamo verjetnost, da bo določen sistem deloval za čas, 
ki je enak MTBF. Ta izračun zahteva, da sistem deluje v okviru svoje »življenjske dobe«, za katero je 
značilna relativno konstantna stopnja odpovedi, če nastopajo samo naključne napake. Pod to 
predpostavko vsak posamezen sistem preživi svoje izračunane MTBF z verjetnostjo 36,8 %. Drugače 
povedano, verjetnost, da posamezen sistem ne bo preživel izračunov MTBF, je 63,2 % [4]. 
3.2 Povprečni čas popravila 
MTTR je osnovno merilo vzdrževanosti popravljivih naprav. MTRR predstavlja povprečni čas, potreben 
za popravilo okvarjene komponente, naprave ali sistema. Izračuna se po spodnji enačbi kot skupna 
vsota časa, porabljenega za odpravljanje posameznih okvar, deljeno s skupnim številom odpravljanj 
okvar.  
𝑀𝑇𝑇𝑅 =
∑ č𝑎𝑠 𝑜𝑑𝑝𝑟𝑎𝑣𝑒 𝑛𝑎𝑝𝑎𝑘𝑒
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑜𝑑𝑝𝑟𝑎𝑣 𝑛𝑎𝑝𝑎𝑘
 
Enačba 4 Izračun MTTR 
MTTR je najpogosteje definiran v pogodbah o vzdrževanju sistemov, kjer se navaja čas za odpravo 
okvar. Navedeni časi za opravo okvar so 24 ur. Pogosteje se v pogodbah o vzdrževanju znajde 
povprečen čas do popravila, ki dejansko pove, kdaj bo izvajalec začel z odpravljanjem okvare na 
sistemu, nimamo pa podatka, kdaj bo okvara na sistemu odpravljena [2]. 
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4 Merjenje razpoložljivosti 
Zaradi poplave podatkov je treba za lažje obvladovanje in sprejemanje pravilnih odločitev podatke 
meriti. Meritve podatkov lahko služijo za izboljšavo podatkov, analizo porabe virov, določanje prioritet 
razvrščanja virov, sprejemanja odločitev glede nakupov strojne opreme in celo oblikovanja pogojev pri 
trženju storitev. Zato je treba vzpostaviti nekatera temeljna načela merjenja razpoložljivosti in imeti na 
razpolago orodja za pravilno interpretacijo teh meritev. Zaradi razvoja storitev, razmaha različne 
strojne opreme in poplave ponudnikov je treba termin »razpoložljivost« dopolniti z »odpornostjo«. 
Odpornost je termin, ki opisuje razpoložljivost celotnega sistema brez specifik visoke razpoložljivosti, 
ki so pogosto priključene razpoložljivosti. Visoka razpoložljivost zgodovinsko gledano izhaja iz različnih 
konfiguracij sistemov, kjer nastopata dva računalniška sistema, ki se nadzorujeta in ščitita drug 
drugega. Z leti se je termin »visoka razpoložljivost« uporabljal za opisovanje različnih rešitev z 
različnimi funkcijami in nivoji zaščite. Odpornost je termin, ki bo opisoval razpoložljivost sistemov, kjer 
bodo vse okvare definirane, vključno z okvarami na mrežnem in aplikacijskem nivoju. V takih 
»odpornih« sistemih morajo imeti vse okvare predpisan čas okrevanja, kjer je znan maksimalni čas 
okrevanja, saj je samo tako lahko predvideti, koliko časa bo določen sistem nedosegljiv. Ker vseh 
situacij ni mogoče predvideti, je pomembno, da imajo vsi načrti za okrevanje in obnovitev tudi rezervne 
načrte. Odporen sistem je zmožen okrevanja v sprejemljivem časovnem obdobju, četudi mu je 
odpovedala najbolj kritična komponenta [4]. 
 
Graf 1 Razpoložljivost v odvisnosti od investicij [4] 
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Graf 1 prikazuje odvisnost razpoložljivosti od investicij, kjer lahko razberemo, da se nizko 
razpoložljivost doseže že z majhnimi vlaganji, medtem ko so za doseganje visoke razpoložljivosti 
potrebne obsežne investicije. Točke izboljšav zanesljivosti sistemov na grafu predstavljajo primere 
izboljšave sistemov in niso povezane z doseganjem določene razpoložljivosti sistemov [4]. 
Z doseganjem visoke razpoložljivosti sistema oziroma s približevanjem stotim odstotkom cena 
sistemov zelo hitro raste, zato je določena stopnja razpoložljivosti zahtevana v predpisanih časovnih 
okvirjih, ki so vezani na poslovanje subjekta. Na primer: podjetje deluje med 8. in 16. uro, zato bi želelo, 
da ima informacijski sistem razpoložljivost med 8. in 16. uro čim bližje stotim odstotkom, izven 
delovnega časa pa zagotavljanje stoodstotne razpoložljivosti ni tako kritično. Če pa bi bila zahtevana 
stoodstotna razpoložljivost sistema 7 x 24 x 365, bi cena takega sistema zrasla v višave. Tak sistem 
lahko zahtevajo uporabniki zelo donosnih aplikacij, kot so recimo borze, vendar je treba poudariti, da 
je stoodstotno razpoložljivost dolgoročno skoraj nemogoče zagotoviti [4]. 
Tabela 1 prikazuje tipične primere sistemov, njihove stopnje razpoložljivosti, njihov razred 
razpoložljivosti Ar in njihovo dovoljeno nedosegljivost v minutah na leto. Numerična klasifikacija 
razpoložljivosti Ar je povzeta po Grayu [5] in se izračuna po Enačba 5 [2]. 




Enačba 5 Izračun razreda razpoložljivosti sistema 





minutah na leto 
brez upravljanja 90 1 50.000 
z upravljanjem 99 2 5.000 
z dobrim upravljanjem 99,9 3 500 
odporen na napake 99,99 4 50 
visoko razpoložljiv 99,999 5 5 
zelo visoko razpoložljiv 99,9999 6 0,5 
ultra visoko razpoložljiv 99,99999 7 0,05 
Tabela 1 Razredi razpoložljivost sistema [2] 
4.1 Sistemi in razpoložljivost  
Razpoložljivost sistema se izračuna z modeliranjem sistema medsebojnega serijskega ali vzporednega 
povezovanja blokov. Naslednja pravila se uporabljajo za odločitev, ali sestavne bloke povezujemo v 
serijo ali vzporedno [2]: 
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 Če izpad bloka v primeru dveh poveznih blokov, privede do izpada obeh blokov, pomeni, da 
sta bloka vezana zaporedno. 
 Če izpad bloka v primeru dveh poveznih blokov, ne privede do izpada obeh blokov, pomeni, da 
sta bloka vezana vzporedno. 
4.2 Razpoložljivost v serijskih sistemih - Lusserjev zakon 
Serijski sistem deluje takrat, kadar delujeta oba podsistema, predstavljena kot blok A in blok B na sliki 
3. Iz tega sledi, da je združena razpoložljivost dveh blokov enaka produktu razpoložljivosti 
posameznega bloka. 
𝐴 = 𝐴𝐴 ∗ 𝐴𝑏 
Enačba 6 Razpoložljivost serijske vezave dveh blokov 
 
Slika 3 Serijski sistem 
Splošneje zanesljivost sistemov opisuje Lusserjev zakon, poimenovan po Robertu Lusserju, ki navaja, 
da je zanesljivost serije sistemov enaka zmnožku zanesljivosti svojih podsistemov, če je za njihove 
odpovedi znano, da so statistično neodvisne [4]. 
𝐴𝑛−𝑘𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = ∏ 𝐴𝑖
𝑛
𝑖=1
= 𝐴1 ∗ 𝐴2 ∗ … ∗ 𝐴𝑛 
Enačba 7 Lusserjev zakon 
4.3 Vpliv redundance na razpoložljivost oziroma razpoložljivost vzporednih sistemov 
Vzporedni sistem deluje takrat, kadar deluje vsaj en od podsistemov, predstavljenih kot blok A in blok 
B na sliki 4. Iz tega sledi, da je združena razpoložljivost dveh blokov enaka produktu nezanesljivosti 





𝐴 = 1 − (1 − 𝐴𝑥)
2 
Enačba 8 Razpoložljivost vzporedne vezave dveh blokov 
 
Slika 4 Vzporedni sistem 
Izračun razpoložljivosti v vzporednih sistemih je podobna kot pri serijskih sistemih, le da imamo pri 
vzporednih sistemih opravka z nezanesljivostjo 𝑁 = (1 − 𝐴). 
𝑁𝑛−𝑘𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = ∏ 𝑁𝑖
𝑛
𝑖=1
= 𝑁1 ∗ 𝑁2 ∗ … ∗ 𝑁𝑛 = (1 − 𝐴1) ∗ (1 − 𝐴2) ∗ … ∗ (1 − 𝐴𝑛) 
Enačba 9 Izračun nezanesljivosti vzporednega sistema 
4.4 Razpoložljivost kompleksnih sistemov. 
Kompleksni sistemi nastopijo takrat, ko sistem združuje serijske in vzporedne bloke v različnih 
kombinacijah. Preprost primer prikazuje slika 5. 
 
Slika 5 Kompleksen sistem 
Razpoložljivost kompleksnega sistema izračunamo z združevanjem posameznih serijskih in vzporednih 
blokov. Za zgornji primer bi razpoložljivost izračunali tako, da bi najprej izračunali razpoložljivost blokov 
13 
 
A in D ter razpoložljivost blokov B in C, nato pa še skupno razpoložljivost sistema razpoložljivost 
združenih blokov AD in BC [2]. 
𝐴 = 𝐴𝐴𝐷 ∗ 𝐴𝐵𝐶 = 𝐴𝐴 ∗ 𝐴𝐷 ∗ (1 − (1 − 𝐴𝐵) ∗ (1 − 𝐴𝐶)) 
4.5 Delna razpoložljivost 
Delna razpoložljivost se uporablja za izračun razpoložljivosti sistemov z vgrajeno redundanco. Sistem z 
N bloki deluje, ko je na voljo vsaj N - M komponent, skratka, v tem sistemu se lahko okvari največ M 
število blokov. Razpoložljivost takega sistema označimo z 𝐴𝑁,𝑀 in se izračuna po sledeči enačbi [2]: 
𝐴𝑁,𝑀 = ∑
𝑁!
(𝑁 − 𝑖)! ∗ 𝑖!




Enačba 10 Razpoložljivost sistema AN,M 
4.6 Primer izračuna razpoložljivosti paralelnega sistema 
Dva sistema A in B imata vsak po sebi razpoložljivost Ax=99 %, če je sistem B nastavljen tako, da v 
primeru izpada sistema A prevzame njegovo mesto, potem je teoretično dosežena zanesljivost 99,99 
% [2]. 
𝐴 = 1 − (1 − 𝐴𝑥)
2 = 1 − (1 − 0,99)2 = 99,99 % 
Enačba 11 Primer izračuna paralelnega sistema za doseganje visoke razpoložljivosti 
Izračunana razpoložljivost v tem primeru ni realna, ker v teoretičnem primeru ni bil zajet čas preklopa 
med sistemoma in ostali zunanji dejavniki, kot so mrežna povezljivost, izpad električnega omrežja in 
podobno [4]. 
4.7 Primer izračuna razpoložljivosti sistema N – M 
Imamo sistem s podatki N=5, M=3, N-M=2 in razpoložljivostjo A=0,95. Z uporabo enačbe 10 izračunamo 
razpoložljivost sistema, ki znaša 99,88 % [2]. 
𝐴𝑁,𝑀 = ∑ [
5!
(5 − 𝑖)! ∗ 𝑖!
] 𝐴5−𝑖[1 − 𝐴]𝑖
2
𝑖=0
= 𝐴5 + 5 ∗ 𝐴4[1 − 𝐴] + 10 ∗ 𝐴3[1 − 𝐴]2
= 10 ∗ (0.95)3 − 15 ∗ (0,95)4 + 6 ∗ (0,95)5 = 0,9988 
Enačba 12 Primer izračuna razpoložljivosti sistema AN , M 
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4.8 Miti o devetkah 
Velikokrat se oglašuje nerealna visoka razpoložljivost, zapisana s petimi devetkami ali več, vendar take 
napovedi razpoložljivosti pogosto temeljijo na empiričnih izračunih razpoložljivosti sistemov, ne pa na 
dejanskem vrednotenju želene razpoložljivosti. Pri vrednotenju razpoložljivosti morajo biti upoštevana 
sledeča dejstva [4]: 
 Devetke so povprečje. 
 Devetke zajemajo podatke, ki se zlahka modelirajo. 
 Devetke odsevajo razpoložljivost celotnega sistema. 
4.8.1 Devetke so povprečje 
Maksimalni čas izpada oziroma maksimalni čas popravila je pomembnejši od povprečne razpoložljivosti 
[4]. 
4.8.2 Devetke zajemajo podatke, ki se zlahka modelirajo 
Obremenjenost sistemov in programske opreme je težko opisati s splošnimi modeli, zato je treba za 
vsako konfiguracijo posebej določiti realni čas popravila in realne obremenitve sistemov [4]. 
4.8.3 Devetke odsevajo razpoložljivost celotnega sistema 
Visoko razpoložljiv sistem, ki je povezan v omrežje, je zanesljiv ravno toliko, kot je zanesljiva najšibkejša 
komponenta. Vrhunski visoko razpoložljiv sistem je na primer neuporaben, če uporabniki ne morejo 
dostopati do njega, ker je odpovedal cenen usmerjevalnik, preko katerega je sistem povezan v svet [4]. 
4.9 Izračun razpoložljivosti za preprost serijski sistem 
Za lažji izračun bomo vzeli preprost serijski sistem, ki ga vidimo na sliki 3, kjer bomo predpostavili, da 
ima vseh sedem komponent enako razpoložljivost Ax=99,99 %, čeprav je to redkost v realnosti, in da 




Slika 6 Preprost sistem [4] 
𝐴 =  𝐴𝑥
7 = 0,99997 = 99,93 % 
Enačba 13 Izračun razpoložljivosti za preprost sistem 
Razpoložljivost posamezne komponente je 99,99 % kar pomeni, da je nedosegljivost 52 minut na leto. 
Po izračunu v enačbi 6 je razpoložljivost sedmih komponent  99,93 %, kar pomeni, da je nedosegljivost 
6 ur na leto [4]. 
V tem nazornem primeru je nastopalo samo sedem komponent, večina sistemov vsebuje veliko več 
komponent. Prav tako moramo v izračunih upoštevati na primer razpoložljivost električnega omrežja 
in podobnih elementov, ki smo jih v tem primeru zanemarili. Če bi imel v tem primeru sedmi element 
razpoložljivost 99 %, bi padla celotna razpoložljivost na 98,94 %, zato so najboljše izboljšave 
razpoložljivosti v najšibkejših členih, čeprav ti niso najbolj očitni [4]. 
16 
 
5 Okvare sistemov 
Definicije okvar sistemov se razlikujejo od preprostih do kompleksnejših. Preproste okvare opisujejo 
okvaro posamezne komponente v sistemu, kot je okvara trdega diska, mrežne povezave, operacijskega 
sistema ali ključne aplikacije. Podrobnejši opisi vsebujejo več podatkov, recimo počasno mrežno 
povezavo, nedostopnost podatkov in podobno [4]. 
 
Graf 2 Najpogostejši razlogi za okvare sistemov - prvi pogled 
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Grafa 2 in 3 prikazujeta dva različna pogleda na najpogostejše razloge za okvare. Graf 2 prikazuje 
podatke iz računalniške industrije Gartner/Dataquest, kjer so najpogostejše okvare na programski 
opremi, za tem pa okvare na strojni opremi. Graf 3 vsebuje podatke CNT (Computer Network 
Technology), kjer okvare na strojni opremi predstavljajo večinski delež okvar [4]. 
Podatki kažejo, da je izvor in pogostost različnih okvar odvisna od segmenta informacijske tehnologije 
in skupine ljudi, ki sodelujejo v anketah. Kljub temu podatki kažejo, da imajo največji vpliv na izpade 
sistemov: 
 človeški faktor, 
 strojna oprema in 
 napake na programski opremi. 
5.1 Okvare na strojni opremi 
Okvare na strojni opremi so okvare, na katere ljudje najprej pomislijo in, po podatkih iz grafa 2, 
povzročijo četrtino izpadov. Izpadi stroje opreme velikokrat pomenijo daljše izpade, saj je treba 
nadomestiti okvarjene dele strojne opreme, ki jih je pogosto treba naročiti iz centralnih skladišč. Na 
strojni opremi najpogosteje izpadejo gibajoči se deli strojne opreme, kot so: vrteči se trdi diski, tračne 
enote, ventilatorji, napajalniki. Redkeje izpadejo tudi spominski moduli in centralno procesne enote, 
vendar so sodobni sistemi sposobni nekatere take izpade preprečiti z izločitvijo okvarjene naprave iz 
uporabe. Pri spominskih modulih se uporablja koda za odpravo napak ECC (Error-correcting code), ki 
preprečuje izgubo podatkov v primeru okvare spominskega modula [4]. 
5.2 Okoljske in fizične napake 
Okvare na sistemu so lahko zajete v sistemu ali pa so zunanje narave. Veliko zunanjih vplivov lahko 
povzroči izpad sistema, vendar se te vplive le redko obravnava kot možne točke izpada. Pogosto v teh 
primerih ne zadostuje rezervna oprema na lokaciji [4]. 
Najbolj očitna okoljska napaka je izpad električne energije, ki je lahko posledica napake na distribuciji, 
lahko pa je napaka lokalna, kot je recimo poškodba na napajalnem vodu ali izpad varovalk zaradi 
preobremenitve [4]. 
Okoljska napaka je recimo izpad klimatske naprave, ki lahko povzroči pregrevanje sistemskih 




Večina podatkovnih centrov vsebuje vozlišča vodnikov in povezav, ki povezujejo sisteme med seboj. 
Vodniki se lahko poškodujejo, lahko se izvlečejo, bakreni vodi se lahko zlomijo, medtem ko so lahko 
optični vodi upognjeni pod premajhnim krivinskim radijem. Vse te napake lahko hitro povzročijo izpad 
sistema [4]. 
Podatkovni centri vsebujejo tudi različne zaščite pred požarom. Najpogosteje je gasilni reagent halon, 
ki iz prostora, kjer je požar, izloči kisik in tako pogasi požar in minimizira škodo na sistemih. V primeru 
uporabe vode kot gasilnega reagenta lahko voda poškoduje velik del opreme, ki je neuporabna za 
nadaljnjo uporabo. Gasilni sistemi lahko tudi zatajijo in podatkovni center ostane brez opreme [4].  
Fizične napake so lahko: slabo grajene omare, ki se sesedejo pod težo strojne opreme, slabo pritrjene 
police, ki odpadejo, preobremenjeni viseči stropi, ki se zrušijo na strojno opremo, in podobno. Pogosto 
se tudi izvajajo obnovitvena dela v podatkovnem centru ali v njegovi neposredni bližini, kjer se lahko 
uporablja težka mehanizacija, ki lahko poškoduje ali premakne sistemsko opremo, poškoduje 
napeljavo do kritičnih sistemov, povzroči vibracije ali ustvari prah, ki onemogoči pravilno hlajenje 
sistemov [4].  
Sisteme ogrožajo tudi naravne katastrofe, kot so poplave, potresi, vojne razmere, teroristični napadi 
in drugo [4]. 
5.3 Izpadi mrežnih povezav 
Mreže so po naravi občutljive na napake, ker vsebujejo veliko elementov, katerih konfiguracija vpliva 
na delovanje celotnega sistema. Na mrežnih elementih se pojavljajo napake, kot so nepravilno 
usmerjanje, podvojeni naslovi IP, nedovoljene zanke in podobno. Mrežne povezave so lahko tarče 
različnih napadov, kot so ohromitev storitve DOS (Denial of service), penetracija omrežja in podobno 
[4]. 
Mrežne povezave so ranljive tudi iz fizičnega stališča, kot je recimo priklop nepooblaščene osebe v 
notranje omrežje, načrtno ustvarjanje nedovoljenih zank na usmerjevalnikih, priklop zlonamernega 
usmerjevalnika in podobno [4]. 
Mrežne povezave imajo tudi jedrne funkcije, kot so sistem domenskih imen DNS (Domain Dame 
System), protokol za dinamično dodeljevanje naslovov DHCP (Dynamic Host Configuration Protocol), 
protokol za usklajevanje časa NTP (Network Time Protocol) in podobne storitve, ki ob odpovedi ali 
nepravilni konfiguraciji povzročijo navidezen izpad mreže. Izpadi mrežnih diskov in tiskalnikov lahko 
povzročijo izpad odjemalcev in jim s tem onemogočijo delo [4]. 
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5.4 Izpadi podatkovnih baz  
Podatkovne baze so kompleksni sistemi programske opreme, ki morajo pravilno delovati, da 
zagotavljajo storitve uporabnikom. Nepravilno delovanje podsistemov podatkovnih baz lahko hitro 
povzroči izpad storitve ali samo upočasnitev storitev do te mere, da je neuporabna. Tipični primeri 
napak na podatkovnih zbirkah so sesutje aplikacije, blokada aplikacije, pomanjkanje osnovnih virov, 
pokvarjeni ali pomanjkljivi indeksi, hrošči v programski opremi in podobno [4]. 
5.5 Izpadi spletnih aplikacijskih strežnikov 
Aplikacijski strežniki sprejemajo zahtevke uporabnikov in na podlagi teh zahtevkov posredujejo 
uporabnikom podatke iz zalednih podatkovnih zbirk. Napake podatkovnih zbirk neposredno vplivajo 
na aplikacijske strežnike oziroma uporabnike, polega tega pa imajo tudi aplikacijski strežniki svoje 
pomanjkljivosti, kot so na primer sesutje aplikacije, pomanjkanje virov, prekomerna izraba virov, 
neskončne zanke, puščanje spomina, hrošči v programski opremi in podobno [4]. 
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6 Osnovni koncepti visoko razpoložljivih sistemov 
Obstaja približno dvajset glavnih področij, ki jih je treba upoštevati pri načrtovanju in upravljanju visoke 
razpoložljivosti ter sorodne discipline okrevanja sistemov. Glavna področja, ki jih je treba upoštevati za 
doseganje visoke razpoložljivosti, so [2]: 
 Načrtovanje sistema oziroma prilagoditev sistema za visoko razpoložljivost. 
 Projektiranje sistema za zanesljivost, prožnost in odpornost na napake. 
 Zasnova aplikacij in testiranje. 
 Konfiguracija: redundanca, brezprekinitveno napajanje UPS (Uninterruptible Power Supply), 
redundantno diskovno polje RAID (Redundant Array of Independent Disks). 
 Zunanje svetovanje. 
 Podpora dobaviteljev. 
 Proaktivno spremljanje komponent za zmogljivost in razpoložljivost. 
 Kvalitetna tehnična podpora, tako notranja kot zunanja. 
 Kvalitetno izvajanje operacij. 
 Retrospektivni monitoring oziroma analiza in odzivna določitev problemov. 
 Spremljanje aplikacij. 
 Avtomatizacija opravil in procesov. 
 Odzivno reaktivna obnovitev poslovanja. 
 Uporaba partnerstva, kjer je to izvedljivo, oziroma učenje od drugih. 
 Uporaba upravljanja sprememb. 
 Uporaba tehnik in orodij za upravljanje zmogljivosti in kapacitet. 
 Uporaba spremljanja razpoložljivosti za diagnosticiranje, sporazum o ravni storitve SLA (Service 
Level Agreement) in poročanje. 
 Čistoča sistemskih prostorov. 
 Uporaba predvidevanja, značilnega za storitve ali aplikacije, za izboljšanje razpoložljivosti. 
 Prvovrstno timsko delo in sodelovanje. 
 Organizacijska ustreznost, primernost in razvoj spretnosti. 
 Varovanje in opreznost pred morebitnimi nevarnostmi za storitve in razpoložljivost sistema. 
 Izbira lokacije. 
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6.1 Načrtovanje, projektiranje in zasnova aplikacij visoke razpoložljivosti 
Visoko razpoložljivi sistemi morajo biti načrtovani tako, da bi zadovoljili potrebe ključnih aplikacij. V 
fazi načrtovanja si je mogoče pomagati z uporabo blok diagramov zanesljivosti in izračunov 
razpoložljivosti, kot smo jih predstavili pri izračunu razpoložljivosti v četrtem poglavju, ki morajo biti 
dobro dokumentirani in shranjeni v dokumentaciji [2]. 
Področje projektiranja sistema za zanesljivost je neposredno povezano s funkcijami strojne in 
programske opreme, kot so na primer koda ECC za odpravo napak, redundantno diskovno polje RAID, 
hitro izmenljive naprave (hot-swap), samodejna obnovitev programske opreme iz sence in podobno. 
Dobavitelji strojne in programske opreme pokrivajo široka področja teh orodij oziroma funkcij, ki jih je 
treba pri projektiranju poznati, razumeti in pravilno uporabiti [2]. 
Razpoložljivost sistemov lahko povečamo z modrim načrtovanjem aplikacij, uporabo preverjenih 
tehnologij in funkcij programske opreme, ki omogočajo diagnosticiranje ter javljanje napak 
uporabnikov [2]. 
6.2 Konfiguracija: redundantnost sistemov, podatkov, programske opreme, okolje  
6.2.1 Strojna oprema 
Nekaj načinov, s katerimi dobavitelji strojne opreme in programske opreme izboljšajo 
razpoložljivost [2]: 
 Strojna oprema z redundanco, na primer redundantno zrcaljenje spomina. 
 Postavitev procesorjev na ločene dele matičnih plošč. 
 Postavitev pomnilniških modulov na ločene dele matičnih plošč. 
 Postavitev vhodno izhodnih enot na ločene dele matičnih plošč. 
 Povezava sistemskih virov z različnimi redundantnimi napajalniki. 
 Sistem hitre menjave za kartice in periferne naprave. 
 Redundantni zagonski mediji za operacijski sistem. 
 Podvojene konzole. 
 Programska oprema za samodejni preklop (operacijskega sistema, vmesne programske 
opreme in aplikacij). 
 Gruče. 
 Uporaba strojne in programske opreme, ki je odporna na napake. 
 Uporaba programske opreme za spremljanje, ki je neodvisna od sistema, ki ga spremlja. 
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 Uporaba drugih redundantnih naprav (hladilniki, ventilatorji itd.). 
6.2.2 Podatki 
Visoka razpoložljivost storitve je običajno povezana z visoko razpoložljivostjo povezanih podatkov. 
Nekatera od orodij in tehnik za doseganje tega cilja so navedena spodaj [2]: 
 Uporaba sistemov RAID, kjer se tehta varnost proti času obnovitve in času operativne 
posodobitve podatkov, ki vpliva na odzivne čase transakcij. 
 Zrcaljenje diskov lokalno ali na daljavo (geografsko). 
 Postavitev tabel, na primer delitev tabel na razdelke v podatkovni zbirki Oracle. 
 Podvojeni dnevniki in datoteke za obnovitev na ločenih diskih. 
 Uporaba programske opreme za arhiviranje, ki je del obnovitvenega scenarija. 
 Uporaba programske opreme za kopiranje podatkovne baze v obliki slike (lokalno, daljinsko). 
 Redundantna strojna oprema za arhiviranje. 
 V najslabšem primeru zavržemo sistem in začnemo od začetka. 
6.2.3 Omrežja 
Omrežja so pomemben člen v razpoložljivostni verigi. Nekatera od orodij in tehnik za doseganje 
razpoložljivosti omrežij so navedena spodaj [2]: 
 redundantna strojna oprema in povezave med njimi, 
 rezervne linije, 
 redundantno usmerjanje. 
6.2.4 Operacijski sistem 
Samoumevno je, da izpad operacijskega sistema povzroči izpad vseh podsistemov in storitev. 
Razpoložljivost operacijskega sistema je torej ključnega pomena. Za doseganje cilja se uporabljajo 
sledeče tehnike [2]:  
 funkcije za obnovitev: operacijski sistemi s senco, sprotna obdelava transakcij OLTP (Online 
Transaction Processing), 
 hitri ponovni zagon, 
 samodejni ponovni zagon, 
 datotečni sistem z logom, 
 orodja za vzdrževanje operacijskega sistema v živo, 
 beleženje sprememb, arhiviranje in orodja za obnovitev, 
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 analiza nepričakovanih sesutij. 
6.2.5 Programska oprema 
Zanesljivost programske opreme je definirana kot verjetnost delovanja programske opreme brez 
okvare, za določen čas, v danem okolju. Samo tukaj je definicija podobna definiciji zanesljivosti strojne 
opreme. Zanesljivost programske opreme je odvisna od več dejavnikov: 
 kakovosti programske opreme, 
 preverjanja rezultatov programske opreme, 
 podrobnih opisov napak, 
 korakov testiranja programske opreme, 
 dokumentacije programske opreme, 
 modela, ki je uporabljen za testiranje programske opreme. 
Kakovost programske opreme je poglavje zase. Najpogostejše razloge za slabo kakovost programske 
opreme najdemo v nespoštovanju dobrih praks programiranja in arhitekturnih zasnov. Lahko rečemo, 
da je kakovost programske opreme odvisna od mnogih dejavnikov, nekateri od teh dejavnikov so 
človeški, zato je programska oprema nagnjena k nastajanju napak in kasnejšim odpovedim [2]. 
Preverjanje rezultatov programske opreme se nanaša na pravilnost delovanja programske opreme, saj 
programska oprema, ki daje napačne rezultate, s stališča uporabnika ne deluje. Nedelovanje 
programske opreme je najlažje zaznati, medtem ko je napačno delovanje programske opreme veliko 
težje zaznati, saj programska oprema lahko napačno deluje le v določenem segmentu svojega 
delovanja [2]. 
Napake in procesi za javljanje napak morajo vsebovati podrobne informacije o poteku dogodkov, ki so 
pripeljali programsko opremo v to stanje. S podrobnimi opisi napak je diagnosticiranje napak na 
programski opremi lažje in hitrejše. Omogoča tudi zaznavanje in popravke napačnih podatkov, ki so 
posledica napak programske opreme [2]. 
Razčlenitev časa in dela, vloženega v razvoj programske opreme od zasnov do zaključka, je znana, 
vendar je razdelitev časa na te elemente slabše opredeljena in dokumentirana. IBM je izdal priročnik 
za testiranje programske opreme, kjer so definirani primeri testiranj, kot so [2]: 
 test izoliranih komponent, 
 test komponent, 





 raziskovalni testi, 
 testi uporabnosti, 
 testi sprejemljivosti za uporabo, 
 alfa/beta testi, 
 obremenitveni in zmogljivostni testi, 
 varnostni testi 
 in drugi testi. 
Dokumentacija programske opreme je zelo pomembna za iskanje in odpravljanje težav programske 
opreme. Dobro dokumentirana programska oprema ima dokumentirane testne procedure, 
podatkovne tipe v uporabi funkcije itd. 
Model, uporabljen za testiranje programske opreme, je zelo pomemben, saj testiranje programske 
opreme samo z naborom vhodnih in izhodnih podatkov ni dovolj. Pri testiranju programske opreme je 
treba upoštevati tudi stanje, v katerem se nahaja programska oprema, vpliv okolja na programsko 
opremo, vpliv obremenitev na delovanje programske opreme. 
6.2.6 Okolje 
V zadnjih letih je vpliv okolja, predvsem vremena, na delovanje podatkovnih centrov vse večji. Slabe 
vremenske razmere, kot so poplave, veter, sneg, toča, povzročajo vse pogostejše izpade podatkovnih 
centrov. Na vreme ne moremo vplivati, lahko pa se pripravimo za najhujše primere, ki se lahko zgodijo. 
Pripravimo se lahko tako, da zagotovimo naslednje [2]: 
 brezprekinitveno napajanje (UPS), 
 ločeno oskrbo z električno oskrbo iz lokalnega omrežja ali z lastnim generatorjem, 
 predimenzioniran hladilni sistem, protipožarni sistem, 
 čistočo in urejenost sistemskih prostorov. 
6.3 Podpora dobaviteljev in kvalitetna tehnična podpora, tako notranja kot zunanja 
Zunanji svetovalci in ponudniki storitev in dobavitelji lahko ovrednotijo sisteme, opremo in zasnovo 
sistemov za visoko razpoložljivost. Lahko preverijo sisteme za nadzor, pripravijo procedure za 
obnovitveni scenarij in podobno. Pogosto najboljše svetujejo dobavitelji opreme, lahko pa se tudi 
najame specializirano organizacijo, ki se ukvarja z visoko razpoložljivostjo [2]. 
Da bi zagotovili maksimalno razpoložljivost, je ključnega pomena, da je tehnično osebje, ki upravlja in 
nadzoruje delovanje podatkovnih centrov, ustrezno usposobljeno in dobro sodeluje s tehnično 
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podporo dobaviteljev. Veliko težav je mogoče odpraviti že z pravo usmeritvijo tehničnega osebja 
oziroma podpornih služb dobaviteljev [2]. 
6.4 Proaktivno spremljanje komponent za zmogljivost in razpoložljivost 
Strojna oprema ima vgrajena ustrezna orodja, ki omogočajo napoved okvar oziroma izpadov, vendar 
morajo biti korektivni ukrepi pravočasno sprejeti, da se prepreči izpad strojne opreme. Orodja lahko 
spremljajo delovanje in porabo razpoložljivih virov strojne opreme, podatkovnih baz, programske 
opreme, omrežja in drugih dejavnikov. S temi orodji je mogoče predvideti preobremenitve sistemov, 
omrežnih povezav, diskovnih kapacitet, obrabo gibljivih delov in podobno. Pri programski opremi 
pogosto privedejo do izpadov pobegli procesi, ki porabijo preveč sistemskih virov. Priporočljivo je, da 
se take procese zajame in ustrezno ukrepa [2]. 
6.5 Kvalitetno izvajanje operacij 
Veliko izpadov aplikacij se lahko pripiše slabim izvajanjem operacij in tehničnih ukrepov, na primer: pri 
obnovitvi podatkov na sistemu z zrcaljenjem, tehnično osebje uporabi pokvarjeno sliko podatkov in 
prepiše dobre podatke s slabimi, namesto obratno, kot bi bilo ustrezno ukrepanje. Drug primer je, ko 
osebje pri izpadu strežnika v visoko razpoložljivi gruči ponovno zažene napačen strežnik in povzroči 
izpad storitve. Ti dogodki so vse preveč pogosti v sodobnih okoljih in se še vedno pogosto dogajajo, po 
poročilih različnih inštitucij, kot je Gartner, v vseh informacijskih organizacijah. Za preprečitev takih 
dogodkov moramo poskrbeti, da so pokrita sledeča področja [2]: 
1. Tehnično osebje oziroma skrbniki sistemov morajo imeti pripravljen nabor rutinskih postopkov 
in operacij, ki se redno izvajajo. Nabor rutinskih postopkov in operacij mora zajemati sledeča 
področja:  
 Informacije o konfiguraciji sistema, ki zajemajo zgradbo, konfiguracijo, navodila za 
namestitve in posodobitve sistemov. 
 Priporočena rutinska opravila, ki se redno opravljajo. 
 Smernice in postopki, ki prikazujejo, kako uporabiti orodja, ki so jih zagotovili 
dobavitelji programske opreme. 
 Tehnični postopki za zagon in izklop strojne in programske opreme. 
 Tehnični postopki za preverjanje optimalnega delovanja sistema. 
 Tehnični postopki za nadgradnjo in spremembo sistema oziroma za dodajanje ali 
odvzemanje sistemskih virov. 
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 Podatki dobaviteljev opreme za pomoč pri prepoznavanju napak ter zagotovila  
dobaviteljev opreme za hitro odpravo napak. 
 Procedure za arhiviranje morajo biti avtomatizirane, vendar morajo obstajati 
procedure za preverjanje uspešnosti avtomatskih postopkov. 
 Procedure za obnovo podatkov morajo upoštevati različne tipe izpadov in predpisani 
morajo biti različni obnovitveni scenariji. 
 Dokumentacija mora biti elektronska in dopolnjena s postopki in dokumentacijo 
dobaviteljev storitev in opreme. 
Nabor rutinskih postopkov mora biti živ dokument, ki se oblikuje in posodablja, kakor se 
oblikuje in posodablja informacijski sistem. 
2. Programska oprema mora vzajemno delovati med seboj. Pogosto se dogaja, da določeni deli 
programske opreme ne delujejo z drugo programsko opremo. Gonilniki določenega 
proizvajalca na primer ne delujejo, če niso na sistemu nameščeni tudi določeni popravki. Zato 
je treba dokumentirati verzije programske opreme, ki so združljive in delujejo vzajemno. 
3. Sistemski čas mora biti vedno pod nadzorom in se mora redno posodabljati iz zanesljivih 
časovnih virov. 
4. Strogo upravljanje zmogljivosti in kapacitete je bistvenega pomena za zagotavljanje kvalitetnih 
storitev uporabnikom. Upravljanje z zmogljivostmi in kapaciteto sistemov mora slediti 
povpraševanju, vendar mora biti obteženo z omejitvami razpoložljivih virov. 
5. Podatkovni centri morajo biti učinkoviti oziroma čim bolj avtomatizirani, da lahko zagotavljajo 
najvišje stopnje razpoložljivosti. 
6.6 Retrospektivni monitoring in spremljanje aplikacij 
Retrospektivni monitoring je v bistvu analiza podatkov, na kateri temelji analiza temeljnih vzrokov 
napak. Ko pride do napake, je včasih mogoče iz dnevnikov rekonstruirati potek sosledja dogodkov, ki 
so bili povod za izpad [2]. 
Spremljanje aplikacij omogočajo že standardni programski paketi, še posebej programski paketi za 
načrtovanje virov podjetja, ki vsebujejo orodja oziroma rešitve za izvajanje nadzora in upravljanja 
programske opreme. Pogosto standardni programski paketi že zagotavljajo visoko razpoložljivost v 
kooperaciji s strojnimi gručami in drugimi visoko razpoložljivimi orodji. Obstajajo pa tudi specifični 




6.7 Avtomatizacija opravil in procesov 
Avtomatizacija, kot že omenjeno, prinaša same prednosti na različnih področjih, vključno s 
produktivnostjo in hitrostjo odpravljanja večine uporabniških napak. Treba je poudariti, da ima 
avtomatizacija stopnje izpopolnjenosti in učinkovitosti, vendar še ni v celoti avtonomno računalništvo. 
Še vedno obstaja potreba po [2]: 
 razumevanju poslovnih procesov, zrelih za avtomatizacijo, 
 pravilni izbiriorodij, 
 učinkoviti uporabi orodij za avtomatizacijo, 
 napredni spretnosti za zmanjšanje sistemskih napak. 
6.8 Odzivno reaktivna obnovitev poslovanja 
Običajen scenarij za odpravljanje napak je sledeč: zaznamo, najdemo, identificiramo in odpravimo 
napako. Okrevanje po napakah je ključni element pri upravljanju z razpoložljivostjo. Reaktivna 
obnovitev pomeni obnovitev po nastanku okvare, vendar se je temu pogosto mogoče izogniti, če se 
uporablja proaktivni nadzor. Proaktivni nadzor lahko na primer bere podatke o kakovosti trdega diska 
in ko je presežena kvota slabih branj ali pisanj, poskrbi, da se izvede menjava trdega diska, ki se bliža 
koncu življenjske dobe [2].  
Procedure za obnovitev morajo biti učinkovite, vedno posodobljene in priporočljivo je, da so v 
elektronski obliki ter vsebujejo dokumentacijo in navodila dobaviteljev in zunanje tehnične pomoči [2].  
Drug pogled na procedure za okrevanje je, da se procedure razvršča po uporabnih področjih, kot so 
[2]: 
 okrevanje oddaljenih strežnikov, 
 okrevanje prostranih mrežnih povezav WAN (Wide Area Network), 
 okrevanje notranjih mrežnih povezav LAN (Local Area Network), 
 okrevanje zunanjih virov, na primer električne napetosti, 
 okrevanje strežnikov, 
 reševanje podatkov, 
 okrevanje programske opreme, 
 okrevanje drugih pomembnih komponent ali zunanjih naprav. 
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Okrevalni čas oziroma čas do obnovitve MTTR se giblje med 𝑇𝑀𝐴𝑋 , ki je maksimalni čas okrevanja, kjer 
se okrevanje popolnoma prekriva, in  ∑ 𝑇𝑖, ki je vsota individualnih časov okrevanja, kjer se okrevanja 
ne prekriva. Ti časi so pomembni in nastopajo v pogodbah o zagotavljanju nivoja storitve SLA [2]. 
6.9 Uporaba partnerstva, kjer je to izvedljivo, oziroma učenje od drugih 
To je običajno v primeru, ko je za odpravo okvar na sistemu potrebno sodelovanje več dobaviteljev. Če 
ti dobavitelji nočejo sodelovati pri odpravljanju okvar, se lahko pojavi situacija »kazanja s prstom«, kjer 
dobavitelji prelagajo odgovornost drug na drugega. Več dobaviteljev lahko sodeluje pri načrtovanju in 
izgradnji visoko razpoložljivih sistemov in lahko zmanjša čas odkrivanja napak in obnovitvene čase. 
Najboljše sodelovanje med dobavitelji zagotovimo z izbiro takih dobaviteljev, ki niso tekmeci na trgu 
[2]. 
6.10 Uporaba upravljanja sprememb 
Spreminjanje nastavitev in nadgradnje lahko povzroči izpade sistemov ali nestabilnosti v sistemih, ki 
pripeljejo do motenj ali izpadov. Upravljanje sprememb in upravljanje konfiguracij strmita k istemu 
cilju, ki je zagotavljanje zanesljivega, kontinuiranega delovanja in razpoložljivosti. Upravljanje 
sprememb je razporejanje virov sistema na kontroliran in omejen način, tako da je mogoče razbrati 
vpliv sprememb na ostale elemente sistema [2]. 
6.11 Uporaba tehnik in orodij za upravljanje zmogljivosti in kapacitet 
Zmogljivostne težave so lahko zamaskirane kot prekinitve, izpadi ali slabi odzivi. Spreminjanje 
zmogljivosti je proaktivna operacija, ki se večinoma nanaša samo na določen trenutek porabe virov, 
odzivnosti in zagotavljanja podatkovnih kapacitet. Po drugi strani je spremljanje učinkovitosti bolj 
pasiven proces. Upravljanje zmogljivosti je načrtovanje in napovedovanje večje izrabe virov, ki je lahko 
taktično, v nekaterih primerih tudi strateško. Napovedi temeljijo na proaktivnih rešitvah, ki se hitro 
prilagajajo. Upravljanje zmogljivosti temelji na [2]: 
 ekstrapolaciji zmogljivostnih podatkov z upoštevanjem obsega poslovanja; 
 oceni potrebnih virov za nove poslovne aplikacije in storitve z uporabo zmogljivostnih 
podatkov in upoštevanjem obsega poslovanja na obstoječih sistemih. 
6.12 Uporaba spremljanja razpoložljivosti za diagnosticiranje, SLA in poročanje 
Pogosto se uporablja avtomatiziran proces, kot storitev uporabniku, za spremljanje različnih storitev 
in poslovnih aplikacij. Ti procesi za spremljanje delujejo kot prvi uporabniki in tudi opravljajo iste 
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postopke. Procesi za spremljanje morajo biti redundantni, da zagotavljajo podatke tudi ob 
katastrofalnih izpadih lokacij. Spremljanje lahko dopolnjujejo orodja, ki spremljajo ključne 
zmogljivostne kazalnike sistema [2]. 
6.13 Uporaba predvidevanja, značilnega za storitve ali aplikacije, za izboljšanje 
razpoložljivosti 
Osebje z uporabo pridobljenih izkušenj lahko predvideva, kje bodo nastale okvare oziroma kje bi bilo 
neverjetneje treba iskati okvare. Smiselno je, da se taka akumulirana znanja zapiše v navodila oziroma 
procedure za upravljanje s sistemom. V prihodnosti se pričakuje, da bo programska oprema sposobna 
sprejemati taka predvidevanja  za upravljanje in nadzor sistemov [2].  
6.14 Prvovrstno timsko delo in sodelovanje ter organizacijska ustreznost, primernost in 
razvoj spretnosti 
Timsko delo je ekstremnega pomena za doseganje visoke razpoložljivosti. Ekipa mora med seboj dobro 
sodelovati, biti mora komunikativna, se izobraževati, pridobivati, deliti in izmenjevati znanja. Tukaj ne 
gre pozabiti na dejstvo, da je ekipa tako dobra, kolikor je dober najšibkejši član ekipe [2]. 
Visoka razpoložljivost in obnovljivost sistemov postajata vse pomembnejša v informacijskem 
podjetništvu. Razumljivo je, da se z razvojem informacijskih sistemov organizacij, razvija tudi tehnično 
osebje, ki sisteme uporablja in nudi podporo. V praksi to pomeni, da mora del poslovne organizacije 
poznati temelje visoke razpoložljivosti in njihovo vlogo pri zagotavljanju le-te. Vsaka poslovna enota 
organizacije bi morala imeti osebo, ki se ukvarja z visoko razpoložljivostjo in obnovljivostjo sistemov 
ter njihovo zamenjavo. Znanja s področja informacijskih sistemov je treba preverjati v skladu z 
razvojem informacijskih sistemov in njihovih groženj, kot so virusi, zlonamerna programska oprema 
itd. [2]. 
6.15 Varovanje pred morebitnimi nevarnostmi za storitve in razpoložljivost sistema 
Varnost sistemov in storitev je ključni dejavnik pri zagotavljanju visoke razpoložljivosti. Ta segment 
pokriva tako fizično varovanje sistemov ter podatkov kot virtualno varovanje sistemov pred hekerskimi 
napadi, zlonamerno programsko opremo in podobno. Treba je tudi poudariti segment ljudi, ki so lahko 
zaposleni v organizaciji kot potencialni nepridipravi, zunanji ljudje, vzdrževalci, pogodbeniki in 
podobno [2].  
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Analize dnevnikov varnostnih dogodkov pomagajo varnostnim analizam pri odkrivanju naprednih 
groženj, ki jih preprosta orodja in ročne metode ne odkrijejo. Dobre varnostne analize zagotavljajo 
celovito združena centralizirana mrežna orodja za spremljanje varnosti, centralizirane varnostne 
informacije in upravljanje dogodkov [2]. 
Fizično varovanje mora biti napredno z uporabo modernih tehnologij, kot so brezkontaktne 
identifikacijske kartice, prepoznavanje obrazov in branje zenice, video nadzor, branje prstnih odtisov, 
infra rdeči senzorji toplote in podobna sodobna varovala [2]. 
6.16 Izbira lokacije in čistoča sistemskih prostorov 
Samoumevno je, da je treba pri izbiri lokacije primarnega in obnovitvenega podatkovnega centra 
preudarno izbrati. Pri tem je treba upoštevati ekstremne vremenske pojave, potrese in druge 
dejavnike. Prav tako je treba upoštevati, da je v nujnih primerih treba zagotoviti dodatne vire, kot so 
[2]:  
 ljudje, 




 medicinska pomoč, 
 in druge stvari, povezane z delovanjem informacijske tehnologije. 
Sistemski prostori morajo biti čisti in urejeni. Pri rokovanju z opremo je treba upoštevati navodila za 




7 Porazdeljeni visoko razpoložljivi informacijski sistemi v oblaku 
NIST (National Institute of Standards and Technology) je definiral računalništvo v oblaku kot model, ki 
omogoča splošen in udoben dostop na zahtevo do nastavljivih računalniških virov, na primer omrežij, 
strežnikov, skladiščenja, aplikacij in storitev, ki so hitro dodeljeni in sproščeni z minimalno režijo 
upravljanja ali interakcije s ponudnikom storitev [6]. 
Računalništvo v oblaku in virtualno računalništvo se pogosto zamenjuje, zato so najprej opredeljene 
tipične karakteristike računalništva v oblaku [2]: 
 Centralizacija aplikacij, strežnikov, podatkov in virov za shranjevanje. 
 Selektivna virtualizacija informacijskih virov, kot so strežniki, podatkovna skladišča, aplikacije, 
namizni računalniki in omrežne komponente, kot so stikala in usmerjevalniki. 
 Omrežje kot povezava med naročnikom in ponudnikom. 
 Pogosto se uporablja sistem »plačaš, ko vzameš«, podobno kot nakup električne energije. 
 Nadzor in avtomatizacijo prevzame ponudnik storitev, na primer upravljanje z viri itd. 
 Dinamično ustvarjanje in spreminjanje virtualnih virov za zadovoljitev spreminjajočih se zahtev 
uporabnikov. Na primer dodajanje navideznih strežnikov ali navideznih diskov, kar z eno 
besedo poimenujemo elastičnost. 
 Različne manifestacije računalništva v oblaku, odvisno od tega, katere funkcije informacijskih 
sistemov želijo uporabniki še imeti v oblaku. 
7.1 Funkcije računalništva v oblaku 
Računalništvo v oblaku ponuja sledeče strukture oziroma funkcije [6]: 
 Na zahtevo samopostrežno: uporabnik lahko po potrebi enostransko koristi računalniške 
storitve, kot so časovni strežnik in omrežno skladišče, brez potrebe po človeški interakciji z 
vsakim ponudnikom storitev. 
 Širok dostop do omrežja: zmogljivosti so na voljo preko omrežja in dostopne preko standardnih 
mehanizmov, ki spodbujajo uporabo lahkih in težkih heterogenih klientov, kot so mobilni 
telefoni, tablice, prenosniki in delovne postaje. 
 Združevanje virov: računalniški viri ponudnika so združeni po modelu več najemnikov in tako 
služijo več uporabnikom hkrati, kjer se fizične in virtualne vire dinamično dodeljuje v skladu z 
njihovimi potrebami. Stranke načeloma nimajo nadzora nad lokacijo oziroma informacijami o 
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lokaciji o uporabljenih storitvah, vendar se v določenih primerih dovoljuje izbor makro lokacije 
storitev, kot je podatkovni center, regija, država ali kontinent. 
 Hitra elastičnost: zmogljivosti se lahko v nekaterih primerih avtomatično hitro dodajajo ali 
sproščajo, da bi se zadovoljile potrebe stranke. S stališča stranke so na voljo navidezno 
neomejene razpoložljive zmogljivosti, ki se jih lahko kadarkoli uporabi v poljubnem obsegu. 
 Merjenje storitev: oblačni sistemi avtomatsko krmilijo in optimizirajo zmogljivosti na podlagi 
abstrakcije meritev po tipu storitev, kot so skladiščenje, procesiranje pasovne širine aktivnih 
uporabniških računov itd. Uporaba virov se lahko spremlja, nadzoruje in poroča za 
zagotavljanje preglednosti o uporabi storitev, tako za ponudnika kot za uporabnika. 
7.2 Modeli oblačnih storitev 
Priznani so trije modeli oblačnih storitev: 
 infrastruktura kot storitev IaaS (Infrastructure as a Service), 
 platforma kot storitev PaaS (Platform as a Service), 
 programska oprema kot storitev SaaS (Software as a Service). 
Programska oprema kot storitev (SaaS): uporabniku je na voljo uporaba aplikacije ponudnika, ki teče v 
oblačni infrastrukturi. Aplikacije so dostopne iz različnih odjemalskih naprav, bodisi prek lahkih 
vmesnikov odjemalca, kot je spletni brskalnik (npr. spletna pošta), ali težjih namenskih vmesnikov. 
Uporabnik ne upravlja ali nadzoruje osnovne oblačne infrastrukture, vključno z omrežjem, strežniki, 
operacijskimi sistemi, skladiščenjem ali celo individualnimi nastavitvami aplikacij, z morebitno izjemo 
omejenih uporabniških nastavitev aplikacij [6]. 
Platforma kot storitev (PaaS): uporabnik lahko na oblačno infrastrukturo namesti svojo uporabniško 
aplikacijo ali drugo aplikacijo, ustvarjeno s pomočjo programskih jezikov, knjižnic, storitve in orodij, ki 
jih ponudnik podpira. Uporabnik ne upravlja ali nadzoruje osnovne oblačne infrastrukture, kot so 
omrežja, strežniki, operacijski sistemi ali skladiščenje, vendar ima nadzor nad nameščeno aplikacijo in 
morda tudi nad nastavitvami okolja, kjer gostuje uporabniška aplikacija [6]. 
Infrastruktura kot storitev (IaaS): uporabnik lahko uporabi procesne zmogljivosti, skladiščenje, omrežje 
in druge osnovne računalniške vire, na katere namesti in izvaja poljubno programsko opremo, ki 
vključuje operacijske sisteme in aplikacije. Uporabnik ne upravlja ali nadzoruje osnovne oblačne 
infrastrukture, temveč ima nadzor nad operacijskimi sistemi, skladiščenjem in namestitvijo aplikacij, 
poleg tega ima morda tudi omejen nadzor nad izbranimi komponentami omrežja (npr. gostiteljska 




Slika 7 Modeli oblačnih storitev 
 
7.3 Oblačni modeli v uporabi 
Zasebni oblak: oblačna infrastruktura se financira izključno za uporabo ene organizacije in vsebuje več 
potrošnikov (npr. poslovne enote). Lastništvo upravljanja in uporabo oblaka lahko opravlja ista 
organizacija, tretja oseba ali kombinacija slednjih. Oblak je lahko znotraj ali izven poslovnih prostorov 
organizacije. 
Oblak skupnosti: oblačna infrastruktura se financira izključno za uporabo določene skupnosti 
potrošnikov, od organizacij s skupnimi interesi, npr. poslanstvo, varnostne zahteve, politika in 
skladnostne zahteve. Lahko je v lasti ene ali več organizacij v skupnosti ali drugih tujih organizacij in 
kombinacija obojega. Oblak je lahko znotraj ali izven poslovnih prostorov organizacij. 
Javni oblak: oblačna infrastruktura se šteje za odprto za uporabo s strani širše javnosti. Lastništvo, 
upravljanje in uporabo oblaka lahko opravljajo poslovni subjekti, akademske ali vladne organizacije, ali 
kombinacija slednjih. Oblak se nahaja v prostorih izvajalca. 
34 
 
Hibridni oblak: oblačna infrastruktura je sestavljena iz dveh ali več različnih oblačnih infrastruktur, ki 
ostanejo samostojne entitete, ampak so povezane skupaj s standardno ali avtorsko zaščiteno 
tehnologijo, ki omogoča prenosljivost podatkov in aplikacij. 
7.4 Postopki integracije storitev v oblačne strukture 
Za učinkovito integracijo lokalnih storitev v oblačne strukture je treba izvesti več postopkov, ki bodo 
zagotovili gladek prehod. Da je treba prehod v oblačne strukture vzeti zelo resno, je razvidno iz 
neodvisne raziskave trga [8], ki jo je objavil Oracle. V raziskavi je ugotovljeno, da: 
 Polovica uporabnikov je v zadnjih treh letih opustila uporabo oblačnih aplikacij zaradi 
problemov z integracijo v oblačne strukture. 
 Več kot polovica organizacij je prekoračila rok projektov zaradi problemov z integracijo v 
oblačne strukture. 
 Okoli 42 % organizacij je zaznalo kršenje varnosti v neposredni povezavi z uporabo oblačnih 
aplikacij. 
 Polovici organizacij, ki so poskušale integrirati oblačne strukture, je spodletelo. 
Oracle je objavil priporočila za integracijo svojih storitev v oblačne strukture. V tem primeru je 
integracija lažja, ker je večina Oracle tehnologij že pripravljenih za prehod v oblačne strukture [9]. 
Za lažji prehod storitev v oblačne strukture bi bilo treba slediti sledečim postopkom, ki naj bi odlašali 
prehod v oblačne strukture: 
 Izobraževanje strokovnega osebja, ki bo odgovorno za izvedbo prehoda, na področju 
uporabljenih tehnologij in podroben vpogled v lokalne in oblačne strukture v uporabi. 
 Popis sistemskih virov: strojne opreme, osnovne programske opreme, namenske programske 
opreme, mrežne povezave itd. 
 Izdelava matrike združljivosti lokalnih sistemov, osnovne programske opreme in namenske 
programske opreme z oblačnimi platformami. 
 Uskladitev verzij programske opreme in definiranje prehodov iz lokalnih storitev na ustrezne 
oblačne platforme SaaS, PaaS in IaaS. 
 Definiranje pogodb SLA in nivojev podpore. 
 Definiranje vlog tehničnega osebja in prenos vlog na nove izvajalce. 
 Definiranje procedur za področje upravljanja sprememb. 
 Testni prenosi storitev in definiranje postopkov in dobrih praks za učinkovitejše integracije 
storitev v oblačne strukture. 
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 Integracija storitev v oblačne strukture. 
 Izvajanje regularnih postopkov vzdrževanja in razvoja sistema na novih platformah. 
Postopki za integracijo lokalnih storitev v oblačne storitve so odvisni od uporabljenih tehnologij in 
razpoložljivih oblačnih tehnologij. Večina ponudnikov komercialnih tehnologij ponuja tudi različne 
možnosti za integracijo v svoje oblačne strukture in druge partnerske oblačne strukture. Tukaj je nekaj 
primerov: 
 Microsoft ponuja integracijo svojih storitev v oblak »Microsoft Azure«. 
 Oracle ponuja integracijo storitev Oracle v »Oracle cloud«. 
 IBM ponuja integracijo storitev v »IBM Cloud«. 
Pri integraciji storitev v javne ali privatne oblačne strukture je treba preučiti več vidikov integracij in 
zbrati optimalno rešitev za določen primer. 
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8 Visoko razpoložljiv sistem v praksi 
8.1 Agencija Republike Slovenije za kmetijske trge in razvoj podeželja 
Agencija Republike Slovenije za kmetijske trge in razvoj podeželja, kot organ v sestavi Ministrstva za 
kmetijstvo, je bila ustanovljena s sklepom vlade 7.1.1999, z namenom izvajanja programov kmetijske 
politike in izplačevanja sredstev v okviru programa SAPARD predpristopni program kmetijstva in 
razvoja podeželja. SAPARD je bil eden od treh predpristopnih programov pomoči EU, za kmetijstvo in 
razvoj podeželja, v predpristopnem obdobju za srednje in vzhodnoevropske države kandidatke. 
Sredstva iz tega programa, so bila namenjena za spodbujanje trajnostnega razvoja kmetijstva in 
celovitega razvoja podeželja. Namen ukrepov SAPARD je bil prilagajanja kmetijskega in agroživilskega 
sektorja ter podeželskih območij v državah kandidatkah skupnemu trgu EU in neposredna pomoč tem 
državam pri pripravah na izvajanje skupne kmetijske politike po vstopu v EU. Agencija je po 1.5.2004 
začela izvajati okoli 100 ukrepov skupne kmetijske politike, za kar je morala pridobiti akreditacijo za 
izplačevanje sredstev iz sklada EKUJS Evropski kmetijski usmerjevalni in jamstveni sklad. Agencija se je 
akreditirala 19.10.2004 
, s čimer je izpolnila pogoje za izplačevanje sredstev iz sklada EKUJS. Z vstopom Slovenije v EU je 
samostojno izvajanje kmetijske politike nadomestila skupna kmetijska politika Evropske unije. 
Sredstva, namenjena za izvajanje ukrepov skupne kmetijske politike, se izplačujejo iz evropskih 
finančnih skladov in iz nacionalnih sredstev [7]. 
Iz letnega poročila Agencije iz leta 2015 je mogoče povzeti, da ima Agencija 274 zaposlenih in izvaja 
nacionalne ukrepe, ukrepe skupne kmetijske politike na področju neposrednih plačil, razvoja podeželja 
in na področju kmetijskih trgov ter ukrepe skupne ribiške politike. Skupno je iz proračuna izplačala 292 
milijonov EUR, od tega 86 % sredstev, ki jih proračun RS dobi povrnjenih s strani Evropske komisije, 
14 % pa sredstev iz proračuna RS [10]. 
8.2 Informacijski sistem Agencije Republike Slovenije za kmetijske trge in razvoj 
podeželja 
Informacijski sistem Agencije je bil zgrajen in prilagojen za potrebe poslovanja Agencije. ISO/IEC 27000 
je družina mednarodnih standardov, ki organizacijam pomaga ohraniti varnost informacijskih sredstev. 
Vsebuje priporočila ter predlaga postopke zaščite zaupnosti, integritete, dosegljivosti informacij, kot 
so bančni računi, podatki zdravstva, vse oblike intelektualne lastnine in itd. [11]. 
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Informacijski sistem Agencije je vedno sledil smernicam visoke razpoložljivosti ter uporabe zanesljivih 
tehnologij, ki omogočajo nadgradljivost in dolgoročno stabilnost. 
8.2.1 Izbira tehnologij informacijskega sistema Agencije 
Izbira strojnih tehnologij, uporabljenih v informacijskim sistemu Agencije, je bila v času ustanavljanja 
Agencije omejena z ozkim naborom razpoložljivih zanesljivih in visoko razpoložljivih sistemov. Serija 
strežnikov IBM Power AIX je v tistem času po »Gartneju« veljala za najzanesljivejšo in najzmogljivejšo 
strežniško tehnologijo. Strežniško tehnologijo je bilo mogoče kombinirati z pripadajočim omrežjem za 
shranjevanje podatkov in diskovnim strežnikom ESS (Enterprise Storage Server) ter tračnimi enotami 
za arhiviranje podatkov na tračne medije. Storitev je pred izpadom strojne opreme varoval programski 
paket HACMP, ki omogoča visoko razpoložljive gruče. Tak sistem kot celota je omogočal visoko 
razpoložljivost storitev petega razreda. 
Izbira programske opreme je bila podobno kot izbira strojne opreme omejena na trenutno razpoložljive 
tehnologije, ki so bile na razpolago v času ustanavljanja Agencije. Programska oprema Oracle je 
zadovoljila kriterije zanesljivosti ter vsebovala funkcije, potrebne za poslovanje Agencije.  
Pri izbiri tehnologije programske opreme, uporabljene v informacijskem sistemu Agencije, je 
pomembno, da izbrana tehnologija omogoča kontinuiteto izvajanja storitev, nadgradnje, posodobitve 
in širitve sistemov ter dostopnost do vseh podatkov, kar je eden od primarnih ciljev informacijskega 
sistema Agencije. Dostopnost do podatkov pomeni, da morajo biti vsi podatki vedno na voljo in 
razpoložljivi, zato je zelo pomembno, da uporabljena programska oprema omogoča nadgradnje in 
prehode med različnimi strojnimi tehnologijami. Tehnologije podatkovnih zbirk Oracle in spletnih 
aplikacijskih strežnikov Java izpolnjujejo zahtevane kriterije. Programski paketi Oracle vsebujejo tudi 
napredna orodja in unikatne funkcije, potrebne za izdelavo na primer geografskega informacijskega 
sistema GIS (Geographical Information System), ki se uporablja pri poslovanju Agencije. 
Z razvojem informacijskega sistema Agencije se preverja tudi ustreznost novih tehnologij kot možne 
zamenjave obstoječih, vendar do sedaj ni bilo na voljo tehnologije, kot je na primer podatkovna zbirka 
Oracle, ki je visoko zmogljiva in zanesljiva podatkovna zbirka, ki omogoča arhiviranje v živo brez vpliva 
na delovanje podatkovne zbirke, replikacijo podatkov na drugo lokacijo z vgrajeno funkcijo 
»dataguard« in sestavo gruč na aplikacijskem nivoju Oracle RAC (Oracle Real Application Clusters) . 
Visoka razpoložljivost, visoko zmogljivi sistemi, prenosne tehnologije so bile vedno vodilo razvoja, kar 
se je do sedaj vedno izkazalo kot pravilna izbira in prava pot za razvoj obsežnega informacijskega 
sistema Agencije. Informacijski sistem Agencije obsega več deset visoko zmogljivih strežnikov, več 
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visoko zmogljivih diskovnih strežnikov, preko sto polno virtualiziranih virtualnih strežnikov, kjer gostuje 
več kot sto testnih in produkcijskih aplikacij, ki obsegajo okoli 50 TB aktivnih podatkov. 
8.2.2 Funkcija visoke razpoložljivosti informacijskega sistema Agencije 
Informacijski sistem Agencije podpira poslovne procese Agencije. Poslovni procesi Agencije obsegajo 
različna področja delovanja Agencije, od množičnega zajema in obdelave zbirnih vlog, kjer je 
pomembno, da je omogočen vnos in avtomatska obdelava okoli 60000 vlog, pa do ukrepov razvoja 
podeželja in kmetijskih trgov, ki obsega okoli 30000 vlog, katerih pravočasnost oddaje vlog je 
kritična[10]. Večina postopkov v poslovanju Agencije je vezanih na zakonsko predpisane časovne 
okvirje, znotraj katerih mora biti informacijski sistem Agencije razpoložljiv in delovati odzivno, da je 
omogočana pravočasna oddaja vlog vsem strankam. Poleg tega mora biti informacijski sistem Agencije 
dovolj zmogljiv, da omogoča hkratne množične zaledne obdelave podatkov. Glede na to, da se 
zakonsko predpisani časovni okvirji postopkov poslovanja Agencije prekrivajo, je zahtevana 
razpoložljivost informacijskega sistema Agencije razpotegnjena čez celotno leto, skratka 24 ur, 7 dni v 
tednu čez celo leto. Iz navedenih zahtev je mogoče razbrati, da je zahtevan zelo visok četrti, peti ali 
boljši razred razpoložljivosti. 
8.2.3 Informacijski sistem Agencije v vlogi izpolnjevanja potreb poslovanja Agencije 
Z manjšo anketo je bilo preverjeno, če informacijski sistem Agencije izpolnjuje potrebe notranjih 
uporabnikov ter njihovo zadovoljstvo z uporabo storitev. Anketa je bila izvedena med zaposlenimi na 
Agenciji. 
Spletne aplikacije oziroma storitve Agencije so združene na spletnem portalu e-kmetija, ki predstavlja 
enotno vstopno točko za vse spletne storitve, ki so dostopne uporabnikom. Storitve se prikažejo 
uporabnikom v skladu z njihovimi pravicami za uporabo, skratka, več kot ima uporabnik pravic, več 
storitev se mu prikaže na vstopnem portalu e-kmetija. 
 
Graf 4 Vprašanja o pogostosti uporabe spletne aplikacije e-kmetija 
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Vzorec (n = 48) 
Iz zgornjega grafa lahko povzamemo, da večina anketirancev pri svojem delu redno dnevno uporablja 
spletne storitve e-kmetija, kar tudi pomeni, da so spletne storitve e-kmetija povezane z večino 
poslovnih procesov pri poslovanju Agencije. 
 
Graf 5 Vprašanja s področja dela s spletno aplikacijo e-kmetija 
1 = počasi, neuporabna, neprijetna, neučinkovita, malo zaupanja; 5 = hitro, uporabna, prijetna, 
učinkovita, veliko zaupanja 
Iz grafa 5 je razvidno, da uporabniki zaupajo spletnim storitvam e-kmetija, da so uporabniki zadovoljni 
z delovanjem spletnih storitev e-kmetija. Menijo, da storitve delujejo pravilno, da je delo hitro in 
učinkovito opravljeno s pomočjo spletnih storitev e-kmetija, da so spletne storitve e-kmetija učinkovite 
in da je delo s spletnimi storitvami e-kmetija prijetno. 
Vzorec (n = 38) 
 
Graf 6 Vprašanja o zadovoljstvu s spletno aplikacijo e-kmetija 
1 = ne izpolnjuje, nepopolna ; 5 = izpolnjuje, popolna 
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Vzorec (n = 36) 
Graf 6 prikazuje popolnost spletnih storitev e-kmetija, kjer se anketiranci strinjajo, da spletne storitve 
izpolnjujejo večino njihovih pričakovanj, je pa še dovolj prostora za izboljšave. 
 
  
Graf 7 Vprašanja o hitrosti spletne aplikacije e-kmetija 
1 = počasna, počasen, pogosto je treba čakati ; 5 = hitra, hiter, čakanja na aplikacijo ni 
Vzorec (n = 36) 
Iz grafa 7 lahko razberemo, da so spletne storitve e-kmetija dovolj hitre za uporabnike in da se njihova 
hitrost z leti izboljšuje, vendar bi uporabniki želeli, da bi aplikacije delovale še hitreje. 
 
Graf 8 Vprašanja o zanesljivosti spletne aplikacije e-kmetija 
1 = veliko izpadov, vzdrževalnih posegov ; 5 = malo izpadov, vzdrževalnih posegov 
Vzorec (n = 31) 
Iz grafa 8 lahko razberemo, da so uporabniki ocenili, da imajo spletne storitve e-kmetija malo 
napovedanih izpadov in tudi malo nenapovedanih izpadov. Z drugimi besedami lahko opišemo, da so 




Graf 9 Vprašanja o varnosti spletne aplikacije e-kmetija. 
Vzorec (n = 34) 
Graf 9 kaže, da uporabniki menijo, da so spletne storitve e-kmetija varne in zaščitene z digitalnim 
potrdilom ter da vsa komunikacija teče preko varne povezave. 
Iz rezultatov ankete lahko zaključimo, da uporabniki veliko uporabljajo storitve e-kmetija in 
informacijski sistem Agencije izpolnjuje njihove potrebe in zahteve ter da ne vidijo večjih 
pomanjkljivosti. Je pa seveda še dovolj prostora, da se informacijski sistem Agencije izboljša, dopolni 
ter prilagodi potrebam uporabnikov. 
8.3 Zgodovina informacijskega sistema 
Sistem, ki bo obravnavan, je temeljil na visoko razpoložljivi gruči, sestavljeni iz dveh strežnikov IBM AIX 
serije Power 5, na katerih je bil nameščen AIX 5.3 in programski paket HACMP, ki omogoča visoko 
razpoložljive gruče. Programski paket HACMP je ščitil razpoložljivost storitve pred izpadom strojne 
opreme s prevzemom sistemskih virov in obnovitvijo storitve na zdravem strežniku. Ta gruča je 
zagotavljala visoko stopnjo razpoložljivosti ob relativno nizkih stroških strojne opreme, saj je bila 
strojna oprema enakomerno obremenjena s storitvami, v normalnem delovanju pri izpadu pa so se 
storitve združile na enem strežniku. Postavitev take gruče je zahtevala podrobno poznavanje storitev 
in njihovih virov, saj je bilo treba vire in storitve predstaviti gruči HACP in ji podati vse potrebne 




Slika 8 Gruča HACMP 
Kot izhodišče za analizo je bil uporabljen najboljši sistem v tistem času v produkcijskem okolju. Sistem 
je zajemal namestitev AIX 5.3 dveh strežnikov Power 5. Strežnika sta bila s pomočjo programskega 
paketa HACMP združena v visoko razpoložljivo gručo, ki omogoča izpad enega od strežnikov. Analiza 
je vključevala prednosti sistema, ki bodo služile kot minimalne zahteve za postavitev novega sistema, 
in slabosti sistema, ki bodo služile kot temelj za možne izboljšave. 
Prednosti analiziranega izhodiščnega sistema so:  
 visoka razpoložljivost,  
 nima kritične točke odpovedi, 
 dobra izraba strojne opreme, 
 nizka režija strojne in programske opreme. 
Slabosti analiziranega izhodiščnega sistema so: 
 draga strojna oprema serije Power 5, 
 operacijski sistem AIX omejuje izbor podprte programske opreme, 
 nefleksibilno okolje za programsko opremo, 
 kompleksno okolje za programsko opremo, 
 kompleksne konfiguracije virov, 
 kompleksno skriptno upravljanje s storitvami, 
 kompleksno upravljanje in administriranje gruče, 
 zaradi kompleksnosti se lahko pojavijo napake v konfiguraciji, 
 delna visoka razpoložljivost sistema kot celota, ker aplikacijski strežniki, ki so temelj spletnega 
poslovanja, niso bili vključeni v gručo. 
Gruča je bila v uporabi več let in je vzajemno ščitila podatkovno zbirko Oracle in strežnik za elektronsko 
pošto ter dokumentarno poslovanje Lotus Domino. V opustitev sistema je privedlo zmanjševanje 
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stroškov pri nakupovanju drage strojne opreme, uporabo zelo razširjene platforme x86 in novih 
tehnologij visoke razpoložljivosti ter hitro povečevanje potreb po procesni moči za uporabo spletnih 
tehnologij v podporo poslovanju. 
8.4 Razvoj informacijskega sistema 
Za prehod informacijskega sistema na drugo strežniško tehnologijo, platformo, operacijski sistem in 
programsko opremo visoke razpoložljivosti je potrebnih veliko priprav in načrtovanj, testiranj ocen in 
planiranj. Osnove za doseganje visoke razpoložljivosti, uporabljene v analizah, so bile obravnavane v 
šestem poglavju. 
Prehod informacijskega sistema na nove tehnologije je bil razdeljen na več faz, ki so same po sebi 
zaključene celote, a vendar del strategije razvoja vedno razvijajočega se informacijskega sistema. Faze 
razvoja informacijskega sistema pri prehodu na nove tehnologije visoke razpoložljivosti so: 
1. Analiza izhodiščnega sistema in potreb pred prehodom na nove tehnologije. 
2. Analiza razpoložljivih tehnologij in ovrednotenja potreb. 
3. Preizkus tehnologij na manjših delih sistema. 
4. Prehod na nove tehnologije z novimi projekti. 
5. Konsolidacija vseh aktivnih storitev in prehod na nove tehnologije. 
6. Konsolidacija neaktivnih storitev in prehod na nove tehnologije. 
7. Obnova tehnologij in razvoj in nadaljnji razvoj informacijskega sistema. 
8.5 Analiza sistema in potreb pred prehodom na nove tehnologije 
Analiza informacijskega sistema in njegovih potreb je proces, ki mu je treba posvetiti veliko pozornosti, 
saj se na podlagi teh izsledkov sprejema strateške odločitve, na katerih temelji razvoj informacijskega 
sistema. Najprej so bile popisane storitve in kategorizirane po tehnologijah, porabi sistemskih virov in 
zahtevah po razpoložljivosti. Poraba sistemskih virov in zahteve po razpoložljivosti so bile zajete iz 
nadzornega sistema BigBrother, ki spremlja razpoložljivost sistemov in storitev ter zajema druge 
zmogljivostne kazalce sistemov. Primerjava sistemov različnih tehnologij je bila narejena na osnovi 
standardiziranih zmogljivostnih testov TPC-B (Measures throughput in terms of how many transactions 
per second a system can perform) in AS3AP (American National Standards Institute [ANSI] Structured 
Query Language [SQL]). 
Zmogljivostni test TPC-B je namenjen testiranju zmogljivosti podatkovnih zbirk na zmogljivih 
strežniških sistemih. Test je zasnovan tako, da meri zmogljivosti zalednih podatkovnih zbirk, kjer je 
število uporabnikov podatkovnih zbirk majhno, vendar ti uporabniki delajo zahtevne in obsežne 
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operacije. S tem testom dobimo rezultate o številu transakcij na sekundo in je v primeru sočasnega 
izvajanja več testov izmerjena tudi prepustnost sistema [13]. 
AS3AP je standarden nadgradljiv in prenosljiv test ANSI SQL, ki meri zmogljivost podatkovnih zbirk in 
omogoča primerjave različnih relacijskih podatkovnih zbirk na različnih tehnologijah. Test AS3AP ima 
vgrajene mehanizme, ki omogočajo testiranje široke palete sistemov, zmanjšuje človeški napor pri 
izvajanju testov in izvaja primerjalne teste. Zagotavlja enotno enostavno številsko razlago in primerjavo 
rezultatov [14].  
8.6 Primerjava tehnologij s standardnimi testi  
Testa TPC-B in AS3AP sta bila izbrana z razlogom, in sicer test TPC-B izvaja podobne obremenitve 
podatkovnih zbirk, kot je aplikacija za obdelavo podatkov, medtem ko AS3AP simulira zajem podatkov 
preko spletnih aplikacij. S stališča nadgradnje sistemov in menjave tehnologij test TPC-B obremeni 
zaledne podatkovne zbirke in tako izmeri njihovo propustnost in hitrost obdelave. Test AS3AP pa nam 
prikaže nadgradljivost sistemov in omogoča neposredne primerjave različnih podatkovnih zbirk na 
različnih tehnologijah. 
Z navedenimi testi so bili pokriti zaledni sistemi s centralnimi podatkovnimi zbirkami različnih verzij na 
različnih strežnikih in različnih zmogljivosti. Uporabljenih testov TPC-B in AS3AP ne moremo uporabiti 
za primerjavo procesnih zmogljivosti aplikacijskih strežnikov, ker je njuno breme zelo drugačno. Zato 
potrebujemo test, ki bo zajel in simuliral breme aplikacijskih strežnikov. Uporabljeni aplikacijski 
strežniki temeljijo na virtualnem stroju Java. Iz tega je sledilo, da morajo biti testi izvedeni v virtualnem 
stroju Java. Zadovoljivih generičnih testov, ki bi dali želene primerjave zmogljivosti in propustnosti 
virtualnih strojev Java na različnih tehnologijah, ni bilo na voljo. Iz tega razloga je bilo delovanje 
aplikacijskih strežnikov v uporabi podrobneje analizirano glede na specifike dela, ki ga opravljajo 
aplikacije. Ugotovljeno je bilo, da aplikacijski strežniki večinoma prenašajo podatke v pomnilniške 
strukture in na njih izvajajo računske operacije. Za testiranje prenosov podatkov v pomnilniške 
strukture in hitrost računskih operacij je bil zato uporabljen »JBasicProfiler (System Profiler)« [15]. Iz 
nabora testov, ki jih orodje ponuja, sta bila izbrana dva testa, in sicer večnitni zmogljivostni test 
centralno procesne enote ter test pomnilnika, ki shranjuje in bere objekte v pomnilniku.  
Za izvajanje testov je bila izposojena ustrezna strojna oprema od različnih ponudnikov, na katero je bila 
nameščena ustrezna programska oprema. Po vzpostavitvi ustreznega okolja se je lahko začelo 
testiranje. Vsak test je bil ponovljen vsaj trikrat, v kolikor so bili rezultati primerljivi, v nasprotnem 
primeru je bilo okolje ponovno vzpostavljeno in testi ponovljeni. Programsko opremo je bilo treba med 
testiranji zamenjati, da ne bi prišlo do navzkrižnih kontaminacij med testi, zato je bilo izvršenih več 
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ponovnih namestitev celotnega sistema. Spodnja tabela prikazuje sisteme, ki so bili zajeti v prvem 
testiranju maja leta 2009. Sistemi v testiranju so bili izbrani po sledečem ključu [16]:  
A. Najzmogljivejši obstoječ sistem. 
B. Zmogljiv sistem enake tehnologije, ki bi obstoječ sistem nasledil. 
C. Zmogljiv sistem na tehnologiji AMD (Advanced Micro Devices). 
D. Zmogljiv sistem na tehnologiji Intel. 
E. Manj zmogljiv sistem na tehnologiji Intel. 
F. Zmogljiv sistem na novejši tehnologiji Intel kot D in E. 
V spodnji tabeli so prikazani izbrani sistemi s pripadajočimi karakteristikami. Ker je bila večina sistemov 
izposojenih, ni bilo mogoče uskladiti sistemskih virov, da bi imeli testni sistemi enake količine 
pomnilnika in procesorskih jeder [16]. Cene sistemov so nabavne cene sistemov v času izvajanja testov 
in so zgolj okvirne.  
 Model Arhitektura OS CPU  
MHz 
Jedra Pomnilnik Cena v € 
A P570 Power 5  AIX 5.3 64bit 2198 24 16 GB 150000 
B P520 Power 6 AIX 6.1 64bit 4198 8 16 GB 77000 
C DL385 AMD 2382 Linux 64bit 2600 8 32 GB 5000 
D x3650 E5420 Linux 64bit 2500 8 64 GB 2000 
E DL380G5 E5550 Linux 64bit 2670 4 16 GB 2500 
F DL380G6 X5570 Linux 64bit 2660 8 32 GB 5500 
Tabela 2 Sistemi, zajeti v testiranje 
8.6.1 Zmogljivostni testi virtualnega stroja Java 
Naprej je bil opravljen test zmogljivosti na virtualnem stroju Java. Rezultati testa zmogljivosti so osnova 





Graf 10 Rezultati pomnilniških testov in testov CPU na virtualnem stroju Java [16] 
Na testu prednjačita sistema C in D, iz česar lahko sklepamo, da je izvajanje računskih operacij in 
upravljanje s podatki v pomnilniku dosti hitrejše na arhitekturi x86 Intel oziroma AMD. Še boljši 
rezultati so bili, če je bil virtualni stroj Java 64 biten. 
8.6.2 Zmogljivostni testi podatkovnih zbirk Oracle 
Grafi testov TPC-B in AS3AP prikazujejo število opravljenih transakcij na sekundo v odvisnosti od števila 
sočasnih uporabnikov podatkovnih zbirk. Ker so testi standardizirani, jih lahko uporabljamo za 
primerjavo zmogljivosti strežnikov zalednih podatkovnih zbirk. Rezultate lahko primerjamo na različnih 
platformah, saj so testi univerzalni in prenosljivi ne glede na platformo. 
V naslednjih štirih grafih so prikazani rezultati testov TPC-B in AS3AP, ki sta bila izvedena na izbranih 
testnih sistemih. Na testnih sistemih je bila za potrebe testiranj nameščena podatkovna zbirka Oracle, 
in sicer Oracle verzije 10 in verzije 11. Zbirka Oracle verzije 10 je bila izbrana, ker so obstoječe 
podatkovne zbirke na tej verziji, Oracle verzije 11 pa je bila izbrana, da nasledi trenutne podatkovne 
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Graf 11 Rezultati testa TPC-B na Oracle 10g [16] 
 
Graf 12 Rezultati testa TPC-B na Oracle 11g [16] 
Rezultati testa TPC-B na zbirki Oracle verzije 10 prikazujejo, da bi sistem F brez kakršnihkoli težav 
zamenjal obstoječi sistem. Potencialno bi ustrezal še sistem E, medtem ko bi s sistemom B kaj hitro 
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Pri istem testu na zbirki Oracle verzije 11 so rezultati čisto drugačni. V tem primeru bi ustrezali vsi 
sistemi, razen sistema E. Pri podrobnem pregledu je bilo ugotovljeno, da je Oracle, začenši z verzijo 11, 
prilagodil izvajanje podatkovne zbirke na nove tehnologije in vključil platformo Linux kot platformo, na 
kateri se bo v bodoče razvijala programska oprema Oracle. 
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Graf 14 Rezultati testa AS3AP na Oracle 11g [16] 
Pri testu AS3AP na zbirki Oracle verzije 10 se je izkazalo, da bi sistema B in C lahko zamenjala obstoječi 
sistem, ostali pa so daleč od trenutnega sistema. Podobno kot pri prejšnjem testu TPC-B lahko tudi 
sedaj zaključimo, da bi na zbirki Oracle verzije 11 ustrezali skoraj vsi sistemi, razen najšibkejšega E. Kot 
že ugotovljeno je Oracle s prilagoditvami na nove tehnologije razširil uporabnost izdelka.  
Tako test AS3AP kot test TPC-B sta pokazala, da v tem primeru izbira tehnologije in verzije programske 
opreme lahko drastično vpliva na zmogljivost in propustnost sistema. 
8.6.3 Zaključki zmogljivostnih testiranj in ugotovitve  
Rezultati testiranj so bili izven pričakovanih okvirjev in navajanj ponudnikov strojne opreme. Strojna 
oprema C, D, E in F je na testu dala veliko boljše rezultate od pričakovanih na vseh področjih, predvsem 
v testih z virtualnim strojem Java. Strojna oprema B je dala pričakovane rezultate pri testih TPC-B in 
AS3AP, vendar je zelo razočarala v testih z virtualnim strojem Java. Po navedbah dobaviteljev naj bi se 
sistem B veliko boljše izkazal kot alternativna tehnologija x86, vendar temu ni bilo tako. 
S standardnimi testi je bil zajet zmogljivostni vidik izbire strojne opreme, s katerim smo omejili izbiro 
sistemov na B in F. Za izbrana sistema B in F je bila narejena še ekonomska oziroma stroškovna 
primerjava, ki je pokazala, da za ceno enega B sistema power6 520 lahko kupimo več sistemov tipa F. 






















je obsegala dva močnejša strežnika za zaledno podatkovno zbirko in štiri šibkejše strežnike za 
aplikacijske strežnike. Zmogljivejša strežnika sta imela 128 GB pomnilnika in štiri štiri-jedrne 
procesorje, šibkejši strežniki so imeli dva štiri-jedrna procesorja in 64 GB pomnilnika. 
8.7 Preizkus tehnologij na manjšem projektu 
V določenemu segmentu informacijskega sistema se je pokazala izjemno hitra potreba po procesnih 
zmogljivostih aplikacijskih strežnikov, kar v tako kratkem času ni bilo mogoče zagotoviti v okviru javnih 
naročil. Zato je bil uporabljen nestandarden prijem reševanja problema. Za zagotovitev potrebnih 
sistemskih virov je bila sestavljena visoko razpoložljiva gruča Oracle VM iz običajnih delovnih postaj z 
veliko količino pomnilnika za takratne razmere. To je bila prva gruča Linux Oracle VM na arhitekturi 
Intel z uporabo virtualizacije XEN. Visoko razpoložljiva gruča je bila namenjena aplikacijskim strežnikom 
z malo operacijami na diskovnih strežnikih, zato je bilo predpostavljeno, da se visoko razpoložljiva 
gruča lahko zgradi na skupnem diskovnem polju, ki je v gruči dostopno prek protokola NFS (Network 
File System), ki omogoča lokalni dostop do datotek na oddaljenem sistemu. Za visoko razpoložljive 
gruče, ki dostopajo do diskovnega polje po protokolu NFS, je predpostavljeno, da ne bodo imele 
intenzivnih funkcij na diskovnem polju. Vlogo diskovnega strežnika je prevzel visoko zmogljiv 
redundanten strežnik P570, na katerem je bil nameščen operacijski sistem AIX 5.3 in je z gručo delil 
skupni diskovni prostor prek protokola NFS. V primeru izpada tega strežnika bi izgubo lahko nadomestil 
podoben strežnik, ki je bil uporabljen tudi za druge namene. Na drugi strani so bile za visoko 
razpoložljivo gručo uporabljene manj zanesljive delovne postaje, kjer se je njihova zanesljivost 
povečala z redundanco. Uporabljenih je bilo osem delovnih postaj, od katerih sta morali normalno 
obratovati vsaj dve postaji. Šibka točka te gruče je bil nadzorni računalnik gruče, ki je bil prvi računalnik 
v gruči. V primeru izpada sledečega računalnika je gruča izgubila možnost upravljanja do nadomestitve 
strojne opreme, medtem ko funkcija visoke razpoložljivosti za obstoječe storitve ni bila okrnjena. Ta 
prva referenčna visoko razpoložljiva gruča, katere življenjska doba naj bi bila šest mesecev, je delovala 
brezhibno štiri leta in je bila umaknjena zgolj zaradi pomanjkanja prostora. 
 




8.8 Prehod na nove tehnologije z novimi projekti 
Na podlagi izvedenih testov so bile oblikovane minimalne zahteve za nakup nove strojne opreme. Nova 
strojna oprema je bila predvidena za podprtje novih projektov v obdobju štirih let. Izbrana tehnologija 
je bila x86 proizvajalca AMD ali Intel. Nakup je obsegal dva močnejša strežnika za zaledno podatkovno 
zbirko in štiri šibkejše strežnike za aplikacijske strežnike. Zmogljivejša strežnika sta imela 128GB 
pomnilnika in štiri štiri-jedrne procesorje, šibkejši strežniki so imeli dva štiri-jedrna procesorja in 64GB 
pomnilnika. 
Izbrana oprema je je bila združena v »drugo« visoko razpoložljivo gručo OVS, z izjemo enega 
zmogljivejšega strežnika, ki je bil namensko uporabljen za Oracle zaledno podatkovno zbirko. OVS 
gruča je imela nameščeno programsko opremo Oracle VM, ki je omogočala visoko razpoložljivost z 
uporabo zmogljivih skupnih diskov v omrežju za shranjevanje podatkov SAN in redundantnih omrežnih 
povezav v skladu. 
Breme aplikacijskih strežnikov in testne podatkovne zbirke se je porazdelilo med šibkejše strežnike in 
močnejšim strežnikom v gruči. Močnejši strežnik v gruči bi lahko v primeru izpada strojne opreme, 
zamenjal namensko uporabljen strežnik za Oracle zaledno podatkovno zbirko. Poenostavljeno shemo 
OVS visoko razpoložljive gruče vidimo na sliki spodaj. 
 
Slika 10 Druga visoko razpoložljiva gruča OVS 
Visoko razpoložljiva gruča OVS je bila med svojim šestletnim delovanjem dvakrat posodobljena in 
dopolnjena z redundantno mrežno povezavo in ločenim stikalom, ki sta omogočala boljšo zanesljivost 
gruče.  
Na visoko razpoložljivo gručo so bili najprej preneseni aplikacijski strežniki, za katere je bilo 
ugotovljeno, da bodo na novi platformi delovali hitreje. Izkazalo se je, da aplikacijski strežniki delujejo 
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na novi platformi hitro in učinkovito, obenem pa nova platforma omogoča dinamično razporejanje 
sistemskih virov, in sicer dodajanje procesorjev, pomnilnika in tudi razširitev diskov brez zaustavitev 
sistema. S funkcionalnostjo dinamične razporeditve virov se storitve hitreje prilagajajo obremenitvam 
in ostajajo odzivne. Poleg aplikacijskih strežnikov je bila na gručo nameščena tudi testna podatkovna 
zbirka Oracle, s katero je bilo uspešno preizkušeno delovanje podatkovnih zbirk v novem okolju. 
8.9 Konsolidacija vseh aktivnih storitev in prehod na nove tehnologije 
Naslednji korak v razvoju informacijskih storitev sta bila konsolidacija aktivnih storitev in prehod na 
nove tehnologije. Konsolidacija podatkovnih zbirk s prehodom na novo verzijo in tehnologijo je zelo 
zahteven projekt in zahteva veliko planiranja, usklajevanja in testiranja procedur za prehod. Za 
konsolidacijo obstoječih storitev je bila postavljena »tretja« zmogljiva visoko razpoložljiva gruča iz 
petih enakovrednih visoko zmogljivih strežnikov. Na to gručo so bile storitve na novo postavljene in 
podatki uvoženi iz obstoječih sistemov. Zaradi nezdružljivosti strojnih tehnologij IBM Power in x86 je 
bil najzahtevnejši proces prenos podatkov iz podatkovne zbirke velikosti 2 TB. V okviru prenosa 
podatkov je bila postavljena nova zaledna podatkovna zbirka na novi tehnologiji, v katero so bili 
uvoženi podatki. Za prenos podatkov je bila uporabljena funkcija Oracle »datapump«, ki omogoča 
paralelno večnitno izvažanje in uvažanje podatkov. Vendar je hitrost še vedno omejena s sistemskimi 
viri izvornega sistema, zato so bili podatki največje tabele segmentirani po letih, kar je omogočalo 
naknaden izvoz in uvoz podatkov po zagonu nove podatkovne zbirke. Izbran sistem za prenos podatkov 
se je odlično izkazal, saj so bili podatki preseljeni v manj kot dveh dneh, manjkajoči segmenti pa so bili 
dopolnjeni med delovanjem produkcijske podatkovne zbirke v v enem tednu. 
8.10 Izračun razpoložljivosti sistema v uporabi 
Izračun razpoložljivosti za postavljeno »tretjo« zmogljivo visoko razpoložljivo gručo OVM, sestavljeno 
iz zmogljivih strežnikov. Visoko razpoložljiva gruča je sestavljena iz visoko zmogljivih strežnikov, od 
katerih ima vsak strežnik štiri osem-jedrne procesorje, 256 GB pomnilnika, osem mrežnih povezav in 
štiri omrežja SAN (Storage Area Network) za shranjevanje podatkov. Drugače povedano, vsak strežnik 
ima štiri povezave do diskovnega strežnika preko omrežja za shranjevanje podatkov in štiri mrežne 
povezave v glavno stikalo. Za izračun razpoložljivosti je bil sistem poenostavljen in razdeljen na bloke, 
katerih razpoložljivost je poznana. S poenostavitvami in poznanimi razpoložljivostmi blokov lahko 




Slika 11 Model razpoložljivosti produkcijskega sistema 
Najprej se izračuna delna razpoložljivost jedrnih mrežnih stikal in podatkovnih omrežnih stikal po 
vzporednem izračunu. Razpoložljivost strežniške gruče se izračuna po delni razpoložljivosti N-M, pri 
čemer je N=5 in M=2. Celotno razpoložljivost pa se izračuna kot serijsko razpoložljivost diskovnega 
strežnika, razpoložljivost stikal s shranjevanjem podatkov SAN, visoko razpoložljive strežniške gruče, 
jedrnih mrežnih stikal, požarne pregrade in povezovalnega stikala v svet. 
𝐴𝑆−𝐺𝑅 = ∑ [
5!
(5 − 𝑖)! ∗ 𝑖!
] 𝐴5−𝑖[1 − 𝐴]𝑖
2
𝑖=0
= 𝐴5 + 5 ∗ 𝐴4[1 − 𝐴] + 10 ∗ 𝐴3[1 − 𝐴]2
= 0,99999999999999 
𝐴𝑆𝐴𝑁−𝐺𝑅 = 1 − (1 − 𝐴𝑆𝐴𝑁)
2 = 0,9999999999 
𝐴𝑀𝑆−𝐺𝑅 = 1 − (1 − 𝐴𝑀𝑆)
2 = 0,999999988 
𝐴 = 𝐴𝐷𝑆 ∗ 𝐴𝑆𝐴𝑁−𝐺𝑅 ∗ 𝐴𝑆−𝐺𝑅 ∗ 𝐴𝑀𝑆−𝐺𝑅 ∗ 𝐴𝑃𝑃 ∗ 𝐴𝑃𝑉 = 0,999929989 
Enačba 14 Izračun razpoložljivosti sistema 
Komponenta oznaka MTBF MTTR Razpoložljivost 
diskovni strežnik 𝐴𝐷𝑆  24ur 0,99999 
visokozmogljiv strežnik 𝐴𝑆  24ur 0,99999 
jedrno mrežno stikalo 𝐴𝑀𝑆 215000 24ur 0,99989 
stikalo za shranjevanje podatkov SAN 𝐴𝑆𝐴𝑁  24ur 0,99999 
požarna pregrada 𝐴𝑃𝑃  24ur 0,99999 
povezovalno stikalo  𝐴𝑃𝑉 486352 24ur 0,99995 
Tabela 3 Tabela razpoložljivosti komponent 
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Razpoložljivosti v tabeli 3 za diskovni strežnik, visoko zmogljiv strežnik, stikalo za shranjevanje 
podatkov SAN in požarno pregrado so bile pridobljene od dobaviteljev opreme, medtem ko sta bili 
razpoložljivosti jedrnega mrežnega stikala in povezovalnega stikala pridobljeni z uradnih strani strojne 
opreme [17],[18],[19]. Čas za odpravo napake MTTR je definiran v pogodbi o vzdrževanju strojne 
opreme. 
8.11 Primerjava izračunane in izmerjene razpoložljivosti sistema 
Za primerjavo rezultatov so uporabljeni podatki, pridobljeni iz analitičnega izračuna, in podatki, zajeti 
z nadzornim sistemom Nagios, ki dopolnjuje zastarel sistem BigBrother. Nadzorni sistem ima že 
vgrajeno funkcijo izračuna razpoložljivosti storitve, ki jo izračuna na podlagi podatkov razpoložljivosti 
storitev. Nadzorni sistem Nagios zabeleži podatke o stanju storitev vsakih 5 min, v primeru nedelovanja 
sistema Nagios je to stanje zabeleženo kot nedosegljivost opazovane storitve.  
Za primerjavo je bilo uporabljeno obdobje med 1. 1. 2013 in 1. 1. 2016. Obdobje po letu 2013 je bilo 
izbrano zato, ker je bil takrat nadzorni sistem posodobljen z avtomatskim preverjanjem stanja 
aplikacije, ki se uporablja za vstop v sistem. Sistem za nadzor uporablja zunanji posrednik, preko 
katerega spremlja razpoložljivost glavne spletne vstopne točke. Glavna spletna vstopna točka je 
spletna aplikacija, ki uporablja glavno zaledno podatkovno zbirko in posredno uporablja tudi pomožne 
zaledne podatkovne zbirke. S testom je preverjena celotna veriga storitev, od uporabnika pa do 
zalednih sistemov. 
Storitev Izračunana razpoložljivost Izmerjena razpoložljivost 
spletna vstopna točka / 99.990 % 
visoko razpoložljiva gruča  99,993 % 99.996 % 
Tabela 4 Primerjava izračunane in izmerjene razpoložljivosti sistema 
V tabeli 4 vidimo, da je izmerjena razpoložljivost sistema kot celote četrtega razreda razpoložljivosti. 
Razpoložljivost visoko razpoložljive gruče sega v peti razred razpoložljivosti. Sistem kot celota ima 
manjšo razpoložljivost, ker se razpoložljivosti strojne opreme in programske opreme združita v obliki 
produkta njunih razpoložljivosti. 
Četrti razred razpoložljivosti je za storitve zadosten in v okviru trenutnega poslovanja organizacije ni 
potrebe po doseganju višje razpoložljivosti. 
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8.12 Konsolidacija neaktivnih storitev in prehod na nove tehnologije 
Pri vzdrževanju velikih sistemov je pogosto velik del stroškov povezanih s pogarancijskim vzdrževanjem 
starih strežnikov, ki niso v produkciji, zahtevana pa je dostopnost storitev na teh strežnikih. Take 
sisteme je s stroškovnega vidika smiselno na dolgi rok konsolidirati in, če je mogoče, tudi nadgraditi in 
virtualizirati.  
S konsolidacijo je bila v analiziranem sistemu dosežena minimalna količina sistemskih virov, ki 
zagotavljajo delovanje storitev. Z nadgradnjo in konsolidacijo storitev so bili opuščeni in izločeni iz 
produkcije še zadnji sistemi prejšnjih tehnologij. S tem zadnjim korakom je prešlo delovanje 
informacijskega sistema na enotno platformo, ki temelji na virtualizaciji Oracle VM, operacijskem 
sistemu Oracle Linux in na programski opremi Oracle, ki obsega podatkovne zbirke in aplikacijske 
strežnike. Vendar se vedno najdejo izjeme. Tako recimo sistem uporablja za specifične namene 
aplikacijski strežnik Jboss.  
Virtualizacija je ključnega pomena pri vzdrževanju sistema na dolgi rok, ker so specifike strojne opreme 
vezane samo na virtualizacijsko platformo, medtem ko so virtualni strežniki popolnoma neodvisni od 
strojne opreme. To pa pomeni, da se lahko storitve selijo med strojno opremo brez posegov na 
virtualnih strežnikih. Z uporabo visoko razpoložljivih gruč in migracije v živo gostujočih storitvah je 
mogoče zamenjati vso strojno in programsko opremo visoko razpoložljive gruče brez prekinitev na 
storitvah. Virtualizacija omogoča tudi dinamično razporejanje virov, kar je v sodobnih okoljih ključnega 
pomena za hitre prilagoditve trenutnim potrebam uporabnikov. Poleg tega pa z deljenjem sistemskih 
virov med različne tipe storitev omogoča veliko boljšo izrabo strojne opreme in osnovnih virov, kot so 
električna energija, brezprekinitvena napajanja, hlajenje in sistemski prostor. 
Prednost novih tehnologij je, da so za isto procesno moč veliko učinkovitejše. Poraba elektrike je po 
nadgradnji in konsolidaciji opreme na pirmer padla za 80 %, kar pomeni, da je potrebno tudi 80 % manj 
hlajenja. 
8.13 Obnova tehnologij 
Tendenca stroškov nabave strojne opreme v tem okolju analiziranega sistema mora biti čim bolj 
enakomerno porazdeljena po letih, zato se strojna oprema obnavlja v več ciklih. Iz tega sledi 
organizacija strojne opreme v tri visoko razpoložljive gruče, po poteku amortizacijske dobe strojne 
opreme v gruči pa se  celotna gruča zamenja z novo opremo. Prednost takega upravljanja s strojno 
opremo je večja fleksibilnost pri posodobitvah zasnov visoko razpoložljivih gruč.  
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Na primer: prva gruča je uporabljala po dva ločena mrežna priključka za vsak ločen segment mrežne 
povezave. Najnovejša gruča uporablja tehnologijo označevanja mrežnih paketov, ki loči navidezna 
omrežja LAN (VLAN), zato so vsi uporabljeni mrežni priključki združeni na osnovi zadnje stikalne 
tehnologije za dinamično agregacijo komunikacijskih linij po standardu 802.3ad. Z združevanjem 




9 Analiza obstoječega sistema z vidika razpoložljivosti 
Za analizo sistema z vidika visoke razpoložljivosti so uporabljene osnove visoko razpoložljivih sistemov, 
ki so bile predstavljene v šestem poglavju. Za večjo preglednost je analiza sestavljena iz dveh delov, in 
sicer iz horizontalnega in vertikalnega dela. Horizontalni del analize zajema širino sistema, skratka, 
okolje in omrežja, medtem ko vertikalni del analize zajema navpičen steber sistema od podatkov, 
strojne opreme do programske opreme. 
 
Slika 12 Osi analize sistema z vidika razpoložljivosti 
9.1 Analiza sistema z vidika razpoložljivosti po vertikalni osi 
V analizo sistema po vertikalni osi je vključena analiza podatkov, strojne opreme in programske 
opreme. Programska oprema zajema področje operacijskih sistemov, uporabniške programske 
opreme in nadzorniško programsko opremo, ki po namenu sega v področje strojne opreme. 
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9.1.1 Analiza podatkov 
Podatki so shranjeni na centralnem diskovnem strežniku petega razreda razpoložljivosti. Peti razred 
razpoložljivosti v tem primeru pomeni, da so pri načrtovanju strežnika odpravili vse kritične točke 
odpovedi SPOF (Single Point Of Failure). Že po zasnovi diskovnega strežnika je mogoče dostopati do 
vsakega podatka po dveh poteh, kar v praksi pomeni, da obstajata vsaj dve neodvisni poti do vsakega 
trdega diska oziroma vsake gruče, zapisane na trdem disku. Sistem ima dva ločena seta priključnih točk, 
ki sta namenjena priklopu na dve ločeni omrežji za shranjevanje podatkov. Priključne točke diskovnega 
sistema izhajajo iz dveh enakovrednih krmilnikov, ki sta med seboj tesno povezana, podatki o 
opravljenih prenosih podatkov se zrcalijo med njima. V primeru izpada enega od krmilnikov delo 
prevzame drug krmilnik, pri čemer vse storitve delujejo brez prekinitev. V primeru nedelovanja enega 
krmilnika se pretočnost podatkovnega strežnika prepolovi, kar je treba upoštevati pri načrtovanju 
sistema. 
Vse servisne posege na diskovnem strežniku se izvaja med delovanjem diskovnega strežnika brez vpliva 
na storitve. 
Podatki na diskovnem strežniku so lahko organizirani v različne strukture RAID, in sicer 0, 1, 5, 6, 10, 
50, 60, odvisno od zahtev naročnika, stopnje varovanja podatkov in zahtevanih hitrosti dostopov. V 
določenem primeru so podatki organizirani v dve različni skupini RAID, in sicer hitri disk z bliskovnim 
pomnilnikom SSD (solid-state disk) in hitri trdi diski za optični kanal FC (Fiber Channel) so organizirani 
v skupine RAID 5, medtem ko so trdi diski SAS (Serial Attached SCSI - serijsko pripet SCSI) z visoko 
kapaciteto organizirani v skupine RAID 6 [4]. 
S stališča hranjenja aktivnih podatkov na trdih medijih je za podatke poskrbljeno z visoko stopnjo 
razpoložljivosti, ki bi jo bilo težko povečati. Za dodatno varovanje podatkov je poskrbljeno na nivoju 
podatkovnih zbirk, saj ima vsaka aktivna zaledna podatkovna zbirka Oracle še svojo logično kopijo. Ta 
način varovanja podatkov ščiti podatkovne zbirke Oracle pred možnostjo, da bi se podatki pokvarili pri 
zapisu ali obdelavi, ki so posledica skritih napak v programski opremi. 
Arhivski podatki so shranjeni na ločenem diskovnem strežniku in so replicirani na drugo geografsko 
lokacijo, kar omogoča okrevanje sistema po hudi katastrofi. Preverjanje arhivskih podatkov se izvaja 
periodično, in sicer enkrat letno se preverja arhivske kopije podatkovnih zbirk z obnovitvijo ene od 
podatkovnih zbirk, ostale arhivske podatke pa se preverja z mesečnimi obnovitvami vzorčnih datotek. 




9.1.2 Analiza strojne opreme 
Med strojno opremo spadajo diskovni strežnik, stikala omrežij za shranjevanje podatkov, strežniki, 
mrežna stikala, požarna pregrada in robna stikala za povezavo v svet.  
Zanesljivost diskovnega strežnika smo analizirali v prejšnjem poglavju, kjer smo obravnavali podatke. 
Stikala za shranjevanje podatkov so podvojena in niso medsebojno povezana, da ne bi prišlo do 
medsebojnega vpliva tako s stališča napačnih konfiguracij kot tudi s stališča povratnega vpliva ob 
izpadu enega od stikal. Ker so podatkovne poti na ta način logično in fizično ločene, izpad enega od 
stikal ne vpliva na delovanje drugega stikala in sistema kot celote, se pa zmanjša pretočnost sistema. 
Posodabljanje nastavitev stikal in programske opreme ne vpliva na delovanje stikal in je lahko 
opravljeno med normalnim delovanjem stikala. 
Strežniki so, enako kot diskovni strežniki, petega razreda razpoložljivosti, kar tudi v tem primeru 
pomeni, da so pri načrtovanju strežnika odpravili vse kritične točke odpovedi oziroma SPOF. Poleg tega 
so vse kritične komponente, kot so napajalniki in ventilatorji, podvojeni, da v primeru izpada ene 
komponente prevzame delo druga komponenta, okvarjena komponenta pa se lahko zamenja med 
delovanjem strežnika. Pomnilnik je varovan stehnologijo ECC, ki se dopolnjuje s tehnologijo »Chipkill«. 
Centralno procesna enota je varovana, tako da se v primeru okvare izklopi. Poleg navedenih sistemov 
ima strežnik vgrajeno proaktivno podporo za ščitenje strežnika, javljanje napak in hitro diagnostiko 
okvar [20][21]. 
Jedrna mrežna stikala so združena in nanizana v sklad. Sklad omogoča napredne funkcije stikal, kot so 
dinamična agregacija komunikacijskih linij po standardu 802.3ad, ščitenje pri izpadu posameznega 
napajalnega modula ter omogočanje hitre komunikacije znotraj sklada. Strežniki so vezani v različna 
vrata na skladu, tako da v primeru izpada stikala v skladu ne pride do izpada povezave, ampak samo 
do zmanjšane pretočnosti med strežnikom in skladom jedrnih stikal [17]. 
Požarna pregrada je nameščena na zmogljivem strežniku, ki deluje v tandemu z enakim strežnikom, ki 
je vedno pripravljen za prevzem dela. Vrata za dostop do jedrnih stikal na strežniku so združena za 
povečanje propustnosti in zanesljivosti v primeru izpada stikala, vrat, povezave itd. [21]. 
Robna stikala so povezana v svet preko treh neodvisnih fizično ločenih povezav, ki so najeta pri različnih 
ponudnikih. Sistem lahko deluje brez prekinitev pri izpadu dveh od treh povezav. Pri normalnih pogojih 
se uporabljata dve obteženi povezavi, kar omogoča, da pri povečanemu prometu ali zgostitvi na strani 
ponudnika promet teče po hitrejši povezavi. 
60 
 
9.1.3 Analiza programske opreme 
Analizo programske opreme zajemajo tri zaključena področja programske opreme: 
 Programska oprema hipernadzornika. 
 Operacijski sistem z osnovno programsko opremo. 
 Uporabniška in namenska programska oprema. 
9.1.3.1 Programska oprema hipernadzornika 
Izbira programske opreme hipernadzornika je bila tehtna odločitev, ki je temeljila na več dejavnikih. 
Prvi dejavnik je bil podprtost podpore programske opreme Oracle na virtualizacijski platformi x86. V 
času izbire virtualizacijske platforme leta 2009  je bil na platformi x86 podprt samo hipernadzornik 
Oracle VM. Konkurenčni izdelki, kot je VMware, so bili že v tistem času vodilni v razvoju 
hipernadzornikov, vendar niso dobili podpore s strani programske opreme Oracle. Uporaba nepodprtih 
programskih paketov hipernadzornika zato ni bilo sprejemljiva s stališča uporabe programskih paketov 
Oracle. Drugi dejavnik je bila cena. Odprtokodni izdelek Oracle VM je brezplačen. Če štejemo med 
stroške naročnino na vzdrževanje izdelka Oracle VM, je cena izdelka minimalna. Tretji dejavnik, ki je 
postal odločilen šele čez nekaj let, je licenčna politika izdelkov Oracle na platformi x86. Licenčna politika 
je na tej platformi veliko ugodnejša od drugih okolij UNIX. Licenčna politika izdelkov Oracle je ostala 
fleksibilna le v okolju Oracle VM, kjer je mogoče uporabljati izdelek Oracle z omejenim številom jeder 
na navidezni strežnik in pri tem niso licencirana vsa jedra na sistemu. Pri modernih strežnikih, kjer 
imamo lahko po 18 jeder na procesor, licenčnine predstavljajo velik finančni zalogaj [22]. 
Programska oprema hipernadzornika je nameščena na strežnikih visoko razpoložljive gruče, kjer 
omogoča nadzor in upravljanje z navideznimi strežniki. Uporabljena odprtokodna programska oprema 
Oracle VM v osnovi uporablja hipernadzornik XEN za nadzor in upravljanje z navideznimi strežniki. Za 
pravilno uporabo skupnih sistemskih virov na visoko razpoložljivi gruči skrbi gručni datotečni sistem 
Oracle OCFS2 (Oracle Cluster File System), povezan s porazdeljenim sistemom zaklepanja 
porazdeljenih virov Red Hat DLM (Distributed Lock Manager). Gručni datotečni sistem OCFS2 je 
nameščen na disku, ki je skupen vsem strežnikom v gruči. Komunikacija srčnega utripa na gručnem 
datotečnem sistemu OCFS2 poteka po dveh neodvisnih poteh. Ena pot je preko omrežja za hranjenje 
podatkov, druga pot pa poteka po omrežnih povezavah. Porazdeljen sistem zaklepanja skupnih virov 
DLM je mrežna storitev, ki za komunikacijo uporablja ločeno, zanesljivejšo in neobremenjeno mrežno 
povezavo. Gručni datotečni sistem OCFS2 dopolnjuje tako, da uporabniškemu nivoju operacijskega 
sistema izpostavi funkcije visoke razpoložljivosti gručnega datotečnega sistema OCFS2.  
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Visoko razpoložljiva gruča uporablja koncept visoke razpoložljivosti skupnih diskov, ki so vidni vsem 
strežnikom znotraj gruče preko omrežja za hranjenje podatkov. Visoko razpoložljiva gruča ima 
nastavljen maksimalno dovoljen čas odsotnosti komunikacije 120 sekund, preko mreže ali preko 
omrežja za hranjenje podatkov. V primeru daljšega izpada bo nedosegljiv strežnik ponovno zagnan, 
njegove sistemske vire in storitve bo prevzel najmanj obremenjen strežnik v gruči. Po ponovni združitvi 
odsotnega strežnika z gručo bo strežnik po potrebi ponovno prevzel svoje vloge v primeru, da je to 
zahtevano v zahtevah po razporejanju storitev. Vse odločitve o visoki razpoložljivosti v gruči, sprejema 
»glavni« strežnik v gruči, ta pa se določi z volitvami. V primeru izpada »glavnega« strežnika se s 
ponovnimi volitvami izbere nov »glavni« strežnik. Upravljanje gruče se izvaja z nadzornega strežnika, 
ki ni del visoko razpoložljive gruče. Nadzorni strežnik se uporablja za vzpostavitev visoko razpoložljive 
gruče, za njeno upravljanje, za upravljanje sistemskih virov in njihovih nastavitev, za ustvarjanje novih 
navideznih strežnikov in za postavitev pravil o razporejanju storitev znotraj gruče. Izpad nadzornega 
strežnika nima vpliva na delovanje gruče in njenih visoko razpoložljivih funkcij. Še več, nadzorni strežnik 
lahko ponovno namestimo in nastavitve visoko razpoložljive gruče uvozimo iz obstoječe delujoče 
gruče. Pogoj za to je poznavanje univerzalnega unikatnega identifikatorja gruče UUID (Universally 
Unique Identifier). Nadzorni strežnik gostuje na odprtokodni virtualizaciji jedrnega navideznega 
strežnika KVM (Kernel-based Virtual Machine). Gruča je delno ročno upravljana s pomočjo orodij 
libvirt, nadzira in upravlja se s programskim paketom Archipel. Archipel omogoča sledenje delovanja 
navideznih strežnikov v realnem času preko protokola za izmenjavo hitrih sporočil ter podatkov o 
prisotnosti XMPP (Extensible Messaging and Presence Protocol). Sistem Archipel je povezljiv z 
običajnimi klienti preko protokola XMPP za izmenjavo sporočil v realnem času, kjer so navidezni 
strežniki prisotni kot osebe v pogovoru. Navidezne strežnike lahko povprašamo o njihovem stanju ali 
celo zahtevamo, da se na našo zahtevo zaženejo, ugasnejo ali ponovno zaženejo [23]. 
Nadgradnja programske opreme hipernadzornika je z uporabo storitev migracije storitev živo možna 
in izvedljiva med normalnim delovanjem sistema brez prekinitev storitev. Nadgradnje sistemov se 
izvajajo v skladu z varnostnimi priporočili Oracle, usklajeno z osnovno programsko opremo, vključno z 
operacijskim sistemom, uporabniško programsko opremo in namensko programsko opremo. 
9.1.3.2 Operacijski sistem z osnovno programsko opremo 
Operacijski sistem s pripadajočimi programskimi paketi, potrebnimi za namestitev uporabniške 
programske opreme spada v osnovno programsko opremo. Operacijski sistem Oracle Linux je bil izbran 
zato, ker je zelo dobro podprt na virtualizacijski platformi Oracle VM. Oracle Linux temelji na 
odprtokodni distribuciji Linux Red Hat. Razlikuje se samo v dodatnem jedru, ki izboljša podporo 
izdelkom Oracle in omogoča delno navideznost strežnikov. Uporaba delne navideznosti ima številne 
prednosti pred polno navideznostjo. Delna navideznost ima manjšo režijo, vhodno izhodne enote so 
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povezane z minimalno režijo in nimajo ozkih grl. Večina funkcij se posreduje iz gostujočega jedra na 
navidezno jedro. Delna navideznost omogoča večjo fleksibilnost gostujočih operacijskih sistemov, 
dinamičnost dodeljevanja in odvzemanja sistemskih virov in spreminjanje velikosti diskovnih kapacitet. 
Izredno tudi pohitri zagonski proces gostujočega navideznega strežnika, saj emulacija BIOS zagonske 
procedure ni potrebna. Zagon se začne z nalaganjem jedra navideznega strežnika. Poleg navedenih 
prednosti je z zmanjšano kompleksnostjo navideznih jeder gostujočih strežnikov povečana zanesljivost 
in razpoložljivost sistemov. 
Nadgradnje operacijskih sistemov in osnovne programske opreme se izvaja v skladu z varnostnimi 
priporočili Oracle, usklajeno z uporabniško programsko opremo in namensko programsko opremo, v 
odvisnosti od programske opreme hipernadzornika. Nadgradnja programske opreme se izvede ob vseh 
izpolnjenih pogojih. 
9.1.3.3 Uporabniška in namenska programska oprema 
Uporabniška programska oprema obsega zaledne podatkovne zbirke Oracle in aplikacijske strežnike 
Oracle v ospredju. Vsa nameščena uporabniška programska oprema je nameščena v skladu s podporno 
matriko verzij programske opreme [24], operacijskih sistemov ter programske opreme 
hipernadzornika. To je izrednega pomena pri uporabi storitev tehnične podpore izdelkov Oracle, saj 
tehnična pomoč za izdelke Oracle za nepodprte kombinacije v matriki verzij programske opreme ni na 
voljo. Pri uporabi tehnologij Oracle je treba upoštevati življenjske cikle programske opreme Oracle [25], 
tako da se za nove projekte vedno uporablja najnovejše produkcijske tehnologije. Pri že uporabljenih 
tehnologijah je treba paziti, da se tehnologije ob pravem času posodobijo in tako ostanejo v aktivnem 
življenjskem ciklu programske opreme Oracle.  
Nameščanje popravkov mora biti redno ter usklajeno z namensko programsko opremo, v odvisnosti 
od osnovne programske opreme, z operacijskim sistemom in programsko opremo hipernadzornika, da 
ne bi prišlo do nepravilnega delovanja ali izpada storitev.  
Namenska programska oprema je razvita za podporo specifičnih procesov v delovanju organizacije. 
Namensko programsko opremo razvijajo pogodbeniki v skladu z visokimi standardi razvoja programske 
opreme (nekateri od njih so bili omenjeni v šestem poglavju).  
Okolje namenske programske opreme je razdeljeno na testno in produkcijsko okolje. V testnem okolju 
se z alfa in beta testom testira programsko opremo, ki je zapustila okolje pogodbenikov.  
Testno okolje se v zmanjšanem obsegu uporablja tudi za različne testne scenarije razpoložljivosti, 
zmogljivosti, propustnosti in kapacitete. Ravno tako se testno okolje uporablja za tesne namene 
upravljanja s spremembami. 
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9.2 Analiza sistema z vidika razpoložljivosti po horizontalni osi 
V analizo sistema smo po horizontalni osi vključili okolje in omrežja ter obnovljivost sistema. 
9.2.1 Okolje  
Sistem se nahaja v sistemskih prostorih na dveh primarnih lokacijah in eni sekundarni lokaciji. Primarni 
lokaciji sta povezani na zanko električnega distribucijskega omrežja. Zanka električnega 
distribucijskega omrežja napaja uporabnike preko dveh neodvisnih poti iz razdelilne transformatorske 
postaje, kar poveča zanesljivost električnega distribucijskega omrežja in hkrati razpoložljivost sistema. 
V primeru prekinitve električnega napajanja iz distribucijskega omrežja je na lokaciji pripravljen dizelski 
agregat, ki se zažene v dveh minutah po izpadu in prevzame breme sistemov. Za premostitev izpadov 
električnega omrežja do zagona dizelskega agregata sta na lokaciji prisotni dve napravi za 
brezprekinitveno napajanje UPS, ki prevzameta celotno breme sistema. 
Sistemski prostori so hlajeni z več avtonomnimi inverterskimi klimatskimi napravami, ki prilagajajo moč 
hlajenja v sistemskih prostorih. V primeru pregrevanja se sproži avtomatski javljalnik prekoračene 
temperature in obvesti ustrezno tehnično osebje.  
9.2.2 Omrežja 
Visoka razpoložljivost sistemov je lahko zelo visoka, vendar je brezpredmetna, če storitev za 
uporabnika ni dosegljiva zaradi izpada, preobremenjenosti, nezadostne prepustnosti omrežne 
povezave. Povezljivost sistema do končnega uporabnika je izrednega pomena, ker končni uporabnik 
ocenjuje razpoložljivost storitve, ki jo uporablja. Omrežje je zaradi varnosti razdeljeno na tri segmente, 
in sicer strežniški segment, uporabniški segment in varovan segment za dostop po spleta. 
Za zagotavljanje nemotenih storitev se uporabljajo jedrna stikala Cisco, ki imajo že vgrajena osnovna 
varovala, kot so zaščita posameznih vrat zaradi okvare, ščitenje vpetih dreves, zaščita pred poplavo in 
seznam za kontrolo dostopa [17], [18]. 
Jedrna stikala so povezana na požarno pregrado, ki skrbi za varnost med segmenti omrežja in usmerja 
promet glede na nastavljena pravila. Požarna pregrada na osnovi pravil razporeja promet glede na 
pomembnost in prioritetni promet izloči ter ga usmeri na hitro povezavo. Ostali promet nadaljuje svojo 
pot do robnega usmerjevalnika, kjer se storitveni promet razvrsti po prioritetah in usmeri v zunanjo 
komunikacijsko opremo. V primeru okvare glavne zunanje linije se promet preusmeri na rezervno 
zunanjo linijo. Hitra povezava deluje vzajemno z glavno in rezervno povezavo, promet se med hitro in 
glavno povezavo razdeli ter steče po hitrejši poti. Vse tri povezave so najete pri ločenih ponudnikih in 
tečejo po fizično in logično ločenih poteh. 
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9.2.3 Obnovljivost sistema 
Obnovljivost sistema je zelo pomembna funkcija, ki je pogosto nedodelana in pomanjkljiva. V praksi je 
obnovljivost sistema redko preverjena do potankosti. Največkrat je zadovoljivo delno preverjanje delov 
sistema ali podsistemov, na primer zaledne podatkovne zbirke. Analiziran sistem ima uporabljenih več 
mehanizmov za obnovitev sistema: 
 Izdelava arhivskih kopij na lokalno diskovno polje. 
 Preslikava arhivskih kopij na oddaljeno lokacijo. 
 Logične slike produkcijskih podatkovnih zbirk. 
Arhivske politike so prilagojene tipom podatkov, kot so datotečni sistemi, podatkovne zbirke, slike 
operacijskih sistemov in podatkovne zbirke poštnih strežnikov. Arhiviranje se izvaja v deduplicirani 
obliki, ker s tem prihranimo prostor na arhivskih strežnikih in je omogočena hitrejša preslikava na 
oddaljeno lokacijo.  
Deduplikacija podatkov je proces, pri katerem arhivski strežnik vsak unikaten podatek ali kos podatka 
zapiše samo enkrat, vse ostale kopije podatkov vsebujejo samo povezave na prvi unikatni zapis 
podatka. Tak način arhiviranja podatkov v tem primeru zmanjša količino shranjenih podatkov za 
stopnjo tri pri podatkovnih zbirkah in pri poštnih zbirkah za faktor deset. 
Preslikava podatkov na oddaljeno lokacijo je nujno potrebna za obnovitveni scenarij sistema po 
izrednem dogodku, kot je recimo požar, potres, poplave in podobno. Za ta namen so na sekundarni 
lokaciji zagotovljene minimalne zahteve strojne opreme za vzpostavitev osnovnih jedrnih storitev.  
Logične slike produkcijskih podatkovnih zbirk so namenjene varovanju podatkovnih zbirk pred 
logičnimi napakami, ki so posledica napak v programski opremi. Poleg tega omogočajo slike 
podatkovnih zbirk večjo razpoložljivost z zmožnostjo preklopa med primarno bazo in sliko ter obratno. 
9.3 Ugotovitve analize in možne izboljšave 
Kot že omenjeno v poglavju 8.10, je četrti razred razpoložljivosti zadosten za trenutne potrebe. Vendar 
je treba trenutni nivo razpoložljivosti vzdrževati in izboljševati. Zato bomo v devetem poglavju 
predstavili strnjene izsledke analize  posameznih področij konceptov visoke razpoložljivosti. 
Podrobni opisi pomanjkljivosti, odkritih skozi analizo zahtev za postavitev visoko razpoložljivega 
sistema, so zbrani po kategorijah: 
 Strojna oprema: zrcaljenje spomina se izvaja samo na diskovnem strežniku ne pa tudi na 
strežnikih. Zrcaljenje pomnilnika na strežnikih je tehnično izvedljivo, vendar trenutno 
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nepotrebno. Programska oprema za samodejen preklop operacijskega sistema se ne uporablja, 
ker za to poskrbi hipernadzornik. 
 Podatki: zrcaljenje podatkov na nivoju strojne opreme se ne izvaja, ker trenutno ni potrebe po 
tej funkcionalnosti. Delitev tabel v podatkovnih zbirkah se izvaja le delno. V podatkovnih 
zbirkah so podatki ločeni od indeksov, tudi podatkovne zbirke uporabljajo logično ločene 
diskovne priklope za podatke, arhivske dnevnike in osnovno programsko opremo. 
 Omrežja: jedrno omrežje je sestavljeno samo iz enega sklada stikal. 
 Operacijski sistemi: operacijski sistemi ne uporabljajo funkcije hitrega ponovnega zagona, ker 
ta ni vgrajen. 
 Osnovna programska oprema: pri osnovni programski opremi preverjanje kakovosti 
programske opreme, preverjanje rezultatov programske opreme in testiranje programske 
opreme po korakih ni mogoče, ker za to skrbi dobavitelj programske opreme Oracle, ki ima za 
zagotavljanje kakovosti programske opreme vgrajene svoje mehanizme. Ravno tako ni znan 
model za testiranje programske opreme, ki se uporablja za testiranje programske opreme 
Oracle znotraj organizacije. 
 Okolje: sistemski prostori niso grajeni po sodobnih standardih. Pomanjkljiva je aktivna 
protipožarna oprema. Za izgradnjo ustreznih sistemskih prostorov po sodobnih standardih bi 
potrebovali par milijonov evrov, kar pa trenutno ni opravičljiv strošek investicije. 
 Ostale zahteve: sekundarna lokacija ni na drugi tektonski prelomnici. Logične slike podatkovnih 
zbirk bi morale biti na sekundarni lokaciji. Brezprekinitveni napajanji v dveh sistemskih sobah 
nista drug drugemu redundantni. Nadzor in spremljanje namenske programske opreme ni 
popoln. Nadgradnje sistemov in nameščanje popravkov včasih odstopa od smernic. Nadzor 
pravilnega izvajanja operacijskih sistemov je zgolj posreden, čeprav bi s pravimi orodji lahko 
izvajali nadzor na nivoju hipernadzornika in v primeru napak avtomatsko izvedli potrebne 
ukrepe za neprekinjeno delovanje storitev. 
 Uporaba partnerstva, kjer je to izvedljivo, oziroma učenje od drugih se ne uporablja. 
 Organizacijska ustreznost, primernost in razvoj spretnosti, togost organizacije ne omogoča 
fleksibilnosti za potrebe razvoja visoko kvalificiranega kadra, potrebnega za zagotavljanje 
kakovostnih storitev. 
Izboljšave in odpravljanje pomanjkljivosti sistema je večinoma povezano z visokimi stroški, oziroma 
novimi investicijami v strojno in programsko opremo. Del izboljšav pa temelji na boljšem načrtovanju 
bodočih sistemov in uporabo obstoječih odprtokodnih tehnologij. Planirane izboljšave sistema so 
trenutno srednjeročne zaradi možnosti integracije oziroma pridružitve storitev v privatni oblak. 
Izboljšave strojne opreme organizacije niso predvidene. Jedrno omrežje bo nadgrajeno s postavitvijo 
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novega sklada stikal, ki temeljijo na naslednji generaciji hitrosti do 10 GB, po priključnih vratih. 
Nadgradnja je potrebna za povečanje pretočnosti visoko razpoložljivih gruč ter povečanje zanesljivosti 
sistema. Operacijski sistemi in osnovna programska oprema ostajajo nespremenjeni. Pri okolju so 
izboljšave odvisne od integracije sistema v privatni oblak. Na primarni lokaciji ni pričakovanih 




10 Integracija analiziranega visoko razpoložljivega sistema v privatni 
oblak 
Tendence po konsolidaciji in centralizaciji informacijskih sistemov v javnem sektorju so vse večje in 
močnejše. Strokovna mnenja in argumenti so na strani združevanja konsolidacije in centralizacije 
informacijskih sistemov in storitev [26]. Za ta namen je bil ustvarjen privatni oblak s celim naborom 
storitev: infrastruktura kot storitev (IaaS), platforma kot storitev (PaaS) in programska oprema kot 
storitev (SaaS). Migracijo analiziranega sistema v privatni oblak s tehničnega stališča lahko razdelimo 
na več faz:  
1. Konsolidacija opreme in popis razpoložljivih virov ter izvajanje postopkov za integracijo storitev 
v oblačne strukture. 
2. Združitev obstoječega sistema s privatnim oblakom.  
3. Migracija skupnih storitev, kot so elektronska pošta in dokumentarno gradivo, v privatni oblak 
z uporabo funkcije programske opreme kot storitve SaaS v privatnem oblaku. 
4. Migracija podpornih storitev, kot so domenski strežniki in podatkovna skladišča, v privatni 
oblak z uporabo funkcije programske opreme kot storitve SaaS. 
5. Migracija primarnih storitev v privatni oblak z uporabo funkcije infrastrukture kot storitve 
(IaaS) in platforme kot storitve (PaaS). 
Po vseh zaključenih fazah migracije bo informacijski sistem v celoti integriran v privatni oblak, na 
primarni lokaciji pa ostane mrežna infrastruktura za podporo storitvami. 
Prva faza migracije (tj. podroben opis razpoložljivih virov) obstaja in je na voljo, ker to tudi zahteva 
akreditacija.  
Druga faza migracije Je s tehničnega stališča zaključena, s stališča upravljanja je treba prenesti 
upravljanje in vzdrževanje sistemov na novega skrbnika. 
Tretja faza migracije je daljša faza migracije, saj je treba pred migracijo vzpostaviti storitve in zagotoviti 
vire, nato se začne s postopno migracijo storitev in podatkov.  
Četrta faza migracije je združitev domenskih strežnikov v krovni gozd, s tem bi se centraliziral nadzor 
nad uporabniki in tudi olajšal prehod uporabnikov med inštitucijami. V tem koraku bi se prevzel tudi 
nadzor in upravljanje delovnih postaj uporabnikov. Po zaključeni migraciji bo del infrastrukture ostal 
na lokaciji, ki bo služil hranjenju domenskih podatkov ter nujnih podatkov za delo v primeru izpada 
povezave s centralnim sistemom. 
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Peta faza migracije je odvisna od pogodbe SLA s ponudnikom zasebnega oblaka ter obveznosti 
ponudnika do izpolnjevanja akreditacijskih zahtev po standardu ISO 27002:2013. V primeru uspešnih 
dogovorov in podpisov ustreznih sporazumov bi lahko prešli na izvedbo integracije storitev. Za vodila 
bi lahko uporabili postopke iz osmega poglavja, kjer so postopki za prehod na nove tehnologije 
podrobno opisani. 
Za migracijo analiziranega sistema v privatni oblak s stališča postopkov integracije storitev v oblačne 
strukture bi morali opraviti korake iz poglavja 7.4. Od navedenih postopkov integracije storitev v 
oblačne strukture v poglavju 7.4 sta bila izvedena samo dva postopka, in sicer popis sistemskih virov, 
tj. strojne opreme, osnovne programske opreme, namenske programske opreme, mrežne povezave 
itd., ter delno definiranje pogodb SLA brez nivojev podpore. Izvajanje ostalih postopkov integracije 
storitev v oblačne strukture s stališča ponudnika oblačnih struktur trenutno ni predvideno. 
V primeru neizvajanja postopkov integracije storitev v oblačne strukture lahko pride do zmanjšanja 
razpoložljivosti sistemov in lahko so ogroženi podatki. Nedorečenost vlog tehničnega osebja pri 
upravljanju s sistemskimi viri lahko na primer povzroči nepredvidene izpade strojne opreme. 
Nepoznavanje okolja visoko razpoložljivih gručnih sistemov lahko povzroči izpad gruče ali celo privede 
do napak na podatkih.  
Končni rezultat integracije v javni oblak bi bil dodatna konsolidacija strojne in programske opreme, 
znižanje stroškov vzdrževanja, konsolidacija sistemskih prostorov, zmanjšani stroški za licenčnine 
programske opreme, zmanjšanje količine tehničnega osebja za vzdrževanje delovnih postaj in 
strežnikov. S storitvami bi po drugi strani povečali razpoložljivost, dodali možnost izvajanja aplikacij na 
dveh lokacijah z možnostjo porazdelitve bremena, izboljšali omrežno povezljivost in povečali 




Razpoložljivost informacijskega sistema Agencije Republike Slovenije za kmetijske trge in razvoj 
podeželja se je z uporabo smernic visoke razpoložljivosti izboljšala za razred razpoložljivosti in po 
meritvah razpoložljivosti storitev je razvidno, da sistem posega po petem razredu razpoložljivosti. 
Analiza sistema po horizontalni osi nam je dala širši pogled na sistem in s tem zajela več dejavnikov, ki 
niso neposredno povezani z informacijskim sistemom, kot so okoljski vidiki povezljivost sistema itd. Pri 
tem so bile odkrite večje pomanjkljivosti sistemskih prostorov, mrežnih povezav in neprimerna 
rezervna lokacija. Pomanjkljivosti sistema so z okoljskega stališča pogosto povezane z zelo visokimi 
investicijami, ki niso opravičljive s stališča razpoložljivosti.  
Analiza sistema po vertikalni osi ni pokazala večjih pomanjkljivosti s strani strojne in programske 
opreme, kar kaže na pravilen razvoj informacijskega sistema. Razpoložljivost se lahko uporabi kot 
orodje, s katerim lahko preverimo razvoj sistema s stališča zmogljivosti. S tem smo preverili, če sistem 
sledi in izpolnjuje strmo naraščajoče zahteve po sistemskih virih. Obstoječi sistem se prilagaja 
potrebam rasti podatkov s pomočjo izvajanja retrospektivnih analiz potreb po sistemskih virih in z 
uporabo teh izsledkov analiz v šest letnih projekcijah porabe sistemskih virov. Analize se v tem primeru 
izvajajo za obdobja šestih let oziroma se prilagajajo potrebam poslovanja Agencije Republike Slovenije 
za kmetijske trge in razvoj podeželja. 
Iz hitre rasti analiziranega sistema lahko povzamemo, da se v sodobnih informacijskih sistemih pojavlja 
problematika obvladovanja vse večjih količin strukturiranih in nestrukturiranih podatkov v 
informacijskih sistemih. Obvladovanje te kako imenovane »poplave podatkov« je v bistvu nova 
tematika, ki ji bo treba v prihodnosti posvetiti veliko več pozornosti. 
V obstoječem sistemu smo se te problematike že dotaknili in vpeljali strategijo ločevanja podatkov po 
uporabnosti. Ločevanje podatkov po uporabnosti v obstoječem sistemu pomeni kronološko razdelitev 
podatkov po časovnih obdobjih. To v praksi pomeni, da je aktivnim podatkom posvečeno največ 
pozornosti s stališča sistemskih virov, dostopnosti, arhiviranja in obnovljivosti, medtem ko je pri manj 
aktivnih podatkih večji poudarek na obnavljanju tehnologij in zagotavljanju dolgoročne dosegljivosti 
podatkov. 
V analizi obstoječega sistema smo se dotaknili možnosti integracije storitev v privatni oblak. Sistem bi 
z integracijo v privatni oblak postal še učinkovitejši in bolj elastičen, razpoložljivost pa se ne bi bistveno 
spremenila, če predpostavimo, da privatni oblak sledi konceptom visoko razpoložljivih sistemov. S 
tehničnega stališča integracija v privatni oblak ni problematična, saj se uporabljajo iste tehnologije, 
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veliko pozornosti pa bo potrebne na področju upravljanja sprememb na sistemu in prenosa znanja ter 
dobrih praks na nove upravljalce s sistemskimi viri in strojno opremo. 
Nadgradnja analiziranega sistema bi bila integracija mehanizmov, ki bi povečali elastičnost sistema in 
omogočali napredne funkcije, kot so samo diagnostika ter avtomatska odprava napak. Ravno tako bi 
bilo optimalno, če bi bili izpadi strojne opreme transparentno nadomeščeni. Tehnologije zrcaljenja 
strežnikov na virtualnih okoljih obstajajo in z uporabo hitrih omrežij je njihova izvedba mogoča. To bi 
omogočalo varovanje tako imenovanih »živih« podatkov, kot so seje in stanje uporabnikov. 
Pot izboljšav v informacijski tehnologiji se nikoli ne zaključi in po Moorovem zakonu je razvoj 
tehnologije vedno hitrejši, zato je mogoče pričakovati razvoj avtonomnih sistemov, ki bodo vse funkcije 





[1] www.continuitycentral.com »BUSINESS CONTINUITY STATISTICS: WHERE MYTH MEETS FACT« 
Desegljivo: http://www.continuitycentral.com/feature0660.html. [Dostopano: 25. 5. 2016]. 
[2] Terry Critchley, »High Availability IT Services« Florida: Založba: CRC Press, 2015. 
[3] Greg Pfister, »Search of Clusters«, Založba: Prentice Hall PTR, 1998. 
[4] Evan Marcus, Hal Stern »Bluepints ro High Availability« Indiana: Založba Wiley, 2003. 
[5] Jim Gray »High- Availability Computer Systems« IEEE Computer, Volume:24 , Issue: 9, September 
1991. 
[6] nvlpubs.nist.gov »The NIST Definition of Cloud Computing« Dosegljivo: 
http://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf. [Dostopano: 20. 
5. 2016]. 
[7] www.arsktrp.gov.si »O AGENCIJI« Dosegljivo: http://www.arsktrp.gov.si/si/o_agenciji/. 
[Dostopano: 12. 8. 2016]. 
[8] www.oracle.com »Cloud for Business Managers in Midsize Organisations: the Good, the Bad & the 
Ugly« Dosegljivo: http://www.oracle.com/us/try/epm-cloudforbusinessmanagers-pr-
2504827.pdf. [Dostopano: 14. 8. 2016]. 
[9] www.oracle.com »Five Ways to Simplify Cloud Integration« Dosegljivo: 
http://www.oracle.com/us/solutions/cloud/cloud-integration-wp-1873149.pdf. [Dostopano: 15. 
8. 2016]. 
[10] www.arsktrp.gov.si »Letno poročilo o delu Agencije RS za kmetijske trge in razvoj podeželja v letu 
2015« Dosegljivo: 
http://www.arsktrp.gov.si/fileadmin/arsktrp.gov.si/pageuploads/Aktualno/Aktualno/2016/Letno
_porocilo__2015_koncno.pdf. [Dostopano: 12. 8. 2016]. 
[11] www.iso.org »ISO/IEC 27001 - Information security management« Dosegljivo: 
http://www.iso.org/iso/iso27001. [Dostopno 20.8.2016]. 
[12] www.redbooks.ibm.com, »IBM PowerHA SystemMirror for AIX Cookbook« Dosegljivo: 
http://www.redbooks.ibm.com/redbooks/pdfs/sg247739.pdf. [Dostopano: 10. 5. 2016]. 
72 
 
[13] www.tpc.org , »TPC [Online].«, Dosegljivo: http://www.tpc.org/tpcb/default.asp. [Dostopano: 25. 
5. 2016]. 
[14] Bert Scalzo, »Database benchmarking : practical methods for Oracle & SQL Server« Kittrell, North 
Carolina: Založba Rampant TechPress, 2006. 
[15] dcon.com.br, »JBasicProfiler« Dosegljivo: http://dcon.com.br/jbasicprofiler/. [Dostopano: 10. 5. 
2016]. 
[16] Uroš Palmin, »Java in Oracle DB Primerjalni performančni test« Notranje gradivo, 4. 5. 2009. 
[17] www.cisco.com »Cisco Catalyst 3750 Series Switches Data Sheets« Dosegljivo: 
http://www.cisco.com/c/en/us/products/collateral/switches/catalyst-3750-series-
switches/product_data_sheet0900aecd80371991.html. [Dostopano: 15. 5. 2016]. 
[18] www.cisco.com »Cisco Catalyst 3850 Series Switches Data Sheet« Dosegljivo: 
http://www.cisco.com/c/en/us/products/collateral/switches/catalyst-3850-series-
switches/data_sheet_c78-720918.html. [Dostopano: 26. 5. 2016]. 
[19] publib.boulder.ibm.com »IBM System x3850 X5 and x3950 X5« Dosegljivo: 
http://publib.boulder.ibm.com/infocenter/systemx/documentation/index.jsp?topic=/com.ibm.sy
sx.7145.doc/product_page.html. [Dostopano: 15. 5. 2016]. 
[20] www.emc.com »EMC VMAX 10k« Dosegljivo: 
https://www.emc.com/collateral/hardware/specification-sheet/h8716-symmetrix-vmax-10k-
ss.pdf. [Dostopano: 15. 5. 2016]. 
[21] Jim Hoskings, »Exploring IBM Server & Storage Technology« Florida: Založba: Maximum Press, 
Florida, 2005  
[22] www.oracle.com »Oracle Partitioning Policy« Dosegljivo: 
http://www.oracle.com/us/corporate/pricing/partitioning-070609.pdf. [Dostopano: 25. 5. 2016]. 
[23] archipelproject.org »Archipel« Dosegljivo: http://archipelproject.org/. [Dostopano: 20. 5. 2016]. 
[24] www.oracle.com »Oracle Fusion Middleware Supported System Configurations« Dosegljivo: 
http://www.oracle.com/technetwork/middleware/ias/downloads/fusion-certification-
100350.html. [Dostopano: 25. 5. 2016]. 
[25] www.oracle.com »Oracle Lifetime Support Policy for Technology Products Guide« Dosegljivo: 
http://www.oracle.com/us/support/library/lifetime-support-technology-069183.pdf. 
[Dostopano: 25. 5. 2016]. 
73 
 
[26] www.mju.gov.si »JAVNA UPRAVA 2020« Dosegljivo: 
http://www.mju.gov.si/fileadmin/mju.gov.si/pageuploads/SOJ/STRATEGIJA_JU2020_IN_AKCIJSKI





A Poročilo Nagios o razpoložljivosti sistema z vidika centralne spletne vstopne 
točke: 
 
 
