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Résumé
Nous présentons dans ce papier une méthode qui in-
tègre l’information de profondeur fournie par un capteur
RGB-D, pour la cartographie et la localisation simultanée
ou (Simultanuous Localization And Mapping, SLAM) afin
d’améliorer la précision de la localisation. Nous présen-
tons un nouvel ajustement de faisceaux local qui permet
de combiner des données ayant une information de profon-
deur et des données visuelles dans une même fonction de
coût totalement exprimée en pixels. L’approche proposée
est évaluée sur des séquences de benchmark et comparée
aux méthodes de l’état de l’art.
Mots Clef
Capteur RGB-D, Reconstruction et Localisation simul-
tanée, RGB-D benchmark.
Abstract
We present a method of using depth information provi-
ded by an RGB-D sensor, for visual simultaneous locali-
zation and mapping (SLAM), in order to improve the lo-
calization accuracy. We present a new local bundle adjust-
ment which allows to easily combine depth and visual data
in cost function entirely expressed in pixel. The proposed
approach is evaluated on a public benchmark dataset and
compared to the state of art methods.
Keywords
RGB-D sensor, SLAM, RGB-D benchmark.
1 Introduction
Le problème de localisation et de cartographie simulta-
née (SLAM) consiste à construire incrémentalement une
carte d’un environnement inconnu à partir d’une séquence
d’images, et d’utiliser cette carte pour localiser la caméra.
Couramment, les méthodes de SLAM visuel [1, 2, 4, 5, 10,
15] construisent une carte de l’environnement à partir de
primitives mises en correspondance dans des images suc-
cessives. Le mouvement de la caméra est simultanément
éstimé à partir de cette carte souvent éparse.
Dans les méthodes de SLAM basé images clés, la pose
de la caméra et le nuage de points 3D sont simultanément
optimisés par un ajustement de faisceaux (Bundle Adjust-
ment BA). Cependant le SLAM visuel présente plusieurs
inconvénients, le SLAM est un processus incrémental donc
sujet à l’accumulation d’erreurs. De plus, avec une seule
caméra et sans connaissance a priori sur la géométrie de la
scène, le SLAM permet d’estimer la rotation, mais la trans-
lation n’est connue qu’à un facteur d’échelle près. Ce der-
nier est fixé initialement mais dérive au cours du temps. Il
est possible de fixer le facteur d’échelle et ainsi minimiser
l’effet de la dérive en utilisant un capteur RGB-D. Ce type
de capteur fournit en plus des images RGB, des images de
profondeur synchronisées. Avec l’apparition des caméras
Kinect de Microsoft, Primesense Carmine ou Asus Xtion 1
qui intègrent des capteurs 3D légers et de faible coût, les
recherches exploitant des capteurs RGB-D ont connu un
grand essor [3, 5, 7, 8, 16, 20].
La principale contribution de ce papier est de proposer
une technique qui intègre la mesure de profondeur dans un
algorithme de SLAM visuel monoculaire. Ceci implique
plusieurs modifications dans l’algorithme. La plus impor-
tante se trouve dans la manière d’utiliser l’information de
profondeur comme contrainte additionnelle dans l’ajuste-
ment de faisceaux.
Une approche similaire a été proposée par Scherer et al.
[17, 18] qui ont revisité l’algorithme PTAM [10] afin d’y
intégrer la profondeur. Cependant cette méthode repose sur
un ajustement de faisceau minimisant des erreurs de re-
projection et des erreurs sur les profondeurs et nécessite
d’utiliser un facteur de pondération entre ces deux termes.
Dans ce papier, nous proposons de revisiter l’algorithme du
SLAM basé images clés proposé par [15]. Nous proposons
une nouvelle fonction de coût pour l’ajustement de fais-
ceaux, totalement exprimée en pixels, permettant de com-
biner d’une manière simple les informations visuelles et les
1. http ://www.asus.com/fr/Multimedia/Xtion PRO
informations de profondeur sans pondérer ces deux termes.
Nous détaillons cette nouvelle approche, nous l’évaluons
sur une base de données RGB-D publique 2. Nous réali-
sons également une étude comparative par rapport aux ap-
proches de l’état de l’art.
La suite de ce papier est organisée comme suit.
Dans la section 2 nous analysons les travaux antérieurs. La
section 3 explique la manière dont nous intégrons l’infor-
mation de profondeur dans l’algorithme du SLAM visuel.
Les résultats expérimentaux sont présentés dans la section
4. La conclusion et les perspectives sont présentés dans la
section 5.
2 Travaux antérieurs
L’utilisation d’un capteur RGB-D dans les algorithmes
de cartographie et de localisation simultanées a été ces der-
nières années un axe de recherche très actif. Ces capteurs
fournissent en plus de l’image couleur, la mesure de pro-
fondeur de chaque pixel. Contrairement aux caméras sté-
réoscopiques, l’environnement ne nécessite pas d’être tex-
turé pour avoir une carte de profondeur dense. Grâce à cette
information de profondeur l’ambiguïté sur l’échelle dans
ce type d’algorithmes peut être résolue, l’initialisation de
la carte de l’environnement et l’estimation de la pose de la
caméra sont simplifiés [7, 17].
Une des approches les plus connues utilisant le capteur
RGB-D est KinectFusion proposée par [16]. Les auteurs
définissent un volume statique dans lequel ils fusionnent
des cartes de profondeurs en discrétisant une fonction de
distance signée. La valeur de cette distance en chaque voxel
correspond à la distance signée du voxel à la surface la plus
proche. Les poses des caméras sont estimées en alignant
deux nuages de points par l’algorithme (Iterative closest
point ICP). Whelan et al. [20, 21] ont montré comment
KinectFusion pouvait être étendu pour les grands environ-
nement grâce à une représentation plus efficace de la mé-
moire, en déplaçant le volume représentant la scène avec le
déplacement de la caméra.
Meilland et al. dans [13] proposent un modèle qui uni-
fie les avantages d’une représentation volumétrique dense
avec une représentation basée sur des images clés permet-
tant une cartographie de l’environnement dense et précise
sur de grandes trajectoires, sans avoir besoin de corriger la
dérive. Ils proposent de fusionner des images clés qui vont
représenter un modèle 3D, afin de prédire une seule image
de référence. La pose de la caméra est estimées en minimi-
sant une erreur photométrique et une erreur géométrique.
Les méthodes citées précédemment se concentrent es-
sentiellement sur la reconstruction du modèle de l’envi-
ronnement, de ce fait elles peuvent fournir une cartogra-
phie 3D précise de la scène observée mais elles sont cou-
teuses en temps de calcul, et nécessitent souvent un puis-
sant processeur graphique pour être temps réel. Les au-
teurs dans [9], ont proposé une approche temps réel en
CPU, où la pose de la caméra est estimée par alignement
d’images. Ils minimisent une erreur photométrique entre
deux images successives en intégrant l’information de pro-
fondeur. Henry et al.[7] ont proposé une approche hybride
qui combine des informations visuelles et des informations
géométriques. Pour le calcul de la pose de la caméra, ils
proposent de combiner un système basé sur les points d’in-
térêt détectés et mis en correspondance, avec un alignement
de deux nuages de points denses. A chaque image, ils ex-
traient des amers visuels par l’algorithme SIFT [12]. Ces
primitives sont mises en correspondance et utilisées pour
estimer une pose par un RANSAC [6]. Un ICP est initia-
lisé avec cette pose qui sera ensuite améliorée en minimi-
sant une erreur d’alignement. Cette erreur est une combi-
naison d’une distance entre deux nuages de points denses
et d’une distance entre les primitives visuelles. Cette mé-
thode fournit une carte peu précise, mais elle est capable de
traiter de grandes trajectoires sans dérive importante. Une
autre approche similaire proposée par [3], exploite aussi
des points d’intérêt mis en correspondance pour initialiser
un ICP. Une optimisation globale par graphe de poses est
appliquée pour raffiner la pose de la caméra. Huang et al.
ont proposé une méthode d’odometry visuelle connue sous
le nom de (Fast Odometry From Vision FOVIS) [8] inspi-
rée des travaux de [7]. Ils calculent une pose initiale à partir
de données visuelles et la raffine en utilisant des informa-
tions 3D.
Les méthodes citées précédemment utilisent uniquement
les points avec des profondeurs associées, tous les autres
sont rejetés. Généralement, les caméras RGB-D ont des
portées limitées, des problèmes avec la lumière du so-
leil, les discontinuités dans les cartes de profondeur et
les surfaces réfléchissantes ou très absorbantes. Ce qui si-
gnifie que la mesure de profondeur n’est pas disponible
sur tous les points de l’image. Pour pallier à cette limite,
[17, 18, 22] proposent des approches qui exploitent l’in-
formation de profondeur lorsque celle-ci est accessible et
utilisent que les informations visuelles dans le cas où les
mesures de profondeurs sont indisponibles.
Scherer et al. [17] ont récemment proposé une exten-
sion de l’algorithme PTAM [10] pour prendre en compte
les données de profondeur. Ils ont suggéré plusieurs mo-
difications du PTAM, la plus importante concerne l’ajus-
tement de faisceaux. En effet ils ont étendu l’optimisation
par ajustement de faisceaux en prenant en compte la pro-
fondeur des points dans la fonction de coût à minimiser.
Cette dernière combine l’erreur de reprojection classique
avec une erreur sur les profondeurs. Pour être combinées,
ces erreur de différentes métriques (la première en pixel et
la deuxième en mètre) doivent être pondérées selon leurs
incertitudes. L’incertitude sur les données de profondeur
est fonction d’un facteur de pondération, que les auteurs
ont fixé expérimentalement, mentionnant que ce paramètre
doit être adapté selon la complexité de la scène. Les mêmes
auteurs ont proposé dans un second papier [18] une exten-
sion de ces travaux. En effet une des limitations du PTAM
est le temps de calcul de l’ajustement de faisceaux global.
Ce temps est conséquent quand le nombre de points 3D à
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FIGURE 1 – Schéma récapitulatif de notre approche
optimiser devient important. Pour atténuer cette limite, ils
proposent dans [18] de remplacer l’ajustement de faisceaux
global par une optimisation par graphe de poses, où la fonc-
tion de coût combinant une erreur visuelle et une erreur
sur les profondeurs est utilisée pour raffiner les branches
du graphe. Ces branches représentent la pose relative entre
chaque paire d’images clés.
Contribution
Notre méthode est une amélioration du SLAM visuel
monoculaire basé sur des images clés. Les différences ma-
jeurs avec les deux solutions proposées par Scherer et al.
dans [17] et [18] se trouvent dans :
– Le processus d’optimisation : dans notre méthode
nous proposons un ajustement de faisceaux temporel
local, alors que [17] propose un ajustement de fais-
ceaux global, et que [18] proposent une optimisation
par graphe de poses que sur deux images clés.
– La fonction de coût dans l’ajustement de faisceaux :
on propose de combiner deux erreurs exprimées en
pixels ; l’une dépend des informations visuelles seule-
ment, et l’autre est fonction des profondeurs. [17, 18]
proposent de combiner deux erreurs de métriques dif-
férentes.
Les performances de notre approche sont évaluées sur
une base de données publique 2. Elle est comparée aux mé-
thodes de l’état de l’art : FOVIS [8], [18], et [17] que nous
avons revisitées.
2. http ://vision.in.tum.de/data/datasets/rgbd-dataset
La solution proposée est illustrée dans la Figure 1. Elle
comprend toutes les étapes du SLAM visuel (mise en cor-
respondance des points d’intérêt, calcul de pose, enrichis-
sement de la carte de l’environnement, et ajustement de
faisceaux). Les modifications apportées au SLAM visuel
[15] sont illustrées en gris.
A partir d’une seule image initiale, nous créons une carte
de l’environnement : la position 3D de chaque primitive est
obtenue à partir de ses coordonnées image et sa profondeur.
A chaque nouvelle image des points d’intérêt sont extraits
et mis en correspondance avec les points 3D reconstruits
pour obtenir un ensemble d’associations 2D−3D. A partir
de ces associations, nous calculons la pose de la caméra
courante avec l’algorithme d’estimation de pose de Gru-
nert [11] dans un processus de RANSAC [6]. Alors que le
calcul du mouvement de la caméra se fait à chaque image,
l’enrichissement de la carte par de nouveaux points 3D ne
se fait qu’aux images clés.
Ces nouveaux points 3D sont rajoutés à partir de leurs
observations et de leurs profondeurs fournies par le cap-
teur RGB-D. Cependant comme expliqué précédemment,
la profondeur de certaines primitives est inexistante. Dans
ce cas, les points 3D correspondants à ces primitives sont
reconstruits par triangulation. La pose de la caméra et les
points 3D reconstruits sont ensuite optimisés dans un ajus-
tement de faisceaux.
Pour atteindre les performances du temps réel comme pro-
posé dans [15], nous utilisons un ajustement de faisceaux
local. Ce dernier optimise un nombre limité de caméras et
de points 3D, observés sur une fenêtre temporelle de N ca-
méras.
L’intégration de la mesure de profondeur dans l’ajustement
de faisceaux est explicitée dans le section suivante.
3 Intégration de la profondeur dans
l’ajustement de faisceaux
Nous proposons ici une nouvelle fonction de coût qui
permet de combiner aisément l’information visuelle et l’in-
formation de profondeur, sans utiliser un facteur de pondé-
ration additionnel comme dans [17, 18].
Notation
Nous utilisons un modèle de caméra sténopé pour dé-
crire la projection des points 3D exprimés dans le repère
global, dans le repère 2D de l’image. On note P , la matrice
de transformation qui permet de passer du repère monde au
repère caméra.
P =
[
R t
01×3 1
]
(1)
Un point 3D en cordonnées homogènes est définie par :
Q = (X,Y, Z, 1)T . Ce point 3D est reconstruit à partir
de ses coordonnées pixel q = (u, v, 1)T et de sa mesure
de profondeur associée d, en utilisant la fonction de rétro-
projection pi−1 :
pi−1(q, d) = dK−1q (2)
K décrit les paramètres intrinsèques de la caméra :
K =
fu 0 u00 fv v0
0 0 1
 (3)
avec :
fu, fv : les distances focales.
u0, v0 : les coordonnées du point principal.
Les coordonnées image du point Q peuvent être calculées
avec la fonction de projection pi :
pi((x, y, z)T ) = (x/z, y/z)T (4)
q = pi(KPQ) (5)
L’ajustement de faisceaux classique
L’ajustement de faisceaux local optimise les poses des
caméras et la structure 3D de la scène en minimisant une
erreur de projection 2D dans les N dernières images clés.
Cette erreur est la différence entre la projection du pointQi
dans l’image Ij , et son observation correspondante qi,j sur
cette même image. Pour permettre des traitement en temps
réel, l’ajustement de faisceaux local optimise seulement les
Nc dernièrse caméras clés et les Np points 3D observés
dans les N dernières images clés, avec N > Nc.
La fonction de coût est donc définie par :
εslam
(
{Pj}Ncj=0, {Qi}Npi=0
)
=
Np∑
i=0
∑
j∈Ai
ρs
(
qi,j − pi(KPjQi), as
)
Où Ai est l’ensemble des images clés observant le point
Qi.
ρs(., as) : l’estimateur de Geman-McClure, avec as le seuil
de rejet estimé par l’écart médian absolu (Absolute Median
Deviation MAD).
L’ajustement de faisceaux avec l’erreur sur la profon-
deur
Nous nous sommes inspirés des travaux de [17] en ra-
joutant l’erreur sur la profondeur à l’erreur de reprojection
2D. La nouvelle fonction de coût pour l’ajustement de fais-
ceaux est illustrée dans les Équations 6 et 7. Nous l’avons
intégrée dans notre algorithme de SLAM revisité. Nous ap-
pelons cette méthode DSLAM. Comme mentionnée dans
[17, 18] l’erreur de projection classque (εslam), et l’erreur
sur les profondeurs des primitives (εd) sont de métriques
différentes. Pour être combinées, ces deux erreurs doivent
être pondérées selon leurs incertitudes. L’incertitude sur les
profondeurs est fonction d’un facteur a. Pour les expéri-
mentations nous allons utiliser le facteur de pondération
recommandé par [17], (a = 3.33110−3).
εd
(
{Pj}Ncj=0, {Qi}Npi=0
)
=
Np∑
i=0
∑
j∈Ai
ρd
(
di,j−[PjQi]z
ad2i,j
, ad
)
(6)
Avec di,j la profondeur du point Qi mesurée par le capteur
RGB-D, dans l’image j.
εdslam
(
{Pj}Ncj=0, {Qi}Npi=0
)
= εd + εslam (7)
L’ajustement de faisceaux proposé
En plus de l’erreur de reprojection 2D classique men-
tionnée plus haut, nous intégrons la mesure de profon-
deur comme contrainte supplémentaire dans l’ajustement
de faisceaux pour améliorer sa précision et sa robustesse.
Contrairement à [17] qui est une combinaison d’une erreur
de reprojection 2D conventionnelle et d’une contrainte 1D
sur la profondeur, nous proposons de combiner des don-
nées visuelles et des données de profondeur dans une fonc-
tion de coût totalement exprimée en pixel.
Pour cela, nous mesurons la position 3D pour chaque
primitive 2D détectée dans l’image Ik et ayant des corres-
pondants sur au moins 2 images clés. A partir de sa co-
ordonnée image qi,k et sa profondeur di,k. Nous transfor-
mons ce point dans le repère global à partir de l’Équation
9.
pi−1(qi,k, dk) = di,kK−1qi,k (8)
Qi,k = P
−1
k pi
−1(qi,k, di,k) (9)
Pour chaque point 3D Qi,k, généré à partir de sa profon-
deur mesurée dans la caméra clé k, on calcule son erreur
de projection dans chaque image clef qui l’observe, avec
(j ∈ Ai et j 6= k).
La fonction de cout résultante est décrite dans l’Équation
10 :
εdepth
(
{Pj}Ncj=0
)
=
Np∑
i=0
∑
j∈Ai
k 6=j∑
k∈Ai
ρd
(
qi,j − pi
(
KPjP
−1
k pi
−1(qi,k, di,k)
)
, ad
)
(10)
Pour réduire l’influence des points aberrants, dues aux
erreurs de mise en correspondance ou aux bruits sur les
profondeurs, on applique un estimateur robuste de type
Geman-McClure ρd(., ad), avec ad définissant le seuil de
rejet estimé par le MAD(Absolute Median Deviation).
La fonction de coût résultante, qui prend en compte l’er-
reur de projection et la contrainte sur les profondeurs des
primitives est la suivante :
ε
(
{Pj}Ncj=0, {Qi}Npi=0
)
= εdepth + εslam (11)
L’Équation 11 est minimisée par l’algorithme Levenberg-
Marquart [14]. Notons que l’ajustement de faisceaux pro-
posé conserve la structure creuse par blocs des matrices
impliquées par l’optimisation. Celle-ci est donc implémen-
tée de manière efficace en tenant compte des ces structures
creuses comme dans [19].
4 Évaluation et résultats expérimen-
taux
L’approche proposée a été évaluée et comparée au
SLAM visuel de [15] et au DSLAM cité précédemment,
sur une séquence de synthèse (154m) représentant des cou-
loirs et des bureaux. Les résultats illustrés dans la Figure
2 et le Tableau 1 montrent que l’intégration de l’informa-
tion de profondeur dans le SLAM visuel réduit significati-
vement sa dérive. Nous obtenons une erreur moyenne sur
Méthode
Erreur [m]
RMSE STD
OURS 0.228 0.187
DSLAM 0.209 0.192
VISUAL-SLAM 1,101 0.575
TABLE 1 – Erreurs de position absolue sur la séquence de
synthèse .
toute la séquence de 0.2m avec notre approche alors que
l’erreur du SLAM visuel dépasse le mètre.
Pour étudier plus en détail l’influence de notre solution sur
de larges environnements, nous l’avons évaluée sur une sé-
quence réelle tirée de la base de données "TUM RGB-D
benchmark" [3]. Cette base de donnée contient des images
couleurs et des images de profondeurs acquises avec une
caméra Microsoft Kinect à 30Hz avec une résolution de
(640 × 480). Elle comporte aussi les trajectoires de la vé-
rité de terrain du capteur, obtenues à partir d’un système
de capture de mouvement de haute précision grâce à huit
caméras de suivi à grande vitesse (100 Hz).
Sur cette même séquence, nous avons également comparé
notre méthode avec FOVIS [8] qui est publiquement dispo-
nible 3 et aux travaux publiés par Scherer dans [18].
Nous avons comparé les trajectoires estimées par chaque
méthode avec celles données dans la vérité terrain. Pour
cette comparaison nous avons utilisé l’erreur de translation
absolue (Absolute Translation Error ATE) fournie avec les
outils de la base de données.
Les résultats présentés dans la Figure 3 et le Tableau 2
montrent que rajouter l’information de profondeur comme
contrainte supplémentaire dans l’ajustement de faisceaux
du processus du SLAM visuel améliore significativement
sa précision : L’erreur de position est réduite d’un facteur
10. Notre solution présente de meilleurs résultats que la
méthode FOVIS, l’erreur de position est réduite de 13cm.
Notre résultat est également meilleur que celui présenté par
la méthode de Scherer dans [18]. Cependant, les résultats
obtenus avec notre solution sont similaires aux résultats ob-
tenus avec le DSLAM. La seule différence entre ces deux
approches se trouve dans la fonction de coût de l’ajuste-
ment de faisceaux. En effet DSLAM nécessite un facteur
de pondération additionnel pour pouvoir combiner deux er-
reurs de métriques différentes : une erreur 2D en pixel et
une erreur 1D en mètre, ce facteur dépend de l’incertitude
sur chaque erreur, et doit être adapté selon la complexité de
la scène. Notre approche combine deux erreurs de même
métrique par conséquent elles ne nécessite pas un facteur
de pondération supplémentaire.
Sur la séquence Freiburg3, on a aussi évalué les temps
de calcul de notre système sur un Intel Xeon W3570 à
3.20 GHz en utilisant 1 cœur.
3. https ://code.google.com/p/fovis
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FIGURE 2 – Projection dans le plan-xy de la vérité terrain
et des trajectoires estimées par le SLAM et le DSLAM, sur
la séquence de synthèse.
Nous avons mesuré que le temps de calcul moyen néces-
saire pour traiter chaque image est de (∼ 25ms), l’esti-
mation du mouvement de chaque caméra est de (∼ 20ms)
en moyenne. L’ajustement de faisceaux requière (38ms) en
moyenne.
5 Conclusion
Ce papier présente une technique pour intégrer l’infor-
mation de profondeur dans un algorithme de SLAM visuel
monoculaire. L’idée majeure dans ce papier est d’utiliser
les profondeurs des primitives comme contraintes addition-
nelles dans l’ajustement de faisceaux. Une idée similaire a
été investiguée dans [17], où les auteurs ont revisité l’algo-
rithme PTAM, en rajoutant la mesure de profondeur four-
nie par un capteur RGB-D. Dans ce papier, nous proposons
de modifier l’algorithme du SLAM visuel proposé par [15].
Pour cela nous décrivons une nouvelle fonction de coût qui
permet de grouper d’une manière efficace et simple, une
erreur sur les données visuelles et une erreur qui dépend
des données visuelles et de leurs profondeurs. Ces deux
erreurs sont exprimées en pixel, par conséquent elles ne
nécessitent pas de facteur de pondération pour être combi-
nées contrairement à l’approche proposée par [17]. Cette
méthode est évaluée sur une base de données de bench-
Méthode
Erreur [m]
RMSE STD
OURS 0.068 0.039
DSLAM 0.069 0.052
Scherer in[18] 0.136 -
FOVIS 0.207 0.117
VISUAL-SLAM 0.652 0.204
TABLE 2 – Erreurs de position absolue sur la séquence
Freiburg3-long-office-household.
FIGURE 3 – Projection dans le plan-xy de la vérité terrain
et des trajectoires estimées par les différentes approches,
sur la séquence freiburg3-long-office-household.
mark et comparée aux récentes méthodes de l’état de l’art
incluant [17, 18]. Cette évaluation montre que l’exploita-
tion de l’information de profondeur réduit la dérive en fac-
teur d’échelle du SLAM visuel et améliore sa précision.
Cette nouvelle fonction de coût permet de garder la struc-
ture creuse des matrices engendrées par l’ajustement de
faisceaux et par conséquent d’obtenir des temps de trai-
tement encourageants (25ms en moyenne).
Nos futures travaux porteront sur l’amélioration de la
robustesse de notre algorithme dans des zones avec peu
de texture. Notons que la solution proposée ne se limite
pas qu’aux caméras RGB-D. Elle peut être utilisée avec
d’autres types de capteurs qui fournissent l’information de
profondeur comme un laser couplé à une caméra.
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