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1 Introduction
AsWitten suggested in [W1], [W2], the GW-invariants for a symplectic manifold
X are multi-linear maps
γXA,g,n : H
∗(X ;Q)×n ×H∗(Mg,n;Q) −→ Q, (1.1)
where A ∈ H2(X,Z) is any homology class, n, g are two non-negative inte-
gers, and Mg,n is the Deligne-Mumford compactification of Mg,n, the space of
smooth n-pointed genus g curves. The basic idea of defining these invariants is
to enumerate holomorphic maps from Riemann surfaces to the manifolds. To
illustrate this, we let X be a smooth projective manifold and form the moduli
space Mg,n(X,A) of all holomorphic maps f : Σ → X from smooth n-pointed
Riemann surfaces (Σ;x1, . . . , xn) to X such that f∗([Σ]) = A. Mg,n(X,A) is
a quasi-projective scheme and its expected dimension can be calculated using
the Riemann-Roch theorem. We will further elaborate the notion of expected
dimension later, and for the moment we will denote it by rexp. Note that it
depends implicitly on the choice of X , A, g and n. When rexp = 0, then
Mg,n(X,A) is expected to be discrete. If Mg,n(X,A) is discrete, then the de-
gree of Mg,n(X,A), considered as a 0-cycle, is a GW-invariant of X . We remark
that we have and will ignore the issue of non-trivial automorphism groups of
maps in Mg,n(X,A) in the introduction. When rexp > 0, then Mg,n(X,A) is
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expected to have pure dimension rexp. If it does, then we pick n subvarieties of
X , say V1, . . . , Vn, so that their total codimension is rexp. We then form a sub-
scheme of Mg,n(X,A) consisting of maps f so that f(xi) ∈ Vi. This subscheme
is expected to be discrete. It it does, then its degree is the GW-invariant of
X . Put them together, we can define the GW-invariants γXA,g,n of X . This is
similar to construction of the Donaldson polynomial invariants for 4-manifolds.
Here are the two big ifs in carry out this program are
Question I: Whether the moduli scheme Mg,n(X,A) has pure dimension
rexp.
Question II: Whether the subschemes of Mg,n(X,A) that satisfy certain
incidence relations have the expected dimensions.
Similar to Donaldson polynomial invariants, the affirmative answer to the
above two questions are in general not guaranteed. One approach to over-
come this difficulty, beginning with Donaldson’s invariants of 4-manifolds, is to
“deform” the moduli problems and hope that the answers to the “deformed”
moduli problems are affirmative. In the case of GW-invariants, one can de-
form the complex structure of the smooth variety X to not necessary integrable
almost complex structure J and study the same moduli problem by replacing
holomorphic maps with pseudo-holomorphic maps. This was investigated by
Gromov in [Gr], Ruan [Ru], in which he constructed certain GW-invariants of
rational type for semi-positive symplectic manifolds. The first mathematical
theory of GW-invariants came from the work of Ruan and the second author, in
which they found that the right set up of GW-invariants for semi-positive man-
ifolds can be provided by using the moduli of maps satisfying non-homogeneous
Cauchy-Riemann equations. In this set up, they constructed the GW-invariants
of all semi-positive symplectic manifolds and proved fundemantal properties of
these invariants. All Fano-manifolds and Calabi-Yau manifolds are special ex-
amples of semi-positive symplectic manifolds. Also any symplectic manifold of
complex dimension less than 4 is semi-positive.
Attempts to push this to cover general symplectic manifolds so far have
failed. New approaches are needed in order to get a hold on the GW-invariants
of general varieties (or symplectic manifolds). The first step is to convert the
problem of counting mappings, which essentially is homology in nature, into the
frame work of cohomology theory of the moduli problem. More precisely, we
first compactify the moduli space Mg,n(X,A) to, say, Mg,n(X,A). We require
that the obvious evaluation map
e : Mg,n(X,A) −→ X
n
that sends (f ; Σ;x1, . . . , xn) to (f(x1), . . . , f(xn)) extends to
e¯ : Mg,n(X,A) −→ X
n.
We further require that ifMg,n(X,A) has pure dimension rexp, thenMg,n(X,A)
supports a fundamental class
[Mg,n(X,A)] ∈ H2rexp(Mg,n(X,A);Q).
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Then the GW-invariants of X are multi-linear maps
γXA,g,n : H
∗(X)×n ×H∗(Mg,n) −→ Q (1.2)
that send (α, β) to
γXA,g,n(α, β) =
∫
[Mg,n(X,A)]
e¯∗(α) ∪ π∗(β).
where π :Mg,n(X,A)→Mg,n is the forgetful map. Note that in such cases the
GW-invariants are defined without reference to the answer to question II.
Even when the answer to question I is negative, we can still define the GW-
invariants if a virtual moduli cycle
[Mg,n(X,A)]
vir ∈ H2rexp(Mg,n(X,A);Q)
can be found that function as the fundamental cycle [Mg,n(X,A)] should the
dimension of Mg,n(X,A) is rexp. In this case, we simply define γ
X
A,g,n as before
with [Mg,n(X,A)] replaced by [Mg,n(X,A)]
vir.
The standard compactification of Mg,n(X,A) is the moduli space of stable
morphisms from n-pointed genus g curves, possibly nodal, toX of the prescribed
fundamental class. This was first studied for pseudo-holomorphic maps by T.
Parker and J. Wolfson [PW] and in algebraic geometry by Kontsevich [Ko].
Because points of the compactification Mg,n(X,A) are maps f whose domains
have n-marked points x1, . . . , xn, the evaluation map e extends canonically to
e¯ that sends such map f to (f(x1), . . . , f(xn)).
The virtual moduli cycles [Mg,n(X,A)]
vir for projective variety X were first
constructed by the authors. Their idea is to construct a virtual normal cone em-
bedded in a vector bundle based on the obstruction theory of stable morphisms
[LT1]. An alternative construction of such cones was achieved by Behrend and
Fantechi [BF, Be]. For general symplectic manifolds, such virtual moduli cy-
cles were constructed by the authors, and independently, by Fukaya and Ono
[FO, LT2]. Shortly after them, B. Siebert [Si] and later, Y. Ruan [Ru2] gave
different constructions of such virtual moduli cycles. Both Siebert and Ruan’s
approach needs to construct global, finite-dimensional resolutions of so called
cokernel bundles (cf. [Si] and [Ru2], Appendix).
However, one question remains to be investigated. Namely, if X is a smooth
projective variety then on one hand we have the algebraically constructed GW-
invariants, and on the other hand, by viewing X as a symplectic manifold using
the Ka¨hler form on X , we have the GW-invariants constructed using analytic
method. These two approaches are drastically different. One may expect, al-
though far from clear, that for smooth projective varieties the algebraic GW-
invariants and their symplectic counterparts are identical.
The main goal of this paper is to prove what was expected is indeed true.
Theorem 1.1. Let X be any smooth projective variety with a Ka¨hler form ω.
Then the algebraically constructed GW-invariants of X coincide with the ana-
lytically constructed GW-invariants of the symplectic manifold (Xtop, ω).
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This result was first announced in [LT2]. Its proof was outlined in [LT3].
During the preparation of the paper, we learned from B. Siebert that he was
able to prove a similar result.
We now outline the proof of our Comparison Theorem. We begin with
a few words on the algebraic construction of the virtual moduli cycle. Let
w ∈ Mg,n(X,A) be any point associated to the stable morphism f : Σ → X .
It follows from the deformation theory of stable morphisms that there is a
complex Cw, canonical up to quasi-isomorphisms, such that its first cohomology
H1(Cw) is the space of the first order deformations of the map w, and its second
cohomology H2(Cw) is the obstruction space to deformations of the map w.
Let ϕw be a Kuranishi map of the obstruction theory of w. Note that ϕw is
the germ of a holomorphic map from a neighborhood of the origin o ∈ Cm1
to Cm2 , where mi = dimH
i(Cw). Let oˆ be the formal completion of C
m1
along o and let wˆ be the subscheme of oˆ defined by the vanishing of ϕw. Note
that wˆ is isomorphic to the formal completion of Mg,n(X,A) along w (Here as
before we will ignore the issue of non-trivial automorphism groups of maps in
Mg,n(X,A)). This says that “near” w, the scheme Mg,n(X,A) is a “subset” of
Cm1 defined by the vanishing of m2-equations. Henceforth, it these equations
are in general position, them dim wˆ = m1−m2, which is the expected dimension
rexp we mentioned before. The case where Mg,n(X,A) has dimension bigger
than rexp is exactly when the vanishing locus of these m2- equations in ϕw do
not meet properly near o. Following the excess intersection theory of Fulton
and MacPherson [Fu], the “correct” cycle should come from first constructing
the normal cone Cwˆ/oˆ to wˆ in oˆ, which is canonically a subcone of wˆ×C
m2 , and
then intersect the cone with the zero section of wˆ×Cm2 → wˆ. The next step is
to patch these cones together to form a global cone over Mg,n(X,A). The main
difficulty in doing so comes from the fact that the dimensions H2(Cw) can and
do vary as w vary, only dimH1(Cw)−dimH2(Cw) is a topological number. This
makes the cones Cwˆ/oˆ to sit inside bundles of varying ranks. To overcome this
difficulty, the authors came with the idea of finding a global Q-vector bundle
E2 over Mg,n(X,A) and a subcone N of E2 such that near fibers over w, the
cone N is a fattening of the cone Cwˆ/oˆ (See section 3 or [LT1] for more details).
In the end, we let j be the zero section of E2 and let j
∗ be the Gysin map
A∗E2 −→ A∗Mg,n(X,A),
where A∗ denote the Chow-cohomology group (see [Fu]). Then the algebraic
virtual moduli cycle is
[Mg,n(X,A)]
vir = j∗([N ]) ∈ ArexpMg,n(X,A).
Now let us recall briefly the analytic construction of GW-invariants of sym-
plectic manifolds. Let (X,ω) be any smooth symplectic manifold with J a tamed
almost complex structure. For A, g and n as before, we can form the moduli
space of J-holomorphic maps f : Σ → X where Σ are n-pointed smooth Rie-
mann surfaces such that f∗([Σ]) = A. We denote this space by Mg,n(X,A)
J . It
is a finite dimensional topological space. As before, we compactify it to include
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all J-holomorphic maps whose domains are possibly with nodal singularities.
We denote the compactified space by Mg,n(X,A)
J . To proceed, we will embed
Mg,n(X,A)
J inside an ambient space B and realize it as the vanishing locus
of a section of a “vector bundle”. Without being precise, the space B is the
space of all smooth maps f ∈ B from possibly nodal n-pointed Riemann sur-
faces to X , the fiber of the bundle over f are all (0, 1)-forms over domain(f)
with values in f∗TX and the section is the one that sends f to ∂¯f . We denote
this bundle by E and the section by Φ. Clearly, Φ−1(0) is homeomorphic to
Mg,n(X,A)
J . Defining the GW-invariants of (X,ω) is essentially about con-
structing the Euler class of [Φ:B→ E]. This does not make much sense since B
is an infinite dimensional topological space. Although at each w ∈ Φ−1(0) the
formal differential dΦ(w) :TwB → Ew is Fredholm, which has real index 2rexp,
the conventional perturbation scheme does not apply directly since near maps
in B whose domains are singular the space B is not smooth and E does not
admit local trivializations. To overcome this difficulty, the authors introduced
the notion of weakly Q-Fredholm bundles, and showed in [LT2] that [Φ:B→ E]
is a weakly Q-Fredholm bundle and that any weakly Q-Fredholm bundle admits
an Euler class. Let
e[Φ:B→ E] ∈ H2rexp(B;Q)
be the the Euler class of [Φ:B→ E]. Since the evaluation map of Mg,n(X,A)J
extends to an evaluation map e :B → Xn, the Euler class, which will also be
referred to as the symplectic virtual cycle of Mg,n(X,A)
J , defines a multi-linear
map γX,JA,g,n as in (1.1). We will review the notion of weakly smooth Fredholm
bundles in section 2. Here to say the least, [Φ : B → E] is weakly Fredholm
means that near each point of Φ−1(0) we can find a finite rank subbundle V
of E such that W = Φ−1(V ) is a smooth finite dimensional manifold, V |W is
a smooth vector bundle and the lift φ :W → V |W of Φ is smooth. (Note that
the rank of V may vary but dimRW − rankR V = 2rexp). For such finite models
[φ :W → V |W ], which are called weakly smooth approximations, we can perturb
φ slightly to obtain φ′ so that φ′−1(0) are smooth manifolds in W . To construct
the Euler class, we first cover a neighborhood of Φ−1(0) in B by finitely many
such approximations that satisfy certain compatibility condition. We then per-
turb each section in the approximation and obtain a collection of locally closed
Q-submanifolds of B of dimension 2rexp. By imposing certain compatibility
condition on the perturbations, this collection of Q-submanfolds patch together
to form a 2rexp-dimensional cycle in B, which represents a homology class in
H2rexp(B;Q). This is the Euler class of [Φ:B→ E].
Now we assume that X is a smooth projective variety and ω is a Ka¨hler form
of X . Let J be the complex structure of X . Then Mg,n(X,A) is homeomorphic
to Mg,n(X,A)
J . Hence the two GW-invariants γXA,g,n and γ
X,J
A,g,n are identical
if the homology classes [Mg,n(X,A)]
vir and e[Φ:B→ E] will be identical. Here
we view [Mg,n(X,A)]
vir as a class in H∗(B;Q) using
Mg,n(X,A) ∼homeo Mg,n(X,A)
J ⊂ B.
To illustrate why these two classes are equal, let us first look at the following
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simple model. Let Z be a compact smooth variety and let E be a holomorphic
vector bundle over Z with a holomorphic section s. There are two ways to
construct the Euler classes of E. One is to perturb s to a smooth section r so
that the graph of r is transversal to the zero section of E, and then define the
Euler class of E to be the homology class in H∗(Z;Q) of r
−1(0). This is the
topological construction of the Euler class of E. The algebraic construction is
as follows. Let t be a large scalar and let Γts be the graph of ts in the total
space of E. Since s is an algebraic section, it follows that the limit
Γ∞s = lim
t→∞
Γts
is a complex dimension dimZ cycle supported on union of subvarieties of E.
We then let r be a smooth section of E in general position and let Γ∞s ∩ Γr be
their intersection. Its image in Z defines a homology class, which is the image
of the Gysin map j∗([C]), where j is the zero section of E. The reason that
e(E) = [r−1(0)] = j∗([Γ∞s]) ∈ H∗(Z;Q)
is that if we choose r to be in general position, then
[r−1(0)] = [Γr ∩ Γ0] = [Γr ∩ Γs],
and the family {Γts ∩ Γr}t∈[1,∞] forms a homotopy of the cycles Γs ∩ Γr and
Γ∞s ∩ Γr. One important remark is that the cone Γ∞s is contained in E|s−1(0)
and the intersection of Γ∞s and Γr in E is the same as their intersection in
E|s−1(0).
Back to our construction of GW-invariants, the analytic construction of GW-
invariants, which was based on perturbations of sections in the finite models
(weakly smooth approximations) [φ :W → V |W ], is clearly a generalization of
the topological construction of the Euler classes of vector bundles. As to the
algebraic construction of GW-invariants, it is based on a cone in a Q-vector
bundle over Mg,n(X,A). Comparing to the algebraic construction of the Euler
class of E → Z, what is missing is the section s and that the cone is the
limit of the graphs of the dilations of s. Following [LT1], the cone Γ∞s only
relies on the restriction of s to an “infinitesimal” neighborhood of s−1(0) in
Z, and can also be reconstructed using the Kuranishi maps of the obstruction
theory to deformations of points in s−1(0) induced by the defining equation
s = 0. Along this line, to each finite model [φ : W → V |W ] we can form a
cone Γ∞φ = limΓtφ in V |φ−1(0). Hence to show that the two virtual moduli
cycles coincide, it suffices to establish a relation, similar to quasi-isomorphism
of complexes, between the cone N constructed based the obstruction theory of
Mg,n(X,A) and the collection {Γ∞φ}. In the end, this is reduced to showing
that the obstruction theory to deformations of maps in Mg,n(X,A) is identical
to the obstruction theory to deformations of elements in φ−1(0) induced by
the defining equation φ. This identification of two obstruction theories follows
from the canonical isomorphism of the Ceˇch cohomology and the Dolbeault
cohomology of vector bundles.
6
The layout of the paper is as follows. In section two, we will recall the
analytic construction of the GW-invariants of symplectic manifolds. We will
construct the Euler class of [Φ : B → E] in details using the weakly smooth
approximations constructed in [LT2]. In section three, we will construct a col-
lection of holomorphic weakly smooth approximations for projective manifolds.
The proof of the Comparisom Theorem will occupy the last section of this paper.
2 Symplectic construction of GW invariants
The goal of this section is to review the symplectic construction of the GW-
invariants of algebraic varieties. We will emphasize on those parts that are
relevant to our proof of the Comparison Theorem.
In this section,we will work mainly with real manifolds and will use the
standard notation in real differential geometry.
We begin with the symplectic construction of GW-invariants. Let X be a
smooth complex projective variety, and let A ∈ H2(X,Z) and let g, n ∈ Z be
fixed once and for all. We recall the notion of stable Cl-maps [LT2, Definition
2.1].
Definition 2.1. An n-pointed stable map is a collection (f ; Σ;x1 . . . , xn) sat-
isfying the following property: First, (Σ;x1, . . . , xn) is an n-pointed connected
prestable complex curve with normal crossing singularity; Secondly, f : Σ → X
is continuous, and the composite f ◦ π is smooth, where π : Σ˜ → Σ is the nor-
malization of Σ; And thirdly, if we let S ⊂ Σ be the union of singular locus
of Σ with its marked points, then any rational component R ⊂ Σ˜ satisfying
(f ◦ π)∗([R]) = 0 ∈ H2(X,Z) must contains at least three points in π−1(S).
For convenience, we will abbreviate (f ; Σ;x1, . . . , xn) to (f ; Σ; {xi}). Later,
we will use C to denote an arbitrary stable map and use fC and ΣC to de-
note its corresponding mapping and domain. Two stable maps (f ; Σ; {xi}) and
(f ′; Σ′; {x′i}) are said to be equivalent if there is an isomorphism ρ :Σ→ Σ
′ such
that f ′ ◦ ρ = f and x′i = ρ(xi). When (f ; Σ; {xi}) ≡ (f
′; Σ′; {x′i}), such a ρ is
called an automorphism of (f ; Σ; {xi}).
We let B be the space of equivalence classes [C] of Cl-stable maps C such
that the arithmetic genus of ΣC is g and fC∗([Σ]) = A ∈ H2(X ;Z). Note that
B was denoted by F¯ lA(X, g, n) in [LT2]. Over B there is a generalized bundle
E defined as follows. Let C be any stable map and let f˜C : Σ˜C → X be the
composite of fC with π : Σ˜C → ΣC . We define Λ
0,1
C to be the space of all C
l−1-
smooth sections of (0, 1)-forms of Σ˜ with values in f˜∗TX . Assume C and C′
are two equivalent stable maps with ρ : ΣC → ΣC′ the associated isomorphism,
then there is a canonical isomorphism Λ0,1C′
∼= Λ
0,1
C . We let Λ
0,1
[C] be Λ
0,1
C /Aut(C).
Then the union
E =
⋃
[C]∈B
Λ0,1[C]
7
is a fibration over B whose fibers are finite quotients of infinite dimensional
linear spaces. There is a natural section
Φ : B −→ E
defined as follows. For any stable map C, we define Φ(C) to be the image of
∂¯f[C] ∈ Λ
0,1
C in Λ
0,1
[C] . Obviously, for C ∼ C
′ we have Φ(C) = Φ(C′). Thus Φ
descends to a map B→ E, which we still denote by Φ.
¿From now on, we will denote by Mg,n(X,A) the moduli scheme of stable
moprhisms f :C → X with n-marked points such that C is (possibly with nodal
singularities) has arithmetic genus g with f∗([C]) = A.
Lemma 2.2. The vanishing locus of Φ is canonically homeomorphic to the un-
derlying topological space of Mg,n(X,A).
Proof. A stable Cl-stable map C in B belongs to the vanishing locus of Φ if and
only if fC is holomorphic. Since ΣC is compact, C is the underlying analytic map
of a stable morphism. Hence there is a canonical map Φ−1(0)→Mg,n(X,A)top,
which is one-to-one and onto. This proves the lemma.
To discuss the smoothness of Φ, we need the local uniformizing charts of
Φ:B→ E near Φ−1(0). Let w ∈ B be any point represented by the stable map
(f0; Σ0; {xi}) with automorphism group Gw. We pick integers r1, r2 > 0 and
smooth ample divisors H1, . . . , Hr2 with [Hi] · [A] = r1 such that all f
−1
0 (Hi)
are contained in the smooth locus of Σ0 and that for any x ∈ f
−1
0 (Hi) we have
Im(df0(x)) + Tf(x)Hi = Tf(x)X. (2.1)
Now let U ⊂ B be a sufficiently small neighborhood of w ∈ B and let U˜
be the collection of all (C; zn+1, . . . , zn+r1r2) such that C ∈ U and the zi’s is a
collection of smooth points of ΣC such that for each 1 ≤ j ≤ r2 the subcollection
(zn+(j−1)r1+1, . . . , zn+jr1) contains distinct points and is exactly f
−1
C (Hj). Note
that we do not require (zn+1, . . . , zn+r1r2) to be distinct.
1 Let πU : U˜ → U
be the projection that sends (C; zn+1, . . . , zn+r1r2) to C. Clearly, Gw acts on
π−1U (w) canonically by permuting their (n + r1r2)-marked points. Namely, for
any σ ∈ Gw and C ∈ π
−1
U (w) with marked points z1, . . . , zn+r1r2 , σ(C) is the
same map with the marked points σ(z1), . . . , σ(zn+r1r2). In particular, we can
view Gw as a subgroup of the permutation group Sn+r1r2 . Hence Gw acts
on U˜ by permuting the marked points of C ∈ U˜ according to the inclusion
Gw ⊂ Sn+r1r2 . Note that if Hi’s are in general position then elements in U˜
has no automorphisms and have distinct marked points. Let GU˜ = Gw. Since
fibers of πU are invariant under GU˜ , πU induces a map U˜/GU˜ → U , which is
1In case X is a symplectic manifold, then we should use locally closed real codimension
2 submanifold instead of Hi, as did in [LT2]. Here we use this construction of uniformizing
charts because it is compatible to the construction of atlas of the stack Mg,n(X,A) in algebraic
geometry.
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obviously a covering 2 if U is sufficiently small. Further, if we let
EU˜ =
⋃
C∈U˜
Λ0,1C
and let ΦU˜ : U˜ → EU˜ be the section that sends C to ∂¯fC, then ΦU˜ is GU˜ -
equivariant and Φ|U : U → E|U is the descent of ΦU˜/GU˜ : U˜/GU˜ → EU˜/GU˜ .
Note that fibers of EU˜ over U˜ are linear spaces. Following the convention, we
will call Λ = (U˜ ,EU˜ ,ΦU˜ , GU˜ ) a uniformizing chart of (B,E,Φ) over U . Let
V ⊂ U be an open subset and let V˜ = π−1U (V ), let GV˜ = GU˜ , let EV˜ = EU˜ |V˜
and let ΦV˜ = ΦU˜ |V˜ . We will call Λ
′ = (V˜ ,EV˜ ,ΦV˜ , GV˜ ) a uniformizing chart
of (B,E,Φ) that is the restriction of the original chart to V , and denoted by
Λ|V . We can also construct uniformizing charts by pull back. Let GV˜ be a
finite group acting effectively on a topological space V˜ , let GV˜ → GU˜ be a
homomorphism and ϕ : V˜ → U˜ be a GV˜ -equivariant map so that V˜ /GV˜ →
U˜/GU˜ is a local covering map. Then we set EV˜ = ϕ
∗EU˜ and ΦV˜ = ϕ
∗ΦU˜ . The
data Λ′ = (V˜ ,EV˜ ,ΦV˜ , GV˜ ) is also a uniformizing chart. We will call Λ
′ the pull
back of Λ, and denoted by ϕ∗Λ. In the following, we will denote the collection
of all uniformizing charts of (B,E,Φ) by C.
The collection C has the following compatibility property. Let
Λi = (U˜i,EU˜i ,ΦU˜i , GU˜i),
where i = 1, . . . , k, be a collection of uniformizing charts in C over Ui ⊂ B
respectively. Let p ∈ ∩ki=1Ui be any point. Then there is a uniformizing chart
Λ = (V˜ ,EV˜ ,ΦV˜ , GV˜ ) over V ⊂ ∩
kUi with p ∈ V such that there are homomor-
phisms GV˜ → GU˜i and equivariant local covering maps ϕi : V˜ → π
−1
Ui
(V ) ⊂ U˜i
compatible with V˜ → V and π−1Ui (V ) → V ⊂ Ui, such that ϕ
∗
i (EU˜i ,ΦU˜i)
∼=
(EV˜ ,ΦV˜ ). In this case, we say Λ is finer than Λi|V .
The main difficulty in constructing the GW invariants in this setting is that
the smoothness of (U˜ ,EU˜ ,ΦU˜ ) is unclear when U contains maps whose domains
are singular. To overcome this difficulty, the authors introduced the notion of
generalized Fredholm bundles in [LT2]. The main result of [LT2] is the following
theorems, which enable them to construct the GW invariants for all symplectic
manifolds.
Theorem 2.3. The data [Φ : B → E] is a generalized oriented Fredholm V-
bundle of relative index 2rexp, where rexp = c1(X) ·A+n+(n− 3)(1− g) is half
of the virtual (real) dimension of Φ−1(0).
Theorem 2.4. For any generalized oriented Fredholm V-bundle [Φ:B→ E] of
relative index r, we can assign to it an Euler class e([Φ :B → E]) in Hr(B;Q)
that satisfies all the expected properties of the Euler classes.
2In this paper we call p :A→ B a covering if p is a covering projection [Sp] and #(p−1(x))
is independent of x ∈ B. We call p : A → B a local covering if p(A) is open in B and
p :A→ p(A) is a covering.
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As explained in the introduction, the pairing of the Euler class of [Φ:B→ E]
with the tautological topological class will give rise to the symplectic version
of the GW invariants of X . Further, the Comparison Theorem we set out to
prove amounts to compare this Euler class with the image of the virtual moduli
cycle [Mg,n(X,A)]
vir in Hr(B;Q) via the inclusion Mg,n(X,A)
top ⊂ B. In the
remainder part of this section, we will list all properties of [Φ:B→ E] that are
relevant to the construction of its Euler class. This list is essentially equivalent
to saying that [Φ :B → E] is a generalized oriented Fredholm V-bundle. After
that, we will construct the Euler class of [Φ:B→ E] in details.
We begin with the notion of weakly smooth structure. A local smooth
approximation of [Φ : B → E] over U ⊂ B is a pair (Λ, V ), where Λ =
(U˜ ,EU˜ ,ΦU˜ , GU˜ ) is a uniformizing chart over U and V is a finite equi-rank
GU˜ -vector bundle over U˜ that is a GU˜ -equivariant subbundle of EU˜ such that
RV := Φ
−1
U˜
(V ) ⊂ U˜ is an equi-dimensional smooth manifold, V |RV is a smooth
vector bundle and the lifting φV :RV → V |RV of ΦU˜ |RV is a smooth section.
An orientation of (Λ, V ) is a GV˜ -invariant orientation of the real line bundle
∧top(TRV ) ⊗ ∧top(V |RV )
−1 over RV . We call rankV − dimRV the index of
(Λ, V ) (We remind that all ranks and dimensions in this section are over re-
als). Now assume that (Λ′, V ′) is another weakly smooth structure of identical
index over W ⊂ B. We say that (Λ′, V ′) is finer than (Λ, V ) if the following
holds. First, the restriction Λ′|W∩U is finer than Λ|W∩U ; Secondly, if we let
ϕ : π−1W (W ∩ U) → π
−1
U (W ∩ U) be the covering map then ϕ
∗V ⊂ ϕ∗EU˜ ≡
EW˜ |π−1
W
(W∩U) is a subbundle of V
′|π−1
W
(W∩U); Thirdly, for any w ∈ W˜ the ho-
momorphism TwRV ′ →
(
V ′/ϕ∗V
)
|w induced by dφV ′(w) : TwRV → V ′|w is
surjective, and the map φ−1V ′ (ϕ
∗V ) → RV induced by ϕ is a local diffeomor-
phism between smooth manifolds. Note that the last condition implies that if
we identify Tϕ(w)RV with Twφ
−1
V ′ (ϕ
∗V ) ⊂ TwRV ′ , then the induced homomor-
phism
TwRV ′/Tϕ(w)RV −→
(
V ′/ϕ∗V )|w (2.2)
is an isomorphism. In case both (Λ, V ) and (Λ′, V ′) are oriented, then we
require that the orientation of (Λ, V ) coincides with that of (Λ′, V ′) based on
the isomorphism
∧top(TwRV ′)⊗ ∧
top(V ′|w)
−1 ∼= ∧top(Tϕ(w)RV )⊗ ∧
top(V |ϕ(w))
−1 (2.3)
induced by (2.2).
Now let A = {(Λi, Vi)}i∈K be a collection of oriented smooth approximations
of (B,E,Φ). In the following, we will denote by Ui the open subsets of B such
that ∧i is a smooth chart over Ui. We say A covers φ
−1(0) if φ−1(0) is contained
in the union of the images of Ui in B.
Definition 2.5. An index r oriented weakly smooth structure of (B,E,Φ) is
a collection A = {(Λi, Vi)}i∈K of index r oriented smooth approximations such
that A covers Φ−1(0) and that for any (Λi, Vi) and (Λj , Vj) in A with p ∈ Ui∩Uj,
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there is a (Λk, Vk) ∈ A such that p ∈ Uk and (Λk, Vk) is finer than (Λi, Vi) and
(Λj , Vj).
Let A′ be another index r oriented weakly smooth structure of (B,E,Φ).
We say A′ is finer than A if for any (Λ, V ) ∈ A over U ⊂ B and p ∈ U ∩Φ−1(0),
there is a (Λ′, V ′) ∈ A′ over U ′ such that p ∈ U ′ and (Λ′, V ′) is finer than (Λ, V ).
We say that two weakly smooth structures A1 and A2 are equivalent if there is
a third weakly smooth structure that is finer than both A1 and A2.
Proposition 2.6 ([LT2]). The tuple (B,E,Φ) constructed at the beginning of
this section admits a canonical oriented weakly smooth structure of index 2rexp.
We remark that the construction of such a weakly smooth structure is the
core of the analytic part of [LT2].
In the following, we will use the weakly smooth structure of [Φ :B → E] to
construct its Euler class. The idea of the construction is as follows. Given a
local smooth approximation (Λ, V ) over U ⊂ B, we obtain a smooth manifold
RV , a vector bundle V |RV and a smooth section φV :RV → V |RV . Following
the topological construction of the Euler classes, we shall perturb φV to a new
section φ˜V :RV → V |RV so that φ˜V is transversal to the zero section of V |RV .
Here by a section transversal to the zero section, we mean that the graph of this
section is transversal to the zero section in the total space of the vector bundle.
Hence the Euler class will be the cycle represented by φ˜−1V (0) near U . Since the
weakly smooth structure of Φ:B→ E is given by a collection of compatible by
not necessary matching local smooth approximations, we need to work out this
perturbation scheme with special care so that {φ˜−1V (0)} patch together to form
a well-defined cycle.
Let A = {(Λα, Vα)}α∈K be the weakly smooth structure provided by Propo-
sition 2.6. For convenience, for any α ∈ K we will denote the correspond-
ing uniformizing chart Λα by (U˜α, B˜α, Φ˜α, Gα) and will denote its descent by
(Uα, Eα,Φα). Accordingly, we will denote the projection πUα : U˜α → Uα by
πα, denote Φ˜
−1
α (Vα) by Rα, denote Vα|Rα by Wα and denote the lifting of
Φ˜α|Rα : Rα → E˜α|Rα by φα : Rα → Wα. Without loss of generality, we can
assume that for any approximation (Λα, Vα) ∈ A over Uα and any U ′ ⊂ Uα, the
restriction (Λα, Vα)|U ′ is also a member in A. In the following, we call S ⊂ Rα
symmetric if S = π−1α (πα(S)).
Next, we pick a covering data for Φ−1(0) ⊂ B provided by the following
covering lemma.
Lemma 2.7 ([LT2]). There is a finite collection L ⊂ K and a total ordering
of L of which the following holds. the set Φ−1(0) is contained in the union of
{Rα}α∈L and for any α and β ∈ L such that α < β then approximation (Λβ , Vβ)
is finer than the approximation (Λα, Vα).
Proof. The lemma is part of Proposition 2.2 in [LT2]. It is proved there by using
the stratified structures of (B,E,Φ). Here we will give a direct proof of this
by using the definition of smooth approximations, when Φ−1(0) is triangulable,
which is true when X is projective. Let k be the real dimension of Φ−1(0). To
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prove the lemma, we will show that there are k + 1 subsets Lk, . . . ,L0 ⊂ K
and that for each α ∈ ∪ki=0Li there is an open symmetric subset U
′
α ⋐ Uα
such that R′α = Rα ∩ π
−1
α (U
′
α) ⋐ Rα of which the following holds: first, for
each i ≤ k the set Zi = Φ−1(0)− ∪j≥i ∪α∈Lj U
′
α is a triangulable space whose
dimension is at most i−1, and secondly, for any pair of distinct (α, β) ∈ Li×Lj
with i ≤ j, the restriction (Λα, Vα)|U ′α∩U ′β is finer than (Λβ , Vβ)|U ′α∩U ′β . We
will construct Li inductively, starting from Lk. We first pick a finite Lk ⊂ K
so that ∪α∈LkUα ⊃ Φ
−1(0). This is possible since Φ−1(0) is compact. Since
it is also triangulable, we can find a symmetric U ′α ⊂ Uα for each α ∈ Lk so
that {U ′α}α∈Lk is disjoint, R
′
α ⋐ Rα and Zk is trangulable with dimension at
most k − 1. Now we assume that we have found Lk, . . . ,Li as desired. Then
for each x ∈ Zi we can find a neighborhood O of x ∈ B such that for any
α ∈ ∪j≥iLj either x ∈ Uα or O ∩ U
′
α = ∅. Let Ix be those α in ∪j≥iLα such
that x ∈ Uα. Then by the property of A there is a β ∈ K so that (Λβ , Vβ) is
finer than (Λα, Vα)|U ′α for all α ∈ Ix. Without loss of generality, we can assume
that Uβ ⊂ O. Then (Λβ , Vβ) is finer than (Λα, Vα) for all α ∈ ∪j≥iLj . Since
Zi is compact, we can cover it by finitely many such (Λβ , Vβ)’s, say indexed by
Li−1 ⊂ K. On the other hand, since Zi is triangulable with dimension at most
i − 1, we can find symmetric U ′α ⊂ Uα for each α ∈ Li−1 so that R
′
α ⋐ Rα
for α ∈ Li−1 and Zi − ∪α∈Li−1U
′
α is trianglable with dimension at most i − 2.
This way, we can find the set Lk, . . . ,L0 as desired. In the end, we simply put
L = ∪ki=0Li. We give it a total ordering so that whenever α ∈ Li, i ≥ j and
β ∈ Lj then α ≤ β. This proves the Lemma.
We now fix such a collection L once and for all. Since L is totally ordered,
in the following we will replace the index by integers that range from 1 to #(L)
and use k to denote an arbitrary member of L. We first build the comparison
data into the collection {Rk}k∈L and {Wk}k∈L. To distinguish the projection
πk : U˜k → Uk from the composite U˜k → Uk → B, we will denote the later by ιk.
For any pair k ≥ l, we set Rk,l = ι
−1
k (ιl(Rl)). Then there is a canonical map
and a canonical vector bundle inclusion
f lk :Rk,l → Rl(f
l
k)
∗(Wl)
⊂
−→Wk|Rk,l , (2.4)
that is part of the data making (Λk, Vk) finer than (Λl, Vl). Note that Rk,l ⊂ Rk
is a locally closed submanifold, f lk(Rk,l) is open in Rl and f
l
k :Rk,l → f
l
k(Rk,l)
is a covering map. Because of the compatibility condition, for any k > l > m if
Rk,l ∩Rk,m 6= ∅ then f lk(Rk,l ∩Rk,m) ⊂ Rl,m and
fml ◦ f
l
k = f
m
k : Rk,l ∩Rk,m −→ Rm. (2.5)
Further, restricting to Rk,l ∩Rk,m, the pull backs
(fmk )
∗(Wm)|Rk,l∩Rk,m = (f
l
k)
∗(fml )
∗(Wm)|Rk,l∩Rk,m ⊂Wk|Rk,l∩Rk,m . (2.6)
In the following, we will use R to denote the collection of data {(Rk,l, f lk)}
and use W to denote the data {(Wk, (f lk)
∗)}. We will call the pair (R,W) a
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good atlas of the weakly smooth structure A of [Φ : B → E]. For technical
reason, later we need to shrink each Rk slightly. More precisely, let {Sk}k∈L
be a collection of symmetric open subsets Sk ⋐ Rk such that {Sk} still covers
Φ−1(0). We then let Sk,l = (f
l
k)
−1(Sl) ∩ Sk, let W ′k = Wk|Sk and let g
l
k and
(glk)
∗ be the restriction to Sk,l of f
l
k and (f
l
k)
∗ respectively. Then (S,W′), where
S = {(Sk,l, glk)} and W
′ = {(W ′k, (g
l
k)
∗)}, is also a good atlas of [Φ :B → E].
We call it a precompact sub-atlas of (R,W), and denote it in short by S ⋐ R.
To describe the collection {φk}, we need to introduce the notion of regular
extension. Let M be a manifold and M0 ⊂M be a locally closed submanifold.
Let V → M be a smooth vector bundle and V0 → M0 a subbundle of V |M0 .
We assume that both (M,V ) and (M0, V0) are oriented. We say that a section
h :M → V is a smooth extension of h0 :M0 → V0 if both h0 and h are smooth
and if the induced section M0
h0−→ V0 → V |M0 is identical to the restriction
h|X0 :X0 → V0. We say h is a regular extension of h0 if in addition to h being
a smooth extension of h0 we have that for any x ∈ X0 the homomorphism
dh(x) : TxM/TxM0 −→ (V/V0)|x (2.7)
is an isomorphism and the orientation of (M,V ) and (M0, V0) are compatible
over M0 based on the isomorphism (2.7).
Definition 2.8. A collection {hk}k∈L is called a smooth section of W if hk is
a smooth section of Wk for each k ∈ L and hk is a smooth extension of hl for
any pair k ≥ l in L. If in addition that hk is a regular extension of hl for all
k ≥ l, then we call {hk} a regular section of W.
In the following, we will use h : R → W to denote a smooth section with
h understood to be {hk}k∈L. We set h−1(0) to be the collection {h
−1
k (0)} and
set ι(h−1(0)) to be the union of ιk(h
−1
k (0)) in B. We say h
−1(0) is proper if
ι(h−1(0)) is compact. Without loss of generality, we can assume that dimRk > 0
for all k ∈ L. We say that h is transversal to the zero section 0 :R→W if h is
a regular section and if for any k ∈ L the graph Γhk of hk is transversal to the
0 section of Wk in the total space of Wk.
Lemma 2.9. Let the notation be as before. Then h−1(0) is proper if and
only if there is a symmetric open subsets R′k ⋐ Rk for each k ∈ L such that
∪k∈Lιk(h
−1
k (0)) ⊂ ∪k∈Lιk(R
′
k) and such that for each k ∈ L,
h−1k (0) ∩ (Rk −R
′
k) ⊂
(⋃
l<k
(f lk)
−1(R′l)
)
∪
(⋃
l>k
f lk(R
′
k,l)
)
. (2.8)
Proof. We first assume that Z = ∪k∈Lιk(h
−1
k (0)) is compact. Then since
{Rk}k∈L covers Z and since dimRk > 0, for each k ∈ L we can find symmetric
R′k ⋐ Rk so that {R
′
k}k∈L still covers Z. Obviously, this implies (2.8). Con-
versely, if we have found R′k ⊂ Rk as stated in the lemma, then {cl(ιk(R
′
k))∩Z}
will cover Z, where cl(A) is the closure of A. Since cl(ιk(R
′
k)) are compact and
since Z ∩ cl(ιk(R
′
k)) is closed in cl(ιk(R
′
k)), Z is compact as well. This proves
the lemma.
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Lemma 2.10. Let φ :R→W be the collection {φk} induced by {Φ˜k}k∈L. Then
φ is a regular section with proper vanishing locus.
Proof. This is equivalent to the fact that [Φ : B → E] is a weakly Fredholm
V-bundle, which was introduced and proved in [LT2].
Now let h :R → W be a regular section such that h is transversal to the
zero section and h−1(0) is proper. We claim that the data {h−1k (0)} descends to
an oriented current in B with rational coefficients supported on a stratified set
whose boundary is empty. In particular, it defines a singular homology class in
H∗(B,Q).
Recall that for each k ∈ L the associated group Gk acts on Rk such that
Rk/Gk is a covering of ιk(Rk). We let mk be the product of the order of Gk
with the number of the sheets of the covering Rk/Gk → ιk(Rk). Note that
then the covering Rk,l → f lk(Rk,l) is an mk/ml-fold covering. Because hk is a
regular extension of (f lk)
∗(hl), (f
l
k)
∗(hl)
−1(0) is an open submanifold of h−1k (0)
with identical orientations. Hence ιk(h
−1
k (0)) and ιl(h
−1
l (0)) patch together to
form a stratified subset, and consequently the collection {ιk(h
−1
k (0))}k∈L patch
together to form a stratified subset, say Z, in B. Now we assign multiplicities to
open strata of Z. Let Ok = ιk(h
−1
k (0)). Since Ok ⊂ Z is an open subset, we can
assign multiplicities to Ok so that as oriented current [Ok] = ι∗(
1
mk
[h−1k (0)]),
where [h−1k (0)] is the current of the oriented manifold h
−1
k (0) with multiplicity
one. Here the orientation of h−1k (0) is the one induced by the orientation of
(Rk,Wk). Using the fact that Rk,l → f lk(Rk,l) is a covering with mk/ml sheets,
the assignments of the multiplicities of Ok and Ol over ιk(Rk)∩ ιl(Rl) coincide.
Therefore Z is an oriented stratified set of pure dimension with rational mul-
tiplicities. We let [Z] be the corresponding current. It remains to check that
∂[Z] = 0 as current. Clearly, ∂[Z ∩ Ok] ⊂ cl(Ok) − Ok. Since {Ok ∩ Z} is an
open covering of Z, ∂[Z] = 0 if Z is compact. But this is what we have assumed
in the first place. Later, we will denote the so constructed cycle by
[h−1(0)] ∈ H∗(B,Q).
In the remainder of this section, we will perturb the section φ :R→W to a
new section so that it is transversal to the zero section and so that its vanishing
locus is compact. The current defined by the vanishing locus of the perturbed
section will define the Euler class of [Φ:B→ E].
We begin with a collection S = {Sl}l∈L of symmetric open Sk ⋐ Rk such that
{ιl(Sl)} cover ι(φ
−1(0)). For technical reason, we assume that for each k ∈ L
the boundary ∂Sk, which is defined to be cl(Sk)−Sk in Rk, is a smooth manifold
of dimension dimSk − 1. By slightly altering Sk if necessarily, we can and do
assume that ∂Sk is transversal to Rk,l along ∂Sk ∩ (f lk)
−1(cl(Sl)) for all l < k.
(We will call such S satisfying the transversality condition on its boundary.)
Following the convention, we set Sk,l = (f
l
k)
−1(Sl) ∩ Sk. We now construct a
collection of (closed) tubular neighborhoods of Sk,l in Rk. We fix the index k and
consider the closed submanifold (with boundary) Σl := cl(Sk,l) ⊂ Rk. Because
of the transversality condition on ∂Sl and on ∂Sk, we can find a D
h-bundle
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pl :Tl → Σl, where Dh is the closed unit ball in Rh and h = dimRk − dimRk,l,
and a smooth embedding ηl : Tl → Rk of which the following two conditions
holds. First, the restriction of ηl to the zero section Σl ⊂ Tl is the original
embedding Σl ⊂ Rk, and secondly
ηl(p
−1
l (Σl ∩ ∂Sk)) ⊂ ∂Skηl(p
−1
l (Sk,l)) ⊂ Sk. (2.9)
For any 0 < ǫ < 1, we let T ǫl ⊂ Tl be the closed ǫ-ball subbundle of Tl. By abuse
of notation, in the following we will not distinguish T ǫl from its image ηl(T
ǫ
l ) in
Rk. We will call T
ǫ
l the ǫ-tubular neighborhood of Σl in Rk. One property we
will use later is that if Rk,l ∩Rk,l′ 6= ∅ for l′ < l < k, then Rk,l ∩Rk,l′ is an open
subset of Rk,l′ , and hence for 0 < ǫ≪ 1 we have Σl′ ∩ T ǫl ⊂ Σl′ ∩ Σl.
Now consider Σl ⊂ Rk. Since Tl is a disk bundle over Σl, it follows that
we can extend the subbundle (f lk)
∗(Wl)|Σl ⊂ Wk|Σl to a smooth subbundle of
Wk|Tl , denoted by Fl ⊂Wk|Tl . We then fix an isomorphism and the inclusion
p∗l
(
(f lk)
∗(Wl)|Σl
)
∼= Fl. (2.10)
In this way, we can extend any section ζ of (f lk)
∗(Wl)|Σl to a section ofWk|Tl as
follows. We first let ζ′ :Tl → Fl be the obvious extension using the isomorphism
(2.10). We then let ζex :Tl → Wk|Tl be the induced section using the inclusion
Fl ⊂ Wk|Tl . We will call ζex the standard extension of ζ to Tl. We fix a
Riemannian metric on Rk and a metric on Wk. For any section ζ as before, we
say ζ is sufficiently small if its C2-norm is sufficiently small. We now state a
simple but important observation.
Lemma 2.11. Let the notation be as before. Then there is an ǫ > 0 such that
for any section g :Tl → Fl ⊂Wk|Tl such that ‖g ‖C2< ǫ, the section hk|Tl + g is
non-zero over T ǫl − Σl.
Proof. This follows immediately from the fact that Σl is compact and that for
any x ∈ Rk,l the differential
dhk : TxRk/TxRk,l −→
(
Wk/(f
l
k)
∗(Wl)
)
|x
is an isomorphism.
We now state and prove the main proposition of this section.
Proposition 2.12. Let h :R → W be a regular section with h−1(0) proper, let
R′ ⋐ R be a good sub-atlas and let h′ be the the restriction of h to R′. We
assume that the vanishing locus of h′ is still proper. Then there is a smooth
family of regular sections g(t) :R′ → W′, where W′ be the restriction of W to
R′, parameterized by t ∈ [0, 1] such that
⋃
t∈[0,1]
ι
(
g(t)−1(0)
)
× {t} ⊂ B× [0, 1] (2.11)
is compact, that g(0) = h′ and that g(1) is transversal to the zero section of W′.
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Proof. We will construct the perturbation over R′1 and then successively extends
it to the remainder of {R′k}. We first fix a collection of symmetric open subsets
{Sk}k∈L such that R′k ⋐ Sk ⋐ Rk and that Sk satisfies the transversality
condition on its boundary. Let k be any positive integer no bigger than #(L)+
1. The induction hypothesis Hk states that for each integer l < k we have
constructed a symmetric open S′l satisfying R
′
l ⋐ S
′
l ⋐ Sl and a smooth family
of small enough sections el(t) : Rl → Wl such that el(0) ≡ 0 of which the
following holds. First, let hl(t) = hl + el(t), then for any l < m < k the section
hm(t)|S′m is a regular extension of (f
l
m)
∗(hl(t))|S′
m,l
; Secondly, for any l < k,
the section hl(1) is transversal to the zero section of Wl over S
′
l , and finally, for
any l < k and t ∈ [0, 1],
hl(t)
−1(0) ∩
(
S′l −R
′
l
)
⊂
(⋃
i≤l
(f il )
−1(R′i)
)⋃(⋃
m≥l
f lm(R
′
m,l)
)
. (2.12)
Clearly, the condition H1 is automatically satisfied. Now assume that we
have found {S′l}l<k and {el}l<k required by the condition Hk. We will demon-
strate how to find ek and a new sequence of open subsets {S′l}l≤k so that the
condition Hk+1 will hold for {el}l≤k and {S′l}l≤k.
We continue to use the notation developed earlier. In particular, we let Σl
be the closure of Sk,l, let Tl be the (closed) tubular neighborhood of Σl ⊂ Rk
with the projection pl :Tl → Σl and let Fl be the subbundle of Wk|Tl with the
isomorphism (2.10). Let ζl(t) be the standard extension of (f
l
k)
∗(el(t))|Σl to
Tl. Note that hk|Tl + ζl(t) is a regular extension of (f
l
k)
∗(hl(t))|Σl . Because
{hl}l<k satisfies condition Hk, for l < m < k and x ∈ Σl ∩ Σm we have
(f lk)
∗(hl(t))(x) = (f
m
k )
∗(hm(t))(x). Now let
Al = p
−1
l
(
(f lk)
−1(S′l)
)
−
⋃
l<m<k
p−1m
(
(fmk )
−1(cl(R′m))
)
and let
Bl = cl(R
′
k,l)−
⋃
k>m>l
(fmk )
−1(S′m).
Note that {Al}l<k covers Int
(
∪l<kTl
)
, that Bl ⋐ Al and that {Bl}l<k is a
collection of compact subsets of Rk. Now let ǫ > 0 be sufficiently small. We
choose a collection of non-negative smooth functions {ρl}l<k that obeys the
requirement that Supp(ρl) ⋐ Int(Al ∩ T ǫl ), that ρl ≡ 1 in a neighborhood of
Bl and that
∑
l<k ρl ≡ 1 in a neighborhood of ∪l<k cl(R
′
k,l). This is possible
because the last set is compact and is contained in Int(∪l<kAl). We set
ζ(t) =
∑
l<k
ρl · ζl(t).
Now we check that for each l < k the section hk + ζ(t) is a regular extension
of (f lk)
∗(hl(t)) in a neighborhood of cl(R
′
k,l). Let x be any point in cl(R
′
k,l).
We first consider the case where x is contained in Bm for some m ≥ l. Let y =
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fmk (x). Note that y ∈ S
′
m. Then restricting to a sufficiently small neighborhood
of x the section hk + ζ(t) is equal to hk + ζm(t). Since hk + ζ(t) is a regular
extension of (fmk )
∗(hm(t)) near x and since hm(t) is a regular extension of
(f lm)
∗(hl(t)) in a neighborhood of y ∈ S′m, hk + ζ(t) is a regular extension of
(f lk)
∗(hl(t)) near x. We next consider the case where x is not contained in any
of the Bm’s. Let Λ be the set of all m > l such that x ∈ (fmk )
−1(S′m). Then
for any m < k that is not in Λ, ρm ≡ 0 in a neighborhood of x. Here we have
used the fact that Σm ∩ T ǫl ⊂ Σm ∩ Σl for 0 < ǫ ≪ 1. On the other hand,
by induction hypothesis for each m ∈ Λ the section hk + ζm(t) is a regular
extension of (f lk)
∗(hl(t)) near x. Therefore since
∑
m∈Λ ρm ≡ 1 near x, in a
small neighborhood of x
hk + ζ(t) =
∑
m∈Λ
ρm · (hk + ζm(t))
is also a regular extension of (f lk)
∗(hl(t)).
Our last step is to extend ζ(t) to Rk. We let ek(t) be a smooth family of
sufficiently small sections of Wk such that ek(0) ≡ 0, that the restriction of
ek(t) to a neighborhood of ∪l<k cl
(
(f lk)
−1(R′l)
)
is ζ(t) and such that the section
hk(1) is transversal to the zero section in a neighborhood of cl(R
′
k) in Sk. The
last condition is possible because hk + ζ(1) is transversal to the zero section
in a neighborhood of ∪l<k cl(R′k,l). Therefore, by possibly shrinking S
′
l while
still keeping R′l ⋐ S
′
l for l < k if necessary, we can find an S
′
k ⋐ Sk satisfying
R′k ⋐ S
′
k such that the induction hypothesis Hk holds for {el}l≤k and {S
′
l}l≤k,
except possibly the third condition.
We now show that the third condition of Hk holds as well. We only need to
check the inclusion (2.12) for l = k. First, by Lemma 2.9 we can find an open
S ⋐ Sk such that R
′
k ⋐ S and that
h−1k (0) ∩ (cl(S)−R
′
k) ⊂
(⋃
i<k
(f ik)
−1(R′i)
)⋃(⋃
i>k
fki (R
′
i,k)
)
. (2.13)
Now let
D1 = h
−1
k (0)
⋂
(cl(S)−R′k)
⋂(⋃
i<k
(f ik)
−1(R′i)
)
and let
D2 = h
−1
k (0)
⋂(
cl(S)−R′k
)⋂(⋃
i>k
fki (R
′
i,k)
)
.
Since hk(t) are small perturbations of hk, we can assume that hk(t) are chosen
so that for any t ∈ [0, 1] the left hand side of (2.13) is contained in the union
of neighborhood V1 of D1 and a neighborhood V2 of D2. We remark that if we
choose {el}l≤k so that their C2-norms are sufficiently small, then we can make
V1 and V2 arbitrary small. Then by Lemma 2.11 the vanishing locus of hk(t)
inside V1 is contained in ∪i≤k(f ik)
−1(S′i). On the other hand, since ∪i≥kf
k
i (R
′
i,k)
is open, it contains V2 since D2 is compact and V2 ⊃ D2 is sufficiently small.
This proves the inclusion (2.12).
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Therefore, by induction we have found {S′k}k∈L and {ek(t)}k∈L that satisfy
the condition Hk for k = #(L) + 1. Now let gl(t) = hl(t)|R′
l
. Then g(t) =
{gl(t)}l∈L satisfies the condition of the proposition. Note that the left hand
side of (2.11) is compact because it is contained in the union of compact sets
{ιk(cl(R
′
k))}k∈L. This proves the proposition.
Let g(t) be the perturbation constructed by Proposition 2.12 with h = φ.
We define the Euler class of [Φ :B → E] to be the homology class in H∗(B;Q)
represented by the current [g(1)−1(0)]. In the remainder of this section, we will
sketch the argument that shows that this class is independent of the choice of
the chart R and the perturbation g.
Proposition 2.13. Let the notation be as before. Then the homology class
[g(1)−1(0)] ∈ H∗(B;Q) so constructed is independent of the choice of perturba-
tions.
Proof. First, we show that if we choose two perturbations g1(t) and g2(t) based
on identical sub-atlas R′ ⋐ R as stated in Proposition 2.12, then we have
[g1(1)
−1(0)] = [g2(1)
−1(0)]. To prove this, all we need is to construct a family
of perturbations gs(t), where s ∈ [0, 1], that satisfies conditions similar to that
of the perturbations constructed in Proposition 2.12. Since then we obtain a
current ⋃
s∈[0,1]
ι(gs(1)
−1(0))× {s} ⊂ B× [0, 1]
is a homotopy between the currents g0(1)
−1(0)cur and g1(1)
−1(0)cur. The con-
struction of gs(t) is parallel to the construction of g(t) in Proposition 2.12 by
considering the data over {Rk × [0, 1]}k∈L.
Next, we show that the cycle [g(1)−1(0)] does not depend on the choice of
R1 ⋐ R. Let R1 ⋐ R and R2 ⋐ R be two good sub-atlas and let g1(t) and
g2(t) are two perturbations subordinate to R1 and R2 respectively. Clearly, we
can choose a sub-atlas R0 ⋐ R such that R1 ⊂ R0 and R2 ⊂ R0. Let g0(t) be
a perturbation given by Proposition 2.12 subordinate to R0. Then g0(t) is also
subordinate to R1 and R2. Hence by the previous argument
[g1(1)
−1(0)] = [g0(1)
−1(0)] = [g2(1)
−1(0)].
It remains to show that the class [g(1)−1(0)] does not depend on the choice
of the good atlas R. For this, it suffices to show that for any two good atlas
R and R′ so that R is finer than R′, the respective perturbations g(t) and
g′(t) gives rise to identical homology classes [g(1)−1(0)] = [g′(1)−1(0)]. Let
R = {Rk}k∈K and R′ = {Rk}k∈L, and let Uk ⊂ B (resp. Ul ⊂ B) be the open
subsets so that (Rk,Wk, φk) (resp. (Rl,Wl, φl)) are the smooth approximations
of [Φ : B → E] over Uk (resp. Ul) for k ∈ K (resp. l ∈ L). As before, we
denote ιk : Rk → Uk be the tautological map with k ∈ K or k ∈ L. Let
Ukl = Uk ∩ Ul. We consider the good atlas R0 with charts Rkl = ι
−1
k (Ukl),
where (k, l) ∈ K × L, with bundles Wkl = Wk|Rkl and φkl the restriction of
φk, where Rkl is considered to be an open subset of Rk. Using the extension
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technique in the proof of Proposition 2.12, we can construct a perturbation g0(t)
that is a regular extension of g′(1)−1(0) under the obvious ι−1l (Ukl)→ Rkl and
Wl|ι−1
l
(Ukl)
⊂ Wkl. Therefore, [g0(1)−1(0)] = [g′(1)−1(0)]. On the other hand,
sinceWkl =Wk|Rkl , g(t) induces a perturbation g
′
0(t) subordinate toR0. Hence,
[g0(1)
−1(0)] = [g′0(1)
−1(0)] = [g(1)−1(0)]. This proves the proposition.
3 Analytic charts
The goal of this section is to construct a collection of local smooth approxima-
tions (Λ, V ) so that the data φV :RV → V |RV are analytic. Namely, RV are
complex manifolds, V |RV are holomorphic vector bundles and φV are holomor-
phic sections. In the next section we will show that such φV ’s are Kuranishi
maps, and hence the cones limt→∞ Γtφ are the virtual cones constructed in
[LT1].
We will use the standard notation in complex geometry in this section. For
instance, if M is a complex manifold, we will denote by TxM the complex
tangent space of M at x unless otherwise is mentioned. We will use complex
dimension throughout this section, unless otherwise is mentioned. Accordingly
the complex dimension of a set is half of its real dimension. We will use the
words analytic and holomorphic interchangably in this section as well.
We begin with the construction of such local smooth approximations. Let
w ∈ B be any point representing a holomorphic stable map f : Σ → X with
n-marked points. We pick a uniformizing chart Λ = (U˜ ,EU˜ ,ΦU˜ , GU˜ ) of w over
U ⊂ B such that the elements of U˜ are stable maps f1 :Σ1 → X with (distinct)
(n+ k)-marked points {xi} so that {f1(xm)}
n+k
m=n+1 are the k-distinct points of
f−11 (H), where H is a smooth complex hypersurface of X in general position of
degree k = [H ] · [A] and A = f∗([Σ]), and that the stable maps resulting from
discarding the last k marked points of f1 are in U . Here as usual we assume
that U is sufficiently small so that all stable maps in U intersect H transversally
and positively. Note that the later correspondence is the projection πU : U˜ → U .
Let Y over U˜ be the universal (continuous) family of curves with (n+k) marked
sections and let F :Y → X be the universal map.
We let π : U˜ → Mg,n+k be the tautological map induced by the family Y
with its marked sections. Here Mg,n+k is the moduli space of (n + k)-pointed
stable curves of genus g. Without loss of generality, we can assume that no
fibers of Y with the marked points have non-trivial automorphisms. It follows
that Mg,n+k is smooth near π(U˜ ). As in section 1, we view GU˜ as a subgroup
of Sn+k. Then GU˜ acts on Mg,n+k by permuting the (n+ k)-marked points of
the curves in Mg,n+k, and the map π : U˜ →Mg,n+k is GU˜ -equivariant. Now let
O ⊂ Mg,n+k be a smooth GU˜ -invariant open neighborhood of π(U˜ ) ⊂ Mg,n+k
and let p :X → O be the universal family of stable curves over O with (n + k)
marked sections (In this section we will work with the analytic category unless
otherwise is mentioned). It follows that the GU˜ -action on O lifts to X that
permutes its marked sections. For convenience, we let X×O U˜ be the topological
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subspace of X × U˜ that is the preimage of Γπ ⊂ O× U˜ under X × U˜ → O× U˜ ,
where Γπ ⊂ O× U˜ is the graph of π : U˜ → O. Since no fibers of Y (with marked
points) have non-trivial automorphisms, there is a canonical GU˜ -equivariant
isomorphism Y ∼= X ×O U˜ as family of pointed curves. Let πX and πU˜ be the
first and the second projection of X ×O U˜ .
Next, we let (Xn, On; Σ, pn, ϕn) be a semi-universal family of the n-pointed
curve Σ. Namely, Xn is a (holomorphic) family of pointed prestable curves over
the pointed smooth complex manifold pn ∈ On whose dimension is equal to
dimC Ext
1(ΩΣ(D),OΣ), where D ⊂ Σ is the divisor of the n-marked points of
Σ, ϕn : Σ → Xn|pn is an isomorphism of Σ with the fiber of Xn over pn as n-
pointed curve, and the Kuranishi map TpnOn → Ext
1(ΩΣ(D),OΣ) of the family
Xn is an isomorphism. Note that GU˜ acts canonically on Σ. For convenience, we
let Πn(X ) be the family of curves over O that is derived from X by discarding
its last k-marked sections. We now let B = π−1U (w) and fix a GU˜ -equivariant
isomorphism ∐
z∈B
Πn(X )|z −→ B × Σ (3.1)
over B. Let Autpn(Xn) be the group of those biholomorphisms of Xn that keep
the fiber Xn|pn invariant, that send fibers of Xn to fibers of Xn and that fix
the n-sections of Xn. Possibly after shrinking On if necessary, we can assume
that there is a homomorphism ρ :GU˜ → Autpn(Xn) such that for any σ ∈ GU˜
the ρ(σ) action on Xn|pn is exactly the σ action on Σ via the isomorphism
ϕn. Finally, possibly after shrinking U and O, we can pick a GU˜ -equivariant
holomorphic map ϕ : O → On such that ϕ(B) = pn and that there is a GU˜ -
equivariant isomorphism of n-pointed curves ϕ˜ : X → O ×On Xn that extends
the isomorphism (3.1). We remark that the reason for doing this is to ensure
that the smooth approximation we are about to construct is GU˜ -equivariant.
Next, we let l be an integer to be specified later and let Ui ⊂ Σ, i = 1, . . . , l,
be l disjoint open disks away from the marked points and the nodal points of
Σ. We assume that ∪li=1Ui is GU˜ -invariant and that for any σ ∈ GU˜ whenever
σ(Ui) = Ui then σ|Ui = 1Ui . By shrinking U , O and On if necessary, we can
find disjoint open subsets Un,i ⊂ Xn such that ∪li=1Un,i is GU˜ -invariant, that
∪li=1Un,i is GU˜ -equivariantly biholomorphic to O × ∪
l
i=1Ui, that Un,i ∩ Σ = Ui
and that the projections Un,i → O induced by the projection X → O is the
first projection of O × Ui (= Un,i). For convenience, for each i we will fix a
biholomorphism between Ui and the unit disk in C, and will denote by U
1/2
i
the open disk in Ui of radius 1/2. We let Ui be the disjoint open subsets of Y
defined by
Ui = Un,i ×On U˜ ⊂ Xn ×On U˜ ∼= X ×O U˜ ∼= Y.
We will call Ui and Ui the distinguished open subsets of Σ and Y respectively.
Without loss of generality, we can assume that ∪li=1Ui is disjoint from the (n+k)-
sections of Y. We also assume that there are holomorphic coordinate charts
Vi ⊂ X so that F(Ui) ⊂ Vi. We let (wi,1, . . . , wi,m), where m = dimX , be the
coordinate variable of Vi and let vi = ∂/∂wi,1. For each i we pick a nontrivial
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(0, 1)-form γi on Ui with Supp(γi) ⋐ U
1/2
i . We demand further that if there is
a σ ∈ GU˜ so that σ(Ui) = Uj then Vi = Vj as coordinate chart and σ
∗(γi) = γj .
We then let σi be the (0, 1)-form over Ui with values in F∗(TX)|Ui that is the
product of the pull back of γi via Ui ×O U˜ → Ui with F
∗(vi)|Ui , and let σ˜i
be the section over Y that is the extension of σi by zero. Obviously, σ˜i is a
section of EU˜ , and (σ˜1, . . . , σ˜l) is linearly independent fiberwise. Hence it spans
a complex subbundle of EU˜ , denoted by V . It follows from the construction
that V is GU˜ -equivariant.
As in the previous section, we let R = Φ−1
U˜
(V ), let W = V |R and let φ :
R → W be the lifting of ΦU˜ |R :R → EU˜ |R. The main task of this section is to
show that we can choose Ui, γi and Vi so that R admits a canonical complex
structure and that the section φ is holomorphic when W is endowed with the
holomorphic structure so that the basis σ˜1|R, . . . , σ˜l|R is holomorphic.
To specify our choice of Ui, γi and Vi, we need first to define the Dolbeault
cohomology of holomorphic vector bundles over singular curves. Let E be a
locally free sheaf of OΣ-modules and let E be the associated vector bundle,
namely, OΣ(E) = E . We let Ω0cpt(E) be the sheaf of smooth sections of E that
are holomorphic in a neighborhood of Sing(Σ) and let Ω0,1cpt(E) be the sheaf of
smooth sections of (0, 1)-forms with values in E that vanish in a neighborhood
of Sing(Σ). Let
∂¯ : Γ(Ω0cpt(E)) −→ Γ(Ω
0,1
cpt(E))
be the complex that send ϕ ∈ Ω0cpt(E)) to ∂¯(ϕ). Since ϕ is holomorphic near
nodes of Σ, ∂¯(ϕ) vanishes near nodes of Σ as well, and hence the above complex
is well defined. We define the Dolbeault cohomology H0
∂¯
(E) and H1
∂¯
(E) to be
the kernel and the cokernel of ∂¯.
Lemma 3.1. Let Hi(E) be the Ceˇch cohomology of the sheaf E. Then there are
canonical isomorphisms H0
∂¯
(E) ∼= H0(E) and Ψ:H
0,1
∂¯
(E) ∼= H1(E).
Proof. The proof is identical to the proof of the classical result that the Dol-
beault cohomology is isomorphic to the Ceˇch cohomology for smooth complex
manifolds. Obviously, H0
∂¯
(E) is canonically isomorphic to H0(E). We now con-
struct Ψ. We first cover Σ by open subsets {Wi} so that the intersection of any
of its subcollection is contractible. Now let ϕ be any global section in Ω0,1cpt(E).
Then over each Wi we can find a smooth function ηi ∈ ΓWi(Ω
0
cpt(E)) such that
∂¯ηi = ϕ|Wi . Clearly, the class in H
1(E) represented by the cocycle [ηij ], where
ηij = ηi|Wi∩Wj −ηj |Wi∩Wj , is independent of the choice of ηi, and thus defines a
homomorphism Γ(Ω0,1cpt(E)) → H
1(E). It is routine to check that it is surjctive
and its kernel is exactly Im(∂). Therefore, we have H0,1
∂¯
(E) ∼= H1(E). Also, it
is direct to check that this isomorphism does not depend on the choice of the
covering {Wi}. This proves the lemma.
For any z ∈ U˜ , we denote by σ˜i(z) the restriction of σ˜i to the fiber of Y
over z. We now choose the l open disks Ui ⊂ Σ, the (0, 1)-forms γi on Ui
and the coordinate charts Vi ⊂ X such that for any w˜ ∈ π
−1
U (w) the collection
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σ˜1(w˜), . . . , σ˜l(w˜) spans H
0,1
∂¯
(f∗TX). This is certainly possible if we choose l
large because the locus of Ui are arbitrary as long as they are away from the
nodal points of Σ and the marked points, and the charts Vi can also be chosen
with a lot of choice. We fix once and for all such choices of Ui, Vi and γi. We
then let Ui ⊂ Y, V → EU˜ and R = Φ
−1
U˜
(V ) be the objects constructed before
according to this choice of Ui, γi and Vi. Let YR → R be the restriction to
R ⊂ U˜ of the family Y → U˜ with the marked sections and let F :YR → X be
the associated map. We also fix a smooth function ηi over Ui so that ∂¯ηi = γi.
We next extend the collection {Ui}li=1 to an open covering {Ui}
L
i=1 so that the
intersection of any subcollection of {Ui} are contractible, and that for any i ≤ l
and j ≥ l+ 1 the sets U
1/2
i and Uj are disjoint. For convenience, we agree that
ηj = 0 for j > l
From now on, we will fix an w˜ ∈ R over w.
Lemma 3.2. There is a constant A such that for any Ceˇch 1-cocycle [τij ],
where τij ∈ ΓUi∩Uj (f
∗TX), there are constants ai and holomorphic sections
ζi ∈ ΓUi(f
∗TX) for i = 1, . . . , L such that
(ζj + ajηj)|Uj∩Ui − (ζi + aiηi)|Uj∩Ui = τji
and
L∑
i=1
(
‖ζi ‖L2 +|ai|
)
≤ A
( L∑
i,j
‖τij ‖L2
)
.
Proof. The existence of {ai} and {ζi} follows from the fact that the images
of σ˜1(w˜), . . . , σ˜l(w˜) spans H
0,1
∂¯
(f∗TX) and that H
0,1
∂¯
(f∗TX) is isomorphic to
H1(f∗TX). The elliptic estimate is routine, using the harmonic theory on the
normalization of Σ. We will leave the details to the readers.
We let Γ(Ω0,1cpt(f
∗TX))
† be the quotient of Γ(Ω0,1cpt(f
∗TX)) by the linear span
of σ˜1(w˜), . . . , σ˜l(w˜). Because {σ˜i(w˜)}Li=1 is invariant under the automorphism
group of the stable map f , Γ(Ω0,1cpt(f
∗TX))
† is independent of the choice of
w˜ ∈ π−1U (w). We let
∂¯† :Γ(Ω0cpt(f
∗TX))→ Γ(Ω
0,1
cpt(f
∗TX))
†
be the induced complex. We define H0
∂¯
(f∗)† and H0,1
∂¯
(f∗TX)
† be the kernel and
the cokernel of the above complex.
Corollary 3.3. Let the notation be as before. Then H0,1
∂¯
(f∗TX)
† = 0. Further,
the complex dimension of H0
∂¯
(f∗TX)
† is deg(f∗TX) +m(1− g) + l.
Proof. The vanishing of H0,1
∂¯
(f∗TX)
† follows from the surjectivity of ∂¯†. The
second part follows from
dimH0
∂¯
(f∗TX)
† − dimH0,1
∂¯
(f∗TX)
†
= dimH0
∂¯
(f∗TX)− dimH
0,1
∂¯
(f∗TX) + l = χ(f
∗TX) + l
and the Riemann-Roch theorem.
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Next, we will describe the tangent space of R at w˜. By the smoothness result
of [LT2], we know that R is a smooth manifold of (complex) dimension rexp. As
before, we let D ⊂ Σ be the divisor of the first n-marked points of w˜. Since f
is holomorphic, df∨ is a homomorphism of sheaves f∗ΩX → ΩΣ. We let
D•w˜ = [f
∗ΩX
α
−→ ΩΣ(D)]
be the induced complex indexed at −1 and 0. We will first define the extension
space Ext1(D•w˜,OΣ)
† and then show that it is canonically isomorphic to Tw˜R.
We begin with some more notations. Let E be a sheaf of OΣ-modules that is
locally free away from the nodal points of Σ. Then there is a holomorphic vector
bundle E over Σ0, where Σ0 is the smooth locus of Σ, such that OΣ0(E) = E|Σ0 .
We define EA to be the sheaf so that the germs of EA at nodal points p ∈ Σ
(resp. smooth points p ∈ Σ0) are isomorphic to the germs of E at p (resp. germs
of Ω0Σ0(E) at p). The set Ext
1(D•w˜,OΣ)
† is the set of equivalence classes of pairs
(v1, v2) as follows. The data v1 is an element in Ext
1(ΩΣ(D),OΣ), which defines
an exact sequence
0 −−−−→ OΣ
ϕ1
−−−−→ B
ϕ2
−−−−→ ΩΣ(D) −−−−→ 0, (3.2)
and equivalently a family of n-pointed nodal curves over T = SpecC[t]/(t2), say
CT with n-marked sections x˜i (See [LT1, section 1]). Note that B is locally free
over Σ0. The data v2 is a homomorphism f
∗ΩX → BA such that, first of all,
the diagram
f∗ΩX f
∗ΩX
v2
y df∨
y
0 −−−−→ OAΣ
ϕ1
−−−−→ BA
ϕ2
−−−−→ ΩΣ(D)A −−−−→ 0
(3.3)
is commutative, where the lower sequence is induced by (3.2). Secondly, since
v2 is holomorphic near nodes of Σ, the differential ∂¯v2 vanishes near nodes of
Σ, and since df∨ is holomorphic, ∂¯v2 lifts to a global section β of Ω
0,1
cpt(f
∗TX).
We require that there are constants a1, . . . , al such that β =
∑
aiσ˜i(w˜).
The equivalence relation of such pairs are the usual equivalence relation of
the diagrams (3.3). Namely, two pairs (v1, v2) and (v
′
1, v
′
2) with the associated
data {B, ϕi} and {B
′, ϕ′i} are equivalent if there is an isomorphism η :B → B
′
so that η ◦ ϕ1 = ϕ′1, ϕ2 = ϕ
′
2 ◦ η and η ◦ v2 = v
′
2.
Lemma 3.4. Let the notation be as before. Then Ext1Σ(D
•
w˜,O
A
Σ )
† is canonically
a complex vector space of complex dimension rexp.
Proof. The fact that Ext1Σ(D
•
w˜,O
A
Σ )
† forms a complex vector space can be es-
tablished using the usual technique in homological algebra. For instance, if
r ∈ Ext1Σ(D
•
w˜,O
A
Σ )
† is represented by {B, ϕi, v2} shown in the diagram (3.3),
then for any complex number a the element ar is represented by the same dia-
gram with ϕ1 replaced by aϕ1. We now prove that
dimExt1Σ(D
•
w˜,O
A
Σ )
† = rexp. (3.4)
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Clearly, the following familiar sequence is still exact in this case:
Ext0(D•f ,O
A
Σ ) −→ Ext
0(ΩΣ(D),OΣ) −→ H
0
∂¯(f
∗TX)
†
−→ Ext1(ΩΣ(D),OΣ) −→ Ext
1(ΩΣ(D),OΣ)
† −→ H0,1
∂¯
(f∗TX)
†.
Since f is stable, Ext0(D•f ,O
A
Σ ) = 0. Hence (3.4) follows from Corollary 3.3 and
the Riemann-Roch theorem. This proves the lemma.
Recall that should R be a scheme then the Zariski tangent space of Tw˜R
would be the space of morphisms SpecC[t]/(t2)→ R that send their only closed
points to w˜ modulo certain equivalence relation. In the following, we will imitate
this construction and construct the space of pre-C-tangents of R at w˜. We still
denote by U1, . . . , Ul the l-distinguished open subsets of Σ and let {Ui}Li=1 be
an extension of {Ui}li=1 to an open covering of Σ such that the intersection of
any of its subcollection are contractible. Without loss of generality, we assume
Uj ∩ U
1/2
i = ∅ for j > l and i ≤ l. We also assume that there are coordinate
charts Vi of X such that f(Ui) ⊂ Vi. By abuse of notation, we will fix the
embedding Vi ⊂ Cm and view any map to Vi as a map to Cm. We let ιi :Vi → X
be the tautological inclusion and let
gij : ι
−1
j (ιi(Vi))→ ι
−1
i (ιj(Vj)) ⊂ Vi ⊂ C
m
be the transition functions of X .
We define a pre-C-tangent ξ of R at w˜ to be a collection of data as follows:
First, there is a flat analytic family of n-pointed pre-stable curves CT over an
open neighborhood T of 0 ∈ C such that the fiber of CT over 0, denoted by C0, is
isomorphic to Σ as n-pointed curve; Secondly, there is an open covering {U˜i}Li=1
of CT such that U˜i∩C0 = Ui, and that for each i ≤ l, there is a biholomorphism
U˜i ∼= Ui×T such that its restriction to Ui = U˜i∩C0 is compatible to the identity
map of Ui; Thirdly, there is a collection of smooth maps f˜i : U˜i → Vi such that
for i > l, all f˜i are holomorphic and that for each i ≤ l we have ∂¯0(f˜i) = 0 and
∂¯i(f˜i) = π
∗
Tϕi · π
∗
Ui(γi · f
∗(vi)), (3.5)
where πUi and πT are the first and the second projection of Ui × T , ϕi are
holomorphic functions over T and ∂¯0 (resp. ∂¯i) is the ∂¯-differential with respect
to the holomorphic variable of T (resp. Ui) using U˜i ∼= Ui × T and the γi and
vi are the (0, 1)-form and the vector field chosen before; Forthly, if we let z0 be
the holomorphic variable of C ⊃ T , then we require that
f˜ji = f˜i − gij ◦ f˜j : U˜ij −→ C
m, (3.6)
where U˜ij is a neighborhood of Ui ∩Uj in U˜i ∩ U˜j over which f˜ji is well-defined,
is divisible by z20 (Namely, f˜ji has the form π
∗
T (z
2
0)·hji for some smooth function
hji : U˜ij → Cm). Intuitively, a pre-C-tangent is a scheme analogue of a morphism
SpecC[t]/(t2) → R should R be a scheme. We denote the set of all pre-C-
tangents by T prew˜ R. Note that T
pre
w˜ R is merely a collection of all pre-C-tangents.
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We next define a canonical map
T prew˜ R −→ Ext
1(D•w˜ ,OΣ)
†. (3.7)
Let ξ be any pre-C-tangent given by the data above. By the theory of de-
formation of n-pointed curves [LT1, section 1], the analytic family CT defines
canonically an exact sequence
0 −→ OΣ −→ B −→ ΩΣ(D) −→ 0, (3.8)
associated to an extension class v1(ξ) ∈ Ext
1(ΩΣ(D),OΣ), where away from
the nodes of Σ and the suport of D the sheaf B is canonically isomorphic to
ΩCT ⊗OCT OC0 . Because f˜i : U˜i → Vi are holomorphic for i > l, it follows from
[LT1] that there is a canonical homomorphism of sheaves ui : f
∗ΩX |Ui → B|Ui
such that
f∗ΩX |Ui f
∗ΩX |Uiyui ydf∨|Ui
0 −−−−→ OAUi −−−−→ B
A|Ui −−−−→ ΩUi(D)
A −−−−→ 0
(3.9)
is commutative, where the lower sequence is induced by (3.8). Indeed, at smooth
point p ∈ Ui away from the support of D the dual of ui⊗ k(p) is the differential
df˜i(p) : TpCT = B
∨ ⊗ k(p) −→ f∗TX |p.
Note that by our choice of Ui, for i ≤ l the distinguished open subsets Ui are
disjoint from the support of the (n + k)-marked points of w˜. Hence BA|Ui are
canonically isomorphic to Ω0Ui(TCT |Ui), and the dual of df˜i define canonical
homomorphisms ui : f
∗ΩX |Ui → B|Ui that make the above diagrams commu-
tative. Because of the condition (3.5), the lift of ∂¯ui is a constant multiple of
σ˜i(w˜)|Ui . Further, because of the condition that f˜ji is divisible by z
2
0 , the collec-
tion {ui}Li=1 patch together to form a homomorphism v2(ξ) :f
∗ΩX → BA that
makes the diagram (3.3) commutative. Hence (v1(ξ), v2(ξ)) defines an element
in Ext1(D•w˜ ,OΣ)
†, which is defined to be the image of ξ.
We remark that in this construction we have only used the fact that the
stable map associated to w˜ is holomorphic, that the domain Σ of w˜ has l dis-
tinguished open subsets Ui with (0, 1)-forms σ˜i(w˜). Because for any z ∈ R its
domain Σz also has l distinguished open subsets, namely Ui ∩ Σz ∼= Ui, and
the forms σ˜(z), we can define the extension group Ext1(D•z ,OΣz )
†, the space of
pre-C-tangents of R at z and the analogut canonical map as in (3.7) if the map
fz of z is holomorphic.
To justify our choice of Ext1(D•w˜,OΣ)
†, we will construct, to each v ∈
Ext1(D•w˜,OΣ)
†, a pre-C-tanget ξv ∈ T prew˜ R so that the image of ξ
v under (3.7)
is v. Let v = (v1, v2) be any element in Ext
1(D•w˜,OΣ)
† defined by the diagram
(3.3). Let T ⊂ C be a neighborhood of 0 and let CT be an analytic family of n-
pointed curves so that C0 ∼= Σ and the Kuranishi map T0C→ Ext
1(ΩΣ(D),OΣ)
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send 1 to v1. For instance, we can take CT be the pull back of Xn via an an-
alytic map (T, 0)→ (On, pn). We let {Ui}Li=1 be a covering of Σ as before and
let {U˜i}Li=1 be a covering of CT that are the pull back of Un,i. Note that for
i ≤ l, they come with biholomorphisms U˜i ∼= Ui × T . Let Vi be open charts of
X as before with f(Ui) ⋐ Vi. For i > l, since the restriction of (3.3) to Ui is an-
alytic, we can find analytic f˜i : U˜i → Vi, possibly after shrinking T if necessary,
such that f˜i are related to v2|Ui as to how ui are related to v2(ξ)|Ui before. By
analytic analogue of deformation theory (see [LT1]) such f˜i do exist. For i ≤ l,
since Ui are smooth and BA|Ui are the sheaves Ω
0
Ui
(T ∗CT |Ui), we simply let f˜i
be smooth so that in addition to f˜i satisfying the condition on pre-C-tangents
we require that v2|Ui coincide with the dual of df˜1|Ui . Note that (CT , {f˜i}) will
be a pre-C-tangent if f˜ji in (3.6) is divisible by π
∗
T (z
2
0). But this is true because
for any p ∈ Ui ∩Uj, the differential df˜i(p) and df˜j(p) from TpCT to Tf(p)X are
identical. We let the so constructed pre-C-tangent be ξv. Of course ξv are not
unique. It is obvious from the construction that the image of ξv under (3.7) is v.
We remark that it follows from the construction that for any complex number
c 6= 0 the pull back of (CT , {f˜i}) under Lc :C→ C defined by Lc(z0) = cz0 is a
pre-C-tangent, say ξcv, whose image under (3.7) is cv.
We next construct a holomorphic coordinate chart of R at w˜. Let r =
dimR, which is rexp+ l = dimExt
1(D•w˜,OΣ)
†. We fix a C-isomorphism T0C
r ∼=
Ext1(D•w˜,OΣ)
†. Composed with the canonical
Ext1(D•w˜,OΣ)
† → Ext1(ΩΣ(D),OΣ),
we obtain
T0C
r −→ Ext1(ΩΣ(D),OΣ). (3.10)
Let Xn over On be the semi-universal family of the n-pointed curve Σ given
before. We let S be a neighborhood of 0 ∈ Cr and let ϕ : S → On be a
holomorphic map with ϕ(0) = 0 such that
dϕ(0) : T0S ≡ T0C
r −→ TpnOn ∼= Ext
1(ΩΣ(D),OΣ)
is the homomorphism (3.10). We let πS : CS → S be the family of n-pointed
curves over S that is the pull back of Xn. Note that CS |0, denoted by C0, is
canonically isomorphic to Σ.
We keep the open covering {Ui}Li=1 of Σ (
∼= C0) chosen before. We let
{Wi}
L
i=1 be an open covering of a neighborhood of C0 ⊂ CS so thatWi∩C0 = Ui.
For i ≤ l, we let Wi be the pull back of Un,i ⊂ Xn. For i > l and Ui smooth,
we choose Wi so that there is a holomorphic map πi : Wi → Ui so that the
restriction of πi to Ui is the identity map. For i > l and Ui contains a nodal
point, we assume that Wi is biholomorphic to the unit ball in C
r+1 so that
Ui ⊂ Wi is defined by w1w2 = 0 and wi = 0 for i ≥ 3, where (wi) are the
coordinate variables of Cr+1, and the restriction of πS to Wi is given by
z1 = w1w2, z2 = w3, . . . , zr = wr+1,
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where (zi) are the coordinate variables of C
r. The upshot of this is that if h is a
holomorphic function on Ui, then we can extend it canonically to Wi as follows.
In case Ui is smooth, then the extension of h is the composite of Wi → Ui with
h; In case Ui is singular, then ϕ has a unique expression
a+ w1h1(w1) + w2h2(w2),
where a ∈ C and h1, h2 are holomophic. We then let its extension be the
holomorphic function on Wi that has the same expression.
We fix the choice of {Ui} and {Wi}. Without loss of generality, we can
assume that there are coordinate charts Vi ⊂ X so that f(Ui) ⋐ Vi. Of course,
for i ≤ l the charts Vi are the charts we have chosen before. Our construc-
tion of the local holomorphic chart of R is parallel to the original construc-
tion of Kodaira-Spencer of semi-universal family of deformation of holomorphic
structures without obstructions. To begin with, possibly after shrinking Wi if
necessary we can assume that the maps f |Ui : Ui → Vi can be extended to a
holomorphic F0,i :Wi → Vi (Recall f is holomorphic). We now let A(Wi, Vi)
be the space of smooth maps from Wi to C
m defined as follows. If i > l, then
A(Wi, Vi) consists of holomorphic maps from Wi to Cm; If i ≤ l, then using the
isomorphism Wi ∼= Ui × S and holomorphic coordinate z = (zi) of S and holo-
morphic coordinate ξ of Ui, any smooth function ϕ :Wi → Cm can be expressed
in terms of its m components ϕj(z, ξ), j = 1, . . . ,m. We define A(Wi, Vi) to be
the set of those smooth maps ϕ :Wi → C
m so that{
∂¯zkϕj = 0 for k = 1, . . . , rj = 1, . . . ,m;
∂¯ξϕj = 0 for j ≥ 2∂¯ξϕ1 = cσ′i for some c ∈ C,
where σ′i is a (0, 1)-form taking values in ϕ
∗Cn corresponding to the form σi
using the canonical embedding Vi ⊂ Cn. Note that A(Wi, Vi) are OS-modules.
In particular, if we let I ⊂ OS be the ideal sheaf of 0 ∈ S, then we denote by
IqA(Wi, Vi) the image of Iq ⊗OS A(Wi, Vi) in A(Wi, Vi).
In the following, we will construct a sequence of maps Fs,i ∈ A(Wi, Vi)
indexed by s ≥ 1 and 1 ≤ i ≤ L of which the following holds:
1. For each i, Fs+1,i − Fs,i ∈ IsA(Wi, Vi);
2. The restrictions F1,i|Ui :Ui → C
m factor through Vi ⊂ Cm and ιi ◦ (F1,i|Ui) :
Ui → X is identical to f |Ui :Ui → X ;
3. In a neighborhood Wij of Ui ∩ Uj in Wi ∩Wj over which the map
Fs,ij = gij ◦ Fs,j − Fs,i :Wij → C
m (3.11)
is well defined, Fs,ij ∈ IsH(Wij ,Cm), where H(Wij ,Cm) is the OS-module of
holomorphic maps from Wij to C
m;
4. For any vector η ∈ Cr, we let Lη :C → Cr be the unique C-linear map so
that Lη(1) = η, and let η
pre be the pre-C-tangent associated to the pull back of
(CS , {F2,i}) under Lη. Using the standard isomorphism T0S ≡ T0C
r ∼= Cr, we
obtain a map
T0S −→ Ext
1(D•w˜,OΣ)
† (3.12)
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that send η ∈ T0S to the image of ηpre under (3.7). We require that this map
is the isomorphism (3.10).
For s = 1 we simply let F1,i be the standard extension of f |Ui :Ui → Vi to
Wi → Cm. We now show that we can construct {F2,i} as required. We let π1
and π2 be the first and the second projection of C
r × Σ, where we view Cr as
the total space of Ext1(D•w˜,OΣ)
†. It follows from the definition of the extension
group that there is a universal diagram
π∗2f
∗ΩX π
∗
2f
∗ΩXyV2
yπ∗2 (df∨)
0 −−−−→ π∗2O
A
Σ −−−−→ B˜
A −−−−→ π∗2ΩΣ(D)
A −−−−→ 0
(3.13)
such that its restriction to fibers of Cr × Σ over ξ ∈ Cr are the diagrams (3.3)
associated to ξ ∈ Ext1(D•w˜,OΣ)
†. By deformation theory of pointed curves, for
any smooth point p ∈ Σ the vector space B˜ ⊗ k(p) is canonically isomorphic to
the cotangent space T ∗pCS . By applying the construction of ξ
v ∈ T prew˜ R from
v ∈ Ext1(D•w˜,OΣ)
† to the family version, we can construct the family {F2,i} as
required. We will leave the details to the readers.
Now we show that we can successively construct Fs,i that satisfies the four
conditions above. Assume that for some s ≥ 2 we have constructed {Fs,i}
that satisfies the four conditions above. Let Wij be the neighborhood of Uij =
Ui ∩ Uj ⊂ Wi ∩ Wj so that (3.11) is well-defined. Then by the condition 3
above, Fs,ij ∈ IsH(Wij ,Cm). Let I = (i1, . . . , ir) be any length s mulptiple
index, namely, ij ≥ 0 and
∑
ij = s. As usual, we will denote by ∂
I the
symbol ∂i1/∂zi11 · · · ∂
ir/∂zirr and by z
I the term zi11 · · · z
ir
r . Then because of the
condition 3 above, ϕI,ij = ∂
IFs,ij |Uij is a holomorphic section of f
∗TX |Uij using
the standard isomorphism
TX |Vi ∼= TVi ∼= Vi × C
m,
and the collection [ϕI,ij ] defines a Ceˇch 1-cocycle of f
∗TX . We let {φI,i}, where
φI,i = ζi + aiηi, be the collection provided by Lemma 3.2. Using the standard
isomorphism TX |Vi ∼= Vi × C
m, we can view φI,i as a map Vi → Cm. We let
φ˜I,i :Wi → Cm be the standard extension of φI,i and let GI,i = π∗S(z
I)φ˜I,i.
Clearly, ∂IGI,i = φI,i. Now we let
Fs+1,i = Fs,i +
∑
ℓ(I)=s
GI,i.
It is direct to check that the collection {Fs+1,i} satisfies the condition 1-4 before.
Finally, by the estimate in Lemma 3.2, there is a neighborhood of Ui ⊂Wi, say
W 0i , such that lims Fs,i converges over W
0
i . Let F∞,i be its limit. Because
f(Ui) ⋐ Vi, there is a neighborhood W˜i of Ui ⊂ W 0i such that F∞,i(W˜i) ⊂
Vi ⊂ Cm. It follows that we can find a neighborhood S0 ⊂ S of 0 ∈ S such
that π−1S (S
0) ⊂ ∪W˜i. Finally, because F∞,i is analytic near Ui for i > l and
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is analytic in S direction using Wi ∼= Ui × S otherwise, the condition 3 implies
that the collection F∞,i|Wi∩π−1S (S0)
defines a map
FS : π
−1
S (S
0) −→ X.
Clearly, FS is holomorphic away from the union of W1, . . . ,Wl. Further, for
each i ≤ l if we let ξi be a holomorphic variable of Ui and let πUi and πS0 be
the first and the second projection of Wi ∩ π
−1
S (S
0) ∼= Ui × S0, then
∂
∂ξ¯i
FS |Wi∩π−1S (S0)
dξ¯i = π
∗
S0(ϕi)π
∗
Ui (γi)F
∗
S(vi)|Wi (3.14)
where ϕi is a holomorphic function over S
0. Finally, we let Z be the subset of
π−1S (S
0)×S · · · ×S π
−1
S (S
0) (k times)
consisting of (s;xn+1, . . . , xn+k) such that s ∈ S0 and that xn+1, . . . , xn+k are
distinct points in π−1S (s) that lie in F
−1
s (H). Note that if we choose U to be
small enough, then F−1s (H) has exactly k points. Let CZ be the family of (n+k)-
pointed curves over Z so that its domain is the pull back of CS via Z → S,
its first n-marked sections is the pull back of the n-marked sections of CS and
its last k-sections of the fiber of CZ over (s;xn+1, . . . , xn+k) is xn+1, . . . , xn+k.
Coupled with the pull back of FS , say FZ : CZ → X , we obtain a family of
stable (continuous) maps from (n + k)-pointed curves to X . Let η :Z → U be
the tautological map.
We claim that η(Z) ⊂ R. Indeed, let z ∈ Z be any point and let Cz be the
domain of z. It follows from our construction that Cz has l distinguished open
subsets, denoted by U1, . . . , Ul, such that fz = FZ |Cz is holomorphic away from
∪li=1Ui and ∂¯fz|Ui is a constant multiple of γi · f
∗
z (vi). Hence the value of the
section ΦU˜ : U˜ → EU˜ at η(z) is contained in the subspace V |η(z) ⊂ EU˜ |η(z).
This shows that η(z) ∈ R.
Proposition 3.5. The induced map η :Z → R is a local diffeomorphism near
those z ∈ R whose associated map fz :Cz → X are holomorphic.
Proof. This follows immediately from the proof of the basic Lemma in [LT2].
We will omit the details here.
By shrinking S0 if necesary, we can assume that η :Z → R is a local diffeo-
morphism. We can further assume that there is an open subset Z ′ ⊂ Z con-
taining w˜ such that η′ = η|Z′ :Z ′ → R is one-to-one and the image η(Z ′) ⊂ R
is invariant under GU˜ . η
′ :Z ′ → R is the analytic coordinate of w˜ ∈ R we want.
For convenience, we will view Z ′ as an open subset of R.
Proposition 3.6. Let V ′ be the restriction of W to Z ′ endowed with the holo-
morphic structure so that σ˜1|Z′ , . . . , σ˜l|Z′ is a holomorphic frame. Then φ′ ≡
φV |Z′ :Z ′ → V ′ is holomorphic.
Proof. This follows immediately from (3.14).
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Let φ′
−1
(0) be any point and let fz :Cz → X be the associated (analytic)
stable map with Dz the divisor of its first n-marked points. Then there is a
caonical exact sequence of vector spaces
Ext1(ΩCz(Dz),OCz ) −→ H
1(f∗z TX) −→ Ext
2(D•z ,OCz) −→ 0
induced by the short exact sequence of complexes
0 −→ [0→ ΩCz(Dz)] −→ [f
∗
zΩX → ΩCz(Dz)] −→ [f
∗
zΩX → 0] −→ 0.
Similarly, the differentil dφV (z) :TzR→Wz induces an exact sequence of vector
spaces
Ext1(D•z ,O
A
Cz)
! dφV (z)−→ W |z −→ Coker(dφV (z)) −→ 0.
Note that there are canonical homomorphisms Ext1(D•z ,O
A
Cz
)! → Ext1(D•z ,OCz)
and W |z → H
0,1
∂¯
(f∗z TX)
∼= H1(f∗z TX).
Lemma 3.7. There is a canonical isomorphism ξ (as shown below) that fits
into the diagram
Ext1(D•z ,OCz)
! dφV (z)−−−−→ W |z −−−−→ Coker(dφV (z)) −−−−→ 0y
y
yξ
Ext1(ΩCz(Dz),OCz) −−−−→ H
1(f∗z TX) −−−−→ Ext
2(D•z ,OCz) −−−−→ 0.
Proof. This is obvious and will be left to the readers.
4 The proof of the comparison theorem
In this section, we will prove that the algebraic and the symplectic construction
of GW-invariants yield identical invariants.
We will work with the category of algebraic schemes as well as the category
of analytic schemes. Specifically, we will use the words schemes, morphisms and
e`tale neighborhoods to mean the corresponding objects in algebraic category
and use the word analytic maps and open subsets to mean the corresponding
objects in analytic category. As before, the words analytic and holomorphic are
interchangable. Also, we will use OS to mean the sheaf of algebraic sections or
the sheaf of analytic sections depending on whether S is an algebraic scheme
or an analytic scheme. We will continue to use the complex dimension through
out this section.
We now clarify our usage of the notions of cycles and currents. Let W be
a scheme. We denote by Zalgk W the group of formal sums of finitely many
k-dimensional irreducible subvarieties of W with rational coefficients. We call
elements of Zalgk W k-cycles of W . Now let W be any stratified topological
space with stratification S. We say that a (complex) k-dimensional current C
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is stratifiable if there is a refinement of S, say S ′, such that there are finitely
many k-dimensional strata Si and rationals ai ∈ Q such that C =
∑
ai[Si] (All
currents in this paper are oriented). Here we assume that each stratum of S ′ was
given an orientation a priori and [Si] is the oriented current defined by Si. We
identify two currents if they define identical measures in the sense of rectifiable
currents. We denote the set of all stratifiable k-dimensional currents modulo
the equivalence relation by ZkW . Clearly, if W is a scheme then any k-cycle
has an associated current in ZkW , which defines a map Z
alg
k W → ZkW . In
the following, we will not distinguish a cycle from its associated current. Hence
for C ∈ Zalgk W we will view it as an element of ZkW . Note that if C ∈ ZkW
has zero boundary in the sense of current and C has compact support, then C
defines canonically an element in H2k(W,Q). Finally, if C =
∑
ai[Si] ∈ ZkW
and F ⊂ W is a stratifiable subset, we say that C intersects F transversally
if F intersects each Si transversally as stratified sets (See [GM] for topics on
stratifications). In such cases, we can define the intersection current C ∩ F if
the orientation of the intersection can be defined according to the geometry of
W and F .
We begin with a quick review of the algebraic construction of GW-invariants.
Let X be any smooth projective variety and let A ∈ H2(X,Z) and g, n ∈ Z as
before be fixed once and for all. We let Mg,n(X,A) be the moduli scheme of
stable morphisms defined before. Mg,n(X,A) is projective. The GW-invariants
of X is defined using the virtual moduli cycle
[Mg,n(X,A)]
vir ∈ A∗Mg,n(X,A).
To review such a construction, a few words on the obstruction theory of deforma-
tions of morphisms are in order. Let w ∈Mg,n(X,A) be any point associated to
the stable morphism X . Let (B, I,XB/I) be any collection where B is an Artin
ring, I ⊂ B is an ideal annihilated by the maximal ideal mB of B and XB/I is
a flat family of stable morphisms over SpecB/I whose restriction to the closed
fiber of XB/I is isomorphic to X . An obstruction theory to deformation of X
consists of a C-vector space V , called the obstruction space, and an assignment
that assigns any data (B, I,XB/I) as before to an obstruction class
Ob(B,B/I,XB/I) ∈ I ⊗C V
to extending XB/I to SpecB. Here by an obstruction class, we mean that its
vanishing is the necessary and sufficient condition for XB/I to be extendable
to a family over SpecB. We also require that such an assignment satisfies
the obvious base change property (For reference on obstruction theory please
consult [Ob]). In case X is the map f :C → X with D ⊂ C the divisor of its n
marked points, the space of the first order deformations of X is parameterized by
Ext1(D•X ,OC), where D
•
X = [f
∗ΩX → ΩC(D)] is the complex as before, and the
standard obstruction theory to deformation of X takes values in Ext2(D•X ,OC).
An example of obstruction theories is the following. Let R be the ring of
formal power series in m variables and let mR ⊂ R be its maximal ideal. Let
F be a vector space and let f ∈ mR ⊗C F . We let (f) ⊂ R be the ideal
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generated by components of f . Then there is a standard obstruction theory to
deformations of 0 in SpecR/(f) taking values in V , where V is the cokernel
of df : (mR/m
2
R)
∨ → F , defined as follows. Let I ⊂ B be an ideal of an
Artin ring as before and let ϕ0 : SpecB/I → SpecR/(f) be any morphism.
To extend ϕ0 to SpecB, we first pick a homomorphism σ :R → B extending
the induced R → B/I, and hence a morphism ϕpre : SpecB → SpecR. The
image σ(f) ∈ B ⊗ F is in I ⊗ F , and is the obstruction to ϕpre factor through
SpecR/(f) ⊂ SpecR. Let Ob(B,B/I, ϕ0) be the image of σ(f) in I ⊗ V via
F → V . It is direct to check that Ob(B,B/I, ϕ0) = 0 if and only if there is an
extension ϕ :SpecB → SpecR/(f) of ϕ0. This assignment
(B,B/I, ϕ0) 7→ Ob(B,B/I, ϕ0) ∈ I ⊗ V (4.1)
is the induced obstruction theory of SpecR/(f).
Definition 4.1. A Kuranishi family of the standard obstruction theory of X
consists of a vector space F , a ring of formal power series R with mR its maximal
ideal, an f ∈ mR ⊗ F , a family XR/(f) of stable morphisms over SpecR/(f)
whose closed fiber over 0 ∈ SpecR/(f) is isomorphic to X and an exact sequence
0 −→ Ext1(D•X ,OC)
α
−→ (mR/m
2
R)
∨ df−→F −→ Ext2(D•X ,OC) −→ 0 (4.2)
of which the following holds: First, the composite
Ext1(D•X ,OC)
α
−→ ker(df) ≡ T0 SpecR/(f)−→ Ext
1(D•X ,OC),
where the second arrow is the Kodaira-Spencer map of the family XR/(f), is the
identity homomorphism; Secondly, let I ⊂ B and ϕ0 : SpecB/I → SpecR/(f)
be as before and let
Ob(B,B/I, ϕ∗0XR/(f)) ∈ I ⊗ Ext
2(D•X ,OC)
be the obstruction to extending ϕ∗0XB/I to SpecB. Then it is identical to
Ob(B,B/I, ϕ0) under the isomorphism
Coker(df) ∼= Ext2(D•X ,OC),
where Ob(B,B/I, ϕ0) is the obstruction class in (4.1).
We now sketch how the virtual moduli cycle [Mg,n(X,A)]
vir was constructed.
Similar to the situation of the moduli of stable smooth maps, we need to treat
Mg,n(X,A) either as a Q-scheme or as a Deligne-Mumford stack. The key in-
gredient here is the notion of atlas, which is a collection of charts ofMg,n(X,A).
A chart of Mg,n(X,A) is a tuple (S,G,XS), where G is a finite group, S is a
G-scheme (with effective G-action) and XS is a G-equivariant family of stable
morphisms so that the tautological morphism ι : S/G → Mg,n(X,A) induced
by the family XS is an e´tale neighborhood. For details of such an notion,
please consult [DM, Vi, LT1]. We now let f :C → X be the representative of
XS with D ⊂ C the divisor of the n-marked sections of XS . Let π : C → S
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be the projection. We consider the relative extension sheaves Ext iπ(D
•
XS
,OC),
where D•XS = [f
∗ΩX → ΩC/S(D)] as before. For short, we denote the sheaves
Ext iπ(D
•
XS
,OC) by T iS . Because they vanish for i = 0 and i > 2, for any w ∈ S,
the Zariski-tangent space TwS is T 1S ⊗OS k(w) and the obstruction space to
deformations of w in S is Vw = T 2S ⊗OS k(w). Now we choose a complex of
locally free sheaves of OS-modules E• = [E1 → E2] so that it fits into the exact
sequence
0 −→ T 1S −→ E1 −→ E2 −→ T
2
S −→ 0. (4.3)
We let Fi(w) = Ei⊗OS k(w). Then we have the exact sequence of vector spaces
0 −→ TwS −→ F1(w) −→ F2(w) −→ Vw −→ 0. (4.4)
We letKw ∈ R(w) be a Kuranishi map of the obstruction theory to deformations
of w, where R(w) = lim←−⊕
N
k=0Sym
k(F1(w)
∨), so that (4.4) is part of the data of
the Kuranishi family specified in Definition 4.1. Let (Kw) ⊂ R(w) be the ideal
generated by the components of Kw and let SpecRw/(Kw) ⊂ SpecRw be the
corresponding subscheme. It follows that SpecRw/(Kw) is isomorphic to the
formal completion of S along w, denoted wˆ. We let Nw be the normal cone to
SpecRw/(Kw) in SpecRw. Then Nw is canonically a subcone of F2(w) × wˆ.
Here, by abuse of notation we will use F2(w) to denote the total space of the
vector space F2(w). Note that Nw is the infinitesimal normal cone to S in its
obstruction theory at w. To obtain a global cone over S, we need the following
existence and uniqueness theorem, which is the main result of [LT1].
In this paper, we will call a vector bundle E the associated vector bundle
of a locally free sheaf E if O(E) ∼= E . For notational simplicity, we will not
distinguish a vector bundle from the total space (scheme) of this vector bundle.
Theorem 4.2 ([LT1]). Let E be the associated vector bundle of E2. Then there
is a cone scheme NS ⊂ E such that for each w ∈ S there is an isomorphism
F2(w) × wˆ ∼= E ×S wˆ (4.5)
of cones over wˆ extending the canonical isomorphism F2(w) ∼= E×Sw such that
under the above isomorphism Nw is isomorphic to NS ×S wˆ. In particular, the
cycle defined by the scheme NS is uniquely characterized by this condition.
In the previous discussion, if we replace F1(w) and F2(w) by TwS and Vw
respectively, we obtain a Kuranishi map and correspondingly a cone scheme in
Vw × wˆ, denoted by N0w.
Theorem 4.3 ([LT1]). Let the notation be as before. Then there is a vector
bundle homomorphism r :E ×S wˆ→ Vw × wˆ extending the canonical homomor-
phism E|w → Vw induced by (4.4) such that
N0w ×Vw×wˆ E ×S wˆ = NS ×S wˆ.
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To construct the virtual cycle [Mg,n(X,A)]
vir, we need to find a global com-
plex over Mg,n(X,A) analogous to E•. For the purpose of comparing with the
analytic construction of the virtual cycles, we will use atlas of analytic charts.
We let {(Ri,Wi, φi)}i∈Λ be the good atlas of the smooth approximation of
[Φ:B→ E] chosen in section 2. Then the collection Zi = φ
−1
i (0) with the tauto-
logical family of stable analytic maps (with the last k-marked points discarded)
form an atlas of the underlying analytic scheme of Mg,n(X,A) ∼= Φ−1(0). Since
we are only interested in constructing and working with cone cycles in Q-bundles
(known as V-bundles) over Mg,n(X,A), there is no loss of generality that we
work with Mg,n(X,A) with the reduced scheme structure. Hence, for simplicity
we will endow Zi = φ
−1
i (0) with the reduced analytic scheme structure. We
let Xi be the tautological family of the n-pointed stable analytic maps over Zi
that is derived by discarding the last k marked points of the restriction to Zi
of the tautological family over U˜i. We let Gi be the finite group associated to
the chart (Ri,Wi, φi), and let Xi be represented by fi :Ci → X with Di ⊂ Ci
be the divisor of the n-marked sections of Ci and let πi :Ci → Zi be the pro-
jection. In [LT1], to each i, we have constructed a Gi-equivariant complex of
locally free sheaves of OZi -modules E
•
i = [Ei,1 → Ei,2] such that Ext
•
πi(D
•
Xi
,OCi)
is the sheaf cohomology of E•i . It follows from the algebraic and the analytic
constructions of charts that each (Zi,Xi) can be realized as an analytic open
subset of an algebraic chart, say (S,G,XS), and the complex E
•
i is the restric-
tion to this open subset of an algebraic complex E•, as in (4.4). Therefore we
can apply Theorem 4.2 to obtain a unique analytic cone cycle Malgi ∈ Z∗Ei,
where Ei is the associated vector bundle of Ei,2. Let ιi :Zi/Gi → Mg,n(X,A)
be the tautological map induced by the family Xi. One property that follows
from the construction of the complexes E•i which we did not mention is that
to each i, the cone bundle Ei/Gi over Zi/Gi descends to a cone bundle over
ιi(Zi/Gi), denoted by E˜i, and {E˜i}i∈Λ patch together to form a global cone
bundle over Mg,n(X,A), denoted by E˜. Further, by the uniqueness of the cone
cycles Malgi ∈ Z∗Ei in Theorem 3.2 and 3.3, to each i the cone cycle M
alg
i /Gi
in Ei/Gi descends to a cone cycleM
alg
i ∈ Z∗E˜i, and {M
alg
i }i∈Λ patch together
to form a cone cycle in Z∗E˜, denoted by Malg. It follows from [LT1] that E˜ is
an algebraic cone over Mg,n(X,A) andM
alg is an algebraic cone cycle in E˜. In
the end, we let ηE :Mg,n(X,A)→ E˜ be the zero section and let
η∗E :{algebraic cycles in Z∗E˜} −→ H∗(Mg,n(X,A);Q)
be the Gysin homomorphism. Then the virtual moduli cycle is
[Mg,n(X,A)]
vir = η∗E [M
alg] ∈ A∗Mg,n(X,A).
There is an analogous way to construct the GW -invariants of algebraic vari-
eties using analytic method. We continue to use the notion developed in section
1. Let (R,W, φ) be a smooth approximation of [Φ : B → E] constructed in
Lemma 2.7. Then we can construct a cone current in the total space of W
as follows. Let Γtφ be the graph of tφ in W and let N0/φ be the limit current
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limt→∞ Γtφ, when it exists. Clearly, if such a limit does exist, then it is contained
in W |φ−1(0). In general, though φ is smooth there is no guarantee that such a
limit will exist. However, if the approximation is analytic, then we will show
that such limit does exist as an stratifiable current. Indeed, assume (R,W, φ)
is an analytic smooth approximation. Since the existence of limΓtφ is a local
problem, we can assume that there is a holomorphic basis of W , say e1, . . . , er.
Then φ can be expressed in terms of r holomorphic functions φ1, . . . , φr. Now
let C be the complex line with complex variable t, let wi be the dual of ei and
let Θ ⊂W ×C be the analytic subscheme defined by the vanishing of twi − φi,
i = 1, . . . , r. We let Θ0 be the smallest closed analytic subscheme of Θ that
contains Θ ∩ (W ×C∗), where C∗ = C− {0}. By the Weierstrass preparation
theorem, such Θ0 does exist. Then we define N0/φ to be the associated cycle of
the intersection of the scheme Θ0 withW×{0}. By [Fu], N0/φ is the limit of Γtφ.
Obviously, N0/φ is stratifiable. This shows that for any analytic approximation
(R,W, φ) the limit limΓtφ does exist.
We now state a simple lemma which implies that if (R′,W ′, φ′) is a smooth
approximation that is finer than the analytic approximation (R,W, φ), then
limΓtφ exists as well. We begin with the following situation. Let V be a smooth
oriented vector bundle over a smooth oriented manifold M and let ϕ :M → V
be a smooth section. Let V ′ ⊂ V be a smooth submanifold such that for any
x ∈ ϕ−1(0) we have Im(dϕ(x)) + V ′x = Vx. Then M0 = ϕ
−1(V ′) is a smooth
submanifold ofM near ϕ−1(0). Let V0 be the restriction of V
′ toM0 and let ϕ0 :
M0 → V0 be the induced section. We next let N ⊂ TM |ϕ−1(0) be a subbundle
complement to TM0|ϕ−1(0) in TM |ϕ−1(0). Then the union of dϕ(x)(Nx) for all
x ∈ ϕ−1(0) forms a subbundle of V |ϕ−1(0). We denote this bundle by dϕ(N).
Since V |ϕ−1(0) ≡ V0|ϕ−1(0) ⊕ dϕ(N), there is a unique projection P :V |ϕ−1(0) →
V0|ϕ−1(0) such that whose kernel is dϕ(N) and the composite of the inclusion
V0|ϕ−1(0) → V |ϕ−1(0) with P is the identity map.
Lemma 4.4. Let the notation be as before and let l = dimM and l0 = dimM0.
Then limΓtϕ exists as an l-dimensional current in V |ϕ−1(0) if and only if lim Γtϕ0
exists as an l0-dimensional oriented current in V0|ϕ−1(0). Further, if they do ex-
ist then
limΓtϕ = P
∗(limΓtϕ0).
Hence limΓtφ is stratifiable if limΓtφ0 is stratifiable.
Proof. This is obvious and will be left to the readers.
Now let {(Rα,Wα, φα)}α∈Ξ be a collection of analytic smooth approxima-
tions of [Φ :B → E] such that the images of Zα = φ−1α (0) (in Φ
−1(0)) covers
Φ−1(0). It follows that we can choose a good atlas {(Ri,Wi, φi)}k∈Λ constructed
in Lemma 2.7 so that all approximations in Λ are finer than approximations in
Ξ. Now let i ∈ Λ and let x ∈ Zi = φ
−1
i (0) ⊂ Ri be any point. Because charts
in Ξ cover Φ−1(0), there is an α ∈ Ξ such that the image of Rα in B contains
the image of x in B. Then because (Ri,Wi, φi) is finer than (Rα,Wα, φα), by
definition, there is a locally closed submanifold Ri,α ⊂ Ri, a local diffeomor-
phism fαi :Ri,α → Rα and a vector bundle inclusion (f
α
i )
∗Wα ⊂ Wi|Ri,α such
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that (fαi )
∗(φα) = φi, as in (2.4). This is exactly the situation studied in Lemma
4.4. Hence limΓtφi exists near fibers ofW over x. Because {Zα} covers Φ
−1(0),
limΓtφi exists and is a pure dimensional stratifiable current of dimension dimRi.
We denote this current by N0/φi .
Now it is clear how to construct the GW-invariants of algebraic varieties
using these analytically constructed cones. By the property of good coverings,
for j ≤ i ∈ Λ the approximation (Ri,Wi, φi) is finer than (Rj ,Wj , φj). We let
Zi = φ
−1
i (0) be as before and let Zi,j = Zi∩Ri,j ⊂ Zi, where Ri,j is defined be-
fore (2.4). Let ρji :Zi,j → Zj be the restriction of f
j
i to Zi,j . Note that Zi,j is an
open subset of Zi and ρ
j
i :Zi,j → ρ
j
i (Zi,j) is a covering. Let Fi be the restriction
ofWi to Zi and let pi :Fi → Zi be the projection. Hence, (ρ
j
i )
∗(Fj) is canonically
a subvector bundle of Fi|Zi,j . By Lemma 4.4, (ρ
j
i )
∗(Fj) intersects transversally
with N0/φi ∩ p
−1
i (Zi,j) and as currents, N0/φi ∩ (ρ
j
i )
∗(Fj) = (p
j
i )
∗(N0/φj ).
For convenience, in the following we will call the collection {Fi} with transi-
tion functions f ji a semi-Q-bundle and denote it by F , and will denote {N0/φi}
by N an. As in section two, we call a collection s = {si}i∈Λ of smooth sec-
tions si : Zi → Fi a global section of F if for j ≤ i ∈ Λ the restriction
si|Zi,j :Zi,j → Fi|Zi,j coincides with the pull back section (ρ
j
i )
∗sj :Zi,j → (ρ
j
i )
∗Fj
under the canonical inclusion (ρji )
∗Fj ⊂ Fi|Zi,j . We say that the section s is
transversal to N an if for each i ∈ Λ, the graph of the section si is transversal to
N0/φi in Fi.
Obviously, if s is a global section of F that is transversal to N an, then
following the argument after Lemma 2.10, currents
1
mi
ι′i∗πi∗(N0/φi ∩ Γsi), i ∈ Λ,
where ι′i : Zi → B is the restriction of ιi : Ri → B to Zi ⊂ Ri and mi is the
number of sheets of the branched covering ι′i :Zi → ι
′
i(Zi), patch together to form
an oriented current in B without boundary. We denote this current by s∗(N an).
It has pure dimension rexp since the currents N0/φi has dimension dimRi =
rankFi + rexp. Hence it defines a homology class [s
∗(N an)] in H2rexp(B;Q).
Proposition 4.5. [s∗(N an)] is the Euler class e[Φ : B → E] constructed in
section one.
Proof. Recall that the class e[Φ :B → E] was constructed by first selecting a
collection of perturbations hi(s) : Ri → Wi of φi parameterized by s ∈ [0, 1]
satisfying certain property and then form the current that is the patch together
of the currents 1mi ιk∗(Γhi(1)∩Γ0), where Γhi(1) and Γ0 are the graph of hi(1) and
0:Ri → Wi. Alternatively, we can perturb the 0-section instead of {φi} to obtain
the same cycle. Namely, we let h′i(s) :Ri →Wi be a collection of perturbations
of the zero section 0 :Ri → Wi, such that it satisfies the obvious compatibility
and properness property similar to that of hi(s) in section two. Moreover, we
require that the graph Γh′
i
(1) is transversal to N0/φi and transversal to the graph
Γtφi for sufficiently large t. Of course such perturbations do exist following the
proof of Proposition 2.12. Let Ct be the current in B that is the result of
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patching together the currents 1mi ιi∗pi∗(Γh
′
i
(1)∩Γtφi), where pi is the projection
Wi → Ri. Clearly, for t≫ 0, we have ∂Ct = 0 and Supp(Ct) is compact. Hence
Ct defines a homology class in H2rexp(B;Q), denoted by [Ct]. It follows from
the uniqueness argument in the end of section two that for sufficiently large t,
the homology class [Ct] in H2rexp(B;Q) is exactly the Euler class. On the other
hand, we let C∞ be the current in B that is the patch together of the currents
1
mi
ιi∗pi∗(Γh′
i
(1) ∩N0/φ0). Because N0/φi is the limit of Γtφi , and because Γh′i(1)
intersects transversally with Γtφi for t≫ 0 and with N0/φi , the union⋃
t∈[0,ǫ]
{t} × C1/t ⊂ [0, ǫ]×B,
where 1≫ ǫ > 0, is a current whose boundary is C1/ǫ − C∞. This implies that
[C∞] = [Ct] ∈ H2rexp(B;Q) for t≫ 0.
Further, because the currents N0/φi are contained in Fi = Wi|Zi , pi∗(N0/φi ∩
Γh′i(1)) as current is identical to πi∗(N0/φi ∩ Γri), where ri : Zi → Fi is the
restriction of h′i(1) to Zi. Hence C∞ = r
∗(N an) with r = {ri}. Finally, it is
direct to check that the homology classes [s∗(N an)] do not depend on the choices
of the sections s of F = {Fi} so long as they satisfy the obvious transversality
conditions. Therefore,
[s∗(N an)] = [r∗(N an)] = [C1/ǫ] = e[Φ : B→ E].
This proves the Proposition.
In the end, we will compare the algebraic normal cones with the analytic
normal cones to demonstrate that the algebraic and analytic construction of the
GW-invariants give rise to the identical invariants.
Here is our strategy. Taking the good atlas {(Zi,Xi)}i∈Λ of Mg,n(X,A) as
before, we have two collections of semi-Q-vector bundles, namely E = {Ei}
and F = {Fi}, and two collections of cone currents Malg = {M
alg
i } and
N an = {N0/φi} such that [η
∗
E(M
alg)] and [η∗F (N
an)] are the algebraic and the
symplectic virtual moduli cycles ofMg,n(X,A) respectively. Here ηE and ηF are
generic sections of E and F respectively. To compare these two classes, we will
form a new semi-Q-vector bundle V = {Vi}, where Vi = Ei ⊕ Fi, and construct
a stratifiable cone current P in V such that the cycle P intersect E ⊂ V and
F ⊂ V transversally and the intersection P ∩ E and P ∩ F are Malg and N an
respectively. Therefore, if we let ηV be a generic section of V , then
[η∗E(M
alg)] = [η∗V (P)] = [η
∗
F (N
an)] ∈ H∗(Mg,n(X,A);Q).
This will prove the Comparison Theorem.
We now provide the details of this argument. We begin with any index
i ∈ Λ and an open subset S ⊂ Zi. Let f :C → X be the restriction to S of the
tautological family Xi of stable maps over Zi, with D ⊂ C the divisor of its n-
marked sections and π :C → S the projection. Note that f is the restriction of a
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family of stable morphisms over a scheme to an analytic open subset of the base
scheme. Following the construction in [LT1, section 3], after fixing a sufficiently
ample line bundle over X , we canonically construct a locally free sheaf of OC -
modules K so that f∗ΩX is canonically a quotient sheaf of K. Let L be the
kernel of K → f∗ΩX . Then the restriction to S of the sheaf Ei,1 (resp. Ei,2)
mentioned before is the the relative extension sheaf Ext1π([K → ΩC/S(D)],OC)
(resp. Rπ∗(L∨)). We denote them by ES,1 and ES,2 respectively. As usual, we
let ES,1 and ES,2 be the associated vector bundle of ES,1 and ES,2 respectively.
Following the notation in [LT1], the tangent-obstruction complex [T 1S → T
2
S ] of
Xi|S is
[
Ext1π([f
∗ΩX → ΩC/S(D)],OC)
×0
−−→ Ext2π([f
∗ΩX → ΩC/S(D)],OC)
]
,
and that there is a canonical homomorphism ǫ : ES,1 −→ ES,2 so that the kernel
and the cokernel of ǫ are T 1S and T
2
S respectively. The homomorphism ǫ is the
middle arrow in the sequence (4.3).
We now assume that there is an analytic approximation α ∈ Ξ so that
(Ri,Wi, φi) is finer than α and ιi(S) ⊂ B is contained in ια(Zα). Let ρα :Zi →
Zα be induced by f
α
i :Ri,α → Rα (see (2.4)). Let FS,α be the vector bundle over
Zi that is the pull back of Fα. Note that FS,α is a smooth vector bundle. Let
GS,α,2 = ES,2 ⊕ FS,α. In the following, we will construct a holomorphic vector
bundle GS,α,1 and a possibly degenerate vector bundle homomorphism β and
non-degenerate vector bundle inclusions τα,j as shown below so that
ES,1
ǫ
−−−−→ ES,2yτα,1
yτα,2
GS,α,1
β
−−−−→ GS,α,2
(4.6)
is commutative. Let w be any point in S. We denote by Cw the fiber of C over
w and let fw (resp. Kw, resp. Lw) be the restriction of the respective objects to
Cw. As before, for any locally free sheaf of OCw -modules W that is locally free
away from the nodal points of Cw, we denote by WA the sheaf whose stalk at
nodal points z of Cw are Wz and its stalks at smooth points z of Cw are germs
of smooth sections of the associated vector bundle of W at z. We let GS,α,1|w
be the vector space of the equivalence classes of commutative diagrams
Kw −−−−→ f∗wΩXyh
ydf∨w
0 −−−−→ OACw −−−−→ B
A
w −−−−→ ΩCw(Dw)
A −−−−→ 0
(4.7)
such that the lower exact sequences are induced by the exact sequences of
sheaves of OCw -modules
0 −−−−→ OCw −−−−→ Bw −−−−→ ΩCw(Dw) −−−−→ 0
38
and that h satisfies the following two requirements. First, let c :Lw → BAw be
the composite of Lw → Kw with h. Since Lw is the kernel of Kw → f∗wΩX ,
c automatically lifts to hE : Lw → OACw . The first requirement is that hE is
holomorphic. Secondly, since both Kw and Lw are sheaves of OCw -modules and
since h is analytic near nodal points of Cw, ∂¯h is a (0, 1)-form with compact
support 3 taking values in the associated vector bundle of K∨w⊗OCw Bw. Because
of the first requirement, it factors through a section hF of Ω
0,1
cpt(f
∗
wTX). We
require that hF is an element in ρ
∗
αWα|w. Using Lemma 3.2 and Corollary
3.3 and the fact that K∨ is sufficiently ample which was the precondition on
our choice of K, it is direct to check that the collection {GS,α,1|w | w ∈ S}
forms a smooth vector bundle, denoted GS,α,1, and the correspondence that
sends (4.7) to hE−hF form a possibly degenerate vector bundle homomorphism
β :GS,α,1 → GS,α,2.
We next define the homomorphisms τα,j . The homomorphism τα,2 :ES,2 →
GS,α,2 is the obvious homomorphism based on the definition GS,α,2 = ES,2 ⊕
FS,α. For τα,1, we recall that for any w ∈ S the vector space ES,1|w is the
set of equivalence classes of the diagrams (4.7) of which the h are holomorphic.
Namely, h are induced by homomorphisms f∗wΩX → B. Hence ES,1 is canoni-
cally a subbundle of GS,α,1. This shows that both τα,1 and τα,2 are inclusions
of vector bundles. Finally, let ξ ∈ ES,1|w be any element associated to the dia-
gram (4.7), then ǫ(ξ) is the section of L∨w that is the lift of Lw → Kw
h
−→ Bw to
Lw → OCw . It follows that the square of (4.6) is commutative. We now show
that Coker(τα,1) = Coker(τα,2). It suffices to show that the sequence
0 −−−−→ ES,1
τα,1
−−−−→ GS,α,1
c
−−−−→ FS,α −−−−→ 0, (4.8)
where c is the composite of β with GS,α,2 → FS,α, is an exact sequence. But
this follows directly from the definition of GS,α,1 and Lemma 3.2 and Corollary
3.3. This proves that Coker(τα,1) = Coker(τα,2), and consequently
Coker(β|w) = Coker(ǫ|w) = T
2
S |w (4.9)
for any w ∈ S.
In the following, we will construct the cone current QS,α ∈ Z∗VS,α,2. We
first pick a subbundle Hα ⊂ GS,α,2 such that Hα → GS,α,2 → Coker(τα,1) is an
isomorphism. We let Pα :GS,α,2 → ES,2 be the projection so that ker(Pα) =
β(Hα) and Pα ◦ τα,2 = 1ES,2 . We then take QS,α to be the flat pull back
current P ∗α(M
alg
i ) ∈ Z∗GS,α,2. It follows that QS,α intersects the subbundle
ES,2 ⊂ GS,α,2 transversally and the intersection QS,α ∩ ES,2 is exactly M
alg
S =
Malgi |S . In the following, we will demonstrate that QS,α intersects the subbundle
FS,α ⊂ GS,α,2 transversally as well and that the intersection QS,α ∩ FS,α is the
current ρ∗α(N
an
α ) ∈ Z∗FS,α. Let w ∈ S (⊂ Zi) be any point. Since Tw′Rα,
where w′ = ρα(w), is the vector space Ext
1(D•w,O
A
Cw
)†, there is a canonical
injective homomorphism σw :Tw′Rα → GS,α,1|w of vector spaces that send the
3By which we mean that ∂¯h vanishes in a neighborhood of the nodal points of Cw.
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diagram (3.3) to (4.7) with Kw → BAw the composite of K|w → f
∗
wΩX with
the v2 in (3.3). It is easy to see that the collection {σw}w∈S forms a smooth
non-degenerate vector bundle homomorphism σ :ρ∗α(TRα) → GS,α,1. If follows
from the description of
ρ∗α(dφα) : ρ
∗
α(TRα) −→ FS,α
that the diagram of vector bundle homomorphisms
GS,α,1
β
−−−−→ GS,α,2x
x
ρ∗α(TRα)
ρ∗α(dφα)−−−−−→ FS,α
(4.10)
is commutative, where the second vertical arrow is the obvious inclusion.
To compare QS,α with ρ
∗
α(N
an
α ), we need the following two lemmas.
Lemma 4.6. Let w ∈ S be any point and let w′ = ρα(w). Let d2 :GS,α,2|w →
T 2S |w be the homomorphism induced by (4.9) and let FS,α|w → T
2
S |w be the
canonical homomorphism given in Lemma 3.7. Then the following squares are
commutative:
FS,α|w
⊂
−−−−→ GS,α,2|w
τα,2
←−−−− ES,2
d3
y d2
y d1
y
T 2S |w T
2
S |w T
2
S |w
(4.11)
Lemma 4.7. For any point w ∈ Zα, the germ of φα : Rα → Wα at w is a
Kuranishi map of the standard obstruction theory of the deformation of stable
morphisms associated to the exact sequence
0 −→ T 1α |w −→ TwRα −→ Fα|w −→ T
2
α |w −→ 0.
Proof. We first prove Lemma 4.6. Since GS,α,2 ≡ ES,2⊕FS,α, d1 and d3 induces
a homomorphism GS,α,2|w → T 2S |w. To prove the lemma, it suffices to show
that d2 = d1 ⊕ d3. To accomplish this, we only need to show that for any
ξ ∈ GS,α,1|w with ξE and −ξF its two components of β(ξ) according to the
direct sum decomposition GS,α,2|w = ES,2|w ⊕ FS,α|w, then d1(ξE) = d3(ξF ).
To prove this, we first pick an h0 :f
∗
wΩX → B
A
w such that
f∗wΩX f
∗
wΩXyh0 ydf∨w
BAw −−−−→ ΩCw(Dw)
A
(4.12)
is commutative. Let h′0 be the composite of Kw → f
∗
wΩX with h0. Then h
′−h0
factor through OACw → B
A
w , say h˜ : Kw → O
A
Cw
. Clearly, h˜ composed with
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Lw → Kw is the section ξE ∈ H0(L∨w). On the other hand, the lift of ∂¯h˜ to
Ω0,1cpt(f
∗
wTX) is ξF −(∂¯h0)
lift. By the definition of the connecting homomorphism
δ :H0(L∨w)→ H
1(f∗wΩ
∨
X),
δ(ξE) = the image of (ξF − (∂¯h0)
lift) in H0,1
∂¯
(f∗wTX)
∼= H1(f∗wΩ
∨
X).
However, the image of (∂¯h0)
lift is contained in the image of the connecting
homomorphism
Ext1(ΩCw(Dw),OCw) −→ Ext
2([f∗wΩX → 0],OCw) ≡ H
1(f∗wΩ
∨
X).
Hence d1(ξE) = d3(ξF ). This proves Lemma 4.6.
Proof. We now prove Lemma 4.7. Let I ⊂ B be an ideal of an Artin ring
annihilated by the maximal ideal mB and let ϕ :SpecB/I → Rα be a morphism
that sends the closed point of SpecB/I to w and such that ϕ∗(φα) = 0. By
the description of the tautological family Xα over Rα, the pull back ϕ∗(Xα)
forms an algebraic family of stable morphisms over SpecB/I. We continue to
use the open covering of the domain Xα used before. Since Rα is smooth, we
can extend ϕ to ϕ˜ : SpecB → Rα. Let CB over SpecB be the domain of the
pull back of the domain of Xα via ϕ˜ and let CB/I be the domain of CB over
SpecB/I. We let {Ui} (resp. {U˜i}) be the induced open covering of CB/I (resp.
CB) and let fi :Ui → X be the restriction to Ui of the pull back of the stable
maps in Xα. Because ϕ∗(φα) = 0, fi are holomorphic. Hence they define a
morphism f : CB/I → X . Now we describe the obstruction to extending f to
SpecB. Let C0 be the closed fiber of CB and let f0 :C0 → X be the restriction
of f . For each i, we pick a holomorphic extension f˜i : U˜i → X of fi. Then over
U˜ij = U˜i ∩ U˜j , f˜j − f˜i is canonically an element in Γ(f∗0 TX |Ui∩Uj )⊗ I, denoted
by fij . Further, the collection {fij} is a cocycle and hence defines an element
[fij ] ∈ H
1(f∗0 TX)⊗ I. The obstruction to extending f to SpecB is the image of
[fij ] in Ext
2(D•w,OC0)⊗I under the homomorphism in the statement in Lemma
3.7 with z replaced by w. We denote the image by obalg.
The obstruction to extending ϕ to ϕ˜ : SpecB → Rα so that ϕ˜∗(φα) = 0
can be constructed as follows. Let gi : U˜i → X be the pull back of the maps
in Xα. Note that gi are well defined since maps in Xα depend analytically on
the base manifold Rα. By the construction of Rα, for each i > l the map gi is
holomorphic. For i < l, we have canonical biholomorphism U˜i ∼= SpecB× (Ui ∩
C0). Because ϕ
∗(φα) ≡ 0, if we let ξi be a holomorphic variable of Ui ∩ C0,
then ∂
∂ξ¯i
gi · dξ¯i, denoted in short ∂¯gi, vanishes over Ui ⊂ U˜i. Hence ∂¯h is
a section of Γ(Ω0,1cpt(f
∗
0TX)|Ui∩C0) ⊗ I. Clearly they patch together to form a
global section γ of Ω0,1cpt(f
∗
0TX)⊗I. The element γ can be also defined as follows.
Let ϕ˜∗ :ORα → B be the induced homomorphism on rings. Then since the image
of ϕ˜∗α(φα) ∈ B ⊗ORαORα(Wα) in B/I ⊗ORαORα(Wα) vanishes, it induces an
element γ′ ∈ I ⊗Wα|w. By our construction of Rα and φα, γ coincides with γ′
under the inclusion Wα|w ⊂ ΓC0(Ω
0,1
cpt(f
∗
0TX)). Let ob
an be the image of γ in
the cokernel of dφα(w) :TwRα → Wα|w. By definition, ob
an is the obstruction
to extending ϕ to ϕ˜ :SpecB → {φα = 0}.
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To finish the proof of the lemma, we need to show that abalg = oban under
the isomorphism
Coker{dφα(w)} ∼= Ext
1(D•w,OC0)
given in Lemma 3.7. For this, it suffices to show that the Dolbeault cohomology
class of γ, denoted [γ] ∈ H0,1
∂¯
(f∗0TX) ⊗ I, coincides with the Ceˇch cohomology
class [fij ] ∈ H
1(f∗0 TX) ⊗ I under the canonical isomorphism H
0,1
∂¯
(f∗0TX)
∼=
H1(f∗0 TX). But this is obvious since ϕi = f˜i − gi is in ΓUi∩C0(Ω
0
cpt(f
∗
0TX))⊗ I
such that ϕj − ϕi = fij and ∂¯ϕi = −∂¯gi. Hence, [fij ] = [γ] under the given
isomorphism. This proves the lemma.
Now we come back to QS,α ∈ Z∗GS,α,2. Let w ∈ S be any point, let wˆ be
the formal completion of S along w, let Vw be the total space of T 2S |w and let
N0w ⊂ Vw × wˆ be the the cone in Theorem 4.3. We let M
alg
S , N
an
S,α = ρ
∗
α(N
an
i )
and QS,α be the cone currents in ES,2, FS,α and GS,α,2 respectively as before.
Note that they are supported on union of closed subsets each diffeomorphic to
analytic variety. By Theorem 4.2, we have vector bundle homomorphisms
e1 : ES,2 ×S wˆ −→ Vw × wˆe3 : FS,α ×S wˆ −→ Vw × wˆ
extending ES,2|w → T 2S |w and FS,α|w → T
2
S |w such that e
∗
1(N
0
w) and e
∗
3(N
0
w)
are the restrictions of MalgS and N
an
S,2 to fibers over wˆ in S respectively. Let
e2 : GS,α,2 ×S wˆ → Vw × wˆ be induced by Pα : GS,α,2 → ES,2 and e1. Then
e∗2(N
0
w) is the restriction of QS,α to GS,α,2 ×S wˆ. Because the squares in (4.11)
are commutative,
e2 :FS,α ×S wˆ
⊂
−−−−→ GS,α,2 ×S wˆ
e2|wˆ
−−−−→ Vw × wˆ
is surjective. Hence FS,α ×S wˆ intersects QS,α transversally along fiber over w.
Let e′3 : FS,α ×S wˆ → Vw × wˆ be induced by FS,α → GS,α,2 and e2, then the
intersection of QS,α with FS,α ×S wˆ is (e
′
3)
∗(N0w). However, by the choice of
Pα, we have e
′
3 ≡ e3|w, therefore the support of QS,α∩FS,α|w is identical to the
support of NanS,α|w. Because w ∈ S is arbitrary, the support of QS,α ∩ FS,α is
identical to the support of NanS,α. Further, for the same reason, for general point
p in NanS,α the multiplicity of N
an
S,α at p is identical to the multiplicity of the
corresponding point in QS,α ∩ FS,α. This proves that the cycles (or currents)
QS,α intersect FS,α ⊂ GS,α,2 transversally and QS,α ∩FS,α = NanS,α. We remark
that for the same reason, the current QS,α is independent of the choice of the
subbundles Hα ⊂ GS,α,2.
We now let FS = Fi|S and let GS,2 = ES,2 ⊕ FS . Note that GS,α,2 ⊂ GS,2.
Because Ri is finer than Rα, ρ
∗
αTRα is a subbundle of TRi|S . Let Kα ⊂ TRi|S
be a complement of ρ∗αTRα ⊂ TRi|S and let dφi(Kα) ⊂ FS be the image of this
subbundle. Let PS,α :FS → FS,α be the projection so that kerPS,α = dφi(Kα)
and the composite of FS,α ⊂ FS with PS,α is 1FS,α . By Lemma 4.4, N
an
i |S =
P ∗S,α(N
an
S,α). Now let PS be the projection
PS = Pα ◦ (1ES,2 ⊕ PS,α) : GS,2 −→ GS,α,2 −→ ES,2
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and let QS = P
∗
S(M
alg
i ) be the pull back cone. Let d˜3 be
d˜3 : FS |w
PS,α|w
−−−−→ FS,α|w
d3−−−−→ T 2S |w,
then clearly we have a commutative diagram of vector spaces
FS |w −−−−→ GS,2|w ←−−−− ES,2|wyd˜3
yPS |w yd1
T 2S |w T
2
S |w T
2
S |w.
(4.13)
Because w is arbitrary, similar to the previous case, we have that FS intersects
QS transversally and FS ∩QS = N
an
i |S , as stratifiable currents.
To enable us to patchQS , where S ⊂ Zi, to form a current in Gi,2 = Ei,2⊕Fi,
we need to show that QS is independent of the choice of analytic chart α.
Namely if we let β ∈ Ξ be another analytic chart so that ιi(S) ⊂ ιβ(Zβ), then
the cone currentQ′S ⊂ GS,2 constructed using Fβ , etc., is identical toQS. Again,
following the same argument before, it suffices to show that the homomorphism
d˜3 :FS |w → T 2S |w does not depend on the choice of α. Note that d˜3 also fits into
the commutative diagram of exact sequences
Tρα(w)Rα
dφα(ρα(w))
−−−−−−−→ Fα|ρα(w) −−−−→ T
2
α |ρα(w) −−−−→ 0y
y
∥∥∥
TwRi
dφi(w)
−−−−→ FS |w −−−−→ T 2S |w −−−−→ 0.
(4.14)
Now assume β ∈ Ξ as before. Without loss of generality, we can assume that
near w, the vector subbundles ρ∗αFα and ρ
∗
βFβ span a 2l-dimensional subvector
bundle of Fi. Now let Vα → U˜α and Vβ → U˜β be the vector bundles that
define Rα and Rβ as in section 2 and let Vαβ → U˜i be the direct sum of the
pull back of Vα and Vβ via the tautological map U˜i → U˜α and U˜i → U˜β .
Then near a neighborhood of w ∈ U˜i, the set Φ˜−1(Vαβ) will form a base of
a smooth approximation containing w. We denote Rαβ = Φ˜
−1
i (Vαβ) and let
φαβ :Rαβ → Vαβ |Rαβ be the lift of Φ˜i. Clearly, Ri is still finer than Rαβ . Hence
we have commutative diagrams
Tρα(w)Rα
dφα(ρα(w))
−−−−−−−→ Vα|w −−−−→ T 2α |ρα(w) −−−−→ 0y y ∥∥∥
TwRαβ
dφαβ(w)
−−−−−→ Vαβ |w −−−−→ T
2
i |w −−−−→ 0y
y
∥∥∥
TwRi
dφi(w)
−−−−→ Fi|w −−−−→ T
2
i |w −−−−→ 0
(4.15)
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with exact rows. Note that Vαβ |w → T 2i |w is equal to
Vα|ρα(w) ⊕ Vβ |ρβ(w) −→ Γ(Ω
0,1
cpt(f
∗
wTX)) −→ H
0,1
∂¯
(f∗wTX) −→ T
2
i |w.
(Here that Vαβ |w → T 2i |w is defined apriori but not Fi|w → T
2
i |w because
elements of Vα|w and Vβ |w are (0, 1)-forms with compact support.) Therefore,
the homomorphism d˜3 defined earlier is independent of the choice of α.
Now we are ready to prove the theorem. Let i ∈ Λ be any approximation and
let {Sa} be an open covering of Zi so that to each a there is an αa ∈ Ξ so that
ιi(Sa) ⊂ ιαa(Zαa). We let Gi,2 = Ei,2 ⊕ Fi and let QSa be the cone in Gi,2|Sa
constructed before using the analytic chart α. We know that over Gi,2|Sa∩Sb ,
the currents QSa and QSb coincide. Hence {QSa} patchs together to form a
stratifiable current, denoted Qi. Assume that j < i ∈ Λ be any two indices.
Let Zi,j ⊂ Zi be the open subset ι
−1
i (ιj(Zj)) and let f
j
i :Zi,j → Zj be the map
induced by Zi being finer than Zj . Then (f
j
i )
∗(Fj) is canonically a subbundle of
Fi|Zi,j , and (f
j
i )
∗(Ej,2) is canonically isomorphic to Ei,2|Zi,j . Let (f
j
i )
∗(Gj,2)→
Gi,2|Zi,j be the induced homomorphism. It follows from the previous argument
that Qi intersects (f
j
i )
∗(Gj,2) transversally and the intersection Qi∩(f
j
i )
∗(Gj,2)
is (f ji )
∗(Qj). Finally, by our construction, Qi intersects transversally with Ei,2
and Fi ⊂ Gi,2, and Ei,2 ∩ Qi = M
alg
i and Fi ∩ Gi = N
an
i . Let G be the semi-
Q-vector bundle {Gi,2}, which is E ⊕F , and let Q be the cone {Qi}. It follows
from the perturbation argument in section two that for generic sections ηE , ηF
and ηG of E , F and G respectively, we have
[Mg,n(X,A)]
vir = [η∗EM
alg] = [η∗GQ] = [η
∗
FN
an] = e[Φ:B→ E].
This proves the comparison theorem.
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