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Abst rac t - -So f tware  rejuvenation is a proactive fault management technique that has been exten- 
sively studied in the recent literature. In this paper, we focus on an example for a telecommunication 
billing application considered in [1] and develop the discrete-time stochastic models to estimate the 
optimal software rejuvenation schedules. More precisely, two software cost models with rejuvena- 
tion are formulated via the discrete semi-Markov processes, and the optimal software rejuvenation 
schedules which minimize the expected costs per unit time in the steady state are derived analyt- 
ically. Further, we develop statistically nonparametric algorithms to estimate the optimal software 
rejuvenation schedules, provided that the complete sample data of failure times are given. Then, a 
new statistical device, called discrete total time on test statistics, is introduced. Finally, we exam- 
ine asymptotic properties for the statistical estimation algorithms proposed in this paper through a 
simulation experiment. Q 2006 Elsevier Ltd. All rights reserved. 
Keywords - - so f tware  rejuvenation, Fault management, Cost, Discrete-time model, Nonparamet- 
ric estimation, Total time on test. 
I. INTRODUCTION 
Software aging will affect the performance of the application and eventually cause it to fail [2,3]. 
Huang et al. [i] report this phenomenon in telecommunications billing applications where over 
time the application experiences a crash or a hang failure. Avritzer and Weyuker  [4] discuss the 
aging in a telecommunication switching software where the effect manifests as gradual perfor- 
mance  degradation. Software aging has also been observed in widely-used software like NETSCAPE 
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and MSN EXPLORER. As the most vivid example of software aging in safety critical systems, 
we may remember the PATRIOT's software [5], where the accumulated errors led to a failure that 
resulted in loss of human life. 
Resource leaking and other problems causing software to age are due to the software faults 
whose fixing is not always possible because, for example, application developer cannot access 
the source code directly. Furthermore, it is almost impossible to fully test and verify whether 
a piece of software is fault-free. Testing software becomes harder if it is complex, and more 
testing and debugging cycle times are often reduced ue to smaller elease time requirements. In
fact, common experience suggests that most software failures are transient in nature [6]. Since 
transient failures will disappear if the operation is retried later in slightly different context, it is 
difficult to characterize their root origin. Therefore, the residual faults have to be tolerated in 
the operational phase. Usual strategies to deal with failures in operational phase are reactive in 
nature; they consist of action taken after failure. 
Recently, a complementary approach to handle transient software failures, called software reju- 
venation, is rather popular [1]. Software rejuvenation is a preventive and proactive solution that 
is particularly useful for counteracting the phenomenon ofsoftware aging. It involves topping the 
running software occasionally, cleaning its internal state and restarting it. Cleaning the internal 
state of a software might involve garbage collection, flushing operating system kernel tables, reini- 
tializing internal data structures, etc. An extreme, but well-known example of rejuvenation is a 
hardware reboot. Apart from being used in an ad hoc manner by almost all computer users, soft- 
ware rejuvenation has been used in high availability and mission critical systems [7,8]. Although 
the fault in the software program still remains, performing software rejuvenation occasionally or 
periodically can prevent failures due to that fault effectively. 
Huang et al. [1] use continuous-time Markov chain to model software rejuvenation, and consider 
the two-step failure model where the application goes from the initial robust (clean) state to a 
failure probable (degraded) state from which two actions are possible: rejuvenation or transition 
to failure state. Garg et al. [9] introduce a periodic rejuvenation to deal with deterministic 
interval between successive software rejuvenations. Then, the system behavior is represented by 
a Markov regenerative stochastic Petri net. Dohi et al. [10] extend the original Huang et al. 
model [1] to the semi-Markov models, and further develop statistically nonparametric algorithms 
to estimate the optimal software rejuvenation schedules. 
In this paper, we consider the similar cost problems discussed in [10] under a somewhat differ- 
ent operating condition. That is, we deal with a software system which is operating in discrete 
time and develop two stochastic models to determine the optimal software rejuvenation schedules 
minimizing the expected costs per unit time in the steady state. In literature [1,9,10], several 
continuous-time models are developed for the theoretical determination of the software rejuvena- 
tion schedule. In these models, it is assumed that the failure time and the other statistical data 
have to be measured based on cumulative operation (CPU) time precisely. 
Also, to minimize the expected cost per unit time in the steady state with higher accuracy, the 
optimal software rejuvenation should be performed in the minimum unit of time such as seconds 
or minutes. This assumption on the continuous etting may be tractable mathematically, but is 
rather estrictive in practice. In addition, although continuous monitoring of the software system 
does not need so much cost, it is not always possible in many cases to rejuvenate the system at the 
timing when the cumulative operation time reaches an optimal evel. The above points motivate 
us to consider the cost models under the discrete-time setting, such as hours, days, number of 
completed jobs, etc. Further, an effort to collect the statistical data can be reduced rastically if
one considers the discrete model, because the data should be observed at the discrete points of 
time. 
As referred in [10], it is noted that the failure time distribution eeds to be specified to derive 
the optimal software rejuvenation schedule and the corresponding expected cost. This seems to 
be also quite restrictive, since the determination of the theoretical distribution from the real data 
Discrete-Time Cost Analysis 337 
is rather troublesome even for continuous models, and needs both the goodness-of-fit test and 
the parameter estimation based on several candidate distribution functions. In particular, since 
the discrete failure time distribution cannot be easily estimated from a few data samples, it is 
significant o develop statistically nonparametric algorithms for estimating the optimal software 
rejuvenation schedule, provided that the complete sample data of failure times are given. 
In the continuous-time models [10], the estimation algorithms based on the scaled total time 
on test (TTT) statistics [11] are developed. However, these results cannot be applied to the 
discrete-time case, since the scaled TTT transform in [11] is defined for a continuous probability 
distribution function. In this paper, new statistical devices, called discrete TTT transform and 
discrete TTT statistics, are introduced. To our best knowledge, the scaled TTT transform for 
the discrete probability distribution has not been discussed in the past literature. Finally, we 
examine asymptotic properties for the statistical estimation algorithms proposed in this paper 
through a simulation experiment. 
2. MODEL DESCRIPT ION 
2.1. Notat ion  and Assumpt ion  
Z: 
Y0(n), #0 (> 0): 
X: 
Ff(n), f y(n), #: (> 0): 
rf(n): 
Y: 
Fa(n), #a (> 0): 
N: 
F(n), no (> 0): 
R: 






time interval from highly robust state to failure probable state (ran- 
dom variable) 
cdf and mean of Z 
failure time from failure probable state (random variable) 
cdf, pmf and mean of X 
failure rate of X 
recovery time from failure state (random variable) 
cdf and mean of X 
rejuvenation time from failure probable state (random variable) 
cdf and mean of N 
overhead incurred by software rejuvenation 
cdf and  mean of R 
recovery cost f rom system failure per unit t ime 
rejuvenation cost per unit t ime 
C s > Cp 
#a > #c 
time is measured by discrete index, i.e., n = O, 1,2,...  
2.2. Mode l  1 
Following Huang et al. [1] and Dohi et aI. [10], consider the two-step failure model to describe 






highly robust state (normal operation state), 
failure probable state, 
failure state, 
software rejuvenation state. 
Suppose that all the states mentioned above are regeneration points [12]. The system operation 
of software system is started at time n = 0 in the highly robust state. From some reasons, e.g., 
such that the total amount of memory leaking attains a threshold, the process makes a transition 
to the failure probable state after the time period Z elapses. Just after the state becomes the 
failure probable state, a system failure may occur with a positive probability. Without any loss 
of generality, it is assumed that the random variable Z is observable during the system operation. 
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X...~F.(n) 
~o(,) ~)  
F.(n) 
(a) Model 1. (b) Model 2. 
Figure 1. Transition diagrams. 
If the system failure occurs in the failure probable state before triggering a software rejuve- 
nation, then the recovery operation is started immediately at that  t ime and is completed after 
the random time Y elapses. Otherwise, the software rejuvenation is performed as a preventive 
maintenance of the software system. After completing the recovery operation or the rejuvenation, 
the software system becomes as good as new, and the software age is init iated at the beginning of 
the next highly robust state. In the above model referred to as Model 1, note that the software 
rejuvenation cycle is measured from the time instant just after the system enters State 1 from 
State 0. 
If we consider the time to software rejuvenation, N, as a constant no, then it follows that 
F(n) = U(n - no) = 1 if n > no, otherwise, 0, where U(.) is the unit step function. We call 
no (>_ O) as software rejuvenation schedule and pay our attention to the deterministic schedule no 
instead of the randomized schedule N in this paper. The underlying stochastic process is a discrete 
semi-Markov process with four regenerative states. The semi-Markovian transit ion diagram for 
Model 1 is depicted in Figure la. 
2.3. Mode l  2 
The next model is a modification of Model 1. In this model, it is assumed that  the software 
system is not renewed when the recovery operation is completed after the system failure. If 
one distinguishes a recovery operation (corrective maintenance from system failure) and the 
software rejuvenation (preventive maintenance), an addit ional rejuvenation may be needed after 
the recovery operation in such a case. For example, restarting the system after recovery might 
require some cleanup and resuming the process execution at the checkpoint. Figure lb  is the 
transit ion diagram for Model 2. In this model, the software rejuvenation is performed just after 
the completion of recovery as well as at the constant ime no after the failure probable state is 
entered, i.e., rain {Z + no, Z + X + Y}. 
In the following section, we formulate the expected costs per unit t ime in the steady state for 
respective models and derive the optimal software rejuvenation schedules minimizing them. 
3. EXPECTED COST ANALYS IS  
Define the t ime interval from the beginning of the system operation to the completion of the 
preventive or corrective maintenance as one cycle, and suppose that  the same cycle is repeated 
again and again over an infinite t ime horizon. Then, the mean cycle length in Model 1 is given 
by 
no--1 
rl( 0) = ,0 +  aFs( 0) + + (1) 
n=0 
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where in general F'(.) = 1 - F(.). The expected cost during one cycle is 
Vl(~O) = c~.oFi(~o) + ~v~&(~o). (2) 
From the well-known renewal reward argument, the expected cost per unit time in the steady 
state for Model 1 is given by 
v: (no)  (3) 
C:(no) = Tl(n0)" 
Then, the problem is to seek the optimal software rejuvenation schedule, nS, which min imi -  
zes  C: (no).  
Taking the difference of Cl(no) with respect o no, define the following function, 
ql(n0) = Tl(no)Tl(no -b 1)[el(no -t- 1) -- Cl(nO) ] 
&(~o) 
= Tl(no) - V:(no) + (#~ -/Aa)Vl(nO)rf (n 0 -~- 1), 
(4) 
where the failure rate r / (n)  = f l (n)/~'f(n - 1) is a monotone function of n. 
The following result gives the optimal software rejuvenation schedule for Model 1. 
THEOREM 1. For Model 1, suppose the following. 
(1) Suppose that the failure time distribution is strictly IFR (increasing failure rate) under 
the assumptions (A-l) and (A-2). 
(i) If q:(O) < 0 and ql(oO) > O, then there exists (at least one, at most two) optimal 
software rejuvenation schedule n8 (0 < n8 < oc) satisfying ql(n8 - 1) < 0 and 
ql(nS) ~ O. Then, the corresponding expected cost per unit time in the steady state 
is 
_c:(~;) _< c:(n;) < C:(n;), (s) 
where 
(Cs.o -- ~ - -  (Cs .o  -- Cp .c )~1(n ;  + :) __C1(n8) = eP#~)rf(n81 , C1(n8) = -  (6) 
(~a - .~)~(nS) + (~ -~TT) -T~ 
(ii) If q(O) >_ O, then the optimal software rejuvenation schedule is n 8 = O, i.e., it is 
optimal to start the software rejuvenation just after entering the failure probable 
state. Then, the minimum expected cost is given by 
e l  (0) -- VI(0) __ e p i c  (7) 
T:(0) (~0 +"c) 
(iii) If q(oo) ~_ O, then the optimal software rejuvenation schedule is n 8 --* oo, i.e., it is 
optimal not to carry out the software rejuvenation. Then, the minimum expected 
cost is given by 
61(OO) -- rl(oO-~ - (]1o + ~tf + #a)" (8) 
(2) Suppose that the failure time distribution is DFR (decreasing failure rate) under the 
assumptions (A-l) and (A-2). Then, the expected cost per unit time in the steady state 
Cl(no) is a concave function of no, and the optimal software rejuvenation schedule is 
n8 = 0 or n8 ~ oo. 
In Theorem 1, if there exist two optimal schedules nS1 and n82 (n81 < n82), then it is obvious 
that C1 (n81) = C1 (n82). 
340 K.  IWAMOTO et at. 
Next, consider Model 2. The mean time length of one cycle and the expected cost during one 
cycle are 
no-1  
Ta(n0) = Po + PaFl(no) + #~ + E Fy(n) (9) 
n=0 
and 
y;(~0) = c~,oYI(~0) + c;,~, 
respectively. Then, the expected cost per unit time in the steady state is 
v~(.~0) 
C2(no) = T2(no)" 
In a fashion similar to Model 1, defining the following function, 
(1o) 
(11) 
q2(no) = T2(no) - V2(no) + #arf(no + 1)V2(n0), (12) 
we obtain the following result without Assumptions (A-l) and (A-2). 
~J)tIEOREM 2. For Model 2, suppose the following. 
(1) Suppose that the failure time distribution is strictly IFR. 
(i) If q2(0) < 0 and q2(oo) > 0, then there exists (at least one, at most two) optimal 
software rejuvenation schedule n~ (0 < n~ < oo) satisfying q2(n~ - 1) < 0 and 
n* q2(o)  -> O. Then, the corresponding expected cost per unit time in the steady state 
is 
c2(~;) < c2(n;) < c2(~0), (13) 
where  
Cs#arl(n~) C2(n~) = Cst~arf(n~ + 1) (14) 
C2(n~) - 1 + parl(n~)' 1 + #arf(n~ + 1)' 
(ii) If q2(0) >_ 0, then the optimal software rejuvenation schedule is n~ = O, and the 
minimum expected cost is given by 
c~(0) -  y2(0__~)_ cp,c (15) 
T~(O) (~o + pc) 
(iii) I f  q2(oo) <_ O, then the optimal software rejuvenation schedule is n~ -~ co, and the 
minimum expected cost is given by 
C2(oo) - 1/ '2(oo) _ es#a + cp#~ (16) 
T2(oo) 0.0 + ~ + ~I + **o) 
(2) Suppose that the failure time distribution is DFR. Then, the expected cost per unit time in 
the steady state C2(no) is a convex function of no, and the optimal software rejuvenation 
schedule is n~ = 0 or n~ --+ co. 
In this section, we derived the optimal software rejuvenation schedule which minimizes the 
steady-state expected cost for each model. It should be noted, however, that the optimal software 
rejuvenation schedule has to be determined from several model parameters and the failure time 
distribution Ff(n). As mentioned in Section 1, note that it is not so easy to specify the failure 
time distribution in early operational phase. In the following section, we develop a new statistical 
device; the discrete scaled TTT  statistics, and propose nonparametric algorithms to estimate the 
optimal software rejuvenation schedules, provided that the complete sample data of failure times 
are given. 
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4.  EST IMAT ION ALGORITHMS 
Barlow and Campo [11] define the scaled total time on test (TTT)  transform of continuous 
probability distribution functions and characterize the monotone aging properties graphically. To 
our best knowledge, the scaled TTT  transform of the discrete probabil ity distribution has not 
been discussed in the past literature. For a discrete cdf, Fi(n ), define the scaled TTT  transform. 
Ff ~ (p) 
r = E F l (n )  (17) 
n=0 #I  
where 
F71(p ) = min{n : Fy(n) > p} - 1, (18) 
if the inverse function exists. Then it is evident that 
#I  = ~ Fs(n) 9 (19) 
n=0 
Similar to the continuous case in [11], it can be shown that Ff(n) is IFR  (DFR) if and only if 
the function r is concave (convex) on p C [0, 11. 
From a few algebraic manipulations, we obtain the following useful result to interpret the 
underlying optimization problems min0<no<~ Ci(no) (i = 1, 2) geometrically. 
THEOREM 3. For Model i (i = 1,2) under Assumptions (A-l) and (A-2), obtaining the optimal 
software rejuvenation schedule no* minimizing the expected cost per unit time in the steady state 
Ci(no) is equivalent to obtaining p* (0 <_ p* <_ 1) such as 
r + a~ 
max (20) 
0<p_~l p + ~3i ' 
where  oq = ~c#a(es  - Cp) /#f (Cs#a - Cpl.tc ) Jr- ~O/#f  and  or 2 = t.ZoCs q- #c(Cs - Cp) /Cs~f ,  31 = 
c,,#J(C.~a -- ~.~) ,  and ~ = cp#Jc.~=. 
Theorem 3 is the dual of Theorem 1 and Theorem 2. From this result, it is seen that the optimal 
software rejuvenation schedule no* = F71(p *) is determined by calculating the optimal point p* 
(0 < p* _< 1) maximizing the tangent slope from the point (-3~, -a )  c ( -oo,  0) • ( -oo,  0) to the 
curve (p, r 9 [0, 1] • [0,1]. 
Next, suppose that the optimal software rejuvenation schedule has to be estimated from k 
ordered complete observations: 0 = x0 _< Xl _< x2 _< .. .  _< xk of the failure times from a discrete 
cdf Fy(n), which is unknown. Then, the empirical distribution for this sample, is given by 
Fik(n) = ~, for z~ _< n < xi+l, (21) 
1, fo rxk_<n.  
Then, the numerical counterpart of the discrete scaled TTT  transform, called scaled TTT 
statistics, based on this sample, is defined by 
where 
i = o, 1,2 . . . . .  k, (22) 
i 
~Pi = E(k  - j  + 1)(xj - xj-1), 
j= l  
i = 1 ,2 , . . . ,  k, r = o. (23) 
The resulting step function by plotting the points (i/k, r (i = 0, 1, 2 , . . . ,  k) is called the 
discrete scaled TTT plot. 
The following result gives statistically nonparametric estimation algorithms for the optimal 
software rejuvenation schedules. 
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THEOREM 4. Suppose that the optimal software rejuvenation schedule has to be estimated from k 
ordered complete sample 0 = xo <_ xl <_ x2 <_ 9 9 " <_ xk of the failure times from a discrete cdf 
F/(n) ,  which is unknown. Then, a nonparametric estimator of the optimal software rejuvenation 
schedule ~ which minimizes Ci(n0) (i = 1,2) under (A- l)  and (A-2) is given by x j . ,  where 
J *={ J [  max C jk+a i}  (24) o<_j<_n j /k  + ~ 
The graphical procedure proposed here has an educational value for better understanding of
the optimization problem and it is convenient for performing sensitivity analysis of the optimal 
software rejuvenation schedule when different values are assigned to the model parameters. The 
special interest is, of course, to estimate the optimal software rejuvenation schedule without 
specifying the failure time distribution. Although some typical theoretical distribution functions 
such as the negative binomial distribution are often assumed in the discrete reliability analysis, 
our nonparametric estimation algorithm can generate the optimal software rejuvenation schedule 
using the on-line knowledge about the observed failure times. 
5. S IMULAT ION STUDY 
We present some examples to determine the optimal software rejuvenation schedule which 
minimizes the expected cost per unit time in the steady state. Suppose that the failure time X 
obeys the negative binomial distribution with pmf, 
f I (x )  --- (x - l )  1 (25) 
where q C (0,1) and r = 1,2,.-. is the natural number. In the rest part of this section, we 
assume that (r, q) = (10, 0.3), cs = 5.0 x 10 [S/day], cp = 4.0 x 10 IS/day], #0 = 5.0, #~ = 5.0, 
and Pc = 2.0. 
Figure 2 shows the estimation results of the optimal software rejuvenation schedules for Model 1 
and Model 2, where the failure time data are generated from the negative binomial distribution 
in (25). For 200 simulation data (negative binomial distributed random number), the estimates 
of the optimal rejuvenation schedule and the minimum expected cost are ~ = x9 = 21 and 
Cl(~z~) = 3.12701 in Model 1. On the other hand, one estimates ~ = xs = 22 and C2(~) = 
2.86058 in Model 2. From these results, the optimal software rejuvenation schedule and its 
associated expected cost in Model 1 are not smaller that those in Model 2, respectively. 
Next, we examine the asymptotic properties of the estimators developed in Section 4. Of the 












(a) Model 1. (b) Model 2. 
Figure 2. Estimation of the optimal software rejuvenation schedules. 
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Figure 3. Asymptotic behavior of the estimates for the optimal software rejuvenation 
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Figure 4. Asymptotic behavior of the estimates for the optimal software rejuvenation 
schedule (Model 2). 
for the optimal software rejuvenation schedules. In other words, since a large number of sample 
failure time data points are not available in the earlier operational phase, it is significant o 
investigate the number of data at which one can estimate the optimal software rejuvenation 
schedule accurately without specifying the failure time distribution. 
Figure 3 illustrates the asymptotic behavior of the estimates for the optimal software rejuvena- 
tion schedule and its associated minimum expected cost in Model 1. In this figure, estimates of 
the optimal software rejuvenation schedule, fi~, and the corresponding expected cost C1(~) are 
calculated in accordance with the estimation algorithm in Theorem 4, where the sample mean 
k 
~f  :- ~ j= l  Xj/k in the parameter a changes as the failure time data is observed, where tile 
horizontal lines in the figures denote the real optimal rejuvenation schedule and the minimum 
expected cost value. From Figure 3, it is seen that the the estimate of the optimal rejuvenation 
schedule fluctuates until the number of observations i  about 60. On the other hand, it is found 
that the expected cost can be also estimated accurately around n = 20. These results enable 
us to use the nonparametric algorithms proposed here in order to estimate precisely the optimal 
software rejuvenation schedules under the incomplete knowledge of the failure time distribution. 
In Figure 4, asymptotic behavior in Model 2 are presented, where the simulation data is same as 
that in Figure 3. The results are quite similar to those in Model 1. 
6. CONCLUSIONS 
In this paper, we have reconsidered the two-stage failure models to determine the optimal 
software rejuvenation schedules in discrete-time operation, and have developed statistically non- 
parametric algorithms to estimate them which minimize the expected cost per unit time in tile 
steady state. The resulting estimators for the optimal software rejuvenation schedules have quite 
nice convergence properties and are applicable to actual software fault-tolerant management 
without specifying the failure time distribution. 
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