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LOCAL PETROVSKII LACUNAS AT PARABOLIC SINGULAR
POINTS OF WAVEFRONTS OF STRICTLY HYPERBOLIC PDE’S
V.A. VASSILIEV
Abstract. We enumerate the local Petrovskii lacunas (that is, the domains
of local regularity of the principal fundamental solutions of strictly hyperbolic
PDE’s with constant coefficients in RN ) at the parabolic singular points of their
wavefronts (that is, at the points of types P 1
8
, P 2
8
, ±X9, X19 , X
2
9
, J1
10
, J3
10
).
These points form the next difficult family of classes of the natural classification
of singular points after the so-called simple singularities Ak, Dk, E6, E7, E8,
studied previously.
Also we promote a computer program counting for topologically different
morsifications of critical points of smooth functions, and hence also for local
components of the complement of a generic wavefront at its singular points.
Keywords: wavefront, lacuna, hyperbolic operator, sharpness, morsifica-
tion, Petrovskii cycle, Petrovskii criterion.
1. Introduction
The lacunas of a hyperbolic PDE are the components of the complement of its
wavefront such that the principal fundamental solution of this equation can be
extended from any such component to a regular function in some its neighborhood.
The theory of lacunas was created by I.G. Petrovskii [18]. He has related this
regularity condition to the topology and geometry of algebraic manifolds, and gave
a criterion of it in the terms of certain homology classes of complex projective
algebraic manifolds defined by the principal symbol of the hyperbolic operator.
This theory was further developed in numerous works including [10], [8], [9], [17],
[6], [7], [12], [20], [19], [21], [22]; for an important preceding work see [16]. Most
of these works treat also the local aspect of the problem, explicitly formulated in
[7] in the terms of local lacunas and a local version of the Petrovskii topological
condition.
Any hyperbolic operator with constant coefficients in RN admits a unique funda-
mental solution with support in a proper cone in the half-space RN+ of the Cauchy
problem. This fundamental solution is regular (that is, locally coincides with some
smooth analytic functions) everywhere in RN outside some conic semialgebraic hy-
persurface in RN+ , called the wavefront of our operator. We consider only strictly
hyperbolic operators, which means that the cone A(P ) ⊂ RˇN of zeros of the prin-
cipal symbol of our operator P is non-singular outside the origin in RˇN . Here
RˇN is the dual space of momenta with coordinates ηj ≡ 1i ∂∂xj , so that the opera-
tor P is considered as a polynomial in these variables. In this case the wavefront
W (P ) ⊂ RN+ is just the cone projectively dual to A(P ), that is, the union of those
rays from the origin in RN+ whose orthogonal hyperplanes in Rˇ
N are tangent to the
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cone A(P ). The singular points of the wavefront (besides the origin) correspond via
the projective duality to the inflection points of A(P ), that is, to those points where
the rank of the second fundamental form of this cone is smaller than N −2. A deep
classification of these singular points was developed in the works by V.I. Arnold,
see e.g. [3].
Definition 1. A local C∞-lacuna (respectively, holomorphic local lacuna) at some
point of the wavefront is any component of the complement of the wavefront in a
neighborhood of this point, such that the restriction of the principal fundamental
solution to this component can be extended to a C∞-smooth function on the closure
of this component (respectively, to an analytic function in entire neighborhood of
our point).
One and the same (global) component of the complement of the wavefront can
to be a local lacuna at some points of its boundary and not to be at the other ones.
All local lacunas occurring in the neighborhoods of all singularities of wavefronts
from an initial segment of the Arnold classification (so-called simple singularities)
were enumerated in [20] and [21]. In the present work we study and enumerate the
holomorphic local lacunas neighboring to the singularities whose classes the next
natural segment of this classification.
1.1. Previous results on local lacunas. The non-singular points of the wave-
front of the operator P correspond to the points of the cone A(P ), at which its
second fundamental form is maximally non-degenerate. The existence and the
number of local lacunas close to such points of the wavefront can be determined
in the terms of its differential geometry, see [10] and [8]. Namely, a component of
the complement of the wavefront at such a point is a local lacuna if and only if
the positive inertia index of the second fundamental form of the wavefront (with
the normal directed into this component) is even. A.M. Davydova [10] has proved
the “only if” part of this statement: if this signature condition is not satisfied,
then already the leading term of the asymptotics of the fundamental solution be-
haves as a half-integer (but not integer) power of the distance from the wavefront.
V.A. Borovikov [8], using complicated analytic estimates, has proved that other-
wise we have a local lacuna, that is, all terms of the asymptotic expansion of this
solution in the terms of this distance have integer powers, and the corresponding
power series does converge. His result was later explained in [7] as a corollary of
the removable singularity theorem by moving into the complex domain.
All local lacunas neighboring to the simplest singular points of the wavefronts,
of types A2 (cuspidal edges, see Fig. 1) and A3 (swallowtails) were counted for in
[12]. An interesting situation occurs close to a point of the cuspidal edge, if N is
odd and the inertia indices of the quadratic part of the generating function of our
point (see §1.2 below) also is odd. For all other combinations of these numbers, if
a component of the complement of the wavefront close to the cuspidal edge is not
a local lacuna, then already the Davydova–Borovikov signature condition from the
side of this component is not satisfied at some non-singular points of the wavefront
arbitrarily close to the edge. However, in the case of odd N and i± the Davydova–
Borovikov condition from the side of the bigger component (see Fig. 1) is satisfied
at all nearby non-singular points, nevertheless this component is not a local lacuna
(and also is not for all other combinations of N and i±).
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Fig. 1. Cuspidal edge in the 3-dimensional space
Table 1. Numbers of local lacunas at simple singularities of wavefronts
Singularity N even N even N odd N odd
class i+ even i+ odd i+ even i+ odd
A1 2 0 1 1
A2k, k ≥ 1 0 0 1 0
±A2k+1, k ≥ 1 0 1 1 1
D−4 0 3 1 1
D+2k, k ≥ 2 0 0 1 1
D−2k, k ≥ 3 0 2 1 1
±D2k+1, k ≥ 2 0 0 1 1
±E6 0 0 1 1
E7 0 0 1 1
E8 0 0 1 1
All local lacunas for all simple singularities of wavefronts (that is, singularities
of classes Ak, Dk, E6, E7, E8 in the Arnold’s classification) were found in [20], see
Table 1 for the number of them.
Atiyah, Bott and G˚arding [7] have introduced the local version of the homolog-
ical Petrovskii criterion, and proved that it implies that the corresponding local
component of the complement of the wavefront is a holomorphic local lacuna. In
[20] the converse implication was proved for finite type points of wavefronts (that
is, for points corresponding by the projective duality to only finitely many lines in
the complexification of A(P ); this condition is satisfied for all singular points of
wavefronts of generic operators). In [21], an easy geometric criterion for a com-
ponent to be a local lacuna of a simple singularity was proved. Namely, it follows
from the above described facts that if a local component of the complement of the
wavefront is a local lacuna, then the Davydova–Borovikov signature condition is
satisfied at all non-singular points of its boundary, and in addition our component
is the “smaller” component of the complement of the wavefront at all points of type
A2 (that is, cuspidal edges) of this boundary, see Fig. 1. In [21] it was proved that
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Table 2. Numbers of local lacunas at parabolic singularities
Singularity N even N even N odd N odd
class i+ even i+ odd i+ even i+ odd
P 18 0c 0c ≥ 2 0
P 28 0c 0c ≥ 2 0
±X9 1c 0 ≥ 2 0
X19 0 0 0 0
X29 0 ≥ 4 0 0
J310 0c ≥ 1 0 0
J110 0c 0c 0 0
if the singularity is simple, and some technical condition (the versality of the gen-
erating family, which always holds for wavefronts of generic operators) is satisfied,
then this necessary condition is also sufficient; moreover, in this case the notions of
local C∞-lacunas and holomorphic local lacunas are equivalent.
The next important natural set of singularity classes of wavefronts is that of
parabolic (or simple-elliptic) singularities, see [3]. It consists of seven one-parameter
families of singularities listed in the left-hand column of Table 2. The numbers of
local lacunas at these singularities are shown in the remaining columns of this table:
this (together with an explicit description of these lacunas) is the main result of
the present article, see Theorem 1 below. However, we need some preliminaries to
describe these singularities and formulate this result accurately.
1.2. Generating functions and generating families of wavefronts. Given a
point x ∈ RN \ 0 of the wavefront of a strictly hyperbolic operator P , the local
geometry of this wavefront at this point (in particular the set of local components
of its complement at this point) is determined by its generating function, which is
just the function f in the local equation
ξ0 = f(ξ1, . . . , ξN−2)
of the projectivization A∗(P ) ⊂ RˇPN−1 of the set of zeros of the principal symbol
of our operator. Here ξ0, . . . , ξN−2 are affine local coordinates in RˇP
N−1
with the
origin at the tangency point of the hypersurface A∗(P ) and the hyperplane L(x)
orthogonal to the line containing the point x, such that this hyperplane L(x) is
distinguished by the equation ξ0 = 0. In particular, f has a critical point at the
origin; the dual piece of the wavefront is smooth if this critical point is Morse.
Denote by n the number N −2 of variables of generating functions of wavefronts
in RN . The parabolic singularity classes studied in this work have the generating
functions which can be reduced by a local diffeomorphism in Rn to the following
normal forms. The functions of class P8 in appropriate (curvilinear) local coordi-
nates have the formula ϕ(x1, x2, x3) +Q(x4, . . . , xn), where ϕ is a non-degenerate
homogeneous cubic polynomial, and Q is a non-degenerate quadratic function in
the remaining coordinates, e.g. ±x24 ± · · · ± x2n. The projectivization of the zero
set of the polynomial ϕ can consist of one or two curves, therefore we obtain two
subclasses, called P 18 and P
2
8 respectively. The remaining parabolic functions have
the following normal forms (where Q are non-degenerate quadratic functions in
coordinates x3, . . . , xn):
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±X9 ±(x41 + αx21x22 + x42 +Q) α > −2
X19 x1x2(x
2
1 + αx1x2 + x
2
2) +Q α
2 < 4
X29 x1x2(x1 + x2)(x1 + αx2) +Q α ∈ (0, 1)
J310 x1(x1 − x22)(x1 − αx22) +Q α ∈ (0, 1)
J110 x1(x
2
1 + αx1x
2
2 + x
4
2) +Q α
2 < 4
The index i+ in Table 2 is the positive inertia index of the quadratic part Q of
the corresponding function.
Another important notion, reducing the study of wavefronts to the context of
critical points of functions, is that of generating families. In our case, this is the
name of the family of functions
(1) fλ ≡ f(ξ1, . . . , ξN−2)− λ0 − λ1ξ1 − · · · − λN−2ξN−2,
depending on the parameter λ = (λ0, . . . , λN−2) ∈ RN−1. It is natural to consider
these parameters λi as local affine coordinates in RP
N−1 close to the point {x}.
Indeed, any collection λ of these numbers defines a hyperplane L(λ) ⊂ RˇPN−1
distinguished by the equation
ξ0 = λ0 + λ1ξ1 + · · ·+ λN−2ξN−2,
hence a line in RN or a point in RPN−1. The projectivized wavefront close to our
point in RPN−1 consists of all discriminant values of the parameters of the family
(1), that is, of those values of λ for which the function (1) has critical value 0 (which
is equivalent to the tangency of hypersurfaces A∗(P ) and L(λ)). So, the role of the
(projectivized) wavefronts in the language of critical points of functions is played
by the discriminant varieties of function deformations.
Recall that a deformation of the function f : Rn → R is a function F : Rn×Rl →
R considered as a family of functions fλ ≡ F (·, λ) : Rn → R depending on the
parameter λ ∈ Rl, such that f0 coincides with the deformed function f . The
discriminant variety of such a deformation is the set of values of its parameter λ
such that the corresponding function fλ has a critical point with zero critical value.
In particular, the generating family of a wavefront is a deformation of its generating
function, and the wavefront itself is the discriminant set of this deformation.
The notion of (holomorphic) local lacunas has sense for arbitrary deformations
of critical points of real functions (not necessarily related with the wavefronts):
a component of the complement of the discriminant set of such a deformation is
a local lacuna if some homological condition (the triviality of the local Petrovskii
homology class, described in the next section) concerning the level manifolds f−1λ (0)
is satisfied for values of λ from this component. If our deformation is the generating
family of the wavefront of a hyperbolic operator, then this notion turns out to be
equivalent to the one described previously in the terms of fundamental solutions,
see Proposition 2 of the next section.
Among the deformations F (x, λ) of a function f with an isolated critical point
there is a distinguished class of versal deformations, that is, of sufficiently ample
deformations such that all other deformations can be reduced to them in some
precise sense, see [3], [22]. The number of parameters of a versal deformation
cannot be smaller than the Milnor number µ(f) of our critical point (which is the
standard lower index of the notation of its class, like 8 for P 18 ), on the other hand
almost all deformations depending on ≥ µ(f) parameters satisfy this condition. An
important corollary of the notion of versality is as follows: if the parameter space
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of some versal deformation of the function f contains no local lacunas, then the
same is true for any other its deformation.
Theorem 1. The number of holomorphic local lacunas in the parameter space of a
versal deformation of a parabolic critical point of a function f0 : R
N−2 → R is equal
to the number indicated in the corresponding cell of Table 2 or satisfies the inequality
given in this table. (The subscript c in some cells means that in the corresponding
case the upper bound on the number of local lacunas has only a computer proof).
In the case of non-versal deformations this statement remains true for all cells
of the Table 2, where we have 0 or 0c. If our deformation contains all functions
f0+ const (which holds for all generating families of wavefronts) then both signs 1c
and ≥ 2 for the singularity ±X9 can be replaced by ≥ 1.
Remark 1. Some of these results were obtained earlier, see e.g. [5], [22]. The new
results are as follows:
The singularity P 28 is investigated for the first time.
For ±X9, N even, i+ even: the estimate ≥ 1 is replaced by the exact value 1c.
For X29 , N even, i+ odd: ≥ 2 is replaced by ≥ 4.
For J310, N even, i+ even: the absence of local lacunas is proved.
For J110, N even, i+ even or odd: the absence of local lacunas is proved in both
cases.
All local lacunas mentioned in non-zero cells of Table 2 will be presented in
§5. All zeros (but not signs 0c) in this table follow from a topological obstruction
described in §3. All signs 0c are proved by a combinatorial Fortran program which
enumerates all possible topological types of morsifications of given critical points
and checks the local Petrovskii condition for them. This program has also found
for the first time the local lacunas for singularities P 18 , X
2
9 and J
3
10 presented below,
as well as one of local lacunas for ±X9, see Proposition 9 on the page 13. This
program is described in §6. The upper bound 1c for the singularity ±X9 with even
N and i+ will be proved in §8.
Conjecture 1. In all cells of Table 2 (except maybe for the case X29 ) the inequalities
can be replaced by equalities.
Here is a particular information supporting this conjecture. Given a Morse
perturbation fλ of a function f with complicated critical point at the origin, denote
by χ(λ) the number of its real critical points with negative critical values and even
Morse index minus the number of points also with negative values but odd Morse
index.
Proposition 1. The perturbations of our singularity f , which belong to the local
lacunas, cannot have values of χ(λ) different from those for perturbations presented
in §5.
This fact is also proved by our program. 
2. Local Petrovskii classes and their properties
Let f : (Cn,Rn, 0) → (C,R, 0) be a holomorphic function with isolated critical
point at 0, µ(f) its Milnor number (see [3]), Bε ⊂ Cn a ball centered at 0 with a
small radius ε. Let fλ be a very small (with respect to ε) perturbation of f , such
that 0 is not a critical value of fλ in Bε. Consider the corresponding Milnor fiber
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Fig. 2. Odd Petrovskii cycle for n = 1
Vλ ≡ f−1λ (0) ∩ Bε. It is a smooth (2n − 2)-dimensional manifold with boundary
∂Vλ ≡ Vλ∩∂Bε. By the Milnor’s theorem it is homotopy equivalent to the wedge of
µ(f) spheres Sn−1, in particular H˜n−1(Vλ) ≃ Zµ(f) ≃ H˜n−1(Vλ, ∂Vλ); here H˜∗(Vλ)
denotes the homology group reduced modulo a point, and H˜∗(Vλ, ∂Vλ) the relative
homology group reduced additionally modulo the fundamental cycle. Also, µ(f) is
equal to the number of critical points of fλ in Bε, if the function fλ is Morse and
is indeed sufficiently close to f .
We will assume that an orientation of Rn is fixed, and the differential form
dx1 ∧ · · · ∧ dxn is positive with respect to this orientation.
There are two important elements in the group H˜n−1(Vλ, ∂Vλ), the even and odd
Petrovskii classes. The first of them, Pev(λ), is presented by the cycle of real points
Rn∩Vλ oriented by the differential form (dx1∧· · ·∧dxn)/dfλ. The definition of the
second class, Podd, is a bit more complicated. First we consider an n-dimensional
cycle Π(λ) in Bε \ Vλ, presented by two copies of canonically oriented Rn, slightly
moved in a small neighborhood of the submanifold Rn ∩ Vλ in Bε so that they
streamline Vλ from two different sides in the complex domain: for the case n = 1
see the left-hand part of Fig. 2 where the set Vλ is marked by thick dots.
The odd Petrovskii class Podd is defined as the preimage of the homology class
of this cycle under the Leray tube operator
H˜n−1(Vλ, ∂Vλ)→ H˜n(Bε \ Vλ, ∂Bε),
which sends any relative cycle in the submanifold Vλ to the union of boundaries of
the fibers of the tubular neighborhood of this submanifold over the points of this
cycle. This operator is conjugate via the Poincare´–Lefschetz isomorphisms to the
boundary isomorphism H˜n(Bε, Vλ)→ H˜n−1(Vλ), and also is an isomorphism.
Let F : (Rn×Rl, 0)→ (R, 0) be a deformation of the function f , and Σ(F ) ⊂ Rl
be the set of discriminant values of the parameter λ.
Definition 2. A local (close to the point 0 ∈ Rl) connected component of the set
R
l \ Σ(F ) is called an even (respectively, odd) local lacuna of the deformation F if
for any value of λ from this component the element Pev(λ) (respectively, Podd(λ))
of the group H˜n−1(Vλ, ∂Vλ), related with the corresponding perturbation fλ of f ,
is equal to 0.
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This definition is consistent with Definition 1 by the following reason.
Proposition 2. Suppose that x ∈ RN \ 0 is a point of the wavefront of a strictly
hyperbolic operator, the critical point of its generating function f is isolated, and y
is a point outside the wavefront but very close to x. Let y∗ ∈ RPN−1 be the direction
of the line containing y, λ = (λ0, . . . , λN−2) the local coordinates of the point y
∗
accordingly to §1.2, and fλ the perturbation of f given by the formula (1) with these
values of λi. Then the point y belongs to a local (close to x) holomorphic lacuna of
our hyperbolic operator if and only if the point λ belongs to an even even lacuna of
the corresponding generating family (if N is even) or to an odd local lacuna (if N
is odd).
The part “if” of this proposition was essentially proved in [7], and “only if” was
conjectured there and proved in the translator’s note to the Russian translation of
[7], see also [20].
This proposition reduces the study of local lacunas to a problem on deformations
of real critical points of functions, namely to the calculation of local Petrovskii
classes of perturbations of such functions, and the hunt for those perturbations for
which these classes vanish.
2.1. Important example. If the function f has a minimum (respectively, maximum)
point at 0, then the function f+τ (respectively, f−τ) with sufficiently small positive
τ belongs to its even local lacuna.
Indeed, in this case the set of real points of the corresponding Milnor fiber is
empty.
Conjecture 2. If a function f(x1, x2) has an isolated non-Morse critical point at
0, then its deformations have no even local lacunas unless f has an extremum at
the origin; in the latter case all critical values of real critical points of all its small
perturbations which belong to such a lacuna are positive (if f has a minimum point
at the origin) or negative (if f has a maximum).
2.2. Explicit calculation of local Petrovskii classes. The group H˜n−1(Vλ, ∂Vλ)
is Poincare´ dual to H˜n−1(Vλ), therefore any its element is completely characterized
by its intersection indices with basic elements of the latter group. For these basic
elements we can take the vanishing cycles (see e.g. [4], [15], [22]) corresponding to
critical points of fλ. In [17], [20] explicit formulas for these intersection indices of
both local Petrovskii classes with cycles vanishing in real critical points were cal-
culated: these indices are expressed in the terms of Morse indices of these critical
points and the intersection indices of vanishing cycles. We do not give here these
large formulas and refer to section V.1.6 in [22] or §5.1.4 in [5].
In particular, these formulas describe the Petrovskii classes completely if all µ(f)
critical points of the perturbation fλ are real, and we know their Morse indices and
the intersection indices of corresponding vanishing cycles.
Remark 2. In this and other related calculations it is important to use the ori-
entations of these vanishing cycles, compatible with the fixed orientation of Rn.
Fortunately, the methods of calculating the intersection indices developed in [13],
[1], [11] use exactly these orientations. These methods give us the desired data for
appropriate perturbations of all parabolic singularities except for P 28 , in the latter
case we solve the similar problem in §7.
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2.3. Stabilization.
Definition 3 (see [3]). Two functions f, f˜ : (Rn, 0)→ (R, 0) with critical points at
0 are equivalent if they can be taken one into the other by a germ of diffeomorphism
G : (Rn, 0) → (Rn, 0), that is, f ≡ f˜ ◦ G. Two critical points of functions (maybe
depending on a different number of variables) are stably equivalent if they become
equivalent after the summation with non-degenerate quadratic forms depending on
additional variables.
For example, the functions f(x) = xk, f1(x, y) = x
k + y2, f2(x, y, z) = x
k − yz
and f3(x, y) = −y2 + (x − y)k are stably equivalent to one another, but they are
not stably equivalent to the function f4(x, y) = x
k.
If F (x, λ) is a deformation of the function f(x), x = (x1, . . . , xn), then the family
of functions F (x1, . . . , xn, λ) ± x2n+1 ± · · · ± x2n+m depending on n + m variables
is a deformation of the stabilization f(x) ± x2n+1 ± · · · ± x2n+m of f(x); the latter
deformation is versal if and only if F (x, λ) is.
Proposition 3 (see e.g. [22]). The following conditions are equivalent:
1) the perturbation fλ of the function f : (C
n,Rn, 0) → (C,R, 0) belongs to an
even (respectively, odd) local lacuna;
2) the perturbation fλ+x
2
n+1+x
2
n+2 of the function f+x
2
n+1+x
2
n+2 : (C
n+2,Rn+2, 0)→
(C,R, 0) belongs to an even (respectively, odd) local lacuna;
3) the perturbation fλ−x2n+1−x2n+2 of the function f−x2n+1−x2n+2 : (Cn+2,Rn+2, 0)→
(C,R, 0) belongs to an even (respectively, odd) local lacuna;
4) the perturbation fλ+x
2
n+1−x2n+2 of the function f+x2n+1−x2n+2 : (Cn+2,Rn+2, 0)→
(C,R, 0) belongs to an odd (respectively, even) local lacuna.
So, the summation with a positive or negative definite quadratic form in an even
number of additional variables moves even (respectively, odd) local lacunas to the
lacunas of the same type; the summation with a quadratic function of signature
(1, 1) in two additional variables moves even lacunas to odd ones and vice versa.
Therefore any stable equivalence class of functions splits into four subclasses, de-
pending on the parities of n and of an arbitrary (say, positive) inertia index of
the quadratic part of the Taylor expansion of these functions. The sets of local
lacunas (of the same parity) of versal deformations of functions from any of these
four subclasses are in a one to one correspondence with each other.
Corollary 1. If the function f(x1, . . . , xn) has a minimum (respectively, maximum)
point at 0, then the function f(x1, . . . , xn)−x2n+1+ τ (respectively, f(x1, . . . , xn)+
x2n+1 − τ) with sufficiently small τ > 0 belongs to an odd local lacuna.
Indeed, say in the first case the function f − x2n+1 + x2n+2 − x2n+3 + τ belongs
to an even local lacuna by item 3) of Proposition 3 and by §2.1; it remains to use
item 4) of the same proposition. 
2.4. Multiplication by −1. It follows immediately from the definitions of Petro-
vskii classes that the perturbation −fλ of the function −f belongs to a local lacuna
if and only if the perturbation fλ of f does.
2.5. Another form of the odd Petrovskii cycle. It is easy to see that the
cycle of Fig. 2 (left) is homological in C1 \ Vλ (modulo the complement of Bε) to
the sum of small circles going around all non-real points of the set Vλ, as shown in
the right-hand part of this figure. So the pre-image of its homology class under the
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Leray tube operator, that is, the odd Petrovskii class, is represented by the sum
of these points taken with appropriate signs. The same construction allows us to
realize this class in the case of an arbitrary odd n.
Namely, let us choose a point x ∈ Rn \ Vλ. Let S(x) ∼ Sn−1 be the space of
all oriented affine lines in Rn through x, φ : E(x) → S(x) the tautological line
bundle, and φC : EC(x) → S(x) its complexification, so that EC is the union of
pairs (l, x) ∈ S(x) × Cn such that x belongs to the complexification of the line
{l} ⊂ Rn. The manifold E is obviously orientable and is separated into two parts
by the section of the line bundle consisting of all points (l,x). The forgetful map
Ψ : (l, x) 7→ x sends any of these parts diffeomorphically to Rn \ x. In the case
of odd n the orientations of these parts induced from the fixed orientation of Rn
belong to one and the same orientation of entire E.1 Extend the map Ψ to the
similar forgetful map ΨC : EC → Cn. For any oriented line l ∈ S(x) the set
Ψ−1
C
(Vλ) ∩ {lC} is a finite set symmetric with respect to the real line {l} ⊂ {lC}.
Define the relative cycle P˜ (x) ⊂ EC ∩ Ψ−1C (Bǫ \ Vλ) as the union (over all points
l ∈ S(x)) of real lines {l} slightly moved inside their complexifications {lC} close to
all points of Ψ−1(Vλ) in such a way that they bypass these points from the left side
with respect to the canonical orientation of {l}. The homology class of the cycle
Π(λ) from the construction of the odd Petrovskii class can be realized as the direct
image of this cycle P˜ (x) under the map ΨC. (In fact, P˜ (x) is a kind of “blowing
up” the cycle Π(λ) at the point x).
For any l the obtained 1-dimensional cycle in {lC} \ Ψ−1(Vλ) is homological
(within the upper half-plane and modulo the intersection with Ψ−1(Cn \ Bε)) to
the union of small circles around all imaginary points of Ψ−1(Vλ ∩Bε) in this left-
hand half-plane. These homologies can be performed uniformly over all l and sweep
out a homology between the cycle P˜ (x) and a cycle which is the Leray tube around
the union (over all l ∈ S(x)) of all such imaginary points with positive imaginary
parts in the fibers {lC}. Thus the odd Petrovskii class can be realized in the case of
odd n as the direct image under the map ΨC of the cycle composed by this union.
This is essentially the original definition of the odd Petrovskii cycle, see [18].
Unlike the even cycle, it depends on the choice of the point x, but its homology
class does not.
3. An obstruction to the existence of local lacunas
Either of two local Petrovskii classes related to a non-discriminant point λ ∈ Rl
is an element of the relative homology group H˜n−1(Vλ, ∂Vλ) of the corresponding
Milnor fiber Vλ = f
−1
λ (0) ∩ ∂Bǫ. The boundary operator of the exact sequence of
the pair (Vλ, ∂Vλ) sends this class to some element of the group H˜n−2(∂Vλ). For any
deformation F (x, λ) of the function f(x), the spaces ∂Vλ form a locally trivial (and
hence trivializable) fiber bundle over a neighborhood of the origin in the parameter
space of our deformation (including the discriminant values of λ). Therefore the
homology groups H˜n−2(∂Vλ) over all values of λ are naturally identified to one
another. It follows easily from the construction of the Petrovskii classes, that the
boundaries of all cycles Pev(λ) (respectively, Podd(λ)) over all non-discriminant
values of λ are mapped into one another by this identification. Therefore if for
1In the case n = 1, responsible for Fig. 2, the role of the orientation of the base is played by
the choice of (different) signs of two points of the 0-dimensional sphere S(x). So the canonical
orientation of the line over the negative point should be reversed.
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some value λ ∈ Rl this boundary is not homologous to zero, then the same is
true for all other values of λ, in particular the local Petrovskii classes of the same
parity for all λ are non-trivial and we have no local lacunas for the corresponding
singularity.
All zeros in the cells of Table 2 (but not the signs 0c) except for the last column
of P 28 follow from this obstruction and from the explicit calculation of the Petro-
vskii classes mentioned in §2.2. Conversely, in the case of P 28 the calculation of
intersection indices of vanishing cycles in §7 will be based on the calculation of this
boundary which will be done in §3.1.
Remark 3. The group H˜∗(∂Vλ) can be non-trivial only in dimensions n − 1 and
n − 2, and its structure can be obtained from the intersection form in H˜n−1(Vλ).
Indeed, by the Milnor’s theorem the only non-trivial segment of the exact sequence
of the pair (Vλ, ∂Vλ) is
(2) 0→ H˜n−1(∂Vλ)→ H˜n−1(Vλ) j→ H˜n−1(Vλ, ∂Vλ)→ H˜n−2(∂Vλ)→ 0.
If we fix Poincare´ dual frames in two central groups of this sequence (which are
isomorphic to Zµ(f)), then the homomorphism j will be given by the intersection
matrix of basic elements of H˜n−1(Vλ). It determines completely both marginal
groups H˜i(∂Vλ).
3.1. Boundary of the even Petrovskii class for P8 singularities.
Proposition 4. For any singularity of the class P 18 or P
2
8 , presented by a homoge-
neous function f(x, y, z) of degree 3, and for any its non-discriminant perturbation
fλ, the boundary of the even local Petrovskii class is non-trivial in H˜1(∂Vλ).
Proof. The isomorphism class of the intersection form of the singularities P8 is
well-known, see e.g. [11]. The group H˜1(∂Vλ) for any non-discriminant (and hence
for any at all) perturbation fλ of this function f can be easily calculated from (2)
and is equal to Z2 ⊕ Z3.
We can assume that the coordinates x, y, z are chosen to take f in the Newton-
Weierstrass normal form x3 + axz2 + bz3− y2z. The Hopf bundle projection S5 →
CP
2 maps ∂V0 to the elliptic curve {f = 0}. Regarding the submanifolds f−1(τ) ∩
Bε ∩ Rn, 0 < τ << ε, realizing the classes Pev(f − τ), and tending τ to 0, we see
that the class of ∂Pev(0) is mapped by this Hopf projection into twice the class
of the real part of this elliptic curve, oriented as the boundary of the part of the
affine chart {z = 1} in RP2, in which the function f takes negative values. The
latter class is never homological to zero in the elliptic curve. (In the case of P 28 ,
when this real part consists of two components, some sum of these components is
homological to zero, but the orientations of these components in this sum should
be coordinated in a different way.) 
3.2. Boundary of Pev for critical points of functions of two variables. De-
note by Dε the real part Bε ∩ Rn of the ball Bε. The real zero set of a function
f(x1, x2) with a critical point at 0 consists of several irreducible curves passing
through 0. Any such curve intersects the circle ∂Dε at two points. The corre-
sponding chord diagram is the graph consisting of the circle ∂Dε and all its chords
connecting the endpoints of any such component.
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Proposition 5. The boundary ∂Pev ∈ H˜0(Vλ) is trivial for some (and then for
all) non-discriminant perturbations fλ of f if and only if any chord of this chord
diagram intersects an even number of other chords.
Proof. Let us take the function f − τ , 0 < τ << ε, for the perturbation fλ, so
that its Milnor fiber is the set f−1(τ) ∩Bε. The geometric boundary of the set of
real points of this fiber is in the obvious one-to-one correspondence with the set of
endpoints of chords of the chord diagram. The points of this boundary belong to
one and the same component of the manifold ∂Vλ if and only if they correspond
to the endpoints of one and the same chord. It is easy to calculate that two points
corresponding to the endpoints of some chord are counted for in the homological
boundary of the even Petrovskii cycle with one and the same sign if and only if
they are separated by an odd number of other endpoints in the circle ∂Dε. 
4. Invariants of components of the complement of the real
discriminant
Let us choose the number ∆ > 0 small enough so that all varieties f−1(t),
t ∈ [−∆,∆], are transversal to ∂Dε.
Let Λ ⊂ Rl be a very small neighborhood of the origin in the space of parameters
λ, such that the same transversality condition is satisfied not only for f , but also
for all functions fλ, λ ∈ Λ, and additionally all real critical values of these functions
fλ in Dε belong to the interval (−∆,∆). Denote by M−(λ),M0(λ) and M+(λ) the
sets of lower values f−1λ ((∞,−∆]) ∩Dε, f−1λ ((∞, 0]) ∩Dε, and f−1λ ((∞,∆]) ∩Dε,
respectively.
The diagrams of spaces
(3)
M−(λ) ⊂ M+(λ) ⊂ Dε
∪ ∪ ∪
M−(λ) ∩ ∂Dε ⊂ M+(λ) ∩ ∂Dε ⊂ ∂Dε
form a locally trivial (and hence trivializable) fiber bundle over the neighborhood Λ.
Therefore we can fix a family (depending continuously on λ) of homeomorphisms of
all of them to one and the same diagram corresponding to some distinguished value
λ0 of λ, say to λ0 = 0. The spacesM−(λ0) andM+(λ0) for this distinguished value
will be called just M− and M+. Given an arbitrary λ, composing the embedding
M0(λ)→ Dε with this unifying homeomorphism we obtain the diagram of spaces
(4)
M− ⊂ M0(λ) ⊂ M+ ⊂ Dε
∪ ∪ ∪ ∪
M− ∩ ∂Dε ⊂ M0(λ) ∩ ∂Dε ⊂ M+ ∩ ∂Dε ⊂ ∂Dε
Proposition 6. If two points λ, λ′ ∈ Λ belong to one and the same connected
component of the set of non-discriminant perturbations of f , then the correspond-
ing diagrams (4) are isotopic to one another via an isotopy of the pair (Dε, ∂Dε)
constant on M− and on Dε \M+. 
In particular, all homological invariants of isotopy classes of such diagrams also
are invariants of components of the complement of the discriminant, and we get
the following corollary.
Proposition 7. The following objects are the same for all λ from one and the
same component of the complement of the discriminant:
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a) the isomorphism classes of groups H∗(M0(λ)), H∗(M0(λ), ∂Dε), H∗(M0(λ),M−(λ)),
H∗(M0(λ), (M− ∪ ∂Dε)), H∗(M+,M0(λ)), and H∗(M+, (M0(λ) ∪ ∂Dε));
b) images of boundary operators ∂ : H∗(M0(λ),M−)→ H∗(M−) and ∂ : H∗(M0(λ),M−∪
∂Dε)→ H∗(M− ∪ ∂Dε),
c) kernels of operators defined by inclusions, H∗(M−)→ H∗(M0(λ)), H∗(M− ∪
∂Dε)→ H∗(M0(λ) ∪ ∂Dε), H∗(M+,M−)→ H∗(M+,M0(λ)), etc. 
The invariant χ(λ) used in Proposition 1 is just the Euler characteristic of the
third group mentioned in item (a) of Proposition 7.
5. Realization of local lacunas promised in Theorem 1
5.1. Classes P 18 and P
2
8 .
Proposition 8. If f(x1, x2, x3) is a non-degenerate homogeneous polynomial of
degree 3 (so that it belongs to one of classes P 18 or P
2
8 ) then the polynomials f±τ ≡
f ± (τ(x21 + x22 + x23)− τ3) with sufficiently small τ > 0 belong to odd local lacunas.
Moreover, the perturbations fτ and f−τ belong to different odd local lacunas.
Proof. The odd Petrovskii cycle of f±τ , realized as in §2.5 with the central
point x at the origin, is empty. Indeed, any complex line through 0, which is the
complexification of a real line, intersects V±τ in at least two real points. The set of
non-real intersection points is complex conjugate to itself and consists of no more
than one point, since the degree of f±τ is equal to 3.
The perturbations fτ and f−τ are separated by an invariant from Proposition
7(a). Namely, the relative homology group H∗(M0(τ), (M− ∪ ∂Dε)) coincides with
the homology group of a single point, and the group H∗(M0(−τ), (M− ∪ ∂Dε)) is
isomorphic to H∗(S
2, pt). 
5.2. The class ±X9. We will consider the singularity class +X9 only, since the
class −X9 can be reduced to it, see §2.4.
The local lacuna for a singularity of the class +X9 assumed in the second column
of Table 2 is described in §2.1. One of two lacunas assumed in the fourth column is
described in Corollary 1 on page 9 and is represented by the function ϕ(x1, x2) −
x23 + τ , where τ > 0 is small enough and ϕ has a minimum point at 0.
Proposition 9. If the function ϕ(x1, x2) of the class +X9 is a non-negative ho-
mogeneous polynomial of degree 4, then the function fτ ≡ ϕ(x1, x2)− τ(x21 + x22)−
x23 + τ
3 with sufficiently small τ > 0 belongs to the odd local lacuna of the function
ϕ(x1, x2) − x23. This lacuna is different from the second lacuna indicated in the
previous paragraph.
Proof. By the Morse lemma, changing slightly the local coordinate x3 (which
certainly does not change the values of the Petrovskii classes) we can replace the
function −x23 in one variable by −x23 + x43, and hence the function fτ by fτ + x43.
The corresponding odd Petrovskii cycle, described in §2.5 for x = 0, is empty since
any real line through 0 intersects the zero set of this function fτ +x
4
3 at four points.
The last statement of the proposition follows immediately from Proposition 7. 
5.3. Remaining lacunas for corank 2 parabolic singularities. By Propo-
sition 3 all remaining local lacunas assumed in non-zero cells of Table 2 can be
considered as odd local lacunas of some functions in two variables. We realize
these lacunas in the following way. As in [13], [1], we demonstrate a perturbation
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fλ(x1, x2) of the corresponding function f , all whose µ(f) critical points are real, all
critical values at the saddlepoints are equal to 0, and all critical values at minima
(respectively, maxima) are negative (respectively, positive). Using a further very
small perturbation of fλ we can obtain a function fλ˜ arbitrarily close to fλ but
with critical values at all saddlepoints moved from 0 to any prescribed sides; in
particular fλ˜ is non-discriminant. In the Figures 3, 4 we draw the zero sets of the
preliminary perturbations fλ, and indicate by black (respectively, white) circles the
saddlepoints, the values at which should be moved in the negative (respectively,
positive) direction from 0.
Proposition 10. If a function f(x1, x2) of the class X
2
9 is represented by a ho-
mogenous polynomial of degree 4 vanishing on four different real lines, then
1) it has a perturbation fλ whose zero set is as shown in either side of Fig. 3;
2) the further non-discriminant perturbations fλ˜(x1, x2) shown in these pictures
by black and white circles belong to odd local lacunas of f ;
3) these two local lacunas are different;
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4) rotating both pictures of Fig. 3 by the angle pi/2 we obtain the pictures of two
other perturbations of f which belong to two additional odd local lacunas different
from the previous two.
Proof. Statement 1 is obvious, 2 follows from the calculation of odd Petrovskii
cycles mentioned in §2.2, and statements 3, 4 follow from Proposition 7: indeed,
the images of the boundary operators H1(M0(λ),M−) → H0(M−) ≃ Z4 for these
four cases are four different subgroups of the latter group. 
Proposition 11. If the function f(x1, x2) belongs to the class J
3
10, then
1) it has a perturbation fλ whose zero set is homeomorphic to the one shown in
Fig. 4,
2) the further non-discriminant perturbation fλ˜(x1, x2) described in this picture
by black and white circles belongs to an odd local lacuna of f .
Proof. This proposition follows immediately from the normal form of critical
points of type J310 and from the calculation of odd Petrovskii cycles discussed in
§2.2. 
6. A program counting for topologically different morsifications
of critical points of real functions
This program has two versions: one for singularities of corank ≤ 2 (see
https://www.hse.ru/mirror/pubs/share/185895886, currently it contains the
starting data for the singularity class J310), and the other one for singularities of
arbitrary ranks (https://www.hse.ru/mirror/pubs/share/185895827, currently
with initial data of P 18 ). The further versions of the program will occur at the
bottom of the page https://www.hse.ru/en/org/persons/1297545#sci.
For a description of the program see §V.8 of the book [22], however the web
reference given there leads to an obsolete version of the program.
The starting data for the program are the topological characteristics of some
morsification fλ of f , all whose critical points are real, and all their critical values
are different and not equal to 0. Namely, these data include the Morse indices of
all critical points ordered by the increase of their critical values (in the program
for corank=2 singularities), or just the parities of these indices (in the program
for for the general case) and the intersection indices of corresponding vanishing
cycles in H˜n−1(Vλ), defined by a canonical system of paths and having canonical
orientations compatible with the orientation of Rn. One additional element of data
is the number of negative critical values of fλ. This information is sufficient to
calculate both Petrovskii classes of our morsification fλ and of all its stabilizations.
Our program is modelling (on the level of similar sets of topological data) all
potentially possible topological surgeries of the initial morsifications, namely the
jumps of critical values through 0, collisions of the real critical values (which can
either bypass one another or undergo a Morse surgery and go into the imaginary
domain), the opposite operations (that is, a collision of two complex conjugate
critical values at a real point), and also rotations of imaginary critical values around
one another. Knowing our topological data before any of these surgeries is enough
to predict the similar data after it.
In general, it is not sure that any sequence of such operations over the sets of
topological invariants actually can be realized by a path in the parameter space
of the deformation, so we consider their results as virtual morsifications, that is,
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some admissible collections of our topological data, including the Petrovskii classes.
However, any actual morsification is represented by a virtual one, which surely
will be found by our algorithm (if it will have enough of memory and time). In
particular, if the program has enumerated all possible virtual morsifications of a
singularity class and found that their Petrovskii classes never vanish, then we can
put the sign 0c in the corresponding cell of Table 2.
On the other hand, a majority of real local lacunas described in §5 was discovered
by this program. More precisely, it has found suspicious virtual morsifications with
vanishing Petrovskii classes and printed out their topological data; after that in all
our cases it was easy to find by hands the real morsifications with these data.
The numbers of topologically distinct virtual morsifications found by our pro-
gram are equal to 6503 for P 18 , 9174 for P
2
8 , 16928 for ±X9, 96960 for X29 , 549797
for J110, and 77380 for J
3
10.
7. Starting data for the singularity P 28
The initial data of our program (that is, convenient morsifications with only real
critical points and intersection indices of their vanishing cycles) for all real parabolic
singularities except for P 28 can be easily calculated by the methods of [13], [1] (for
critical points whose quadratic part is of corank ≤ 2) or [11] (for the class P 18 which
has a convenient representative x3 + y3 + z3). It is important for our algorithm
that the orientations of these vanishing cycles, defining the signs of the intersection
indices, should be compatible with the fixed orientation of Rn; fortunately all these
methods satisfy this condition. In this section we solve the similar problem for the
remaining case P 28 .
We choose a function in this class whose Newton–Weierstrass normal form is
f = x3 − xz2 + y2z. Consider its small perturbation f1 = f + εz2, ε > 0; by the
dilation of the coordinates and the function we can assume that ε = 1. f1 has a
critical point of type E6 at the origin. By a small (with unit linear part) local change
of coordinates at the origin this function can be reduced to the form x˜3−y4+ z˜2. In
addition f1 has two real Morse critical points (1, 0,
√
3) and (1, 0,
√
3) with common
critical value 1; their Morse indices are equal to 2 and 1 respectively. As was shown
in [13], Example 3, we can slightly perturb our function f1 so that its E6-type
critical point splits into six real Morse critical points, and the new function f2 has
the form ϕ(x˜, y˜) + z˜2 in the corresponding neighborhood of the origin, where the
zero level set of ϕ in R2 looks as in Fig. 5. The crossing points of this set correspond
to the Morse critical points of f2 with critical value 0 and Morse index 1, and any
of three bounded domains contains a point with a slightly greater critical value
and Morse index 2. Let f3 be an additional very small perturbation of the Morse
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function f2 making it a strictly Morse function, that is, separating all 8 critical
values. We can do it in such a way that the order of these values in R1 will be
as indicated by the numbers in Fig. 5. Choose a real value A greater than all six
critical values obtained from the perturbation of E6-type critical point but lower
than the critical values at two Morse critical points obtained from two points with
critical value 1. Define the basis of vanishing cycles in H2(f
−1
3 (A)) by the system
of paths connecting A to all eight critical values within the upper half-plane in C1.
Number the first six basis cycles ∆i by the order of corresponding critical values,
see Fig. 5; let the 7th and the 8th cycles be the ones arising from the critical points
with value ≈ 1 and Morse indices 2 and 1 respectively. Orient all these cycles in
the correspondence with the fixed orientation of Rn (see page 177 in [22], especially
formula (V.6) there). Our purpose is to calculate the matrix of intersection indices
of these eight cycles: this will give us a set of initial data for the perturbation f3−A
of the initial function f . This matrix is symmetric since n− 1 is even.
(5)


−2 0 0 1 0 1 X −Z+W2
0 −2 0 0 1 1 X −Z+W2
0 0 −2 0 0 1 Y −W2
1 0 0 −2 0 0 0 Z
0 1 0 0 −2 0 0 Z
1 1 1 0 0 −2 0 W
X X Y 0 0 0 −2 0
−Z+W2 −Z+W2 −W2 Z Z W 0 −2


Lemma 1. The wanted intersection matrix has the form (5) for some values X,Y, Z
and W .
Proof. The intersection indices of the first six cycles can be calculated by the
method of [13], [1] and are as shown in the upper left-hand 6×6 corner of the matrix
(5). The intersection index 〈∆7,∆8〉 is equal to 0 because these cycles appear from
distant critical points with almost coinciding critical values. The cycles ∆4,∆5
and ∆6 are invariant under the complex conjugation in f
−1
3 (A), therefore their
intersection indices with ∆7 (which is anti-invariant) are equal to 0, as indicated in
the 7th row of (5). Also, the perturbation f1 of the original function f is invariant
under the reflection in the hyperplane y = 0, and its further perturbation f2 can
be accomplished keeping this symmetry. This reflection keeps the basis cycles in
f−12 (A) which are close to the cycles ∆7 and ∆8, only changing their canonical
orientations; on the other hand it permutes the cycles close to ∆1 and −∆2, and
also cycles close to ∆4 and −∆5. Therefore 〈∆1,∆7〉 = 〈−∆2,−∆7〉 ≡ 〈∆2,∆7〉
and 〈∆4,∆8〉 = 〈∆5,∆8〉. It is why the corresponding cells of our matrix (5) are
filled in by equal letters (X in the first case and Z in the second).
For any i = 1, 2, 3 denote by ∆¯i the vanishing cycle in f
−1
3 (A) obtained from the
ith critical point by the path connecting the corresponding critical value with A in
the lower half-plane of C1. It is easy to see that the cycle ∆i + ∆¯i is anti-invariant
under the complex conjugation and ∆8 is invariant, therefore 〈∆i + ∆¯i,∆8〉 = 0.
But ∆¯i can be considered as the image of ∆i under the Picard-Lefschetz monodromy
operator along a loop L starting and ending at the point A and embracing all critical
values placed between the ith one and the point A. This image is equal to ∆i +
VarL(∆i), therefore the previous equation gives us −2〈∆i,∆8〉 = 〈VarL(∆i),∆8〉.
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By the Picard–Lefschetz formula the last number is equal to
∑6
j=4〈∆i,∆j〉〈∆j ,∆8〉,
which gives us the expressions of intersection indices 〈∆i,∆8〉 through the numbers
Z ≡ 〈∆4,∆8〉 = 〈∆5,∆8〉 and W ≡ 〈∆6,∆8〉; see the first three cells of the last
row of (5). 
It remains to calculate the numbers X,Y, Z and W in this matrix. We know
that it is the matrix of the P8 type bilinear form in some basis in Z
8. This form
is well-known, see e.g. [11]. In particular it is easy to check that the image of this
lattice in the dual lattice under the map defined by this bilinear form coincides
with the image of an arbitrary E6-sublattice. Therefore the last two rows of the
desired matrix are integer linear combinations of the first six ones. Writing these
rows in the form of such linear combinations with indeterminate coefficients, we get
16 equations in 16 unknowns a1, . . . , a6, b1, . . . , b6, X, Y, Z,W . Some two of these
equations are consequences of the others, but the diophantine system of remaining
14 equations is easily solvable and has exactly four different integer solutions, which
imply four possible combinations of coefficients of the matrix (5): {X = 0, Y = ±1,
Z = 0,W = ±2}. Let us select the correct version.
Both local Petrovskii classes of a morsification, all whose critical points are real,
can be calculated explicitly from the Morse indices of these critical points and
intersection indices of all (properly oriented) vanishing cycle, see §2.2. Substituting
all four hypothetical combinations of intersection indices in these calculations, in
three cases we get a contradiction with the previously obtained results on these
classes for P 28 singularities, saying that
a) in the case of odd n and even index i+ (e.g. for n = 3) these singularities
have local lacunas, therefore the homological boundary of the odd Petrovskii class
is equal to 0 for all non-discriminant perturbations of f , see §5.1;
b) the similar homological boundary of the even Petrovskii class is not equal to
0 for the same values of n and i+, see §3.1.
The unique remaining case gives us Y = 1, W = −2, and the intersection matrix
is completely calculated. Plugging it into the initial data of our program, we get
from it the messages that no local lacunas exist close to the P 28 singularities in the
cases of even n and both even and odd i+. This proves the first two zeros in Table
2 for P 28 .
8. No extra lacunas for ±X9
The sign 1c in the second column of Table 2 for ±X9 (that is, the fact that this
singularity has no local lacunas in addition to the one mentioned in §5.2) is proved
by our program with the help of the following fact.
Proposition 12. If the function f has a minimum point at the origin, then all its
sufficiently small perturbations fλ, such that all real critical values of fλ are positive,
belong to one and the same component of the complement of the discriminant of an
arbitrary its versal deformation.
Proof. The described property of functions is preserved by inducing and equiv-
alence of deformations, therefore it is enough to prove our proposition for one
arbitrary versal deformation of the function f . In particular we can assume that
this deformation contains together with any perturbation fλ of f also all pertur-
bations fλ + c, where the constants c run some interval containing 0. Choose some
small value c > 0 in this interval, then there is some number δ > 0 such that the
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δ-neighborhood of the point {f + c} in the space Rl of parameters of this deforma-
tion is separated from the discriminant. For any point λ from the δ-neighborhood
of the origin in Rl, such that fλ satisfies the condition of our Proposition, the entire
segment consisting of functions fλ + τ , τ ∈ [0, c] belongs to the complement of the
discriminant, and its last point fλ + c belongs to the δ-neighborhood of the point
f + c mentioned above. 
Therefore I have asked my program to check that the functions of type +X9 do
not have virtual morsifications with trivial even Petrovskii class and at least one
negative critical value. Its confirmative answer justifies the sign 1c in the cell under
question.
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