Thermal fatigue cracks may occur in a T-junction pipe due to the mixing of hot and cold fluids. To develop an evaluation method for thermal fatigue, the authors previously performed a mixing tee experiment called the TCubic experiment. In this study, a fluid-structure coupled simulation for conjugate heat transfer was carried out to investigate the predictive performance of the flow and temperature fields and temperature fluctuation on the pipe inner surface at a mixing tee of the T-Cubic experiment. The computational domain included 304 type stainless steel pipe as well as the working fluid of water. Time-averaged velocity and temperature were reproduced well over the entire computational domain. Although velocity fluctuation intensity at a distance from the wall was relatively smaller than experimental data, the simulation could reproduce the trend of the experimental data, especially the velocity fluctuation intensity peak near the wall. The temperature fluctuation intensity was also larger than the experimental data, though the tendency could be reproduced by the simulation. The temperature fluctuation intensity on the pipe inner surface is the most important parameter for thermal fatigue and though it was 20% to 36% larger than the experimental data at its peak, the tendency was reproduced to a certain extent. The fluid temperature in the numerical simulation fluctuated at almost the same level from 0.1 Hz to 10 Hz, but high frequency components attenuated and low frequency components around 0.1 Hz remained on the pipe inner surface.
Introduction
Mixing tees are inevitable piping structures in fossil fuel and nuclear power plants. When high-and low-temperature flows are mixing in the mixing tee, high-cycle thermal fatigue may occur. Fatigue cracks have been often found downstream from the mixing tee, for example in the Civaux-1 (Chapuliot et al., 2005) and more recently in U.S nuclear power plants (McDevitt et al., 2015) . Hence thermal fatigue is one of the major degradation mechanisms that must be considered in nuclear power plant management.
The Japan Society of Mechanical Engineers (JSME) has issued a guideline for piping systems (JSME, 2003) to prevent thermal fatigue. The JSME guideline provides evaluation flowcharts of thermal fatigue, and it consists of a fourstep assessment procedure. If one of the four steps is satisfied, the evaluation is finished. When the evaluation does not satisfy any steps, the "detailed evaluation" option remains in the evaluation flowchart. The JSME guideline allows substitution of another appropriate procedure as the "detailed evaluation" for the four-step assessment procedure. In addition, although the JSME guideline was based on extensive tests which cover various flow conditions (the inlet velocities and diameter ratios), not all conditions are covered in detail and the JSME guideline has a limitation for its application range. Moreover, the present procedure in the JSME guideline has conservativeness. Hence improvement of the JSME guideline based on experimental and numerical studies is desirable.
To understand the thermal fatigue mechanism, experiments under actual plant conditions are inevitable. The FATHER experiment (Braillard et al., 2007 ) measured fluid and pipe wall temperatures to observe the temperature
Numerical simulation 2.1 Simulation target
The simulation target was the T-Cubic experiment loop (Miyoshi et al., 2014b (Miyoshi et al., , 2014c . A schematic diagram of this loop is shown in Fig. 1 . The loop consisted of a hot water tank, cold water tank, mixing water tank and two pumps. The disturbance in the flow was reduced by the flow straighteners placed upstream from the test section. The test section of the mixing tee is shown in Fig. 2 and it was made of 304 type stainless steel pipes. The inner diameters of the main and branch pipes Dm and Db were 150 mm and 50 mm, respectively. The edge of the tee pipe was not rounded and the only burr at the edge was taken off by light-chamfering. The geometry of the test section was almost the same as that of the WATLON experiment . The pipe was covered with heat insulator.
Experimental conditions are summarized in Table 1 . Their details were described elsewhere (Miyoshi et al., 2014c) . The flow pattern was classified as the wall jet , in which the jet from the branch pipe was bent toward the main pipe wall due to the higher main flow velocity, and a larger temperature fluctuation was observed downstream from the junction.
Temperature measurement
Temperature distributions in fluid were measured by the thermocouple tree shown in Fig. 3 . Thermocouples were Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] Fig. 1 T-Cubic experiment loop which consisted of a hot water tank, a cold water tank, a mixing water tank and two pumps. The hot water from above and the cold water from the side mixed in the test section and flowed out to the mixing water tank. non-grounded K-type JIS class 1 and the diameter of their sheath was 0.25 mm. They were arranged in a row and 15 of them were placed from the center of the main pipe to r = 70 mm with a separation distance of 5 mm and the sixteenth was at r = 74mm. In order to reinforce the structure of the thermocouples, each of them was inserted and brazed to a cover tube, 1 mm in outer diameter and 50 mm in length, with the thermocouple head of 5 mm length remaining exposed. The thermocouple tree could be rotated and moved in the axial direction of the main pipe. The temperature of the pipe inner surface was measured by sheathed thermocouples (diameter, 0.5mm) installed near the inner surface as shown in Fig. 4 (Miyoshi, et al., 2014b) . Non-grounded K-type thermocouples were brazed into grooves 0.7 mm deep and 0.6 mm wide on the pipe inner surface. All the thermocouples were brazed by Ni in a high vacuum furnace, because some voids were observed at the corner of the groove when they were brazed at atmospheric pressure (Miyoshi, et al., 2014a) . The brazed inner surface was faired by polishing. Strictly speaking, the measured data were not assumed as the exact data on the pipe inner surface due to the distance from the inner surface. Hence, the measured temperature data were converted to the temperature on the pipe inner surface using the transfer function (Miyoshi, et al., 2014b) developed based on the temperature attenuation and phase delay. The detailed method was described in Sec. 2.3.1. Figure 5 shows 148 measurement points for wall temperature. The interval in the axial direction was 25 mm in the range from z = -50 to 225 mm. The interval in the circumferential direction was 5° in the range from θ = 0° to 60°. Two thermocouples were installed at z = -150, 600 mm and θ = 0°. Here, z is the position in the axial direction of the main pipe and θ is the azimuthal angle in the main pipe shown in Fig. 2 .
Data from the thermocouples were recorded into a data logger (KYOWA, USB-500A, UCAM-500B), which had an A/D converter in each channel and allowed simultaneous sampling of multiple channels. After the beginning of the experiment, it was checked that the temperatures reached quasi-steady state at all measurement points, and then the statistical temperature values (time-averaged value and fluctuation intensity) were obtained during 160 s. Sampling frequency was 50 Hz. This was sufficient to measure the temperature fluctuation in the T-junction, because it has been reported that the dominant frequency was at most several Hz under the experimental condition in Table 1 (Miyoshi, et al., 2014b) . The time difference between channels was 12.4 μs and negligible compared with the sampling period (0.02 s). The calibration formulas for all the thermocouples were derived with the platinum resistance thermometer under the static water condition to reduce the error of measurement. The errors were less than 0.12 °C in fluid temperature and 0.42 °C in the wall temperature.
Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] Fig. 2 The 304 type stainless steel pipe test section of the mixing tee pipe; inner diameter of the main pipe was 150 mm and that of the branch pipe was 50mm. The hot water in the branch pipe and the cold water in the main pipe mixed at the junction. arranged in a row with the separation distance of 5mm and the final one was at r = 74 mm from the center of the pipe. To reinforce the structure of the thermocouples, each of them was inserted and brazed to a cover tube, 1 mm in outer diameter and 50 mm in length, with the thermocouple head of 5 mm length remaining exposed. The thermocouple tree could be rotated and moved in the axial direction. Fig. 4 Sheathed thermocouples (diameter, 0.5mm) were installed within the inner surface. Grooves 0.7 mm deep and 0.6 mm wide were made in the pipe wall. All the thermocouples were installed in these grooves and brazed by Ni. Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] The interval in the axial direction was 25 mm in the range from z = -50 to 225 mm; the interval in the circumferential direction was 5° in the range from θ = 0° to 60°; and two thermocouples were installed at z = -150, 600 mm where θ = 0°.
Data processing method 2.3.1 Data processing of the temperature on the pipe inner surface
The data measured with the thermocouples were not assumed as the exact data on the inner surface, because the distance between the thermal contact point and the inner surface was 0.45 mm as shown in the right photo of Fig. 4 . Hence heat conduction analysis was conducted in order to estimate the attenuation of amplitude and the delay of phase between the inner surface and the measuring point. The temperature fluctuation at the measuring point was simulated by giving the sinusoidal temperature to the inner surface. The material property of the sheathed thermocouple including the insulator was also considered in the heat conduction analysis. Some kinds of frequencies of temperature fluctuation on the inner surface were simulated in order to obtain the transfer functions which are consisted of the attenuation of amplitude and the delay of phase. The steps to estimate the temperature on the pipe inner surface using the measured data and the transfer function were as follows.
(1) Measure the temperature fluctuations with the thermocouples. 
where a, φ and f are the amplitude ratio, the phase delay and the frequency, respectively. The detailed estimation method have been previously reported (Miyoshi, et al., 2014a and 2014b) .
Data processing of the fluid temperature
Similar to the above, the thermocouple tree in Fig. 3 had a distance between measurement points and fluid around the sheath. As a result, measured data included errors due to the distance. Hence the same method as described in Sec. 2.3.1 was adopted to estimate the error (Miyoshi et al., 2014c) .
The transfer function between fluid and the center of the thermocouple was obtained by heat conduction analysis using the commercial FEM software ABAQUS. The fluctuation frequency of the fluid temperature was treated as a parameter and the heat conduction analysis was conducted. The computational grid was shown in Fig. 6 Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej. properties used in the heat conduction analysis were listed in Table 2 . The heat transfer coefficient between the fluid and the surface of the sheath was calculated using heat transfer correlation for a laminar flat plate. 
Compared with Eqs. (1) and (2), the damping ratio of the amplitude and the phase delay were small. This was because the diameter of the sheath thermocouple was small (D = 0.25 mm) and the influence of the heat capacity and the attenuation of the heat transfer also became small. To show the effect of the transfer function, Fig. 7 compares the processed temperature by the transfer function with the measured fluid temperature at z = 100 mm, θ = 30°, r = 74 mm, at which temperature fluctuation intensity was relatively large among the measurement points. As shown in the figure, the fluid temperatures with and without the data processing were almost same with each other and the maximum error during 160 s was 0.10 °C and negligible. Hence, the measured fluid temperature was not processed and raw data was shown hereafter. Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] 
Velocity measurement
Fluid velocity distribution was measured using a laser Doppler velocimetry (LDV) system (KANOMAX, Model 8739-S). A schematic diagram of the test section was shown in Fig. 8 . The test section was made of transparent acrylic resin. The inner diameter of the main pipe was 150 mm and that of the branch pipe was 50mm. A square shaped water jacket surrounded the pipe to minimize refractions of the laser beam at the pipe boundary. Nylon resin particles were used as tracer particles, with a 4.1 μm mean diameter and 1020 kg/m 3 density. The number of samplings was about 30,000. Mean cross-sectional velocities were set to almost the same values as Table 1 , 0.98 m/s in the main pipe and 0.66 m/s in the branch pipe, but the fluid temperatures in the main and the branch pipe were room temperature. 
Simulation conditions
The computational domain is shown in Fig. 9 . The upstream lengths from the junction were 2Dm (main pipe) and 2Db (branch pipe) and the downstream length was 5Dm. The length of the computational domain was set as much shorter than that of the experiment test section in order to reduce the computational loads. The fluid-structure thermally coupled simulation was carried out; that is, the simulation included thermal conduction in the pipe structure as well as thermal Processed temperature Measured temperature (raw data) Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044]
and flow fields in the water. The pipe thickness of the computational domain was the same as that of the T-Cubic experiment. Simulation conditions are shown in Table 3 . The numerical simulation was carried out using the commercial CFD software FLUENT 15.0. The LES dynamic Smagorinsky-Lilly model (ANSYS Inc., 2013) was selected as a turbulence model based on previous studies (Nakamura et al., 2010 . As the boundary conditions at inlets of the main and branch pipes, velocity profiles obtained from the T-Cubic experiment (Miyoshi et al., 2014b) were applied as shown in Fig. 10 . It should be noted that the simulation profile looked slightly different from the experimental data, but it was confirmed that the simulated flow rates at the inlet of the main and branch pipes were the same as the experiment values. Velocity fluctuation intensity u'rms / Um was also considered at the inlet using the vortex method (ANSYS Inc., 2013) . Here the root mean square (RMS) of the velocity u'rms is derived from
where ui is instantaneous velocity u at the time step i, uave is the time-averaged velocity and N is the number of sampling. It should be noted that in ANSYS FLUENT the profile of the velocity fluctuation intensity cannot be directly applied as a boundary condition, but the profiles of the turbulence kinetic energy k and turbulence dissipation rate ε can be applied. Hence the profile of u'rms obtained from the experiment was turned into the profiles of k and ε using the following equations.
Here ρ is density, Cμ ( = 0.09) is one of the closure coefficients of the standard k-ε turbulence model and μt is the turbulent viscosity. In Eq. (8) μt is unknown, so appropriate values in the fully developed region were obtained from a simulation separately conducted for straight pipes of 150 mm and 50 mm in diameter and μt = 0.2 Pa s for the main pipe and μt = 0.05 Pa s for the branch pipe. The profile of the velocity fluctuation intensity of the main pipe obtained from the T-Cubic experiment is shown in Fig. 11 . The solid line is the simulated velocity fluctuation intensity obtained during 10 to 101 s. Though the simulated profile was smaller than the experimental data profile, the simulation could reproduce the tendency of the experimental profile well.
The wall function was applied for the wall boundary condition. There is a controversy regarding the application of the wall function to the flow field of the mixing tee, but here it was used to reduce the number of computational cells near the wall. The predictive performance of the temperature fluctuation intensity near the wall when using the wall function was confirmed by Tanaka et al. (2010) and the authors' previous study . In the case of the fluid-structure coupled simulation, application of the wall function might degrade the heat transfer between the fluid and structure. The predictive performance of the heat transfer and the temperature fluctuation on the wall are discussed in Sec. 3.2.2 and 3.3. The wall boundary condition depends on y + value (ANSYS Inc., 2013) and if y + is larger than about 10, the log-law is employed and if not Newton's law of viscosity is employed. The minimum value of the wall y + was about 5 upstream from the junction and maximum value was about 60 downstream from the junction.
The thermal boundary conditions on the pipe outer surfaces was adiabatic and it was consistent with the experiment because the pipe was covered with heat insulator in the experiment.
The computational grids are shown in Fig. 12 . The number of grids was about 0.25 million cells in fluid part (water) and 0.32 million cells in solid part (pipe). The cell thickness of the first layer from the pipe inner surface was 0.5 mm in the fluid part and 0.1 mm in the solid part. The resolution of the solid part was made to be fine enough to be used for structural analysis in the future. The grid convergence of the computational grid in the fluid part has been checked in a previous study for simulations of the WATLON experiment . The grid convergence and uncertainty was estimated using four different resolution grids based on ASME V&V 20 standard (ASME, 2009), and the coarsest grid for which grid convergence was almost attained was selected. For the T-Cubic experiment, the test Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] section was made to the same size as the WATLON experiment to make a comparison easy between them. In addition, the test conditions of the T-Cubic experiment were almost the same as the WATLON experiment such as momentum ratio and Reynolds numbers in the main and branch pipes. Hence, the grid selected in the previous study was used again and the grid of the solid part was added. The initial condition was the result of the steady state simulation (standard k-ε model) and the LES was continued until the flow field reached the quasi-steady state (10 s) and the statistical values such as time-averaged values and fluctuation intensities were obtained from about 90 s duration (10 s to 101 s). Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] Fig. 9 Computational domain of a mixing tee pipe. The upstream lengths from the junction were 2Dm (main pipe) and 2Db (branch pipe) and the downstream length was 5Dm. The pipe thickness was included in the computational domain and the fluid-structure thermally coupled simulation was carried out. The x, y and z-coordinates were defined to be the span-wise, vertical and stream-wise directions, respectively, and the origin of the coordinate system was set at the crossing point of the main and branch pipe axes. Fig. 10 The profile of the time-averaged flow-directional velocity wave on the inlet boundary of the main pipe. The solid line is the boundary condition used that was obtained from the T-Cubic experiment. Data of the T-Cubic experiment (Miyoshi et al., 2014b) are also shown. It should be noted that the simulation profile looked slightly different from the experimental data, but it was confirmed that the simulated flow rates at the inlet of main and branch pipes were the same as the experiment values. Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] Fig. 11 The profile of the flow-directional velocity fluctuation intensity w'rms / Um on the inlet boundary of the main pipe. Circles denote the experimental data of the velocity fluctuation intensity (Miyoshi et al., 2014b) and the solid line denotes the simulation results obtained during 10 to 101 s. Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044]
Results and discussion
The x, y and z-coordinates were defined to be the span-wise, vertical and stream-wise directions, respectively, as shown in Fig. 9 . The origin of the coordinate system was set at the crossing point of the main and branch pipe axes.
Velocity distribution in fluid 3.1.1 Time-averaged velocity
Time-averaged velocity distribution is shown in Fig. 13 on the cross section vertically parallel to the flow direction. The plotted value is the time-averaged scalar velocity Uave and normalized by the inlet velocity of the main pipe Um.
( ) 2 2 2 ave ave
Here u, v and w are the x, y and z component of the flow velocity. The tendency of the distribution was almost the same as the previously known results , that is, main and branch flows with fully developed profiles entered and mixed in the junction and a stagnant region appeared on the branch-side wall just after the junction. Velocity increased locally after the junction due to the inflow from the branch pipe. Fig. 14 shows the profile of the time-averaged stream-wise velocity wave along the vertical y direction. The figure compares the simulated profiles with experimental data. At 0.5 Dm downstream from the junction (Fig. 14 (a) ), backflow appeared near the wall (y / Rm < -0.6, where Rm = Dm/2) and the velocity increased toward the pipe center. At 1.0 Dm downstream (Fig. 14 (b) ), the backflow region disappeared. Simulation results could reproduce the velocity profile of the T-Cubic experiment, particularly in the backflow region. Fig. 13 Simulation results of the time-averaged velocity distribution on the cross section vertically parallel to the flow direction. A stagnant region appeared on the branch-side wall just after the junction.
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(a) z = 0.5Dm (b) z = 1.0Dm Fig. 14 Profiles of the time-averaged stream-wise velocity along the vertical y direction normalized by Rm (= Dm/2). Circles denote data of the T-Cubic experiment and solid lines denote the simulation results. Simulation results could reproduce the experimental data well, particularly in the backflow region near the branch-side wall (y / Rm < -0.6). (Fig. 16 (a) ), although the simulation could reproduce the trend of the experimental data, the predicted value was relatively smaller than the experimental data, in particular, 13.8% smaller at the peak (y/Rm = -0.5). The predicted value at 1.0 Dm downstream relatively agreed with the experimental value, but the predicted values were smaller than the experimental data for the main flow side (y/Rm > 0).
Velocity fluctuation intensity
The authors had previously examined the influence of the inlet boundary condition on the flow field of the T-junction and it was found that the velocity fluctuation intensity on the inlet boundary was necessary for the accurate prediction of the velocity fluctuation intensity downstream from the T-junction. The present study also considered the velocity fluctuation intensity on the inlet boundary as shown in Fig. 11 . Hence the reason of the discrepancy in Fig. 16 seemed not to be the influence of the inlet boundary condition and another factor of the simulation method might cause the discrepancy. As mentioned above, though the predicted value was relatively smaller than the experimental data for the main flow side, predictive performance was sufficiently good near the junction. 
Exp. T-cubic LES
(a) z = 0.5Dm (b) z = 1.0Dm Fig. 16 The profiles of the flow-directional velocity fluctuation intensity w'rms / Um along the vertical direction normalized by Rm (= Dm/2). Circles denote the experimental data and the solid line denotes the simulation results. Fig. 17 shows time-averaged fluid temperature distributions. Experimental data ( Fig. 17 (a) ) were obtained by the thermocouple tree shown in Fig. 3 . They were the distributions on cross sections at z = 0.17Dm, 0.5Dm and 1.0Dm. The angle of the thermocouple tree was changed from 0° to 60° (15° to 60° at z = 0.17Dm) with 5° pitch in each cross section and there were 208 data points in each cross section (160 points at z = 0.17Dm). The experimental and simulation temperatures in Fig.12 were normalized values of (T -Tm) / (Tb -Tm). Hot flow from the branch pipe placed on the branch-side wall (y < -30 mm) and temperature gradually decreased along the flow direction due to mixing with cold flow in the main pipe. In the numerical simulation this tendency was well simulated as shown in Fig. 17 (b) . For a more quantitative comparison, Fig. 18 compares the simulated time-averaged temperature profile with the experimental data profile. The profiles were along the radial segment 30° inclined from the vertical y axis, as shown in the figure. The simulation results could reproduce the experimental data well. (Fig. 3) . These temperatures were normalized values of (TTm) / (Tb -Tm).
Temperature distribution in fluid 3.2.1 Time-averaged temperature
(a) z = 0.17Dm, 0.33Dm, 0.5Dm (b) z = 0.67Dm, 0.83Dm, 1.0Dm Fig. 18 Profiles of the time-averaged fluid temperature along the radial direction by 30° from the vertical y axis. Symbols denote the experimental data and lines denote the simulation results. The x axis shows normalized values of (T -Tm) / (TbTm).
Temperature fluctuation intensity
The distributions of temperature fluctuation intensity Trms * are shown in Fig. 19 and Fig. 20 . Trms * is a nondimensional value and derived from Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] Here Ti and Tave are instantaneous and time-averaged temperatures, respectively. The region where Trms was large was similar to that of the velocity fluctuation intensity (Fig. 15) and it was the interface of the hot and cold flows. This can be understood more clearly from Fig. 20 which shows distributions of Trms * at each cross section downstream from the junction. The region where Trms * was large covered the hot branch jet. The distribution of Trms * was almost the same as that of the simulation results of the WATLON experiment ) despite the fact that the setting of cold main and hot branch flows in the T-Cubic experiment was opposite to that in the WATLON experiment, that is, hot main and cold branch flows. Since the momentum ratio defined by Kamide et al. (2009) was the same between the WATLON and the T-Cubic experiments, the temperature fluctuation might also become the same distribution. Fig. 20 compares the simulation results of Trms * with experimental data. Although the simulation could reproduce the distributions, the values were larger than the experimental data. For a more quantitative comparison, Fig. 21 compares the simulated Trms * with experimental data along the radial direction 30° inclined from the vertical y direction, analogous to Fig. 18 . Though the tendency could be reproduced by the simulation, the simulated profile was larger than the experimental data profile, and in particular, 50% larger near the wall at z = 0.5Dm ( Fig. 21(a) ) and 57% larger near the wall at z = 1.0Dm (Fig. 21(b) ). The reason for these overestimations is not clear at this stage and future work will need to improve the simulation. Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] Fig. 20 Distributions of the fluid temperature fluctuation intensity at each cross section downstream from the junction. Experimental data were from 208 data points measured by the thermocouple tree (Fig. 3) . These temperature fluctuations are normalized values of Trms / (Tb -Tm).
(a) z = 0.17Dm, 0.33Dm, 0.5Dm (b) z = 0.67Dm, 0.83Dm, 1.0Dm Fig. 21 Profiles of the temperature fluctuation intensity along the radial direction by 30° from the vertical y axis. Symbols denote the experimental data and lines denote the simulation results.
Temperature distribution on the pipe inner surface 3.3.1 Attenuation of the temperature fluctuation
The contours of instantaneous temperature near the wall are shown in Fig. 22 . Fig. 22 (a) plots the fluid temperature 1 mm from the wall and Fig. 22 (b) plots the temperature on the pipe inner surface. These are overhead views, that is, they were directly viewed from the fluid to the pipe wall. Horizontal solid lines in the figures are 30° pitches and drawn Exp. T-cubic, z=0.67Dm LES, z=0.67Dm Exp. T-cubic, z=0.83Dm LES, z=0.83Dm Exp. T-cubic, z=1.0Dm LES, z=1.0Dm
Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] to understand the spread width of hot fluid from the branch pipe. The hot flow from the branch pipe (hereafter called a hot spot) covered the region of about ±30° (until about 1.0Dm) and gradually spread wider up to ±90° (about 3.0Dm). Fluid temperature near the wall fluctuated strongly compared with the temperature on the pipe inner surface (Fig. 22 (b) ). It was revealed by previous studies Nakamura et al., 2009; Tanaka et al., 2010) (12) and f is the vortex shedding frequency. A fluctuation like the Karman vortex street exists in Fig. 22 (a) and the similar thermal flow field to that of previous studies , Miyoshi et al., 2014a ) was able to be simulated.
On the other hand, the fluctuation on the pipe inner surface (Fig. 22 (b) ) was not as strong as the fluctuation of the fluid temperature and the distribution looked like the time-averaged value. This indicated that relatively high-frequency fluctuations of the fluid temperature attenuated during the heat transfer and low-frequency fluctuations remained on the pipe inner surface. A more detailed discussion is made in Sec. 3.3.3.
(a) Fluid temperature (1 mm from the wall).
(b) Temperature on the pipe inner surface Fig. 22 Instantaneous temperature distributions (a) near the wall and (b) on the pipe inner surface. These are overhead views, and observed from the fluid to the pipe wall. Horizontal solid lines denote 30-degree pitches to allow understanding of the spread width of the hot fluid from the branch pipe. Gray colored regions in the upper and lower ends denote the pipe wall.
Predictive performance of the wall surface temperature
Profiles of the time-averaged temperature on the pipe inner surface are shown in Fig. 23 . The horizontal axis denotes Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] the circumferential angle as defined in Fig. 9 . Time-averaged temperature was the highest at 0°, on the symmetry line, and decreased as the angle increased. The simulation could reproduce the tendency of the experimental data, but the peak value of the simulation was 18% lower at 0°, z = 0.5Dm and the gradient was gentler than that of the experimental data. The contours of the temperature fluctuation intensity on the pipe inner surface are shown in Fig. 24 (a) for the TCubic experimental data (Miyoshi et al., 2014b) and in Fig. 24 (b) for the simulation results. In the T-Cubic experiment, temperature fluctuation was large at around θ = 20° to 30° and from the outlet of the branch pipe to z = 1.0Dm. The qualitative tendency of the distribution was simulated as shown in Fig. 24 (b) , but the range of the large fluctuation area was narrower compared with the experimental data. A more quantitative comparison was shown in Fig. 25 . The horizontal axis denotes the circumferential angle as defined in Fig. 9 . The simulation could reproduce the tendency of Trms * , though the simulation results were larger than the experimental data. In Fig. 9 (a) (z = 0.17Dm) the peak value appeared at around 20° and the simulation result was 36% larger than the experimental one. In Fig. 9 (b) (z = 0.5Dm) the simulation result at 0° was about twice as high as the experimental one and the peak value at about 30° was 20% larger.
As described above, though the numerical simulation could reproduce the flow and temperature field to a certain extent, simulation results had some discrepancies with experimental data, particularly Trms * on the pipe inner surface. Trms * on the pipe inner surface is the most important parameter in this study because it directly causes the thermal stress fluctuation. The overestimation of Trms * on the pipe inner surface seemed to be related to Trms * in fluid shown in Fig. 21 , in which the simulation value was 50% larger than the experimental data near the wall at z = 0.5Dm. Compared with Trms * in fluid, the simulation value of Trms * on the pipe inner surface was decreased and 20 % larger than the experimental data at z = 0.5Dm. The possible reason for this difference was the use of the wall function as the wall boundary condition on the pipe inner surface. Originally, the wall function was used on the assumption of fully developed flow, but the velocity and temperature boundary layers downstream from the T-junction seemed not to be developed due to flow separation and mixing. As a result, temperature gradient near the wall might become sharper than that of the developed flow and heat transfer might also increase. However, the use of the wall function could not represent such a shaper temperature gradient near the wall. Hence, the wall function might reduce the temperature fluctuation intensity during the heat transfer process between fluid and solid. In any case, improvement of the predictive performance of Trms * in fluid should be addressed in the future. Moreover, the applicability of the wall function on the pipe inner surface should be investigated.
Previously, predictive performance of the temperature distribution on the pipe inner surface could not be verified due to the lack of experimental data. In this study, owing to availability of the T-Cubic experimental data, the predictive performance on the pipe inner surface could be confirmed. Though there remain some problems, a good prospect for development of an evaluation method for thermal fatigue using CFD was obtained. The simulated temperature distribution in the pipe structure can be used as the input data for the thermal stress analysis. The authors plan to carry out a finite element analysis using the simulated temperature distribution obtained in this study and to compare simulated thermal stresses with experimental data .
(a) z = 25 mm (z = 0.17Dm) (b) z = 75 mm (z = 0.5Dm) Fig. 23 Profiles of the time-averaged temperature on the pipe inner surface. They are normalized values of (T -Tm) / (TbTm). Horizontal axes denote the circumferential angle as defined in Fig. 9 . Circles denote the experimental data and lines denote the simulation results. Utanohara, Miyoshi and Nakamura, Mechanical Engineering Journal, Vol.5, No.3 (2018) [DOI: 10.1299/mej.18-00044] Fig. 9 . Circles denote the experimental data and lines denote the simulation results.
Temperature fluctuation frequency
The large temperature fluctuation appeared around θ = 20° to 30°. To analyze frequency characteristics of the temperature fluctuation in the numerical simulation, the power spectrum density (PSD) of the temperature was analyzed as shown in Fig. 26 . The figure plots the PSD of the fluid temperature (3 mm from the wall) and the wall surface temperature monitored at two x-marked points in Fig. 24 (b) , z = 0.5Dm and 0.83Dm, θ = 25°. The Simulated temperatures were monitored every time step (5 kHz) during 10 to 101 s (91 s) and then 45,5000 sampling data were obtained. To 
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clarify the peak frequency, the PSD was averaged by the following method. First, the 38 sets of 2 18 = 262,144 data (52.4 s duration) were extracted from 455,000 sampling data at intervals of 5000 data (1 s). Then the FFT was done for the 2 18 extracted data to get each PSD as 38 FFT results, and these 38 results were averaged as the final PSD (Fig. 26) . Fig. 26 shows that PSD of the temperature fluctuation on the pipe inner surface was attenuated compared with the PSD of the fluid temperature fluctuation. The degree of the attenuation became larger as frequency was higher and fluctuations in the low frequency region did not attenuate as much as the high frequency region. At z = 0.5Dm (Fig. 26  (a) ) the fluid temperature fluctuation from 0.1 Hz to 10 Hz did not have any characteristic frequencies and the value was in the order of 1.0 °C 2 /Hz, but the frequencies in the low frequency region (about 0.2 Hz) remained on the pipe inner surface because of the attenuation of the high frequency fluctuations. At z = 0.83Dm (Fig. 26 (b) ) the fluid temperature fluctuation had a peak frequency at about 4 Hz, which corresponded to the fluctuation of St = 0.2 as described in Sec. 3.3.1. The fluctuation of St = 0.2 also remained on the pipe inner surface but attenuated to the weak value and the fluctuation in the low frequency region (about 0.3 Hz) remained more strongly. Fig. 26 also shows the experimental data obtained in the T-Cubic experiment. The numerical simulation reproduced the PSD of the temperature fluctuation on the pipe inner surface to a certain extent and it indicated the predictive performance of this simulation. The peak frequency of St = 0.2, however, appeared at z = 0.5Dm and 0.83Dm in the experiment but appeared only at z = 0.83Dm in the numerical simulation. According to Miyoshi et al., (2014b) , the frequency of St = 0.2 appeared for z > 0.5Dm downstream from the junction in the experiment and this tendency was different in the numerical simulation.
As described above, the fluid temperature in the numerical simulation fluctuated at almost the same level (in the order of 1.0 °C 2 /Hz) from 0.1 Hz to 10 Hz, but high frequency components attenuated and low frequency components around 0.1 Hz remained on the pipe inner surface. It needs to be confirmed in the future if the experiment also follows this tendency. Additionally, the low frequency and long period fluctuation around 0.1 Hz was observed experimentally (Miyoshi et al., 2014b) and numerically , but the mechanism of the fluctuation is still not clear. This point also should be addressed as future work. 
Conclusion
The fluid-structure coupled simulation for conjugate heat transfer was carried out to reproduce a mixing tee experiment called the T-Cubic experiment and the predictive performance was investigated not only about flow and temperature fields in the fluid but also the temperature distribution in the solid structure.
In the fluid part, time-averaged velocity and temperature were reproduced well. Although the simulation result of velocity fluctuation intensity at a distance from the wall was relatively smaller than experimental data, the simulation could reproduce the trend of the experimental data, especially with respect to the peak near the wall. The temperature fluctuation intensity could be reproduced by the simulation, though the temperature fluctuation intensity was larger than 
