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Introduzione 
 
Obiettivi e profilo della tesi 
Questa è una tesi di microeconomia sulla modellizzazione degli 
agenti economici. Il  filo conduttore e gli scopi della tesi possono 
essere sintetizzati con i seguenti sei punti.  
1. Gli agenti economici reali non sono razionali. In particolare per 
le loro decisioni ed azioni non adottano procedure di massimizzazione 
e non sono sempre logici e coerenti come invece normalmente assume 
la teoria economica neoclassica. 
2. Gli agenti economici decidono ed agiscono secondo i 
meccanismi che la teoria della razionalità limitata sta cercando di 
portare alla luce. In particolare essi cercano di raggiungere livelli 
soddisfacenti dei loro obiettivi più che livelli massimi, focalizzano 
l’attenzione su poche informazioni, trasformano in conoscenza solo 
parte delle informazioni considerate, basano la loro azione su 
procedure di azione precostituite e semiautomatiche (routines). 
3. I modelli razionali ignorano questi processi cognitivi e cercano 
di prevedere i comportamenti degli agenti solo sulla base degli 
obiettivi e dell’ambiente in cui essi operano. In alcuni casi l’ambiente 
dove agiscono gli agenti è semplice rispetto alle loro capacità 
cognitive. Oppure nell’ambiente stesso esistono dei meccanismi di 
selezione degli agenti più efficienti.  In questi casi i  comportamenti 
degli agenti convergono verso quelli previsti dai modelli razionali. In 
altri casi l’ambiente è complesso e soggetto a continui mutamenti e 
non esistono meccanismi di selezione. Allora i comportamenti reali 
possono divergere fortemente da quelli previsti dai modelli razionali. 
La teoria della razionalità limitata asserisce che in questi casi è 
necessario rappresentare nei modelli i  processi cognitivi degli agenti.  
4. Recenti studi di intelligenza artificiale (IA), raggruppabili nel 
filone di ricerca chiamato Connessionismo, hanno sviluppato 
dispositivi, come le reti neurali e gli algoritmi genetici,  basati su 
principi molto affini alla visione degli agenti proposta dalla teoria 
della razionalità limitata. La tesi portata avanti in questo lavoro è che 
questi strumenti sono particolarmente adatti per rappresentare i 
processi cognitivi degli agenti in modelli economici dinamici costituiti 
da simulazioni al computer. 
5. Per mostrare l’utilità di questi strumenti abbiamo 
appositamente realizzato per questa tesi un programma per computer 
con cui viene simulato un mercato oligopolistico dove iteragiscono 
degli agenti artificiali (il  programma è allegato alla tesi). 
 5
6. I risultati ottenuti,  da una parte evidenziano la flessibilità e le 
potenzialità rappresentative dei modelli simulativi proposti. 
Dall’altra confermano alcune asserzioni della teoria della 
razionalità limitata. 
Un risultato, il  più importante della tesi,  mostra che gli agenti,  
dotati di razionalità limitata, in ambienti semplici sviluppano 
comportamenti articolati e reattivi all’azione degli avversari,  mentre in 
ambienti complessi focalizzano l’attenzione su poche variabili ed 
adottano procedure di azione semplici e robuste come il mark-up. 
Un altro risultato mostra come la rapidità con cui i consumatori 
spostano la domanda verso venditori che fissano prezzi minori da una 
parte, e la maggiore o minore “lungimiranza” dei produttori/venditori 
dall’altra, possano produrre effetti sul prezzo che si viene a formare 
sul mercato. 
 
Ora approfondiremo ad un livello introduttivo questi sei punti. 
 
Primo punto. 
Il concetto di agente decisore e la rappresentazione che ne segue 
sono alla base di tutti i  modelli di microeconomia. A seconda delle 
assunzioni che vengono fatte relativamente al comportamento degli 
agenti economici, vengono costruiti modelli che portano a conclusioni 
molto differenti.  
La visione di agente economico normalmente assunta dalla teoria 
economica neoclassica è quella razionale. Essa prevede che l’agente 
decisore abbia delle capacità cognitive illimitate ed una conoscenza 
perfetta del problema decisionale (Teoria della razionalità assoluta). 
Secondo tale visione l’agente ha una serie di bisogni che sono 
soddisfatti da particolari stati dell’ambiente che vengono ad assumere 
quindi il  ruolo di obiettivi. Tali obiettivi possono essere sintetizzati 
attraverso una funzione di utilità, sensibile ai loro livelli di 
realizzazione. L’agente attraverso opportuni calcoli adotta il 
comportamento che, dati i  vincoli del problema, porta alla 
massimizzazione di tale funzione di utilità. 
La visione della razionalità nella versione “as if” (la più diffusa) 
ammette la possibilità che i meccanismi di massimizzazione visti non 
descrivano esattamente i processi cognitivi degli agenti,  ma afferma 
che se il modello è ben impostato riesce comunque a prevedere tali 
comportamenti. Nei casi in cui ciò avvenga si può assumere che gli 
agenti agiscano come se effettivamente fossero razionali e 
massimizzanti.  Nella formulazione estrema di questa ipotesi, costituita 
dalla teoria delle aspettative razionali,  si assume esplicitamente che gli 
agenti dispongano della migliore rappresentazione possibile del 
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sistema economico, ovvero degli stessi modelli matematici 
dell’economista che sta studiando il loro comportamento. 
 
 
Secondo punto. 
Contro la visione razionale degli agenti economici, si sono 
sviluppati diversi e variegati filoni di ricerca economici, che possiamo 
raggruppare sotto il nome di teoria della razionalità limitata, e che 
oltre l’economia hanno coinvolto anche altre discipline come la 
psicologia e l’intelligenza artificiale (IA). Tali filoni di ricerca, da una 
parte hanno portato avanti studi empirici diretti a rilevare le effettive 
strategie di comportamento adottate dagli agenti reali arrivando spesso 
a conclusioni contrastanti con quelle della visione razionale, dall’altra 
hanno sviluppato un corpo consistente di teorie alternative a tale 
visione. 
Osserviamo che alla teoria della razionalità limitata non 
corrisponde ancora un corpo esteso di teorie, omogenee e coerenti, 
accettate da tutti gli studiosi del campo, ma piuttosto un complesso 
variegato di risultati e schemi parziali ed una sensazione generale, 
questa si condivisa, di inadeguatezza del paradigma razionale. 
Nonostante questo stato ancora parzialmente nebuloso della teoria 
della razionalità limitata, è possibile individuare alcuni principi 
generali che stanno alla base di tale visione e che sono generalmente 
accettati dagli studiosi che se ne occupano. 
1. Gli agenti reali sono dotati di capacità cognitive limitate. Le 
limitazioni consistono in limitate capacità di attenzione, di 
percezione, spesso soggettiva, parziale e distorta, di memoria, sia 
a livello di immagazzinamento che di richiamo, ed infine di 
elaborazione. 
2. I problemi e l’ambiente che gli agenti debbono affrontare sono 
spesso molto complessi. Questo comporta che le informazioni utili  
per la soluzione dei problemi sono incomplete e mescolate con 
una grande quantità di informazioni inutili .  La trasformazione 
delle informazioni, costituita da dati puri, in conoscenza, 
costituita da informazioni strutturate che consentono 
l’interpretazione e l’azione sull’ambiente, è quindi soggetta ad 
una serie di limitazioni. 
3. Date le limitate potenzialità cognitive a disposizione, gli agenti 
sviluppano una serie di strategie, di procedure, di euristiche per 
affrontare la complessità dell’ambiente in modo da semplificare 
l’informazione da raccogliere e processare e conseguire comunque 
risultati soddisfacenti. 
In questo senso puntano a livelli soddisfacenti degli obiettivi piuttosto 
che di livelli massimi, focalizzano l’attenzione su poche variabili 
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importanti trasformando in conoscenza solo parte 
dell’informazione disponibile, effettuano analisi parziali,  adottano 
(“riciclano”) regole di comportamento che hanno avuto successo 
in passato, denominate “routine”, senza effettuare sempre nuove 
computazioni di fronte a nuovi problemi ecc.. 
4. Data questa situazione, più la complessità dell’ambiente 
sopravanza le capacità cognitive degli agenti,  più i comportamenti 
adottati si allontanano dalla perfetta razionalità, cioè da quelli che 
adotterebbe un agente con informazione perfetta ed illimitate 
capacità di calcolo. Quindi con ambienti complessi l’assunzione 
“as if” con cui è giustificata la visione razionale degli agenti non 
può essere più accettata in quanto porta a rappresentazioni 
fortemente distorte della realtà. 
 
Terzo punto. 
Questo ultimo aspetto merita una attenzione particolare in quanto 
esso può avere effetti sull’intera metodologia adottata dalla scienza 
economia per la costruzione delle sue teorie. 
Come visto, gli effettivi processi di decisione/azione degli agenti 
sono stati spesso trascurati dalla teoria economica standard, che 
solitamente costruisce i suoi modelli basandosi sulla visione della 
razionalità “as if”. Questo costituisce un grosso limite, come 
mostreremo in due ampi paragrafi dedicati all’impostazione 
metodologica dell’analisi economica tradizionale come sistematizzata 
da Friedman in un suo famoso articolo (Friedman (1953)). 
Per vedere perché questa impostazione ha dei grossi limiti,  
riprendiamo la logica “as if” estremizzandone i caratteri per maggiore 
chiarezza. 
L’impostazione “as if”, assume innanzitutto che gli agenti si 
comportino come se fossero razionali (massimizzano, sono coerenti, 
ecc.), pur ammettendo che non lo siano realmente. In particolare 
assume che dispongano di perfette informazioni ed di illimitate 
capacità cognitive. Questa ipotesi è giustificata asserendo l’esistenza 
nell’ambiente di meccanismi di selezione degli agenti più efficienti, 
meccanismi che fanno sopravvivere solo gli agenti che si comportano 
razionalmente. Quindi costruisce un modello che rappresenta la 
struttura del sistema. Tale modello, data l’ipotesi di perfetta 
informazione, costituisce sia la teoria del ricercatore sulla realtà 
studiata, sia la rappresentazione che l’agente ha dell’ambiente e di se 
stesso. Il  modello poi, viene utilizzato come sistema di vincoli nella 
massimizzazione di una funzione di utilità che sintetizza gli obiettivi 
dell’agente, per prevedere quale sarà il comportamento dell’agente. La 
verifica della correttezza delle assunzioni di massima razionalità viene 
poi fatta a posteriori verificando se le previsioni fornite dal modello 
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sono corrette. Se le previsioni sono corrette la teoria è accettata, 
altrimenti viene abbandonata, in quanto falsificata. 
Come mostreremo, questa impostazione, se sono soddisfatte 
determinate circostanze, riesce a produrre teorie che forniscono 
previsioni corrette sul comportamento degli agenti.  A volte, infatti,  
dati degli obiettivi ed un ambiente in cui perseguirli,  è possibile 
stabilire quale sia il  comportamento ottimale che li  realizza in base a 
pure considerazioni logiche. Se poi l’agente studiato, che deve 
perseguire effettivamente gli obiettivi, è dotato di capacità cognitive 
adeguate rispetto alla complessità dell’ambiente e degli obiettivi 
stessi, finirà per sviluppare nel tempo comportamenti convergenti 
verso quelli ottimali.  In questi casi quindi, le previsioni si rivelano 
corrette. 
Se queste condizioni non si verificano, ed in particolare se 
l’ambiente è molto complesso e cambia in continuazione, allora i reali 
comportamenti non possono essere previsti sulla base della sola 
conoscenza dell’ambiente stesso e degli obiettivi in quanto essi non 
convergono più verso i comportamenti ottimali (ammesso che ne 
esistano). In tal caso è necessario introdurre nei modelli almeno una 
stilizzazione degli effettivi processi di decisione/azione adottati dagli 
agenti per poter descrivere/prevedere il loro comportamento. In queste 
situazioni dunque la teoria della razionalità limitata costituisce la 
cornice teorica più adeguata per la costruzione di teorie, mentre 
l’impostazione basata sull’assunzione della razionalità “as if” porta a 
descrizioni/previsioni scorrette. 
In questa direzione si sono mossi il filone di ricerca della teoria 
comportamentista dell’impresa, dell’economia evolutiva e 
dell’economia neoistituzionalista. 
La teoria comportamentista dell’impresa, sviluppata soprattutto da 
Herbert Simon, ha cercato di gettare un ponte tra economia e 
psicologia, indagando in particolare quali siano i reali processi adottati 
dagli individui per affrontare i compiti decisionali ed i compiti di 
soluzione dei problemi. A lui si deve tra l’altro il  merito di avere 
evidenziato come la visione tradizionale dell’attività degli agenti,  
limitata ai soli compiti decisionali dove l’agente deve semplicemente 
scegliere tra alternative già note, è fortemente restrittiva. Nella realtà 
infatti,  spesso gli agenti si trovano di fronte a compiti dove le 
alternative non sono note a priori, anzi dove la difficoltà maggiore del 
compito consiste proprio nella costruzione di tali alternative intese 
come soluzione di problemi complessi. La scelta, poi, avviene solo 
nella fase finale del processo. 
In quest’ottica si è aperto un vero e proprio varco tra la psicologia 
e l’economia, attraverso il quale le due discipline possono arricchirsi 
reciprocamente dei concetti elaborati dall’una e dall’altra. Ad esempio 
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è interessante osservare quale sia stato l’impatto tra gli economisti,  dei 
risultati di esperimenti condotti su soggetti umani da Tversky e 
Kahneman, volti a verificare quanto il comportamento umano si 
avvicini a quello previsto dalla teoria della decisione classica. 
La teoria evolutiva e quella neoistituzionalista poi, cercano di 
sviluppare modelli del comportamento dell’agente all’interno delle 
organizzazioni economiche. In tal senso la teoria evolutiva rappresenta 
il  comportamento degli agenti sulla base del concetto di routine, una 
procedura di comportamento sviluppata con l’esperienza o appresa da 
altri,  che incorpora conoscenza in parte tacita e che consente di 
svolgere determinati compiti in modo semiautomatico. La teoria 
neoistituzionalista, focalizza le ricerche sulle istituzioni come il 
mercato, l’impresa, i  sindacati,  la moneta, gli usi e costumi, a cui 
assegna un ruolo fondamentale per spiegare i fenomeni economici. A 
questo fine da una parte cerca di spiegare l’intima natura delle 
istituzioni, dall’altra cerca di individuare i rapporti esistenti tra queste 
e gli agenti individuali.  
 
Quarto punto. 
La visione razionale degli agenti, date le sue premesse teoriche, 
ha trovato negli strumenti di massimizzazione dell’analisi matematica 
un linguaggio ideale per l’espressione dei suoi modelli (alcuni critici,  
invertendo la relazione, ritengono che la disponibilità degli strumenti 
dell’analisi matematica abbia influenzato fortemente lo sviluppo della 
visione razionale degli agenti.. .  ).  
La teoria della razionalità limitata, invece, generalmente si limita 
a produrre modelli di tipo verbale, soffrendo della indeterminatezza, 
della implicitezza e del basso potenziale euristico che caratterizza 
questo tipo di modelli.  
Gli studi nel campo dell’IA negli ultimi anni hanno portato allo 
sviluppo di un filone di ricerca chiamato Connessionismo, basato su 
principi particolarmente affini a quelli della teoria della razionalità 
limitata. Riteniamo che il Connessionismo sia in grado di fornire alla 
teoria della razionalità limitata, strumenti adeguati alla costruzione dei 
suoi modelli.  
L’Intelligenza Artificiale Classica ha sempre costruito modelli 
tendenti a riprodurre le funzioni cognitive superiori dell’uomo, 
caratterizzate da elevati livelli di razionalità, di logica, di 
consapevolezza, di coerenza, di pianificazione aprioristica dell’azione, 
di espressione simbolico/verbale. Per questo ha assunto la struttura e 
lo schema di funzionamento del calcolatore elettronico come modello 
base dei sistemi cognitivi. 
Il  Connessionismo di contro, è nato con l’obiettivo di creare 
sistemi che riproducessero i reali comportamenti dei sistemi cognitivi 
 10
naturali, da quello del più semplice animale fino a quello umano. In 
particolare il suo scopo è stato sin dall’inizio quello di riuscire a 
rappresentare le caratteristiche di flessibilità, robustezza al rumore, 
capacità di generalizzazione, apprendimento per esempi, creatività, che 
posseggono i sistemi cognitivi naturali.  Per questo ha assunto la 
struttura e lo schema di funzionamento del cervello, rappresentato in 
modo stilizzato con le reti neurali artificiali,  come modello base di 
sistema cognitivo. Il  Connessionismo infatti attribuisce solo al 
cervello, o a dispositivi aventi struttura e funzionamento analoghi ad 
esso, la capacità di esprimere le capacità cognitive sopra indicate. 
L’obiettivo principale di questa tesi è quello di esaminare a 
fondo, sia teoricamente sia attraverso le simulazioni proposte 
nell’ultimo capitolo, le possibili affinità esistenti tra gli strumenti 
proposti dal Connessionismo e la visione degli agenti economici 
offerta dalla teoria della razionalità limitata. Ciò in vista 
dell’utilizzazione di tali strumenti per la realizzazione di modelli 
nell’ambito di tale teoria. 
 
Quinto punto. 
Con il fine di mostrare concretamente che il Connessionismo offre 
strumenti per realizzare modelli secondo i principi della teoria della 
razionalità limitata, abbiamo costruito un programma per computer che 
consente di simulare dei mercati monopolistici ed oligopolistici. 
Nell’ultimo capitolo mostreremo i risultati di una serie di queste 
simulazioni. In esse abbiamo abbandonato progressivamente alcune 
delle ipotesi assunte dai modelli classici, specie le ipotesi di perfetta 
informazione e di perfetta razionalità degli agenti.  
La caratteristica essenziale dei modelli costituiti  da simulazioni 
come quelle che mostreremo, è che essi, contrariamente ai modelli 
tradizionali, non prevedono che il ricercatore, con il proprio bagaglio 
di conoscenze e di capacità cognitive esterne al modello, risolva il 
modello stesso impersonando l’agente economico, date le assunzioni 
sulle informazioni a disposizione di questo. Essi prevedono invece 
l’introduzione esplicita nel modello di uno o più agenti artificiali in 
grado di apprendere e non aventi all’inizio alcuna informazione. Ad 
essi sono assegnati uno o più obiettivi, ad esempio l’incremento del 
profitto nel tempo attraverso la fissazione del prezzo di vendita, che 
dovranno perseguire sviluppando comportamenti adeguati. 
Lo scopo è quello di osservare i comportamenti emergenti, cioè i 
comportamenti che gli agenti artificiali sviluppano autonomamente. In 
questo modo, se si accetta l’esistenza di un certo grado di isomorfismo 
tra modello e realtà, è possibile indagare tramite il  modello le 
situazioni economiche reali. 
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Sesto punto. 
I modelli simulativi proposti in questa tesi sono particolarmente 
adatti per indagare le situazioni economiche dove il comportamento 
degli agenti e la loro capacità di apprendimento assumono un ruolo 
centrale, determinando l’evoluzione dell’intero sistema considerato. Il  
tipo di simulazioni che vedremo, infatti,  consentono di creare 
rappresentazioni del comportamento degli agenti reali più vicine alla 
realtà rispetto ai modelli neoclassici. Esse consentono non solo di 
riprodurre alcuni aspetti tipici delle strategie cognitive adottate dagli 
agenti e previste dalla razionalità limitata, ma anche di regolare 
sperimentalmente alcuni fattori psicologici in modo da poter valutare 
gli effetti che si producono sul sistema economico analizzato. 
 
Ora descriveremo brevemente l’organizzazione della tesi 
accennando ai contenuti dei cinque capitoli che la compongono. 
 
Nel  primo capitolo  esamineremo dapprima il concetto di 
paradigma proposto dal filosofo della scienza Kuhn. Esso ci servirà per 
individuare alcuni aspetti delle scuole di pensiero della teoria della 
razionalità e della teoria della razionalità limitata. Poi esamineremo i 
principi alla base della visione razionale degli agenti e della visione 
economica neoclassica. In particolare esamineremo l’approccio basato 
sull’assunzione della razionalità degli agenti,  nella versione “as if”, e 
le critiche che si possono muovere ad essa. In questo senso cercheremo 
di mostrare che in generale una teoria non può essere falsa 
descrittivamente (tale è l’ipotesi “as if”) e consentire delle previsioni 
corrette (come sostiene Friedman), se non in particolari condizioni. 
Infatti mostreremo che le condizioni perché le teorie basate sulla 
razionalità di tipo “as if” portino a previsioni corrette dei 
comportamenti degli agenti, richiedono che l’ambiente di azione sia 
semplice rispetto alle capacità cognitive degli agenti e/o che esistano 
effettivamente dei meccanismi di selezione che eliminano gli agenti 
non razionali. Quando l’ambiente è complesso rispetto alle capacità 
cognitive degli agenti o non esistono i meccanismi di selezione detti (o 
funzionano male o lentamente), è necessario introdurre nei modelli una 
rappresentazione (anche se stilizzata) dei reali processi di decisione e 
di apprendimento degli agenti. 
Inoltre vedremo i tratti  essenziali della teoria della decisione di 
Von Neumann Morgenstern con la quale viene schematizzato il 
comportamento degli agenti una volta assunta la loro razionalità. 
Vedremo poi che l’alternativa più convincente alla visione 
neoclassica è costituita dalla teoria della razionalità limitata, che tenta 
di comprendere il comportamento degli agenti,  singoli o costituiti da 
organizzazioni composte da più individui. Sulla base di molte ricerche 
 12
empiriche condotte dalla psicologia, vedremo in che modo il 
comportamento degli individui si allontana da quello razionale.  
Successivamente vedremo come sia possibile costruire modelli di 
agenti aventi obiettivi multipli,  in una impostazione satisfying  senza il  
ricorso a funzioni di utilità o a concetti di sostituibilità marginale 
incrociata. Questa impostazione prevede che gli agenti fissino dei 
livelli ritenuti soddisfacenti per gli obiettivi da perseguire. Questi 
livelli una volta raggiunti determinano un rapido appagamento delle 
aspirazioni. Inoltre il  confronto tra i livelli effettivi e quelli desiderati 
degli obiettivi, consente all’agente di stabilire di volta in volta quale 
obiettivo perseguire con la sua azione. 
In seguito mostreremo come la rappresentazione del 
comportamento degli individui all’interno delle organizzazioni possa 
essere basata sul concetto di regola o routine o procedura di azione. 
Per ora ci limitiamo a dire che una routine è uno schema cognitivo 
semiautomatico ed in parte tacito, che consente di valutare la 
somiglianza della specifica situazione in cui ci si trova, rispetto ad 
altre già note, e di adottare il  comportamento che si ritiene più 
appropriato ad essa in base all’esperienza avuta in precedenza, agli 
esempi degli altri,  alle regole sociali apprese ecc.. In particolare 
valuteremo i contributi dati in questa direzione dalle ricerche compiute 
dall’economia evoluzionista. Infine accenneremo alle ricerche 
compiute dall’economia neoistituzionalista e dalle teorie (manageriali) 
dell’impresa, dirette a studiare la natura delle istituzioni economiche 
come il mercato, le imprese, ecc.. 
Nel  secondo capitolo  esamineremo la recente evoluzione 
dell’Intelligenza Artificiale che ha portato allo sviluppo del 
Connessionismo. Cercheremo di mostrare come quest’ultimo si basi su 
principi in sintonia con gli assunti della teoria della razionalità 
limitata, e sia quindi idoneo ad offrire ad essa una serie di strumenti di 
rappresentazione degli agenti reali. Successivamente approfondiremo 
dal punto di vista tecnico alcuni di questi strumenti che abbiamo 
impiegato nelle simulazioni. In particolare descriveremo la logica delle 
reti neurali artificiali,  il  modello base dei sistemi cognitivi 
connessionistici, mostrando le loro potenzialità in termini di 
flessibilità, robustezza, capacità di apprendimento attraverso 
l’esperienza ecc.. Poi descriveremo il funzionamento degli algoritmi 
genetici, uno strumento molto potente di ricerca di strutture composte 
da parti elementari e nato dalla stilizzazione dei meccanismi 
dell’evoluzione biologica, da noi utilizzato per la rappresentazione 
della capacità di apprendimento adattivo degli agenti artificiali creati.  
Inoltre descriveremo il funzionamento dei classifier systems, un 
dispositivo proposto dall’IA e molto utilizzato dagli economisti.  
Cercheremo di mostrare come esso sia basato sugli stessi principi di 
 13
fondo delle reti neurali. Infine vedremo alcuni modelli di una serie di 
autori che hanno fatto uso degli strumenti di IA descritti,  per la 
realizzazione di modelli economici. 
Nel terzo capitolo  esporremo un’ampia rassegna della letteratura 
economica sui modelli di mercati monopolistici ed oligopolistici. 
Inizieremo con l’esaminare i modelli classici sul monopolio e 
sull’oligopolio basati sulla ipotesi di perfetta informazione e 
razionalità degli agenti. Vedremo poi dei modelli di oligopolio 
proposti dalla teoria dei giochi e descriveremo l’ambiente economico 
oligopolistico utilizzato nelle nostre simulazioni ottenuto dai modelli 
della teoria dei giochi allentando alcune ipotesi sull’informazione e la 
razionalità degli agenti.  Considereremo quindi l’analisi di Axelrod 
dell’emergenza di comportamenti collaborativi in contesti competitivi, 
utile per interpretare i fenomeni di coordinamento e collaborazione 
osservati nelle simulazioni. Seguirà l’analisi dei modelli basati 
sull’ipotesi di razionalità perfetta degli agenti ma nei quali gli agenti,  
non avendo a disposizione delle informazioni complete, debbono 
estrarle dall’esperienza utilizzando la capacità di apprendimento di cui 
sono dotati.  (Nel primo capitolo viene discusso come la 
rappresentazione dell’apprendimento di questi modelli,  essendo basata 
sulla revisione bayesiana delle probabilità, risulta poco realistica). 
Infine esamineremo ampiamente il  modello di Sylos Labini che permea 
tutte le nostre simulazioni. In particolare mostreremo come la regola 
del mark-up sia perfettamente in sintonia con la visione del 
comportamento degli agenti basato su regole semplici e robuste, e 
come i concetti di profitto minimo e di prezzo di eliminazione siano 
utilizzabili proficuamente nell’ambito di modelli di tipo satisfying .  
Nel quarto capitolo  descriveremo come abbiamo implementato 
gli agenti artificiali utilizzati nelle simulazioni. Ognuno degli agenti è 
costituito da un certo numero di reti neurali (un dispositivo formato da 
molte unità interconnesse alla stregua dei neuroni del cervello). Ogni 
rete è in grado di produrre il comportamento dell’agente (fissazione del 
prezzo) date le informazioni a disposizione. Tali reti vengono 
migliorate durante l’azione attraverso gli algoritmi genetici (un 
insieme di meccanismi che sintetizzano in forma stilizzata i processi 
della selezione naturale). In ogni interazione degli agenti,  ogni agente 
adotta il  comportamento legato alla rete neurale che si è mostrata 
migliore fino a quel momento. Le altre reti neurali sono confrontate 
con il modello interno dell’ambiente posseduto dall’agente. Gli agenti 
vanno quindi incontro ad un apprendimento progressivo, che consente 
di studiare i comportamenti che emergono spontaneamente in diverse 
condizioni ambientali.  
Nel quinto capitolo  mostreremo infine i risultati delle nostre 
simulazioni. Procederemo seguendo l’ordine temporale con cui le 
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abbiamo sviluppate in modo da poter illustrare meglio i problemi 
incontrati legati all’uso degli strumenti proposti dal Connessionismo 
per la realizzazione di modelli nell’ambito della teoria della 
razionalità limitata e le soluzioni adottate per risolverli.  
Contemporaneamente mostreremo, come esempi dei risultati ottenibili 
attraverso le simulazioni basate sul Connessionismo, alcuni risultati 
interessanti per la teoria economica (ed in particolare per la teoria 
della razionalità limitata). 
Cominceremo a testare la reale capacità di apprendimento degli 
agenti artificiali costruiti,  simulando un mercato monopolistico 
classico dove assumeremo una perfetta informazione da parte del 
monopolista. 
In seguito abbandoneremo l’ipotesi di perfetta informazione 
dell’agente e mostreremo come in tal caso sia necessario ipotizzare che 
il monopolista si costruisca un modello interno dell’ambiente dove 
opera. Useremo questo modello anche per misurare gli effetti del 
deperimento delle informazioni relative a tale modello interno. 
Inizieremo quindi a simulare un mercato oligopolistico. 
Mostreremo i problemi che si incontrano dovendo creare agenti 
artificiali che operano in un ambiente tendenzialmente instabile come 
quello adottato nelle nostre simulazioni (l’instabilità si manifesta con 
la tendenziale uscita dal mercato degli agenti, se questi non danno 
sufficientemente peso agli effetti prodotti sulle quote di mercato future 
dai particolari prezzi fissati nel breve periodo). 
Mostreremo come sia possibile dotare gli agenti artificiali di più 
obiettivi senza ricorrere a concetti come l’utilità marginale. 
Mostreremo come più l’ambiente economico dove agiscono gli 
agenti risulta complesso rispetto alle loro capacità cognitive, più il  
loro comportamento tenderà ad utilizzare una serie di euristiche 
semplificatrici che lo allontanano dal comportamento razionale ed 
ottimo. In particolare mostreremo come nei mercati oligopolistici gli 
agenti tendano a sviluppare come procedura di fissazione del prezzo la 
regola del mark-up di Sylos Labini. Tale procedura di fissazione del 
prezzo si dimostra così particolarmente robusta, essendo selezionata in 
diverse condizioni ambientali. Questo risultato è anche più importante 
se visto alla luce dei lavori di Dosi et al. (1994) e Valente (1991-
1992), da cui ha tratto ispirazione questa tesi, che raggiungono risultati 
analoghi utilizzando gli stessi ambienti simulati ma differenti 
strumenti di simulazione. Questo conferisce una maggiore affidabilità 
ai risultati ottenuti in questa tesi relativamente al mark-up. 
Da ultimo mostreremo come i modelli proposti consentano di 
regolare una serie di fattori microeconomici, permettendo di studiare 
come l’evoluzione del sistema dipenda da essi. Ad esempio vedremo 
come in un mercato oligopolistico il livello del prezzo di mercato 
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dipenda dalla “lungimiranza” dei venditori (attenzione agli effetti 
prodotti sulla quota di mercato dal prezzo di breve periodo ) e dalla 
“vivacità di mercato” (rapidità con cui i consumatori spostano la 
domanda verso i venditori che offrono ad un prezzo più basso). 
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Capitolo 1 
Paradigmi di ricerca a confronto 
 
Introduzione 
In questo capitolo intendiamo presentare i principi della visione 
della perfetta razionalità degli agenti alla base della teoria neoclassica. 
Intendiamo dapprima presentare una serie di critiche mosse a tali 
principi sia sul piano teorico che su quello empirico, dalla teoria della 
razionalità limitata, per poi mostrare come sia possibile approntare una 
rappresentazione alternativa del comportamento degli agenti,  sulla base 
dei principi di questa teoria, dell’economia evoluzionista e 
dell’economia neoistituzionalista. 
L’organizzazione del capitolo è la seguente. 
Nel primo paragrafo esamineremo brevemente la teoria 
epistemologica dei paradigmi di ricerca proposta da Kuhn, che 
utilizzeremo successivamente per interpretare i paradigmi della teoria 
neoclassica e della teoria della razionalità limitata. 
Nel secondo paragrafo presenteremo una schematizzazione logica 
ed astratta delle componenti che un modello di agente deve 
necessariamente possedere. Nei paragrafi successivi questo modello ci 
consentirà di valutare e confrontare il modo con cui la teoria 
neoclassica e la teoria della razionalità limitata specificano tali 
componenti. 
Nel terzo paragrafo presenteremo le basi teoriche e metodologiche 
della teoria neoclassica, così come esposte da Friedman nel suo famoso 
articolo del 1953 (Friedman (1953)). 
Nel quarto paragrafo esamineremo una serie di critiche che 
possono essere mosse sul piano teorico a tale impostazione. 
Nel quinto paragrafo mostreremo le modalità con cui la teoria 
neoclassica costruisca in concreto i modelli degli agenti economici, 
basandosi sulle ipotesi di perfetta razionalità. 
Nel sesto paragrafo inizieremo ad esaminare una impostazione 
alternativa alla visione razionale degli agenti, presentando i principi su 
cui si basa la teoria della razionalità limitata. Mostreremo una serie di 
risultati ottenuti dalla psicologia sperimentale, che indicano che i 
comportamenti degli agenti reali differiscono da quelli previsti dalla 
visione razionale. 
Nel settimo paragrafo mostreremo la soluzione proposta da Simon 
per la modellizzazione, nell’ambito della teoria della razionalità 
limitata, di agenti aventi più obiettivi. Tale soluzione consente di 
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creare modelli dove l’azione diretta al conseguimento contemporaneo 
di più obiettivi è regolata senza il ricorso a complesse funzioni di 
utilità o a concetti di utilità incrociata, attraverso l’introduzione di 
meccanismi di scelta semplici. 
Nel ottavo paragrafo mostreremo come la teoria classica, 
focalizzata sul problema della decisione degli agenti,  manchi degli 
strumenti per rappresentare i processi di apprendimento e di soluzione 
di problemi degli agenti reali. Mostreremo quindi una serie di ricerche 
compiute da Simon e da altri al fine di rappresentare i processi di 
ricerca ed apprendimento degli agenti. 
Nel nono paragrafo prenderemo in considerazione le proposte 
avanzate dall’economia evoluzionista per rappresentare l’azione degli 
agenti all’interno delle organizzazioni. Vedremo come tale proposta si 
basi sul concetto di routine. Una routine è un modulo di 
comportamento semiautomatico che codifica conoscenza in parte tacita 
e consente lo svolgimento di compiti uguali o simili a compiti già 
svolti in precedenza. 
Nel decimo paragrafo, infine, cercheremo di descrivere i 
contributi dati dall’economia neoistituzionalista alla comprensione 
delle istituzioni economiche come le imprese ed il mercato, ed infine 
chiuderemo il capitolo con una rapida schematizzazione storica dei 
contributi dati da diversi economisti,  alla costruzione di una visione 
più realistica dell’azione degli agenti economici, individui o 
organizzazioni. 
 
1.1 I paradigmi di ricerca 
Thomas Kuhn, nella sua opera più importante di filosofia della 
scienza, “La struttura delle rivoluzioni scientifiche” (Kuhn (1962)), 
propone il concetto di “paradigma” come concetto fondamentale per 
l’analisi dell’operare nel tempo della scienza di un dato campo. 
A nostro parere tale concetto risulta molto utile per cercare di 
individuare le impostazioni metodologiche attualmente seguite dagli 
studiosi di economia, ed intendiamo utilizzarlo nei paragrafi che 
seguono. In questo modo potremo individuare i tratti salienti di alcune 
impostazioni metodologiche seguite dalla ricerca economica, in 
particolare dall’economia neoclassica e dalla teoria della razionalità 
limitata. Lo scopo è sviluppare una delle asserzioni portate avanti in 
questo lavoro, cioè che la teoria della razionalità limitata può 
consentire di costruire modelli di alcune realtà economiche 
difficilmente rappresentabili nell’ambito della teoria neoclassica. 
In quanto segue semplificheremo per brevità e semplicità. 
L’ambito di applicazione del concetto di paradigma è quello di una 
scienza come la fisica la chimica la psicologia l’economia ecc.. Esso è 
costituito da un complesso di principi fondamentali che in un certo 
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momento storico guidano una particolare “scuola di pensiero” o 
“comunità scientifica” di una certa scienza, nella sua attività di 
ricerca. In questo senso si parla ad esempio di paradigma neoclassico o 
scuola neoclassica. 
I fattori che compongono un paradigma sono come detto 
estremamente variegati, e questo, accanto alla difficoltà di definire 
rigorosamente il concetto di “comunità scientifica”, rende più difficile 
inquadrare il concetto di paradigma. I più importanti di tali fattori sono 
comunque i seguenti: 
1. Gli scienziati che aderiscono ad un certo paradigma condividono 
alcuni principi di base molto generali come ad esempio le ipotesi 
di massimizzazione e informazione perfetta degli agenti e quella 
dell’equilibrio economico generale della teoria neoclassica, o 
l’ipotesi satisfying  e di informazione limitata della teoria della 
razionalità limitata. 
2. Gli scienziati che aderiscono ad un certo paradigma danno per 
scontati i  principi di base del paradigma e si dedicano allo studio 
di problemi molto specifici e tecnici la cui soluzione è 
grossomodo già nota a priori ma non lo è altrettanto la 
dimostrazione teorica o sperimentale. E’ il  caso ad esempio 
dell’equilibrio economico generale: gli economisti assumono che 
esista e si impegnano a dimostrarne esistenza ed unicità. 
3. Il  paradigma stabilisce quali sono i problemi ritenuti scientifici e 
sui quali bisogna indagare, e quali invece non lo sono. Il 
paradigma neoclassico ad esempio tende a non considerare utili 
per gli scopi dell’economia le analisi sull’impresa che vedono 
questa come composta di diversi centri di interesse (V. Simon 
(1979)) o le analisi relative ai processi di decisione/azione 
adottati realmente dagli agenti economici. 
4. Gli scienziati che aderiscono ad un certo paradigma utilizzano 
particolari metodiche di ricerca, e particolari strumenti. Ad 
esempio il paradigma neoclassico utilizza gli strumenti della 
massimizzazione sotto vincoli dell’analisi matematica. 
5. I principi fondamentali di un paradigma di solito non sono 
espliciti ,  ma contenuti implicitamente in una serie di ricerche, 
risultati e procedure ritenute esemplari da parte dei membri della 
particolare scuola, come ad esempio il modello Walrasiano di 
equilibrio economico. Questo rende difficile rintracciare tale 
principi e renderli espliciti .  
 
Secondo la visione di Kuhn una scienza non procede secondo uno 
schema di sviluppo cumulativo e lineare di conoscenze coerenti che 
man mano vengono allargate grazie alle nuove teorie e scoperte. 
Procede invece per rivoluzioni successive che vedono l’imporsi di un 
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nuovo paradigma al posto di quello esistente. Una scienza inizia la sua 
esistenza con la fase preparadigmatica nella quale una serie di 
paradigmi in fase embrionale concorrono per spiegare i fatti noti. Tale 
era ad esempio la situazione per l’economia prima dell’affermazione 
massiccia dell’importazione neoclassica: convivevano diverse 
impostazioni che concorrevano per spiegare i fenomeni economici 
osservati. Successivamente uno di questi paradigmi si impone e viene 
seguito dalla maggior parte degli studiosi. Raramente più paradigmi 
coesistono. Durante l’esistenza di un paradigma gli studiosi si 
dedicano allo studio di problemi altamente tecnici e specifici guidati 
dai principi fondamentali del paradigma. In questa attività allarga il 
campo di applicazione e completa questi principi, inoltre compie 
approfondimenti in diverse direzioni. E’ durante questa fase che la 
ricerca assume il carattere progressivo e cumulativo che normalmente 
le è attribuito. Quando questo tipo di ricerca incontrerà dei problemi 
non superabili (“anomalie”) sulla base dei principi del paradigma 
esistente per cui questo entrerà in crisi, e se un nuovo paradigma si 
presenterà come candidato di successo alla loro soluzione e alla 
soluzione dei problemi già risolti dal vecchio paradigma, allora si 
verificherà un periodo di rivoluzione durante il quale gli scienziati 
passeranno al nuovo paradigma. Cambieranno allora i problemi 
affrontati,  le tecniche di analisi utilizzate, il  linguaggio ed i principi 
fondamentali adottati e si avvierà una nuova fase di “ricerca normale”. 
(Molte critiche sono state fatte all’approccio neoclassico. Ma sono 
stati proposti paradigmi potenzialmente sostitutivi di esso?). 
Questo schema di Kuhn rappresenta un modello astratto, un 
prototipo. Come tale esso non deve essere interpretato come 
applicabile rigidamente a qualsiasi periodo storico di qualsiasi scienza, 
e ritenuto in grado di rappresentare tutti gli aspetti di essa. Riteniamo 
però che tale modello sia molto utile per descrivere alcuni tratti  
salienti dello stato della scienza economica in questo momento. E’ 
questo l’uso che intendiamo farne nei paragrafi successivi. 
 
1.2 Il modello astratto di agente 
In questo paragrafo prenderemo in considerazione i tratti 
essenziali che caratterizzano le funzioni cognitive superiori di un 
agente decisore, e le relazioni che esso ha con l’ambiente. Nei 
paragrafi e capitoli successivi vedremo come questo modello astratto 
venga specificato nell’ambito dell’impostazione teorica della teoria 
classica della razionalità, nell’ambito della teoria della razionalità 
limitata ed infine nei nostri modelli.  In quanto segue faremo 
parzialmente riferimento a Shonpflug W. (1991) e Newell A. Simon H. 
(1972). 
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Un agente è una porzione di realtà caratterizzata da una forte 
individualità rispetto al resto della realtà, l’ambiente. Infatti un agente 
è caratterizzato da precisi confini fisici, ed è dotato di un grado di 
odine interno, cioè di informazione, molto più elevato dell’ambiente. 
L’agente inoltre è dotato di un sistema di bisogni che possono essere 
soddisfatti da determinate condizioni dell’ambiente, che chiameremo 
obiettivi dell’agente (per es. il  mio bisogno di profitto può essere 
soddisfatto attraverso il raggiungimento dell’obiettivo consistente 
nella realizzazione di elevate vendite di ombrelli). L’agente può porre 
in essere delle azioni nell’ambiente con lo scopo di realizzare i suoi 
obiettivi, cioè con lo scopo di modificare l’evoluzione dell’ambiente 
stesso per portarlo verso stati che soddisfino i suoi bisogni (per es. 
produco ombrelli di tipo adeguato alla domanda per realizzare vendite 
elevate). 
L’agente per porre in essere delle azioni adeguate, deve 
necessariamente essere in grado di prevedere come evolverà l’ambiente 
nel tempo, spontaneamente od in funzione delle sue azioni. Vediamo 
qual è la relazione tra l’azione dell’agente e l’evoluzione 
dell’ambiente. Rispetto all’agente l’evoluzione dell’ambiente può 
essere considerata come una successione di stati che l’ambiente stesso 
assume nel susseguirsi di istanti di tempo, a seconda degli eventi che 
si verificano in ogni istante: 
 
 
Per semplicità consideriamo due soli istanti: l’istante iniziale nel 
quale l’agente percepisce il bisogno e compie un’azione per 
soddisfarlo, e l’istante finale in corrispondenza del quale l’agente 
spera di raggiungere l’obiettivo. 
Lo stato del mondo nell’istante finale, per la porzione che 
interessa la soddisfazione dei bisogni dell’agente attraverso il 
raggiungimento degli obiettivi, può essere composto da circostanze che 
possono essere influenzate dall’agente mediante la sua azione (ad es. il 
numero di ombrelli venduti dipenderà dalle azioni di marketing 
intraprese), e/o da circostanze indipendenti dall’azione dell’agente (ad 
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es. il  numero di ombrelli venduti varierà in funzione della piovosità 
della stagione). 
Nel primo caso ha interesse a prevedere i possibili stati finali che 
potrà raggiungere l’ambiente in funzione della sua azione, per porre in 
essere l’azione giusta che porti allo stato finale desiderato (ad es. 
avendo effettuato studi di mercato sulla domanda del mio bene, posso 
decidere l’entità e la tipologia più idonei per l’intervento di 
marketing): 
 
 
Nel secondo caso l’agente ha interesse a prevedere lo stato finale 
di una parte dell’ambiente che ha rilevanza per i suoi obiettivi, per 
porre in essere una azione che lo faccia trovare in una situazione 
desiderata rispetto allo stato assunto dall’ambiente (ad es. se prevedo 
una stagione molto piovosa, mi preparo per uno sfruttamento intenso 
dei miei impianti stipulando adeguati contratti di fornitura di materie 
prime ecc.): 
 
 
Per poter effettuare le previsioni dette e quindi porre in essere 
delle azioni adeguate, l’agente deve costruirsi un modello, una 
rappresentazione del funzionamento del sistema ambiente-proprie 
azioni (ad es. il modello che rappresenti la reazione della domanda in 
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funzione del tempo meteorologico e della campagna di marketing). Il  
sistema deputato alla costruzione ed all’aggiornamento di questo 
modello può essere chiamato sistema di rappresentazione o sistema di 
costruzione ed aggiornamento del modello interno. 
Il sistema di rappresentazione degli agenti reali è in grado di 
costruire modelli sia quantitativi (relazione tra impegno finanziario 
sostenuto nella campagna di marketing ed entità delle vendite 
realizzabili) che qualitativi (ad es. capacità di cogliere l’importanza, 
per il  consumatore, di un certo meccanismo automatico di cui dotare 
gli ombrelli).  
Nei modelli artificiali di agenti è molto difficile costruire sistemi 
in grado di tenere conto di aspetti sia qualitativi che quantitativi. 
Normalmente i concetti utilizzati nei modelli economici sono 
quelli quantitativi della matematica : funzioni, approssimazione di 
funzioni, probabilità, revisione di probabilità. 
Altre volte si utilizzano gli strumenti dell’intelligenza artificiale 
classica, derivati dai concetti della logica matematica, intrinsecamente 
qualitativi in quanto basati su simboli non quantitativi (rimandiamo al 
capitolo successivo per una analisi approfondita). 
I primi tentativi di costruzione di sistemi che integrino le due 
dimensioni della realtà sono recenti ed ancora poco articolati.  
L’agente, oltre ad essere dotato del sistema di rappresentazione, 
deve essere dotato di un sistema in grado di progettare le azioni adatte 
a raggiungere gli obiettivi, data la rappresentazione dell’ambiente. Si 
può chiamare tale sistema, sistema di pianificazione dell’azione, o più 
semplicemente sistema di azione. 
Il  sistema di azione è deputato alla costruzione di moduli di 
comportamento che possano guidare l’intervento dell’agente sulla 
realtà, in modo tale da consentirgli di conseguire i suoi obiettivi. La 
realizzazione di tale funzione avviene sostanzialmente con la 
ricombinazione creativa di comportamenti appresi in passato, con lo 
scopo di formare nuove strutture comportamentali idonee ad affrontare 
i nuovi problemi e le nuove situazioni ambientali.  
Il  sistema di azione prevede anche la scomposizione degli 
obiettivi in subobiettivi, secondo uno schema top-down, che riduca il 
problema principale in sotto-problemi direttamente affrontabili con 
azioni specifiche. 
Il  sistema di azioni è difficilmente riproducibile nei modelli in 
quanto richiede la rappresentazione di una delle facoltà più complesse 
del pensiero umano, la creatività. Come vedremo la teoria classica, con 
un notevole grado di semplificazione ed in alcune casi di distorsione, 
tende a rappresentare questo aspetto degli agenti decisori con la 
determinazione di algoritmi di comportamento praticamente 
automatici,  derivati matematicamente come risultati della 
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massimizzazione sotto vincoli di una qualche funzione di utilità 
dell’agente. 
Uno degli scopi principali di questa tesi è quello di valutare la 
possibilità di costruire modelli di agenti mutuando dall’intelligenza 
artificiale alcuni strumenti, per riprodurre alcuni aspetti del sistema di 
azione degli agenti reali che rimangono in ombra nei modelli 
tradizionali. Lo scopo è mostrare come seguendo tale strada sia 
possibile costruire modelli che consentano di effettuare studi non 
realizzabili con gli strumenti della modellizzazione tradizionale, come 
l’osservazione dei comportamenti elaborati dagli agenti in determinati 
ambienti economici e lo studio che essi hanno sull’evoluzione del 
sistema economico considerato. 
Nel complesso quindi, il  sistema cognitivo superiore di un agente 
può essere schematizzato come segue: 
 
 
Per completare il  quadro è necessario introdurre nell’ambiente in 
cui l’agente si trova ad agire, altri agenti dotati di un apparato 
cognitivo come quello visto. L’agente che opera in condizioni di 
interazione con altri agenti intelligenti,  cioè la cui azione porta a 
risultati che dipendono anche dall’azione e dalla reazione alle sue 
azioni degli altri agenti,  deve inserire nel suo modello di 
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La presenza di altri agenti intelligenti nell’ambiente, comporta un 
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dotati di un sistema di rappresentazione dell’ambiente e di un sistema 
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creatività e di finalità. Esso non è più quindi regolato solo dalle leggi 
fisiche, complesse quanto si desidera ma immutate ed automatiche in 
quanto incapaci di apprendimento e di reazioni di tipo intelligente. 
Questo tipo di situazione suggerisce anche una osservazione 
importante per l’analisi del problema della razionalità limitata. 
Nell’ambito di un sistema economico con più agenti decisori, anche 
ammettendo una completa disponibilità di informazioni, gli agenti 
debbono necessariamente adottare delle euristiche che consentano loro 
di ridurre l’informazione da introdurre nei loro modelli del mondo. In 
caso contrario l’esistenza di più agenti intelligenti introdurrebbe un 
elemento di ricorsività difficilmente gestibile dai sistemi cognitivi 
reali. Ad esempio avendo un ambiente con due agenti, se ognuno dei 
due agenti avesse un modello perfetto dell’altro, il  modello del primo 
agente conterrebbe il modello completo del secondo agente, che 
conterrebbe il modello perfetto del primo agente contenente il modello 
perfetto del secondo, e così via all’infinito. Si proporrebbe cioè un 
problema analogo a quello della coscienza sollevato nell’ambito della 
teoria della mente. Questo non è ammissibile data la finitezza dei 
sistemi cognitivi (Penrose (1989)), per cui è necessario che questo 
circolo ricorsivo venga troncato da qualche parte, cioè che almeno 
alcuni degli agenti abbiano una rappresentazione limitata dell’ambiente 
e degli altri agenti.  
 
1.3 Il paradigma di ricerca neoclassico: la razionalità “as 
if” di Friedman 
In questo paragrafo intendiamo esaminare i fondamenti 
metodologici che sono alla base del paradigma di ricerca neoclassico. 
Nel successivo poi, evidenzieremo i punti deboli di tali principi. A 
questo scopo esamineremo le argomentazioni esposte nel celebre 
articolo di Friedman (1953), “Essays in Positive Economics”, 
considerato il fondamento metodologico dell’economia neoclassica. 
In tale articolo Friedman espone la sua visione sul concetto di 
teoria, suggerisce di verificare le teorie mediante le loro previsioni e 
specifica il ruolo delle assunzioni nell’ambito di una teoria. Da questa 
esposizione emerge una visione articolata e coerente di quale dovrebbe 
essere la metodologia utilizzata dall’economia positiva per la 
costruzione di modelli.  Questo anche se l’obiettivo specifico 
dell’articolo era quello di mostrare l’erroneità delle critiche fatte alla 
economia neoclassica incentrate sullo scarso realismo delle assunzioni 
su cui essa basa i suoi modelli,  in particolare sulla versione “as if” 
della assunzione di razionalità degli agenti economici che vedremo tra 
poco. 
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Procediamo dunque ad esporre i punti fondamentali della 
posizione assunta da Friedman. La visione di teoria, od ipotesi, che 
emerge dalle argomentazioni di Friedman può essere schematizzata 
come segue: 
 
 
Esaminiamo le diverse componenti di questo schema ed in 
particolare il ruolo svolto dalle assunzioni nell’ambito di una teoria. 
Una teoria è un sistema logico, di tipo verbale, matematico o di 
altro tipo, idoneo a rappresentare la struttura ed il funzionamento di 
una certa realtà. Essa si compone di due parti,  il  modello astratto e le 
regole d’uso del modello. 
Esaminiamo la prima parte, il  modello astratto. 
La funzione di un modello astratto è quella di rappresentare i 
tratti  essenziali della classe di fenomeni reali da studiare. In 
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particolare esso individua le forze importanti di tale classe e descrive 
il  loro operare. 
Il  modello astratto è composto da entità, che possono essere 
matematiche, verbali o di altro tipo, organizzate secondo lo schema dei 
sistemi formali della logica, cioè raggruppate in assiomi, implicazioni 
ed inferenze che traggono dalle assunzioni le implicazioni. Gli assiomi 
e le implicazioni non sono tali per loro natura ma per scelta opportuna 
di chi formula la teoria. La scelta deve essere fatta in modo da rendere 
la teoria più intuitiva, maggiormente rappresentativa dei fenomeni 
osservati,  più utilmente utilizzabile per la formulazione di altre teorie 
ecc.. E’ noto infatti dalla logica che in un sistema formale scegliendo 
opportunamente determinati assiomi, le altre proposizioni possono 
essere ottenute da esse come implicazioni. 
Esaminiamo ora la seconda parte di una teoria, costituita dalle 
regole d’uso del modello astratto. 
Esse definiscono la classe di fenomeni per la quale il modello può 
essere assunto come un’adeguata rappresentazione della realtà e 
specificano la corrispondenza esistente fra le entità che formano il 
modello ed i fenomeni osservabili.  Ad esempio stabiliscono che una 
teoria vuole rappresentare un mercato di un certo prodotto, che due 
particolari funzioni matematiche del modello rappresentano la 
domanda e l’offerta del mercato, che determinate variabili 
rappresentano il prezzo di mercato e la quantità ecc. 
Le regole d’uso di un modello sono necessariamente imprecise, 
soggette a modifiche, in quanto debbono stabilire una corrispondenza 
tra un sistema esatto e rigoroso, cioè il  modello astratto, ed un sistema 
variabile, disomogeneo, incoerente, cioè la realtà. 
Vediamo ora come dovrebbe procedere la selezione ed il 
confronto tra più teorie secondo Friedman. Sostanzialmente vi sono 
cinque prove che una teoria deve superare per essere eletta come 
modello migliore per rappresentare una determinata classe di fenomeni 
dati gli obiettivi conoscitivi che si sono fissati.  Vediamo queste cinque 
prove. 
1. La prima prova consiste nella verifica della adeguatezza come 
linguaggio del sistema teorico, cioè come sistema di 
classificazione dei fenomeni osservati, e nella verifica della sua 
coerenza logica interna. 
 Una teoria deve fornire un linguaggio con cui poter rappresentare 
i fenomeni osservati, cioè deve fornire un sistema di categorie con 
cui classificare utilmente i fatti.  Le categorie debbono essere 
chiare, esaustive, ben strutturate ecc. 
 La teoria inoltre deve essere coerente da un punto di vista logico: 
le implicazioni del modello astratto debbono discendere dagli 
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assiomi mediante inferenze che non violano alcuna delle regole 
della logica. 
2. In un determinato momento esiste un certo quantitativo di dati 
disponibili relativi ad una particolare classe di fenomeni, la 
cosiddetta evidenza empirica. Una teoria per superare questa fase 
deve spiegare, cioè consentire una interpretazione adeguata, 
dell’evidenza empirica disponibile al momento. 
 Purtroppo saranno molte le teorie che riusciranno a spiegare i dati 
a disposizione per il  semplice fatto che è facile interpretare i 
fenomeni a posteriori, cioè costruire una teoria ad hoc che 
riproduca fatti già noti.  
3. La terza fase che una teoria deve superare è spiegare l’evidenza 
empirica che viene ottenuta successivamente alla sua 
formulazione. Anche questa fase sarà superata, plausibilmente, da 
diverse teorie in quanto non è molto difficile apportare modifiche 
parziali ed aggiunte ad hoc ad una teoria in modo che riesca a 
spiegare l’evidenza empirica addizionale. 
 Friedman nella prima parte dell’articolo sembra dire che le prove 
al punto 2 e 3, basate sulla portata descrittiva della teoria, sono 
necessarie ma non sufficienti. Più avanti nell’articolo afferma con 
vigore che le potenzialità descrittive ed interpretative di una 
teoria non hanno alcun valore. Come indicheremo più avanti 
questa posizione non è né oggettivamente sostenibile né 
desiderabile. 
4. La quarta fase di verifica è quella che Friedman ritiene cruciale. 
Una teoria per essere accettata deve essere verificata nelle sue 
capacità di previsione per la classe di fenomeni che intende 
spiegare. Se le previsioni sono contraddette con frequenza 
l’ipotesi è rifiutata. Se le sue previsioni non sono contraddette è 
per il  momento accettata. 
 In questo Friedman applica in pieno la teoria della falsificazione 
di Popper (Popper (1969)). L’evidenza fattuale non può mai 
dimostrare giusta una teoria in quanto vi potranno sempre essere 
dei casi diversi da quelli presi in considerazione che 
contraddicono la teoria. L’evidenza può soltanto non riuscire a 
dimostrare l’erroneità di una teoria, che è poi ciò che noi 
intendiamo affermare di solito quando diciamo che l’ipotesi è 
stata confermata. 
 La verifica della capacità di previsione può riguardare tanto fatti 
non ancora verificatisi nel momento della formulazione della 
teoria, quanto fatti non noti a chi ha formulato la teoria nel 
momento della formulazione. In questo secondo caso attraverso la 
consultazione di documenti contenenti i dati relativi al passato, 
sarà possibile verificare la capacità di previsione della teoria 
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valutando se la teoria in base ai dati reali relativi alle assunzioni, 
fornisce previsioni, cioè implicazioni, conformi ai dati reali.  
 Per Friedman l’evidenza empirica è di vitale importanza per le 
scienze sociali come lo è per quelle fisiche. La circostanza per cui 
nelle scienze sociali quasi mai è possibile effettuare esperimenti 
controllati non deve essere intesa come limitante. In fondo anche 
l’astronomia non consente la costruzione artificiale di sistemi da 
osservare sotto controllo sperimentale. L’effetto dell’impossibilità 
di esperimenti controllati è che l’evidenza che si ottiene è assai 
più difficile da interpretare in quanto più complessa, indiretta ed 
incompleta. Sovente la sua raccolta è difficile e la sua 
interpretazione di solito richiede una analisi sottile ed una 
complessa catena di ragionamenti che raramente consentono 
giudizi definitivi sulle teorie. Come effetto di ciò si tende di 
solito a testare una teoria solo in termini di coerenza logica 
interna, cioè in termini di coerenza delle assunzioni, inferenze ed 
implicazioni del modello astratto. 
 Per Friedman ciò è sbagliato in quanto nonostante le difficoltà che 
la verifica empirica comporta per le scienze sociali,  il  test 
cruciale per accettare o respingere una teoria deve comunque 
essere costituito dalla verifica empirica della sua capacità di 
previsione. 
5. L’ultima prova che una teoria deve superare è una prova di 
economicità. Essa consiste nel vincere il confronto con altre 
teorie in termini di rapporto vantaggi/costi.  I vantaggi sono 
rappresentati dalla capacità previsionale della teoria, illustrata al 
punto precedente, e nella capacità di stimolare e guidare altre 
ricerche. Essi non sono mai dei vantaggi assoluti in quanto il loro 
valore dipende dagli obiettivi conoscitivi che ci si pone. I costi 
sono quantificabili in termini di maggiore complessità di 
esposizione, di comprensione, di utilizzo ecc. della teoria. 
  
Vediamo ora quale è il ruolo assegnato alle assunzioni in questo 
contesto. 
Le assunzioni possono raggruppate in due tipi sulla base della 
funzione che svolgono all’interno della teoria (tre per Friedman, ma il 
terzo non ci interessa). 
Il  primo tipo di assunzioni è quello che consente una esposizione 
efficace della teoria. Le assunzioni di tale tipo sono indicate di solito 
come “le assunzioni fondamentali” della teoria ed hanno la funzione di 
indicare sinteticamente i punti chiave del modello astratto. Come già 
detto vi sono in genere molti modi diversi per descrivere un modello 
astratto assegnando opportunamente i ruoli di assiomi e teoremi 
(implicazioni) alle diverse asserzioni. I diversi sistemi che ne risultato 
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sono logicamente equivalenti: quelli che sono considerati assiomi in un 
modello possono essere considerati come teoremi in un altro e 
viceversa. A questo punto le particolari assunzioni essenziali,  cioè gli 
assiomi del modello, vengono scelte sulla base della loro convenienza, 
misurabile in termini di semplicità, economia descrittiva, plausibilità 
intuitiva, capacità di suggerire altre osservazioni e teorie ecc.. 
Il  secondo tipo di assunzioni svolgono la funzione di specificare i 
casi e le condizioni entro i quali la teoria funziona. E’ questo il punto 
fondamentale dell’articolo dove Friedman indica quello che secondo 
lui è il ruolo più importante delle assunzioni, ruolo che può portare 
all’equivoco della critica di irrealismo mossa ad alcune teorie 
economiche sulla base delle assunzioni stesse. 
Friedman per illustrare il punto si serve di quattro esempi che ora 
esamineremo in dettaglio in quanto in base ad essi abbiamo costruito la 
nostra interpretazione della posizione assunta dall’autore che 
illustreremo in seguito, ed in quanto, come spesso accade con gli 
esempi, essi consentono di cogliere la natura del problema ed il 
pensiero dell’autore più a fondo di quanto consenta la sola 
considerazione delle sue argomentazioni teoriche. 
Primo esempio, la caduta dei gravi. 
E’ un esempio tratto dalla fisica e prende in considerazione la 
formula (teoria) di caduta dei gravi che consente di calcolare la 
posizione in funzione del tempo di un corpo che cade liberamente: 
 
Spazio = ½ ×  Costante di gravità ×  Tempo2  
 
L’autore osserva che la formula assume l’esistenza del vuoto 
come condizione per funzionare. Ora a causa di questa condizione la 
formula non sarebbe quasi mai applicabile a situazioni reali in quanto 
raramente si ha a che fare con situazioni in cui si ha il vuoto. Spesso 
però nelle situazioni reali la resistenza dell’aria è trascurabile e la 
formula si può applicare con un grado soddisfacente di 
approssimazione. E’ il caso della caduta di una sfera compatta che cade 
raggiungendo velocità non troppo elevate. In tali casi si può dire che la 
teoria funziona. Se invece si ha a che fare con un piuma, data la 
presenza dell’aria, il peso e la forma dell’oggetto, l’assunzione della 
presenza del vuoto esclude che la teoria possa essere applicata.  
Questo non significa però che la teoria non funziona perché le 
assunzioni sono errate, ma che poiché la teoria non funziona essa non è 
applicabile al caso considerato in quanto le sue assunzioni sono 
violate. 
E’ questo il nocciolo dell’argomentazione di Friedman. Le 
critiche che tentano di falsificare una teoria mostrando che le sue 
assunzioni sono irrealistiche, non sono corrette. Per falsificare una 
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teoria (o meglio, osserviamo a questo punto, per restringere il suo 
campo di applicazione) è necessario valutare se la teoria funziona 
fornendo previsioni corrette, secondo lo schema visto in precedenza. 
Friedman in questo è molto deciso, infatti aggiunge che più 
significativa è la teoria più irrealistiche sono le sue assunzioni. Infatti 
una teoria è importante se spiega molto servendosi di poco, se riesce 
ad estrarre gli elementi essenziali dalla massa di circostanze complesse 
e minute consentendo previsioni valide sulla base di essi. Per essere 
importante quindi, una teoria deve essere falsa nelle sue assunzioni 
sotto il profilo descrittivo. Il  suo successo consiste proprio nel 
dimostrare che le circostanze trascurate hanno poca rilevanza per i 
fenomeni osservati.  
Nel caso dei gravi ad esempio, la teoria vista cattura l’aspetto 
essenziale del fenomeno osservato, la forza di gravità, trascurando una 
serie di fattori che di solito hanno una minore importanza, come la 
presenza dell’aria, la forma ed il peso del corpo, il meccanismo usato 
per lasciar cadere il corpo, il nome della persona che lo lascia cadere 
ecc. (aggiungiamo: la distanza dalla superficie della terra, da cui 
dipende la costante di gravitazione; la posizione degli altri pianeti in 
quel momento, che esercitano la loro attrazione sul corpo al pari della 
terra, ed in particolare della luna che è relativamente vicina; lo stato 
elettrico del corpo, che determina delle forze che agiscono sul corpo a 
causa del campo magnetico terrestre, ecc.). 
Secondo esempio, le foglie di un albero si orientano in relazione 
alla luce solare. 
Questo, osserva Friedman, è un esempio che ha una struttura 
simile a quella di molte teorie delle scienze sociali (è evidente che ha 
in mente l’assunzione economica di razionalità degli agenti nella 
versione “as if”). 
Si consideri la teoria per cui le foglie assumono un orientamento 
comportandosi come se tentassero di massimizzare la quantità di luce 
solare ricevuta conoscendo la matematica, la geometria e le leggi 
fisiche sulla luce. Ora, argomenta l’autore, è forse l’ipotesi resa nulla 
dal fatto che le foglie, per quanto noi ne sappiamo, non sono in grado 
di ricercare coscientemente, non sono state a scuola e non hanno 
imparato le leggi fondamentali della scienza e della matematica 
necessarie per calcolare la posizione ottima? E’ chiaro che nessuna di 
queste contraddizioni con le assunzioni dell’ipotesi possiede una 
qualche rilevanza. L’ipotesi infatti non asserisce che le foglie 
compiono queste azioni, ma semplicemente che il loro orientamento è 
lo stesso come se lo facessero. Nonostante la patente di falsità delle 
assunzioni dell’ipotesi, questa possiede un alto grado di plausibilità 
per la conformità delle sue implicazioni alle osservazioni empiriche. 
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Terzo esempio, il  giocatore esperto di biliardo colpisce 
opportunamente le biglie. 
Se lo scopo dell’osservatore è costruire una teoria che gli 
consenta di prevedere i tiri effettuati da un esperto giocatore di 
biliardo, previsioni eccellenti potrebbero essere fornite dall’ipotesi che 
il giocatore effettui i suoi tiri come se fosse a perfetta conoscenza 
delle complicate formule matematiche che permettono di calcolare la 
direzione ottima dei tiri,  possa stimare ad occhio con precisione gli 
angoli, possa effettuare i calcoli a velocità lampo, e possa quindi 
finalmente far viaggiare la biglia nella direzione indicata dalle 
formule. La nostra fiducia in queste ipotesi non è basata sulla 
convinzione che i giocatori di biliardo, anche quelli esperti,  compiano 
il processo di calcolo descritto. Essa deriva piuttosto dalla convinzione 
che essendo i giocatori degli esperti la teoria consente delle buone 
previsioni. 
Quarto esempio, comportamento degli uomini d’affari, cioè delle 
imprese. 
A questo punto il passo da compiere è breve per accettare 
l’impostazione metodologica secondo cui, in un’ampia varietà di casi, 
si può ipotizzare che le singole imprese si comportino come se 
cercassero di massimizzare in modo razionale le loro prospettive di 
guadagni, o gli agenti economici si comportino come se cercassero di 
massimizzare la loro utilità, ed avessero tutti  i  dati necessari per 
riuscire a farlo. Con questa impostazione si riconosce che gli uomini di 
affari non conoscono le funzioni di costo e di ricavo, non eguagliano i 
ricavi ed i costi marginali risolvendo alla lettera il sistema di 
equazioni simultanee indicate dalla teoria. La fiducia che si ripone 
nella ipotesi è giustificata dal successo dell’esperienza di innumerevoli 
applicazioni di essa a problemi specifici, e dai ripetuti insuccessi nei 
tentativi di contraddirne le implicazioni. Questi sono documentati da 
numerosi articoli, memorie, monografie ecc.. 
Qui però Friedman per giustificare la fiducia da riporre 
nell’ipotesi razionale/massimizzante non si appella più alla sola 
capacità di previsione dell’ipotesi come fatto nei precedenti tre 
esempi, ma presenta l’abbozzo di una argomentazione che sarà poi 
sviluppato in articoli successivi e diventerà la giustificazione di base 
della versione “as if” dell’assunzione di razionalità (Hodgson (1988)). 
Si tratta dell’”argomentazione evoluzionista”. Vediamola. 
Il  motivo per cui l’ipotesi di massimizzazione ha successo risiede 
nel fatto che nel mondo degli affari opera un processo simile alla 
selezione naturale. Supponiamo infatti che la determinante effettiva del 
comportamento dell’uomo d’affari sia una cosa qualsiasi: una reazione 
abituale, un elemento casuale o un qualcosa d’altro. Ogni volta che 
questa determinante si trovi a dirigere il comportamento dell’uomo 
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d’affari in modo compatibile con la massimizzazione razionale dei 
profitti ,  l’impresa prospererà e si espanderà. Nel caso invece che 
questo non succeda, l’impresa tenderà a perdere le proprie risorse 
l’impresa fallirà. Il  processo di selezione naturale aiuta dunque a 
rendere valida l’ipotesi della massimizzazione razionale, oppure ancor 
meglio, data la selezione naturale l’accettazione dell’ipotesi si può 
ampiamente basare sulla valutazione che essa riassume in modo 
sufficientemente appropriato le condizioni per la sopravvivenza. 
Fin qui la posizione di Friedman. 
E’ nostra intenzione a questo punto indicare quali sono a nostro 
giudizio gli aspetti della visione di Friedman che consideriamo 
particolarmente efficaci ed utili da un punto di vista metodologico, e 
quali invece debbono essere criticati fortemente avendo dato luogo ad 
errori di impostazione della ricerca economica. 
 
1.4 Il paradigma di ricerca neoclassico: critiche 
all’impostazione metodologica “as if” 
In questo paragrafo indicheremo dapprima quelli che a nostro 
avviso sono i punti di forza della visione di Friedman, e 
successivamente svilupperemo delle critiche che possono essere rivolte 
all’impostazione metodologica “as if” dell’economia neoclassica, 
presentata nel paragrafo precedente. 
Svilupperemo tali critiche seguendo questo schema: 
1. Friedman nel mostrare gli esempi di applicazione della sua 
visione mostra di compiere un salto logico passando 
dall’affermazione per cui le assunzioni di una teoria possono 
essere poco descrittive in quanto colgono gli aspetti essenziali 
della classe di fenomeni rappresentati,  all’affermazione per cui 
esse possono essere completamente false purché consentano la 
costruzione di teorie capaci di fornire previsioni attendibili.  
2. In generale una teoria non può essere completamente falsa 
descrittivamente e fornire previsioni corrette in quanto la capacità 
descrittiva e previsiva sono due facce di una stessa medaglia: una 
teoria è una rappresentazione di una classe di fenomeni reali 
(Modello di Popper-Hempel). 
E’ il primo punto fondamentale della nostra critica. Esso è costruito 
sulla base dell’essenza del concetto di teoria. 
3. Friedman è incorso nell’errore di ritenere che una teoria possa 
essere falsa dal punto di vista descrittivo e valida dal punto di 
vista previsivo in quanto ha generalizzato una proprietà che vale 
solo, e solo in alcuni casi, per una categoria specifica di 
fenomeni: i fenomeni dove uno o più agenti dotati di capacità 
cognitive perseguono degli scopi. 
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E’ il secondo punto fondamentale della nostra critica. Esso è costruito 
sulla base dell’essenza del concetto di sistema cognitivo. 
4. L’assunzione della razionalità nella versione “as if” può essere 
usata solo per costruire modelli che rappresentino classi di 
fenomeni aventi determinati requisiti .  
5. La critica ad una teoria attraverso le sue assunzioni è del tutto 
valida se va colpire in modo opportuno i diversi tipi di 
assunzioni. 
6. L’importazione metodologica basata sull’assunto che una teoria 
per quanto possa essere irrealistica nelle assunzioni deve essere 
accettata se fornisce previsioni corrette, è passata nella pratica 
economica neoclassica generando un grave errore metodologico. 
Infatti l’utilizzo della assunzione di razionalità nella versione “as 
if” può essere utilizzata per le teorie delle scienze sociali solo 
dopo aver dimostrato la presenza di una serie di condizioni nella 
classe di fenomeni rappresentati:  adeguatezza delle capacità 
cognitive degli agenti rispetto la complessità dell’ambiente e/o 
esistenza di meccanismi di selezione degli individui, che portino 
progressivamente ad eliminare quelli che si allontanano dal 
comportamento razionale. 
 
Cominciamo con l’individuare i punti di forza della visione di 
Friedman. 
La distinzione delle diverse parti di una teoria chiarisce molti 
aspetti importanti.  In particolare l’individuazione delle diverse 
funzioni svolte dalle assunzioni nell’ambito di una teoria può aiutare 
ad inquadrare molti problemi sollevati dall’uso che ne viene fatto. 
Le regole d’uso del modello, chiamate “assunzioni di dominio” da 
altri autori, inquadrano la classe di fenomeni cui si riferisce una teoria. 
Sono tali ad esempio le espressioni “si abbia un corpo non vincolato ad 
altri corpi . . .” o “si considerino le foglie di un albero .. .” o “si 
consideri un esperto giocatore di biliardo .. .” o “si consideri una 
impresa .. .” ecc.. 
Importante è anche avere evidenziato che l’espressione 
“assunzioni essenziali” è a volte usata per indicare le asserzioni 
fondamentali della teoria. Tali assunzioni indicano quali sono le entità 
e le forze ritenute più importanti per il fenomeno rappresentato. 
Le assunzioni contro cui sono indirizzate le critiche di irrealismo 
rivolte alla teoria neoclassica sono delle assunzioni che limitano i casi 
di applicazione della teoria, chiamate “assunzioni di ignorabilità” da 
altri autori. Tale è ad esempio per la teoria fisica della caduta di un 
grave l’assunzione “ipotizziamo che il corpo cada nel vuoto” che sta ad 
indicare che il modello consente di ignorare la presenza di aria in una 
serie di circostanze, visto che considera come forza fondamentale per 
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spiegare la caduta di un corpo la forza di gravità, sintetizzata dalla 
costante di gravitazione nella formula vista prima. O ancora, per il 
modello di concorrenza perfetta, “si ipotizzi una funzione di domanda 
individuale del bene venduto dalle imprese completamente 
orizzontale”, assunzione che stabilisce di ignorare che la domanda può 
avere una certa inclinazione, seppure minima, considerando come 
aspetto fondamentale della concorrenza il fatto che le imprese non 
hanno alcun potere di mercato. 
Molto efficace è inoltre il  quadro offerto da Friedman relativo ai 
diversi criteri di valutazione di una teoria, in particolare quello di 
confronto dell’economicità globale di una teoria rispetto ad altre 
concorrenti dato il particolare obiettivo conoscitivo che si vuole 
raggiungere. 
Fondamentale è anche l’asserzione per cui una teoria 
necessariamente è una rappresentazione approssimata della realtà in 
quanto coglie solo gli aspetti principali di essa utili  per interpretare e 
prevedere i fenomeni in analisi,  ma trascura una serie infinita di 
dettagli. In questo senso, ma solo in questo senso, è vero che una 
teoria è falsa sotto il profilo descrittivo. Anzi più è una buona teoria e 
più è “falsa”, nel senso che minori sono gli aspetti di cui si serve per 
rappresentare la classe di fenomeni osservati, maggiore è la sua 
economicità nel senso sopra indicato. 
I problemi cominciamo quando Friedman nell’indicare i quattro 
esempi di applicazione della teoria, compie un notevole salto logico 
che lo porta ad una applicazione della teoria completamente diversa da 
quanto preannunciato in linea teorica. 
Vediamo in cosa consiste, come è interpretabile ed a quali 
conseguenze porta tale salto logico, illustrando in dettaglio i punti 
indicati ad inizio paragrafo relativi alle critiche che possono essere 
mosse alla visione di Friedman. Osserviamo che l’introduzione in 
questo paragrafo di esempi di carattere non economico, è giustificata 
dalla necessità di estremizzare alcuni ragionamenti per renderli più 
forti,  oppure per mostrare come alcuni schemi consueti in ambito 
economico, possono apparire paradossali se applicati in altri campi. 
Primo punto. 
Il  primo punto è proprio relativo al salto logico compiuto da 
Friedman nell’illustrare gli esempi utilizzati per dimostrare la sua 
teoria. 
Nel primo esempio, tratto dalla fisica, Friedman giustamente 
osserva che l’assunzione del vuoto, per la teoria della caduta dei gravi, 
significa offrire una visione semplificata della realtà, almeno per tutte 
le situazioni in cui si è all’interno dell’atmosfera terrestre. Nondimeno 
ciò è importante dal punto di vista conoscitivo in quanto la teoria 
escludendo tale fattore e molti altri,  come visto, stabilisce che la 
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determinante fondamentale della caduta di un corpo è la forza di 
gravità, come è poi stabilito direttamente nella formula. In questo 
senso la descrizione della realtà risulta approssimata in quanto la 
teoria coglie l’essenza della caduta di un grave trascurando tutti i  
dettagli.  
Negli altri tre esempi, delle foglie, del giocatore di biliardo, delle 
imprese, Friedman compie invece un salto logico ribaltando 
completamente quanto affermato in linea teorica. Nei tre esempi dice 
infatti  di assumere che le foglie massimizzino la luce solare come se 
conoscessero le leggi fisiche, oppure dice di assumere che il giocatore 
di biliardo abbia perfetta conoscenza delle complicate formule 
matematiche per calcolare la direzione ottima e possa ad occhio sapere 
l’informazione esatta sugli angoli,  dice di assumere che l’uomo 
d’affari conosca la funzione di domanda, la funzione di costi, i  costi ed 
i ricavi marginali.  
Ora è chiaro che queste assunzioni non rendono irrealistica la 
descrizione che la teoria fa della realtà perché colgono l’essenza e 
trascurano i dettagli, ma semplicemente perché sono false. 
Questo è ammesso esplicitamente dallo stesso Friedman, quando 
dice: “...  le foglie, per quanto ne sappiamo, non sono in grado di 
decidere, non sono andate a scuola, non sanno la matematica .. .  .  
Nonostante la falsità delle assunzioni . . .” “.. .  gli uomini di affari non 
risolvono in realtà ed alla lettera, il  sistema di equazioni simultanee 
.. .”. 
A questo punto il salto logico è compiuto. L’iniziale schema per 
cui una teoria non può descrivere perfettamente una classe di fenomeni 
perché ne cattura l’essenza, e proprio grazie a questo ne consente 
comunque la previsione, è stato trasformato nello schema per cui una 
teoria, per quanto sia falsa descrittivamente può essere accettata se 
consente delle previsioni corrette. 
Secondo punto. 
Ora passiamo ad illustrare il secondo punto corrispondente 
all’asserzione per cui in generale una teoria non può essere 
completamente falsa descrittivamente e contemporaneamente fornire 
previsioni corrette. 
La capacità descrittiva e previsiva di una teoria, come indicato dal 
modello di Popper Hempel, derivano entrambe dalla medesima 
intrinseca natura di una teoria, quella di essere una rappresentazione, 
cioè di cogliere alcuni aspetti,  di una classe di fenomeni reali.  
Vediamo cosa significa ciò. 
Una teoria è composta da asserzioni di tipo verbale, matematico, 
figurativo od altro, che rappresentano una particolare realtà. Essa 
coglie alcuni aspetti di tale realtà, presumibilmente i più importanti,  
tralasciando tutti gli aspetti di minore importanza. Un aspetto 
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fondamentale che solitamente viene catturato dalla teoria è il tempo. 
Questo significa che le relazioni tra gli enti rappresentati dalla teoria 
possono essere sia statiche sia svilupparsi nel tempo. In particolare le 
relazioni di causa ed effetto, probabilmente la categoria più importante 
delle relazioni di una teoria, si possono manifestare solo nel tempo, 
per quanto breve possa essere il periodo di tempo esistente tra il 
fenomeno causa ed il fenomeno effetto. I modelli così concepiti sono 
composti da enti, da relazioni tra gli enti, dal funzionamento dinamico 
di alcune di tali relazioni. 
In questo senso, indipendentemente dall’uso che ne viene fatto, la 
natura intrinseca delle asserzioni è sempre la stessa: esse 
rappresentano alcuni aspetti della realtà. 
Invece l’uso delle asserzioni di una teoria, può essere diverso a 
seconda che la teoria utilizzata per fini descrittivi, interpretativi, 
previsivi. 
La funzione descrittiva di una teoria si esplica soprattutto 
fornendo il linguaggio, il sistema di categorizzazione di cui parlava 
Friedman. Attraverso di esso è possibile riconoscere i fenomeni 
osservati, classificarli in categorie, raggrupparli,  utilizzarli per 
processi di inferenza ecc. 
La funzione interpretativa di una teoria si esplica attraverso 
processi di abduzione. Secondo la definizione del filosofo Peirce, 
l’abduzione è il processo inferenziale con cui si passa da certi fatti 
osservati alla supposizione di un principio generale che li spiega. 
L’abduzione non è una semplice generalizzazione perché l’ipotesi 
esplicativa congetturata contiene più informazioni di quante ne sono 
contenute nei fatti  osservati.  In sostanza una teoria è utilizzata a fini 
interpretativi quando dà una spiegazione dei fatti osservati, non 
direttamente visibile. Per esempio se vediamo due persone molto 
arrabbiate entrare in una stanza, sentiamo dei forti rumori provenire 
dalla stanza, vediamo poi uscire le due persone malconce dalla stanza, 
sentiamo di poter abdurre che se le sono date di santa ragione. In 
questo caso non abbiamo visto le persone picchiarsi, ma nel realizzare 
la ricostruzione di quanto è accaduto abbiamo aggiunto delle 
conoscenze in nostro possesso a quanto osservato direttamente, ad 
esempio le nozioni per cui due persone molto arrabbiate possono 
venire alle mani e che due persone che vengono alle mani fanno 
rumore. 
In merito alla funzione descrittiva ed interpretativa di una teoria 
osserviamo che la distinzione è quantitativa non qualitativa, cioè è un 
problema di grado, non di diversa natura. Infatti non è possibile 
appellare, classificare, accomunare i fenomeni osservati (funzione 
descrittiva) senza interpretarli alla luce di una qualche teoria. Questa 
era l’utopia empirista che tutti gli epistemologi contemporanei non 
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accettano più. D’altra parte nel momento in cui si interpretano i fatti si 
effettuano delle classificazioni (le due persone cadono nella categoria 
dei “molto arrabbiati”), delle generalizzazioni, degli accostamenti ecc.,  
per cui non si può non descrivere quando si interpreta. 
La funzione previsiva di una teoria si esplica “descrivendo” fatti 
non noti all’autore della teoria. L’uso previsivo che viene fatto di una 
teoria si differenzia dall’uso descrittivo ed interpretativo. Vediamo 
perché. 
Come visto dal punto di vista oggettivo, all’interno di una teoria 
non si può distinguere tra asserzioni descrittive, interpretative o 
previsive. Esse semplicemente rappresentano una realtà. In generale 
una teoria è sempre una rappresentazione di una realtà. Il  suo rapporto 
con la realtà, specie in relazione all’autore della teoria, può però 
essere di due tipi. 
Nel primo caso la realtà rappresentata può essere (quasi) 
completamente nota all’autore della teoria, ed in questo caso la teoria 
ha funzioni descrittive/interpretative. 
Nel secondo caso la realtà rappresentata può essere nota solo in 
parte all’autore della teoria, ed in questo caso la porzione della teoria 
che non descrive fatti noti ha funzioni di previsione nei confronti dei 
fatti  ignoti.  E’ il  caso della previsione dell’esistenza di alcuni pianeti 
non ancora scoperti da parte della teoria gravitazionale di Newton, o il 
caso della previsione della teoria ondulatoria della luce relativamente 
all’esistenza di un punto luminoso al centro dell’ombra proiettata da 
un oggetto sferico. 
La stessa previsione può essere distinta a seconda della relazione 
temporale esistente tra il periodo in cui si manifestano i fenomeni 
rappresentati,  ed il  momento in cui la teoria viene utilizzata. In questo 
senso notiamo che la capacità di una teoria di rappresentare il tempo, 
consente alla teoria di rappresentare fenomeni dinamici, cioè fenomeni 
in cui si ha una certa entità che ha particolari stati iniziali e che evolve 
nel tempo verso particolari stati finali.  Il  tempo reale di questi stati 
iniziali e finali può essere sia nel presente che nel futuro o nel passato, 
rispetto il  momento in cui la teoria è utilizzata. In questi termini 
possiamo distinguere queste diverse situazioni. 
Caso in cui gli stati iniziali del fenomeno corrispondono al 
momento dell’uso della teoria. In questo caso la teoria consente di 
proiettarsi nel futuro e prevedere fatti non solo ignoti all’autore, ma 
anche che non si sono neppure ancora verificati. Di solito il concetto 
di previsione è usato proprio in quest’accezione. 
Caso in cui gli stati iniziali del fenomeno si sono verificati in 
passato, e gli stati finali sono contemporanei o precedenti al momento 
dell’uso della teoria. In questi due casi la verifica della previsione va 
fatta rispettivamente ricorrendo a documenti contenenti dati passati 
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relativi ai fenomeni sotto osservazione, ovvero attraverso 
l’osservazione di quanto le previsioni della teoria si avvicinino alla 
situazione osservabile nel presente. 
Un’ultima possibile relazione tra teoria e realtà può essere questa. 
La teoria esiste, ma nel momento in cui è formulata non rappresenta 
alcuna realtà nota all’autore o addirittura immaginabile da parte sua, 
anche se potrà in seguito essere utilizzata dall’autore per rappresentare 
alcune realtà con cui egli verrà in contatto. Questo è il caso di alcune 
costruzioni matematiche che nel momento in cui sono prodotte non 
hanno alcun legame con alcuna realtà, come accaduto per le geometrie 
non euclidee, ma che poi sono utilizzate per costruire modelli di nuove 
realtà di cui si viene a conoscenza in seguito (la fisica presenta 
notevoli esempi in merito). 
Perché è importante distinguere i diversi piani descrittivo, 
interpretativo, previsivo sui quali considerare una teoria? Perché, e su 
questo concordiamo con Friedman, considerando una teoria su questi 
diversi piani possiamo giudicare la sua utilità, correttezza ed 
adeguatezza dato il fine conoscitivo assunto. Vediamo perché. 
La differenza in termini di difficoltà che passa tra l’interpretare 
fatti  già noti ed il prevederli è ben nota. Prevedere è molto più difficile 
che interpretare a posteriori,  per cui richiede teorie molto più 
dettagliate e precise. Nel caso delle due persone molto arrabbiate ad 
esempio, costruire una teoria che spieghi perché esse escono malconce 
dalla stanza è relativamente semplice. Ben più difficile sarebbe 
costruire una teoria in grado di prevedere se esse si picchieranno sulla 
base delle informazioni che possono essere rilevate nel momento in cui 
esse entrano nella stanza. La teoria ad esempio sicuramente non 
potrebbe appoggiarsi solo sulle informazioni sul grado apparente di 
alterazione delle due persone. Dovrebbe probabilmente includere nelle 
sue variabili il  grado di adrenalina e di altre sostanze nel sangue delle 
due persone e la spiegazione del ruolo di tali sostanze ai fini della 
manifestazione di comportamenti violenti, dovrebbe prendere in 
considerazione diversi possibili stati psicologici delle persone legati ai 
loro rapporti affettivi, di lavoro, di relazione, dovrebbe considerare 
degli aspetti sociali e culturali,  come il sesso delle persone poiché se 
si tratta di due maschi il ricorso alle mani è più probabile, ecc.. Tra le 
asserzioni delle due teorie non vi è una differenza qualitativa, ma 
sicuramente una differenza in termini di numero, dettaglio, estensione 
ecc.. Entrambe le teorie però possono essere usate sia per fini 
descrittivi/interpretativi che a fini previsivi, anche se evidentemente 
sono molto differenti in termini di grado di semplicità (“descrivere” 
molto con poco), capacità descrittive e previsive. 
In sintesi quindi, è importante distinguere tra il piano 
descrittivo/interpretativo e quello previsivo di una teoria, per poter 
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giudicare la sua adeguatezza rispetto ad un dato il fine conoscitivo che 
si vuole raggiungere. Però bisogna tenere presente che di per se le 
asserzioni di una teoria non descrivono, interpretano o prevedono, ma 
semplicemente rappresentano una realtà. Che questa realtà sia nota o 
non nota all’autore, passata presente o futura, esistente o non esistente 
non ha importanza. Se questa circostanza viene accettata, in generale 
non si potrà credere possibile che una teoria completamente falsa dal 
punto di vista descrittivo possa consentire previsioni corrette. A meno 
di non credere in qualche principio metafisico che giustifichi tale fatto. 
E’ possibile che Friedman sia incorso in questo errore? E 
conseguentemente le teorie basate sull’ipotesi di massimizzazione 
nella versione “as if” che rilevanza hanno come modelli delle realtà 
economiche? 
Terzo punto. 
Affrontando il terzo punto, indichiamo ora una risposta possibile 
a queste domande. In estrema sintesi tale risposta è che Friedman è 
incorso nell’errore di ritenere che una teoria possa essere falsa dal 
punto di vista descrittivo e valida dal punto di vista previsivo in 
quanto ha generalizzato una proprietà che vale solo, e solo in alcuni 
casi, per una categoria specifica di fenomeni: i fenomeni dove uno o 
più agenti dotati di capacità cognitive perseguono degli scopi. 
Sviluppiamo questa idea. 
Come illustrato ampiamente nel paragrafo relativo allo schema 
astratto di agente, un sistema cognitivo è qualcosa di intrinsecamente 
diverso da un sistema governato dai soli principi della fisica. Un 
sistema cognitivo infatti ha degli scopi da perseguire, è dotato di una 
rappresentazione dell’ambiente (ha in se delle “teorie”, delle credenze 
sull’ambiente), è dotato di un sistema per generare comportamenti ed 
esercitare azioni sull’ambiente in modo da perseguire gli scopi. Un 
sistema di questo genere è in grado di pianificare, di apprendere, di 
reagire, di adattarsi. Questi sono tutti aspetti che non compaiono nei 
sistemi fisici, ed in questo risiede la diversità. In questo paragrafo 
intendiamo utilizzare la distinzione tra sistemi con, e sistemi senza 
agenti, per illustrare come le teorie che vogliono rappresentare sistemi 
con agenti, in alcuni casi possono comportarsi come indicato da 
Friedman, cioè essere scarsamente descrittive ma contemporaneamente 
consentire previsioni corrette. Ciò contrariamente alla regola generale 
da noi individuata nel punto precedente. Il  problema è che questo 
approccio non va assolutamente generalizzato e reso automatico, in 
quanto i casi in cui esso risulta lecito, come vedremo, sono limitati.  
Iniziamo con l’osservare che la distinzione tra teorie che vogliono 
rappresentare sistemi in cui sono presenti degli agenti e sistemi in cui 
non lo sono, individua due categorie fondamentali di teorie. Su tale 
distinzione si basa ad esempio la differenza tra scienze sociali e 
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scienze fisico-chimiche. Inoltre sulla base dell’obiettivo di studiare 
approfonditamente le situazioni dove un agente deve fronteggiare un 
ambiente dove sono presenti altri agenti in grado di reagire 
intelligentemente (in qualità di sistemi cognitivi) alle sue azioni, ha 
condotto la teoria economica a produrre un campo di indagine a se, la 
teoria dei giochi. 
Sulla base di tale distinzione vogliamo ora mostrare come le 
teorie relative ai sistemi dove siano presenti degli agenti dotati di 
obiettivi e capacità cognitive per raggiungere tali obiettivi, possono, 
ma soltanto in alcuni casi, essere false descrittivamente e 
contemporaneamente consentire previsioni corrette. 
Un agente intelligente situato in un ambiente e dotato di un 
obiettivo cercherà di adattarsi all’ambiente in modo da poter realizzare 
il suo obiettivo. Come vedremo più approfonditamente in paragrafi 
successivi, un obiettivo che un agente si pone, deriva da un bisogno 
che tale agente vuole soddisfare, ad esempio mangiare, e consiste nel 
raggiungimento di un certo stato della realtà, ad esempio disporre di 
cibo da mangiare. L’adattamento all’ambiente consisterà nello 
sviluppare un comportamento efficace dato l’obiettivo e l’ambiente, ad 
esempio vedere un frutto su un albero, avvicinarsi all’albero e 
raccogliere il frutto. Il  comportamento efficace consisterà dunque in 
una interazione opportuna con l’ambiente che porti al conseguimento 
dell’obiettivo: 
 
 
Ora, il  comportamento efficace da tenere nel caso in cui 
l’ambiente e l’obiettivo siano noti ed abbiano delle caratteristiche 
particolari che vedremo, può essere determinato oggettivamente a 
prescindere dall’agente. L’ambiente, gli obiettivi, il  comportamento 
sono infatti “esterni” all’agente. 
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E’ questa la chiave della nostra argomentazione. 
Dato un ambiente e degli obiettivi da perseguire in esso, se 
l’ambiente e gli obiettivi non sono troppo complessi il  comportamento 
ottimale da tenere nell’ambiente può essere determinato sulla base di 
considerazioni puramente oggettive. Un agente sufficientemente 
sofisticato dotato degli stessi obiettivi, tenderà a sviluppare nel tempo 
un comportamento convergente verso quello ottimale. In questa 
situazione quindi, si può prevedere il comportamento che l’agente 
assumerà sulla base di considerazioni completamente oggettive, 
prescindendo cioè dall’analisi del particolare processo di ricerca della 
soluzione adottato dall’agente. 
In sostanza in questi casi è lecito cercare di prevedere il  
comportamento che l’agente adotterà, supponendo che l’agente si 
comporti come se disponesse degli stessi strumenti di cui dispone il 
ricercatore: massima razionalità, informazione, conoscenza della teoria 
della decisione, conoscenza della matematica della fisica ecc.. 
Quanto viene fatto nella formulazione di teorie con questa 
assunzione è sostituire l’agente reale, cioè il suo effettivo sistema 
cognitivo di processamento delle informazioni, con il prototipo di 
agente razionale. Il  risultato è che invece di avere una teoria corretta 
sia dal punto di vista della descrizione che della previsione, come 
indica lo schema seguente: 
 
 
si ha una teoria falsa descrittivamente ma in grado di fornire 
previsioni corrette, come indica il seguente schema: 
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Simon, in un articolo del 1959, (Simon (1959)) utilizza una 
metafora per spiegare come in alcuni casi l’assunzione “as if” possa 
portare a previsioni corrette mentre in altri casi sia necessario spiegare 
il comportamento degli agenti sulla base degli effettivi meccanismi 
alla base della loro azione se non si vuole incorrere in errori. Vediamo 
dunque tale metafora. (Nostra traduzione). 
“Supponiamo di versare un liquido viscoso, melassa per esempio, 
in un contenitore avente una forma estremamente irregolare. Di cosa 
avremmo bisogno alla scopo di costruire una teoria sulla forma che la 
melassa assumerà una volta versata nel contenitore? Quante cose 
dovremmo sapere sulle proprietà della melassa per predire il suo 
comportamento in queste circostanze? In effetti dovremmo sapere 
poche cose sulla melassa se il recipiente fosse mantenuto fermo e noi 
volessimo solo predire il  comportamento in equilibrio. La singola 
assunzione necessaria sarebbe che la melassa, sottoposta alla forza di 
gravità, minimizzerebbe il centro di gravità. Con questa assunzione, 
che si applicherebbe bene anche a qualsiasi altro liquido, e la completa 
conoscenza dell’ambiente, in questo caso la forma del contenitore, 
l’equilibrio sarebbe completamente determinato. Così il  
comportamento di equilibrio di un organismo perfettamente adattivo 
dipende solo dal suo obiettivo e dal suo ambiente. E’ cioè 
completamente indipendente dalle proprietà interne dell’organismo. 
Se il contenitore nel quale noi versiamo la melassa fosse mosso 
rapidamente, o se noi volessimo avere conoscenze sul comportamento 
prima del raggiungimento dell’equilibrio, la previsione richiederebbe 
più informazioni. Richiederebbe in particolare più informazioni sulle 
proprietà della melassa: la sua viscosità, la rapidità con cui essa si 
adatta al contenitore e si muove verso l’obiettivo di abbassare il suo 
centro di gravità. Similmente, per predire il  comportamento di breve 
termine di un organismo adattivo, o il suo comportamento in un 
ambiente complesso ed in rapido cambiamento, non è sufficiente 
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conoscere i suoi obiettivi. Dobbiamo conoscere molto sulla sua 
struttura interna e sui suoi meccanismi di adattamento.” 
Quali siano i casi in cui l’assunzione è “valida”, cioè porta a 
previsioni corrette del comportamento dell’agente, è un problema che 
affronteremo oltre. Ora vogliamo chiarire con degli esempi 
l’asserzione per cui i comportamenti possono a volte essere previsti 
sulla base delle considerazioni concernenti solo gli obiettivi e 
l’ambiente dell’agente studiato. 
Supponiamo di avere due città, A e B, in un deserto. Le due città 
sono separate da una catena di montagne presso le quali esiste un 
valico, spostato in parte rispetto all’asse formato dalle due città: 
 
 
Dato questo ambiente se si considera il problema (obiettivo) di 
doversi spostare da A a B per via di terra percorrendo la minore 
distanza possibile, la soluzione (il  comportamento più efficace per 
realizzare l’obiettivo) sarà quella di seguire il  tracciato tratteggiato. 
Questa soluzione può essere desunta sulla sola base della conoscenza 
del problema, dell’obiettivo, di qualche nozione di geometria. 
Ora, se supponiamo che lo stesso problema sia posto ad un agente 
sufficientemente sofisticato, è verosimile che esso fornirà la stessa 
soluzione appena indicata, per cui il suo comportamento risulta 
prevedibile sulla base della sola analisi oggettiva del problema e 
dell’obiettivo. 
Supponiamo di avere una stanza contenente sono alcune casse e 
con una banana appesa al soffitto. Supponiamo di avere un agente 
(sistema cognitivo, sistema di sensori e di effettori) alto circa un 
metro, in grado di spostarsi ed avente degli apparati prensili.  
Supponiamo che l’agente abbia l’obiettivo di prendere la banana. 
Evidentemente dato l’obiettivo ed esaminando la situazione oggettiva 
si può affermare che la soluzione razionale del problema sia quella di 
accatastare le casse una sull’altra per salirci sopra e raggiungere così 
la banana. Se si suppone che l’agente sia dotato di un sistema 
cognitivo sufficientemente sofisticato, possiamo anche prevedere che 
questo sarà anche il suo comportamento. 
 
 
 
 
 
 
 
 
 
B 
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Supponiamo di considerare un panettiere senza concorrenti di un 
paesino di montagna. Supponiamo che egli abbia determinati costi di 
produzione e che il suo problema sia quello di trovare il prezzo di 
vendita da fissare per fare più soldi possibili vendendo il suo pane. Il  
ricercatore, onnisciente, almeno dal punto di vista teorico, conoscendo 
la domanda di pane del paesino potrà stabilire quale è il  prezzo 
ottimale da fissare. Inoltre potrà prevedere che il panettiere, per 
tentativi e in base ad una serie di indizi, se sarà sufficientemente in 
gamba arriverà a fissare un prezzo vicino a quello ottimale. 
Supponiamo di avere delle imprese che cerchino di comportarsi in 
modo tale da incrementare i loro guadagni. La soluzione al loro 
problema può essere ottenuta dal punto di vista oggettivo, cioè 
prescindendo da considerazioni delle abilità cognitive soggettive 
dell’agente. Infatti ciò può essere fatto conoscendo le loro funzioni di 
costo le loro funzioni di domanda, calcolando le funzioni di ricavi e 
costi marginali relative a tutte le possibilità loro aperte, e spingendo 
ogni possibilità fino al punto in cui ricavi e costi marginali si 
eguagliano. Ora, qualsiasi sia la determinante effettiva del 
comportamento degli uomini d’affari, si può utilizzare la precedente 
soluzione per prevedere il comportamento effettivo degli uomini 
d’affari.  Infatti ogniqualvolta questa determinante si trovi a dirigere il  
comportamento dell’uomo d’affari in modo compatibile con la 
massimizzazione razionale ed intenzionale dei profitti ,  l’impresa 
prospererà, in caso contrario uscirà dal mercato. 
E questo era evidentemente il quarto esempio del famoso articolo 
di Friedman prima esaminato. 
In estrema sintesi dunque, in alcune situazioni conoscendo 
l’ambiente dove un certo agente deve perseguire un obiettivo è 
possibile determinare il comportamento ottimale sulla base di 
considerazioni oggettive. Se poi è possibile ritenere che le capacità 
cognitive dell’agente, le informazioni a sua disposizione ecc. siano 
adeguate rispetto al problema, o anche che esistano dei meccanismi di 
selezione ambientale degli individui che suppliscano alle limitazioni 
cognitive, è possibile supporre che egli si comporterà come se fosse 
razionale, e quindi è possibile prevedere il suo comportamento. 
Quarto punto. 
Ora il grosso problema che si pone è quello di determinare in 
quali condizioni è lecito adottare il metodo della razionalità appena 
descritto, per costruire modelli di classi di fenomeni in cui siano 
presenti agenti intelligenti dotati di finalità. La conoscenza di tali 
condizioni è fondamentale per poter capire se il metodo di Friedman è 
utilizzabile o meno nel caso considerato, e per capire se l’assunzione 
della razionalità degli agenti nella versione “as if” può portare a teorie 
utili .  
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Cominciamo con il riesaminare i quattro esempi visti prima per 
mostrare come la formulazione di teorie basate sull’assunzione di 
razionalità “as if” va utilizzata con estrema cautela, valutando molto 
attentamente se per la classe di fenomeni che si stanno osservando 
sussistono le condizioni per il suo utilizzo. 
Iniziamo con il primo esempio, relativo al viaggio dalla città A 
alla città B. Supponiamo di considerare il comportamento di un agente 
avente capacità di pianificazione limitata. La sua strategia per 
raggiungere la città B anziché essere come quella di un agente 
razionale: “esamino tutti i  percorsi possibili e scelgo quello più breve” 
potrebbe essere del tipo: “cerco di avvicinarmi progressivamente alla 
città B e quando trovo un ostacolo lo aggiro”. A questo punto il 
comportamento effettivo potrebbe discostarsi da quello previsto in base 
all’ipotesi di razionalità: 
 
 
La previsione è quindi sbagliata in quanto le facoltà cognitive 
dell’agente considerato sono inadeguate rispetto alla complessità del 
problema. 
Notiamo che la strategia appena detta (o meglio euristica), può 
sembrare sciocca in una situazione molto semplice come quella 
esaminata. Nella realtà però i problemi affrontati dagli agenti quasi 
sempre sono più complessi delle capacità di pianificazione, di 
previsione ecc. degli agenti, per cui l’euristica di fissare a priori solo 
alcuni aspetti generali del comportamento da tenere, e di risolvere 
“strada facendo” i problemi di minore importanza che si incontreranno 
è sicuramente usata più spesso della pianificazione completa prevista 
dalla teoria della decisione. 
Secondo esempio, caso della stanza con la banana appesa al 
soffitto. Supponiamo che l’agente nella stanza non sia un uomo, ma 
una scimmia. Come dimostrato dagli esperimenti di psicologia animale 
compiuti da Kohler ad inizio secolo, in questo caso non è detto che il 
comportamento dell’agente sia quello previsto dalla teoria: alcuni 
individui di scimmia non riescono a ideare la soluzione corretta al 
problema costituita dal sovrapporre le casse per salirci sopra. Anche 
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qui quindi il comportamento effettivo può discostarsi da quello 
previsto a causa di una eccessiva differenza tra complessità ambientale 
e capacità ed abilità dell’agente. 
Terzo esempio, il panettiere del paesino. E’ evidente che egli 
riuscirà ad individuare il prezzo ottimo da fissare solo se sarà in 
gamba, se riuscirà ad accumulare esperienza, se l’ambiente in cui opera 
è stabile. Se ad esempio la domanda di pane ha delle oscillazioni 
stagionali o casuali,  egli riuscirà solo ad individuare il livello medio 
del prezzo ottimo, ma dovrà adottare una procedura di fissazione del 
prezzo semplificata rispetto a quella ottima. 
Ultimo esempio, le imprese di un mercato. In questo caso la 
letteratura economica è piena di esempi di situazioni in cui le imprese 
si allontanano dal comportamento razionale. Qui ci limitiamo a 
rinviare a quanto diremo nei paragrafi successivi sui reali processi di 
decisionali adottati dalle imprese. 
Quali sono dunque in generale i casi in cui si possono costruire 
teorie con il “metodo as if” indicato da Friedman, e quali i casi in cui 
ciò è fuorviante? Qui tenteremo di fissare alcuni punti su basi intuitive 
che prendono spunto da esempi come i precedenti, senza nessuna 
pretesa di organicità o sistematicità per le quali servirebbero delle 
analisi più approfondite. 
Una classe di fenomeni di tipo microeconomico dei quali i 
modelli di tipo tradizionale possono catturare solo aspetti limitati,  è 
rappresentata dai comportamenti specifici degli agenti, individui od 
organizzazioni. Come vedremo in seguito infatti,  molti studi 
psicologici hanno evidenziato come gli agenti reali presentino una 
razionalità limitata per cui i  loro effettivi processi di decisione ed 
azione si discostano da quelli reali.  Solo per citare alcuni esempi di 
ciò, rileviamo che gli agenti spesso hanno preferenze che sono 
incoerenti e che mutano in base al successo o ad altri fattori e quindi 
debbono essere considerate come endogene al modello. Inoltre gli 
agenti puntano a raggiungere determinati livelli di soddisfazione dei 
loro obiettivi più che a massimizzare tali livelli,  adottano una serie di 
strategie per semplificare i problemi, ad esempio concentrandosi su 
alcune informazioni essenziali e tralasciando le altre, ecc.. 
I modelli tradizionali ad esempio non riuscirebbero a spiegare 
fenomeni come il condizionamento delle preferenze dei consumatori a 
seguito di attività di marketing portate avanti dalle imprese. Hanno 
mostrato i loro limiti nell’individuare alcuni processi di ricerca del 
lavoro da parte dei disoccupati. Soprattutto non riescono a penetrare a 
fondo dentro i fenomeni alla base di una determinante fondamentale 
delle economie capitalistiche moderne, lo sviluppo tecnologico, 
proprio per l’incapacità di rappresentare l’intima natura dei processi di 
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ricerca, di apprendimento individuale e collettivo, di diffusione delle 
conoscenze, ecc., che lo caratterizzano. 
Un’altra classe di fenomeni dei quali i  modelli di tipo tradizionale 
possono catturare solo alcuni aspetti,  è costituita dai fenomeni di tipo 
macroscopico che emergono sulla base dei comportamenti “micro” di 
agenti operanti all’interno di un sistema complesso. Il  problema è che 
le assunzioni che vengono fatte sul comportamento degli agenti si 
ripercuotono sul comportamento macroscopico del sistema, anche se 
non in modo lineare e diretto. Quindi nel caso in cui il comportamento 
reale degli agenti non converga a sufficienza verso quello previsto 
dalla visione “as if”, il  sistema globale del modello assume andamenti 
diversi da quelli del sistema reale rappresentato. 
Si consideri ad esempio il modello di equilibrio economico 
walrasiano. Esso è fondato sulla ipotesi “as if” dei comportamenti 
degli agenti fortemente razionali,  divergenti da quelli reali.  Il  risultato 
è che esso costituisce la stilizzazione di un mondo perfetto senza 
attriti ,  con informazione perfetta, con aggiustamenti istantanei che a 
nostro parere è utile a descrivere alcune tendenze dei sistemi 
economici, in particolare una generica tendenza verso valori “di 
equilibrio” dei prezzi ed una allocazione efficiente delle risorse (“il 
prezzo di un computer, di solito, è molto più alto delle arance in 
relazione ai suoi costi di produzione, alla sua scarsità, alla sua 
domanda ecc.”). E’ la stilizzazione della mano invisibile, la fotografia, 
o meglio la costruzione, dell’aspetto che la mano invisibile avrebbe se 
fosse perfetta. In questo senso siamo convinti che questo sia uno dei 
casi in cui l’assunzione “as if” di razionalità mostra la sua utilità. 
Infatti consente di definire ed isolare degli aspetti fondamentali del 
mercato come le tendenze viste. 
Siamo però altrettanto convinti che per costruire modelli che 
riescano a catturare alcuni degli aspetti dinamici di ciclicità, di 
instabilità e di disoccupazione dei fattori produttivi dei mercati reali,  
sia necessario uscire dallo schema razionale di agente. In particolare è 
recuperare alcuni caratteri microeconomici dei comportamenti come la 
mancanza di informazioni, i  comportamenti satisfying ,  i  processi di 
apprendimento e di ricerca che si sviluppano lentamente nel tempo, i 
vincoli istituzionali, ecc., che il modello standard non riesce, e non 
può in linea di principio, rappresentare. 
Un’altra classe di fenomeni che i modelli basati sull’assunzione 
“as if” di razionalità non possono riuscire a descrivere sono quelli 
relativi all’organizzazione ed al funzionamento delle imprese, messi in 
evidenza dalla teoria dell’impresa, cui hanno dato origine lavori come 
quelli di Simon o di Marris (Simon (1957), Marris (1964)). Infatti per 
poter descrivere e prevedere fenomeni interni alle imprese, come la 
relazione tra l’organizzazione interna ed il tipo di ambiente 
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fronteggiato dall’impresa, o come la genesi e la diffusione delle 
innovazioni tecnologiche, è necessario poter modellizzare i processi 
effettivi più volte detti che guidano l’azione degli agenti all’interno 
dell’impresa. La teoria standard invece, ha sempre rappresentato le 
imprese in forma monolitica e puntiforme, come un unico agente, 
anziché come un sistema complessamente organizzato. Ora se questo 
può essere utile per lo studio di alcuni problemi, come l’equilibrio 
economico generale visto, impedisce la possibilità di analisi di 
qualsiasi fenomeno legato alla effettiva struttura interna delle imprese. 
La prova di questo è costituita dal quasi totale disinteresse mostrato 
dal mondo degli affari per i modelli microeconomici delle imprese. 
In conclusione di questo tentativo di individuare i casi di non 
applicabilità dell’approccio della razionalità “as if”, ovvero, per 
complementarità, di tutti i  casi di presenza delle condizioni per la sua 
applicabilità, rammentiamo quanto detto all’inizio, cioè che tale 
analisi è parziale, incompleta, non organica, e necessità quindi 
ulteriori approfondimenti. 
Rimandiamo inoltre ai paragrafi successivi per una panoramica 
della letteratura sui tentativi che sono stati fatti finora per individuare 
e modellizzare gli effettivi processi di decisione ed azione degli agenti 
che possono portare a comportamenti giudicabili razionali dall’esterno. 
Cioè i processi per cui il comportamento reale degli agenti può, in 
alcuni casi, convergere verso il comportamento previsto dalla teoria 
razionale. 
In considerazione di quanto detto finora, la critica che viene 
mossa ad una teoria colpendola nelle assunzioni diviene lecita in una 
serie di casi, di cui ora ne esaminiamo alcuni. 
Quinto punto. 
Nel caso in cui le assunzioni costituiscano le assunzioni 
fondamentali della teoria, cioè le asserzioni più importanti di cui si 
compone la teoria, esse possono essere criticate o perché false, cioè 
perché non corrispondono in alcun modo alla realtà rappresentata, o 
perché, nel caso siano vere, colgono aspetti dei fenomeni osservati non 
essenziali rispetto agli obiettivi conoscitivi che normalmente ci si 
propone rispetto a quella classe di fenomeni. 
In questo senso, ad esempio, è molto interessante osservare il 
metodo usato da Sylos Labini per la costruzione dei suoi modelli,  che 
avremo modo di esemplificare nel terzo capitolo presentando il suo 
modello sull’oligopolio. Tale metodo consiste nell’adottare delle 
ipotesi da porre alla base dei modelli,  solo dopo una approfondita 
analisi della loro plausibilità e portata descrittiva della realtà. Così 
l’introduzione di ipotesi particolarmente importanti e spesso in 
contrasto con quelle dell’analisi classica, come quella dei rendimenti 
costanti,  del profitto minimo, delle discontinuità tecnologiche, viene 
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sempre preceduta da considerazioni di economia positiva e da 
riferimenti a studi economici empirici. 
Nel caso in cui le assunzioni costituiscano delle assunzioni di 
ignorabilità, esse possono essere criticate perché rendono la teoria 
applicabile a troppi pochi casi. In questi casi più che criticare la teoria 
si può criticare la sua applicazione a specifiche situazioni reali dato il 
fine conoscitivo che ci si propone. Ad esempio per la vita di tutti i  
giorni la fisica aristotelica risulta più adatta di quella galileiana-
newtoniana in quanto più semplice da utilizzare e comunque avente 
risultati soddisfacenti. Nel caso dell’invio di un razzo sulla luna, 
invece, i costi di complessità d’uso della seconda sono più che 
compensati dall’accuratezza delle informazioni che con essa possono 
essere ottenute. Nel caso dello studio del moto relativo delle stelle 
invece, anche la teoria galileiana-newtoniana può non essere più 
soddisfacente e diventare conveniente invece l’uso della teoria della 
relatività. In campo economico, la teoria quantitativa della moneta 
nelle varie versioni dinamiche può essere utile per spiegare 
l’andamento dell’inflazione nel lungo periodo, mentre la teoria 
dell’inflazione da costi può essere utile per spiegare il movimento del 
livello generale dei prezzi nel breve periodo (Sylos Labini (1993)). 
L’ultimo caso che consideriamo, è quello relativo ad una 
particolare assunzione, l’assunzione “as if”. Come visto più che di 
assunzione in questo caso si dovrebbe parlare di un vero e proprio 
metodo di costruzione di modelli relativi all’azione di agenti 
intelligenti.  Infatti questa assunzione comporta come visto che si 
cerchi di descrivere e prevedere il comportamento degli agenti, non 
rappresentando i reali meccanismi cognitivi da essi utilizzati,  ma 
“aspettandoli al varco”, cioè esaminando solo i loro obiettivi e 
l’ambiente in cui essi agiscono. In questo caso se non vi sono validi 
motivi per ritenere che siano soddisfatte le condizioni di applicabilità 
del metodo “as if” in base a quanto detto in precedenza, oppure se la 
teoria non mostra di essere valida dal punto di vista 
descrittivo/previsivo in base agli obiettivi conoscitivi che ci si è posti,  
l’utilizzo improprio dell’assunzione medesima, del metodo “as if”, può 
essere oggetto di critica. 
Affrontiamo ora un ultimo aspetto del problema, relativo agli 
errori metodologici ed ai problemi empirici cui ha portato il 
programma metodologico di Friedman. Come rileva Hodgson infatti 
(Hodgson (1988)), sulla scia del metodo iniziato da Friedman 
l’economia neoclassica è incorsa in almeno due grossi problemi che ora 
esaminiamo. 
Sesto punto. 
Il  primo problema è stato quello generato dalla asserzione di 
Friedman per cui la portata descrittiva di una teoria non ha valore. 
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Quindi anche se le assunzioni su cui essa poggia sono irrealistiche, la 
teoria può essere accettata purché fornisca previsioni accurate. Come 
ci siamo sforzati di mostrare una teoria non può in linea di principio 
descrivere bene ma prevedere male in quanto queste due funzioni della 
teoria dipendono dall’uso che si fa per rappresentare fatti già noti o 
ancora non noti, ma non ha nulla a che fare con la natura intrinseca 
delle asserzioni che la compongono. L’unica eccezione per ora nota, 
come visto, vale per la classe di fenomeni concernenti il 
comportamento degli agenti razionali.  
L’errore di Friedman di avere generalizzato il metodo delle teorie 
descrittivamente false purché previsivamente corrette a qualsiasi classe 
di fenomeni, ha portato la teoria neoclassica a porre alla base di una 
serie di modelli assunzioni intrinsecamente false e, quel che è peggio, 
a respingere a priori,  cioè senza possibilità alcuna di confronto, 
qualsiasi critica ai modelli basata su quelle assunzioni, mediante le 
argomentazioni teoriche di Friedman. 
Come sottolinea Hodgson, gli esempi di ipotesi palesemente false 
che sono state assunte sulla base delle argomentazioni di Friedman 
senza alcuno scrupolo teorico sono uno stuolo. Tanto per fare degli 
esempi: l’assunzione di conoscenza perfetta degli agenti in particolare 
relativamente alla tecnologia ed alle proprie preferenze, l’assunzione 
dei “costi ad U” di lungo periodo (rimandiamo alle interessanti 
considerazioni di Sylos Labini su questo aspetto), l’assunzione di 
funzioni di produzione di forma opportuna, le assunzioni di perfetta 
sostituibilità dei fattori produttivi, ecc.. 
La conseguenza di ciò è stata che l’economia neoclassica, 
essendosi preclusa in linea di principio il metro di giudizio di bontà 
delle teorie basato sulla analisi della portata descrittiva delle stesse, si 
è dovuta basare solo sulla verifica empirica delle capacità previsionali 
delle teorie. Essendo tale verifica molto difficile e non stringente per 
le scienze sociali, come vedremo qui di seguito, l’economia 
neoclassica si è trovata a nostro parere a corto di strumenti di controllo 
e di confronto delle teorie. E per una disciplina che aspiri ad essere 
scienza, la mancanza di metodi di controllo costituisce un problema 
drammatico in quanto il metodo di controllo costituisce parte 
dell’essenza del concetto stesso di scienza. 
Il  secondo problema in cui è incorsa l’economia neoclassica a 
causa dell’impostazione di Friedman, è relativo alle difficoltà 
incontrate nell’applicazione concreta del principio della verifica 
empirica della capacità previsionale delle teorie. 
Le teorie economiche, come sa bene qualunque economista, 
raramente sono sottoposte a verifiche sperimentali delle loro capacità 
previsive. Le poche verifiche sperimentali di matrice economica 
effettuate finora sono state riservate a modelli macroeconomici, si 
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sono basate sull’econometria e sono state verifiche di tipo descrittivo 
più che previsivo visto che sono consistite nel verificare la conformità 
dei modelli ai dati già noti.  
Questa scarsa propensione della teoria economica a cercare delle 
verifiche empiriche ha consentito alle teorie neoclassiche di divenire 
un corpo di conoscenze autocoerente ed altamente sofisticato grazie 
all’impiego massiccio della matematica, consentito come vedremo 
proprio dall’ipotesi di massimizzazione, ma scarsamente utile per 
interpretare, prevedere, influenzare la realtà. La chiusura verso altri 
approcci è diventata inoltre pressoché dogmatica, nonostante da più 
parti si evidenzino lacune di vario genere e si manifesti 
insoddisfazione a diversi livelli rispetto alla teoria neoclassica (Simon 
(1979), Hodgson (1988), Egidi (1992)). Nel suo carattere chiuso verso 
altri approcci, la teoria neoclassica calza perfettamente lo schema di 
paradigma nel senso indicato da Kuhn ed illustrato in precedenza. 
Tale riluttanza dell’economia a confrontarsi con la realtà, in parte 
è ingiustificata. 
Infatti crediamo che soprattutto a livello microeconomico ci sia 
molto spazio per la sperimentazione con soggetti reali,  come ha 
dimostrato il  forte impatto sulla visione razionale degli agenti che 
hanno avuto le ricerche condotte da Tversky e Kahneman, due 
ricercatori, lo sottolineiamo, psicologi di professione. La prova 
dell’esistenza di tale spazio è costituita dal fatto che proprio la 
psicologia (cognitiva), nonostante tutta una serie di problemi 
metodologici ed empirici legati alla sua natura di scienza sociale, non 
ha rinunciato al confronto con la realtà: nessuna teoria di psicologica 
può attualmente sperare di affermarsi se non è supportata da incisive 
conferme sperimentali.  
Anche ad un livello superiore, quello dell’aggregazione di più 
agenti a formare piccoli sistemi come una impresa o un piccolo 
mercato, la sperimentazione è a nostro avviso possibile, come mostrato 
dalle recenti ricerche condotte in alcune università economiche 
olandesi e come mostrato dall’utilità teorica di ricerche meno recenti 
come quella guidata da Simon stesso per l’osservazione dei 
comportamenti degli agenti all’interno di una impresa, che 
esamineremo in seguito. 
Detto questo però, bisogna sottolineare con forza che in generale 
la verifica empirica nell’ambito dell’economia incontra una serie di 
problemi per cui di fatto il metodo indicato da Friedman non può 
essere applicato in concreto, vale il giudizio di bontà emesso su una 
teoria economica sulla base delle capacità previsive difficilmente 
consente di avvalorare o falsificare in modo soddisfacente una teoria. 
Usando le stesse espressioni (tradotte) dell’articolo di Friedman: “[.. .]  
Tale evidenza [nelle scienze sociali] è però assai più difficile da 
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interpretare. Sovente è complessa e sempre indiretta ed incompleta. 
Sovente la sua raccolta è ardua, mentre la sua interpretazione, di 
solito, richiede una analisi sottile e una complessa catena di 
ragionamenti, che raramente possiedono un potere effettivo di 
condizione. [ .. .]  Essa ancora rende lenta e difficile l’eliminazione delle 
ipotesi che sono fallite. Queste raramente sono distrutte per sempre e 
tendono a rispuntare continuamente”. 
I motivi di queste difficoltà sono diversi e ben noti. Salvo i casi 
visti l’economia non consente di effettuare esperimenti controllati,  
cioè esperimenti prodotti artificialmente in modo da poter modulare 
solo alcune variabili causali tenendo fermi i fattori di disturbo, in 
quanto aventi costi troppo alti,  pari al valore delle realtà rappresentate 
(intere aziende, mercati, economie nazionali). Per questo l’evidenza 
empirica di cui si dispone è quella derivante dall’osservazione diretta 
della realtà oggettiva, per cui bisogna “aspettare” che si verifichino 
spontaneamente i fenomeni da osservare, è difficile accumulare più 
osservazioni dello stesso fenomeno, ogni volta che il fenomeno 
studiato si verifica un numero elevato di variabili si mostra 
contemporaneamente con valori diversi per cui è difficile isolare i 
singoli rapporti di causa ed effetto. Questo purtroppo nel caso 
dell’economia ha effetti catastrofici in quando i fenomeni osservati 
sovente riguardano sistemi altamente complessi costituiti da un gran 
numero di entità, legate da un gran numero di relazioni consistenti in 
azioni e reazioni sia a catena che circolari e di natura fortemente 
dinamica. 
Sulla base di queste considerazioni e di quelle espresse in 
precedenza siamo convinti che la valutazione della portata descrittiva 
di una teoria sia uno strumento irrinunciabile e prezioso da utilizzare 
per costruire i giudizi di bontà e di utilizzabilità delle teorie accanto 
alla verifica delle capacità previsive della teoria. Anche perché, 
diciamolo, lo stato attuale dell’economia in termini previsionali,  salvo 
rari casi, consente poco più di una “navigazione a vista”: per ora 
l’uomo si trova subire più che a gestire i fenomeni economici. O 
almeno, i fallimenti delle politiche del Fondo Monetario Internazionale 
e della Banca Mondiale, ovvero la battaglia per ora persa contro la 
disoccupazione dei paesi sviluppati si prestano ad essere interpretati in 
questo senso. Rinunciare anche alla funzione descrittiva/interpretativa 
delle teorie economiche sarebbe troppo (Cfr. Hodgson (1988)). 
 
In conclusione di questo lungo paragrafo per maggiore chiarezza, 
e per l’importanza fondamentale per la nostra tesi che riteniamo 
abbiano i concetti espressi in esso, sintetizziamo ed isoliamo 
brevemente le asserzioni fondamentali che lo compongono: 
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1. In generale una teoria che assuma delle ipotesi false 
descrittivamente deve essere rigettata, in quanto una teoria falsa 
descrittivamente non può in linea di principio essere utile per 
prevedere. 
2. Ciò che invece deve essere accettato è che la teoria descriva la 
realtà in modo approssimato in quanto ne cattura solo gli aspetti 
essenziali trascurando quelli secondari. 
3. Le assunzioni che limitano il campo di applicazione di una teoria 
non possono essere utilizzate per respingere la teoria perché false, 
ma possono essere usate come base per una critica rivolta 
all’intera teoria concernente il  fatto che la teoria è poco utile 
rispetto alle teorie concorrenti,  perché applicabile solo in pochi 
casi. 
4. L’unica eccezione (individuata) al principio del punto 1, è 
costituita dal caso particolare dell’assunzione di razionalità “as 
if” in teorie concernenti il  comportamento degli agenti.  Tale 
possibilità è dovuta al fatto per cui, in alcuni casi, è possibile 
prevedere il comportamento di un agente sulla base di fattori a lui 
“esterni”, cioè ai suoi obiettivi ed all’ambiente in cui si trova, 
invece che sulla base dei processi cognitivi a lui interni. 
5. La possibilità del punto precedente è limitata solo ad alcuni casi 
di fenomeni concernenti i comportamenti di agenti, che soddisfino 
alcune condizioni. Alcune di queste condizioni sono che rispetto 
ai fini conoscitivi che ci si propone la complessità dell’ambiente 
non sia troppo elevata rispetto alle capacità cognitive degli agenti, 
che il comportamento effettivo degli agenti non si allontani 
troppo da quello razionale, che gli effettivi processi di 
decisione/comportamento degli agenti non siano importanti ai fini 
dei fenomeni osservati.  
6. L’analisi della presenza delle condizioni indicate nel punto 
precedente può essere fatta in due modi. 
Primo, sulla base delle previsioni consentite dalla teoria. Questa 
verifica è indebolita dalle limitate possibilità di emissione di 
giudizi definitivi consentita dalle verifiche empiriche realizzate 
nell’ambito delle scienze sociali.  
Secondo, attraverso una analisi diretta, della presenza delle condizioni 
indicate, da realizzare sulla base della conoscenza degli effettivi 
processi di decisione/azione degli agenti, e della relazione che 
essi hanno con i fenomeni osservati. 
 
1.5 Il modello di agente razionale 
In questo paragrafo intendiamo esaminare la visione razionale 
dell’agente assunta dalla teoria neoclassica. In particolare intendiamo 
esaminare lo schema con cui sono rappresentati i  processi decisionali 
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degli agenti,  il  modello di aggiustamento bayesiano delle probabilità, 
lo schema con cui è affrontato il delicato problema dell’informazione, i 
punti deboli di questi approcci. 
Il  concetto di razionalità può essere usato in diverse accezioni, 
specie mediante l’aggiunta di diversi aggettivi qualificanti.   
Una prima distinzione di razionalità va fatta tra razionalità dei 
fini e razionalità dei mezzi (Rumiati (1990)). 
La razionalità dei fini riguarda la fissazione degli obiettivi da 
realizzare mediante l’azione. L’analisi di essa comporta valutazioni del 
grado di rispondenza relativa di diversi fini rispetto a dei principi che 
possono essere etici, psicologici, biologici ecc.. Questo tipo di 
razionalità raramente ha costituito oggetto di indagine scientifica data 
la sua natura fondamentalmente soggettiva. 
La razionalità dei mezzi, o razionalità economica, o razionalità 
tout court, sostanzialmente è composta, dati i fini da raggiungere, da 
due principi chiave. 
Il  primo principio è quello della coerenza e della logica. Esso 
prevede la soddisfazione delle inferenze fatte di un complesso di 
assiomi o regole come quello della transitività (“se A è preferito a B e 
B è preferito a C allora A è preferito a C”). Gran parte degli studi 
condotti in tal senso hanno assunto la logica formale come sistema di 
paragone per determinare la coerenza e logicità dei processi decisionali 
degli agenti.  
Il  secondo principio alla base della razionalità dei mezzi è il 
principio di massimizzazione. Esso prevede che gli agenti adottino i 
comportamenti che portano a conseguire i migliori risultati possibili 
nella particolare situazione in cui si trovano. 
Questo schema ha ricevuto una sistemazione ed una 
formalizzazione abbastanza definitive con il lavoro ormai classico di 
Von Neumann e Morgenstern (1944) di cui ora esaminiamo i punti 
salienti.  
Il  primo aspetto fondamentale della teoria è costituito dal ruolo 
centrale assegnato al concetto statistico di valore atteso di una certa 
scelta. Esso è definito come la somma dei valori associati alle 
differenti conseguenze cui può portare la scelta, ponderati con la 
probabilità ad esse associate. I valori associati alle conseguenze di una 
certa scelta possono essere costituiti da entità reali, come il danaro, 
oppure dall’utilità che il decisore associa a tali entità. In tal senso si 
parla di valore pecuniario atteso o di utilità attesa rispettivamente. Nel 
primo caso indicando con VA il valore atteso della scelta S, con Ci e Pi 
il  valore e la probabilità associati all’i-esima conseguenza, abbiamo 
che: 
 
(1.5.1)                              [ ] [ ]VA S  =  C
i
          i Pi∑  
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Nel caso il valore atteso si riferisca all’utilità associata alle 
conseguenze della scelta, l’utilità attesa UA associata alla scelta S è 
data dalla seguente relazione, dove U[ . ]  è l’utilità associata alle 
diverse conseguenze della scelta: 
 
(1.5.2)                          [ ] [ ][ ]UA S  =  U C   P  i ×∑ i
i
 
 
L’importanza del valore atteso, ovvero dell’utilità attesa, di una 
certa scelta, risiede nel fatto che attraverso di essi è possibile 
sintetizzare con un unico valore l’importanza che tale scelta ha per il 
soggetto, nonostante i veri esiti della scelta siano aleatori essendo 
legati ad eventi incerti.  Essi forniscono quindi un potente strumento di 
sintesi per valutare l’importanza per il  soggetto di scelte dagli esiti 
incerti problemi. 
Il secondo concetto fondamentale della teoria di Von Neumann- 
Morgenstern è costituito dallo schema ad albero con cui si può 
rappresentare un qualsiasi problema decisionale. Secondo questo 
schema, un agente che decide deve fare una serie di scelte tra azioni tra 
loro alternative. Ognuna di queste decisioni può portare ad una 
conseguenza tra molte possibili,  non prevedibili a priori poiché 
dipendenti da una serie di eventi non controllabili.  Allo scopo di 
rappresentare una situazione di questo genere è appunto molto utile 
usare uno schema ad albero. In tale schema ogni nodo può essere di 
due tipi. Un primo tipo è costituito dai nodi decisionali. Tali nodi 
rappresentano situazioni in cui l’agente deve prendere una decisione, 
ed i rami che partono da essi rappresentano le possibili scelte. Il  
secondo tipo è costituito dai nodi casuali. Tali nodi rappresentano le 
situazioni in cui il  caso determina quale delle possibili conseguenze 
che possono seguire alla scelta fatta si verifica realmente. 
L’albero delle decisioni consente di stabilire quale sia 
l’alternativa opportuna che il decisore deve scegliere, supponendo che 
egli voglia rendere massimo il valore atteso. Infatti con un 
procedimento di soluzione detto di induzione a ritroso, è possibile 
associare ad ogni nodo casuale il suo valore atteso (o l’utilità attesa), 
partendo dalle terminazioni finali dell’albero e procedendo in ordine 
inverso a quello in cui sono prese le decisioni. Il  percorso delle 
decisioni da prendere sarà quello costituito dai rami dell’albero che, 
partendo da un dato nodo decisionale, portano al nodo casuale avente il 
valore atteso (utilità attesa) più alto. 
Come esempio di albero delle decisioni presentiamo il seguente 
schema. Presso i nodi casuali ed i nodi decisionali di secondo livello 
abbiamo indicato il valore atteso associato alle diverse possibilità. 
Inoltre abbiamo evidenziato i rami del percorso decisionale ottimale: 
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Il realizzarsi di una o dell’altra conseguenza è associato dunque 
ad eventi incontrollabili caratterizzati da precise probabilità. Rispetto 
alla conoscenza o meno delle probabilità da parte del decisore, si è 
soliti effettuare la seguente classificazione delle situazioni decisionali.  
Nel caso in cui esista solo una possibile conseguenza, che quindi 
avrà probabilità pari ad 1, si parla di situazione decisionale in 
condizioni di certezza. 
Nel caso in cui esistano più conseguenze possibili,  aventi 
probabilità diverse da zero note al decisore, si parla di situazione 
decisionale in condizioni di rischio. 
Nel caso in cui le probabilità non siano note al decisore, si parla 
di situazione decisionale in condizioni di incertezza. 
Il terzo concetto fondamentale della teoria di Von Neumann-
Morgenstern è quello di funzione di utilità cui abbiamo accennato al 
primo punto. L’esigenza di sostituire l’utilità percepita dal decisore di 
una particolare situazione, al valore oggettivo della situazione stessa, 
risiede nel fatto che notoriamente le due entità non sono in rapporto di 
linearità. E’ quindi necessario poter costruire una funzione di utilità 
che consenta di associare a ciascuna conseguenza cui può portare una 
scelta, un valore che rappresenti l’utilità percepita dal soggetto 
relativamente a tale conseguenza. 
La costruzione della funzione di utilità si basa su quattro assiomi. 
1. Le preferenze debbono essere transitive. Se il soggetto preferisce 
A a B e B a C allora preferisce A a C. 
2. Nel caso in cui il  soggetto preferisce A a B e B a C allora deve 
esistere una probabilità P per cui il  soggetto è indifferente tra B 
certo ed una scommessa che può dare A con probabilità P, e C con 
probabilità 1-P. 
 
 
 
 
 
 
 
 
 
 
 
 
 
58.5  
0 .35 →  79 
0 .3  →  100 0.65 →  
2 a  Decisone
= 47.5 
0 .65 →  
2 a  Decisone
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0 .7  →  25 
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0.3 →  100 
0.4  →  100 
0.6  →  25 
0 .9  →  10 36.6
55.0
0.1 →  276 
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3. Se chi decide è indifferente tra A e B, lo deve essere anche con A 
con probabilità P, e B con la stessa probabilità. 
4. Se chi decide è indifferente tra A e B, e se la probabilità PA è 
maggiore della probabilità PB, allora egli preferisce A con 
probabilità PA a B con probabilità PB. 
 
Se questi assiomi sono accettati, allora è possibile dimostrare 
come un individuo razionale coinvolto in un processo decisionale 
possa rendere massima la propria utilità attesa. 
Definiamo innanzi tutto l’utilità come un numero associato ad una 
possibile conseguenza di una decisione, identificabile con il livello di 
raggiungimento di un obiettivo. Tale utilità, secondo lo schema di Von 
Neumann-Morgenstern, può essere calcolata con la funzione di utilità 
che, nel caso in cui gli assiomi visti siano soddisfatti,  può essere 
costruita con il seguente schema. 
Supponiamo che l’obiettivo sia costituito da guadagni pecuniari, 
che possono quindi assumere diversi livelli.  Per costruire la funzione 
di utilità che associa a ciascuno livello pecuniario la misura 
dell’utilità, bisogna seguire una procedura di due passi. 
Il  primo passo consiste nel prendere due valori pecuniari 
possibili,  ad esempio 100 e 1000, e nel fissare arbitrariamente due 
valori di utilità che la funzione di utilità U[ . ] associa loro, ad 
esempio: 
 
(1.5.3)                         [ ] [ ]U 100  =  10       U 1000  =  100              
 
Il  secondo passo consiste nel valutare le utilità di tutti i  valori 
pecuniari di interesse, nel seguente modo. Se il valore di cui si deve 
valutare l’utilità è x, si chiede a chi deve decidere di fissare la 
probabilità P che rende per lui equivalente la scommessa con somme e 
rispettive probabilità: 
 
(1.5.4)                                  
10      P 
100     P - 1         
→
→
 
 
con la scommessa corrispondente alla somma da valutare x, che 
viene pagata con probabilità 1 (è certa): 
 
(1.5.5)                                     x      1           →  
 
In seguito all’indicazione di P del decisore, è possibile calcolare 
l’utilità U[x] in base all’equazione: 
 
(1.5.6)                   [ ] [ ] [ ] ( )U x  =  U 100   P  U 1000   1 -  P      × + ×  
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Se ad esempio supponiamo che x valga 550, che la probabilità P 
indicata sia 0,4 , sostituendo i valori nella equazione precedente 
otteniamo: 
 
(1.5.7)                   [ ]U 550  =  10  0,4  100  0,6 =  64 × + ×  
 
che esprime quindi l’utilità associata al valore pecuniario di 55. 
In questo modo è possibile ricostruire tutti i  livelli di utilità che il 
decisore associa alle diverse situazioni. I dati che così saranno raccolti 
potranno essere organizzati graficamente come segue: 
 
 
Grazie a questo schema è anche possibile valutare l’atteggiamento 
assunto dai decisori rispetto al rischio. In questo senso, a seconda della 
forma assunta dalla funzione di utilità, i decisori possono essere 
classificati nelle categorie seguenti. 
Se la funzione di utilità assume una concavità verso il basso, 
come nel grafico illustrato in precedenza, il decisore verrà classificato 
come avverso al rischio. Il motivo risiede nel fatto che egli preferirà 
un valore certo x ad una scommessa aleatoria avente come valore 
atteso x stesso. Ciò può essere mostrato con il seguente grafico, 
analogo al precedente, dove si mostra come l’utilità associata a B, pari 
al valore atteso di una scommessa avente due esiti,  A con probabilità 
P, e C con probabilità (1-P), sia maggiore del valore atteso delle utilità 
associate ai due esiti della scommessa: 
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Lo stesso risultato si può esprimere nel continuo osservando come 
per un soggetto avverso al rischio, cioè avente una funzione di utilità 
concava verso il basso, un valore x certo vale di più del valore dato 
dalla variabile casuale centrata su x stesso ed avente una distribuzione 
simmetrica, ad esempio una gaussiana. Infatti si può evidenziare con 
un grafico come l’utilità (data dall’integrale della densità di 
probabilità) dei valori della distribuzione superiori ad x (tratteggio 
fitto) non compensi l’utilità dei valori della distribuzione inferiori ad x 
(tratteggio meno fitto). Nel grafico sull’ordinata è riportata la 
distribuzione di probabilità dell’utilità corrispondente ai valori, in 
base alla funzione (trasformazione) che lega l’utilità ai valori: 
 
 
Se la funzione di utilità assume una concavità verso l’alto, i 
soggetti possono essere classificati come soggetti amanti del rischio. In 
tal caso essi assegnano una utilità maggiore ad una scommessa avente 
un certo valore atteso, che ad un valore certo pari a tale valore atteso, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
U(C)
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perché attribuiscono molta utilità alle possibilità, anche se rare, di 
ottenere valori superiori alla media. 
Se la funzione di utilità assume una forma lineare, i soggetti 
possono essere definiti indifferenti al rischio. In tal caso assegnano la 
stessa utilità ad un valore, sia che esso sia certo, sia che esso sia 
aleatorio cioè corrisponda al valore medio di una data scommessa. 
Un quarto principio fondamentale della teoria razionale della 
decisione, è costituito dal teorema di Bayes. Tale teorema indica il 
modo razionale di aggiornare le probabilità stimate degli eventi, in 
seguito all’ottenimento di nuove informazioni. 
Per vedere quale sia la prescrizione di tale teorema, supponiamo 
di dover aggiornare la probabilità di un certo evento E in base 
all’ottenimento di nuova informazione costituita dalla conoscenza che 
un certo evento I, correlato statisticamente ad E, si è verificato. Con i 
diagrammi di Venn la situazione può essere rappresentata graficamente 
come segue: 
 
 
Per la proprietà commutativa della probabilità dell’intersezione di 
due eventi, si ha che: 
 
(1.5.8)                              [ ] [ ]P E I  =  P I E   
 
Questa relazione, per il principio delle probabilità composte, 
essendo gli eventi dipendenti, diventa: 
 
(1.5.9)                     [ ] [ ] [ ] [ ]P E /  I   P  I  =  P  I /  E    P E   
 
da cui: 
 
(1.5.10)                      [ ] [ ][ ] [ ]P E /  I   =  
P  I /  E
 P  I 
   P E  



  
 
P[E/I] è detta probabilità a posteriori dell’evento E, ed indica la 
stima della probabilità dell’evento aggiornata in base alla nuova 
informazione, P[E] è detta probabilità a priori dell’evento E, ed indica 
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la stima prima dell’acquisizione della nuova informazione, il rapporto 
tra parentesi è detto rapporto di verosimiglianza, in quanto a seconda 
che sia maggiore o minore di 1 aumenta o abbassa la probabilità di 
stima dell’evento. Intuitivamente la formula di Bayes può essere 
interpretata osservando che se il verificarsi di E aumenta la probabilità 
del verificarsi di I, significa che i due fenomeni sono fortemente 
collegati da un punto di vista statistico, quindi anche la probabilità di 
E è più alta se si verifica I. Questo è confermato dal fatto che se 
riscriviamo la formula nella forma: 
 
(1.5.11)                      [ ] [ ][ ] [ ]P E /  I   =  
P  E 
P  I 
    P  I /  E



  
 
che evidenzia come, essendo date le probabilità assolute dei due 
eventi, le probabilità dipendenti relative ai due eventi sono legate 
linearmente, come è possibile evidenziare anche graficamente: 
 
 
La dipendenza statistica può andare da un estremo massimo, 
costituito dalla incompatibilità dei due eventi (esclusione) ovvero dalla 
inclusione di un evento nell’altro (implicazione), all’estremo costituito 
dalla perfetta indipendenza, che sia ha quando P[E]=P[E/I]. Ciò può 
essere illustrato come segue con i diagrammi di Venn: 
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Le procedure decisionali viste, in particolare la rappresentazione 
di un problema decisionale attraverso l’albero delle decisioni, 
costituiscono degli schemi per affrontare situazioni tipicamente 
discrete. La logica sottostante ad essi, comunque, può essere benissimo 
estesa a problemi continui, cioè problemi dove la scelta non è tra più 
alternative distinte ma tra più valori di una o più variabili che possono 
mutare nel continuo (es.: scelta del prezzo di vendita, del livello di 
produzione, delle quantità di fattori produttivi, ecc..). E’ quanto viene 
fatto normalmente nei modelli standard dell’economia. 
Nel mondo del continuo l’utilità è quasi sempre rappresentata con 
una funzione che consente di stabilire l’utilità di qualsiasi valore 
concreto conseguito relativamente agli obiettivi (quantità di beni, di 
tempo libero, di produzione, di profitto ecc.). Spesso le situazioni 
rappresentate sono semplificate con la eliminazione degli aspetti 
stocastici e probabilistici, costruendo così modelli deterministici. 
Nel mondo del continuo la struttura dei problemi è spesso molto 
più complessa rispetto a quella dei problemi discreti, rappresentabili 
ad esempio con l’albero delle decisioni visto prima. Tale struttura, 
trattandosi di un mondo continuo, viene rappresentata infatti attraverso 
un certo numero di funzioni matematiche. La conseguenza è che i 
problemi che gli agenti debbono fronteggiare vengono tipicamente 
strutturati come problemi di massimizzazione matematica della 
funzione di utilità sotto vincoli, essendo questi ultimi costituiti dalle 
equazioni descriventi il sistema. 
Di solito, poiché la rappresentazione dell’ambiente tramite 
equazioni matematiche risulta notevolmente complessa per cui non è 
ragionevole che essa costituisca la reale rappresentazione di cui 
l’agente è dotato rispetto all’ambiente, si introduce l’ipotesi della 
razionalità degli agenti nella versione “as if”, vista nel paragrafi 
precedenti: gli agenti finiranno con l’assumere i comportamenti che 
assumerebbero se conoscessero realmente le equazioni del sistema e 
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sapessero risolverle, per l’esistenza di meccanismi selettivi che 
eliminano gli agenti inefficienti. 
Il  ricercatore risolve quindi il modello con un processo di 
soluzione simile alla induzione a ritroso vista per i problemi discreti, 
dove partendo dalla utilità associata ai diversi stati del mondo 
raggiungibili,  si procedeva a ritroso ricostruendo le decisioni/azioni 
che l’agente avrebbe seguito. In modo analogo ora per i problemi 
continui, a partire dall’utilità degli stati del mondo raggiungibili,  
esprimibili attraverso la funzione di utilità, il  ricercatore ricostruisce 
la decisione/azione che l’agente deve seguire. Poiché ora il problema 
da affrontare è continuo, le decisioni non riguarderanno più la scelta 
tra poche diverse alternative, ma la fissazione di un valore reale di 
alcune variabili decisionali tra gli infiniti valori possibili.  Questo 
viene fatto appunto attraverso la massimizzazione vincolata della 
funzione di utilità, dove i vincoli del problema sono costituiti dalle 
equazioni che descrivono il sistema. 
Nel caso di modelli dinamici, cioè nei modelli con presenza 
esplicita del tempo, molte delle equazioni rappresentano proprio 
l’evoluzione di una serie di fattori del sistema nel tempo. Le relazioni 
costituenti la struttura del sistema, ed in particolare le relazioni di 
causalità e di evoluzione dinamica, sono quindi espresse 
matematicamente. In questo caso la soluzione dei problemi decisionali 
con la logica della razionalità descritta, può essere rappresentata 
graficamente come segue: 
 
 
In sostanza dato lo stato attuale del mondo, le leggi di evoluzione 
del sistema, a seconda delle azioni che l’agente pone in essere il 
sistema raggiungerà differenti stati futuri. A questi stati futuri l’agente 
assegna diversi valori di utilità per se stesso. 
A questo punto per risolvere il problema decisionale dell’agente il 
meccanismo della massimizzazione matematica, che date le equazioni 
del sistema e la funzione di utilità consente di calcolare i valori da 
assegnare alle variabili decisionali, rende possibile trovare la 
soluzione “invertendo” le relazioni indicate: 
 
 
 
 
 
 
 
 
 
Stato at tuale  del  
mondo 
Azioni  possibi l i  
Stat i  del  mondo 
raggiunti ,  cui  è  
col legata  una certa  
ut i l i tà  
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Leggi  di  
evoluzione,  
s t rut tura del  
s is tema 
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In sintesi quindi, la rappresentazione matematica del problema ed 
il metodo della massimizzazione matematica consentono all’agente (e 
al ricercatore che vuole rappresentare il suo comportamento) di risalire 
alle azioni da intraprendere, avendo fissato gli stati del mondo 
desiderati (attraverso la funzione di utilità) e conoscendo lo stato 
attuale del mondo e le regole di evoluzione del sistema. 
Va rilevato che in una serie di modelli basati sulla impostazione 
della razionalità, come quello di Alepuz Urbano (1991) che 
esamineremo nel terzo capitolo, si abbandona finalmente l’ipotesi di 
perfetta conoscenza delle equazioni dell’ambiente da parte degli 
agenti, e si introducono dei meccanismi di acquisizione 
dell’informazione in base all’esperienza, cioè dei meccanismi di 
apprendimento. Questo viene però fatto con una impostazione 
tipicamente razionale. Infatti da una parte la conoscenza è espressa in 
forma di equazioni ed è completamente esplicita, dall’altra i 
meccanismi di apprendimento sono estremamente artificiosi, essendo 
costituiti di solito dall’aggiornamento bayesiano delle probabilità, o 
dal metodo di stima dei parametri delle equazioni mediante la 
regressione dei minimi quadrati. 
Sulla base delle equazioni ambientali così stimate, equazioni che 
di solito consentono la previsione degli stati futuri dell’ambiente in 
dipendenza del suo stato attuale e dell’azione esercitata su di esso, gli 
agenti possono al solito dedurre in modo automatico mediante 
l’algoritmo della massimizzazione matematica, le decisioni/azioni da 
intraprendere. 
Nel complesso quindi, il  modello astratto di agente delineato nel 
secondo paragrafo viene specificato dalla teoria della perfetta 
razionalità nel modo seguente: 
 
 
 
 
 
 
 
 
 
 
Stato  del  mondo 
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s t rut tura del  
s is tema
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Questa impostazione seguita per la rappresentazione degli agenti, 
può essere sottoposta ad una serie di critiche sia di tipo empirico, che 
vedremo nei paragrafi successivi, sia di tipo teorico, che intendiamo 
prendere in considerazione ora. Vediamo dunque alcune di queste 
critiche. 
Una prima serie di critiche che possono essere rivolte ai modelli 
visti riguardano la totale assenza dell’aspetto della ricerca e 
costruzione creativa di soluzioni per raggiungere gli stati del mondo 
desiderati rappresentati dagli obiettivi dell’agente. Appare infatti 
evidente come negli schemi “a ritroso” visti manchi completamente 
l’aspetto di prova ed errore che comporta una azione di “costruzione” 
dei comportamenti “in avanti”, di ricerca creativa di soluzioni ai 
problemi, di apprendimento e di ricerca delle informazioni, che è 
invece molto importante nei contesti reali. 
In questo senso, come visto, i  meccanismi basati sulla 
massimizzazione prevedono il calcolo delle azioni/soluzioni, a partire 
dalla funzione di utilità e dati i vincoli del modello, attraverso un 
processo che inverte l’ordine temporale azione-risultato. Questo 
processo di soluzione è strettamente di tipo top-down, e non può in 
alcun modo catturare processi cognitivi di tipo bottom-up che 
solitamente gli agenti reali utilizzano, accanto a quelli top-down, nella 
loro interazione con l’ambiente. I processi di tipo bottom-up 
comportano che le soluzioni ai problemi siano trovate per costruzione 
a partire dalla stato iniziale del problema, attraverso il confronto a 
posteriori di esse con la realtà. La soluzione di tipo bottom-up è tipica 
dei processi di tipo evolutivo, che descriveremo nei paragrafi 
successivi, dove il momento della costruzione del comportamento 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agente 
Sistema di  rappresentazione del l ’ambiente:  
1 .  Rappresentazione mediante  funzioni  matematiche 
2.  Apprendimento dato  dal la  approssimazione di  funzioni  
con i  minimi quadrat i ,  o  dal l’aggiornamento bayesiano 
del le  probabil i tà  
Sistema di  e laborazione del la  decisione/azione (st rategia) :  
1 .  Massimizzazione vincolata  (anal isi  matematica)  
2 .  Deduzione automatica (matematica)  del l ’azione da 
real izzare,  dato lo  stato at tuale  e  futuro del l ’ambiente.  
Sistema di  bisogni:  
funzione di  ut i l i tà  da massimizzare 
Ambiente 
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precede la misura della sua efficacia attraverso il confronto con 
l’ambiente o con il modello interno di questo. 
Per quanto riguarda i tentativi di superamento di questa critica di 
mancanza di apprendimento e di perfetta informazione, realizzati 
attraverso l’uso dei minimi quadrati come mezzo di rappresentazione 
dell’apprendimento degli agenti, si può osservare che essi prevedono la 
necessità di supporre la conoscenza a priori da parte dell’agente della 
forma funzionale delle equazioni dell’ambiente. Infatti il  processo di 
apprendimento riguarda solo i parametri. Questo limita molto la 
plausibilità di tale sistema di apprendimento. Di fatto la rimozione 
dell’ipotesi di conoscenza perfetta del sistema viene artificiosamente 
limitata ai parametri. 
Un ulteriore punto di debolezza dei minimi quadrati come 
strumento di rappresentazione dell’apprendimento reale, riguarda il 
fatto che la funzione statistica di perdita su cui si basano, non prende 
in considerazione il valore economico di comportamenti che divergano 
da quanto indicato dal modello costruito fino a quel momento, diretti 
alla ricerca attiva di informazioni. 
Inoltre i minimi quadrati costituiscono un meccanismo di 
revisione delle informazioni che se da una parte richiede una grossa 
capacità computazionale per una integrazione raffinata delle 
informazioni raccolte fino ad un determinato momento, dall’altra 
manca della robustezza ed economicità di calcolo tipica dei modelli 
cognitivi umani. 
Anche l’uso del teorema di Bayes per la rappresentazione della 
revisione delle probabilità da parte degli agenti, deve avvenire con 
molte cautele dato che gli agenti reali, come vedremo ampiamente nei 
paragrafi successivi, spesso non rivedono le probabilità in base alle 
asserzioni di tale teorema. 
Con il metodo di costruzione dei modelli descritto, inoltre, 
rimangono completamente fuori dalla possibilità di rappresentazione 
tutti gli aspetti relativi alla percezione e classificazione della realtà da 
parte degli agenti. Infatti si assume direttamente che la conoscenza a 
disposizione degli agenti sia data dalle equazioni del sistema. Si 
ignorano quindi completamente le fasi di percezione, di attenzione, di 
raccolta delle informazioni, di elaborazione di tali informazioni per 
l’estrazione da esse della conoscenza ecc., che caratterizzano gli agenti 
reali. Tali aspetti psicologici da una parte costituiscono una delle fonti 
maggiori della limitatezza della razionalità degli agenti (Hodgson 
(1988), Shonpflug (1991)), dall’altra condizionano fortemente il 
funzionamento delle organizzazioni composte da più agenti a causa 
della limitazione delle possibilità di comunicazione e scambio di 
conoscenze che esse provocano (Marengo (1992)). 
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Anche la modalità di costruzione dell’azione a partire dal modello 
interno dell’ambiente, presenta caratteri di limitata plausibilità, 
almeno nel caso in cui alla determinazione dell’azione mediante la 
massimizzazione vincolata venga attribuita una validità generale. 
Questo tipo di rappresentazione infatti,  può riguardare esclusivamente 
aspetti quantitativi e continui. Gli aspetti discontinui e qualitativi che 
caratterizzano i comportamenti umani non possono essere 
rappresentati. 
Per quanto riguarda gli aspetti qualitativi dell’azione che il 
metodo della massimizzazione non riesce a catturare, ci sono intere 
categorie di situazioni problematiche che gli agenti debbono 
affrontare, in cui si ha a che fare con una realtà caratterizzate da un 
elevato numero di porzioni di realtà diverse da rappresentare, ognuna 
con un repertorio di stati possibili relativamente limitato. Queste 
situazioni sono profondamente diverse da quelle che si prestano ad 
essere trattate matematicamente, cioè quelle rappresentabili con poche 
variabili quantitative che possono assumere un numero infinito di 
valori. Nel processare le informazioni relative alle situazioni di tipo 
qualitativo, dato il grande numero di fenomeni disparati da trattare, 
sono necessarie abilità cognitive di classificazione nel momento della 
raccolta delle informazioni allo scopo di ridurre l’infinita irregolarità 
della realtà, e di associazione nel momento della scelta e costruzione 
dell’azione. In questi processi il “calcolo” quantitativo, benché 
fondamentale, è solo uno degli strumenti necessari. 
In generale poi, il comportamento degli agenti emergente in un 
sistema economico, è di solito fortemente dinamico, cioè in grado di 
variare anche di molto in presenza di diversi stati dell’ambiente che si 
manifestano nel tempo. Questo significa che se si accetta 
l’impostazione della teoria della razionalità e del comportamento come 
risultato di una massimizzazione, la “soluzione” del problema, cioè il 
comportamento che l’agente deve assumere per massimizzare la sua 
funzione di utilità, deve essere espressa da funzioni anche molto 
articolate, non da semplici valori di equilibrio. .Come noto invece i 
modelli ideali solitamente studiati portano spesso a soluzioni statiche, 
cioè a comportamenti ottimali costituiti dalla fissazione di un certo 
particolare prezzo, o una certa particolare quantità. Un motivo di ciò è 
che nel campo delle equazioni dove le incognite rappresentate da 
funzioni, cioè nel campo delle equazioni differenziali, le soluzioni 
sono molto difficili da trovare e comunque la loro esistenza è limitata 
a pochi semplici casi, come è stato dimostrato ormai da tempo con 
alcuni teoremi di calcolo differenziale che sanciscono l’impossibilità 
della soluzione analitica di intere categorie di equazioni e sistemi di 
equazioni differenziali (Pessa (1992)). 
 68
Anche il sistema di obiettivi basato sulla funzione di utilità e sui 
principi di coerenza, transitività ecc., può essere in alcuni casi 
inadeguato a rappresentare alcuni aspetti degli agenti reali. 
Un primo problema è che non riesce a spiegare gli aspetti di 
(apparente) irrazionalità ed incoerenza che caratterizzano gli agenti 
reali in alcune loro scelte (Rumiati (1990)). 
Un secondo punto debole di tale approccio è che non riesce a 
catturare i comportamenti diretti al raggiungimento di livelli 
soddisfacenti degli obiettivi più che alla loro massimizzazione (Simon 
(1982)) 
Un terzo punto debole è la onnipresente esogenità che caratterizza 
le funzioni di utilità nei modelli neoclassici (Hodgon (1988)), che se 
da una parte consente di modellare adeguatamente alcune situazioni 
economiche, dall’altra non consente di rappresentare altre situazioni 
dove l’endogenità degli obiettivi ha un peso rilevante, ad esempio nel 
caso di un mercato oligopolistico dove i concorrenti investono molte 
risorse in campagne di marketing dirette a modificare le preferenze ed i 
gusti dei consumatori. 
 
1.6 Il paradigma di ricerca della razionalità limitata 
Spesso finora la teoria della razionalità limitata ha costituito più 
un punto di aggregazione delle critiche rivolte alla teoria della 
razionalità pura, che la costruzione di una visione ampia, organica e 
pervasiva di tutti i  settori dell’economia. In questo senso possiamo 
dire che sia ancora in parte prematuro parlare di paradigma, inteso 
come corpo vasto di principi e tecniche di analisi diffusamente 
accettate dalla comunità dei ricercatori, con riferimento alla teoria 
della razionalità limitata. E’ tuttavia possibile indicare fin da ora una 
serie di linee guida, spesso in fase ancora embrionale, lungo cui si sta 
muovendo tale filone di ricerca. 
In questo paragrafo dapprima presenteremo una sintesi delle 
critiche che sono state mosse alla visione razionale del comportamento 
degli agenti, poi mostreremo gli schemi alternativi che sono stati 
proposti per rappresentare tale comportamento. Osserviamo che queste 
critiche e questi schemi alternativi possono essere divisi in due 
categorie, a seconda della loro provenienza e del loro campo di 
applicazione. 
Una prima categoria, che proviene soprattutto da studi di tipo 
psicologico, concerne i processi decisionali e di azione dell’agente 
come singolo individuo. Questa categoria sarà affrontata in questo 
paragrafo e nei due successivi. 
Una seconda categoria, che ha origine da studi economici, 
concerne l’azione degli agenti individuali vista in relazione agli altri 
agenti, specie all’interno delle organizzazioni. In questo senso le 
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ricerche possono essere raggruppate nell’ambito del filone 
dell’economica evolutiva, e nell’ambito del filone dell’economia 
neoistituzionalista. Indicheremo le linee essenziali di tali filoni 
rispettivamente negli ultimi due paragrafi. 
Mostriamo ora un prospetto della prima categoria di critiche e 
schemi. Esso mette a confronto la visione razionale del comportamento 
con quella offerta, per i fenomeni analoghi, dalla teoria della 
razionalità limitata. Notiamo che relativamente alla lista 
corrispondente alla visione della razionalità limitata non c’è ancora un 
pieno accordo in quanto è ancora lontana una individuazione completa 
ed affermata degli effettivi processi cognitivi retrostanti al 
comportamento degli agenti. 
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Nella prima colonna sono riportati i  concetti esaminati nei 
paragrafi precedenti, concernenti la visione degli agenti presentata 
dalla teoria della perfetta razionalità. Nella seconda colonna è 
riportata, per ogni aspetto del comportamento degli agenti, la visione 
alternativa fornita dalla teoria della razionalità limitata. Come detto di 
seguito e nei due paragrafi successivi procederemo all’analisi di 
ognuno di questi punti. 
Teoria del la  perfetta  razionalità  Teoria del la  razionalità  l imitata 
Capacità  cognit ive:  
• I l l imitate  capaci tà  cognit ive:  
-  Attenzione 
- Tempo 
- Memoria  
-  Comprensione 
- Comunicazione 
 
Capaci tà  cognit ive:  
• Limitate  capaci tà  cognit ive:  
-  Edit ing 
- Scomposizione 
- Focal izzazione 
- Euris t iche 
-  Framing 
 
St ima del le  probabil i tà:   
• Coerente 
• Indipendente dal  contesto  
St ima del le  probabil i tà  e  bias  
connessi :  
• Eurist ica del la  disponibi l i tà  
• Eurist ica del la  rappresentat ivi tà:  
-  Fal lacia  del lo  scommett i tore 
-  Legge dei  p iccol i  numeri  
-  Regressione verso la  media  
-  Bias  del l ’hindsight  
-  Eurist ica  del l ’ancoraggio 
 
Revisione del le  probabil i tà:  
• Teorema di  Bayes:  probabil i tà  a  pr iori ,  
informazione aggiunt iva 
Revisione del le  probabil i tà:  
• Fallacia  del la  frequenza di  base 
• Conservator ismo 
Alternat ive decisional i :  
• Analis i  paral lela  del le  al ternat ive 
• Analis i  esaust iva del le  al ternat ive 
• Alternat ive note a  pr iori :  
assenza di  si tuazioni  problematiche 
r ichiedent i  processi  di  r icerca 
 
 
 
• Perfet ta  conoscenza 
Alternat ive decisional i :  
• Analis i  sequenziale  del le  al ternat ive
• Focal izzazione 
• Diverso grado di  conoscenza del le  
al ternat ive a  pr iori :  
Problemi di  decisione (Decision 
making)  e  
Problemi di  r icerca (Problem solving)  
• Conoscenza imperfet ta:  incertezza 
sostanziale  e  procedurale  
Fini  del  comportamento:  
• I  f ini  real i ,  gl i  obiet t ivi  concret i ,  sono 
sintet izzat i  a t t raverso la  funzione di  
ut i l i tà  
• I l  f ine ul t imo è la  massimizzazione 
del l’ut i l i tà  
Fini  del  comportamento:  
• I  f ini  sono fissat i  in termini  concret i  
(es .  per  i  consumator i :  ogget t i  real i ,  
c ibo,  casa,  ecc. ,  invece che ut i l i tà)  
• I l  f ini  ul t imi sono fissat i  in termini  
di  l ivell i  minimali  da raggiungere 
(visione satis fying )  
• Endogenità  dei  l ivel l i  degli  obiet t ivi
• Azione con obiet t ivi  mult ip l i  
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Iniziamo l’analisi con il punto concernente le limitazioni 
cognitive generali da cui è caratterizzata la razionalità degli agenti. I 
problemi che fanno divergere i processi cognitivi reali da quelli 
ottimali sono i seguenti (March (1994), Simon (1957)). 
1. Problemi di attenzione. Le informazioni ambientali che arrivano 
continuamente ad un individuo costituiscono una mole 
impressionante. Egli deve necessariamente selezionarle attraverso 
il processo dell’attenzione. Tale processo da una parte limita per 
definizione le informazioni prese in considerazione, dall’altra ha 
forti limiti intrinseci di funzionamento. Infatti il  processo di 
attenzione può funzionare per intervalli di tempo relativamente 
brevi (capacità di concentrazione), ed ha spiccati caratteri 
sequenziali, cioè può essere diretto a poche informazioni alla 
volta. 
2. Problemi di tempo. L’impiego delle capacità cognitive richiede 
tempo. Il tempo è una risorsa estremamente limitata, per cui esso 
va distribuito con parsimonia tra le varie attività di raccolta dei 
dati, di comprensione, di soluzione di problemi, di formulazione 
di piani di azione, di riposo. Questo comporta che le dette 
operazioni risulteranno sempre lontane dall’ottimo, in quanto il 
tempo disponibile per ognuna di esse è limitato. 
3. Problemi di memoria. La capacità della memoria a breve termine è 
limitata, come dimostrato dagli esperimenti dello psicologo 
Miller, per il quale il numero di items  (numeri, nomi ecc.) che un 
uomo riesce a ricordare è compreso tra cinque e nove elementi. 
Anche la memoria a lungo termine ha una capacità limitata, 
quantomeno in termini di tempi di immagazzinamento. Essa è 
inoltre soggetta ad un decadimento continuo (oblio), non è fedele, 
comporta difficoltà di recupero, ecc.. 
4. Problemi di comprensione e formazione della conoscenza. Gli 
individui hanno difficoltà ad organizzare le informazioni, a 
sintetizzarle, a compiere inferenze, ad individuare i corretti 
rapporti di causalità. Spesso falliscono nel cogliere gli aspetti 
essenziali di un problema e non riescono a collegare porzioni 
importanti di informazione. 
5. Problemi di comunicazione. Gli individui hanno limitate capacità 
di comunicazione. Il linguaggio è una traduzione simbolica 
sequenziale di conoscenze codificate nel pensiero in modo 
analogico, diffuso, spesso implicito e parzialmente parallelo, per 
cui comporta una notevole perdita di informazioni. Inoltre 
individui appartenenti a culture, generazioni, gruppi diversi, 
hanno spesso un vocabolario ed un patrimonio di concetti diverso, 
per cui possono comprendersi con molta difficoltà. 
 
 72
Un grande numero di esperimenti psicologici hanno mostrato che 
gli individui fanno fronte a tale limitazioni utilizzando una serie di 
strategie di semplificazione delle decisioni e dei problemi da 
affrontare. Vediamo alcune di tali strategie. 
1. Editing. Gli individui tendono a ricostruire e riorganizzare i 
problemi prima di procedere alla soluzione di essi, cioè cercano di 
ricondurre i problemi a schemi familiari. Con questa operazione 
realizzano ad una rappresentazione semplificata del problema, più 
facilmente affrontabile. Ad esempio un imprenditore potrebbe 
raffigurarsi la situazione strategica in cui si trova la sua impresa, 
con il ricorso ad una metafora di tipo bellico. 
2. Focalizzazione. L’attenzione viene focalizzata solo su alcuni 
aspetti ritenuti importanti. Nel fare questo gli individui 
selezionano un numero relativamente ristretto di elementi del 
problema, ritenuti importanti, tralasciando gli altri. Ad esempio 
dovendo scegliere tra più macchine per svolgere una certa fase di 
una produzione, un imprenditore potrebbe focalizzare l’attenzione 
sull’affidabilità e sulla manodopera richiesta da tali macchine, 
essendo queste le dimensioni decisionali ritenute più importanti. 
3. Framing. E’ lo schema, la cornice entro la quale viene collocato il 
problema da affrontare, il contorno che si costruisce intorno ad 
esso. Ad esempio se una identico problema pratico viene posto ad 
un imprenditore in termini di “valore dell’innovazione” anziché in 
termini di “perdere la faccia”, molto probabilmente verrà 
affrontato in modo differente. 
4. Scomposizione. I problemi difficili sono scomposti in sotto-
problemi, più semplici da affrontare. La scomposizione in sotto-
problemi è evidentemente legata ad aspetti organizzativi 
particolari come la divisione del lavoro, la specializzazione, la 
gerarchia, ecc.. 
5. Euristiche. Una euristica consiste in una attività di soluzione dei 
problemi la quale, essendo orientata da indizi, non si sviluppa 
attraverso l’esame casuale o esaustivo di tutti i  possibili candidati 
alla soluzione, ma procede tramite una drastica riduzione delle 
soluzioni teoricamente in palio. Tale approccio può essere 
osservato quotidianamente nel comportamento degli esseri umani. 
Essi, nell’affrontare problemi di una certa complessità, non 
procedono a considerare acriticamente tutte le possibilità, ma 
basandosi su determinati indizi, selezionano le soluzioni che 
hanno più alta probabilità di portare alla soluzione. Spesso le 
euristiche costituiscono degli schemi di comportamento prefissati 
ma flessibili,  che possono essere utilizzati in diverse circostanze. 
Ad esempio in una partita a scacchi, come nella conquista 
commerciale di un certo mercato, o nella conquista militare di un 
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certo territorio, si potrebbe decidere di occupare prima una certa 
zona della scacchiera ritenuta importante (una certa nicchia del 
mercato, un certa zona geografica), per poi muovere verso altre 
zone della scacchiera (altre nicchie, altri territori). 
 
Oltre queste osservazioni di carattere generale sugli effettivi 
processi di comportamento degli individui, la teoria della razionalità 
limitata (più precisamente il filone psicologico della teoria della 
decisione) ha realizzato studi particolari sulle potenzialità 
interpretative e previsive dei comportamenti degli agenti reali,  dello 
schema di Von Neumann-Morgenstern presentato nel paragrafo 
precedente. I risultati mostrano come in molte circostanze gli agenti 
esprimono comportamenti molto differenti da quanto previsto da tale 
schema. In questo senso si sono osservate delle vere tendenze a 
commettere errori sistematici, indicate con i termini di bias cognitivi, 
derivanti dagli effettivi meccanismi cognitivi utilizzati dai soggetti per 
la stima delle probabilità, per il loro processamento ed aggiornamento 
e per l’analisi delle alternative di scelta a disposizione. Esaminiamo 
dunque i risultati di tali ricerche. 
Iniziamo con i problemi che riguardano i meccanismi con cui gli 
agenti giungono alla formulazione stessa delle stime delle probabilità. 
Tali meccanismi rivelano una forte dipendenza delle stime dal contesto 
in cui viene formulate, cioè l’importanza di fenomeni come l’editing  
ed il framing  visti prima. Vediamo dunque quali sono i meccanismi 
effettivi con cui gli agenti costruiscono le stime soggettive delle 
probabilità degli eventi. 
Il meccanismo attraverso il quale gli individui costruiscono le 
probabilità degli eventi, è detto euristica della disponibilità. Essa 
consiste nel richiamare alla memoria eventi associati a quelli di cui si 
stima la probabilità. Vi sono due modalità principali attraverso le quali 
viene adottata l’euristica della disponibilità: 
1. Disponibilità per recupero. Essa si riferisce ai casi in cui l’evento 
da stimare è abbastanza comune, per cui la sua probabilità è 
stimata sulla base della facilità con cui sono richiamati alla 
memoria casi simili già accaduti. 
2. Disponibilità per costruzione. Essa si riferisce ai casi in cui 
l’evento di cui stimare la probabilità è così particolare che non 
esistono in memoria casi simili o è difficile richiamarli. In questo 
caso la probabilità viene stimata in base alla facilità con cui si 
costruiscono con il pensiero, cioè si immaginano, casi simili. 
 
Entrambi questi metodi di stima delle probabilità danno luogo ad 
errori sistematici a causa della loro intrinseca natura. 
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Nel caso della stima basata sul recupero, gli errori sistematici 
sono legati alla vividezza con cui i singoli ricordi sono memorizzati. 
Tversky e Kahneman (1973) hanno messo in evidenza questo tipo di 
bias  mostrando ad un gruppo di soggetti due liste, una conteneva 19 
nomi di donne famose e 20 nomi di uomini meno famosi ed una 
conteneva 19 nomi di uomini famosi e 20 donne meno famose. Dopo 
aver udita ognuna delle due liste i soggetti dovevano dire se la lista 
conteneva più nomi di uomini o di donne. Sistematicamente i soggetti 
giudicavano la classe costituita dai nomi più famosi come più 
numerosa della classe costituita dai nomi meno famosi. 
Anche nel caso della disponibilità per costruzione, si osservano 
dei bias a seconda della facilità con cui sono costruiti gli esempi, 
facilità che non rispecchia la frequenza reale degli eventi. Per 
dimostrare ciò Tversky e Kahneman (1974) fecero degli esperimenti di 
questo tipo. Chiesero a dei soggetti di stimare il rapporto tra il numero 
di parole contenenti la R in prima posizione ed il numero di quelle 
contenenti la R in terza posizione. Nei 5 casi di lettere considerate, le 
parole con la lettera in prima posizione furono stimate, dalla 
maggioranza dei soggetti,  più frequenti di quelle con la lettera in terza 
posizione. Questo nonostante in tutti e cinque i casi fosse vero proprio 
il contrario. Evidentemente la costruzione di parole che iniziano con 
una certa lettera in prima posizione era più semplice rispetto al caso 
con la lettera in terza posizione, così la loro frequenza veniva 
sistematicamente sovrastimata. 
Una serie consistente di bias  riguarda la manipolazione ed il 
processamento delle probabilità. 
Un primo bias  è costituito dalla convinzione che valga la 
cosiddetta “legge ingenua delle medie”, che afferma che quanto 
maggiore è il numero di casi in cui un certo evento non si verifica, 
tanto maggiore sarà la probabilità che tale evento si verifichi nei casi 
successivi. Tale legge porta alla cosiddetta “fallacia dello 
scommettitore” per cui sulla base di essa si è disposti a scommettere 
valori sempre maggiori sull’evento che tarda a verificarsi (V. ad es. 
quanto accade con i numeri del gioco del lotto che non escono da 
tempo). Tale comportamento dal punto di vista del Calcolo delle 
probabilità è destituito di qualsiasi fondamento. Come si suole dire, 
infatti,  i  “numeri non hanno memoria”. Con ciò si intende che se si 
procede a più estrazioni successive di un numero da una certa 
popolazione di numeri diversi mantenuta immutata nel tempo, ogni 
estrazione è come se fosse la prima, nel senso che ogni numero ha 
sempre la stessa identica probabilità di essere estratto. 
Un altro bias  cognitivo è costituito dal cosiddetta “legge ingenua 
dei piccoli numeri”. In base a questa legge anche campioni piccoli sono 
percepiti come altamente rappresentativi della popolazione da cui sono 
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estratti.  Tale legge è chiaramente infondata in quanto i principi della 
statistica prevedono che la fiducia da riporre nell’informazione data da 
un campione rispetto alla possibilità di generalizzare i suoi caratteri 
all’intera popolazione, è tanto minore quanto più piccolo è il campione 
esaminato. Per mettere in luce questo bias  con degli esperimenti, 
Kahneman e Tversky (1972) utilizzarono domande del tipo seguente: 
“Esistono due categorie di eventi, A e B. Gli elementi della categoria 
A presentano una proprietà P con alta probabilità, gli elementi della 
categoria B con bassa probabilità. Si osserva un elemento avente la 
proprietà P. Esso appartiene alla categoria A o alla categoria B?”. I 
soggetti tendevano generalmente a rispondere che apparteneva alla 
categoria A con una probabilità più alta di quella giustificata dalle 
informazioni fornite. 
Un’altra manifestazione di questo bias  è fornito dalla convinzione 
che, un campione, se è costituito da eventi che vengono prodotti da un 
processo casuale, deve rispecchiare, in piccolo, la casualità della 
popolazione. Questo comporta che è impossibile che l’ordine con cui si 
presentano gli eventi mostri qualche regolarità. Per mostrare questo 
bias Kahneman e Tversky (1972) hanno realizzato un esperimento 
consistente nel sottoporre a dei soggetti la seguente domanda. “In una 
città sono state sottoposte ad osservazione tutte le famiglie che hanno 
sei figli.  In 72 famiglie l’ordine esatto delle nascite di bambini e 
bambine è stato FMFMMF. Quale è la stima del numero di famiglie 
osservate in cui l’origine esatto delle nascite è stato MFMMMM?”. 
Oltre l’80% dei soggetti ha giudicato la seconda sequenza molto meno 
probabile, pur essendo la sua probabilità pari a quella della prima, cioè 
pari a 0.56 ≅  0,0156 supponendo che la popolazione sia composta per il 
50% da maschi e per il 50% da femmine. 
Un bias cognitivo  legato al precedente, consiste nella difficoltà 
che i soggetti mostrano nel comprendere il principio statistico della 
regressione verso la media (Tversky e Kahneman (1973)). In base a tale 
principio, poiché i fenomeni reali spesso tendono ad assumere una 
distribuzione gaussiana, le prestazioni eccezionali di un certo agente 
tendono con elevata probabilità a regredire verso valori medi nelle 
prove successive. I soggetti reali dimostrano di non comprendere a 
pieno il fenomeno, per cui, rimanendo sorpresi dal peggioramento delle 
prestazioni, cercano delle cause per interpretare quanto osservato. 
Sperimentalmente ciò è stato dimostrato sottoponendo a degli studenti 
universitari un problema di questo genere. “Gli istruttori di una scuola 
aeronautica adottano un certo programma di addestramento che prevede 
una serie di compensi di carattere psicologico o materiale, dopo ogni 
esecuzione molto buona di manovre complesse. Contrariamente a 
quanto ci si aspettava le prestazioni successive a quelle compensate 
sono risultate spesso peggiori. Come può essere interpretato questo 
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fenomeno?”. Nessuno degli studenti intervistati pensò che la soluzione 
potesse consistere nel principio della regressione verso la media, 
mentre più o meno tutti cercavano una causa di quanto osservato, 
legata ai compensi (ad es.: “dopo gli elogi ci si adagia”). Anche questo 
bias ,  come il precedente, deriva probabilmente dal credere che la 
prestazione buona osservata debba essere massimamente 
rappresentativa della popolazione delle manifestazioni del fenomeno 
osservato. 
Un altro bias  cognitivo che porta alla sovrastima delle relazioni 
casuali tra fenomeni, è il bias dell’hindsight  (guardare a ritroso). Tale 
fenomeno, su cui spesso gli storici hanno richiamato l’attenzione, 
consiste nell’attribuire a posteriori ad un evento una probabilità che si 
verifichi, molto più alta della probabilità che gli si sarebbe attribuita a 
priori avendo le stesse informazioni. Gli esperimenti che hanno 
mostrato questo fenomeno sono di questo genere. A due gruppi di 
soggetti viene presentata una certa descrizione politica e sociale 
presente in un determinato periodo storico passato. Al primo gruppo 
viene data l’ulteriore informazione per cui la situazione descritta ha 
portato ad una guerra. Ad entrambi i gruppi viene chiesto di stimare la 
probabilità che la situazione storica descritta avrebbe portato ad una 
guerra. In esperimenti di questo genere i gruppi cui è stato detto che 
l’evento, come la guerra, si è effettivamente verificato, 
sistematicamente forniscono percentuali superiori rispetto all’altro 
gruppo senza informazione a posteriori. Il bias  risiede nel fatto che 
l’informazione sul verificarsi effettivo dell’evento viene incorporata 
nella stima della probabilità, non più valutata sulla base delle sole 
informazioni a priori. Questo errore può ripercuotersi in seguito sulle 
stime delle probabilità di eventi costruite sulla base della esperienza 
passata. E’ nota in questo senso la tendenza delle persone a 
sovrastimare eventi vissuti in prima persona, ovvero a credere che 
determinate situazioni avranno degli sviluppi analoghi a quelli che 
hanno avuto in passato. 
Un ulteriore bias cognitivo è costituito dalla “euristica 
dell’ancoraggio ed aggiustamento”, una euristica che i soggetti 
adottano nell’effettuare valutazioni numeriche e che può dare luogo a 
comportamenti scorretti.  Questa euristica è molto importante per noi in 
quanto è stata utilizzata in alcune simulazioni che mostreremo 
nell’ultimo capitolo. Illustriamo questa euristica con un esempio. Si 
immagini un manager che debba effettuare una previsione sulle vendite 
di un determinato prodotto per il prossimo anno. Molto probabilmente 
prenderà come punto di partenza (o “ancora”) l’ammontare delle 
vendite dell’anno appena trascorso o la media delle vendite degli 
ultimi anni, e poi effettuerà gli aggiustamenti opportuni prefigurando 
gli effetti sullo sviluppo delle vendite derivanti dalle attività 
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promozionali, la politica dei prezzi, una gestione più controllata dei 
costi di produzione, ecc.. 
Una dimostrazione empirica degli effetti connessi con l’uso di 
tale strategia è stata proposta da Tversky e Kahneman (1974). Ad un 
gruppo di soggetti veniva chiesto di stimare la percentuale dei paesi 
africani presenti alle Nazioni Unite a partire da un numero fornito a 
caso facendo girare, alla presenza dei soggetti, una ruota numerata da 0 
a 100. I soggetti erano istruiti a dire per prima cosa se il numero uscito 
era maggiore o minore della quota di paesi africani all’ONU e 
successivamente a stimare la percentuale a partire dal numero dato a 
caso aumentandolo o diminuendolo opportunamente. 
I risultati misero in luce che le stime erano influenzate da quei 
numeri arbitrari. Infatti le stime mediane della percentuale dei paesi 
africani presenti all’ONU espresse dai gruppi cui erano stati dati i 
numeri arbitrari di 10 e 65, risultarono 25% e 45% rispettivamente. 
L’errore sistematico in cui questi individui incorrono nell’adottare 
questa euristica è quello di sottostimare i valori a causa di un 
aggiustamento insufficiente. 
Una serie di bias  cognitivi che portano i soggetti ad allontanarsi 
dallo schema di Von Neumann-Morgenstern, riguardano le previsioni 
fatte dal teorema di Bayes relativamente all’aggiornamento delle 
probabilità da parte degli agenti, al sopraggiungere di nuova 
informazione. Tali bias  riguardano sia casi in cui viene 
sistematicamente dato poco peso alle informazioni aggiuntive, sia casi 
in cui è dato poco peso probabilità a priori. In questi casi si parla 
rispettivamente di “conservatorismo” e “fallacia frequenza di base”. 
Iniziamo con il prendere in considerazione il problema del 
conservatorismo. Esso comporta una stima delle probabilità a 
posteriori che tende ad essere più vicina alle corrispondenti probabilità 
a priori piuttosto che ai valori rivisti con la formula di Bayes. 
Gli esperimenti realizzati per dimostrare questa tendenza da parte 
dei soggetti sono stati di questo tipo. “Si hanno due urne, A e B, con 
1000 gettoni all’interno. In A ci sono 300 gettoni rossi e 700 blu, in B 
700 gettoni rossi e 300 blu. Si sceglie a caso una delle due urne, senza 
sapere se sia l’urna A o B, e si estraggono 12 gettoni da essa. Di 
questi, 4 sono rossi e 8 sono blu. Quale è la probabilità che l’urna 
scelta sia l’urna A?” Prima dell’estrazione la probabilità che l’urna 
scelta sia A è pari a 0,5. In base al teorema di Bayes, dopo l’estrazione 
in base all’informazione aggiuntiva la probabilità diventa di 0,97. 
Bene, i soggetti sottoposti all’esperimento hanno fornito dei valori per 
la probabilità a posteriori, compresi tra 0,7 e 0,8, quindi molto al di 
sotto del valore previsto dal teorema di Bayes mostrando di 
sottostimare di molto il peso dell’informazione ottenuta con 
l’estrazione. 
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Una prima spiegazione del fenomeno è legata al cattivo senso 
statistico posseduto delle persone. In particolare, come visto anche con 
la “legge dei piccoli campioni”, le persone tendono a sovrastimare la 
portata diagnostica dei piccoli campioni, mentre tendono a sottostimare 
la portata diagnostica dei grandi campioni, come è accaduto 
nell’esperimento mostrato. 
C’è però una spiegazione più profonda, che coinvolge non solo la 
revisione delle probabilità, ma in genere i cambiamenti di opinione 
indotti dall’ottenimento di nuove informazioni. In questo senso molti 
esperimenti hanno mostrato che le persone hanno una tendenza a 
sovrastimare l’informazione che conferma la visione in loro possesso, 
ed a sottostimare le informazioni in contraddizione con essa. Di più, 
nel caso in cui debbano raccogliere ulteriori informazioni per 
migliorare la visione in loro possesso, mostrano una spiccata tendenza 
a cercare informazioni che confermino la posizione attuale piuttosto 
che metterla alla prova con un corretto atteggiamento falsificazionista 
(Popper (1972)). Lo psicologo Wason ha mostrato ciò con il celebre 
esperimento delle triplette di numeri. A dei soggetti veniva chiesto di 
indovinare una regola di produzione di triplette di numeri che aveva in 
mente lo sperimentatore, fornendo degli esempi di triplette ed 
ottenendo dallo sperimentatore l’informazione se esse fossero o meno 
generabili con la regola. La regola era molto generale: “tre numeri 
qualsiasi in sequenza crescente”. I soggetti partivano da ipotesi di 
regole solitamente più specifiche di quella da indovinare, ad esempio 
“tre numeri crescenti con intervallo di due”. Una volta formulata 
ipotesi del genere fornivano triplette del tipo 2 4 6 o 25 27 29, cioè 
tentando sistematicamente di trovare conferma alla ipotesi di partenza, 
piuttosto che cercare di falsificarla fornendo ad esempio la tripletta 2 4 
5 in contrasto con essa. Anche altri esperimenti hanno messo in luce 
che i soggetti manifestano una sorta di rifiuto “inerziale” a riesaminare 
le ipotesi favorite. Se i soggetti fossero completamente razionali il  loro 
giudizio di revisione non dovrebbe essere viziato da quelli che alla 
lunga risultano essere solo dei pregiudizi iniziali.  
Il  secondo tipo di errore sistematico che determina 
l’allontanamento del comportamento reale degli agenti da quanto 
previsto dal teorema di Bayes, è costituito da un bias  opposto al 
precedente detto “fallacia della frequenza di base”. Secondo tale bias  i  
soggetti non tengono in debito conto dell’informazione di tipo 
statistico costituita dalla probabilità a priori (frequenza di base), e 
danno eccessivo peso all’informazione aggiuntiva, specie se di tipo più 
concreto. Un esperimento classico in tal senso è l’esperimento dei taxi 
di Tversky e Kahneman (1980). L’esperimento inizia sottoponendo 
questo problema a dei soggetti.  “In una città i taxi sono 85% gialli e 
15% bianchi. Accade un incidente in cui è coinvolto un taxi, ed a cui 
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assiste un testimone che afferma che il taxi coinvolto nell’incidente era 
bianco. In seguito questo testimone si dimostra essere attendibile 
nell’80% dei casi.” Chiedendo ai soggetti di stimare la probabilità che 
il taxi coinvolto nell’incidente fosse realmente bianco, essi forniscono 
probabilità molto alte, in media superiori di circa 0,4 alla probabilità 
calcolata in base al teorema di Bayes. I soggetti quindi tendono a 
trascurare la frequenza di base ed a fornire stime in accordo con la 
testimonianza. 
La spiegazione del fenomeno può essere imputata a cause 
analoghe a quelle viste per il bias  del conservatorismo. Una prima 
spiegazione è che i soggetti danno eccessiva importanza ai piccoli 
campioni: la dichiarazione del testimone consiste in un campione di 
una unità. Una seconda spiegazione possibile è che i soggetti danno 
molta più importanza all’informazione vivida e concreta della 
testimonianza piuttosto che all’informazione arida ed astratta costituita 
dalla frequenza di base. 
Osserviamo che esperimenti successivi mostrano che anche gli 
esperti di statistica e calcolo delle probabilità dovendo effettuare stime 
intuitive delle probabilità, cioè senza poter effettuare calcoli con carta 
e penna, mostrano di incorrere negli stessi problemi di bias  dei 
soggetti non esperti. 
Un ultimo aspetto sotto il quale gli agenti si allontanano dal 
comportamento previsto dallo schema di Von Neumann-Morgenstern, è 
quello dell’analisi delle alternative di scelta. Ricerche psicologiche 
condotte in questo campo, hanno mostrato chiaramente che maggiore è 
la complessità del compito di scelta, maggiori sono le semplificazioni 
che gli individui adottano per giungere ad una scelta, allontanandosi 
così dallo schema razionale che prescrive una analisi parallela ed 
esaustiva di tutte le possibili alternative decisionali. 
Un primo fattore da cui dipende la complessità del compito 
decisionale, è costituito da una parte dal numero delle alternative tra 
cui scegliere, dall’altra dal numero di “attributi”, cioè delle 
“dimensioni” sotto cui realizzare la valutazione di ciascuna delle 
alternative. E’ stato dimostrato che quando tale complessità è elevata, i 
soggetti tendono a focalizzare l’attenzione su pochi attributi, ad 
esempio il costo e la velocità di produzione di più macchine alternative 
tra cui scegliere, ed a basare il confronto tra le alternative solo su tali 
attributi. Un’altra euristica spesso adottata consiste nel fissare alcuni 
requisiti minimali e generali rispetto ai quali effettuare un primo 
grossolano sfoltimento delle alternative disponibili,  per poi applicare 
l’analisi esaustiva rispetto a tutti gli attributi solo alle poche 
alternative rimaste. 
Un altro fattore fondamentale da cui dipende la complessità del 
compito decisionale, è costituito dal tempo a disposizione. E’ stato 
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mostrato sperimentalmente che minore è il tempo a disposizione per 
poter effettuare la scelta, maggiori sono le euristiche di 
semplificazione viste adottate degli individui, e quindi maggiore è la 
quantità delle informazioni disponibili che viene trascurata. 
Questa ampia panoramica sui processi cognitivi effettivamente 
utilizzati dagli individui per l’elaborazione dell’informazione, 
dimostra che le difficoltà cui essi vanno incontro non sono quindi 
relative solo alla mancanza di informazioni essenziali per affrontare le 
decisioni ed i problemi, ma riguardano anche le limitazioni cognitive 
che rendono gli agenti incapaci di trasformare tutta l’informazione a 
disposizione in conoscenze appropriate. Il primo tipo di limitazioni 
danno luogo ad una incertezza che può essere definita “incertezza 
sostanziale”, mentre il secondo tipo di problemi danno luogo ad una 
forma di incertezza che può essere definita “incertezza procedurale” 
(Dosi ed Egidi (1991)). 
Una parte fondamentale della teoria della perfetta razionalità è 
costituita dalla particolare visione della natura degli obiettivi degli 
agenti, sintetizzata solitamente attraverso funzioni di utilità o di 
profitto o di produzione, come visto nel capitolo precedente. La teoria 
della razionalità limitata diverge profondamente da questa visione, nei 
termini seguenti. 
La prima divergenza importante risiede nel riconoscimento che 
solitamente gli agenti ragionano in termini di fini di tipo concreto. Ad 
esempio invece di fissare una funzione di utilità che sintetizza il 
livello globale di soddisfazione legata ad una certa situazione, 
stabiliscono delle mete concrete da raggiungere, come un certo livello 
produttivo ed un certo livello di qualità del prodotto, un certo livello 
di penetrazione di un mercato, un certo livello di qualità dei rapporti 
industriali, un certo livello di profitto ecc.. 
La seconda differenza importante, legata alla precedente e 
centrale per la teoria della razionalità limitata, consiste nel fatto che 
gli agenti fissano gli obiettivi in termini di livelli minimali da 
raggiungere, ritenuti soddisfacenti (satisfying), piuttosto che di 
massimizzazione degli stessi. Questo comportamento in parte è legato 
alla parziale incommensurabilità dei diversi obiettivi normalmente 
assunti, ma soprattutto è legato al fatto che le capacità cognitive e di 
azione sono limitate, per cui gli agenti fissano dei livelli degli 
obiettivi compatibili con tali limitazioni (Simon (1957)) invece di 
cercare di raggiungere l’ottimo. Come sottolineato da Simon, ciò non 
significa che gli agenti si accontentino, ma semplicemente che non 
sono in grado di fare di meglio. 
L’impegno e lo sforzo compiuto dagli agenti non è quindi 
costante, ma è fortemente legato alla vicinanza della situazione 
raggiunta rispetto ai livelli prefissati. Quando gli agenti sono molto 
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distanti dall’obiettivo, l’impegno è forte, ma decresce man mano che 
essi si avvicinano al livello desiderato degli obiettivi. Quando gli 
obiettivi sono raggiunti, l’attività tende a fermarsi. 
Una terza differenza importante è che i livelli prefissati degli 
obiettivi non sono costanti, ma dipendono dal successo. In genere in 
caso di successo tendono ad essere innalzati, in caso di insuccesso 
sono ridimensionati. In questo senso i fini sono endogeni rispetto al 
modello. 
I fini non dipendono solo dall’attività dell’individuo, ma anche da 
una serie di circostanze ambientali. Ad esempio essi sono fortemente 
legati a fattori sociali. In questo i fenomeni di imitazione svolgono un 
ruolo fondamentale. D’altra parte anche i fini sono soggetti a 
meccanismi di framing  già visti per i problemi. Su questo fanno leva 
ad esempio gli spot pubblicitari che legano il possesso di un prodotto a 
fattori come il potere, l’accettazione sociale, ecc.. 
Quando detto relativamente ai fini, può essere sintetizzato 
graficamente come segue: 
 
 
Un grosso problema connesso con la visione presentata, è 
rappresentato dal perseguimento di più obiettivi distinti in un ottica 
satisfying ,  senza il ricorso a funzioni di utilità o rapporti marginali di 
scambio. Data la l’importanza che questo problema riveste per questa 
tesi, legata al fatto che in alcune simulazioni che mostreremo 
nell’ultimo capitolo gli agenti artificiali realizzati perseguono più 
obiettivi, ci riserviamo di affrontarlo approfonditamente nel paragrafo 
successivo. 
Fino a questo punto abbiamo mostrato come i processi effettivi 
con cui gli individui elaborano le informazioni quando sono posti di 
fronte compiti decisionali, divergono dalle previsioni/prescrizioni 
dello schema di Von Neumann-Morgenstern. C’è però una critica 
ancora più forte, e forse dirompente, che va a colpire la stessa 
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impostazione di base dello schema. Lo schema di Von Neumann-
Morgenstern oltre ad indicare i principi razionali visti per spiegare il 
comportamento degli agenti posti di fronte compiti decisionali, 
implicitamente elegge la teoria della decisione a teoria interpretativa 
della totalità dei comportamenti degli agenti. Questo ha comportato un 
errore metodologico abbastanza grave per la microeconomia, in quanto 
ha ristretto il l’oggetto di indagine ai soli problemi decisionali con 
informazione perfetta. In realtà, come vedremo nel paragrafo 
successivo al prossimo sugli obiettivi multipli,  i  compiti cognitivi che 
gli agenti reali debbono fronteggiare continuamente, possono essere 
anche molto differenti rispetto alle situazione decisionale ideali 
prospettate dallo schema razionale. In particolare intendiamo riferirci 
alle situazioni dove le alternative non sono note a priori e la maggiore 
difficoltà del compito consiste proprio nel cercare e costruire tali 
alternative, intese come soluzioni di problemi complessi. 
 
1.7 Obiettivi multipli e razionalità limitata 
In questo paragrafo esaminiamo un modello elaborato da H. Simon 
(Simon (1974)) che consente di rappresentare un agente con più di un 
bisogno in un contesto di razionalità limitata, cioè evitando il ricorso a 
funzioni di utilità e relazioni marginali. Il  modello è stato utile per il 
nostro lavoro in quanto in alcune simulazioni abbiamo utilizzato una 
sua implementazione (V. capitolo 4). 
Simon parte dalla considerazione che i modelli del comportamento 
razionale impiegati in economia postulano una complessità di 
meccanismi di scelta ed una capacità dell’organismo di ottenere 
informazioni e di compiere calcoli notevolmente maggiore rispetto ai 
modelli di comportamento flessibile proposti dalla psicologia. Inoltre, 
nelle situazioni in cui le previsioni delle due teorie sono state messe a 
confronto, le teorie psicologiche spiegherebbero il comportamento 
osservato molto meglio di quelle razionali. 
In particolare gli organismi si adattano abbastanza bene fino a 
raggiungere il “soddisfacimento” ma, in genere, mai l’ottimizzazione. 
Il modello di razionalità limitata proposto intende quindi mostrare 
come gli agenti possano benissimo raggiungere livelli soddisfacenti 
degli obiettivi attraverso meccanismi semplici diversi dalla 
massimizzazione e senza il ricorso a concetti come la funzione di 
utilità e le relazioni marginali. 
Il  modello consiste in un sistema stilizzato di agente/ambiente, 
dove l’agente deve perseguire uno o più obiettivi avendo a 
disposizione una risorsa scarsa. 
Iniziamo ad esaminare la situazione in cui l’agente persegue un 
solo obiettivo. 
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L’agente del modello è costituito da un animale che esplora un 
ambiente costituito da una superficie omogenea alla ricerca di cibo 
disseminato casualmente in mucchietti nell’ambiente stesso. 
Per semplificare l’analisi si ipotizza che il modello funzioni a 
tempi discreti in corrispondenza di ognuno dei quali l’agente effettua 
degli spostamenti unitari scegliendo, in media, tra d diverse direzioni 
possibili.  In pratica discretizziamo il tempo e l’ambiente, riducendo 
quest’ultimo ad un reticolo dove i diversi nodi sono i punti 
raggiungibili ed i rami sono gli spostamenti possibili.  
Supponiamo che: 
 
(1.7.1)                                p :  < p < 1 0  
 
sia la proporzione di nodi distribuiti casualmente presso i quali si 
trovano i mucchietti di cibo. Supponiamo che v sia il numero di 
spostamenti che misurano la capacità visiva dell’agente, cioè che un 
mucchietto di cibo è visibile dall’agente se è a v spostamenti o meno di 
distanza. 
Supponiamo inoltre che l’agente abbia una autonomia H di 
spostamenti prima di morire di fame a partire da quando ha mangiato 
l’ultima volta. Se supponiamo che a sia il cibo metabolizzato durante 
un periodo/spostamento, significa che aH è la quantità di cibo 
immagazzinabile dall’agente. 
Ad ogni spostamento l’agente vedrà dv nuovi nodi, come è 
possibile verificare disegnando l’albero degli spostamenti possibili 
corrispondenti ad istanti successivi. 
Poniamo che: 
 
(1.7.2)                                Q = 1 - P  
 
sia la probabilità di morte dopo un pasto legata al mancato 
ritrovamento di un nuovo mucchietto di cibo durante gli H spostamenti 
a disposizione. Essa è anche uguale alla probabilità che in H-v 
spostamenti non riesca a vedere nessun mucchietto di cibo. 
Se indichiamo con ρ la probabilità che dopo una mossa non ci sia 
cibo nei nuovi dv nodi visibili,  si ha che: 
 
(1.7.3)                                ( )  =  1 -  pρ dv  
 
quindi: 
 
(1.7.4)                    ( )( )Q =  1 -  P =   =  1 -  p  vρH v d H v− −  
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Supponiamo che l’agente per essere soddisfatto del proprio stato 
desideri che la probabilità di sopravvivenza dopo ogni pasto sia molto 
vicina alla certezza, ovvero che: 
 
(1.7.5)                 P  1 -          > 0          0> ≅ε ε ε  
 
Calcoliamo allora l’autonomia necessaria per consentirla. Dalla 
(1.7.4) si ha che: 
 
(1.7.6)                  [ ] ( ) ( )[ ]ln 1 -  P  =      ln 1 -  p   H v d v− ×  
 
(1.7.7)                       ( )[ ] ( )ln 1 -  1-  =   v   ln  ε ρH − ×  
 
(1.7.8)                               H =  v +  
ln 
ln 
   
ε
ρ  
 
Calcoliamo ora il numero medio di mosse dopo il quale trova il 
cibo dopo un pasto, che indichiamo con M. 
Indicando con Pk la probabilità che in k-1 spostamenti non veda 
cibo, e lo veda al k-esimo, si ha che : 
 
(1.7.9)                            ( ) ( ) P   1 -   k k - 1= ρ ρ  
 
Di conseguenza : 
 
(1.7.10)     [ ] ( ) ( )[ ] ( ) M =  k P  =  k 1 -    =  
1 -  
1 -  
 =  
1
1 -  kk=1
+
k - 1
k=1
+∞ ∞∑ ∑ ρ ρ ρ
ρ ρ2
 
 
Esprimiamo ora l’autonomia H corrispondente ad una certa soglia 
desiderata P =  1-ε di probabilità di sopravvivenza, in funzione di M. 
Unendo la (1.7.8) alla (1.7.10) abbiamo : 
 
(1.7.11)                        ( ) [ ][ ] 
H -  v
M
 =  1 -  
 1 -  P
 
   ρ
ρ
ln
ln
 
 
e poiché ρ è poco più piccolo di 1, si ha : 
 
(1.7.12)                                
( )
[ ] 
1 -  
 
   -1  
ρ
ρln
≅  
 
Per cui :  
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(1.7.13)                          [ ] H -  v
M
 =  -  1 -  P    ln  
 
(1.7.14)                        [ ]( ) H =  -  1 -  P  M +  vln  
 
Così, ad esempio, se desideriamo che la probabilità di morire di 
fame sia pari a 1/10000 = ε = Q = 1-P , si ha : 
 
(1.7.15)                              H = .2 M + v9  
 
Cioè l’autonomia deve essere pari a circa nove volte il numero 
medio di spostamenti necessari per avvistare il cibo, più il numero di 
spostamenti necessari per raggiungerlo una volta visto. 
Passiamo ora ad esaminare come in questa situazione sia possibile 
introdurre dei meccanismi semplici che consentano all’agente di 
perseguire più obiettivi per soddisfare più bisogni. 
Supponiamo che accanto al bisogno di mangiare vi sia il bisogno 
di bere, e che l’obiettivo che soddisfa questo bisogno sia rappresentato 
dal raggiungimento di accumuli d’acqua sparsi in modo casuale nei 
nodi dell’ambiente al pari del cibo. Evidentemente si crea un problema 
di distribuzione della risorsa scarsa rappresentata dal 
tempo/spostamenti tra i diversi obiettivi. Questo comporta che accanto 
all’esigenza di mantenere la probabilità di sopravvivenza sopra una 
certa soglia, l’agente abbia l’esigenza di destinare al perseguimento di 
un obiettivo, solo una porzione λ  della risorsa tempo a disposizione in 
modo da poter dedicare il tempo rimanente agli altri obiettivi. 
Utilizzando gli indici 1 e 2 per fare riferimento alle grandezze 
relative al 1° e 2° obiettivo, si deve quindi rispettare la condizione : 
 
(1.7.16)                                λ λ1 2+ ≤ 1 
 
L’adozione dell’impostazione satisfying comporta l’adozione 
dell’ipotesi di sazietà dei bisogni : quando un agente raggiunge una 
certa soglia di soddisfazione di un bisogno, l’intensità del bisogno 
decresce improvvisamente e l’utilità apportata da ulteriori aumenti 
della variabile obiettivo è molto scarsa. In termini grafici ciò può 
essere rappresentato come segue : 
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Ovviamente l’esatta forma della curva è diversa per diversi 
bisogni. 
L’ipotesi di sazietà dei bisogni comporta che se l’autonomia 
effettiva dell’agente è (µ1 + H1), l’agente dopo aver mangiato inizierà 
la ricerca del cibo solo dopo avere aspettato µ1 periodi di tempo. Si ha 
quindi : 
 
(1.7.17)                              λ µ1 1
 =  
M
M  +  
1
1
 
 
Date queste premesse, vediamo come l’agente può organizzare la 
sua attività di perseguimento dei due obiettivi risolvendo i conflitti di 
utilizzazione della risorsa scarsa tempo con meccanismi cognitivi 
molto semplici. 
Quando l’organismo raggiunge la soglia della fame o della sete, 
cioè quando la scorta di cibo S1 o di acqua S2 scende sotto la rispettiva 
soglia, cioè quando si verifica una delle due eventualità : 
 
(1.7.18)                           S < H           S < H1 1 2 2  
 
l’agente inizia la sua esplorazione. 
Assumiamo poi che qualora uno dei due obiettivi compaia alla 
vista, egli proceda direttamente verso di esso. 
Se entrambi gli obiettivi compaiono alla vista 
contemporaneamente, possiamo introdurre il  semplice meccanismo di 
decisione seguente. L’agente procederà verso il  cibo se : 
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e verso l’acqua in caso contrario. 
Tale meccanismo non è affatto l’unico che può essere assunto. Ad 
esempio si può assumere ancora più semplicemente che l’agente insista 
nel perseguire l’obiettivo che per primo è sceso sotto la soglia di 
soddisfazione. Con questa logica un organismo può soddisfare una 
serie di bisogni distinti senza avere bisogno di un meccanismo molto 
elaborato di scelta. In particolare non dobbiamo postulare l’esistenza 
di funzioni d’utilità o di indici marginali di sostituzione. 
Possiamo spingerci oltre ed asserire che un meccanismo primitivo 
di scelta è già sufficiente per consentire lo sfruttamento di importanti 
eventuali economie risultanti dall’interdipendenza delle attività 
connesse al soddisfacimento dei diversi obiettivi. 
Assumiamo ad esempio che il meccanismo di ricerca sia il  
seguente. L’agente esplora l’ambiente e raggiunge il primo nodo che 
soddisfa un bisogno. Successivamente prosegue la ricerca e va verso il 
primo nodo che vede che soddisfi un bisogno diverso dal primo, e così 
via. Allora la probabilità che con uno spostamento non si renda visibile 
uno qualsiasi degli obiettivi è ρn ,  per cui il numero medio degli 
spostamenti necessari per scoprire il primo punto, in base alla formula 
(1.7.10) è il seguente : 
 
(1.7.20)                                ( )m  =       n n
1
1 − ρ
 
 
Per cui il  tempo medio occorrente per individuare tutti gli n 
obiettivi è : 
 
(1.7.21)          ( )M  =  m  +  m  +  ...  =     <<  n 
1
1 -  n n n-1 ii=1
n 1
1 −



∑ ρ ρ  
 
cioè tale tempo risulta essere notevolmente inferiore a quello dato 
dalla semplice somma dei tempi medi necessari a perseguire i singoli 
obiettivi isolatamente. Tali economie sono evidentemente legate al 
fatto che la ricerca di un obiettivo comporta una esplorazione 
dell’ambiente che può rivelarsi utile anche per l’avvistamento di altri 
obiettivi. 
L’entità di tali economie può essere misurata calcolando il “tempo 
marginale” necessario per perseguire un obiettivo in più. Dalla (1.7.21) 
si ha infatti che : 
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(1.7.22) ( ) ( ) ( )
M  -  M  =  
  
 =  
1
1 -   
 =  
1
1 -   
  M  
1
nn n-1 n i
i=0
n-1
i
i=0
n-1 1
1
1
1
−
≅∑ ∑ρ ρ ρ ρ ρ  
 
dove l’ultima approssimazione è possibile se ρ è poco inferiore ad 
1, cioè se i nodi che soddisfano i bisogni sono rari. Come si vede tale 
tempo marginale decresce notevolmente con l’aumentare del numero 
degli obiettivi. 
L’autore conclude affermando che l’analisi esposta contribuisce a 
gettare forti dubbi sull’utilità delle attuali teorie economiche e 
statistiche basate sul comportamento razionale quale fondamento per 
l’esplorazione del comportamento umano. Essa indica invece un 
approccio alternativo che appare più strettamente collegato alle teorie 
psicologiche della percezione e della cognizione e che concorda 
maggiormente con la fenomenologia del comportamento osservata sia 
in laboratorio che nella normale realtà. 
Ora esaminiamo una diversa prospettiva sotto cui guardare lo 
stesso problema del perseguimento contestuale di più obiettivi, la 
prospettiva cibernetica di Wiener (Wiener (1950)). 
Il  sistema di controllo degli obiettivi può essere infatti anche 
visto come un sistema multiplo di regolazione di tipo cibernetico. 
Vediamo dapprima lo schema relativo ad un tale dispositivo 
idoneo a perseguire un unico obiettivo : 
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Vediamo la struttura ed il funzionamento del dispositivo. 
Il dispositivo è dotato di una finalità : conservare una grandezza 
interna o dell’ambiente, la grandezza regolata, ad un livello standard, 
il  valore guida inscritto nel sistema che rappresenta lo stato desiderato 
per la grandezza regolata. La grandezza regolata tende ad allontanarsi 
dal valore desiderato a causa di fattori di disturbo, interni od esterni al 
sistema. 
Per realizzare questo scopo il dispositivo è dotato di un apparato 
sensore in grado di rilevare il valore effettivo della grandezza regolata, 
cioè di avere un feedback dall’ambiente, interno od esterno, e di un 
apparato effettore in grado di apportare aggiustamenti alla grandezza 
regolata attraverso una opportuna azione di controllo. 
L’entità e la tipologia dell’azione di controllo sono stabiliti in 
modo opportuno dal dispositivo attraverso il confronto tra il valore 
effettivo ed il valore guida, ed in base alle informazioni che il sistema 
possiede sulle relazioni tra la sua azione, gli stati dell’ambiente, il  
valore effettivo ed il valore guida. 
Il funzionamento del dispositivo comporta quindi una interazione 
continua di tipo circolare tra ambiente e dispositivo stesso, consistente 
in ripetuti aggiustamenti, rilevazioni del feedback, confronti,  computi, 
aggiustamenti ecc.. 
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Nel caso di obiettivi multipli le differenze maggiori saranno le 
seguenti. Il  sistema sensore dovrà rilevare i valori di più variabili,  
saranno necessari più valori guida, il computo comporterà anche un 
qualche tipo di confronto relativo tra le differenze dei valori effettivi/ 
valori guida dei diversi obiettivi tipo quelli visti nel modello di Simon, 
la decisione dell’azione di controllo sarà più articolata. 
La logica complessiva del sistema sarà comunque la stessa. Il  
sistema interagirà con l’ambiente attraverso un complesso di sensori e 
di effettori in modo da portare lo stato di alcune variabili ambientali 
verso quello desiderato. 
Per un esempio di una possibile implementazione di un sistema ad 
obiettivi multipli,  rimandiamo al capitolo quarto dove illustreremo la 
struttura e la logica di funzionamento del dispositivo adottato nelle 
nostre simulazioni. 
Nel paragrafo successivo intendiamo invece riprendere il  
problema accennato in precedenza, relativo alla mancanza da parte 
della teoria neoclassica di schemi logici per la rappresentazione della 
capacità di ricerca, di soluzione dei problemi e di apprendimento degli 
agenti reali.  In particolare cercheremo di mostrare come la teoria della 
razionalità limitata, aprendo un importante canale di comunicazione tra 
economia e psicologia, proponga una serie di schemi e di risultati 
sperimentali dai quali attingere per rappresentare gli aspetti detti.  
 
1.8 Decisione, soluzione dei problemi ed apprendimento 
negli agenti reali 
Nel 1956, in un articolo che costituì un importante contributo per 
iniziare la costruzione dei microfondamenti del comportamento 
economico nell’ottica della teoria della razionalità limitata, Cyert, 
Simon e Trow comunicarono i risultati di un’analisi empirica realizzata 
attraverso un osservatore che seguì per mesi le decisioni manageriali 
all’interno di una impresa. Da questa ricerca emergeva che il  
comportamento economico si situa di solito tra due estremi. Da un lato 
il comportamento di scelta coerente tra alternative note, dall’altro il 
comportamento di ricerca delle conoscenze necessarie per operare la 
scelta. La scoperta fondamentale fu che il comportamento di decisione 
tra alternative ben note e strutturate è possibile solo in poche 
circostanze. Più spesso gli agenti si trovano di fronte non ad un 
semplice problema decisionale ma ad un problema tout court, dove le 
alternative di scelta non sono note a priori, bensì costituiscono le 
possibili soluzione, ignote e da costruire, al problema stesso. In queste 
situazioni la difficoltà maggiore che gli agenti debbono affrontare non 
consiste nel confronto tra le diverse alternative quanto nella 
costruzione di soluzioni al problema. La differenza tra le due 
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situazioni estreme è quindi notevole. In estrema sintesi si può dire che 
se dobbiamo prendere una decisione dobbiamo scegliere tra più 
soluzioni già disponibili e note, mentre se dobbiamo risolvere un 
problema dobbiamo trovare o produrre una soluzione nuova ed ignota. 
Nel primo caso sono coinvolte le nostre abilità di coerenza, di logica 
di confronto. Nel secondo caso sono coinvolte le nostre abilità 
creative, di analogia, di analisi e sintesi. 
A questo va aggiunto che spesso “[...]  il centro del processo 
decisionale è nell’attività di ricerca ed apprendimento, che deve 
permettere agli attori di procurarsi le informazioni e le conoscenze 
necessarie alla realizzazione dei loro obiettivi. La scelta diviene 
soltanto l’atto finale del processo decisionale ed assume un ruolo 
secondario, mentre il ruolo centrale è costituito dalla capacità dei 
soggetti di formulare e risolvere i problemi” (Egidi (1992)). 
Questo aspetto dell’azione degli agenti è stato spesso trascurato 
dalla ricerca microeconomica tradizionale (Dosi Egidi (1991)). E’ 
questo uno dei motivi che spiegano alcune “tendenze” nella ricerca 
dell’economia neoclassica. Vediamone alcune. 
La tendenza ad assumere la perfetta informazione da parte degli 
agenti. Spesso uno dei compiti cognitivamente ed economicamente più 
onerosi che gli agenti debbono affrontare, è proprio quello della 
ricerca di informazioni: informazioni sulle alternative decisionali 
disponibili,  informazioni sugli strumenti acquisibili,  informazioni 
sugli agenti con cui intrattenere rapporti economici, informazioni sulla 
tecnologia disponibile, informazioni sui prezzi, ecc.. 
La tendenza ad introdurre la tecnologia nei modelli come fattore 
esogeno. Il processo tecnologico impegna gli agenti in attività 
tipicamente di ricerca, di soluzione di problemi ecc.. Il  processo 
tecnologico stesso costituisce una fonte di incertezza fondamentale per 
i sistemi economici, per il fatto stesso che introduce entità 
assolutamente nuove e non prevedibili a priori. La ricerca economica 
neoclassica non avendo uno schema di riferimento per le attività di 
soluzione di problemi da parte degli agenti, analogo a quello per la 
teoria delle decisioni, ha difficoltà a dare una rappresentazione di 
questo tipo di problemi, per cui tende a produrre modelli “a tecnologia 
data”. 
La tendenza a studiare l’esistenza e la natura degli comportamenti 
di equilibrio di agenti e sistemi, a scapito delle analisi sui processi 
evolutivi che portano a tali equilibri.  I processi che portano alla 
costruzione dei comportamenti da parte degli agenti,  semplici od 
organizzazioni, e quindi i processi di aggiustamento dei sistemi di 
aggregati di tali agenti, sono fondati su tipici problemi di ricerca di 
soluzioni, di adattamento, di diffusione delle conoscenze, ecc.. Questi 
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problemi mal si prestano ad essere affrontati con gli strumenti della 
razionalità visti nei precedenti paragrafi. 
La psicologia, nella sua aspirazione a presentare una visione 
ampia ed esaustiva dei meccanismi cognitivi umani, ha da tempo 
sviluppato due capitoli di ricerca accanto a quello della teoria della 
decisione, da cui l’economia può attingere per colmare le lacune in 
termini di strumenti di rappresentazione degli aspetti di ricerca degli 
agenti.  Si tratta dei capitoli di ricerca dell’apprendimento e della 
soluzione dei problemi. 
Accenniamo allo stato attuale della psicologia per poi esaminare 
brevemente quali sono stati i  risultati più importanti ottenuti dalla 
psicologia nello studio dei processi di apprendimento e soluzione di 
problemi. 
Semplificando per chiarezza e brevità, possiamo dire che 
attualmente in psicologia esistono due grandi indirizzi di ricerca che 
corrispondono quasi a due discipline diverse, la psicologia clinica e la 
psicologia sperimentale. La psicologia clinica, iniziata da studiosi 
come Freud e Jung, studia gli stati psicologici patologici con metodi di 
indagine quasi sempre solo speculativi come l’autoosservazione. La 
psicologia sperimentale ha come oggetto di studio il pensiero normale, 
che viene indagato con metodo sperimentale (vengono condotti degli 
esperimenti con soggetti reali per verificare le teorie proposte). In 
psicologia sperimentale, come spesso accade in altre discipline, 
esistono diversi paradigmi di ricerca, nel senso indicato da kuhn. Uno 
di questi è costituito dalla psicologia cognitiva, nato intorno agli anni 
Sessanta, dalla critica dell’allora dominante paradigma della psicologia 
sperimentale costituito dalla psicologia comportamentista. La 
psicologia comportamentista postula l’imperativo metodologico di 
limitare l’indagine ai soli fenomeni psicologici direttamente ed 
oggettivamente osservabili,  ovvero agli stimoli percepiti dai soggetti 
ed alle risposte date ad essi. La psicologia cognitiva asserisce con 
forza la necessità di costruire modelli della struttura e del 
funzionamento interno della mente umana, benché questi non siano 
direttamente osservabili.  Lo schema di base assunto con questo fine, è 
costituito dal modello dell’elaborazione umana dell’informazione, 
detto HIP che sta per Human Information Processing,  che si ispira 
direttamente alla struttura di funzionamento dei calcolatori elettronici. 
Secondo l’HIP la mente va considerata come un flusso di informazioni 
che a partire dagli organi di senso giungono, attraverso varie tappe di 
elaborazione successive, ai meccanismi decisionali centrali.  Da questi 
poi, attraverso altre tappe di elaborazione, giungono agli organi di 
interazione con l’ambiente per l’emissione della risposta 
dell’organismo. 
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Esaminiamo ora a quali sono stati i  risultati più importanti 
ottenuti dalla psicologia nello studio dei processi di apprendimento e 
di soluzione di problemi, facendo ampio riferimento a Pessa (1994) 
Shonpflug (1991). 
Quando un agente è chiamato ad utilizzare la conoscenza 
precedentemente acquisita per costruire un cammino verso dei fini 
particolari, si è in presenza di un processo di soluzione di problemi. Di 
solito si suddividono le teorie formulate in merito, in due categorie: 
quella delle teorie della psicologia comportamentista basate sullo 
schema stimolo risposta (S-R), e quelle della psicologia cognitiva. 
La formulazione più completa ed organica delle teorie S-R è 
dovuta ad Hull, realizzata intorno al 1940. Secondo tale formulazione, 
basata soprattutto su esperimenti condotti su animali, la soluzione dei 
problemi avviene attraverso l’apprendimento delle corrette 
associazioni tra stimoli e risposta. Ad esempio un topo in gabbia riesce 
a collegare allo stimolo rappresentato dalla visione di una leva, la 
risposta consistente nella pressione di tale leva, al fine di uscire dalla 
gabbia (soluzione del problema). Il  processo di apprendimento della 
soluzione è basato su una sequenza di prove ed errori. Le prove, 
inizialmente casuali, portano ad errori che diminuiscono man mano che 
il soggetto apprende la giusta associazione tra stimolo e risposta. 
Secondo Hull con il tempo le associazioni stimolo risposta 
formano gruppi organizzati in gerarchie, gruppi chiamati in gioco a 
seconda delle situazioni da affrontare. Questo consente comportamenti 
dinamici e reattivi, in quanto le diverse associazioni S-R vengono 
attivate a seconda della tipologia di stimoli presenti nell’ambiente. 
D’altra parte anche i comportamenti complessi, come le lunghe 
catene di azioni che si possono osservare normalmente negli agenti 
all’interno delle organizzazioni, possono essere interpretati con questo 
schema. In particolare esse possono essere pensate come deterninate da 
una sequenza, una catena di associazioni S-R dove uno stimolo iniziale 
(es. un ordine di un superiore) innesca una prima reazione S-R, che 
produce una nuova condizione che funge da stimolo per la successiva 
associazione S-R e così via (V. Simon (1957) per la interpretazione in 
questi termini del comportamento degli agenti all’interno di una 
organizzazione). 
Le teorie della psicologia cognitiva, invece, focalizzano 
l’attenzione sulle strutture cognitive interne al soggetto. La teoria 
cognitiva per eccellenza è costituita dalla teoria sulla soluzione dei 
problemi di Kohler, formulata ad inizio secolo sulla base 
dell’osservazione del comportamento di scimmie antropomorfe. Il  
concetto fondamentale introdotto da Kohler è quello di insight ,  che 
indica un processo di rapido conseguimento della soluzione, 
consistente nella percezione improvvisa delle corrette relazioni tra gli 
 94
elementi del problema. Secondo Kohler un problema è una “forma”, ne 
più ne meno delle forme che osserviamo con la percezione visiva. Esso 
consiste di un certo numero di elementi connessi tra loro da certe 
relazioni. Il  problema consiste nel fatto che questa struttura 
inizialmente non costituisce una “forma buona”, ma una “forma 
disturbante”, in cui certe relazioni sono incongruenti ed indesiderate. 
La soluzione si ottiene solo quando si riesce a percepire una “forma 
buona”, intuendo una nuova possibile riorganizzazione delle relazioni 
tra gli elementi del problema. Questa rapida ristrutturazione, che 
spesso consiste in un vero e proprio processo percettivo, una nuova 
“visione” interna, è l’insight. 
Kohler opponeva queste repentine ristrutturazioni di qualcosa che 
era di più e diverso dalla somma degli elementi che costituivano il 
problema, alla formazione graduale delle corrette associazioni di S-R 
della psicologia comportamentista. Lo psicologo Wertheimer poi, ebbe 
il merito di applicare la teoria dell’insight a tutti i  processi di pensiero 
umani, compresi quelli diretti alla formulazione di teorie scientifiche. 
Egli inoltre introdusse la distinzione tra pensiero produttivo, 
caratterizzato dalla presenza dell’insight e di elementi di creatività, dal 
pensiero riproduttivo, il pensiero di routine che si limita a perpetuare e 
riprodurre moduli di comportamento già elaborati in precedenza. 
Questa distinzione richiama da vicino le due classi di comportamenti 
osservabili nelle aziende, di cui parleremo nel paragrafo successivo, 
volti rispettivamente all’utilizzo di routines precostituite o alla ricerca 
e formazione di nuove routines. 
Un importante contributo che si aggiunge alle teorie viste, è 
quello dello psicologo Duncker, accortosi che lo schema dell’insight 
mal si adattava a rappresentare i processi di soluzione di problemi 
complessi. Egli studiò sperimentalmente i processi adottati da parte dei 
soggetti per la soluzione di problemi come “il problema della 
radiazione”. “Si dispone di un procedimento per guarire una persona da 
un’ulcera gastrica (non operabile) mediante raggi che, in sufficiente 
intensità, distruggono i tessuti organici. Il  problema è quello di evitare 
di distruggere anche le parti sane del corpo che circondano l’ulcera”. 
Duncker si accorse che i soggetti, di fronte a tale problema, iniziavano 
a formulare delle ipotesi generali di soluzione, ad esempio: “evitare 
che i raggi tocchino il tessuto sano”, “immunizzare il tessuto sano 
contro i raggi”, “ridurre la radiazione sul tessuto sano”. Poi 
sviluppavano soluzioni via via più concrete a partire da queste 
soluzioni generali, ad esempio “iniettare un liquido nei tessuti sani”, 
“scoprire un liquido assorbito solo dai tessuti sani, ed iniettarlo”, 
oppure “cambiare continuamente l’origine dei raggi, mantenendo un 
costante passaggio attraverso il tessuto malato”, “adottare una lente di 
convergenza”, ecc.. 
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Dunker generalizzando queste osservazioni, affermò che i 
soggetti,  messi di fronte a problemi complessi, producono degli “alberi 
genealogici di soluzione” che si sviluppano in vari rami che si 
articolano secondo i principi generali di soluzione. Man mano che si 
scende dall’alto al basso nei vari livelli,  i  rami acquistano in 
concretezza. IL processo di soluzione dei problemi avviene quindi a 
partire dall’alto, e si sviluppa secondo i seguenti stadi: 
1. Situazione originaria data dal problema 
2. Scoperta di un principio risolutore 
3. Successiva concretizzazione del principio fino al raggiungimento 
di soluzioni effettivamente praticabili.  
La rappresentazione ad albero dei processi di soluzione richiama 
lo schema che Newell e Simon hanno elaborato per rappresentare i 
processi generali di soluzione dei problemi (Newell Simon (1972)). La 
situazione del problema viene descritta ricorrendo ai cosiddetti “stati 
problemici”, che descrivono, in ogni momento del processo di 
soluzione, gli elementi noti del problema e le loro relazioni. La 
formulazione iniziale del problema corrisponde ad uno stato 
problemico iniziale, mentre la sua soluzione corrisponde allo stato 
problemico desiderato, ovvero allo stato-meta (goal). Il  processo stesso 
di soluzione può così essere visto alla stregua di un cammino che porta 
dallo stato problemico iniziale allo stato-meta, lungo un percorso che 
si snoda nello spazio problemico, ovvero nell’insieme di tutti gli stati 
problemici possibili.  
Come gli autori hanno messo in luce, le informazioni per giungere 
alla soluzione dei problemi sono codificate sia sottoforma di dati, sia 
sottoforma di regole euristiche, ossia, come visto, regole non derivanti 
da rigide conseguenze logiche di ipotesi generali, ma fondate 
sull’esperienza acquisita nel risolvere particolari classi di problemi. 
Esse consentono di stabilire le modalità con cui è più conveniente 
elaborare l’informazione posseduta. 
Inizialmente Newell e Simon puntavano alla scoperta di regole 
euristiche generali, valide per la soluzione di qualunque tipo di 
problema, indipendentemente dal suo contesto. Le ricerche successive 
hanno mostrato invece come si renda necessario l’uso di regole, a volte 
complicate, specifiche del dominio in cui il  programma stesso deve 
operare. 
Una regola euristica alquanto generale che è stata scoperta, 
consiste nella scomposizione del problema da affrontare in 
sottoproblemi, quando il problema principale è molto complesso. 
Questa scomposizione consente di ridurre il problema complesso a 
problemi più semplici da affrontare. La successiva riaggregazione delle 
soluzioni dei sottoproblemi consente poi di ottenere la soluzione del 
problema principale. Come vedremo questa euristica è molto 
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importante per interpretare l’azione nelle organizzazioni economiche 
visto che ad essa si possono ricondurre i processi di divisione del 
lavoro e di coordinamento mediante la gerarchia. 
Tutte queste analisi evidenziano l’esistenza di un universo di 
comportamenti che male si adattano ad essere rappresentati mediante il  
semplice schema della teoria della decisione. Questi comportamenti 
invece, possono essere rappresentati ed interpretati attraverso alcuni 
concetti e modelli della psicologia, da cui l’economia può mutuarli per 
la costruzione dei suoi modelli.  In questo senso, le teorie della 
soluzione dei problemi offerte dalla psicologia cognitiva offrono una 
serie di modelli che a nostro avviso possono essere utilizzati con 
successo per la costruzione di modelli delle situazioni economiche 
dove gli agenti debbono affrontare problemi nuovi ed ambienti molto 
complessi, e dove è più importante la descrizione dei processi di 
aggiustamento e di apprendimento più che la descrizione dei punti di 
arrivo. Le teorie della soluzione dei problemi offerte dalla psicologia 
comportamentista basate sullo schema S-R, possono essere utilizzate 
per rappresentare i comportamenti semiautomatici che gli agenti 
pongono in essere una volta che il processo di apprendimento è in fase 
avanzata, ad esempio realizzando compiti già svolti in precedenza 
all’interno di organizzazioni economiche strutturate. Questi 
comportamenti possono infatti essere interpretati come una reazione 
precostituita quasi automatica, che viene innescata da determinati 
stimoli provenienti dall’ambiente. 
Sono proprio questi gli aspetti che approfondiremo nel paragrafo 
successivo. 
 
1.9 Economia evolutiva: l’azione basata su routines 
apprese adattivamente 
Nel paragrafo precedente abbiamo esaminato i meccanismi 
psicologici sottostanti al comportamento osservato in genere negli 
agenti reali. L’obiettivo di questo paragrafo è presentare le teorie 
dell’economia evoluzionista, teorie che consentono soprattutto di 
modellizzare i comportamenti che gli agenti pongono in essere 
all’interno delle organizzazioni. 
Come visto gli studi empirici del comportamento umano pongono 
in rilievo il fatto che in condizioni ben strutturate, in cui i soggetti si 
trovano ad operare sequenze di scelte di fronte ad alternative ben note, 
il comportamento può divenire quasi automatico, una procedura 
ripetitiva che costituisce una risposta innescata da particolari stimoli. 
Gran parte dell’attività umana all’interno delle organizzazioni 
economiche è ben descritta da questo comportamento “routinario”. Di 
più, tutta l’attività che gli agenti svolgono all’interno delle 
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organizzazioni, come evidenziato dal filone di ricerca dell’”economia 
evoluzionista” di cui parleremo tra poco, può essere interpretata 
proprio in base al concetto di “routine”. Infatti la normale attività di 
esecuzione di compiti noti e già svolti in passato può essere vista come 
l’utilizzazione di routine costruite in precedenza, mentre i processi di 
problem solving ed apprendimento esaminati nel paragrafo precedente 
possono essere interpretati come volti alla ricerca ed alla costruzione 
di nuove routine. 
Vediamo più in particolare cosa sono le routine, il concetto 
centrale dell’economia evoluzionista. 
Come prima approssimazione possiamo dire che le routine 
consistono in comportamenti ripetitivi utilizzati per svolgere compiti 
all’interno delle organizzazioni (e non solo), che sono presenti nella 
memoria degli agenti e sono stati già utilizzati con successo in passato 
per lo svolgimento di compiti analoghi. All’interno 
dell’organizzazione ogni routine serve allo svolgimento di determinati 
compiti e costituisce dunque una procedura che risolve un insieme di 
problemi interni all’organizzazione stessa. 
Una procedura può essere descritta come un insieme di istruzioni 
che determinano le azioni da compiere, subordinatamente ai differenti 
eventi che si possono verificare. Viene dunque naturale modellare una 
procedura come un programma informatico, cioè come una lista di 
istruzioni espresse in un linguaggio artificiale. Ciò, tra l’altro, 
consente di presentare formalmente le procedure attraverso simulazioni 
al computer. 
Le procedure in genere non codificano una conoscenza precisa e 
dettagliata, ma una conoscenza plastica e parzialmente incompleta. Gli 
individui sono in grado di completare tale conoscenza ricreandone gli 
aspetti mancanti. Routine è dunque sinonimo di procedura non 
completamente specificata. Questa caratteristica è confermata dalle 
indagini empiriche sui comportamenti degli individui all’interno delle 
organizzazioni, da cui risulta evidente il  carattere aperto ed incompleto 
delle routine. Ciò rende flessibile il modo di realizzarle e facilita il 
loro cambiamento: la flessibilità è resa possibile proprio dal fatto che 
gli agenti sono in grado di completare le procedure mediante la loro 
capacità di apprendere e di risolvere problemi. 
E’ importante sottolineare che le conoscenze codificate nelle 
routine possono essere implicite, cioè incorporate in movimenti ed 
azioni non esprimibili in forma linguistica, e come tali non 
trasmissibili mediante messaggi linguistico-simbolici. 
Questa caratteristica della codifica in parte tacita della 
conoscenza delle routine, è rilevante perché solleva il problema di 
come si formi tale conoscenza e di come le organizzazioni ne 
realizzino la trasmissione. Ciò che accade è che gli individui possono 
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acquisire e memorizzare le routine attraverso la pratica diretta e 
l’interazione con gli altri individui, cioè attraverso l’azione esercitata 
in prima persona e l’imitazione. Una volta acquisite, le routine 
potranno essere eseguite in modo semiautomatico senza che intervenga 
ogni volta un calcolo razionale e consapevole. In questo senso 
l’attivazione delle routine potrà essere innescata direttamente dagli 
stimoli provenienti dall’ambiente, costituiti ad esempio da un ordine 
ricevuto dai superiori, dal raggiungimento di una certa scadenza, dalla 
percezione di una certa situazione dell’ambiente circostante, ecc.. 
Una conseguenza molto importante di questo è che le routine 
consentono una drastica riduzione del calcolo razionale necessario per 
lo svolgimento dei compiti.  Cioè la possibilità di imitazione da una 
parte, e la possibilità di acquisizione senza comprensione profonda 
dall’altra, consentono l’acquisizione di conoscenze razionali negli 
esiti,  che non richiedono calcolo per la loro produzione. 
L’organizzazione può allora essere vista come un complesso di routine 
abbastanza coerenti tra loro e codificate nella memoria degli individui 
che ne fanno parte, che consentono di affrontare vari compiti 
funzionali. 
Questa visione della natura delle routine solleva un secondo 
problema, cioè come emergono e vengono prodotte nuove routine 
all’interno delle organizzazioni. 
La formulazione di nuove routine è innescata da situazioni nuove 
ed inusuali, per la soluzione delle quali è necessario modificare 
fortemente le routine già esistenti, o addirittura formularne di nuove. 
Questo avviene attraverso i processi di apprendimento e soluzione di 
problemi, visti nel paragrafo precedente. A quanto detto qui 
aggiungiamo solo qualche informazione sulla soluzione di problemi 
collettiva che può realizzarsi all’interno delle organizzazioni. 
Come visto gli individui quando debbono affrontare problemi 
complessi, tendono a scomporre tali problemi in sotto-problemi. La 
scomposizione può avvenire a più livelli successivi, fino che si 
ottengono problemi che gli individui sono in grado di risolvere con gli 
strumenti, cognitivi, materiali e di risorse, a disposizione. Questa 
euristica è piuttosto generale e viene applicata anche all’interno delle 
organizzazioni, dando luogo al ben noto processo di divisione del 
lavoro per cui un problema o un compito esteso viene scomposto in 
parti assegnate alle diverse unità dell’organizzazione. Le gerarchie 
dell’organizzazione ed altre forme di coordinamento, poi, consentono 
la ricomposizione delle diverse attività al fine di realizzare una azione 
complessiva coerente. Le organizzazioni non operano tuttavia 
imponendo alle loro unità operative una mera esecuzione di procedure, 
di piani perfettamente dettagliati dai livelli alti  della gerarchia. Usano 
invece le conoscenze presenti nelle diverse unità per modificare, 
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integrare o specificare i piani e le procedure, o crearne di nuovi. Ai 
livelli alti della gerarchia infatti i  piani vengono formulati in termini 
molto generali ed aperti.  Ai livelli inferiori non vi è mera esecuzione 
“meccanica” di piani definiti nei dettagli, ma una esecuzione che 
richiede abilità di interpretare e adattare idee generali e di risolvere i 
problemi che sorgono allorché si vogliono rendere operative. Ciò è 
possibile proprio attraverso la natura delle routine che riflettono la 
capacità umana di completare le conoscenze mancanti mediante un 
processo di ricerca ed apprendimento. 
L’organizzazione per definire e realizzare i suoi obiettivi in un 
ambiente mutevole, deve essere in grado di definire e realizzare i suoi 
obiettivi i suoi compiti interni attraverso nuove definizioni della 
divisione del lavoro. L’apprendimento come adattamento 
dell’organizzazione al mutare delle condizioni ambientali, si traduce 
quindi in mutamenti organizzativi interni, intesi come modifica delle 
strutture organizzate di routine afferenti alle diverse parti 
dell’organizzazione. Questo processo è un processo di apprendimento 
organizzativo. 
Il filone dell’economia evolutiva ha posto al centro 
dell’attenzione proprio questo concetto. Per illustrare come essa 
affronti i problemi appena descritti,  facciamo riferimento a quanto 
detto da Nelson e Winter (1982). 
L’uso del termine “economia evolutiva” per descrivere 
l’approccio proposto dai due ricercatori come alternativa a quello 
dell’”economia ortodossa”, è giustificato soprattutto dall’ampio uso di 
termini e concetti mutuati dalle scienze biologiche. Vediamo quali 
sono le idee fondamentali che sono alla base di questa impostazione. 
1. L’idea fondamentale presa in prestito è l’idea di “selezione 
naturale”, trasposta nel mondo dell’economia. Nei sistemi 
economici l’ambiente costituito dal mercato fornisce una 
definizione di grado di adattamento delle imprese economiche, in 
termini di loro capacità di sopravvivenza e sviluppo. Come 
vedremo è possibile tradurre questi concetti in termini di modelli 
concreti, attraverso alcuni strumenti proposti dall’intelligenza 
artificiale come gli algoritmi genetici e le reti neurali.  
2. Alla base di questa visione di evoluzione attraverso una selezione 
naturale economica, c’è un concetto di “genetica organizzativa” 
che costituisce lo strumento attraverso il quale i caratteri delle 
organizzazioni, come le capacità di realizzare in concreto le 
produzioni ottenendo profitti,  sono trasmessi nel tempo. In questo 
senso i “geni” responsabili della codifica, della trasmissione e 
dell’incremento della conoscenza all’interno delle organizzazioni 
economiche, sono costituiti dalle routine descritte prima. 
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3. L’idea di evoluzione incorpora concetti come i processi di lungo 
termine ed il  cambiamento progressivo. Questo significa che le 
condizioni osservabili nella realtà presente sono interpretabili non 
come soluzioni ad un problema statico, ma come il risultato di 
processi dinamici osservabili nel lungo termine e partiti  da 
condizioni passate. 
 Questa visione dinamica della realtà si contrappone fortemente 
all’economica contemporanea, fortemente atemporale. Questa è 
ancora legata alla visione fortemente deterministica ed immutabile 
della realtà, tipica della fisica Newtoniana. 
 Va osservato che una visione evolutiva dell’economia è 
perfettamente compatibile con l’esistenza di fasi di rottura della 
continuità e di cambiamento repentino. Infatti le moderne teorie 
evolutive biologiche hanno mostrato come spesso l’evoluzione 
vada incontro a salti e discontinuità come le grandi estinzioni, la 
sostituzione di interi generi animali (ad es. dei mammiferi ai 
rettili), l’esplosione improvvisa di forme diverse di specie in lassi 
di tempo relativamente brevi, ecc.. Le cause delle discontinuità 
possono essere sia endogene, come la “scoperta” e diffusione di 
caratteri ereditari di particolare successo, che esogene, come i 
cambiamenti del clima od il verificarsi di eventi catastrofici come 
le eruzioni vulcaniche o la caduta di grandi meteoriti (Gould 
(1994)). 
4. Un elemento di distacco della visione dell’economica evolutiva 
dall’evoluzione biologica, è costituito dal principio assunto da 
questa per cui i processi evolutivi sono completamente “ciechi” e 
non possono essere assolutamente spiegati in termini di esplicita 
ricerca del raggiungimento di fini. In questo senso i processi di 
apprendimento adattivo umano, non sono realizzati solo sulla base 
di meccanismi automatici e sul caso, come vale per l’evoluzione 
naturale, cioè non sono realizzati solo attraverso la selezione e la 
diffusione di soluzioni di successo prodotte da processi per prove 
ed errori. Essi sono determinati anche da processi di ricerca che 
puntano consapevolmente a raggiungere particolari obiettivi. In 
questo senso la teoria evolutiva a cui si fa riferimento non è solo 
Darwiniana ma anche Lamarckiana: la giraffa che cerca di 
raggiungere le fronde alte di un albero vedrà allungarsi man mano 
il suo collo, ed il carattere costituito dal collo più lungo sarà 
trasmesso ai sui discendenti. 
 
Nel quarto capitolo, affrontando la progettazione dell’architettura 
degli agenti artificiali utilizzati nelle simulazioni, riprenderemo 
quest’ultimo tema mostrando la necessità di introdurre meccanismi di 
apprendimento teleonomico accanto ai meccanismi di apprendimento 
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puramente adattivo. Vedremo anche tutte le difficoltà, in termini di 
rappresentazione modellistica, che comporta questo passaggio 
dall’apprendimento tipicamente animale per prove ed errori, a quello 
più umano legato al calcolo razionale e consapevole diretto a fini. 
Incidentalmente sottolineiamo quest’ultima osservazione non deve 
indurre a ritenere che siamo tornati, dopo un’ampia dissertazione, al 
problema della rappresentazione degli agenti razionali.  Infatti come 
abbiamo sottolineato nei paragrafi precedenti e come mostreremo in 
seguito, la rappresentazione dell’apprendimento tacito ed adattivo da 
una parte, e dei processi dinamici di apprendimento razionale e 
consapevole dall’altra, sono quasi completamente assenti nella teoria 
standard, interessata solo allo studio dei “punti di arrivo” razionali e 
statici dell’azione degli agenti.  
I processi di apprendimento evolutivo, come visto, coinvolgono 
non solo i singoli individui, ma le intere organizzazioni economiche, 
che possono essere viste come sistemi cognitivi superiori funzionanti 
sulla base dei repertori di routine memorizzate nella mente dei singoli 
individui. Infatti le routine possedute dai diversi individui appartenenti 
ad una certa organizzazione, sono profondamente ed inestricabilmente 
legate tra loro sulla base dei rapporti di coordinamento, di gerarchia, 
di conoscenza reciproca, tipici ed unici di ogni organizzazione. 
L’importanza di questi fenomeni, ha determinato l’esigenza di studiare 
la loro natura, portata ed origine, esigenza che ha cercato di soddisfare 
il filone dell’economia neoistituzionalista che esamineremo nel 
paragrafo successivo. 
 
1.10 Economia neoistituzionalista e teoria dell’impresa 
Uno dei meriti della teoria dei giochi, che studia le situazioni in 
cui gli agenti tengono conto del fatto che gli esiti delle proprie scelte 
dipendono dalle scelte compiute dagli altri agenti, è quello di avere 
mostrato l’immensa complessità dei calcoli necessari per computare 
razionalmente tutte le possibilità di azione a disposizione. La presa di 
coscienza della limitazione delle effettive capacità di calcolo degli 
agenti ad opera delle teoria della razionalità limitata e degli studi 
empirici condotti sugli individui, ha sollevato quindi il problema dei 
meccanismi effettivi attraverso i quali gli agenti fronteggiano le 
situazioni complesse di fronte alle quali si trovano nella realtà. 
Nei paragrafi precedenti abbiamo iniziato a vedere alcuni di 
questi meccanismi utilizzati a livello individuale ed accomunabili sotto 
il nome di euristiche. Abbiamo anche visto come il comportamento 
degli agenti all’interno delle organizzazioni fosse interpretabile sulla 
base del concetto di routine. Esponendo tale concetto siamo passati da 
un livello individuale di interpretazione dei comportamenti, ad un 
livello individuale-organizzativo. In questo paragrafo intendiamo 
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spostare ulteriormente l’attenzione verso “livelli aggregati”: 
organizzazioni economiche (già in parte affrontate) e mercato. Le 
teorie che esamineremo sono rilevanti per questa tesi per due motivi. Il  
primo è che esse cercano di individuare dei meccanismi interni alle 
istituzioni, che consentono un buon coordinamento tra i singoli 
individui nonostante la limitatezza della razionalità di questi.  Il  
secondo motivo è che esse tentano di descrivere degli aspetti degli 
agenti economici costituiti da organizzazioni economiche complesse 
come le grandi imprese, che la rappresentazione “puntiforme” di agente 
da parte dell’economia neoclassica non può catturare. 
Le analisi e le ricerche condotte in queste direzioni sono 
riconducibili al filone di ricerca economica dell’economia 
neoistituzionalista. Esso si è sviluppato intorno agli anni ‘50 e ‘60, 
soprattutto ad opera di Von Hayek. 
Ora descriveremo brevemente le radici storiche dell’economia 
neoistituzionalista per capirne l’impostazione metodologica ed i 
principi di fondo. Poi esamineremo le idee che essa ha proposto. 
La scuola economica istituzionalista nasce negli Stati Uniti con 
Veblen alla fine del secolo scorso, e si sviluppa poi soprattutto con le 
ricerche condotte dai due economisti americani Mitchell e Commons 
tra le due guerre mondiali. Nonostante le differenze individuali tra le 
ricerche di questi studiosi, è possibile rintracciare dei caratteri comuni 
di tali ricerche riconducibili al programma istituzionalista (Screpanti 
Zamagni (1989)). 
Primo, l’enfasi posta sul carattere “aperto” del sistema economico 
li condusse ad accogliere una definizione ampia del campo di indagine 
della scienza economica, e ad intendere questa come una scienza che 
non può ridursi allo studio delle condizioni di un’efficiente allocazione 
delle risorse tra usi alternativi. 
Secondo, per spiegare il modo di funzionamento e di sviluppo dei 
sistemi economici, la struttura istituzionale era considerata più 
importante della sorta di “meccanica teorica” dei prezzi rappresentata 
dai modelli stilizzati dell’equilibrio economico generale. In questo 
senso si sottolineava che il mercato non era l’unica istituzione 
importante, ma accanto ad essa andavano considerate altre istituzioni 
come le organizzazioni economiche e sociali di diverso tipo. 
Terzo, il giudizio di irrilevanza nei confronti delle analisi di 
equilibrio, e l’importanza data allo studio dei processi che si svolgono 
nel tempo storico. Secondo gli istituzionalisti l’economia doveva 
interessarsi del cambiamento e degli aspetti evolutivi del sistema 
fissando l’attenzione sulle relazioni esistenti tra i comportamenti 
individuali e i contesti istituzionali.  
Esaminiamo ora le idee principali del filone di ricerca 
rappresentato dall’economica neoistituzionalista, sviluppato negli anni 
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‘50 e ‘60 soprattutto ad opera di Von Hayek e Williamson. Esse sono 
di interesse per questa tesi per almeno per due motivi. 
In primo luogo perché tentano di indagare l’esistenza e la natura 
di meccanismi interni alle istituzioni come il mercato, che consentono 
di far fronte a problemi di limitazione delle informazioni e delle 
capacità cognitive dei singoli individui. 
In secondo luogo perché tentano di catturare alcuni aspetti degli 
agenti economici costituiti da organizzazioni complesse formate da più 
individui. Questi aspetti sono stati quasi sempre trascurati 
dall’economia standard che tende a modellizzare gli 
agenti/organizzazioni in modo “puntiforme”, cioè come entità con un 
solo centro di interessi, una elevata coerenza interna, una completa 
assenza di problemi di comunicazione interna delle informazioni, ecc.. 
Iniziamo con l’esaminare il ruolo assegnato al mercato da questo 
filone di ricerca, facendo riferimento alla sintesi offerta da Egidi 
(1992). Il  modello più importante dell’economia neoclassica è 
sicuramente quello del mercato, i cui meccanismi sono stati descritti 
estesamente per la prima volta da Smith e sono stati poi chiariti nel 
tempo da diversi autori fino a raggiungere un alto rigore formale con il 
modello di Walras. In estrema sintesi secondo quest’ultimo il mercato 
è composto da numerosi agenti economici che offrono o chiedono 
deterninate quantità di beni, inviando le loro richieste ed offerte ad un 
banditore. Questi confronta le domande e le offerte di ciascun bene e 
decide di alzare o abbassare il  prezzo se vi è eccesso di domanda o di 
offerta. Gli agenti formulano nuove domande ed offerte in base al 
nuovo prezzo dichiarato dal banditore che può così formulare un nuovo 
prezzo. Il processo si ripete iterativamente finché il vettore di prezzi 
dichiarati dal banditore non eguaglia le domande ed offerte globali di 
tutti i  beni. 
Questo modello contiene in nuce tre idee fondamentali, 
La prima idea è che il mercato realizza in modo decentrato, (il 
banditore è solo una metafora), il  coordinamento dell’azione di molti 
agenti in modo da raggiungere una situazione positiva per tutti.  
La seconda idea è che il coordinamento si realizza sulla base di 
poche conoscenze da parte degli agenti, riassunte dal vettore dei 
prezzi. 
La terza idea è che l’azione collettiva consente una sorta di 
“apprendimento” collettivo ed adattivo dei prezzi, apprendimento 
realizzato dal sistema complessivo costituito dal mercato stesso. 
In sostanza quindi l’istituzione mercato consente di ridurre le 
informazioni che gli agenti debbono processare individualmente e 
consente di pervenire ad un sistema di prezzi altamente razionale 
nonostante le loro limitate capacità computazionali. 
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Von Hayek coglie alla radice il problema del rapporto tra 
razionalità individuale e ruolo del mercato, inserendolo in una generale 
riflessione sulla conoscenza diffusa nella società, e sulla natura delle 
istituzioni economiche. Egli osserva come non sia possibile assumere 
la conoscenza da parte degli agenti di una serie di informazioni come 
le tecnologie disponibili,  le preferenze dei consumatori, ecc. 
caratterizzanti tutti  gli altri agenti,  poiché essa richiederebbe capacità 
illimitate di memoria e di calcolo. Se tale conoscenza fosse disponibile 
ogni agente potrebbe calcolare tutte le domande ed offerte di tutti gli 
agenti e potrebbe quindi porre in essere delle decisioni perfettamente 
razionali. Ciò non è però possibile a causa del carattere limitato delle 
capacità cognitive. E’ proprio per questo motivo che esistono le 
istituzioni economiche come il mercato. Esse hanno il ruolo di 
sintetizzare e ridurre la conoscenza di cui il singolo deve disporre per 
ridurre l’incertezza ed agire in modo opportuno. Il ruolo del mercato è 
quindi quello di procurare ai singoli le informazioni necessarie ad 
attuare i loro piani in modo coordinato. 
Secondo Von Hayek le istituzioni economiche come il mercato e 
la moneta, al pari del linguaggio naturale, non nascono da una 
decisione collettiva intenzionale e razionale, non sono l’esito di un 
progetto generato dalla mente di un architetto sociale, ma sono il 
prodotto storico e non intenzionale del consolidarsi dei rapporti 
interindividuali: “le istituzioni sono il risultato dell’azione umana, ma 
non del progetto umano”. Egli però lascia irrisolto il problema di 
spiegare l’emergere delle istituzioni spontanee e “naturali”, ed il loro 
rapporto con le istituzioni “artificiali”, ad esempio le imprese, 
progettate e realizzate intenzionalmente da qualcuno. 
Incidentalmente osserviamo come Von Hayek considerava la 
pianificazione socialista come esempio di istituzione “artificiale”, e la 
concorrenza come esempio di istituzione “naturale”. Secondo lui il 
fallimento delle economie socialiste era da ricondurre proprio 
all’incapacità della mente del pianificatore di raccogliere tutte le 
informazioni e le conoscenze rilevanti e giungere così a calcolare le 
soluzioni ottime come fa la mente “naturale” del mercato. 
Il  problema del rapporto tra mercato ed imprese era stato 
affrontato da Coase ed altri negli anni trenta. Coase confronta impresa 
e mercato e suggerisce che si tratta di due istituzioni che svolgono lo 
stesso compito di coordinamento delle decisioni di differenti individui, 
anche se con modalità differenti.  Fuori dall’impresa i movimenti dei 
prezzi dirigono la produzione, che è coordinata attraverso una serie di 
transazioni di mercato. All’interno dell’impresa, queste transazioni 
sono eliminate ed al loro posto opera l’imprenditore o la struttura 
gerarchica che coordina e dirige la produzione. 
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Rilevante è la spiegazione di Coase del perché emergano le 
imprese come struttura di coordinamento che internalizza le 
transazioni che normalmente si verificano all’esterno. Il coordinamento 
delle attività realizzato con il ricorso al mercato, comporta i cosiddetti 
costi d’uso, consistenti ad esempio nel cercare i fornitori di cui si 
necessita, nel confrontare i prezzi, nel contrattare le modalità e la 
misura delle prestazioni ecc.. Quando tali costi superano determinati 
livelli,  il  mercato entra in crisi e risulta conveniente coordinare le 
attività all’interno all’impresa. 
Anche l’impresa è costituita da un insieme di individui con 
differenti conoscenze. Le loro azioni però sono coordinate attraverso il 
sistema gerarchico che regola in modo efficiente lo scambio di 
informazioni e l’esecuzione di ordini. In tal modo si realizza il 
coordinamento di conoscenze disperse tra più individui senza incorrere 
nei costi d’uso del mercato. L’impresa è quindi un sito del sistema 
economico dove vi è una elevata concentrazione ed una intensa 
elaborazione di conoscenze, e la sua esistenza è spiegabile sulla base 
dei limiti del mercato nel realizzare il  coordinamento dell’attività di 
più individui a costi accettabili.  
Le idee di Coase sono state sviluppate da Williamson negli anni 
Settanta con l’introduzione del concetto di costi di transazione 
(Screpanti Zamagni (1989)). Egli distingue tra costi di transazione ex 
ante ed ex post, in base al momento in cui si realizzano rispetto 
all’inizio delle transazioni. I primi corrispondono sostanzialmente con 
i costi d’uso di Coase. I secondi sono quelli che sorgono durante la 
fase di esecuzione delle transazioni in connessione con il verificarsi di 
circostanze non regolate preventivamente con i contratti.  
Una seconda distinzione dei costi di transazione, basata sulla loro 
tipologia, è quella tra costi di governo, tipicamente ex post, e costi di 
misura di prestazioni e compensi. I primi sono più importanti e 
sorgono in quanto una parte, a fronte di circostanze non regolate, 
ottenga vantaggi unilaterali utilizzando la minaccia di interruzione 
precoce del contratto. I costi di misura invece, sono legati all’esistenza 
di ambiguità necessariamente presenti relative alla qualità e quantità 
delle prestazioni, derivanti da asimmetrie informative tra le parti,  che 
ostacolano il bilanciamento tra prestazioni e compensi nella 
prestazione. 
In questa accezione ampia, il concetto di “transazione” può essere 
applicato oltre alle transazioni di mercato, anche all’esecuzione dei 
contratti di lavoro dipendente. La struttura dei costi di transazione a 
livello di mercato o di organizzazione consente di spiegare ad esempio 
perché si è prodotto il passaggio dalle imprese atomistiche classiche 
alle grandi imprese conglomerate moderne. 
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Alla tematica del funzionamento delle grandi imprese moderne, si 
riallacciano direttamente la teorie manageriali delle impresa che 
sviluppano il problema della separazione tra proprietà e controllo 
nell’ambito di tali imprese, e che qui richiamiamo brevemente. Anche 
queste teorie danno un contributo alla comprensione di alcuni aspetti 
degli agenti economici costituiti da organizzazioni formate da più 
individui, messi in ombra dai modelli “puntiformi” di agente della 
teoria economica standard. 
I primi ad annunciare e ad argomentare per la prima volta la tesi 
della separazione tra proprietà e controllo furono i due economisti 
americani Berle e Means negli anni ‘30: nelle grandi imprese moderne 
il potere di controllo delle imprese è presso i dirigenti professionisti,  
non presso i capitalisti proprietari. 
Questa tesi è stata poi sviluppata negli anni ‘50 e ‘60 da Baumol, 
Marris (1964), e Williamson in differenti opere, secondo i quali i 
manager dispongono di un margine di discrezionalità che utilizzano per 
massimizzare la loro funzione di utilità. Essendo la proprietà divisa tra 
più azionisti che non sono in grado seguire le vicende economiche 
delle imprese e di esercitare su esse il potere di controllo, il  profitto 
costituisce per i manager solo un vincolo minimale da rispettare. Gli 
obiettivi da massimizzare sono invece costituiti da entità come il 
saggio di crescita dell’impresa, cui sono direttamente legati il loro 
potere e la loro remunerazione. 
Nel terzo capitolo considereremo le analisi dell’oligopolio di Hall 
ed Hitch, e di Sylos Labini, concludendo così la disamina dei filoni 
economici di ricerca più importanti che hanno tentato di proporre 
strumenti teorici ed empirici di modellizzazione degli agenti 
economici, alternativi a quelli dell’economica neoclassica. Chiudiamo 
il capitolo con un prospetto sintetico di questi diversi filoni di ricerca. 
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I diversi contributi indicati in questo prospetto possono essere 
ulteriormente raggruppati i quattro grandi categorie. 
1. Teorie istituzionaliste 
2. Teorie dell’impresa 
3. Teorie dell’oligopolio 
Periodo di  
sviluppo 
 
Denominazione ed 
esponenti  maggiori  
Oggetto di  indagine e  
concett i  chiave propost i  
1890 
1920-30 
Scuola is t i tuzionalis ta  
(americana)  
• Veblen 
• Common 
• Mitchel  
• Allargamento ogget to  di  indagine 
del l’economia:  importanza is t i tuzioni ,  
relazioni  social i  
• Analisi  is t i tuzioni:  mercato ,  imprese,  
sindacat i ,  proprietà ,  tecnocrazia  ecc.  
• Importanza dei  processi  di  cambiamento 
evolut ivo r ispet to  al le  s i tuazioni  di  
equil ibrio  s tat ico 
1930 Teoria  del l’impresa 
• Bearle  
• Means 
• Separazione t ra  proprietà  e  control lo  
1930 Analisi  del l’ol igopolio
• Hall  ed Hitch 
• Sweezy 
• Competizione strategica 
• Curva del la  domanda spezzata  
• Costo pieno 
1950 Analisi  del l’ol igopolio
• Bain 
• Sylos Labini  
• Competizione strategica 
• Strut tura del l’industr ia  
• Barriere  al l ’entrata  
• Mark-up 
1950-70 Economia 
neoist i tuzionalis ta  
• Von Hayek 
• I l  mercato  come is t i tuzione spontanea 
emergente dal l ’interazione degl i  agent i  
• I l  mercato come mente naturale  che 
coordina le  conoscenze diffuse 
1960 Teorie  manageria l i  
del l’impresa 
• Baumol 
• Marris  
• Will iamson 
• Analisi  grandi  imprese moderne 
• Proprietà  diffusa 
• Proprietà  e  management 
• Diversi  centr i  d i  interesse 
1960-80 Teoria  
comportamentis ta  
• Simon 
• Cyert  
• March 
• Razionali tà  l imitata ,  euris t iche 
• Comportamento satis fying  
• Decisione,  soluzione dei  problemi,  
apprendimento 
• Organizzazione nel le  imprese 
1970-80 Economia 
neoist i tuzionalis ta  
• Coase (1930)  
• Will iamson 
• Relazione mercato-imprese 
• Cost i  d’uso ed di  t ransazione 
1980 Economia evolut iva 
• Nelson 
• Winter  
• Skil ls  
• Routine 
• Ricerca ed apprendimento 
• Evoluzione,  selezione 
• Dinamica 
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4. Teorie comportamentiste dell’impresa, economia evolutiva 
La cornice teorica nella quale abbiamo sviluppato questa tesi, è 
costituita evidentemente soprattutto dalle ultime due categorie. 
Nel capitolo successivo, cercheremo di approfondire il particolare 
filone di ricerca dell’intelligenza artificiale chiamato Connessionismo. 
Siamo convinti infatti che il Connessionismo sia basato su una serie di 
principi teorici ed abbia elaborato una serie di strumenti, che riteniamo 
particolarmente adatti ad essere utilizzati per la costruzione di modelli 
nell’ambito della cornice teorica della teoria della razionalità limitata 
presentata in questo capitolo. 
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Capitolo 2 
Strumenti di Intelligenza Artificiale per le 
simulazioni economiche 
 
Introduzione 
L’obiettivo di questo capitolo è introdurre i concetti di base delle 
ricerche di intelligenza artificiale (IA) sia da un punto di vista teorico 
e metodologico che da un punto di vista tecnico, per valutare l’utilità 
per la costruzione di modelli di agenti economici reali, di alcuni 
strumenti proposti da essa. 
A questo fine, nel primo paragrafo prenderemo in considerazione i 
due principali paradigmi di ricerca dell’IA, quello dell’IA classica e 
quello del Connessionismo, mostrando come il secondo si adatti meglio 
alla modellizzazione di agenti nell’ambito della cornice teorica della 
teoria della razionalità limitata. Più in generale cercheremo di fissare 
le premesse dell’idea che svilupperemo nel corso di questo lavoro, 
secondo la quale l’utilizzo congiunto della teoria della razionalità 
limitata, delle teorie economiche evoluzioniste e degli strumenti di 
simulazione offerti dal Connessionismo, possano consentire la 
costruzione di modelli economici in grado di catturare alcuni aspetti 
dei sistemi economici non rappresentabili con l’approccio della 
perfetta razionalità. 
Nel secondo paragrafo illustreremo come è strutturata e come 
funziona una rete neurale artificiale, il concetto fondamentale del 
Connessionismo. 
Nel terzo paragrafo, partendo da un esempio di rete neurale, 
esamineremo le caratteristiche generali di questo dispositivo nella 
prospettiva del loro utilizzo come strumento di simulazione degli 
agenti decisori nei modelli economici. 
Nel quarto paragrafo analizzeremo un altro strumento proposto 
dall’intelligenza artificiale simbolica, gli algoritmi genetici.  Vedremo 
come tale strumento caratterizzato da una capacità di ricerca di 
strutture molto robusta, si mostri adatto a costruire modelli economici 
con agenti aventi una capacità di apprendimento autonoma, e quindi a 
studiare il comportamento economico degli agenti emergente in 
determinate situazioni ambientali e di informazione. 
Nel quinto paragrafo, esamineremo il dispositivo di intelligenza 
artificiale che prende il nome di classifier system, spesso usato nella 
letteratura economica che sviluppa modelli sulla razionalità limitata, e 
proposto da Holland per costruire macchine in grado di apprendere. 
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Mostreremo come tale dispositivo sia equivalente ad un particolare 
tipo di rete neurale e concluderemo in base a ciò che i principi su cui 
si basano le reti neurali sono gli unici per ora noti, a consentire 
processi di apprendimento simili a quelli degli agenti reali.  
Nel sesto paragrafo, infine, esamineremo brevemente la letteratura 
economica esistente che ha proposto modelli che fanno uso di 
strumenti di IA. 
 
2.1 Intelligenza artificiale simbolica, Connessionismo e 
teorie economiche 
Lo scopo principale di questa tesi, come già indicato, è mostrare 
come sia possibile costruire modelli di agenti economici nell’ambito 
della cornice teorica costituita dalla teoria della razionalità limitata 
utilizzando alcuni strumenti offerti dall’intelligenza artificiale. 
Nell’ambito dell’intelligenza artificiale ci sono due distinti 
paradigmi di ricerca che si basano su principi profondamente diversi: 
l’intelligenza artificiale simbolica detta anche intelligenza artificiale 
classica, e l’intelligenza artificiale subsimbolica detta anche 
Connessionismo. 
La distinzione dei principi di questi due paradigmi deriva da una 
visione dell’intelligenza profondamente diversa. Tale distinzione 
sembra ricalcare in parte quella esistente tra teorie degli agenti 
economici basate sulla razionalità perfetta e quelle basate sulla teoria 
della razionalità limitata. 
In questo paragrafo intendiamo ripercorrere brevemente i principi 
delle due impostazioni dette dell’intelligenza artificiale. Lo scopo è 
mostrare come il Connessionismo proponga una visione 
dell’intelligenza umana profondamente affine con quella della teoria 
della razionalità limitata e si presti quindi molto a fornire gli strumenti 
per la costruzione di modelli di agenti nell’ambito di tale teoria. 
L’intelligenza artificiale in senso ampio è un’area di ricerca che 
ha lo scopo di realizzare dispositivi artificiali che siano in grado di 
riprodurre i processi mentali intelligenti tipici degli esseri umani. 
Diverse sono le discipline che a diverso titolo contribuiscono al 
suo sviluppo: filosofia, logica matematica, linguistica, psicologia, 
neurofisiologia, fisiologia, fisica, matematica, statistica, ingegneria. 
La maggior parte dell’hardware attualmente utilizzato per le 
realizzazioni concrete dei dispositivi artificiali intelligenti,  salvo 
prototipi utilizzati per studi molto avanzati che non interessano in 
questa sede, è costituito da elaboratori elettronici di tipo tradizionale. 
All’interno dell’IA esistono, come dicevamo, due diversi 
paradigmi di ricerca basati ciascuno su particolari assunti di base e 
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metodi di ricerca: l’IA classica o computazionale simbolica ed il  
Connessionismo o approccio subsimbolico. 
Gli obiettivi dell’IA classica sono costituiti dalla conoscenza 
della natura dell’intelligenza e dalla realizzazione di dispositivi 
tecnologici concretamente utili .  L’idea centrale dell’IA classica, ed in 
parte della psicologia cognitiva, è il  dualismo mente-sistema cognitivo. 
Con “sistema cognitivo” intendiamo fare riferimento ad un qualsiasi 
sistema in grado di trattare informazione e conoscenza. In sostanza 
esse assumono che i processi intelligenti non siano legati a questo o a 
quel particolare sistema cognitivo avente una certa struttura fisica ed 
una certa organizzazione interna, ma siano generabili da dispositivi 
molto diversi tra loro, come il computer od il cervello, che abbiano un 
livello di complessità e delle strutture interne adeguate. 
Lo schema fondamentale che cattura l’essenza dell’idea di sistema 
cognitivo dell’IA classica è quello di macchina di Turing. 
Si tratta di una macchina ideale composta dalle seguenti parti.  
1. Un nastro di lunghezza infinita con sopra caselle, ordinate su una 
dimensione, su ognuna delle quali vi è un simbolo di un alfabeto 
binario. Il  nastro, per ragioni di economia descrittiva, rappresenta 
sia il mondo esterno che fornisce ingressi alla macchina e ne 
riceve gli output, sia la di memoria di lavoro della macchina. 
2. Un sistema di puntamento alle caselle del nastro, che può 
spostarsi sul nastro di una posizione a destra o a sinistra (D S) 
rispetto alla casella puntata. 
3. Un sistema di input che può leggere lo stato di una casella alla 
volta. 
4. Un sistema di output che può modificare lo stato di una casella 
alla volta. 
5. Un sistema di codifica dello stato interno della macchina che può 
assumere una configurazione sa tra n possibili.  
6. Un programma di istruzioni indicanti alla macchina le operazioni 
da compiere. Una istruzione del programma è una “quintupla” del 
tipo (ad es.): 
1 sa  =>  0 sb D 
che si interpreta: se lo stato letto sulla casella puntata è 1 e lo stato 
interno è sa  ,  allora cambia lo stato della casella in 0, lo stato 
interno in sb e spostati a destra. 
7. Un motore inferenziale che sa scorrere il  programma e trovare 
l’istruzione da eseguire in corrispondenza di un dato stato interno 
e della casella. 
 
Il  funzionamento dinamico della macchina di Turing è semplice. 
Esso avviene su una scala di tempi discretizzati. Ad ogni istante 
vengono realizzate le seguenti attività: 
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1. Lettura dello stato della casella puntata. 
2. Verifica dello stato interno. 
3. Ricerca dell’istruzione del programma corrispondente allo stato 
della casella ed interno rilevati.  
4. Cambio dello stato della casella. 
5. Cambio dello stato interno. 
6. Spostamento del puntatore sul nastro. 
 
Una implementazione di tale sistema astratto è costituita 
dall’elaboratore di Von Neumann, il comune computer. Infatti le sue 
prestazioni, anche le più complesse, sono realizzate mediante la 
trasformazione di stringhe di bit,  cioè insiemi di più simboli 0 e 1, in 
altre stringhe di bit,  mediante regole di trasformazione elementari, cioè 
le regole del calcolo logico. Per maggiore precisione va detto che in 
realtà un calcolatore, avendo una memoria limitata, implementa un 
“automa finito” cioè una macchina di Turing con un nastro finito. 
Proprio il calcolatore elettronico è impiegato dalla psicologia 
cognitiva come modello, come analogia per la rappresentazione della 
mente umana. 
Il concetto di simbolo sottostante al modello visto è quello della 
logica matematica. I simboli sono nettamente distinti gli uni dagli 
altri,  identificano in modo univoco una particolare porzione di realtà, 
sono indipendenti dal contesto, riuniti in sequenze secondo precisi 
criteri servono per formulare regole e principi, sono intrinsecamente 
qualitativi. 
La semantica, ponendo una corrispondenza tra simboli e porzioni 
di realtà, consente di rappresentare la realtà mediante simboli, di 
operare sui simboli mediante regole precise fissate dai programmi in 
modo da mantenere corrispondenze con la realtà, di ottenere altri 
simboli che costituiscano previsioni sul comportamento della realtà o 
azioni da realizzare su essa. 
Un’altra caratteristica essenziale del modello visto è il  controllo 
centralizzato del comportamento della macchina, costituito dal 
programma di istruzioni. Tale controllo per poter funzionare bene deve 
prevedere ex ante qualsiasi combinazione possibile di informazioni in 
input. Inoltre è fissato sin dall’inizio in modo definitivo da chi crea la 
macchina: ogni cambiamento di comportamento in risposta agli input 
deve essere consentito da una istruzione di modifica prevista a priori. 
Per questo motivo è difficile elaborare nell’ambito della cornice 
teorica descritta modelli di sistemi cognitivi in grado di apprendere. 
Veniamo ora al concetto di intelligenza adottato dall’IA classica 
come guida per la realizzazione di dispositivi artificiali.  Per l’IA 
classica l’intelligenza è una attività di tipo logico-linguistico rivolta al 
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perseguimento razionale e cosciente di scopi. Approfondiamo questo 
aspetto. 
L’IA classica e la psicologia cognitiva, considerano l’uomo, il 
sistema cognitivo per eccellenza, come un elaboratore di informazioni 
codificate sotto forma di simboli. I processi mentali umani si 
realizzano secondo uno schema simile a quello della macchina di 
Turing, cioè attraverso la trasformazione, mediante prefissate regole, 
di aggregati di simboli in nuovi aggregati di simboli. I primi 
codificano l’informazione da elaborare, i secondi l’informazione 
elaborata. 
Le attività cognitive umane alle quali l’IA classica rivolge la sua 
attenzione sono quelle di alto livello, cioè quelle costituite dal 
pensiero razionale, consapevole e sistematico, dalla soluzione 
consapevole dei problemi, dal perseguimento di scopi mediante 
pianificazione delle azioni, ecc.. 
Un primo motivo di ciò, è che tutte queste attività cognitive sono 
fondate sull’uso del linguaggio e sono quindi eminentemente 
qualitative, quindi ben si accordano con la visione dell’intelligenza 
come processamento di simboli. 
Un secondo motivo è che l’IA classica, avendo come scopo quello 
della realizzazione di dispositivi artificiali intelligenti utili ,  quindi 
prevedibili ed affidabili,  più che quello della comprensione del reale 
funzionamento dell’intelligenza umana, raramente si è interessata degli 
aspetti cognitivi umani non precisi, probabilistici e flessibili come 
l’analogia, l’induzione, il riconoscimento e la categorizzazione, la 
percezione, i  comportamenti automatici ed istintivi, i  comportamenti 
motori, l’apprendimento per errore, ecc.. 
Il  prodotto più interessante dell’IA classica è probabilmente 
costituito dai sistemi esperti.  Un sistema esperto é un complesso 
programma per computer che è in grado di emettere diagnosi e 
prendere decisioni in un determinato settore, con una abilità 
paragonabile a quella di un esperto umano del settore stesso. 
Un sistema esperto è composto dalle seguenti parti.  
La “base di conoscenza”, cioè il complesso di informazioni 
riguardanti il  settore, codificate in forme standardizzate. 
Il  “motore inferenziale”, cioè il  programma che sa ripescare dalla 
base di conoscenza, quando l’utente richiede l’emissione di un giudizio 
su un problema, le informazioni da associare come output al problema 
stesso. Ciò avviene sempre attraverso un complesso insieme di regole 
singolarmente semplici e standardizzate tipo “se c’è questa situazione 
allora significa che...” o “se c’è questa situazione allora fai questo” 
Si tratta quindi di una macchina che ha all’interno un grande 
contenitore di complessi simbolici che codificano opportunamente la 
conoscenza, ed in grado di associare parte di essi, in base alle regole 
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della logica formale, ad input simbolici provenienti dall’esterno 
(richieste dell’utente). La logica formale consiste in regole di 
associazione di simboli che prescindono dal significato dei simboli 
stessi. 
I sistemi esperti hanno dei grossi punti deboli che di fatto hanno 
impedito la loro diffusione dopo gli entusiasmi suscitati inizialmente : 
non sanno apprendere autonomamente e sono estremamente rigidi. 
Tutta l’informazione che i sistemi esperti sanno fornire, va messa 
preventivamente nella base di conoscenza dall’uomo, e ciò può 
richiedere anche anni di lavoro per un singolo settore di conoscenza. 
Sono stati fatti vari tentativi per dotare i sistemi esperti di reale 
capacità di apprendere, basati più o meno tutti sull’immissione nel 
sistema esperto di regole specifiche di apprendimento. Essi per ora non 
hanno risolto il problema. 
Probabilmente il vero ostacolo consiste nell’impostazione di 
fondo prima descritta dell’IA classica, consistente nel considerare solo 
attività intelligenti superiori di tipo logico-linguistico e nel trascurare 
le capacità umane di basso livello e quelle legate a probabilità, 
flessibilità, analogia. 
Infatti considerando il progressivo sviluppo biologico e la 
funzione adattiva dell’intelligenza a partire dalle prime forme di vita 
pluricellulare, è lecito pensare che le forme di intelligenza superiore 
emerse nell’ultima fase dell’evoluzione siano supportate in qualche 
modo dalle forme di intelligenza non verbale, automatica e flessibile 
emerse inizialmente. Quindi non studiando i principi regolatori delle 
forme di intelligenza di basso livello difficilmente si riuscirà ad uscire 
dal problema dell’apprendimento e della scarsa flessibilità incontrato 
dall’IA classica. 
Veniamo all’impostazione della nuova IA, o Connessionismo o 
approccio subsimbolico. 
I principi di base del Connessionismo sono i seguenti. 
L’intelligenza, la mente, le prestazioni cognitive in genere possono 
essere prodotte esclusivamente da sistemi cognitivi aventi una struttura 
ed una logica di funzionamento simili a quelle del cervello. 
L’intelligenza inoltre è un prodotto dell’evoluzione biologica e 
come tale si è sviluppata in quanto conferisce un vantaggio 
competitivo in termini di adattamento. 
In sostanza da una parte viene negato il dualismo mente-sistema 
cognitivo su cui poggia l’IA classica: la mente è un prodotto tipico, 
probabilmente esclusivo, del cervello. Dall’altra si considera 
l’intelligenza non come una proprietà astratta, “spirituale”, tipica 
dell’uomo, ma come uno proprietà che alcune specie animali hanno 
sviluppato evolutivamente per acquisire vantaggi su altre specie al pari 
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di altre proprietà come il saper correre veloce, il  resistere alla siccità, 
l’avere un olfatto molto sensibile, ecc.. 
Le conseguenze di questi due principi fanno cambiare 
radicalmente l’approccio all’intelligenza da parte del Connessionismo 
rispetto all’IA classica. 
Innanzi tutto il  sistema cognitivo a cui ispirarsi per costruire 
dispositivi artificiali intelligenti o per capire il  funzionamento della 
mente umana non è più il calcolatore ma il cervello. Lo schema di base 
di sistema cognitivo adottato è infatti quello di rete neurale. 
Una rete neurale (nei paragrafi successivi svilupperemo le brevi 
indicazioni date qui) è costituita da un complesso di unità o neuroni 
variamente interconnesse che scambiano segnali di diversa intensità 
nel tempo. Tali segnali di solito sono sintetizzati con un numero. Le 
interconnessioni tra neuroni sono dette sinapsi. Il  segnale che in un 
certo istante va da una unità ad un’altra dipende dalla attivazione del 
neurone che invia il segnale e dalla “conduttività” della sinapsi, di 
solito sintetizzata con un numero detto peso della sinapsi. In un istante 
il neurone riceve più segnali da diverse unità. Questi segnali vengono 
elaborati secondo una funzione che caratterizza l’unità, e che 
prendendo come input i segnali in arrivo, da come output l’attivazione 
del neurone. Le informazioni in input da elaborare sono date 
dall’attivazione iniziale provocata dall’esterno di alcuni neuroni della 
rete (in natura ad esempio i sensori della retina sono attivati dalle 
immagini luminose che li colpiscono), che determina poi attivazioni a 
catena dei vari neuroni ad essi collegati e dell’intera rete. Le 
informazioni elaborate, cioè l’output della rete, è dato dall’attivazione 
di particolari neuroni a ciò deputati (in natura ad esempio i neuroni 
deputati al movimento del corpo od alla esistenza di un pensiero). 
La semplicità di questo schema di base non deve ingannare: esso 
può essere articolato e sofisticato senza alcun limite al fine di 
costruire sistemi cognitivi adeguati per affrontare i più disparati 
problemi cognitivi. Ad esempio si può rendere più sofisticato il 
singolo neurone, si possono costruire architetture di reti organizzate in 
sottoreti di diverso livello, si possono aggiungere meccanismi di tipo 
globale come dei “sistemi di valori”, ecc.. 
Quello che ci preme puntualizzare in questa sede però, è la 
radicale diversità della natura di questo schema da quella dello schema 
costituito dalla macchina di Turing vista prima. Riteniamo infatti che 
tale diversità di natura giustifichi l’elezione delle reti neurali,  ed in 
generale degli strumenti connessionistici, a strumenti per la 
realizzazione dei modelli economici nell’ambito della teoria della 
razionalità limitata. 
Innanzi tutto va notata la semplicità delle unità costitutive di 
base, i neuroni, rispetto alla macchina di Turing, ovvero un calcolatore 
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che la implementa. La complessità di comportamento del sistema 
cognitivo è determinata dalla interazione della moltitudine di unità 
elementari. Infatti la memoria e la capacità di elaborazione sono 
diffuse in tutto il sistema: la capacità di elaborazione è data dalle 
funzioni di attivazione dei neuroni e la memoria è costituita dai pesi 
delle sinapsi. Ciò è profondamente diverso da quello che accade in un 
calcolatore dove l’unità di elaborazione è rappresentata da un unico 
processore estremamente sofisticato. 
Una conseguenza immediata di questo fatto è il funzionamento 
altamente parallelo delle unità del sistema, completamente diverso dal 
calcolatore di Von Neumann che esegue una operazione alla volta in 
modo sequenziale. Ogni unità infatti effettua delle elaborazioni 
contemporaneamente all’attività delle altre unità, ed il suo 
comportamento non è regolato da un controllo esterno centralizzato, 
ma semplicemente dagli impulsi ricevuti nel tempo. 
Un’altra differenza fondamentale tra le reti neurali e la macchina 
di Turing, è che in esse le informazioni non sono più codificate da 
simboli, qualitativi, ma da numeri, quantitativi. Le informazioni in 
entrata, quelle in fase di elaborazione, quelle in uscita sono tutte 
codificate dalle attivazioni quantitative dei neuroni nel tempo, 
dipendenti dalla diffusione dei segnali tra le unità e dai pesi delle 
sinapsi, anch’essi quantitativi. Riteniamo che questo sia uno dei motivi 
di fondo per cui il tipo di impostazione in questione consente 
comportamenti flessibili,  sensibili al contesto, basati sull’analogia: 
due simboli o sono uguali o sono diversi, due quantità possono avere 
infiniti gradi di somiglianza. 
Fondamentale è anche la caratteristica delle reti neurali per cui 
l’informazione relativa ad una porzione di realtà rappresentata non è 
concentrata in un punto, come accade per un simbolo dove un segno 
interno al sistema corrisponde in modo univoco ad una entità reale 
esterna al sistema cognitivo stesso. Tale informazione è invece diffusa, 
inscritta in tutti ed in nessuno in particolare dei pesi della rete e si 
manifesta solo con il funzionamento dinamico del sistema: esaminando 
localmente una parte di un cervello non è possibile accedere 
direttamente ad alcun tipo di informazione di alto livello. In questo 
senso il Connessionismo è definito IA subsimbolica. 
In merito a questo problema, relativo alla modalità di codifica 
dell’informazione nelle reti neurali,  bisogna distinguere il 
Connessionismo locale dal Connessionismo diffuso. Solo il secondo 
corrisponde al funzionamento appena illustrato caratterizzato dalla 
diffusione di ogni singola informazione in porzioni ampie della rete. Il  
primo infatti tende ad attribuire un significato semantico preciso ai 
diversi neuroni, ad esempio stabilendo che un neurone attivato rilevi il 
carattere di rapidità di spedizione di un fornitore, un secondo 
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rappresenti la sua affidabilità ecc. Evidentemente il primo tipo di 
codifica è vicino alla codifica di tipo simbolico, mentre il secondo tipo 
di codifica è tipicamente subsimbolico. Spesso le reti utilizzate fanno 
uso dei due tipi di codifica contemporaneamente. Come vedremo le reti 
neurali del nostro modello usano una codifica di tipo locale per l’input 
e l’output, ed una codifica di tipo diffuso per l’elaborazione e la 
memorizzazione delle informazioni. 
Passiamo ora a considerare le potenzialità di rappresentazione 
degli agenti reali offerte dal Connessionismo. 
Grazie al bagaglio concettuale delineato il Connessionismo ha 
potuto iniziare ad affrontare su basi solide il problema della 
comprensione e simulazione delle attività cognitive di basso livello, 
non precise, probabilistiche e flessibili come l’analogia, l’induzione, il 
riconoscimento e la categorizzazione, la percezione, i comportamenti 
automatici ed istintivi, i  comportamenti motori, l’apprendimento per 
errore ecc.. 
Lo studio delle attività cognitive superiori, poi, è affrontato su 
basi nettamente diverse rispetto all’IA classica. Come detto 
l’intelligenza è vista come un prodotto dell’evoluzione biologica. Ora 
la natura di solito, nell’ambito dell’evoluzione, non fa grandi salti ma 
è tendenzialmente conservativa. Infatti quando sviluppa una nuova 
struttura che supporti una nuova funzione per un migliore adattamento 
di una specie ad un certo ambiente, lo fa quasi sempre attraverso 
modifiche ed adattamenti successivi di strutture preesistenti. E’ quindi 
fondato ritenere che funzioni così complesse come quelle costituite 
dalle attività cognitive umane superiori, siano supportate da 
meccanismi sottostanti di tipo non simbolico ma quantitativo e diffuso 
come quelli visti.  Si può addirittura ipotizzare che funzioni altamente 
ed intrinsecamente simboliche come la coscienza, la deduzione, la 
pianificazione, in genere il comportamento razionale siano in realtà .. .  
simulate dal cervello! Con ciò intendiamo dire che gli unici 
meccanismi di elaborazione e rappresentazione della conoscenza a 
disposizione del cervello, sono di tipo flessibile, analogico e 
quantitativo, per cui le funzioni logiche, esatte e simboliche, sono 
implementate dal cervello attraverso tali meccanismi. Questo ad una 
prima impressione può sembrare un aspetto penalizzante per 
l’intelligenza umana. In realtà da una più profonda analisi può rivelarsi 
la circostanza vincente che porta l’intelligenza umana stessa a 
differenziarsi da un sistema esperto rigido, inerte, incapace di un vero 
apprendimento, di soluzione creativa dei problemi, di sensibilità al 
contesto ecc.. 
Per la teoria positiva degli agenti decisori gli effetti 
dell’accettazione di questa impostazione sono dirompenti. 
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Potremmo dire che “l’onere della prova” passa a chi ipotizza 
comportamenti coerenti,  razionali,  consapevoli degli agenti.  Essi 
infatti per il loro background biologico risultano regolare gran parte 
dei loro comportamenti su basi adattive, non consapevoli, analogiche, 
probabilistiche, coerenti solo parzialmente. 
E’ evidente quindi quanto la visione degli agenti intelligenti 
proposta dal Connessionismo sia adatta per elaborare modelli 
nell’ambito della cornice teorica economica rappresentata dalla teoria 
della razionalità limitata. Anzi la visione dell’intelligenza proposta dal 
Connessionismo può contribuire a dotare di più forti basi teoriche tale 
impostazione. 
Prima di passare ad un esame più approfondito delle tecniche di 
realizzazione delle reti neurali, vogliamo affrontare il problema 
importante sulle realizzabilità concreta dei modelli economici basati su 
simulazioni che utilizzano reti neurali.  
I due paradigmi dell’intelligenza artificiale visti sembrerebbero 
portare alla realizzazione di dispositivi fisici per la simulazione 
dell’intelligenza profondamente diversi: i  tradizionali computer da una 
parte, e i prototipi elettronici composti da molti processori elettronici 
elementari paralleli variamente connessi, dall’altra. C’è però un’altra 
possibilità per la realizzazione di modelli di tipo connessionistico. La 
potenza di calcolo e di memoria degli attuali computer consente di 
simulare qualunque cosa, anche la dinamica di funzionamento 
altamente parallela di una rete neurale artificiale come quelle illustrate 
in precedenza. 
Già ora esistono programmi informatici di alto livello che 
consentono di costruire una rete indicando direttamente al programma 
il tipo, il numero e le caratteristiche delle unità che la compongono, 
l’architettura delle connessioni ecc.. Con programmi informatici 
realizzati ad hoc attraverso un linguaggio di programmazione 
tradizionale come il Basic od il C, si possono poi realizzare modelli 
economici basati sulla logica connessionistica di qualunque genere. E’ 
questa la via seguita in questo lavoro, resa obbligatoria data l’unicità 
di caratteristiche del simulatore di mercati oligopolistici di cui 
avevamo bisogno. 
Va inoltre tenuto presente che il limite esistente in termini di 
lentezza, di capacità di calcolo e di memoria dei calcolatori attuali per 
la realizzazione di simulatori di agenti artificiali ed ambienti 
economici, si allontana anno dopo anno grazie al progresso 
sbalorditivo e senza precedenti cui sta andando incontro la tecnologia 
dei calcolatori elettronici. 
Ad esempio noi stessi durante l’ideazione e la progettazione del 
nostro modello/simulatore, temevamo che la sua implementazione 
avrebbe richiesto una capacità di calcolo che andasse al di là di quella 
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degli attuali personal computer. Ed in effetti abbiamo costatato che la 
realizzazione con i calcolatori di tre o quattro anni fa di una 
simulazione del programma informatico da noi realizzato, avrebbe 
richiesto ore di tempo per cui sarebbe stato praticamente impossibile 
effettuare tutte le simulazioni ed i conseguenti miglioramenti del 
programma stesso effettivamente realizzati.  
Non esistono quindi limiti di costi o di realizzabilità dei modelli 
come quelli qui proposti. Gli unici limiti risiedono solo nel notevole 
investimento in termini di tempo di progettazione e di programmazione 
necessari per realizzarli.  
Nei paragrafi successivi analizzeremo alcuni aspetti tecnici 
relativi alle reti neurali e ad altri strumenti proposti dal 
Connessionismo, utili per la realizzazione effettiva di simulatori di 
agenti economici. 
 
2.2 Le reti neurali 
Esaminiamo dapprima la struttura e gli elementi compositivi di 
una rete neurale. 
Una rete neurale é costituita da più unità (o neuroni), preposte ad 
elaborare segnali provenienti in ingresso, e da connessioni tra queste 
unità. Le connessioni sono caratterizzate da una precisa direzione, nel 
senso che veicolano il segnale in uscita da un’unità verso un’altra unità 
e non viceversa. Nelle simulazioni ogni unità “si attiva” in 
corrispondenza di tempi discreti (t,  t+1, t+2, ecc.), cioè manda un 
impulso (elettrico nella realtà, un semplice numero nelle simulazioni) a 
tutte le unità ad essa collegate. 
 
 
A ciascuna connessione è associato un numero, detto peso o 
coefficiente di connessione o sinapsi. Si assume convenzionalmente 
che, se il peso è positivo, la connessione è eccitatoria, se è negativo è 
inibitoria e se è nullo non esiste connessione. Infatti quando un 
neurone si attiva e manda il suo segnale, tale segnale arriva ad ogni 
 
 
 
 
 
 
 
 
 
Schema del la  s t rut tura di  
una rete  con tre  unità  neurone 
connessione 
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neurone di destinazione con valore pari al segnale partito moltiplicato 
il peso caratterizzante la connessione. 
 
 
Per ogni unità si definisce un “potenziale di attivazione”, che 
dipende dai segnali in ingresso che pervengono ad essa e da 
caratteristiche interne all’unità medesima. Nella maggior parte dei casi 
tali caratteristiche sono compendiate da un valore numerico, associato 
all’unità, e chiamato soglia. 
Generalmente il valore del potenziale di attivazione di una unità 
ad un dato istante si ottiene calcolando la somma pesata degli ingressi 
e sottraendo ad essa il valore della soglia. Con “somma pesata degli 
ingressi” si intende la somma dei prodotti dei valori dei segnali che 
arrivano in ingresso per i pesi associati ai singoli canali.  
Ad esempio per il neurone x della rete seguente, avente soglia 
pari a 2, il  potenziale di attivazione è pari a -1: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
+2
att ivazione del  neurone 
che invia i l  segnale,  a l  
tempo t  
+0.5 
-3 
+1
-6 
segnale che arr iva al  
tempo t+1,  a l  pr imo 
neurone r icevente 
segnale che arr iva al  
tempo t+1,  a l  secondo 
neurone r icevente
Connessione inibi toria  
carat ter izzata  da un coefficiente  
di  connessione negativo 
Connessione ecci tator ia  
carat ter izzata  da un 
coefficiente  di  
connessione posi t ivo 
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Il potenziale di attivazione così definito costituisce la misura di 
quanto il segnale in ingresso sopravanza il valore della soglia.  
E’ possibile definire vari tipi di unità, in base al modo in cui il 
valore del segnale in uscita, detto attivazione del neurone, dipende da 
quello del potenziale di attivazione. La relazione matematica che lega 
tali grandezze è detta “funzione di attivazione”. I casi particolarmente 
interessanti e molto usati sono i seguenti. 
Unità lineari: in esse l’uscita è uguale o direttamente 
proporzionale al potenziale di attivazione. 
 
 
Interpretazione: più il segnale di arrivo sopravanza la soglia, più 
sarà forte il segnale in uscita dal neurone. 
Unità a soglia: in esse l’uscita vale 1 se il  potenziale di 
attivazione è positivo, mentre vale 0 se è negativo; se il potenziale è 
nullo si può porre convenzionalmente l’uscita sempre uguale a 0 o 
sempre uguale ad 1; in alcuni casi le uscite anziché essere 1 e 0 sono 
+1 e -1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
+0.5 4  
1  -1  
4  * (+0.5)+ 
1 * ( -1)  -2  = 
x -1  
segnale di  usci ta  
potenziale  di  a t t ivazione 
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Unità sigmoidali: in esse l’uscita vale 1/2 se il potenziale di 
attivazione è nullo; é quasi proporzionale al potenziale se questo ha 
valori attorno allo 0; tende ad 1 se il potenziale di attivazione tende a 
diventare infinitamente grande (fenomeno di saturazione: aumentando 
il potenziale oltre certi limiti l’uscita non aumenta più); tende a 0 se il 
potenziale di attivazione tende verso valori infiniti negativi (effetto 
soglia: se il potenziale di attivazione non arriva ad una certa soglia 
non riesce ad attivare il neurone). 
 
 
Matematicamente la funzione sigmoide illustrata è data dalla 
formula: 
 
(1.7.1)                        
( )
  Y  
1
1 + e 
- 
1
T
 X
=  
 
dove T è un parametro chiamato temperatura dal quale dipende 
l’inclinazione della sigmoide. Se T>1 la sigmoide è meno inclinata, se 
T=1 la sigmoide presso lo 0 ha una pendenza di 1, se T<1 la sigmoide è 
più ripida. 
Un’altra importante distinzione è quella tra unità con legge di 
attivazione deterministica e unità con legge di attivazione 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
segnale di  usci ta  
potenziale  di  a t t ivazione 
1  
1/2  
0  
segnale di  usci ta  
potenziale  di  a t t ivazione 
+1
0 
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probabilistica. Nelle prime l’uscita viene calcolata direttamente a 
partire dal potenziale di attivazione tramite una formula 
deterministica. Nelle seconde, una volta noto il potenziale di 
attivazione si ricava, con una legge apposita, la probabilità di avere 
un’uscita pari ad 1. Successivamente si attiva un generatore di numeri 
casuali compresi tra 0 ed 1, e si estrae un numero a caso. Confrontando 
il numero effettivamente estratto con la probabilità precedente si 
stabilisce se l’uscita sarà 0 o 1. 
La struttura delle connessioni definisce la cosiddetta architettura 
di una rete. Tra i tipi di architettura più usati vi sono quelli 
monostrato, dove tutte le unità della rete appartengono al medesimo 
“strato”, e quelli multistrato, in cui vi è una ripartizione in più strati.  
Uno strato costituisce un particolare raggruppamento di unità che 
condividono un insieme di caratteri, di solito quello di essere collegate 
con connessioni tutte in entrata o tutte in uscita, a strati “precedenti” o 
“successivi”. Nel caso di rete a strati vi è un direzionamento 
privilegiato del flusso di impulsi. 
Nelle reti multistrato si individuano di solito due strati 
particolari: lo strato di ingresso, le cui unità ricevono ingressi 
direttamente dall’esterno, e lo strato di uscita, le cui unità inviano 
l’uscita direttamente verso l’esterno. Se esistono, oltre a quelli di 
ingresso e di uscita, altri strati,  le cui unità non ricevono e non inviano 
segnali direttamente verso l’esterno, essi si definiscono strati 
intermedi o nascosti. Le unità che li compongono vengono chiamate 
anche unità nascoste o neuroni hidden. 
Per ciò che riguarda la struttura delle connessioni all’interno di 
una rete a strati, distinguiamo ancora tra connessioni feedforward, che 
sono dirette dall’ingresso verso l’uscita, ovvero dagli strati inferiori 
verso quelli superiori, connessioni feedback, che dall’uscita rientrano 
verso l’ingresso, cioè vanno dagli strati superiori verso gli strati 
inferiori. Si chiamano poi autoconnessioni quelle che dall’uscita di 
un’unità ritornano direttamente all’ingresso della stessa, connessioni 
intrastrato le connessioni tra unità dello stesso strato. 
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In alcuni tipi di rete, se esiste una connessione da un’unità A ad 
un’unità B, caratterizzata da un apposito peso, vi è necessariamente 
anche una connessione inversa dall’unità B all’unità A, caratterizzata 
dallo stesso peso. Reti dotate di questa proprietà vengono chiamate reti 
simmetriche, o dotate di connessioni simmetriche. Gli altri tipi di reti 
sono chiamate asimmetriche. 
Il funzionamento delle reti prevede quasi sempre due fasi. La 
prima è quella dell’apprendimento della prestazione cognitiva 
desiderata dal ricercatore, la seconda quella di reale funzionamento 
della rete, cioè quella del confronto dell’abilità cognitiva acquisita con 
una situazione problematica. 
Relativamente alla fase dell’apprendimento dell’abilità cognitiva 
desiderata, esistono due diversi approcci al problema molto diversi e la 
cui distinzione è molto importante per le applicazioni economiche: 
l’apprendimento supervisionato e l’apprendimento non supervisionato.  
L’apprendimento supervisionato prevede la specificazione da 
parte dello sperimentatore del comportamento che la rete deve 
assumere in determinate circostanze. L’apprendimento allora consisterà 
in un progressivo avvicinamento del comportamento della rete a quello 
desiderato. 
L’apprendimento non supervisionato prevede invece che la rete 
trovi autonomamente il comportamento da assumere. Ciò avviene o 
attraverso un meccanismo di apprendimento che porta spontaneamente 
verso un affinamento di una particolare abilità cognitiva autonoma, ad 
esempio l’abilità di distinguere classificare come diversi input diversi, 
o attraverso un meccanismo di valutazione globale del comportamento, 
esterno od interno al sistema, che consenta di costruire 
progressivamente ed in modo autonomo comportamenti sempre più 
efficaci. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Strato  di  
usci ta  
Strato  
nascosto  
Strato  di  
entrata  
Connessione 
feedforward 
Connessione 
intrastrato  
Autoconnes-
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Connessione 
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E’ evidente che se si intende realizzare simulazioni con lo scopo 
di affrontare lo studio positivo del comportamento degli agenti reali 
attraverso la simulazione di agenti artificiali per osservare i 
comportamenti che emergono in particolari situazioni, il  tipo di 
apprendimento che interessa è quello non supervisionato. E’ in questa 
direzione che va il lavoro di questa tesi. 
Bene, veniamo al funzionamento dinamico ed all’utilizzo delle 
reti.  Iniziamo con il vedere un esempio per poi generalizzare i concetti 
che ci interessano. 
 
2.3 Modelli di reti neurali e modelli economici di agenti 
decisori 
Come esempio consideriamo una particolare rete, chiamata 
Perceptrone di Rosenblatt, in onore dello scopritore che l’ha proposta 
nel 1958. Essa è per noi molto interessante in quanto, oltre a costituire 
un esempio illustrativo di quanto detto in precedenza, ad essa si ispira 
la logica delle reti multistrato con regola di apprendimento a 
retropropagazione dell’errore (brevemente: “Error back propagation”) 
più di frequente utilizzate dagli economisti. 
Abbiamo scelto di presentare questo esempio perché riteniamo sia 
molto semplice e consenta di toccare con mano la logica di 
funzionamento delle reti neurali, non facile da cogliere in un primo 
momento. 
Esistono vari tipi di perceptrone. Il più semplice può imparare a 
classificare in due categorie diverse degli item in entrata 
opportunamente codificati con vettori con un numero di componenti 
binario (0 o 1) prefissato. Tali categorie con cui gli item sono 
classificati sono indicate dalla rete mediante il segnale dell’unica unità 
di uscita pari ad 0 o 1. 
La rete ha una struttura a due strati,  come mostrato in figura. Il  
primo strato, lo strato di ingresso, è composto da un numero di unità 
pari al numero di componenti dei vettori da classificare, il secondo 
strato, lo strato di uscita, è composto da una sola unità che comunica 
all’esterno la classificazione effettuata. Le linee di interconnessione 
trasportano segnali solo nella direzione che va dall’ingresso verso 
l’uscita. Si hanno dunque solo connessioni feedforward. Non esistono 
connessioni intrastrato. 
Le unità, sia di ingresso che di uscita, sono unità a soglia e 
possono emettere in uscita solo segnali del tipo 1 o 0. In particolare le 
unità di entrata riemettono in uscita il segnale in entrata senza 
modificarlo, l’unità di uscita emette un segnale pari a 0 o ad 1 a 
seconda che la somma pesata con i coefficienti di connessione dei 
segnali in entrata sia minore o maggiore di una soglia che supponiamo 
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pari a 0. La struttura della rete, ad esempio con 4 unità di entrata, è 
quindi la seguente: 
 
 
Vediamo ora il funzionamento della rete. 
L’apprendimento di questo tipo di reti è di tipo supervisionato. 
Il ricercatore deve stabilire a priori come desidera che la rete 
classifichi i pattern in entrata, cioè i vettori dati in input alla rete 
codificanti una informazione. Può ad es. desiderare che la rete 
classifichi i  seguenti pattern come segue (1 per l’appartenenza alla 
categoria, 0 per la non appartenenza): 
 
 
L’interpretazione semantica di questa tabella potrebbe essere 
relativa alla classificazione dei fornitori nelle categorie di fornitori 
convenienti (1) e non (0) da parte di un produttore di beni ad alto 
contenuto tecnologico: 
 
 
Vettore in entrata = (C1,C2,C3,C4) 
 
 
 
 
 
 
 
 
 
 
 
 
Pattern da classif icare Pattern A Pattern B Pattern C Pattern D 
1a  componente 1  1  0  1  
2a  componente 1  1  0  1  
3a  componente 1  1  1  0  
4a  componente 1  0  1  0  
5a  componente 1  0  0  1  
Categoria desiderata 1 0  1  0  
PESO1
PESO2
PESO3
PESO4
 C1 =  
0  o  1  
 0  o  1 a  seconda che:  
C1*PESO1+C2*PESO2+ 
+C3*PESO3+C4*PESO4 
<= oppure > di  0   
 C2 = 
0  o  1  
 C3 =  
0  o  1  
 C4 = 
0  o  1  
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Il funzionamento della rete, come al solito, prevede due fasi :  
l’apprendimento e l’esercizio della funzione cognitiva acquisita.  
Vediamo la fase di apprendimento. 
In questa fase, si vogliono modificare i coefficienti di 
connessione in modo che la rete sia in grado di effettuare la 
classificazione desiderata. A questo scopo, dopo aver posto uguale a 0 
tutti i  coefficienti di connessione, si procede alla presentazione in 
ingresso di tutti i  pattern dell’insieme di addestramento, uno dopo 
l’altro. In corrispondenza ad ogni pattern si procede come segue. 
Si calcola il potenziale di attivazione di ogni unità di uscita, 
moltiplicando ogni segnale emesso da ciascuna unità di ingresso xi  per 
il corrispondente peso della linea di connessione pi  che la collega 
all’unità di uscita, sommando i prodotti così ottenuti e sottraendo da 
questa somma il valore della soglia si  dell’unità di uscita. Se il 
potenziale di attivazione è positivo o nullo, il  che significa che il 
segnale in entrata ha superato il valore della soglia, l’uscita U della 
rete vale 1, altrimenti vale 0. Ciò è sintetizzabile mediante la seguente 
formula dove F è una funzione a gradino 0-1: 
 
(2.3.1)                         U =  F  p   x  -  si
i  1
n
i i
=
∑

  
 
Si confronta l’uscita ottenuta U con l’uscita corretta desiderata 
UD, ottenendo l’errore E commesso dalla rete: 
 
(2.3.2)                              E = U - UD 
 
Si hanno quindi i seguenti 3 casi possibili.  
1. E = 0 cioè l’uscita effettiva è uguale all’uscita desiderata. 
Fornitori  da classif icare Fornitore 
A 
Fornitore 
B 
Fornitore 
C 
Fornitore 
D 
Consegne rapide dopo le  
ordinazioni  
1  1  0  1  
Assenza error i  ordini  
/materiale  forni to  
1  1  0  1  
Assenza difet t i  nel le  
forni ture 
1  1  1  0  
Forni ture tecnologicamente 
innovative 
1  0  1  0  
Concessione pagamenti  
d i lazionat i  
1  0  0  1  
Giudizio complessivo 
desiderato 
1  0  1  0  
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In tal caso si lasciano inalterati i coefficienti di connessione poiché la 
rete ha effettuato una classificazione corretta in corrispondenza 
del particolare pattern presentato. 
2. E = -1 cioè l’uscita effettiva vale 0, mentre l’uscita desiderata 
vale 1. 
Ciò significa che la rete non ha classificato correttamente in quanto le 
linee attivate (con un 1) presentano dei coefficienti di 
connessione troppo bassi, per cui la loro somma pesata con i 
coefficienti di connessione non riesce a raggiungere la soglia. In 
questo caso si prendono in considerazione solo le linee di 
connessione in cui i segnali emessi dalle unità di ingresso valgono 
1, ed al coefficiente di connessione di ognuna di esse si aggiunge 
la quantità ∆W  i  proporzionale ad un parametro A fissato dallo 
sperimentatore chiamato parametro di apprendimento, ed 
all’inverso dell’errore commesso: 
 
                                  W = A (- E)i∆ ×  
 
Ciò innalza di un poco tutti i  coefficienti di connessione interessati dal 
pattern, avvicinando il comportamento della rete a quello 
desiderato. I coefficienti di connessione delle altre linee (quelle 
con lo 0) rimangono inalterati. 
3. E = +1 cioè l’uscita effettiva vale 1, mentre l’uscita desiderata 
vale 0 . 
Ciò significa che la rete non ha classificato correttamente in quanto le 
linee attivate (con un 1) presentano dei coefficienti di 
connessione troppo alti,  per cui la loro somma pesata supera la 
soglia mentre non dovrebbe farlo. In questo caso si prendono in 
considerazione solo le linee di connessione in cui i segnali emessi 
dalle unità di ingresso valgono 1, e al coefficiente di connessione 
di ognuna di esse si aggiunge la quantità vista ∆W  i  ora negativa, 
per abbassare di un poco tutti i  coefficienti di connessione 
interessati dal pattern. I coefficienti di connessione delle altre 
linee, quelle con lo 0, rimangono inalterati. 
 
Quando i pattern dell’insieme di apprendimento sono esauriti,  si 
ricomincia da capo, utilizzando la stessa procedura. L’apprendimento 
ha termine quando la rete fornisce un’uscita effettiva uguale all’uscita 
desiderata per tutti i  pattern del “training set”. Il  raggiungimento di 
questa circostanza è garantito dal Teorema di Convergenza del 
Perceptrone che afferma che se un problema di classificazione è 
risolubile con l’algoritmo del perceptrone semplice, tale algoritmo 
porterà sicuramente alla soluzione in un numero finito di passi. 
Vediamo ora la fase di funzionamento della rete. 
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Essa consiste nel proporre alla rete dei pattern da classificare, 
uguali o diversi da quelli del training set, e nel vedere come avviene la 
classificazione. L’elemento interessante a questo punto è che la rete 
non solo sa classificare in modo corretto tutti i  vettori del set di 
apprendimento, ma anche vettori non facenti parte di tale set (ad 
esempio 01010) e che potrebbero essere interpretati o come vettori 
nuovi (fornitori nuovi), o come vettori del set di apprendimento affetti 
da “rumore” (le informazione sul particolare fornitore sono 
approssimate). Queste capacità, dette rispettivamente di 
generalizzazione e robustezza al rumore, conferiscono al semplice 
modello visto una flessibilità somigliante, almeno qualitativamente, a 
quella tipica umana e difficilmente implementabile con modelli di tipo 
simbolico. 
Tali caratteri si possono osservare in modo ancora più accentuato 
nel modello di “rete a back propagation”, il modello di rete più 
utilizzato dagli economisti.  Esso consiste in una generalizzazione del 
modello del perceptrone appena visto. 
Vediamo rapidamente questo tipo di rete per poi riprendere le 
osservazioni sulle reti come strumento di simulazione delle abilità 
cognitive degli agenti.  
L’architettura di una rete a back propagation è analoga a quella di 
un perceptrone. La differenza principale consiste nel fatto che si ha 
uno strato in più di neuroni, detto strato di neuroni hidden o nascosto, 
che si frappone tra lo strato di ingresso e quello di entrata. Un’altra 
differenza è che i neuroni di uscita possono essere più di uno. Le 
funzioni di trasferimento di tutti i  neuroni poi, salvo quelli di input 
che al solito sono dei semplici ripetitori, sono delle sigmoidi. Questo 
determina quindi una risposta della rete di tipo continuo, cioè i valori 
del vettore sono numeri qualsiasi tra 0 ed 1. 
Il  meccanismo della correzione progressiva dei pesi in 
proporzione dell’errore della risposta della rete si ripete anche qui solo 
che investe non solo i pesi collegati con lo strato di uscita ma anche 
quelli tra strato di ingresso e strato nascosto propagando l’errore stesso 
all’indietro (di qui il  nome della rete). 
Se indichiamo con e x y, r i  j  rispettivamente simboli ed indici dei 
neuroni di input, nascosti e di uscita, con ydj l’uscita desiderata del 
neurone di uscita j in corrispondenza del pattern k di entrata, con A il 
coefficiente di apprendimento fissato dallo sperimentatore, con P il 
potenziale di attivazione di un neurone, con f la funzione di 
attivazione, con Ek l’errore commesso dalla rete in corrispondenza del 
pattern k del training set dato da: 
 
(2.3.3)                            E  =  ( y  -  yd ) k j j
j
2∆ ∑  
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possiamo indicare (non dandone lo sviluppo matematico che la 
deriva dalla minimizzazione dell’errore) la variazione ∆Wji  da 
apportare ai pesi tra strato output e quello hidden: 
 
(2.3.4)                       W = - A ( y - yd )  f ' ( P  xji j j j i∆ )  
 
e la variazione ∆Wir  da apportare ai pesi tra strato hidden e quello 
input: 
 
(2.3.5)                         W  =  -  A 
E
 x
 f ' ( P   eir
k
i
j r∆
∂
∂ )  
 
dove, come si può dimostrare: 
 
(2.3.6)                    
 E
 x
 =  ( y  -  yd )  f ' ( P  wk
i
j j j ji
j
∂
∂ )∑



 
 
La (2.3.4) si può interpretare come segue. Se il peso ha 
contribuito a far attivare il neurone al di sopra del valore desiderato 
provocando un errore positivo, il peso è abbassato in proporzione al 
coefficiente di apprendimento, all’errore stesso, al valore della 
derivata della funzione di trasferimento del neurone di output nel 
punto corrispondente alla sua attivazione, all’entità del segnale che il 
canale del peso considerato ha veicolato. 
La (2.3.5) si può interpretare nello stesso modo, solo che non 
esistendo per i neuroni intermedi una attivazione desiderata e quindi 
un errore, al posto dell’errore è sostituito il valore della (2.3.6) che 
indica quanto il neurone ha contribuito a determinare l’errore 
complessivo Ek. 
Il  funzionamento della rete a back propagation, dopo la fase di 
apprendimento illustrata, avviene sempre mediante la presentazione in 
entrata di un pattern qualsiasi (purché consistente in un vettore di tanti 
elementi, di valore compreso tra 0 e 1, quanti sono i neuroni di input) e 
nella emissione di un vettore di uscita da parte della rete. 
Sulla scorta di questa analisi riprendiamo ora le riflessioni 
sull’adeguatezza delle reti neurali come modelli di agenti.  
Nella rete a back propagation gli aspetti di flessibilità 
caratterizzanti l’intelligenza umana sono ancora più accentuati che nel 
perceptrone. 
Sia gli input che gli output della rete a back propagation sono 
continui potendo variare tra 0 ed 1, cioè ad esempio la caratteristica di 
innovatività delle forniture nell’esempio visto in precedenza può 
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essere presente in diverso grado e il giudizio di adeguatezza globale 
del fornitore può essere espresso su una scala continua piuttosto che in 
modo dicotomico. Questo in un contesto simbolico è difficilmente 
realizzabile. I simboli si prestano per esprimere se un fornitore è 
conveniente ma non ad esprimere quanto lo sia. I recenti studi sulla 
logica fuzzy (logica sfumata) dimostrano in effetti come la logica 
tradizionale, basata sui valori di verità dicotomici vero o falso, si 
presti male per la rappresentazione di alcuni aspetti della realtà (Kosko 
(1995)). 
Come il perceptrone anche la rete a back propagation è in grado di 
fare generalizzazioni ed è robusta al rumore, cioè ad esempio sa 
esprimere un giudizio globale di affidabilità su un qualsiasi nuovo 
fornitore su cui sia chiamata ad esprimersi, per quanto incerte possano 
essere le informazioni su quel fornitore. In questo senso diversi studi 
(V. ad esempio Parisi (1989)) mostrano come le attivazioni dei neuroni 
nascosti, non legati alla codifica degli input o degli output, ma 
sviluppate autonomamente dalla rete, vengono a crearsi un prototipo di 
attivazione tipo, nel nostro esempio il “fornitore ideale”, rispetto al 
quale valutare i pattern specifici presentati.  
Va precisato che l’utilizzo delle reti mostrato finora consiste 
nello svolgimento di compiti di classificazione e di emissione di 
giudizi, cioè nella inclusione di un oggetto osservato in una categoria. 
Le reti a back propagation sono però utilizzabili per realizzare molti 
altri tipi di prestazioni cognitive. Infatti la rete a back propagation da 
un punto di vista matematico è un approssimatore di funzioni a valori 
vettoriali e variabili vettoriali,  cioè di funzioni che hanno come 
variabile indipendente e dipendente dei vettori anziché semplici valori 
reali. In sostanza la rete a back propagation attraverso la conoscenza di 
alcune coppie di punti (di spazi ad m≥1 e n≥1 dimensioni) costituenti 
il training-set, sa costruirsi una funzione che approssima la funzione 
“vera” che ha generato i punti. Questo conferisce alle reti a back 
propagation notevole generalità. Ad esempio la rete a back propagation 
potrebbe essere utilizzata per simulare la previsione di eventi futuri da 
parte di un agente, ad esempio la formazione di attese da parte di un 
oligopolista sui prezzi fissati dagli avversari data la conoscenza del 
loro comportamento passato e di altre informazioni. Oppure potrebbe 
essere utilizzata per simulare il  processo di acquisizione di 
informazioni relative ad un qualsiasi fenomeno di reazione 
dell’ambiente o di altri agenti alle proprie azioni, come ad esempio 
potrebbe essere la stima della domanda di mercato date le informazioni 
derivanti dalle esperienze passate. 
Un altro aspetto che va considerato che conferisce generalità alle 
prestazioni delle reti viste è che la capacità delle reti di trattare “solo” 
vettori di numeri non è riduttiva. Infatti un qualsiasi tipo di 
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informazione, complessa quanto si desideri, può essere sempre 
rappresentata da un vettore di numeri mediante opportuna codifica. Ad 
esempio una serie storica di una variabile è un vettore, i valori assunti 
da un insieme di variabili in un certo istante sono un vettore, una 
immagine scomposta in pixel caratterizzati ognuno da una certa 
intensità di grigio, sintetizzabile con un numero, è un vettore, le lettere 
di una parola possono essere codificate con numeri che vanno a 
formare un vettore, delle categorie qualitative possono essere 
codificate con dei numeri che vanno a costituire un vettore, delle 
probabilità soggettive espresse su degli eventi sono rappresentabili 
mediante un vettore ecc.. In sintesi un qualsiasi tipo di informazione 
può essere codificato sotto forma di vettore di numeri. 
Evidentemente la possibilità di rappresentare qualsiasi 
informazione in forma vettoriale vale in linea di principio, in quanto 
ogni informazione, per essere rappresentata, va alla fine codificata su 
qualche supporto (fisico) in grado di assumere diversi stati. Dire che 
vale in linea di principio significa dire che non vi sono limiti teorici 
per farlo. Rimane poi il grosso problema di codificare l’informazione 
ambientale, disponibile in forme molto diverse, simboliche semantiche 
digitali analogiche ecc., in forma di vettori.  E rimane anche il grosso 
problema di creare dei sistemi che sappiano “estrarre conoscenza” 
dalle informazioni così codificate. 
Le caratteristiche indicate, comunque, rendono le reti neurali 
particolarmente adatte alla realizzazione di modelli di sistemi 
economici dove l’apprendimento umano, del singolo agente o di 
collettività, gioca un ruolo così importante da influenzare il tipo di 
evoluzione del sistema osservato, e modelli dove la descrizione dei 
reali processi di decisione/azione degli agenti risulta l’oggetto di 
studio. 
 
2.4 Gli algoritmi genetici 
In quanto segue faremo riferimento allo studio rigoroso ed astratto 
di Holland (1975) ed alle analisi di carattere più tecnico e applicativo 
di Goldberg (1989). 
Gli algoritmi genetici (AG) sono algoritmi di ricerca di strutture 
composte da elementi, idonee a svolgere una data funzione. Di solito 
sono utilizzati per la soluzione di problemi di “massimizzazione”. Essi 
costituiscono una astrazione dei meccanismi della selezione e della 
genetica, astrazione che consente di applicarli ad un ampia gamma di 
problemi. 
Il termine massimizzazione è virgolettato in quanto nel mondo 
dell’intelligenza artificiale subsimbolica i problemi affrontati sono 
sempre complessi, non deterministici, non lineari, ed i processi di 
soluzione sono generali ma approssimati, portano a soluzioni 
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soddisfacenti ma non ottime in assoluto. “Massimizzazione” deve 
essere qui inteso più come riferito ad un processo, tendente 
all’incremento di qualcosa, all’avvicinamento ad una meta, che al 
risultato raggiunto, difficilmente massimo in assoluto. 
Iniziamo con il vedere alcuni termini di nostro interesse del 
linguaggio dalla biologia e quelli corrispondenti al mondo degli AG, 
notando però che in pratica nel campo degli AG i due tipi di termini 
sono spesso utilizzati indistintamente: 
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Vediamo una applicazione pratica degli AG nella soluzione di un 
problema tipo, per poi generalizzarne le caratteristiche. 
Supponiamo di avere una slot-machine con cinque interruttori on-
off, che a seconda della configurazione degli interruttori elargisce una 
certa ricompensa secondo una legge ignota legata alla configurazione 
Biologia Significato biologico Algoritmi 
genetici 
Cromosoma Codifica sequenziale microscopica 
costituita da acidi nucleici, della 
struttura fisica di un organismo vivente 
Stringa 
Carattere Un aspetto della struttura fisica di un 
organismo vivente  
(es. “colore degli occhi”) 
Carattere della 
soluzione, 
della struttura
Gene Parte di cromosoma che codifica un 
carattere dell’organismo vivente 
 
Elemento 
codificante, 
codificante 
Allele Modalità di manifestazione del gene Valore del 
codificate 
Locus Posizione topologica di un gene sul 
cromosoma. 
Posizione 
nella stringa 
Genotipo Patrimonio genetico complessivo di un 
individuo 
Struttura di 
codifica 
Fenotipo Risultato della decodifica del genotipo 
che si manifesta a livello di struttura 
fisica dell’essere vivente 
Struttura 
decodificata 
Epistasi Processo per cui un complesso di 
caratteristiche fenotipiche sono la 
risultante dell’interazione della 
decodifica di più geni e dell’azione di 
più circostanze ambientali interne ed 
esterne all’individuo 
Non linearità 
Individuo Un singolo essere vivente Struttura 
Popolazione Insieme di esseri viventi appartenenti ad 
una certa specie 
Insieme, 
gruppo di 
strutture 
Ambiente Sistema ecologico in cui agiscono gli 
individui 
Problema, 
funzione da 
svolgere 
Fitness Grado di adattamento dell’individuo 
all’ambiente in cui vive, che si 
manifesta nella sua capacità di produrre 
un numero elevato di discendenti 
Fitness, 
efficacia nella 
soluzione del 
problema 
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degli interruttori. Questo problema è risolvibile con gli AG. Vediamo 
come. 
Le strutture del problema sono costituite dalle possibili 
configurazioni degli interruttori che portano a determinate ricompense. 
Un possibile codifica delle strutture è la seguente. La posizione 
on-off di un interruttore può essere indicata con una cifra di un 
alfabeto binario composto dai simboli {0, 1}. Una configurazione degli 
interruttori quindi può essere codificata con una sequenza di cinque 
bit, ad es. 11000 che indicano che i primi due interruttori sono sulla 
posizione on, gli ultimi tre sulla posizione off. 
Ogni configurazione degli interruttori può essere valutata nello 
svolgimento della sua funzione attraverso la rilevazione della 
ricompensa prodotta (fitness). 
Avendo a disposizione la slot-machine, è possibile valutare la 
fitness di ogni configurazione che produciamo durante la soluzione del 
problema. 
Illustriamo ora le fasi successive della soluzione del problema 
mediante gli AG: 
1. Vengono prodotti a caso i genotipi degli individui di una 
popolazione di strutture, cioè di configurazioni degli interruttori, 
poniamo i seguenti quattro: 
 
1.  
2. Fase del confronto con l’ambiente. 
Ogni individuo della popolazione delle configurazioni di interruttori 
viene confrontato con la slot-machine, ottenendo la misura della 
sua fitness. 
3. Meccanismo della riproduzione dei più adatti.  
Si estraggono a caso, con possibilità di ripetizione, un numero di 
individui pari a quello della popolazione stessa, con probabilità 
proporzionali alla fitness di ciascun individuo. In questo modo gli 
individui che hanno una fitness superiore alla media saranno 
estratti in media più di una volta, quelli con una fitness più bassa 
della media saranno estratti in media meno di una volta. 
4. Meccanismo del crossing over. 
Si effettua il crossing over di coppie casuali di stringhe degli individui 
estratti.  Esso si effettua scegliendo a caso un punto in cui 
spezzare in due le stringhe di una coppia, ed ottenendo due nuovi 
Stringhe, genotipi Strutture, individui 
decodificati 
10110 on off on on off 
00110 off off on on off 
11011 on on off on on 
00101 off off on off on 
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individui dalla fusione delle 4 metà ottenute. Per esempio se le 
due stringhe seguenti sono spezzate presso la seconda posizione si 
hanno i seguenti discendenti: 
 
 
5. Meccanismo della mutazione casuale. 
Si effettua una mutazione casuale dei singoli bit, scambiando il valore 
che li caratterizza (da 0 ad 1 o da 1 a 0), secondo una probabilità 
molto bassa. 
6. Meccanismo della successione di generazioni di popolazioni. 
Si ripetono ciclicamente le operazioni dal punto 2 in poi fino al 
raggiungimento di una determinata condizione, ad es. la 
cessazione dell’aumento della ricompensa della struttura migliore, 
in generale quando la fitness non cresce più. 
 
Perché un processo di questo genere dovrebbe portare alla 
soluzione del problema detto? Supponiamo che la slot-machine dia una 
ricompensa in base alla funzione: 
 
(2.4.1)                            Ricompensa =   x2 
 
dove x è il numero decimale corrispondente al numero binario 
rappresentato dalla codifica binaria di una configurazione di 
interruttori,  cioè: 
 
 
Come si può osservare il primo ed il terzo individuo hanno una 
fitness alta poiché presso le prime posizioni corrispondenti a potenze 
alte della codifica binaria, hanno bit pari ad uno. Nella fase di 
riproduzione il primo ed il terzo individuo daranno luogo in media a 
 
Genitori :  11|011 
    00|101 
 
Discendenti :  11|101 
    00|011 
 
Strutture Cod. 
binaria 
Cod. decimale 
= x 
Ricompensa = x2  
fitness 
on off on on off 10110 22 484 
off off on on off 00110 6 36 
on on off on on 11011 27 729 
off off on off on 00101 5 25 
   1274 
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(484/1274)×4=1,5 e (729/1274)×4=2,3 discendenti rispettivamente 
avendo fitness elevata. 
I discendenti, ottenuti incrociando tali individui molto adatti,  da 
un lato avranno buone probabilità di avere bit pari ad uno nelle prime 
posizioni, cioè buone probabilità di avere alta fitness come i genitori, 
dall’altro a causa del crossing over saranno in parte differenti dai 
genitori, e potranno quindi essere anche migliori di essi, cioè avere bit 
pari ad uno anche nelle ultime posizioni. In questo modo in sostanza i 
discendenti costituiscono soluzioni che esplorano nuovi spazi del 
problema a partire da posizioni migliori rispetto alla media, costituite 
dai predecessori. 
La mutazione svolge il ruolo di impedire che venga persa la 
ricchezza del patrimonio genetico. Ad esempio in un certo istante la 
popolazione potrebbe risultare composta di individui che presso un 
certo locus hanno tutti uno 0. In tal caso senza mutazione non sarebbe 
più possibile avere un 1 presso tale posizione. 
In generale i problemi che possono essere affrontati con gli 
algoritmi genetici debbono soddisfare determinati requisiti minimali: 
1. Possibilità di ridurre il problema ad un problema di ricerca di 
strutture per la realizzazione di una data funzione. 
 L’essenza del concetto di struttura risiede nel fatto che la 
struttura è composta da componenti elementari sufficientemente 
semplici, che possono essere ricombinati per formare nuove 
strutture dotate di significato ai fini del problema. 
 Il concetto di struttura è quindi molto ampio, comprendendo ad 
esempio le configurazioni degli interruttori del problema visto, i 
numeri che massimizzano una funzione, le strutture fisiche che 
svolgono una certa funzione (un macchina che svolge un certo 
compito), le procedure di azione che portano alla realizzazione di 
determinati risultati astratti ecc. 
2. Possibilità di codificare in forma simbolica, mediante sequenze di 
caratteri di un apposito alfabeto, le strutture che debbono svolgere 
la funzione. Questo è necessario in quanto come visto i 
meccanismi di riproduzione, crossing over, mutazione agiscono su 
stringhe di simboli di un certo alfabeto. Di fatto la codifica 
rappresenta una specie di standardizzazione delle strutture che, 
trasformandole in stringhe, le rende manipolabili attraverso gli 
operatori genetici visti.  
La codifica delle strutture è in genere libera, salvo due principi molto 
generali che andrebbero seguiti per sfruttare al massimo le 
potenzialità degli AG e che vedremo più avanti. 
3. Possibilità di quantificare con un unico valore di sintesi la 
capacità di svolgere la funzione da parte delle strutture (fitness). 
Ciò non sempre è facile. Come esempio prendiamo il nostro caso, 
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dove gli AG sono utilizzati per sviluppare strutture costituite da 
comportamenti alternativi di agenti economici. In questa 
situazione si possono avere dei casi in cui il comportamento 
debba realizzare più obiettivi. Dovendo valutare i comportamenti 
alternativi in base ad un numero che sintetizzi il  raggiungimento 
di più obiettivi, si incontrano i tradizionali problemi di 
confrontabilità tra risultati disomogenei, di scelta tra ottimi 
paretiani ecc. 
4. Possibilità di confrontare tutte le strutture prodotte con la 
funzione da svolgere, per valutare la loro fitness. 
E’ il requisito più difficile da soddisfare quando gli AG sono utilizzati, 
come nelle nostre simulazioni, come meccanismo di 
apprendimento “on-line” (apprendimento contestuale all’azione) 
di comportamenti di successo di agenti artificiali.  Infatti se i 
possibili comportamenti alternativi dell’agente sono considerati 
come gli individui di una popolazione da trattare con gli AG, si 
pone il problema di valutare ognuno di tali singoli comportamenti 
in quanto un agente può porre in essere un solo comportamento 
alla volta. Vedremo in seguito le soluzioni da noi proposte per 
questo problema. 
 
Vediamo ora una descrizione formalizzata degli algoritmi 
genetici. Gli scopi che vogliamo raggiungere sono due. Indicare il 
metodo di analisi ed il linguaggio proposto da Holland per analizzare 
gli algoritmi genetici e mostrare in modo rigoroso perché gli AG sono 
un potente strumento di ricerca di strutture. 
Il  concetto fondamentale per l’analisi degli AG è quello di 
schema. Supponiamo che le stringhe siano rappresentate, senza perdita 
di generalità, da un alfabeto binario di simboli: 
 
(2.4.2)                                  { } A =  0,  1   
 
Come già visto nell’esempio il genotipo di un individuo 
appartenente ad una popolazione di n individui di lunghezza l = 5 ad 
esempio, sarà rappresentato da una stringa del tipo: 
 
(2.4.3)                         S =  a  a  a  a  a  =  01001 1 2 3 4 5  
 
Uno schema è un modello di similarità che indica un sottoinsieme 
delle stringhe possibili della popolazione, aventi determinate 
caratteristiche, cioè porzioni della sequenza di 0 ed 1 che le compone, 
in comune. Se indichiamo con “*” il metasimbolo dell’alfabeto 
indicante uno specifico codificante di cui non interessa il valore, 
chiamato carattere don’t care,  possiamo ad esempio indicare con: 
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(2.4.4)                { } 01**1 =  01001,  01011,  01101,  01111   
 
lo schema che individua le stringhe che hanno in prima posizione 
un codificante pari a 0, in seconda posizione un codificante pari ad 1, 
in quinta posizione un codificante pari ad 1, nelle altre posizioni altri 
valori. 
L’importanza del concetto di schema risiede nel fatto che uno 
schema, attraverso i codificanti diversi dal carattere don’t care,  
codifica un particolare carattere, o complesso di caratteri, della 
struttura. Questi caratteri possono conferire alla struttura una alta 
fitness nell’ambiente da affrontare. La ricerca e la costruzione di 
strutture aventi caratteri che conferiscono loro un’alta fitness, viene 
effettuata dagli AG a livello di stringa di codifica attraverso la ricerca 
di combinazioni opportune di schemi. 
Il conteggio degli schemi rappresentati da una stringa da l’idea di 
quanti sono gli schemi, e quindi le combinazioni di caratteri, che 
vengono presi in considerazione quando si ha a che fare con una 
singola stringa o con una popolazione di stringhe, e quindi dell’elevato 
parallelismo con cui gli AG effettuano la ricerca nel campo delle 
soluzioni ammissibili.  
Se indichiamo con k il numero di simboli che compongono 
l’alfabeto, i possibili schemi rappresentati da una stringa sono: 
 
(2.4.5)                                    ( ) k + 1  l  
 
in quanto ogni codificante può assumere un valore dell’alfabeto 
od essere un carattere don’t care *. Il  numero di schemi che una 
precisa stringa rappresenta sono: 
 
(2.4.6)                                      2l  
 
in quanto ogni posizione può assumere o il suo valore effettivo od 
il carattere don’t care *. Essendo n il numero di individui della 
popolazione, il numero NS di schemi rappresentati dalla popolazione è 
compreso nell’intervallo: 
 
(2.4.7)                              k NS n kl l≤ ≤ ×  
 
NS è minore di nkl poiché uno schema può ripetersi in più 
stringhe, a scapito di altri schemi. 
Definiamo ordine di uno schema, e lo indichiamo con O(S), il 
numero di caratteri diversi da quello don’t care.  
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Definiamo lunghezza di uno schema, e la indichiamo con L(S), il 
numero di posizioni che intercorrono tra il primo carattere della stringa 
diverso dal carattere don’t care e l’ultimo carattere della stringa 
diverso dal carattere don’t care.  
Ad esempio le stringhe *10**1, **0*1*, **1***  hanno ordini 3,  
2, 1 e lunghezze 4, 2, 0 rispettivamente.  
Valutiamo ora con quale tasso gli schemi ad alta fitness si 
diffondono nella popolazione. 
Indichiamo con N(S, t) il  numero di schemi di tipo S presenti 
nella popolazione, cioè il numero di strutture cui corrispondono 
stringhe che hanno in se lo schema S (le strutture presenteranno il 
complesso di caratteri corrispondenti). Indichiamo poi con Fi ed Fi∑  
la fitness della stringa (struttura) Si e la somma della fitness di tutte le 
stringhe rispettivamente. Se il meccanismo di riproduzione è quello 
indicato nell’esempio in base al quale ogni stringa viene riprodotta 
proporzionalmente alla sua fitness, allora la probabilità che una 
stringa, e quindi tutti gli schemi che essa rappresenta, venga 
selezionata per una riproduzione é: 
 
(2.4.8)                              ( ) PR (S )  
F
F
 i
i
i
= ∑  
 
mentre, essendo FM la fitness media della popolazione: 
 
(2.4.9)                      ( ) ( ) n  
F
F
 =  
F
F
n
 =  
F
FM
i
i
i
i
i× ∑ ∑  
 
è il numero medio di volte che la struttura verrà riprodotta quando 
l’intera popolazione viene sostituita da nuovi individui. Il  numero 
medio delle nuove stringhe portatrici dello schema considerato saranno 
quindi: 
 
(2.4.10)                         ( ) ( ) N S,  t 1   N S,  t   F
FM
 i+ = ×  
 
Se indichiamo con c la proporzione in base alla quale la stringa di 
un certo schema ha una fitness superiore alla media, cioè: 
 
(2.4.11)                                  c =  
 F
FM
 -  i 1 
 
allora dalla (2.4.10) si ha: 
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(2.4.12)    ( ) ( ) ( ) ( ) ( ) N S,  t 1   N S,  t   FM +  c FM
FM
 =  1+ c   N S,  t  + = ×  
 
e per più periodi T, dato un istante iniziale t0: 
 
(2.4.13)                         ( ) ( ) ( ) N S,  T   1+ c   N S,  t  T 0=  
 
Questa formula rappresenta la legge dell’interesse composto 
ovvero una progressione geometrica. Essa da luogo ad un aumento 
esponenziale nel tempo degli schemi ad alta fitness. 
Valutiamo ora l’effetto del crossing over e della mutazione sulla 
riproduzione di schemi ad alta fitness. Il  crossing over nella forma 
semplice vista spezza le stringhe in un punto a caso tra due codificanti. 
Il  numero di punti in cui è possibile spezzare il crossing over è l-1 se 
il numero dei codificanti, cioè la lunghezza della stringa, è l.  La 
probabilità PS(S) che uno schema S di lunghezza L(S) sopravviva al 
crossing over è quindi: 
 
(2.4.14)                                PS (S)  1 -  
L(S)
l -1
  =  
 
Se il crossing over viene applicato con la probabilità Pc anziché 
deterministicamente ad ogni coppia selezionata, dando così la 
possibilità allo sperimentatore di riprodurre individui copie identiche 
dei genitori, la probabilità di sopravvivenza diventa: 
 
(2.4.15)                               PS (S)  1 -  P  
L(S)
l -1
  c=  
 
per cui il numero atteso di individui della nuova popolazione 
portatori dello schema considerato sono: 
 
(2.4.16)             ( ) ( ) N S,  t 1   N S,  t   F
FM
  1 -  P  
L(S)
l -1
 i c+ = × ×







  
 
Anche la mutazione abbassa la probabilità di sopravvivenza di 
uno schema. Se Pm è la probabilità che un codificante venga mutato, 
allora la probabilità che uno schema di ordine O(S) sopravviva alla 
mutazione è: 
 
(2.4.17)                  ( ) PS (S)  1 -  P  1 -  O (S)  Pm O (S) m= ≅ ×  
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dove l’errore dell’approssimazione indicata, che si ottiene 
troncando gli addendi con potenze superiori alla prima dello sviluppo 
della potenza del binomio, è tanto più piccolo quanto minore è Pm. 
Quindi il numero atteso di individui della nuova popolazione 
portatori dello schema considerato sono: 
 
(2.4.18)     ( ) ( ) N S,  t 1   N S,  t   F
FM
  1 -  P  
L (S)
l -1
 -  P  O(S)  i c m+ = × ×







  
 
Questo risultato è molto importante e costituisce il teorema 
fondamentale degli algoritmi genetici. 
Esso stabilisce che gli schemi corti,  di basso ordine, e di alta 
fitness, indicati brevemente con l’espressione “building blocks”, 
ottengono una diffusione esponenziale tra gli individui della 
generazione successiva. 
A questo punto risulta dimostrato il tasso di riproduzione 
esponenziale dei building blocks. Ma perché questa caratteristica degli 
algoritmi genetici risulta anche auspicabile? La dimostrazione rigorosa 
è fornita da Holland (1975), qui ci limitiamo ad alcune osservazioni di 
carattere intuitivo. 
In un dato momento la popolazione contiene una serie di individui 
portatori di schemi (caratteri) ad alta fitness. Si pone allora il dilemma 
se utilizzare tali individui per sfruttare il  risultato delle ricerche 
condotte fino ad allora, o continuare le ricerche utilizzando anche 
individui portatori di schemi a bassa fitness per cercare nuove 
combinazioni migliori di quelle a disposizione. Questo trade-off 
costituisce un problema tipico di ogni situazione di apprendimento on 
line, cioè di apprendimento che avvenga durante l’azione: conviene 
sfruttare le informazioni raggiunte adottando i comportamenti che fino 
ad allora si sono dimostrati di successo, o sacrificare in parte i risultati 
immediati per acquisire ulteriori informazioni ed ottenere migliori 
risultati in futuro? 
Il problema viene stilizzato nell’ambito della teoria della 
decisione statistica con il seguente esempio, detto “the two armed 
bandit problem”. Si ha una gioco in cui bisogna massimizzare le 
vincite azionando una slot machine con due leve. Ogni leva, se 
azionata, da delle vincite che hanno una distribuzione con una certa 
media ed una certa varianza ignote al giocatore. Come distribuire nel 
tempo le giocate tra le due leve? Holland dimostra che le giocate 
attribuite alla leva che ha dato risultati migliori debbono crescere 
esponenzialmente nel tempo. Egli mostra anche che questa è la 
soluzione per l’analogo problema con una slot machine a k leve (k 
armed bandit problem). 
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Quindi il risultato visto con il teorema fondamentale degli 
algoritmi genetici è importante in quanto dimostra che gli algoritmi 
genetici processano in un modo efficiente gli schemi. 
A questo punto è possibile effettuare delle considerazioni generali 
sugli AG. 
Il loro interesse per la modellizzazione economica consiste nel 
fatto che sono uno strumento estremamente generale di ricerca di 
strutture funzionali.  La ragione di questa generalità risiede in due 
caratteristiche fondamentali degli AG. 
La prima caratteristica è che la ricerca delle strutture di successo 
avviene sulla codifica delle strutture e non sulle strutture stesse. Ciò è 
di fondamentale importanza in quanto si possono effettuare ricerche e 
studi su meccanismi standardizzati di elaborazione delle stringhe di 
codifica, come il crossing over, la mutazione, ecc.. Infatti l’oggetto di 
elaborazione diventa standardizzato essendo costituito da stringhe di 
simboli, cioè da una categoria di oggetti aventi caratteristiche molto 
specifiche, non dalle strutture funzionali ovvero dai tipi di soluzioni 
dei diversi problemi affrontati. In questo caso si avrebbe a che fare con 
oggetti suscettibili di assumere un numero infinitamente grande di 
forme completamente dissimili, ed uno studio standardizzato dei 
meccanismi con cui elaborarli sarebbe impossibile. 
Con la via d’uscita della codifica, il problema del confronto con 
la disomogeneità dei problemi reali viene spostato dai meccanismi di 
ricerca alle regole di codifica delle strutture funzionali. E’ a questo 
livello che bisogna trovare strategie ad hoc. Fortunatamente i 
meccanismi di ricerca degli AG sono molto robusti, e tollerano grandi 
livelli di arbitrarietà a livello di codifica. Questo è possibile grazie 
all’alto parallelismo e alla natura probabilistica con cui gli AG 
agiscono. Ci sono però due principi molto generali che andrebbero 
tendenzialmente ripetuti nella codifica delle strutture. 
Il  primo principio ci è suggerito direttamente dal teorema 
fondamentale degli AG. Visto che solo i building blocks, aventi basso 
ordine e breve lunghezza, vengono riprodotti con la massima intensità, 
nella fase di codifica bisogna cercare di far assumere ad essi un 
significato importante in termini di caratteri della struttura funzionale. 
Il  secondo principio da seguire per trovare codifiche efficaci è 
quello di utilizzare alfabeti con un numero basso di caratteri.  Il  motivo 
risiede nel fatto che in questo modo si massimizzano gli schemi a 
disposizione a parità di individui diversi che è possibile costruire con 
le stringhe. 
Un esempio estremo chiarirà il concetto. Supponiamo di avere le 
solite stringhe binarie di lunghezza 5. Le strutture che si possono 
rappresentare con esse come visto sono 25 = 32. Avendo un alfabeto a 
trentadue simboli anziché due, basterebbe una stringa di lunghezza 1 
 144
per rappresentare tutti questi individui. Nel primo caso però gli schemi 
a disposizione sono (2+1)5 = 243, nel caso dell’alfabeto a trentadue 
simboli sono (32+1)1 = 33, cioè molti meno. Il fenomeno è generale: 
maggiore è il numero di simboli dell’alfabeto, minore sarà il numero di 
schemi (caratteri) rappresentabili attraverso le stringhe.  
La seconda ragione per cui gli AG sono uno strumento molto 
generale utilmente utilizzabile per la modellizzazione economica, 
risiede nel fatto che il loro funzionamento si basa sull’obiettivo da 
realizzare, per cui una volta stabilita la codifica che faccia assumere ai 
codificanti dei particolari significati,  la ricerca delle strutture-
soluzioni è completamente non supervisionata, non istruzionista. 
Questa caratteristica è molto interessante in quanto consente di creare 
agenti artificiali che siano in grado di sviluppare autonomamente le 
loro procedure di azione, e consente così di effettuare simulazioni di 
esperimenti in cui si cerca di capire la tendenza di comportamento 
degli agenti reali in presenza di diverse condizioni ambientali, 
cognitive e di informazione disponibile. 
L’interesse degli AG come strumento di simulazione delle 
capacità cognitive degli agenti reali è legato anche al meccanismo di 
ricerca di strutture funzionali rappresentato dal crossing over. Si può 
infatti condurre un parallelo molto interessante tra il suo 
funzionamento e la soluzione creativa di problemi da parte dell’uomo 
(Goldberg (1989)). Gli algoritmi genetici ricombinano casualmente i 
diversi aggregati di caratteri delle strutture, ma solo di strutture ad alta 
fitness. Questo comporta che le nuove combinazioni non sono casuali 
ma sono il risultato della giustapposizione di buone combinazioni 
parziali ed hanno così una probabilità superiore alla media di essere 
loro stesse buone combinazioni, eventualmente ad un livello superiore 
alla media. Ciò richiama molto da vicino i processi di soluzione della 
mente umana in cui delle idee parziali che nelle precedenti esperienze 
hanno mostrato di essere efficaci in certe circostanze, sono ricombinate 
per produrre altre buone soluzioni di problemi analoghi ma diversi. 
La forza degli algoritmi genetici come strumenti di ricerca di 
strutture funzionali è comunque molto ampia e si manifesta anche al di 
là della rappresentazione dei fenomeni cognitivi. 
Innanzi tutto le caratteristiche che abbiamo visto, in particolare 
codifica e valutazione globale legata alla fitness, conferiscono agli AG 
una generalità come strumenti di ricerca di strutture funzionali che 
spesso viene dimenticata, soprattutto quando gli AG vengono messi a 
confronto con altri strumenti di massimizzazione nel campo delle 
funzioni matematiche. Estremizzando per maggiore chiarezza, derivate 
ed integrali non consentiranno mai, come invece hanno saputo fare gli 
AG nella versione della selezione naturale, di costruire strutture 
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chimiche complesse in grado di autoriprodursi e sopravvivere in una 
realtà tridimensionale completamente disomogenea ed irregolare. 
In secondo luogo gli algoritmi genetici sanno effettuare ricerche 
di strutture funzionali di tipo olistico, dove il comportamento del 
complesso dipende dalle interazioni tra le diverse parti e non è 
riconducibili alle singole componenti elementari. Ciò è possibile in 
quanto la valutazione della fitness degli schemi, ottenuta 
indirettamente attraverso la valutazione del grado di adattamento 
dell’intero individuo, o più precisamente in termini di contributo 
medio dato a livello delle diverse strutture funzionali da determinati 
schemi, facilità la ricerca di strutture funzionali il cui buon 
comportamento dipende da un complesso di caratteri che interagiscono 
sinergicamente. In sostanza la ricerca di soluzioni avviene per 
complessi di caratteri, codificati episteticamente da complessi di 
codificanti, e non per aggregazione successiva di singoli caratteri di 
successo. 
In terzo luogo gli AG sono uno strumento di ricerca notevolmente 
robusto rispetto alle discontinuità ed alle disomogeneità dei problemi 
affrontati. Questa è una caratteristica fondamentale quando si necessiti 
di strumenti di costruzione di strutture funzionali idonee ad affrontare 
l’elevato livello di irregolarità della realtà. 
Tale robustezza deriva essenzialmente da due caratteristiche degli 
AG. La prima è rappresentata dall’elevato parallelismo con cui gli AG 
effettuano le ricerche. Esso si manifesta sia al livello di elevato 
numero di schemi processati contemporaneamente attraverso una 
singola stringa mediante il contributo che ognuno da alla fitness della 
struttura corrispondente, sia al livello di elevato numero di strutture 
funzionali che compongono la popolazione. Questo consente di 
esplorare in parallelo varie zone dello spazio delle soluzioni 
ammissibili.  
Per aumentare questo carattere di parallelismo sono stati proposti 
molti meccanismi che noi non considereremo, che consentono lo 
sviluppo di “specie” diverse di individui in numero proporzionale alla 
fitness ottenuta in corrispondenza della particolare “nicchia ecologica” 
occupata. Questi meccanismi favoriscono cioè la ripartizione della 
popolazione in gruppi degli individui che esplorano delle zone dello 
spazio del problema che pur non essendo in prossimità del massimo, 
consentono di ottenere una fitness consistente. In questo modo la 
robustezza degli AG viene ulteriormente accresciuta. 
La seconda caratteristica che conferisce agli AG una notevole 
robustezza è la natura probabilistica e non deterministica della ricerca 
da essi operata. Questo consente loro di uscire con più facilità dai 
minimi locali.  Infatti una struttura funzionale che si allontani dal 
massimo locale ha una certa probabilità di sopravvivere ed 
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incrociandosi con altre strutture funzionali divergenti dal massimo 
locale, può dare origine ad individui che si situano in spazi del 
problema a fitness più alta. Inoltre la circostanza per cui le soluzioni, 
cioè gli insiemi di schemi, sono codificati da una molteplicità di 
stringhe, mette al sicuro l’informazione relativa a soluzioni ad alta 
fitness accumulata fino a quel momento, rispetto al rumore introdotto 
dai tentativi detti di condurre l’esplorazione in nuovi spazi del 
problema. 
Queste caratteristiche ed altre degli algoritmi genetici stimolano 
una considerazione di carattere generale sulle affinità esistenti tra le 
scienze economiche e quelle biologiche. Queste possono essere 
utilmente utilizzate come metafora per rappresentare una serie di 
fenomeni economici (Simon (1959)). In passato le scienze sociali 
hanno spesso assunto come modello la fisica, ed in particolare la 
meccanica newtoniana. Questo modello non ha molte affinità con i 
sistemi economici. In particolare si differenzia da essi per due ragioni 
fondamentali. La prima ragione è che i sistemi economici non sono 
così deterministici e non presentano dei caratteri così fortemente 
invarianti come accade invece per i sistemi fisici. La seconda ragione è 
che i sistemi economici presentano caratteri fortemente evolutivi ed 
adattivi derivanti dalla capacità di apprendimento degli esseri umani, 
capacità che si manifesta sia a livello di singoli individui, sia a livello 
di organizzazioni. 
Per questo riteniamo che i modelli economici fortemente 
deterministici che si ispirano ai modelli fisici,  mal si adattano a 
rappresentare fenomeni economici nei quali i caratteri evolutivi ed 
adattivi sono più spiccatamente presenti. Esempi di questi fenomeni 
sono la crescita economica, le invenzioni tecnologiche e la loro 
diffusione, la formazione e lo sviluppo delle organizzazioni 
economiche ecc.. In questi casi se si desidera scegliere una disciplina 
scientifica da cui mutuare concetti e metodologie, conviene orientarsi 
verso la biologia che in questo senso è ricca di affinità di somiglianze 
interessanti.  Ad esempio dalla biologia molecolare, su cui si basa 
questo paragrafo, è possibile “imparare la lezione” su come pochi 
meccanismi di base possano spiegare un ampio ventaglio di fenomeni 
complessi (Simon (1959)). 
Un’ultima osservazione prima di passare ad un altro argomento. 
Gli AG per costruire le strutture funzionali richiedono come visto 
due interventi dello sperimentatore che hanno dei forti effetti sui 
risultati cui si perviene. 
Il primo intervento avviene al livello di scelta degli elementi di 
base, i  “mattoni” elementari, sui quali l’algoritmo genetico deve agire 
per comporre strutture complesse. Come visto tali componenti 
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elementari possono essere costituiti da numeri, pesi di una rete, 
operatori matematici, regole di produzione, atomi, proteine ecc.. 
Il  secondo intervento avviene a livello di scelta della codifica, 
cioè di corrispondenza tra codificanti e caratteri delle strutture 
funzionali. 
Sarebbe interessante condurre studi per fare in modo che tali 
aspetti diventino essi stessi l’oggetto della  ricerca automatica degli 
AG. Infatti l’enorme successo conseguito dalla natura nella costruzione 
di organismi estremamente complessi ed efficienti, è dipeso 
probabilmente anche dal fatto che il  meccanismo di traduzione del 
DNA e la struttura delle proteine di cui sono costituiti gli organismi, 
sono anch’essi soggetti a selezione, per cui le loro ampie potenzialità 
in termini di costruzione di strutture complesse non sono casuali ma 
sono il frutto della ricerca realizzata in milioni di anni dall’algoritmo 
genetico della natura. 
 
2.5 Classifier systems ed apprendimento adattivo 
In questo paragrafo esaminiamo un terzo strumento proposto 
dall’intelligenza artificiale, i  classifier systems (c.s.),  che costituisce 
lo strumento più frequentemente utilizzato dalla letteratura economica 
che utilizza modelli di tipo simulativo. 
I c.s. sono stati proposti ed affinati da Holland in più 
pubblicazioni che vanno dal 1962 in poi, e ripresi e sviluppati in 
diverse forme da diversi studiosi. Lo scopo della loro introduzione è 
stato quello di superare la rigidezza dei sistemi esperti e creare 
macchine in grado di imparare autonomamente. 
Vediamo come sono composti e come funzionano i c.s..  
Come i sistemi esperti,  specie quelli basati sul linguaggio Prolog, 
i c.s. sono composti da regole di produzione. Come tali è stato 
dimostrato che godono della proprietà di completezza in termini di 
capacità di rappresentazione della conoscenza. Come visto una regola 
di produzione è uno schema che prevede la realizzazione di una certa 
azione, che nel caso dei c.s. consiste nell’invio di un messaggio, 
quando si verifica una certa condizione : 
 
Se <condizione> allora <azione> 
 
Una regola di questo tipo è detta classifier, da cui il nome 
dell’intero dispositivo. 
Nei c.s. le condizioni sono codificate mediante stringhe di 
caratteri scelti tra un alfabeto ternario {0, 1, #} e le azioni sono 
codificati con stringhe di simboli binari {0, 1}, come in questo 
esempio : 
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0##01#0100 : 10110 
 
Nei sistemi esperti invece condizioni ed azioni sono codificati con 
simboli strettamente qualitativi, ad es. verbali :  
 
Se <tigre> allora <scappa> 
 
L’utilizzo di poche componenti elementari (l’alfabeto ha solo tre 
caratteri) per la rappresentazione delle condizioni e dei messaggi, 
consente l’utilizzo degli algoritmi genetici per la costruzione di nuove 
regole a partire da quelle esistenti come vedremo tra poco. 
La struttura di un classifier system può essere schematizzata come 
segue : 
 
 
Vediamo le diverse componenti del sistema. 
La prima componente è costituita da un sistema di sensori che 
ricevono informazioni dall’ambiente. Queste informazioni sono 
codificate nella forma tipica dei messaggi del sistema. 
La seconda componente è costituita da una lista di messaggi, 
avente una certa lunghezza massima. Questa lista ha la funzione di 
elencare i messaggi dei classifier attivati in un certo periodo. Un 
classifier è da considerare attivato in un certo periodo se risulta avere 
la parte relativa alla condizione, soddisfatta da qualche messaggio 
inviato da altri classifier alla lista nel periodo precedente. Più 
precisamente, come vedremo tra poco, in ogni periodo di 
funzionamento del c.s. i  classifier attivati mandano il loro messaggio 
alla lista solo se vincono una certa competizione che illustreremo tra 
poco. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   Ambiente    Ambiente 
Azione 
Feedback 
            Classifier  system 
   Lista  di  messaggi 
           0000 
           1100 
 Effet tor i
 
          0  
          0  
          0  
          1  
  Sensori  
 
          0  
          0  
          0  
          0  
 Repertor io  di  c lassifier
       01##:0000 
       00#0:1100 
       11##:1000 
       ##00:0001 
Informa-
zione 
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La terza componente è costituita dal repertorio di classifier. I 
classifier possono essere di due tipi, a seconda che inviano i loro 
messaggi alla lista di messaggi (cioè ad altri classifier) o agli effettori.  
I classifier che inviano messaggi ad altri classifier debbono avere un 
messaggio di lunghezza pari alla lunghezza delle condizioni dei 
classifier stessi, i  classifier che inviano messaggi al sistema di 
effettori devono avere messaggi di una lunghezza legata alla 
strutturazione del sistema di effettori stesso. 
La quarta componente è costituita da un sistema di effettori, cioè 
da un sistema che quando riceve particolari messaggi risponde 
esercitando una certa azione sull’ambiente. L’ambiente, a seguito di 
questa azione, presenterà delle reazioni che verranno percepite come 
feedback dal c.s.. 
Vediamo ora il funzionamento dinamico del c.s..  
I meccanismi che consentono il funzionamento del sistema sono 
tre. 
Il  primo meccanismo è quello dell’attivazione dei classifier e 
dell’invio di messaggi alla lista. 
In ogni periodo l’ambiente invia informazioni al sistema. I sensori 
rilevano tali informazioni e le codificano in messaggi che sono inviati 
alla lista di messaggi. I classifier che vedono soddisfatta la loro 
condizione si attivano ed inviano messaggi alla lista di messaggi o al 
sistema di effettori che produce delle azioni sull’ambiente. 
Un classifier vede soddisfatta la sua condizione e si attiva se tutti 
i  suoi elementi binari pari a 0 od 1 sono uguali a quelli di posto 
corrispondente ad almeno uno dei messaggi presenti nella lista. Ad 
esempio il messaggio 0000 attiva il secondo (00#0) ed il quarto (##00) 
dei classifier presenti nel classifier system della figura vista, ma non il 
primo (01##) ed il terzo (11##). 
Il  secondo meccanismo di funzionamento è quello detto bucket 
brigade algorithm, basato su principi molto simili a quelli degli scambi 
economici (viene mutuata anche la terminologia da questo campo). 
Ogni classifier è contraddistinto da un certo numero che 
rappresenta la forza con cui si realizza l’attivazione. Questa forza ha 
due funzioni. 
La prima funzione consiste nel fatto che in ogni periodo se i 
classifier attivati sono più del numero massimo dei messaggi che la 
lista può contenere, si effettua un’asta tra i diversi contendenti. Questa 
asta viene vinta in ordine decrescente da quelli che hanno effettuato 
una offerta, pari ad una certa proporzione fissa della forza, maggiore. 
Per evitare una tendenza alla conferma dello status quo e per rafforzare 
la ricerca di soluzioni potenzialmente migliori, l’offerta con cui i  
classifier partecipano all’asta viene resa stocastica con l’aggiunta di 
rumore attraverso una variabile casuale con media nulla. Il  meccanismo 
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d’asta prevede anche che l’offerta sia diminuita in proporzione alla 
genericità del classifier che la propone, cioè in proporzione al numero 
di caratteri don’t care # posseduti nella condizione. Vedremo poi gli 
effetti di ciò. 
La seconda funzione consiste nel fatto che ogni classifier che si 
attiva avendo vinto l’asta, cede una parte della sua forza ai classifier 
che gli hanno inviato il messaggio facendolo partecipare all’asta. 
Questo “pagamento” è dato da una certa percentuale della forza, 
stabilita dallo sperimentatore. I classifier che inviano messaggi agli 
effettori ricevono pagamenti direttamente legati al feedback ricevuto 
dall’ambiente in seguito all’azione indotta. 
Il  meccanismo di aste e di pagamenti descritto, molto simile ad un 
sistema di scambio economico, costituisce quindi il bucket brigade 
algorithm. 
Vediamo, come esempio di funzionamento del meccanismo di 
scambio di messaggi e del bucket brigade algorithm, la reazione del 
dispositivo rappresentato nella figura precedente in seguito all’arrivo 
dall’ambiente dell’informazione codificata con il messaggio 0111. 
Rappresentiamo l’evoluzione del sistema con lo schema seguente, dove 
i pagamenti sono il 10% della forza e dove : 
In. = indice, For. = forza, Mes. = messaggio, Mat. = matching, Pag. = 
pagamento. 
 
 
 
 
   T = 0   T = 1   
In.  Classif ier For.  Mes.  Mat.  Pag.  For.  Mes.  Mat.  Pag.  
1 01##:0000 200  A 20 180 0000   
2  00#0:1100 200    200  1  20 
3  11##:1000 200    200    
4  ##00:0001 200    200  1  20 
A Ambiente 0  0111   20    
   T = 2   T = 3   
In.  Classif ier For.  Mes.  Mat.  Pag.  For.  Mes.  Mat.  Pag.  
1 01##:0000 220    220  A 20 
2  00#0:1100 180 1100   218    
3  11##:1000 200  2  20 180 1000   
4  ##00:0001 180 0001 2 18 162 0001 3 16 
A Ambiente 20    20    
   T = 4  T = 5  
In.  Classif ier  For.  Mes.  Mat.  Pag.  For.  Payoff  ambientale 
1 01##:0000 220    220  
2  00#0:1100 208    208  
3  11##:1000 196    196  
4  ##00:0001 156 0001   206 50 
A Ambiente 20    20  
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Le tabelle vanno lette da sinistra verso destra secondo il 
succedersi dei periodi. Nell’ordine vengono indicati gli indici del 
repertorio di classifier (più l’ambiente), i classifier, la forza di ognuno 
di essi inizialmente posta pari a 200, il messaggio che viene mandato 
da ciascun classifier in caso di attivazione (questa colonna rappresenta 
lo stato della lista di messaggi nel tempo), le caselle dei classifier 
attivati da questi messaggi dopo la realizzazione dell’asta (l’indice del 
classifier che ha provocato l’attivazione, viene scritto nella casella del 
classifier che viene attivato), il  pagamento effettuato dal classifier 
attivato a quello che gli ha inviato il messaggio, di nuovo le forze dei 
classifier dopo l’aggiornamento ecc.. 
Di fatto questo processo combina le informazioni provenienti 
dall’ambiente con i “pensieri” interni del sistema per determinare i 
“pensieri” e le azioni del periodo successivo. Esso coordina il flusso di 
informazioni da dove sono rilevate (sensori) a dove sono processate 
(lista di messaggi, repertorio di classifier) fino dove sono utilizzate 
per l’azione (effettori). 
Il  terzo meccanismo è quello degli algoritmi genetici per il  
rinnovo del repertorio dei classifier. 
Essi sono come quelli descritti al paragrafo precedente, salvo le 
piccole differenze seguenti. 
I periodi del rinnovo del repertorio potrebbero essere legati alla 
prestazione del sistema, ad esempio quando la performance è scadente 
o quando sono attivati troppo pochi classifier. 
Per garantire una continuità di comportamento anche durante i 
periodi di rinnovo del repertorio, la popolazione viene sostituita di 
volta in volta solo in parte, in base ad una percentuale stabilita dallo 
sperimentatore. 
La mutazione, per la parte relativa alle condizioni, opera su un 
alfabeto ternario anziché binario. In caso di mutazione un elemento 
viene sostituito con uno dei due diversi da se stesso (ad es. 1 è 
sostituito da 0 o #). 
I meccanismi descritti sono sufficienti per creare dispositivi 
cognitivi anche molto articolati capaci di assolvere funzioni 
complesse. 
Il  sistema di sensori consente al sistema di avere informazioni 
sullo stato del mondo. I classifier collegati ai sensori consentono di 
effettuare classificazioni sullo stato del mondo, cioè di dividere gli 
infiniti possibili stati del mondo in un numero finito di categorie (da 
qui il  nome di “classifier system”). Questo grazie alla flessibilità di 
cui sono dotati i  classifier. Ad esempio il classifier con condizione 
#010 può rispondere sia allo stato del mondo 1010 che allo stato del 
mondo 0010 classificando i due stati nello stesso modo e rispondendo 
con lo stesso messaggio. In questo senso è evidente che le 
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classificazioni del mondo, ed anche degli stimoli interni nel caso il 
messaggio provenga da un classifier invece che dal sistema di sensori, 
possono essere generali o specifiche in diverso grado a seconda del 
numero di caratteri don’t care # che la condizione presenta. 
Il  diverso grado di generalità delle condizioni consente la 
formazione di strutture di classifier chiamate gerarchie di default, che 
realizzano notevoli economie in termini di alta capacità di 
rappresentazione a fronte di un modesto numero di classifier impiegati. 
Come esempio supponiamo di avere un semplice c.s. composto da 
classifier che prendono informazioni dal sistema di sensori e mandano 
tutti il  messaggio composto da un unico bit al sistema di effettori.  
Supponiamo che il compito che il sistema cognitivo deve realizzare 
consista nel dare le risposte qui di seguito indicate in base alle 
informazioni provenienti dall’ambiente : 
 
 
Il  repertorio di classifier in grado di dare queste risposte potrebbe 
essere composto da sedici classifier corrispondenti alle colonne della 
tabella precedente. Esiste però la possibilità di implementare la stessa 
funzione attraverso un repertorio molto più economico, ad esempio il 
seguente : 
 
 
L’economicità di questo repertorio risiede nel fatto che il primo 
ed il secondo classifier dividono gli stati del mondo in due grandi 
categorie che consentono al sistema di decidere l’azione da 
intraprendere in assenza di informazioni più specifiche. Il terzo 
classifier prevede dei casi più specifici e costituisce una deroga ai 
primi due. Il quarto classifier prevede un caso ancora più specifico e 
deroga ad un livello ulteriore il secondo. Il quinto ed il sesto classifier 
infine, prevedono due casi specifici che comportano una azione 
particolare in deroga ai primi due classifier. 
 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  
Informazioni  0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1  
 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1  
 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1  
Risposta  1  1  1  0  1  0  1  1  0  0  1  0  0  0  0  1  
 
Indice classif ier Classif ier 
1 0### :  1  
2  1### :  0  
3  ##11 :  0  
4  #111 :  1  
5  #010 :  1  
6  #101 :  0  
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La capacità di dare risposte “per default”, cioè in assenza di 
informazioni specifiche, ha dato il nome, gerarchie di default, alle 
strutture come quella appena esaminata, che emergono all’interno di un 
c.s. durante il suo funzionamento. 
Abbiamo ora gli elementi necessari per poter fare alcune 
considerazioni sui c.s. come strumento di costruzione di modelli 
economici. 
Il  dispositivo dei c.s. può contare sulla riaggregazione di 
componenti elementari per formare strutture superiori, le gerarchie di 
default, e ad un livello più basso consente di “incrociare” e mutare i 
classifier esistenti per crearne di nuovi. Inoltre caratterizza ogni 
classifier mediante le grandezze quantitative variabili rappresentate 
dalla forza e dalla specificità. Questo conferisce notevole plasticità al 
sistema consentendo l’apprendimento che si basa proprio su questa 
caratteristica. Ciò permette di utilizzare i classifier system per 
realizzare modelli che consentono lo studio di comportamenti 
emergenti secondo quanto visto nei paragrafi precedenti. 
La struttura dei classifier poi rende i c.s. particolarmente 
appropriati per la rappresentazione di fenomeni di comunicazione tra 
diverse parti di una organizzazione. Infatti se il  repertorio di classifier 
viene ad esempio diviso in due sottoinsiemi, i messaggi scambiati da 
essi possono rappresentare le informazioni scambiate da due settori 
funzionali di una stessa impresa. Il  non determinismo del meccanismo 
di attivazione dei classifier, poi, consente di rappresentare molto bene 
fenomeni di rumore nelle comunicazioni, di interpretazione errata, di 
semplificazione delle informazioni ricevute ecc.. Per una esempio 
dell’utilità di queste possibilità rimandiamo all’articolo di Marengo 
(1992) dove due strutture organizzative composte da più unità 
funzionali e contraddistinte da un diverso grado di accentramento 
gerarchico, sono messe a confronto con ambienti più o meno stabili.  
La struttura dei classifier poi, per gli stessi motivi, rende i c.s. 
particolarmente appropriati per la rappresentazione di fenomeni di 
percezione dell’ambiente, ad esempio per rappresentare il progressivo 
affinamento del sistema di classificazione degli stati del mondo a 
partire da categorie generali ed imprecise, riscontrato negli agenti reali 
(Dewey (1933)). L’unica differenza rispetto al caso precedente risiede 
nel fatto che le informazioni provengono dall’ambiente anziché da 
altre sezioni dell’organizzazione. 
Mediante i c.s. si possono così realizzare modelli che catturino gli 
aspetti spesso trascurati dai modelli neoclassici e messi in luce nel 
primo capitolo. 
Essendo rimasti colpiti da queste caratteristiche dei c.s.,  
estremamente simili a quelle delle reti neurali,  e dalla somiglianza 
delle strutture di classifier con le strutture di neuroni, abbiamo 
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supposto che alla base dei due tipi di sistemi vi fossero gli stessi 
principi. Approfondendo questa idea ci sembra di essere giunti alla 
conclusione che i c.s. siano un dispositivo cognitivo equivalente ad un 
particolare tipo di reti, non ancora presenti nella letteratura, che ora 
descriveremo (Per un accenno ad una interpretazione di questo genere, 
vedi Holland et al. (1986)). 
Questa equivalenza da una parte spiegherebbe le affinità dei due 
tipi di dispositivi, dall’altra rafforzerebbe la tesi portata avanti in 
questo lavoro secondo la quale le reti neurali, essendo basate sui 
principi visti nei paragrafi precedenti, sono un dispositivo 
estremamente appropriato per la realizzazione di modelli che catturino 
alcuni aspetti del comportamento degli agenti, non rappresentabili con 
la modellistica tradizionale. 
Vediamo dunque l’equivalenza dei c.s. con un particolare tipo di 
reti neurali che ora illustreremo. Notiamo che in questa sede 
prescindiamo completamente dalla plausibilità biologica di tali reti,  
essendo l’obiettivo quello di mostrare che i c.s. funzionano con i 
principi di base del Connessionismo esaminati nei paragrafi precedenti. 
L’equivalenza comporta che ogni singolo classifier del c.s. sia 
messo in corrispondenza con un neurone nascosto della rete neurale. 
Per illustrare l’equivalenza ci serviremo di un esempio costruendo la 
rete neurale corrispondente al seguente semplice classifier system, 
dove E indica l’ambiente, e indica lo stato reale dell’ambiente, s i  
indica l’attivazione del sensore i-esimo, Ci il  classifier i-esimo, Ei 
l’effettore i-esimo, ai  l’azione i-esima esercitata sull’ambiente : 
 
 
Possiamo costruire la rete equivalente a questo classifier 
attraverso il seguente schema, sorprendentemente somigliante allo 
schema adottato da Leontief per la rappresentazione degli scambi 
intersettoriali di un sistema economico. La somiglianza dei due schemi 
è legata al fatto che sia nel caso dei neuroni di una rete neurale, sia nel 
caso di un sistema economico, esistono degli interscambi (di segnali o 
di merci) tra le unità del sistema, e degli scambi da e verso l’esterno 
del sistema stesso. 
 
Sistema di  sensori  Repertorio di  c lassif ier Sistema di  effettori  
E e :  s1s2s3  C1 #10 :  101 E1 110 :  a1  
  C2 01# :  110 E2 11# :  a2  
  C3 ##1 :  010   
  C4 #11 :  111   
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Esaminiamo dapprima i neuroni hidden, cioè prescindiamo dai 
neuroni di input e di output corrispondenti al sistema di sensori ed 
effettori del sistema rete. Come accennato ognuno di tali neuroni 
corrisponde ad un clasifier del c.s..  
Tali neuroni hanno una struttura variabile in termini di sinapsi. Le 
connessioni, nel caso in cui siano presenti, hanno tutte un peso 
unitario. La loro variabilità si limita quindi solo alla esistenza/non 
esistenza. 
Un neurone è caratterizzato da tre elementi. 
Il  primo elemento è costituito dalla forza di attivazione del 
neurone, legata ad esempio al quantitativo di una certa sostanza 
accumulata, e corrispondente alla forza dei c.s.. 
Il  secondo elemento è costituito dalle connessioni in uscita : con 
quali neuroni esso è collegato a valle. 
Il  terzo elemento è costituito dalle connessioni in entrata : con 
quali neuroni esso è collegato a monte. 
Dato il repertorio di classifier del c.s. con le loro particolari 
condizioni ed azioni, è possibile stabilire il sistema di connessioni 
esistenti nella rete corrispondente, il wiring della rete, sulla base delle 
codifiche di tali azioni e condizioni. Un neurone è collegato ad un 
secondo se il messaggio del primo soddisfa la condizione del secondo. 
Se n è il numero massimo di neuroni hidden che la rete può avere, 
quattro nell’esempio, il sistema di connessioni esistente tra loro può 
essere rappresentato con una matrice n ×  n avente 1 nelle caselle in 
corrispondenza delle connessioni esistenti tra due neuroni, 0 nelle 
caselle in corrispondenza delle connessioni non esistenti (Vedi schema 
precedente dove lungo le righe sono indicate le connessioni presenti in 
uscita dai diversi neuroni). 
Esaminiamo ora il sistema di sensori, più complesso. 
Tale sistema rileva gli stati dell’ambiente, li  codifica in forma di 
messaggi e li invia all’interno del c.s..  Se supponiamo di avere tre 
    Classif ier   Effettori  
  Condiz.  #10 01#  ##1 #11 110 11#  
 Mes.  Indice C1 C2 C3 C4 E1 E2 
 101 C1 0 0 1  0  0  0  
Clas 110 C2 1 0 0  0  1  1  
sif ier 010 C3 1 1 0  0  0  0  
 111 C4 0 0 1  1  0  1  
 s1  = 0/1   0 -1  0  0    
Sensori  s2  = 0/1  E 1 1 0  1    
 s3  = 0/1   -1  0  1  1    
         
  Soglia 
classifie
r  
1  1  1  2    
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sensori che possono assumere ognuno due stati codificati con 0 ed 1, la 
stringa di tali stati può essere considerata come un messaggio. Dati i 
classifier del sistema possiamo allora stabilire le connessioni tra i 
sensori e i neuroni hidden nel modo seguente. Se un certo codificante 
della condizione del classifier è un don’t care # non c’è connessione, 
se il codificante è uguale ad 1 c’è una connessione con peso pari ad 1, 
se il codificante è uguale a 0 c’è un peso pari a -1. Ad esempio se la 
condizione di un neurone/classifier è #10, i pesi delle connessioni tra i 
tre sensori ed esso saranno 0 1 -1 , dove lo 0 indica assenza di 
connessione (vedi lo schema precedente per ciò che accade per il c.s. 
del nostro esempio). Come vedremo tra poco questa struttura di 
connessioni, insieme alla presenza di una soglia di attivazione, 
consente di far attivare il neurone/classifier nel caso e solo nel caso in 
cui il messaggio proveniente dall’ambiente soddisfi la sua condizione. 
Esaminiamo ora il sistema di effettori.  
Tale sistema è costituito da una serie di connessioni tra neuroni 
hidden ed effettori aventi peso unitario, tali che gli effettori vengono 
azionati opportunamente quando i neuroni hidden collegati si attivano. 
Le connessioni sono determinate con lo stesso procedimento con cui 
sono determinate le connessioni tra più neuroni hidden (vedi lo schema 
precedente per un esempio). 
Vediamo ora la dinamica di funzionamento della rete, equivalente 
alla dinamica del c.s. corrispondente. 
Come i c.s.,  la rete funziona a tempi discreti. In ogni periodo il 
sistema di sensori rileva lo stato dell’ambiente ed invia segnali 
opportuni ai neuroni hidden. Ogni neurone viene attivato solo se la 
somma pesata dei segnali in arrivo raggiunge una certa soglia. Questa 
soglia, diversa per ogni neurone classifier, deve essere pari al numero 
di codificanti pari ad 1 che compaiono nella condizione del 
neurone/classifier stesso (v. la tabella per l’indicazione degli esatti 
valori nel caso dell’esempio). Ad esempio il neurone corrispondente al 
classifier avente la condizione #10 viene attivato solo dalle 
configurazioni dei sensori {010, 110}, come risulta dal seguente 
schema, che evidenzia la perfetta corrispondenza di attivazioni dei 
classifier e dei neuroni corrispondenti : 
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Inoltre in ogni periodo il sistema di effettori eserciterà una certa 
azione sull’ambiente attraverso l’attivazione degli effettori che hanno 
ricevuto almeno un segnale dai neuroni hidden. 
Ad ogni istante la rete presenta un certo numero massimo di 
neuroni hidden attivati, corrispondenti ai classifier che hanno inviato il 
loro messaggio alla lista di messaggi. 
I neuroni hidden si attivano se ricevono uno stimolo come quello 
visto dai sensori, oppure se ricevono almeno un segnale dai neuroni 
hidden collegati a monte. Più precisamente nel caso ricevano un 
segnale dai neuroni afferenti partecipano ad una competizione che si 
svolge secondo le stesse regole dell’asta dei c.s.,  e si attivano se 
vincono la competizione. 
Ogni neurone è caratterizzato da una forza di attivazione 
corrispondente alla forza dei c.s.. “L’offerta” con cui i neuroni 
partecipano alla competizione, dipende in modo diretto dalla forza di 
attivazione ed in modo inverso dal numero di connessioni esistenti a 
monte, corrispondente alla “specificità” dei classifier. 
Il  bucket brigade algorithm con cui sono variate le forze di 
attivazione di ogni neurone, ha un corrispondente identico nella rete 
neurale. I neuroni che mandano segnali ai neuroni che vincono la 
competizione, ricevono da essi un compenso in termini di percentuale 
della loro forza di attivazione. Il neurone vincitore invece vede 
diminuita la sua forza a causa dei pagamenti effettuati, ed a causa di 
un decadimento spontaneo, corrispondente alla “tassa” dei c.s..  
Nella rete quindi durante il funzionamento vi è un flusso di 
segnali che si propaga di periodo in periodo all’interno della rete dai 
sensori agli effettori,  ed un flusso di forze di attivazione in senso 
contrario. Ciò corrisponde a quanto avviene nei c.s. :  vi è un flusso di 
messaggi dai sensori agli effettori attraverso i classifier del sistema. 
Il sistema di diffusione dei segnali e l’architettura dell’intera rete 
possono essere rappresentati in modo esplicito attraverso lo schema 
seguente, dove i numeri in corsivo posti sotto ogni neurone indicano la 
Stato  
del l’ambiente 
codificato 
dal  c .s .  
Att ivazione 
classifier  
#10 :  .  .  .  
Att ivazioni  dei  
sensori  del la  
rete  
s1  s2  s3 ,  
avent i  pesi  
0   1   -1  
Somma pesata  
meno soglia  
degli  impulsi  
che arr ivano al  
neurone.  
Soglia  = 1  
Att ivazione del  
neurone 
corr ispondente  
al  c lassifier  
000 No 0   0    0  0<1 No 
001 No 0   0    1  -1<1 No 
010 Si  0    1    0  1=1 Si  
011 No 0   1    1  0<1 No 
100 No 1   0    0  0<1 No 
101 No 1   0    1  -1<1 No 
110 Si  1    1    0  1=1 Si  
111 No 1   1    1  0<1 No 
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soglia di attivazione, mentre i numeri posti all’inizio di ogni 
connessione indicano i pesi della connessione stessa : 
 
 
Facciamo ora alcune considerazioni generali sulla corrispondenza 
esaminata. 
Notiamo in primo luogo che la riduzione delle condizioni e dei 
messaggi all’esistenza/non esistenza di connessioni comporta una 
perdita solo apparente di informazioni (esistenza/non esistenza = 1 bit 
di informazione, messaggio di m elementi = 2m bit di informazione). 
Infatti una connessione non solo può esistere o meno, ma nel caso 
in cui esista collega due neuroni ben precisi e non altri.  Tutta 
l’informazione contenuta nelle condizioni e nei messaggi serve infatti 
a specificare quali classifier sono collegati con quali. Il  messaggio 
vero è proprio consiste in una informazione di un bit. Questo aspetto è 
reso evidente dalla codifica delle connessioni corrispondenti ad un 
certo repertorio di classifier, realizzata secondo lo schema visto 
mediante una matrice a due dimensioni. Un numero di una matrice 
infatti,  non è caratterizzato solo dal proprio valore, ma anche dai due 
indici (numeri) di riga e di colonna. Una matrice infatti non è un 
semplice insieme di numeri ma un insieme di numeri più un ordine 
bidimensionale, e codifica molta più informazione del corrispondente 
insieme di numeri senza ordine. 
Osserviamo che proprio la riducibilità di azioni e messaggi alla 
struttura delle connessioni di una rete è alla base della equivalenza dei 
c.s. con una rete neurale. 
Una eccezione ai messaggi con un contenuto di informazione di 
un bit si aveva nei primi c.s. proposti da Holland dove i caratteri # 
potevano stare anche presso l’azione dei classifier in corrispondenza di 
altrettanti caratteri # nella condizione. Questo comportava il 
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1  
1  
2  
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“passaggio” di parte del messaggio che raggiungeva il classifier, 
attraverso il  classifier stesso. Ad esempio il classifier: 
 
#010#100## : #0101110## 
 
raggiunto dal messaggio: 
 
1001010010 
 
faceva passare il primo (1) e gli ultimi due codificanti (10) 
attraverso se stesso. In questo modo l’informazione veicolata, il vero 
messaggio, poteva avere un contenuto di informazione maggiore di 1 
bit. Poi però nelle versioni successive dei c.s. Holland ha abbandonato 
la possibilità dei codificati # nell’azione, poiché essi non sono 
essenziali: esiste sempre un c.s. senza di essi equivalente ad uno che li 
ha. Ad esempio il classifier 01#:10# è equivalente ai due classifier 
010:100 011:101. 
Una seconda osservazione generale che può essere fatta è che la 
rete neurale corrispondente ad un c.s. è molto particolare ed è solo una 
delle possibili (infinite) reti che possono essere costruite mediante i 
concetti del Connessionismo. 
Ad esempio la specificità/generalità di un classifier aumenta al 
quadrato rispetto al numero di codificanti # contenuti nella condizione. 
Nelle reti è possibile avere qualsiasi tipo di specificità/generalità dei 
neuroni desiderato. E’ possibile ad esempio introdurre delle limitazioni 
alle connessioni in modo da consentire connessioni di tipo locale e 
formare dei gruppi neurali deputati a specifici compiti (vedi l’uso dei 
“tags” proposto in Holland (1986) che non fa che implementare questa 
specificità dei neuroni dividendoli in sottorepertori). 
I collegamenti tra i sensori e i neuroni hidden, e quelli tra i 
neuroni hidden e gli effettori sono anch’essi alcuni casi dei molti 
possibili.  Ad esempio l’attivazione di un effettore in corrispondenza 
dell’attivazione di almeno uno dei neuroni afferenti è solo una delle 
possibilità. Si potrebbe ad esempio stabilire una soglia per far attivare 
l’effettore solo in caso di attivazione di un certo numero minimo di 
neuroni afferenti o si potrebbe stabilire una attivazione probabilistica 
invece che deterministica ecc.. 
La rete di neuroni hidden, poi, è una rete binaria estremamente 
semplificata, con connessioni tutte aventi pesi pari ad 1 e con funzione 
di trasferimento semplicissima rappresentata da un “or” logico. 
E così via. 
Da queste considerazioni i c.s. appaiono come un sistema di 
codifica tra i molti possibili che vengono solitamente utilizzati per 
realizzare la simulazione di reti neurali mediante calcolatori 
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elettronici. Questo lascia intravedere le enormi potenzialità delle reti 
neurali come schema per costruire sistemi complessi ed articolati di 
trattamento delle informazioni. 
Una terza considerazione di carattere generale riguarda il  motivo 
per cui i c.s. hanno riscosso un successo piuttosto ampio nella 
letteratura economica come strumenti per la realizzazione di modelli 
simulativi dove è presente una vera capacità di apprendimento degli 
agenti. 
Tale motivo risiede nel fatto che essendo i c.s. espressi già in 
forma di codifica (ternaria e binaria) presentano il vantaggio per cui è 
possibile attribuire loro con una certa facilità una interpretazione 
semantica in termini del problema da rappresentare, pur conservando 
essi i vantaggi tipici degli approcci connessionistici subsimbolici. Ad 
esempio nell’articolo di Marengo (1992) un messaggio di tipo 0010000 
è utilizzato per indicare che lo stato del mondo esistente comporta una 
domanda esogena che richiede il terzo tipo di prodotto tra gli otto 
possibili.  Oppure il messaggio 10110101 per indicare che viene 
eseguita una determinata sequenza di operazioni dirette alla produzione 
di un certo prodotto. 
Tutto ciò suggerisce che degli studi che consentano di sviluppare 
sistemi di codifica di reti neurali più complesse di quelle 
corrispondenti ai c.s.,  ed a cui sia facile attribuire una interpretazione 
semantica in modo semplice come è possibile fare per le reti 
corrispondenti ai c.s.,  faciliterebbero la loro diffusione come 
strumento di costruzione di modelli economici (e non solo). 
Un’ultima considerazione di carattere generale sulla 
corrispondenza tra c.s. e reti neurali, che giustifica l’inserimento in 
questa tesi dell’analisi dell’equivalenza vista, è che i c.s. consentono 
di implementare una vera forma di apprendimento in quanto si basano 
sugli stessi principi delle reti neurali. A questo punto ciò è evidente 
visto che un c.s. è una rete neurale. E’ però interessante andare ad 
individuare questi principi al di là della corrispondenza vista, 
guardando direttamente la strutturazione dei c.s..  
Innanzitutto dobbiamo rilevare il salto dal simbolico/qualitativo 
al diffuso/quantitativo realizzato dai c.s. rispetto ad esempio ai sistemi 
di intelligenza artificiale tradizionali e tipico delle reti neurali.  
La diffusione dell’informazione nell’intero sistema e la 
flessibilità sono conferite al sistema dal fatto che i classifier si 
possono attivare in corrispondenza a diversi tipi di messaggi grazie ai 
codificanti di tipo #. Un classifier può così contribuire a costruire la 
risposta a diversi stimoli ambientali/interni, andando a costituire così 
un supporto di codifica dell’informazione di tipo diffuso. 
L’aspetto quantitativo dei c.s. è rintracciabile in più punti. La 
quantità è nel sistema di forze che caratterizzano i singoli classifier, 
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suscettibile di cambiare nel tempo. La quantità è nel sistema d’asta 
basato sulle offerte e nel sistema di pagamenti del bucket brigade 
algorithm. La quantità è nella generalità/specificità dei classifier : essa 
dipende dal numero (quantità) di caratteri # contenuti nella condizione. 
La quantità è nel grado di somiglianza/competizione tra diversi 
classifier, dipendente dal numero di # 0 1 nelle stesse posizioni. 
Il  fatto che Holland partendo da una base tipicamente simbolica 
quale quella costituita dai sistemi di regole di produzione di tipo if 
then, sia approdato a sistemi dai tratti fortemente connessionistici per 
riuscire a dotare le prime di capacità di apprendimento, non può che 
rafforzare la nostra impressione che un sistema veramente in grado di 
apprendere deve basarsi sui principi tipici del Connessionimo. 
Questo rafforza la tesi portata avanti in questo lavoro secondo la 
quale la teoria della razionalità limitata può trovare negli strumenti del 
Connessionismo un mezzo ed un linguaggio estremamente appropriati 
per costruire ed esprimere i suoi modelli.  
Nel prossimo capitolo esamineremo brevemente la letteratura 
relativa ad una serie di modelli economici che, al pari della nostra tesi, 
fanno uso proprio degli strumenti connessionistici. 
 
2.6 Modelli economici che utilizzano strumenti 
dell’Intelligenza Artificiale 
In questo paragrafo intendiamo dapprima effettuare alcune 
considerazioni generali sui vantaggi e gli svantaggi del metodo delle 
simulazioni al computer per la costruzione di modelli economici con 
agenti artificiali.  Poi passaremo rapidamente in rassegna alcuni lavori 
che sono stati già realizzati con questo metodo. Lo scopo è duplice. Da 
una parte desideriamo mostrare l’impostazione seguita da alcuni lavori 
che hanno preceduto il nostro nell’utilizzo delle simulazioni in campo 
economico. Dall’altra intendiamo mostrare con degli esempi diversi da 
quelli che forniremo noi nell’ultimo capitolo, le potenzialità 
dell’approccio simulativo. 
I vantaggi dei modelli costituiti da simulazioni al computer 
possono essere così riassunti (Holland (1991)). 
1. I modelli simulativi sono solitamente modelli di tipo dinamico. 
Per la loro costruzione si fissa la struttura del sistema da 
simulare, si specificano le condizioni di evoluzione del sistema, 
ed infine si avvia la simulazione per valutare come quale sia 
l’evoluzione del sistema simulato date le impostazioni fissate. In 
questo modo è possibile costruire sistemi anche molto articolati la 
cui evoluzione non potrebbe essere studiata con gli strumenti 
matematici in quanto troppo complessa. 
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2. Un altro vantaggio, collegato al precedente, è che i modelli 
simulativi consentono di studiare i processi di evoluzione e 
cambiamento dei sistemi, meglio di quanto consentono i metodi 
matematici. Questi infatti sono adatti a studiare soprattutto il 
problema degli equilibri raggiunti dai sistemi dopo un periodo di 
evoluzione. 
3. La flessibilità ed i gradi di libertà del metodo simulativo sono 
molto maggiori di quelli del metodo matematico. Come vedremo 
anche nella parte sperimentale della tesi, il  metodo simulativo 
consente di regolare in modo accurato aspetti come l’utilità, 
l’avversione al rischio, l’informazione, le attese, l’apprendimento, 
la variabilità delle condizioni ambientali, ecc.. 
4. C’è poi una serie di vantaggi che i modelli simulativi hanno 
rispetto ai modelli verbali o misti verbali/matematici. 
 Per costruire un programma informatico è necessario scomporre e 
ricondurre qualsiasi algoritmo, meccanismo o processo del 
modello, a poche operazioni elementari messe a disposizione dal 
linguaggio di programmazione. Questo comporta che la 
realizzazione di modelli nella forma di modelli simulativi, obbliga 
a rendere completamente esplicite tutte le ipotesi dei modelli 
stessi, e questo costituisce un grosso vantaggio metodologico. 
Non si possono infatti introdurre concetti sfumati, imprecisi, 
astratti:  nel momento della realizzazione del modello ogni aspetto 
deve essere specificato nei dettagli,  altrimenti il  programma 
generato non funziona. 
5. Un altro vantaggio, collegato al precedente, è che il  modello deve 
essere completo. Questo significa che non è possibile omettere di 
specificare alcune condizioni di evoluzione del modello, perché 
nel momento del funzionamento della simulazione il sistema 
simulato degenererà in qualche modo non desiderato. 
6. Altro vantaggio è che i calcolatori sono delle macchine di Turing 
(in realtà degli “automi finiti” in quanto il loro “nastro” non è 
infinito) perfettamente deterministiche, salvo che si desidera 
introdurre esplicitamente il caso nel programma realizzato. 
Questo comporta che l’evoluzione del modello non può essere 
controllata in alcun modo una volta che la simulazione è partita: 
le deduzioni e le conclusioni a cui si arriva sono generate 
automaticamente senza possibilità di errore dal calcolatore. Ciò è 
un vantaggio se paragonato ad es. al “funzionamento” dei modelli 
verbali o parzialmente formali eseguiti per deduzione dal 
ricercatore. Infatti questi consentono di introdurre ipotesi di 
comodo, compiere salti logici non controllabili e procedere 
intuitivamente glissando su alcuni aspetti.  In sostanza consentono 
di “pilotare” i risultati cui giunge il modello. 
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7. Gli esperimenti reali vanno ripetuti più volte per valutare se i 
risultati raggiunti sono dovuti ai fattori sperimentali studiati 
(ritenuti dalla teoria le cause degli effetti osservati) od a fattori 
subsperimentali (cause accidentali,  errori di misura, ecc. ). I 
fattori subsperimentali infatti non sono eliminabili completamente 
neanche in condizioni sperimentali completamente controllate. 
Nel caso delle simulazioni al computer invece, le “condizioni 
sperimentali”, essendo prodotte artificialmente, possono essere 
completamente controllate. 
 
Vediamo ora gli svantaggi del metodo simulativo. 
1. Quando si costruiscono modelli simulativi dove la conoscenza è 
tacita, procedurale, diffusa ed in generale di tipo subsimbolico, 
può risultare difficile interpretare i risultati ottenuti. Può accadere 
cioè di avere un modello che mostra di avere un certo 
comportamento ma non si riesce ad interpretare tale 
comportamento od a rintracciarne le cause. 
2. Connesso a questo punto, è il problema per cui l’esperienza 
ottenuta in diverse simulazioni tende a non essere cumulativa. 
Infatti proprio perché è difficile interpretare i risultati di una 
simulazione, rintracciare le cause di alcuni comportamenti 
osservati e comprendere informazioni di tipo implicito e 
subsimbolico, è difficile raccogliere ed accumulare esperienza. 
3. La rappresentazione del comportamento attraverso agenti 
artificiali è sempre di vari ordini di grandezza più semplice 
rispetto alla realtà degli agenti reali.  Il  modello coglie sempre e 
solo alcuni aspetti della realtà rappresentata. Bisogna quindi 
mostrare l’esistenza di un certo “isomorfismo debole” tra il 
modello realizzato e la realtà rappresentata per poter fare 
affidamento sui risultati ottenuti.  
 D’altra parte questo è un problema condiviso con tutte le altre 
metodologie di costruzione dei modelli.  
4. I modelli simulativi richiedono molte energie per la loro 
implementazione mediante un linguaggio di programmazione, 
soprattutto in termini di tempo. 
 
Passiamo ora in rassegna una serie di lavori che hanno utilizzato 
strumenti di IA per la costruzione di modelli simulativi economici. 
Iniziamo con due lavori che tentano di valutare l’utilità degli 
strumenti dell’IA per l’economica, indicando delle possibili linee di 
ricerca da seguire. 
Il  primo é un articolo di rassegna sugli strumenti di IA utilizzabili 
in economia: Birchenhall (1992). In esso si indica che gli strumenti di 
IA più importanti per l’economica sono le reti neurali, gli algoritmi 
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genetici, i  classifier systems e la programmazione genetica. La 
programmazione genetica, studiata soprattutto ad opera di Koza, 
consiste nell’applicare gli algoritmi genetici a programmi per 
computer, rappresentati nella forma di sequenze di funzioni aventi 
degli argomenti. Queste sequenze possono essere organizzate secondo 
la struttura di dati ad albero: su tali alberi vengono applicati gli 
operatori degli algoritmi genetici. 
Un articolo che indica una possibile impostazione metodologica 
da seguire per utilizzare gli strumenti offerti dall’IA in economica è 
quello di Brian Arthur (1991). In questo articolo l’autore inizia con 
l’osservare che poiché la razionalità degli agenti è limitata, sorge il 
problema di costruire rappresentazioni adeguate del loro 
comportamento nell’ambito dei modelli.  L’autore suggerisce che una 
via percorribile per realizzare questo scopo consiste nel costruire 
agenti artificiali costituiti da algoritmi contenenti una serie di 
parametri che andrebbero calibrati sulla base del comportamento 
osservato in soggetti reali. In questo modo si otterrebbero degli “agenti 
calibrati” che agirebbero come gli agenti umani. Poiché le facoltà 
cognitive degli agenti umani da rappresentare sono molteplici, 
bisognerebbe elaborare e calibrare una serie di algoritmi diversi per 
ognuna di esse. Così si avrebbe a disposizione un ampio repertorio di 
diversi algoritmi calibreati da poter utilizzare in modo flessibile nei 
modelli. Ad esempio si dovrebbe costruire e calibrare l’algoritmo per 
riprodurre l’apprendimento umano in problemi di ricerca, l’algoritmo 
per riprodurre il comportamento di scelta strategica, ecc.. 
Per mostrare con una applicazione concreta come operare con 
questa impostazione, l’autore ha “calibrato” i parametri di un 
algoritmo sui dati ottenuti con un esperimento con soggetti umani sul 
“two armed bandit problem”. 
Abbiamo già indicato in cosa consiste questo problema nel 
paragrafo precedente. Il  soggetto è posto di fronte una slot-machine 
con due leve. Alle due leve sono associate delle vincite date da due 
variabili casuali aventi una certa distribuzione, ad esempio normale, 
con una certa media, diversa per ognuna, ed una certa varianza, uguale 
per entrambe: 
 
 
 
 
 
 
 
 
 
 σ
 µ1      µ2   Vinci te  
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Il soggetto, che non conosce le due distribuzioni, in particolare la 
media, può tirare una o l’altra leva per più volte, ad esempio 100. Il 
suo scopo è quello di ottenere la massima vincita cumulata. 
Evidentemente in questa situazione egli deve cercare di stimare le due 
medie, nonostante la variabilità dei valori che ottiene, in base 
all’esperienza cumulata, in modo da agire con frequenza sempre 
maggiore sulla leva che gli sembra porti a vincite in media maggiori. 
Vediamo ora l’algoritmo proposto dall’autore per mimare il 
comportamento osservato nei soggetti umani per questo tipo di 
compito. 
Supponiamo di indicare le scelte a disposizione con: 
 
(2.6.1)                        i     dove:   i  = 1, 2, . . .  ,  N 
 
e che ognuna di esse porti ad una vincita costituita da una 
variabile casuale normale con media diversa ma con varianza sempre 
uguale a σ:  
 
(2.6.2)                    V[i]    dove:   V[i] ∼ N [ µ i  ,  σ  ]  
 
Al vettore di scelte è associato il  vettore di “forze” St ,  modificato 
in ogni istante t in base all’esperienza secondo un processo che 
vedremo. La somma delle forze St[i]  è pari ad un valore Ct crescente 
nel tempo secondo un algoritmo che vedremo. Il rapporto Pt[i]  = St[i] /  
Ct da la probabilità di scelta dell’opzione i in ogni periodo t. In ogni 
periodo t l’algoritmo, ovvero l’agente artificiale, opera come segue: 
1. Calcola le probabilità Pt[i]  = St[i] /  Ct associate ad ogni scelta. 
2. Estrae a caso una scelta in base alle probabilità calcolate, e 
applica la scelta estratta. 
3. Osserva la vincita ed aggiorna il vettore delle forze legate alle 
scelte aggiungendo la vincita alla forza della scelta effettuata. 
4. Normalizza le forze in modo che la loro somma sia pari a Ct ,  
dove Ct = C0 tv .  C0 è un parametro corrispondente al valore 
iniziale della somma delle forze e v un parametro compreso tra 0 
ed 1 che serve per far variare Ct nel tempo. 
 
Osserviamo che essendo 0 ≤  v ≤  1, allora Ct  assume il seguente 
andamento nel tempo: 
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Ora questo comporta che il valore delle forze nel tempo in media 
crescerà, per cui le vincite, costanti, che si andranno ad aggiungere a 
tali forze, modificheranno sempre meno la dimensione relativa delle 
probabilità associate alle scelte. In sostanza quindi questo meccanismo 
consente di abbassare nel tempo il tasso di apprendimento, cioè l’entità 
della modifica delle probabilità in seguito all’esperienza. 
L’autore poi, prendendo i risultati dell’esperimento condotto sui 
soggetti reali sul “two armed bandit problem”, ha calibrato i parametri 
C0 e v dell’algoritmo, realizzando una regressione attraverso il metodo 
dei minimi quadrati ipotizzando che i dati sperimentali fossero 
generati da un processo stocastico basato sull’algoritmo stesso. 
Con questa logica l’autore ha costruito, e calibrato, un algoritmo 
in grado di scegliere tra sei opzioni diverse, poi ha testato il suo 
comportamento con delle simulazioni al computer. I risultati mostrano 
che se le medie tra la scelta ottima e quella subito inferiore 
differiscono per almeno il 15%, allora l’algoritmo dopo una serie di 
tentativi apprende e stabilizza la scelta sull’opzione ottima. Se invece 
la differenza scende sotto la soglia del 10% l’algoritmo tende a 
bloccarsi su scelte subottimali, ad esempio oscillando tra la scelta 
ottima e quella immediatamente inferiore, non riuscendo più ad 
imparare, cioè a discriminare ulteriormente tra esse. 
L’autore osserva come questi comportamenti sono stati osservati 
anche in esperimenti condotti su soggetti reali: quando le differenze tra 
i payoff  legati alle opzioni scendono sotto determinate soglie, i 
soggetti possono bloccarsi su comportamenti subottimali, rinunciando 
a realizzare ulteriori esplorazioni del problema al fine di acquisire 
ulteriori informazioni. 
Passiamo ora ad un altro lavoro, il  testo scritto da Fabbri G. 
Orsini R. (1993), uno dei primi in Italia, che contiene nella parte 
iniziale una introduzione alle reti neurali, e nelle parti successive il 
possibile loro impiego in statistica ed in economia e i risultati di 
alcune simulazioni condotte utilizzando le reti neurali. Questo lavoro è 
di interesse per questa tesi in quanto tenta di mostrare i vantaggi di 
 
 
 
 
 
 
 
 
 
 Ct  = C0 t v 
 1   2   3    4   5   6   7   t  
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introdurre nei modelli economici una rappresentazione esplicita dei 
processi cognitivi effettivi degli agenti,  come l’apprendimento. 
Il modello dei due autori prevede un ambiente dove sono presenti 
un certo numero di contribuenti che debbono ognuno decidere se 
dichiarare o meno il loro reddito sulla base dell’esperienza passata. 
L’esperienza passata è costituita dall’avere subito o meno controlli 
fiscali. In questo ambiente sono anche presenti una seconda categoria 
di agenti, gli ispettori fiscali, ognuno dei quali può decidere se 
controllare o meno un certo numero di contribuenti sulla base 
dell’esperienza passata, consistente nell’avere trovato o meno 
contribuenti non in regola nei precedenti controlli.  Un agente è così 
congegnato: 
 
 
Il  sistema di previsione è costituito da una rete neurale a back-
propagation che viene addestrata nel tempo a prevedere sulla base 
dell’esperienza passata se si sarà controllati, nel caso dei contribuenti, 
o se controllando si troveranno contribuenti non in regola, nel caso 
degli ispettori. Il  sistema di azione è un semplice sistema automatico 
costituito da una rete a due unità con pesi fissati.  Questa rete nel caso 
dei contribuenti è congegnata in modo tale che se la previsione è che si 
sarà controllati con una probabilità superiore ad una certa soglia, 
allora si dichiara il reddito e viceversa. Nel caso dei controllori la rete 
del sistema d’azione è congegnata in modo tale che se la previsione è 
che si troveranno contribuenti non in regola oltre un certo numero, 
allora si procede al controllo, e viceversa. 
Il  sistema viene fatto girare con diverse livelli di apprendimento, 
legati al numero di cicli di apprendimento delle reti a back-propagation 
dopo ogni interazione simulata dei vari agenti ed al coefficiente di 
modifica dei pesi delle reti neurali. Viene poi osservata l’evoluzione 
del sistema in termini di percentuale di contribuenti che dichiarano il 
loro reddito e di ispettori che eseguono le ispezioni, studiando quali 
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sono le condizioni per cui il sistema va verso un equilibrio stabile e 
quali invece quelle che lo portano a degenerare. Viene mostrato che nei 
casi di stabilità l’equilibrio raggiunto è quello di Nash. 
Un altro lavoro interessante è quello di Marengo (1992) che 
presenta un modello di teoria dell’impresa di tipo evolutivo. Questo 
modello mostra come attraverso gli strumenti che sono proposti in 
questa tesi, sia possibile rappresentare le diverse componenti delle 
organizzazioni economiche complesse, individui o subunità funzionali. 
In questo modo è possibile indagare ad esempio come le particolari 
relazioni esistenti tra le diverse componenti possano influenzare il 
comportamento dell’organizzazione complessiva. 
In particolare nel modello in questione si studiano gli effetti 
sull’apprendimento organizzativo prodotti da due tipi di 
organizzazione aziendale, che si differenziano per un diverso grado di 
accentramento del potere decisionale dell’unità direzionale rispetto 
alle due sottounità produttive. Lo studio detto è realizzato attraverso 
l’uso dei classifier systems, con i quali si simulano sia le attività delle 
diverse unità aziendali, sia lo scambio di informazioni tra queste unità 
e l’ambiente e tra le unità stesse. Il  diverso grado di accentramento 
delle due organizzazioni aziendali è simulato attraverso una 
differenziazione dei flussi di informazioni che giungono alle due 
sottounità, che rappresentano la diversa possibilità delle sottounità 
delle due strutture di prendere decisioni autonome in base alle 
informazioni provenienti dall’ambiente: 
 
 
Con questa impostazione viene mostrato come in condizioni di 
ambiente stabile, sintetizzato da una domanda stabile di una particolare 
variante del prodotto che l’azienda produce, la struttura centralizzata 
ha più successo di quella decentralizzata. Viceversa nel caso di 
ambiente instabile, dove la domanda oscilla (regolarmente) tra una 
variante ed un’altra del prodotto, la struttura decentralizzata ha più 
successo di quella decentralizzata in quanto riesce ad adattarsi più 
prontamente ai cambiamenti ambientali.  
 
 
 
 
 
 
 
 
 
 
Strut tura organizzat iva 
central izzata  
Ambiente 
Direzione 
Seconda 
sottounità 
Pr ima 
sottounità 
Strut tura organizzat iva 
decentral izzata  
Ambiente 
Direzione
Seconda 
sottounità 
Pr ima 
sottounità 
 169
Un altro lavoro che fa uso di classifier systems, è quello di 
Marimon, McGrattan, Sargent (1990). Si tratta di un lavoro 
interessante in quanto mostra come l’approccio proposto in questa tesi 
consenta di riprodurre e studiare sistemi economici aggregati molto 
grandi come un intero mercato. 
In particolare nel lavoro in questione gli autori simulano una 
economia di scambi dove agiscono più agenti artificiali costruiti 
attraverso i classifier systems. I risultati mostrano che in molte 
condizioni, determinate da particolari valori dei parametri dei 
classifier system adottati,  il  sistema converge verso un equilibrio 
stazionario di Nash. Nei sistemi in cui esistono equilibri multipli,  
l’unico equilibrio che emerge è quello in cui un bene con bassi costi di 
stoccaggio, assume il ruolo della moneta. 
Gli ultimi due lavori che prendiamo in considerazione sono i più 
importanti per questa tesi, essendo i lavori da cui siamo partiti per 
realizzare la nostra ricerca e con cui abbiamo confrontato i risultati 
raggiunti. Si tratta della tesi di Valente (1991-1992) ed il working 
paper di Dosi et al. (1994). 
In questi lavori vengono realizzate delle simulazioni dove degli 
agenti artificiali,  costruiti con la genetic programming, agiscono in un 
ambiente oligopolistico analogo al nostro. Come nella nostra tesi anche 
in questi lavori vengono costruiti degli agenti artificiali dotati di 
capacità di apprendimento di tipo evolutivo, capacità che consente agli 
agenti di sviluppare autonomamente delle procedure di azione. Lo 
scopo è l’osservazione del tipo di procedure che emergono in diverse 
condizioni di complessità ambientale. Questi lavori mostrano come 
l’IA e l’approccio simulativo consentano di studiare il problema 
dell’emergere di comportamenti degli agenti basati su procedure di 
azione semplici e robuste in condizioni di ambiente complesso e di 
limitazione delle capacità cognitive. 
In particolare i risultati di questi lavori, riguardano l’emergere del 
mark-up come procedura robusta di fissazione del prezzo (rinviamo al 
capitolo successivo per una approfondita analisi di questo concetto 
nell’ambito del modello di Sylos Labini). Anche nelle nostre 
simulazioni abbiamo osservato un comportamento analogo degli agenti. 
La circostanza di avere ottenuto gli stessi risultati pur utilizzando 
due strumenti simulativi profondamente diversi come le reti neurali e 
la genetic programming, è estremamente importante. Infatti dimostra 
che tali risultati non sono legati alla particolare tecnica utilizzata, ma 
dipendono dalla intrinseca natura del mark-up come regola robusta di 
fissazione del prezzo in condizioni di diversa complessità ambientale. 
Nel prossimo capitolo esamineremo i principali modelli economici 
da cui trarremo spunto per la costruzione degli ambienti economici 
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simulati,  in cui inserire gli agenti artificiali costruiti sulla base dei 
principi esaminati in questo capitolo. 
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Capitolo 3 
Teorie economiche sull’oligopolio 
 
Introduzione 
Conclusa l’analisi del capitolo precedente sui principi teorici e 
tecnici alla base dell’IA ed in particolare del Connessionismo, che 
utilizzeremo per la costruzione degli agenti artificiali delle nostre 
simulazioni, in questo capitolo analizzeremo i principali modelli 
economici proposti finora sul monopolio e sull’oligopolio con i 
seguenti scopi. 
Un primo scopo è quello di esaminare i modelli da cui abbiamo 
preso spunto per la costruzione degli ambienti economici delle nostre 
simulazioni, ambienti in cui abbiamo inserito degli agenti economici 
artificiali costruiti in base a quanto indicato nel capitolo successivo, in 
grado di sviluppare autonomamente procedure di decisione/azione.  
Osserviamo, per chiarezza, che il concetto di “ambiente” può 
essere inteso in due accezioni differenti, di cui faremo uso di volta in 
volta lasciando che sia il contesto ad specificarne l’occorrenza. Con la 
prima accezione intendiamo fare riferimento al complesso di elementi e 
forze del modello che costituiscono tutto ciò che è diverso dagli agenti 
e che reagisce in modo automatico e non intelligente alle azioni degli 
agenti stessi. In questo senso nell’ambito della teoria dei giochi si 
parla di “natura”. Nelle simulazioni da noi realizzate, ad esempio, 
l’ambiente è costituito dai consumatori che esprimono la domanda dei 
beni e che scelgono il produttore venditore presso il quale acquistare. 
Nella seconda accezione l’ambiente, con riferimento ad un particolare 
agente, è costituito non solo dagli elementi della prima accezione, ma 
anche da tutti gli altri agenti intelligenti che popolano il sistema. 
Spesso i modelli da noi realizzati si differenziano dai modelli 
standard cui si ispirano per la costruzione del particolare 
ambiente/contesto economico, per l’abbandono delle ipotesi di perfetta 
razionalità, di informazione completa, di dotazione di un algoritmo di 
azione a priori da parte degli agenti economici. Gli agenti economici 
simulati infatti,  da una parte hanno una informazione incompleta 
sull’ambiente e sulle procedure di azione degli avversari, dall’altra non 
sono dotati a priori di una strategia di azione. Posseggono però una 
capacità di apprendimento e di pianificazione delle azioni che consente 
loro di colmare tali lacune. 
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Un secondo scopo dell’analisi condotta in questo capitolo, è 
quello di illustrare i modelli che si sono rivelati utili come strumenti 
di interpretazione dei risultati ottenuti nelle simulazioni. 
Lo schema di questo capitolo è il seguente. 
Nel primo paragrafo considereremo il modello neoclassico del 
monopolio che noi utilizzeremo per testare la capacità di 
apprendimento dei nostri agenti. 
Nel secondo paragrafo considereremo il modello neoclassico di 
Gaskins dell’oligopolio, basato sull’ipotesi del comportamento 
razionale e massimizzante degli agenti economici. 
Nel terzo paragrafo considereremo poi versioni ancora più 
raffinate dei modelli basati sulla ipotesi di razionalità, elaborati 
nell’ambito della teoria dei giochi. Essa consente di approfondire 
ulteriormente l’analisi degli aspetti di calcolo razionale coinvolti 
nell’interazione strategica tra più agenti.  
Nel quarto paragrafo descriveremo la stilizzazione dell’ambiente 
economico oligopolistico che abbiamo utilizzato nelle nostre 
simulazioni. 
Nel quinto paragrafo illustreremo l’analisi di Axelrod sul 
problema dell’emergenza di regole di azione semplici che portano 
all’emergenza di comportamenti collaborativi in un contesto strategico 
competitivo. 
Nel sesto paragrafo seguirà poi l’esposizione di modelli di teoria 
dei giochi in cui si abbandona l’ipotesi di conoscenza perfetta 
dell’ambiente, in particolare la conoscenza della domanda e delle 
strategie utilizzate dalle imprese concorrenti, e si introduce 
l’apprendimento come strumento di acquisizione di nuove 
informazioni. In particolare mostreremo un esempio di come il 
concetto di apprendimento utilizzato sia spesso artificioso e 
scarsamente somigliante ai sistemi di apprendimento degli agenti reali,  
essendo basato sull’aggiornamento bayesiano delle probabilità o sulla 
stima statistica dei parametri di una funzione già nota mediante 
regressioni con i minimi quadrati. Vedremo anche come la 
pianificazione dell’azione sia spesso rappresentata attraverso la 
massimizzazione matematica di una funzione sotto vincoli (Cfr. anche 
il primo capitolo). 
Nel settimo paragrafo, infine, concluderemo il capitolo con 
l’esposizione del modello di oligopolio di Sylos Labini che partendo 
dall’analisi delle differenze tecnologiche e quindi di struttura dei costi 
e dimensioni produttive tra diverse imprese, studia l’emergere di una 
particolare configurazione della struttura dell’industria e di un 
determinato livello del prezzo come effetto dell’impiego strategico del 
potere di mercato da parte delle grandi imprese. 
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Tale modello mostra anche la robustezza ed il possibile utilizzo 
della regola del mark-up come procedura di fissazione del prezzo in 
diversi contesti. In particolare esso pone le basi teoriche per la 
interpretazione dei risultati ottenuti con le simulazioni illustrate 
nell’ultimo capitolo. Tali risultati da una parte mostrano come il mark-
up, lungi dall’essere una regola rigida di fissazione del prezzo, possa 
essere utilizzato come base per la costruzione di comportamenti 
strategici anche sofisticati.  Dall’altra mostreremo come il mark-up 
costituisca una regola di azione che si adatta molto bene a comprimere 
le informazioni che l’agente deve elaborare per affrontare ambienti 
complessi, consentendo il raggiungimento livelli minimali degli 
obiettivi, come un margine minimo di profitto ed un discreto controllo 
degli avversari, con modesti impieghi di risorse cognitive. 
 
3.1 Il modello classico del monopolio puro 
Il regime di mercato di monopolio puro è quella forma di mercato 
contraddistinta dall’esistenza di un solo offerente che può fissare il 
prezzo di vendita ovvero la quantità di produzione, senza temere la 
concorrenza di altre imprese, immediata o potenziale. In particolare la 
concorrenza potenziale si manifesta con la minaccia di entrata nel 
mercato di nuove imprese, minaccia che può indurre il monopolista a 
rinunciare a massimizzare il profitto di breve periodo fissando il 
prezzo non oltre un determinato livello critico. 
Dato che il monopolista è l’unico produttore di un bene, la sua 
curva di domanda coinciderà con la curva di domanda di mercato, e 
sarà pertanto influenzata dai fattori che normalmente influenzano la 
domanda: prezzi dei beni succedanei e complementari, redditi e gusti 
dei consumatori. 
Il  modello neoclassico standard ipotizza che il monopolista abbia 
una informazione perfetta sia sulla curva di domanda P(q) che su 
quella dei costi totali CT, essendo così in grado di calcolare il profitto 
totale Π  ottenibile in corrispondenza della quantità di produzione 
realizzata q (ovvero del prezzo fissato P): 
 
(3.1.1)                    =  RT - CT = P (q) q - C (q)   Π ×  
 
Calcolando la derivata prima del profitto rispetto alla quantità ed 
eguagliandola a zero: 
 
(3.1.2)                   
d 
d q
 =  
d P
d q
  q +  P (q)  1 -  
d C
d q
 =  0   
Π
× ×  
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si ottiene la condizione del primo ordine per realizzare il massimo 
profitto, data dalla eguaglianza tra ricavi marginali e costi marginali: 
 
(3.1.3)                            
d P
d q
  q +  P (q) =  
d C
d q
   ×  
 
Da questa condizione si può anche ricavare l’indice di Lerner IL: 
(3.1.4)                          
d P
d q
  
q
P (q)
 =  
d C
d q
 -  P (q)
P (q)
  ×  
 
(3.1.5)                              IL =  
 P (q) -  
d C
d q
P (q)
 =  -  
1
η  
dove: 
(3.1.6)                                  =  
d q
d P
 
P(q)
q
   η ×  
 
esprime l’elasticità della domanda rispetto al prezzo. 
L’indice di Lerner misura il potere di mercato del monopolista, ed 
è pari alla differenza relativa tra il prezzo di monopolio ed il costo 
marginale, al quale corrisponderebbe il prezzo in caso di concorrenza 
perfetta. Come visto tale indice è anche uguale al reciproco della 
elasticità della domanda rispetto al prezzo. Ed infatti più la domanda è 
rigida e maggiore sarà la possibilità del monopolista di alzare il prezzo 
con scarsi effetti in termini di diminuzione della domanda. 
Il modello generale visto può essere specificato assumendo 
particolari forme funzionali per le equazioni che lo compongono. 
Vediamo le assunzioni che caratterizzano un primo gruppo di 
simulazioni realizzate nel quinto capitolo, indicate con l’espressione 
“simulazioni del monopolio classico”. 
Supponiamo che la produzione riguardi un bene normale, il che 
comporta una curva di domanda decrescente, e che tale domanda sia 
lineare. Allora se P(q) è la curva di domanda, I e c sono l’intercetta ed 
il valore assoluto della pendenza della curva di domanda supposta 
lineare si ha che : 
 
(3.1.7)                             P (q) = I - (c q)   ×  
 
I ricavi totali RT(q) saranno quindi: 
 
(3.1.8)                           RT (q) =  P (q)  q =  I q -  c q  2×  
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di conseguenza i ricavi marginali RMa(q) saranno : 
 
(3.1.9)                           RMa (q) =  
d RT 
d q
=  I -  2 c q  
 
Assumiamo inoltre che l’impresa produca con rendimenti 
decrescenti e costi medi CMe crescenti secondo l’equazione seguente 
nella quale a e b sono due coefficienti positivi (nel modello classico 
standard i rendimenti inizialmente sarebbero crescenti,  ma nelle 
simulazioni si può trascurare questo aspetto): 
 
(3.1.10)                           CMe (q) = a + (b q)   ×  
 
I costi totali CT (q) saranno quindi: 
 
(3.1.12)                           CT (q) =  CMe  q =  a q +  b q  2×  
 
Ed i costi marginali CMa(q): 
 
(3.1.13)                         CMa (q) =  
d CT
d q
 =  a +  2 b q  
Possiamo calcolare allora la quantità di produzione che garantisce 
il massimo profitto grazie alla condizione (3.1.3) eguaglianza dei 
ricavi marginali con i costi marginali: 
 
(3.1.14)                 -   c  q +  ( I -  c  q ) =  a +  2 b q   × ×  
 
(3.1.15)                        -   2 c q +  I  = a + 2 b q    
 
(3.1.16)                           -   2 (c +  b) q =  a -  I    
 
(3.1.17)                               q *  =  
I - a
2 (c +  b)
    
Graficamente il modello può essere illustrato come segue: 
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Come vedremo nelle simulazioni la situazione appena descritta si 
ripete per più volte, ed il modello è quindi di tipo dinamico. 
L’ambiente economico simulato può essere immaginato come 
composto da un mercato presso il quale il monopolista colloca 
periodicamente, ogni settimana ad esempio, tutta la sua produzione. I 
consumatori determinano quindi il prezzo di vendita manifestando una 
domanda variabile nel tempo. Il prezzo così determinato dal mercato 
consente al monopolista di ottenere un certo profitto dati i costi di 
produzione (che nelle simulazioni sono variabili in modo casuale nel 
tempo). 
Il  problema dell’agente è quindi utilizzare al meglio le 
informazioni a disposizione relative all’ambiente, alle condizioni 
interne dell’impresa, alle decisioni passate ed ai relativi effetti,  per 
decidere la quantità di produzione da realizzare in modo da ottenere il 
maggior profitto possibile. 
Come vedremo l’agente simulato essendo dotato di capacità di 
apprendimento, è in grado, mediante “l’osservazione” delle 
conseguenze delle proprie azioni, di imparare ad utilizzare al meglio le 
informazioni a disposizione per stabilire una quantità di produzione 
che porti a profitti  elevati.  
In un secondo gruppo di simulazioni, chiamate “simulazioni di 
mercati monopolistici con informazione limitata”, abbiamo utilizzato 
dei sistemi di informazione e degli ambienti economici più realistici. 
Abbiamo infatti ipotizzato che la curva di domanda sia costituita dalla 
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curva (3.1.7) ma sia ignota al monopolista: egli può solo osservare 
come i consumatori reagiscono al prezzo fissato ed elaborare 
congetture sul loro comportamento. 
L’ambiente economico simulato è costituito da un mercato presso 
il quale il monopolista fissa periodicamente il prezzo di vendita 
dell’intera produzione. I consumatori determinano quindi la quantità di 
prodotto da acquistare manifestando una domanda variabile nel tempo. 
Abbiamo assunto che la produzione sia pari alla quantità assorbita 
dal mercato, ipotesi in parte inverosimile nell’impostazione a tempi 
discreti della simulazione, ma verosimile se si intende approssimare la 
realtà dove il flusso continuo della produzione tende ad adattarsi al 
flusso continuo della domanda dipendente dal prezzo mantenendo un 
livello costante di merce in magazzino. 
La produzione assorbita dal mercato consente al monopolista di 
ottenere un certo profitto dati i  costi di produzione variabili nel tempo. 
Il problema dell’agente è quindi utilizzare al meglio le informazioni a 
disposizione relative all’ambiente, alle condizioni interne 
dell’impresa, alle decisioni passate ed ai relativi feed back ottenuti,  
per decidere il prezzo da fissare in modo da ottenere il maggior 
profitto possibile.  
I costi sono di tipo differente rispetto al modello classico. Essi 
sono della tipologia proposta da Sylos Labini, che esamineremo 
approfonditamente in un paragrafo successivo. Sylos Labini ipotizza 
che i rendimenti dei fattori variabili siano costanti,  almeno per le 
variazioni della quantità rispetto alle quali l’impresa si trova a 
decidere, per cui anche i costi variabili unitari CVU sono costanti. La 
quantità del bene prodotto varia entro la capacità di produzione 
dell’impianto ed i costi fissi CF possono essere ripartiti sull’intera 
produzione q. I costi medi CMe risultano quindi : 
 
(3.1.18)                             CMe (q) =  CVU +  
CF
q
    
 
I costi totali CT saranno quindi: 
 
(3.1.19)                           CT (q) = CF + CVU q  ×  
 
Ed i costi marginali CMa: 
 
(3.1.20)                                  CMa = CVU  
 
Possiamo calcolare allora la quantità di produzione che garantisce 
il massimo profitto grazie alla condizione di eguaglianza tra ricavi e 
costi marginali: 
 178
 
(3.1.21)                     -   c q + ( I - c q ) = CVU   × ×  
 
(3.1.22)                            -  2 c q +  I  = CVU   
 
(3.1.23)                                q *  =  
I - CVU
2c
    
 
Alternativamente essendo: 
 
(3.1.24)                               P = I - (c q)   ×  
da cui: 
 
(3.1.25)                                 q =  
I - P
c
   
 
il  prezzo ottimale, sostituendo q nella (3.1.23), risulterà: 
 
(3.1.26)                               
I - P
c
 =   
I - CVU
2c
 
 
 
(3.1.27)                                 P* =  
CVU
2
 +  
I
2
 
 
Graficamente il modello può essere illustrato, e risolto, come 
segue: 
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Il grafico evidenzia come la produzione che porta al massimo 
profitto sia quella per la quale i ricavi marginali eguagliano i costi 
marginali. Osserviamo che nella situazione descritta, essendo i 
rendimenti costanti,  la curva dei costi marginali coincide con quella 
dei costi variabili unitari.  
 
3.2 Il modello classico dell’oligopolio 
Un buon esempio dei modelli neoclassici dell’oligopolio basati 
sull’ipotesi della massimizzazione e di perfetta razionalità ed 
informazione degli agenti, è costituito dal modello di Gaskins che ora 
analizziamo (Gaskins (1971)). 
La struttura dell’industria ipotizzata da Gaskins è costituita da 
una grande impresa e da imprese concorrenti minori. L’impresa leader 
può fissare il prezzo per controllare l’entrata e l’uscita dal mercato 
delle imprese concorrenti. Ciò infatti nel tempo produce effetti sui suoi 
profitti in conseguenza della redistribuzione delle quote di mercato. Il  
potere di controllo dell’entrata e dell’uscita delle altre imprese dal 
mercato mediante la fissazione di opportuni prezzi di mercato è 
conferito all’impresa leader dalla sua superiorità tecnologica che le 
consente di produrre a costi medi minori rispetto alle imprese 
concorrenti. 
Il  perno del modello di Gaskins è il concetto di prezzo limite. 
Esso è il prezzo di mercato corrispondente ai costi medi delle piccole 
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imprese. Se il  prezzo fissato dall’impresa leader è superiore al prezzo 
limite, le piccole imprese percepiranno profitti positivi e questo, 
attraverso un meccanismo analogo a quello che avviene in concorrenza 
perfetta, stimola nuove piccole imprese ad entrare nel mercato e le 
imprese già esistenti ad incrementare la produzione. Se invece il 
prezzo fissato è al di sotto del livello del prezzo limite le piccole 
imprese usciranno dal mercato e quelle che rimarranno produrranno 
meno. L’equilibrio del mercato si raggiunge quando l’impresa leader 
fissa un prezzo P ad un livello pari a quello del prezzo limite Pl.  
Formalmente la variazione della produzione complessiva PC delle 
piccole imprese può essere indicata come segue: 
 
(3.3.1)                                   ( )∂∂
 PC
 t
 =  V P -  Pl  
 
dove V è un coefficiente positivo che rappresenta la velocità con 
cui le imprese reagiscono al prezzo variando la produzione ed entrando 
ed uscendo dal mercato. 
In questa situazione il leader può assumere un comportamento 
“miope” e fissare un prezzo che consente di massimizzare il profitto di 
breve periodo. A questo scopo calcola il prezzo che massimizza i 
profitti data la curva di domanda corrispondente a quella del mercato 
al netto della produzione corrente delle piccole imprese. Questo 
consente alle piccole imprese di ottenere profitti  e quindi a lungo 
andare porta ad una erosione della quota di mercato dell’impresa leader 
con conseguente diminuzione dei suoi profitti .  
Se invece l’impresa adotta un comportamento “lungimirante” fissa 
nel tempo livelli di prezzo che massimizzano i profitti  intertemporali.  
A tale scopo l’impresa cerca di massimizzare la somma dei profitti 
futuri attesi ΠA scontati con un opportuno tasso r, cioè: 
 
(3.3.2)              ( ) [ ]( )[ ]ΠA =   P[t] -  CMe   q P[t], t  *  e   dt -rt
t0
*
∞∫  
 
per la quale si utilizza la formula continua dell’interesse 
composto. P[t] rappresenta il  prezzo fissato nell’istante t,  CMe i costi 
medi supposti costanti nel tempo, q[] la quantità venduta, funzione del 
prezzo fissato e di altre grandezze legate al tempo come la produzione 
delle altre imprese. 
Nella formula descritta il  tasso di sconto r assume un ruolo molto 
importante. Il  suo livello rispecchia il peso dato dal leader ai profitti 
nel tempo. Se è alto significa che i profitti futuri sono ritenuti di poca 
importanza rispetto ai guadagni immediati: l’impresa fissa allora 
prezzi immediati di alto livello per ottenere alti profitti .  Questo nel 
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tempo determina l’entrata di altre imprese nel mercato, il  che comporta 
un assottigliamento della quota di mercato e l’abbattimento dei 
profitti .  Viceversa se il tasso di sconto è basso. 
Il livello del prezzo fissato dal leader dipende anche dalle sue 
attese sulla evoluzione futura del mercato. Se egli si aspetta che il 
mercato del prodotto è ormai maturo, alzerà il prezzo nell’immediato 
per sfruttare il  mercato prima del suo declino. Se invece il  mercato 
promette uno sviluppo sostenuto e duraturo il leader fisserà prezzi 
bassi, anche sotto il prezzo limite, per consolidare od espandere il suo 
potere di mercato in vista del conseguimento di profitti  futuri. 
 
3.3 Modelli di oligopolio della teoria dei giochi 
Ben presto dopo la sua introduzione la teoria dei giochi, per la 
caratteristica di fondarsi sull’ipotesi di perfetta razionalità degli agenti 
e su schemi idonei a rappresentare l’interazione strategica tra più 
agenti,  per la sua attenzione agli equilibri raggiunti dal sistema, è 
divenuta la cornice teorica più utilizzata per le analisi dell’oligopolio, 
in particolare dalla teoria economica neoclassica. 
In questo paragrafo ci poniamo l’obiettivo di analizzare i modelli 
classici dell’oligopolio elaborati nell’ambito della cornice teorica della 
teoria dei giochi. 
Il  primo gioco che prendiamo in esame è il “gioco di Cournot”. Si 
tratta di un gioco a strategie continue, cioè un gioco in cui le variabili 
decisionali possono assumere valori qualsiasi senza soluzione di 
continuità in un determinato intervallo o insieme di intervalli.  La 
situazione è differente quindi dai giochi a strategie discrete come il 
dilemma del prigioniero dove le strategie che possono essere scelte 
possono assumere solo “valori” discreti e in numero finito, come 
“cooperare” e “non cooperare” del gioco del dilemma del prigioniero. 
Nel gioco di Cournot due imprese producono e vendono un bene 
omogeneo. L’informazione a loro disposizione è simmetrica, completa 
(i giocatori sanno a quale gioco stanno giocando ), certa (gli esiti del 
gioco non dipendono da mosse della “Natura”) imperfetta (gli esiti del 
gioco dipendono dalle scelte fatte dagli altri contestualmente alle 
proprie, per cui l’esito del gioco è incerto a priori). 
Vediamo dapprima il caso più semplice del gioco di Cournot, con 
domanda lineare e costi di produzione nulli,  per poi generalizzare il 
gioco stesso. 
Il gioco si svolge con la decisione contestuale delle due imprese 
delle quantità da produrre e vendere q1 e q2. La domanda è funzione 
della quantità totale venduta q pari alla somma delle produzioni dei 
due giocatori (A è l’intercetta): 
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(3.3.1)                       [ ] [ ]P q  =  P q  +  q  =  A -  q  -  q1 2 1 2  
 
I pagamenti del gioco sono dati dai profitti,  ottenuti come 
prodotto tra la produzione realizzata ed il prezzo determinato dal 
mercato: 
 
(3.3.2)       
( )
( )
Π
Π
1 1 1 2 1 1 1
2
2 1
2 2 1 2 2 2 21
2
1 2
=  P  q   =  A -  q  -  q   q =  Aq  -  q  -  q q
=  P  q   =  A -  q  -  q   q =  Aq  -  q  -  q q
× ×
× ×
 
 
Entrambi i giocatori hanno una funzione di risposta ottimale, o 
funzione di reazione, cioè una funzione che consentirebbe loro di 
stabilire la quantità ottimale data e nota la produzione dell’altro. Tale 
funzione è ottenuta massimizzando i profitti di un giocatore rispetto 
alla sua strategia (quantità) supposta costante la produzione dell’altro. 
In base alle condizioni del primo ordine abbiamo: 
 
(3.3.3)                         
  
   q
 =  A -  2q  -  q  =  0
   
   q
 =  A -  2q  -  q  =  0
1
1
1 2
2
2
2 1
∂
∂
∂
∂
Π
Π
 
 
da cui otteniamo le funzioni di risposta ottimale: 
 
(3.3.4)                                 
q  =  
A
2
 -   
q
2
 
q  =  
A
2
 -   
q
2
 
1
2
2
1
 
 
Mettendo a sistema le due funzioni di reazione e risolvendo 
rispetto a q1 e q2 si ottiene l’equilibrio di Cournot-Nash delle 
produzioni dei due giocatori: 
 
(3.3.5)                                   q  =  q  =  
A
3
 1 2  
 
che non è altro che l’equilibrio di Nash del gioco di Cournot nel 
caso in cui le variabili strategiche siano le quantità. 
E’ possibile rappresentare graficamente le funzioni di reazione R1 
ed R2 dei due giocatori e trovare il punto di equilibrio CN: 
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L’equilibrio di Nash del gioco di Cournot oltre ad avere la 
caratteristica dell’unicità ha anche quella della stabilità nel caso si 
ipotizzi la ripetizione del gioco, se si passa cioè alla categoria dei 
giochi uniperiodali ai giochi dinamici. Infatti in qualunque situazione 
iniziale ci si trovi, le imprese tendono a spostare la produzione verso i 
valori del punto di equilibrio. Partendo ad esempio dal punto x del 
grafico, il primo giocatore avrà convenienza ad aumentare la 
produzione data la produzione dell’altro, il secondo a diminuirla, per 
incrementare i profitti.  Le quantità fissate dai due giocatori tendono 
quindi a quelle dell’equilibrio CN come evidenzia il diagramma di fase 
precedente. 
Dal gioco di Cournot si passa facilmente al gioco di Stackelberg 
se si ipotizza che uno dei giocatori, ad esempio il primo, detto leader, 
effettui per primo la sua mossa, vincolandosi così ad una certa scelta, e 
che l’altro giocatore, il follower, fissi la sua quantità dopo aver 
osservato la mossa del leader. 
In questa situazione il leader sa che la reazione dell’avversario 
alla propria mossa è data dalla funzione di reazione dell’avversario 
stesso vista prima: 
 
(3.3.6)                                  q  =  
A
2
 -   
q
2
 2
1  
 
Per questo sceglierà una quantità corrispondente al punto della 
funzione di reazione dell’avversario, che massimizza i propri profitti .  
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Massimizzando rispetto a q1 si ottiene la condizione del primo 
ordine: 
 
(3.3.8)                         
  
   q
 =  A -  2q  -  
A
2
 +  q  =  01
1
1 1
∂
∂
Π
 
 
da cui si ottiene q1 e di conseguenza q2 fissato dal follower in 
base alla sua funzione di reazione una volta che q1 abbia effettuato la 
sua mossa: 
 
(3.3.9)                                      
q  =  
A
2
q  =  
A
4
 
1
2
 
 
E’ possibile generalizzare il modello di Cournot abbandonando 
l’ipotesi di funzione di domanda lineare e di costi nulli,  ed assumendo 
funzioni più generali. Supponiamo ad esempio che le funzioni di costo 
siano C[q1] e C[q2] e la funzione di domanda sia P[q] dove q = q1+q2 . 
I profitti,  seguendo il punto di vista di un giocatore solo, ad 
esempio il primo, essendo la situazione dei due giocatori simmetrica, 
diventano allora: 
 
(3.3.10)                             [ ] [ ]Π1 1 1=  P q  q  -  C q  ×  
 
Calcoliamo la quantità ottima che il primo giocatore deve fissare 
per ottenere il massimo profitto, cioè determiniamo la sua funzione di 
reazione, differenziando il profitto rispetto alla sua quantità e 
imponendo al solito le condizioni del primo ordine: 
 
(3.3.11)                     
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essendo: 
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Per cui la funzione di risposta ottimale è: 
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(3.3.13)                               q  =  
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Specificando la forma funzionale di P[q] , C[q1] ,  C[q2] ,  si 
possono ottenere le funzioni di reazione dei due giocatori. In questo 
caso, diversamente dalla situazione di domanda lineare e costi nulli,  
non è garantita ne’ l’esistenza ne’ l’unicità ne’ la stabilità 
dell’equilibrio, dipendendo esse dalle ipotesi fatte sulle funzioni dette. 
Si potrebbe ad esempio avere una situazione di questo tipo: 
 
 
dove si hanno tre equilibri x1 ,  x2 e x3 ,di cui due stabili,  x1 e x3 ,  
ed uno instabile, x2 .  
I modelli di Cournot e Stackelberg visti finora fanno parte di una 
famiglia di modelli che possono essere descritti tutti utilizzando il 
concetto di variazione congetturale. Elaboriamo al solito il modello dal 
punto di vista del primo giocatore. La (3.3.8), se non si assume che il 
giocatore si aspetti che l’avversario non reagisca ad una sua variazione 
di quantità, diventa: 
 
(3.3.14)              
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essendo ora, diversamente dal gioco di Cournot: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
q2  
x1  
R2 
R1 
q1  
x2  
x3  
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(3.3.15)                 
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La (3.3.15) prende il nome di variazione congetturale. Essa 
rappresenta la variazione congetturata da parte dell’agente, della 
quantità complessiva del mercato a seguito di una variazione della 
propria quantità. L’effetto stimato è scomponibile in due componenti. 
L’incremento diretto, rappresentato dall’unità, e l’attesa variazione di 
produzione indotta nella produzione dell’avversario. 
Se la variazione congetturale è pari a 0, si ottiene il modello di 
Cournot, nel quale ogni giocatore non si aspetta alcuna reazione da 
parte degli altri giocatori. 
Se la variazione congetturale è pari a -1 significa che il  giocatore 
si aspetta che l’avversario reagisca diminuendo la propria produzione 
di una quantità pari al proprio aumento. Si ha allora una situazione di 
concorrenza perfetta in quanto è come se le imprese non si attendessero 
alcuna variazione del prezzo (in quanto la produzione del settore è 
comunque costante) a seguito di variazioni della loro produzione. 
Se la variazione congetturale è pari ad 1 si avrebbe una 
produzione complessiva pari a quella di monopolio in quanto essendo 
la situazione dei due giocatori (come percepita dagli agenti) 
perfettamente simmetrica, i  profitti  ottenuti verrebbero ripartiti  in parti 
uguali e quindi il massimo delle due parti corrisponderebbe al massimo 
complessivo. 
Se la variazione congetturale di un agente assume uno dei valori 
tra 0 ed 1 mentre quella dell’avversario è pari a 0 si ricade in casi 
corrispondenti all’oligopolio di Stackelberg.  
Un’altra classe di modelli,  detta dell’oligopolio di Bertrand, si 
ottiene se si ipotizza che la variabile decisionale sia rappresentata dai 
prezzi anziché dalle quantità come nei modelli di Cournot. 
Assumiamo di nuovo le semplici ipotesi del modello base di 
Cournot, cioè linearità della domanda e costi nulli.  Nel nuovo modello 
una volta determinato il prezzo, i consumatori rispondono acquistando 
un certo ammontare di beni secondo la funzione di domanda: 
 
(3.3.16)                                    [ ]q P  =   A -  P 
 
La funzione dei profitti,  limitandoci al solito al primo agente, è la 
seguente : 
 
(3.3.17)                           [ ] ( )Π P  =   P  A - P  se P  <  P
0               se P  >  P  
  1
1 1 1 2
1 2
  
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Ciò perché il giocatore che fissa il prezzo più basso riesce ad 
attirare tutti i  clienti a scapito dell’altro che ha vendite pari zero. 
Il gioco di Bertrand, nella forma semplice qui illustrata, ha un 
solo equilibrio di Nash, quello con prezzi pari ai costi medi. Infatti se 
una impresa fissa un prezzo maggiore dei costi medi l’altra può 
conquistare l’intero mercato fissando un prezzo leggermente più basso. 
Questo, nelle condizioni teoriche del gioco, innesca un processo 
immediato corsa al ribasso che porta i prezzi al livello dei costi medi. 
Si ha così il paradosso per cui nelle condizioni ideali dei modelli 
classici passando dal monopolio al duopolio i profitti crollano 
immediatamente a 0, raggiungendo immediatamente le stesse 
condizioni della concorrenza perfetta. 
Questo dimostra che per realizzare modelli realistici bisogna 
fondare il modello su ipotesi più realistiche come l’inerzia nella 
reazione dei consumatori dovuta ad informazione imperfetta (è quanto 
faremo nei nostri modelli), la differenziazione dei prodotti,  la 
localizzazione delle imprese, la limitazione della capacità produttiva 
delle imprese ecc. 
Vediamo ad esempio come si modifica il modello se si ipotizza 
una differenziazione dei prodotti.  
Si supponga che in un gioco oligopolistico alla Bertrand i 
consumatori siano fedeli ad una marca, od abbiano cattive informazioni 
sui prezzi. In questi casi le curve di domanda delle due imprese 
possono essere rappresentate con le seguenti equazioni: 
 
(3.3.18)                           
q  =  A -  B P  +  C P  
q  =  A -  B  P +  C  P  
1 1 2
2 2 1
 
 
cioè la domanda di un produttore diminuisce all’aumentare del 
proprio prezzo, ma aumenta se l’avversario aumenta il suo prezzo in 
seguito agli spostamenti dei consumatori verso il primo produttore. Per 
il corretto funzionamento del modello si ipotizza anche che C < B, cioè 
la sensibilità della domanda individuale rispetto al prezzo degli 
avversari sia minore rispetto alla sensibilità rispetto al proprio prezzo 
poiché i beni non sono perfettamente sostituibili.  Ovviamente minore è 
la differenza tra i due coefficienti,  maggiore è la sostituibilità tra i 
beni venduti dalle due imprese. 
Le funzioni di profitto sono allora: 
 
(3.3.19)  
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Massimizzando i profitti,  in base alle condizioni del primo ordine 
abbiamo: 
 
(3.3.20)                         
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da cui otteniamo le funzioni di reazione: 
 
(3.3.21)                                
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che graficamente possono essere rappresentate come segue: 
 
 
Mettendo a sistema le due funzioni di reazione e risolvendo 
rispetto a P1 e P2 si ottiene l’equilibrio di Cournot-Nash delle strategie 
dei due giocatori: 
 
(3.3.22)                                 P  =  P  =  
A
2 B - C
 1 2  
 
Dal grafico si può notare come in un oligopolio differenziato, 
minore è la sostituibilità tra i due bene, cioè minore è C rispetto a B, 
minore è la pendenza delle curve di reazione, cioè più debole è la 
sensibilità del prezzo di uno dei giocatori alle variazioni del prezzo 
degli dell’altro. Nel caso di beni completamente differenti, con C = 0, 
 
 
 
 
 
 
 
 
 
 
 
 
 
P 2  
R2 CN
R1
P 1
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le due curve di reazione sono perpendicolari agli assi: si passa da una 
situazione di oligopolio ad una con due mercati completamente 
indipendenti l’uno dall’altro in termini di domanda. 
 
3.4 Modelli di oligopolio con beni omogenei ed 
informazione imperfetta dei consumatori 
In questo paragrafo vogliamo esaminare l’ambiente economico 
oligopolistico in cui inseriremo gli agenti artificiali da noi simulati.  
Prima di procedere a tale disamina, osserviamo che la 
rappresentazione qui descritta è necessariamente una stilizzazione 
molto semplificata della realtà, realizzata comunque cercando di 
individuare e conservare i tratti essenziali della realtà economica 
modellizzata. 
L’ambiente utilizzato è tratto dal modello di oligopolio di 
Bertrand, dove la variabile decisionale è il prezzo ed il bene prodotto è 
omogeneo, modificato con l’abbandono dell’ipotesi di perfetta 
informazione da parte dei consumatori. L’abbandono di tale ipotesi 
comporta l’introduzione di un ritardo nell’aggiustamento della 
distribuzione della domanda tra i vari produttori in seguito alle 
differenze dei prezzi fissati dai produttori stessi, causato dalla 
diffusione lenta delle informazioni e dalla riorganizzazione degli 
acquisti.  Vediamo dunque in dettaglio tale ambiente economico. 
Più agenti fissano contestualmente il prezzo di vendita della loro 
produzione. Si ipotizza che la produzione da essi realizzata, sia pari a 
quella assorbita dalla domanda individuale, così che non vi sono 
problemi di scorte. 
La domanda complessiva, che si distribuisce tra i diversi 
produttori, è lineare e decrescente: 
 
(3.4.1)                              Q = A - B P×  
 
ovvero: 
 
(3.4.2)                               P =  
A
B
 -  
1
B
  Q×  
 
I costi di produzione sostenuti da ciascun produttore/oligopolista 
sono come quelli adottati da Sylos Labini (rimandiamo al paragrafo 
successivo per un approfondimento), cioè sono composti da costi 
variabili costanti, essendo i rendimenti dei fattori ipotizzati costanti 
per il tratto di interesse, e da una porzione di copertura dei costi fissi. 
Ogni oligopolista in ogni periodo dispone di una certa quota di 
mercato che varia verso l’alto o verso il basso a seconda che il prezzo 
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fissato sia più basso o più alto di quello medio di mercato. All’inizio 
della simulazione le quote di mercato sono uguali per tutti,  ad esempio 
avendo 3 agenti esse saranno pari ad 1/3 per ognuno. 
Il prezzo di mercato P risulta essere la media dei prezzi fissati 
dagli agenti Pi ,  ponderati con le quote di mercato del periodo 
precedente St-1
i  :  
 
(3.4.3)                          ( ) P =    P    S    i t-1i
i
×∑  
 
In base al prezzo di mercato, i consumatori esprimono la quantità 
di produzione assorbita dal mercato Q*. Questo processo può essere 
stilizzato, immaginando una curva di domanda lineare come segue: 
 
 
Nelle simulazioni, per rendere maggiormente verosimile questa 
rappresentazione, la curva della domanda è soggetta a fluttuazioni 
casuali di intensità fissata dalla sperimentatore mediante opportuni 
parametri.  
A seconda della relazione tra il livello del prezzo che un agente 
fissa ed il livello dei prezzi fissati dagli altri agenti, la sua quota di 
mercato tenderà ad espandersi od a contrarsi a causa dello spostamento 
degli acquisti da parte dei consumatori verso i produttori che vendono 
a prezzi più bassi. 
Abbiamo rappresentato tale variazione esprimendo la nuova quota 
di mercato S t
i  in funzione della vecchia quota S t-1
i  :  
 
(3.4.4)                                S =  C  S t
i
t - 1
i*  
 
dove: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P  
P* 
Q Q* 
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(3.4.5)                                  C =  
P
Pi
v


  
 
Il  coefficiente v rappresenta la “vivacità del mercato”, ovvero la 
misura di quanto velocemente i consumatori ottengono le informazioni 
sulle variazioni dei prezzi fissati dagli oligopolisti,  e passano ad 
acquistare beni a prezzi minori. 
La relazione (3.4.5) comporta che se il prezzo fissato dall’agente 
è pari a quello di mercato, il coefficiente C sarà uguale ad 1 e la quota 
di mercato rimarrà invariata. Se il  prezzo fissato dall’agente è 
maggiore del prezzo di mercato, C sarà minore di 1 e lo sarà tanto più 
quanto maggiore è la vivacità del mercato, cioè quanto più rapidamente 
i consumatori passano a nuovi venditori, per cui la quota di mercato 
subirà una contrazione. Viceversa la quota di mercato si allargherà se 
il prezzo dell’agente è minore di quello di mercato. 
Graficamente il  coefficiente C, dato il  prezzo di mercato, è legato 
come segue al prezzo fissato dall’agente (linea continua) : 
 
 
La quantità di bene effettivamente venduta da ciascun agente, 
risulta quindi pari alla porzione S t
i  dell’intera quantità assorbita dal 
mercato: 
 
(3.4.6)                                  Q =  Q  Si t
i×  
 
ed il profitto Π i  che ogni agente può ottenere è quindi: 
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 1  
 V <  1  
 V =  1  
 V >  1   0  
 P i   P  
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(3.4.7)                   ( ) ( ) =   P   Q  -  CVU  Q  -  CFi i i iΠ × ×  
 
dove CVU sono i costi variabili unitari e CF sono i costi fissi. 
Il  tipo di ambiente oligopolistico illustrato è particolarmente 
interessante da simulare come gioco ripetuto in quanto coinvolge una 
serie di problemi teorici importanti e stimolanti.  
Esso costituisce la versione dinamica dell’oligopolio di Bertrand. 
Come visto l’oligopolio di Bertrand in presenza di agenti perfettamente 
razionali,  ha un solo equilibrio di Nash, la situazione in cui i prezzi 
sono fissati ad un livello pari ai costi. Infatti se la variabile 
decisionale sono i prezzi l’esistenza di più agenti nello stesso mercato, 
anche solo due, porta ad una competizione al ribasso che abbatte 
rapidamente a zero i profitti.  Quindi contrariamente all’oligopolio di 
Bertrand differenziato dove l’equilibrio di Nash comporta profitti 
positivi, nel caso in questione le situazioni con profitti  sopra lo zero 
sono intrinsecamente instabili.  
Se però il gioco di Bertrand viene ripetuto, la situazione che si 
determina è analoga a quella del gioco ripetuto del dilemma del 
prigioniero, per cui come accade in questo possono emergere 
comportamenti in parte cooperativi a causa degli effetti che una certa 
scelta può produrre per le interazioni successive ed a causa degli 
scambi indiretti di informazione legati alle strategie adottate. 
Approfondiremo questo tipo di problemi nel paragrafo successivo 
considerando il lavoro di Axelrod sul gioco del dilemma del 
prigioniero ripetuto (Axelrod (1984)). 
L’oligopolio che simuleremo, inoltre, data l’inerzia della domanda 
per cui ad una divergenza del prezzo rispetto a quello di mercato 
seguono reazione lente distribuite nel tempo da parte dei consumatori, 
presenta l’interessante caratteristica di porre gli agenti di fronte al 
problema di scegliere se mantenere alti i  prezzi per ottenere profitti  
immediati alti,  o fissare prezzi bassi per allargare la propria quota di 
mercato per ottenere profitti  in futuro. Questa situazione rappresenta 
una prova di plausibilità interessante dal punto di vista della 
costruzione di agenti economici artificiali, in quanto per essere 
affrontata richiede abilità cognitive di proiezione che, nonostante la 
comprovata limitatezza delle capacità di ragionamento, non possono 
non essere ascritte agli agenti reali. In merito a ciò vedremo come le 
simulazioni da noi realizzate consentono di studiare i comportamenti 
di fissazione del prezzo sviluppati da agenti più o meno 
“lungimiranti”, essendo il “livello di lungimiranza” regolabile 
sperimentalmente. 
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3.5 L’emergenza della cooperazione in giochi non 
cooperativi 
Le simulazioni da noi realizzate prevedono la ripetizione per più 
volte dell’interazione tra un gruppo di oligopolisti.  Il  tipo di 
interazione da noi esaminata, come vedremo approfonditamente tra 
poco presenta una forte somiglianza con le situazioni di interazione 
strategica che nell’ambito della teoria dei giochi sono stilizzate 
mediante il gioco del dilemma del prigioniero ripetuto. Descriviamo 
innanzitutto questo gioco per poi indicare le somiglianze che il 
mercato oligopolistico da noi simulato ha con esso. 
Il gioco del dilemma del prigioniero è un gioco a somma diversa 
da zero con due giocatori, Riga e Colonna, due strategie, Collaborare e 
Tradire, e con la matrice dei pagamenti (Riga, Colonna) del tipo 
seguente: 
 
 
Il  gioco ha quindi le seguenti caratteristiche per quanto riguarda i 
pagamenti. 
Se l’avversario tradisce, è meglio tradire (ottenendo 1) che 
collaborare (ottenendo 0). 
Se l’avversario collabora, è meglio tradire (ottenendo 3) che 
collaborare (ottenendo 2). 
Collaborare entrambi (ottenendo 2) è meglio che tradire entrambi 
(ottenendo 1). 
Il  “dilemma” del gioco, risiede nel fatto che la strategia di 
collaborazione condivisa è migliore di quella con tradimento 
condiviso. Infatti la situazione di collaborazione condivisa, benché 
superiore a quella di tradimento condiviso, è resa instabile dalla 
tentazione rappresentata dal pagamento ottenibile tradendo a partire da 
essa. Essa cioè, non è un equilibrio di Nash. 
Un’altra caratteristica fondamentale del gioco è che i due 
giocatori non possono comunicare né prima né durante il gioco. Non è 
possibile quindi stringere accordi, vincolarsi ad alcuna strategia, 
stabilire sanzioni ecc.. Inoltre non esiste una autorità centrale, un 
arbitro, che intervenga in alcun modo sulla condotta dei due giocatori. 
Le uniche informazioni a disposizione dei giocatori durante il gioco 
sono costituite dagli esiti delle interazioni precedenti. 
 
  Gioc. Colonna
  Collab. Trad. 
Gioc. Collab. (2,2) (0,3) 
Riga Trad. (3,0) (1,1) 
 
 194
Questa ultima caratteristica è di fondamentale importanza perché 
solleva un problema di grande interesse per la teoria dei giochi: 
l’emergere di comportamenti di cooperazione in giochi non 
cooperativi. Questo problema è stato studiato diffusamente sia dal 
punto di vista teorico che pratico, da Axelrod (Axelrod (1984)). Prima 
di esaminare questo lavoro vediamo in che modo lo schema del 
dilemma del prigioniero cattura alcuni aspetti delle simulazioni da noi 
realizzate. 
La più grande differenza tra le due situazioni è costituita dal fatto 
che il gioco del prigioniero prevede due sole strategie, mentre il gioco 
oligopolistico di Bertrand con domanda viscosa da noi simulato è un 
gioco a strategie continue. Infatti i  giocatori possono scegliere un 
prezzo qualsiasi in un certo intervallo. Salvo questo aspetto le 
similarità sono molte. 
Come nel dilemma del prigioniero un comportamento di 
collaborazione legato alla fissazione contestuale di prezzi alti  porta a 
profitti positivi che possono arrivare fino ad un massimo cumulato pari 
al livello del profitto di monopolio. Questa situazione si otterrebbe ad 
esempio attraverso la creazione di un cartello tra gli oligopolisti.  Se 
invece i giocatori fissano entrambi prezzi bassi, al limite pari ai costi 
medi, o addirittura minori di essi pur di guadagnare mercato o far 
uscire dal mercato gli avversari, i  profitti sono per entrambi nulli o 
negativi. 
D’altra parte se l’avversario fissa un prezzo alto vi è la tentazione 
di abbassare il proprio prezzo per allargare la propria quota di mercato, 
per cui la situazione di “collaborazione” diffusa è alquanto instabile. 
Notoriamente ciò vale addirittura quando esistono delle promesse 
vincolanti,  come nella citata situazione dei cartelli.  
Queste similarità rendono il lavoro di analisi del gioco del 
dilemma del prigioniero ripetuto realizzato da Axelrod molto 
interessante per l’interpretazione dei risultati delle nostre simulazioni. 
Esaminiamo dunque tale lavoro. 
Axelrod organizzò un vero torneo secondo le regole del torneo 
all’italiana, cioè con molti giocatori (14) che giocano ognuno una volta 
contro ogni altro, con vittoria di chi accumula più punti nei diversi 
incontri. 
Il  torneo fu realizzato in due versioni. In una prima versione il 
gioco era ripetuto 200 volte, in una seconda versione il gioco 
terminava ad ogni tornata con probabilità 0.00346 (in media 289 
ripetizioni). Le strategie dovevano essere completamente determinate a 
priori, potendo prevedere ovviamente anche particolari reazioni alle 
strategie osservate nel comportamento dell’avversario durante il gioco. 
Per ottenere la massima esplicitazione delle strategie, le strategie 
dovevano essere dichiarate nella forma di un programma per software. 
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La strategia vincitrice in entrambi i tornei risultò essere la 
strategia di tipo ritorsivo denominata da Axelrold “Tit for Tat”, occhio 
per occhio. Questa strategia consisteva nell’assumere un atteggiamento 
collaborativo con l’avversario (non confessione) se lui aveva mostrato 
un atteggiamento collaborativo nella interazione precedente (e 
comunque nella prima mossa del gioco), e nel far scattare una 
ritorsione non collaborativa (confessione) nel caso di non 
collaborazione dell’avversario nell’interazione precedente. In sostanza 
“l’algoritmo” della strategia Tit for Tat è semplicissimo: “fai quello 
che ha fatto l’avversario nella mossa precedente”. 
I punti caratterizzanti la strategia sono, secondo Axelrod, i 
seguenti tre. 
La cortesia. La strategia comporta che non si adottino 
comportamenti non collaborativi per primi, ovvero che si perduri nel 
comportamento collaborativo finché non vi sia tradimento da parte 
dell’avversario. 
La vendicatività. La strategia comporta che in caso di 
comportamento non collaborativo si adotti subito una ritorsione per 
punire l’avversario e contenere le perdite. 
La remissione. La strategia prevede che appena l’avversario inizia 
o torna a collaborare si ricomincia a collaborare con lui. 
Axelrod non ha dimostrato che la strategia Tit for Tat sia 
ottimale, ma risulta evidente dalla sua indagine empirica che essa è 
molto robusta. Nei due tornei infatti essa è stata messa a confronto con 
un gran numero di strategie diverse, molte delle quali basate su anche 
componenti irrazionali, mostrando di essere in media superiore alle 
altre. 
Va osservato che questo carattere di robustezza poteva ben 
manifestarsi grazie al tipo di torneo, all’italiana con cumulazione del 
punteggio, dove ciò che conta è avere prestazioni buone in media 
piuttosto che eccellenti in casi particolari. Nell’ambito di tornei 
diversi, ad esempio ad eliminazione, o contro soggetti perfettamente 
razionali,  gli esiti del torneo sarebbero stati probabilmente diversi 
essendo la strategia ottima in presenza di avversari razionali quella di 
non collaborare mai. 
Dove risiede il carattere di robustezza della strategia Tit for Tat? 
In un gioco del prigioniero ripetuto vi è la possibilità che i giocatori, 
anche non potendo comunicare direttamente, si scambino informazioni 
indirettamente attraverso la sequenza di mosse delle strategie 
utilizzate. Nel caso di adozione della strategia Tit for Tat l’avversario 
può capire facilmente quale sia la linea di comportamento adottata 
grazie alla semplicità della strategia stessa che la rende 
immediatamente riconoscibile. Una volta riconosciuta, la strategia 
risulta un chiaro invito alla collaborazione grazie alla caratteristica 
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della remissione. Consente poi di avere periodi lunghi di 
collaborazione grazie alla caratteristica della cortesia ed alla minaccia 
dovuta alla irascibilità. In caso di incontro con un avversario poco 
disposto alla collaborazione consente poi di non avere grosse perdite 
grazie alla reazione immediata ai comportamenti non collaborativi 
legata alla irascibilità. 
 
3.6 Teoria dei giochi e modelli di oligopolio con 
apprendimento 
In questo paragrafo intendiamo mostrare un modello elaborato 
nell’ambito della cornice teorica della teoria dei giochi e della 
razionalità perfetta nel quale, essendo eliminata l’ipotesi di perfetta 
conoscenza del mondo, viene introdotto l’apprendimento. 
Mostriamo questo modello per dare un esempio dell’approccio 
generalmente seguito dal filone teorico detto per affrontare il problema 
della simulazione di agenti in grado di apprendere. Come vedremo tale 
approccio è soggetto a limitazioni che non consentono il suo impiego 
per lo studio del tipo di procedure che gli agenti reali sviluppano in 
particolari condizioni ambientali e di informazione, in quanto prevede 
dei meccanismi automatici di decisione dell’azione, fortemente 
dipendenti dalle scelte operate da chi costruisce il modello. 
Il  modello in questione è il modello di Alepuz Urbano (1991). Il  
gioco studiato è quello di Cournot ripetuto due volte. La curva della 
domanda effettiva, stocastica, è la seguente: 
 
(3.6.1)                              P =  A - q +t t tϑ ε  
 
dove A è l’intercetta della domanda, nota agli agenti, θ  è la  
pendenza della curva, ignota agli agenti, ε rappresenta il  rumore ed è 
costituita da una variabile casuale con media nulla ed una certa 
varianza: 
 
(3.6.2)                                   ( )ε σ ~  N 0,  2  
 
All’inizio del gioco gli agenti stimano il parametro θ ,  con m1 ed 
m2. Nel modello si effettuano le seguenti ipotesi per poter garantire 
l’esistenza di soluzioni: 
 
(3.6.3)               m  m m            mimin max min max m≤ ≤ ≤ 2  
 
I costi vengono supposti uguali a zero e le imprese debbono 
massimizzare la somma dei profitti  attesi nei due periodi. 
Nel primo periodo i profitti saranno: 
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(3.6.4)              
( ) ( )[ ]
( )( )
Πi 1 2 i i 1 2 i
i 1 2 i
 q ,  q  m =  E A -  m  q  +  q  +   q =
                    =  A -  m  q  +  q    q
,  ε ×
×
 
 
Al termine del primo periodo le imprese possono osservare il 
valore della quantità aggregata e del prezzo che si determina di 
conseguenza. In base a questi valori possono rivedere le stime dei 
parametri del modello della domanda attraverso un aggiornamento 
bayesiano delle probabilità. Dal modello (3.6.1) si ha che: 
 
(3.6.5)                                
A - P
q  +  q  
 =    -  
q +  q1 2 1 2
ϑ ε
 
 
 
che si distribuisce come: 
 
(3.6.6)                            [ ]( )  A - Pq  +  q  ~  N q +  q1 2 1 2ϑ σ,   2   
 
per cui le nuove stime dei parametri saranno: 
 
(3.6.7)                  
[ ] ( )
[ ]( ) m  
 h q +  q
h q +  q
i2
i 1 2
1 2
=
+ × −
+
 
m  σ
σ
2
2 2
 
 
   A  P
 
  
 
(3.6.8)                            [ ]( ) h  q +  qi2 1 2= + h  σ2 2  
 
Nel secondo periodo le imprese fisseranno la nuova quantità 
utilizzando le nuove stime. I profitti attesi nel secondo periodo 
saranno: 
 
(3.6.9)                
( ) ( )[ ]
( )( )
Π i2 1 2 i i 1 2 i
i2 1 2 i
 q ,  q  m =  E A -  m  q  +  q  +   q =
                    =  A -  m  q  +  q    q
,  ε ×
×
 
 
In base alle condizioni del primo ordine per la massimizzazione 
del profitto da parte dei due giocatori, otteniamo il seguente sistema: 
 
(3.6.10)                    
   
   q
 =  A -  2 m  q  -  m  q  =  0
   
   q
 =  A -  2 m  q  -  m  q  =  0
12
12
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che risolto da le soluzioni: 
 
(3.6.11)                             
( )
( )
q
q
12
22 12
12 22
22
12 22
22 12
 =  
A 2 m   -  m  
3 m   m
 =  
A 2 m   -  m  
3 m   m






 
 
Quindi le quantità ottime nel secondo periodo, e quindi i profitti,  
dipendono solo dalle stime dei parametri della domanda: 
 
(3.6.12)                         ( ) ( )Π Πi2 1 2 i i2 12 22 q ,  q  m =    m ,  m,  
 
Se massimizziamo la somma dei profitti  attesi nei due periodi ed 
imponiamo le condizioni del primo ordine abbiamo: 
 
(3.6.13)                
[ ] [ ][ ]∂
∂
∂
∂
  q ,  q  m
q
 +  
 E   m ,  m
q  
 =  0i1 1 2 i
i
i2 12 22
i
Π Π,
 
 
Se si sviluppa il secondo addendo si scopre che esso è negativo. 
Il primo addendo deve allora essere positivo per garantire 
l’eguaglianza con zero dell’equazione. Il primo addendo però 
corrisponde alle condizioni di massimizzazione del profitto del primo 
periodo. Essendo la funzione dei profitti del primo periodo 
strettamente convessa per le ipotesi iniziali, la derivata negativa dei 
profitti si ha solo con un livello di produzione maggiore di quello 
ottimo della massimizzazione “miope” cioè limitata al primo periodo. 
Quindi le imprese, nel caso di stima iniziale uguale del parametro 
della pendenza della domanda, per ottenere altre informazioni su tale 
parametro per migliorarne la stima, nel primo periodo sceglieranno 
quantità maggiori di quelle del caso di massimizzazione miope. Il 
motivo di questo comportamento si comprende osservando la (3.6.13). 
Come si vede se le quantità sono maggiori la stima sarà più precisa 
essendo il rumore minore. Questa circostanza è legata alle particolari 
ipotesi del modello per cui essendo l’intercetta della domanda nota a 
priori,  la curva della domanda risulta “ancorata” all’asse delle 
ordinate, presso il quale una cattiva stima della pendenza non ha alcun 
effetto. Invece man mano che ci si allontana dai valori bassi delle 
quantità l’importanza delle stime della pendenza aumenta. Per avere 
stime meno approssimate conviene fissare quantità molto alte in modo 
da avere molta informazione sulla media della pendenza, in quanto 
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questa risulta molto più differenziata per valori alti di q che per valori 
bassi. Ciò è illustrato nella seguente figura: 
 
 
In questa figura sono tracciate cinque curve di domanda 
corrispondenti a cinque possibili valori alternativi della pendenza. 
Evidentemente fissando q2 anziché q1 si ottiene una maggiore 
informazione sulla pendenza della domanda in quanto il valore del 
prezzo corrispondente alle diverse possibili pendenze è maggiormente 
diversificato per q2 che per q1. Questo, in presenza del rumore 
stocastico connesso alla domanda, comporta che il valore del prezzo 
effettivamente osservato avrà un contenuto di informazione maggiore 
ai fini della stima della pendenza della domanda stessa. (In termini 
statistici: la varianza spiegata in q2 presenta una percentuale maggiore, 
in rapporto alla varianza totale, rispetto alla varianza non spiegata, 
rispetto a quanto avvenga in q1). 
 
3.7 Oligopolio e regola del mark-up 
Lo scopo di questo paragrafo è quello di esaminare 
approfonditamente il lavoro di Sylos Labini “Oligopolio e progresso 
tecnico” (Sylos Labini (1957)). Tale lavoro fornisce infatti una grande 
quantità di spunti, riflessioni teoriche e sistematizzazioni, che si sono 
rivelate estremamente utili  per la realizzazione di questa tesi,  sia nella 
parte teorica che in quella di simulazione al calcolatore. 
Lo schema di Sylos Labini prende le mosse dal modello della 
domanda ad angolo di Hall ed Hitch, da cui riprende e sviluppa alcuni 
concetti,  in particolare l’importanza data dagli agenti alle reazioni 
della domanda a variazioni del loro prezzo ed il principio del costo 
pieno. 
 
 
 
 
 
 
 
 
 
 
 
 
 
q1  q2  
P  
q  
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Secondo Hall ed Hitch la singola impresa si trova di fronte ad una 
domanda individuale con elasticità diverse in corrispondenza di 
aumenti o diminuzioni di prezzo. In particolare in caso di aumento di 
prezzo, la domanda è piuttosto elastica in quanto le altre imprese, per 
paura di perdere clienti, non la seguirebbero. In caso di diminuzione 
del prezzo invece la domanda è piuttosto rigida in quanto le altre 
imprese, per non perdere clienti, la seguirebbero. 
La conseguenza di questa situazione è che il  ricavo marginale è 
discontinuo in corrispondenza del prezzo esistente: 
 
 
La discontinuità del costo marginale comporta che il prezzo non 
possa essere fissato in base all’eguaglianza tra ricavi e costi marginali.  
Hall ed Hitch sostengono che esso venga quindi fissato in base ad un 
principio non marginalista: il principio del costo pieno.  
Secondo tale principio il prezzo viene fissato prendendo come 
base il costo primo (o costo diretto: lavoro, materie prime, energia) 
aggiungendo una percentuale per coprire il costo fisso (o costo 
indiretto: ammortamenti impianti,  stipendi dell’amministrazione e dei 
dirigenti) ed una ulteriore percentuale convenzionale per il profitto. 
Formalmente, indicando con x la quantità prodotta, v il costo variabile 
medio, q’ la percentuale volta a coprire il costo fisso, q’’ quella volta a 
far ottenere il profitto g, la formula per determinare il prezzo è: 
 
(3.7.1)                              p = v + q' v + q' ' v  
 
dove: 
 
(3.7.2)                           q'  v =        e       q' '  v =  g
k
x
 
 
Ponendo: 
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Doma Quan 
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(3.7.3)                                     q = q' + q' '  
 
dove il margine percentuale q è detto mark-up, si ha: 
 
(3.7.4)                             p = v + q  v = v ( 1 + q ) 
 
dove quindi: 
 
(3.7.5)                                    q v =  
k
x
 +  g  
 
Il problema dell’applicazione di questa formula risiede nel fatto 
che x è variabile nel tempo. Per ovviare a questo problema le imprese 
considerano come quantità di riferimento quella corrispondente ad un 
livello ritenuto normale detto standard volume ,  un valore medio di 
produzione stimato per un orizzonte temporale molto ampio (Cfr. 
anche Valente(1991)). 
Un modello dello stesso genere di quello di Hall ed Hitch è il 
modello detto della batterfly demand  a seguito della forma della curva 
di domanda individuale in esso ipotizzata. Tale modello è stato ideato 
da Mario Baldassarri nel 1969 e non è mai stato pubblicato. Ne 
indichiamo qui le linee essenziali con l’autorizzazione e secondo le 
indicazioni dello stesso autore. 
Il  modello parte da ipotesi simmetricamente opposte a quelle del 
modello di Hall ed Hitch. Esso ipotizza infatti che nel caso in cui una 
impresa oligopolistica, ad esempio la leader del mercato, alzi il  prezzo, 
essa sia seguita dalle altre imprese attratte dalla possibilità di maggiori 
profitti.  Questo comporta che la prima impresa non subisce forti 
perdite di mercato e si trova quindi di fronte ad una curva di domanda 
relativamente rigida. Invece nel caso opposto in cui l’impresa abbassi 
il prezzo le altre imprese non la seguono, ad esempio per non incorrere 
in un assottigliamento del profitto o addirittura in perdite, per cui 
l’impresa si trova di fronte una domanda relativamente elastica. La 
situazione che si produce può essere illustrata con il grafico seguente: 
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La scelta tra i possibili equilibri alternativi a, b, c, di eguaglianza 
tra ricavi e costi marginali, avviene poi sulla base di considerazioni di 
carattere economico e strategico. 
L’interesse di questo modello a nostro parere risiede nella sua 
complementarità rispetto a quello di Hall ed Hitch. Mentre in questo 
modello la forma della domanda è determinata dalla reazione di 
avversari che danno molto peso agli effetti prodotti sulle loro quote di 
mercato, e quindi sui profitti di lungo periodo, dalle variazioni dei 
prezzi, nel modello della batterfly demand  la forma della domanda è 
determinata dalla reazione di avversari che danno molto peso ai profitti 
di breve periodo, e seguono quindi solo azioni volte ad alzare i prezzi. 
In questo senso quindi i due modelli possono consentire 
l’interpretazione di un’ampia gamma di situazioni economiche, 
interposte alle due situazioni estreme di massimo peso dato ai profitti  
immediati oppure di massimo peso dato ai profitti di lungo periodo. 
Secondo Sylos Labini il modello di Hall ed Hitch è incompleto in 
quanto se da una parte consente di spiegare perché il prezzo tende a 
non variare una volta che ha assunto un certo livello, non spiega come 
tale livello venga raggiunto. Ne’ a questa incompletezza supplisce il 
principio del costo pieno poiché, benché rappresenti uno strumento 
fondamentale di cui le imprese si servono per la fissazione del prezzo, 
i costi sostenuti dalle diverse imprese sono diversi ed il livello del 
mark-up è assunto come dato e non è spiegato. 
Vediamo ora il modello proposto da Sylos Labini. 
Cominciamo con l’esaminare alcune assunzioni che Sylos Labini 
pone alla base del suo modello. Esse divergono dalle ipotesi 
tradizionalmente assunte nell’ambito della teoria neoclassica. 
La prima assunzione riguarda i costi. L’autore, rimandando a studi 
empirici sull’argomento per la giustificazione, assume che il costo 
diretto marginale sia costante, cioè che le imprese, al livello di 
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produzione normale operino a rendimenti costanti. Questo comporta 
che il  costo diretto unitario v sia anch’esso costante ed uguale a quello 
marginale. Il  costo fisso k, come nel modello di Hall e Hitch, viene 
ripartito sull’intera produzione x, per cui la sua incidenza diminuisce 
all’aumentare della produzione: 
 
 
Vediamo brevemente i motivi che giustificano l’assunzione 
classica fondamentale dei rendimenti decrescenti dei fattori, e la 
confutazioni di essi da parte dell’autore. 
1. Aumentando la produzione aumenta il numero di operai che 
impiega la stessa macchina, e questo comporta una diminuzione 
della produttività del lavoro. 
Non è vero. Il discorso vale per l’agricoltura, settore dell’economia 
dove è stata sviluppata questa argomentazione, ma non per una 
economia industriale, nella quale le macchine richiedono un 
numero fisso di operai. In essa aumenti di produzione sono 
possibili attraverso aumenti dell’uso delle macchine. 
2. Per aumentare la produzione si ricorre a turni straordinari che 
comportano salari orari maggiori, e si mettono in funzione 
macchinari antiquati normalmente fermi. 
E’ vero, ma la diminuzione dei rendimenti è improvvisa e discontinua 
per cui il  costo marginale è a gradini con tratti costanti.  
3. Le macchine sono soggette ad un maggior logorio a causa 
dell’aumento della produzione, e ciò comporta un aggravio dei 
costi.  
Ciò è vero solo in condizioni di produzione eccezionale, non in periodi 
di normalità. Inoltre un uso più intenso e concentrato nel tempo 
delle macchine, tende a produrre solo un ricambio più rapido delle 
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immobilizzazioni, mentre l’incidenza unitaria del costo del 
capitale fisso è costante 
 
L’autore critica anche l’assunzione dell’analisi classica della 
“forma ad U” dei costi di lungo periodo. La giustificazione che 
normalmente viene fornita per tale assunzione risiede nelle 
diseconomie prodotte dalle difficoltà organizzative ed amministrative 
che le aziende incontrerebbero sviluppandosi al di sopra di una certa 
dimensione. Contro tale argomentazione, l’autore osserva come la 
pratica amministrativa ed organizzativa abbia proposto una serie di 
soluzioni e di modelli organizzativi a tale problema. La prova empirica 
di ciò sono le imprese multinazionali operanti in più settori ed aventi 
giro di affari giganteschi. Vedremo tra poco come anche i costi di 
lungo periodo assumono quindi una forma simile a quella del breve 
periodo. 
Il livello produttivo possibile per l’impresa, indicato con x nella 
figura precedente, ha come minimo la produzione di break even point 
xBEP, corrispondente ad un livello che eguagli ricavi e costi totali e 
calcolato supponendo dato il prezzo di mercato pm (vedremo poi le 
forze che lo determinano). 
Il  livello produttivo che le imprese utilizzano per effettuare i loro 
calcoli per la fissazione del prezzo, per l’elaborazione delle strategie 
di guerra alle altre imprese o per la creazione di barriere all’entrata, 
per l’imputazione del costo fisso, per il calcolo del saggio di profitto, 
è rappresentato dalla produzione xn ritenuta normale, cioè media e 
soddisfacente nel lungo periodo come già visto. 
Il  limite massimo della produzione è xmax, legato alla dimensione 
dell’impianto. Tale limite è di fondamentale importanza per il modello 
di Sylos in quanto comporta che gli aumenti di produzione da parte di 
una certa impresa possano avvenire solo per quantità discrete 
attraverso il raddoppio la triplicazione ecc. degli impianti stessi. La 
curva dei costi di lungo periodo (medi e quindi marginali), risulta 
quindi essere costante, come evidenzia il  grafico seguente: 
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La struttura dei costi vista determina la criticità per l’impresa di 
due livelli di prezzo, quello corrispondente al “prezzo di esclusione”, e 
quello corrispondente al “prezzo di eliminazione”. 
Il prezzo di esclusione, pes nella figura vista prima, rappresenta il 
prezzo minimo che una impresa operante è disposta ad accettare per 
continuare a produrre nel lungo periodo, ovvero il prezzo minimo che 
può indurre un’impresa fuori dal mercato ad entrare. 
Il  prezzo di esclusione è comprensivo di un saggio di profitto 
minimo sm. L’autore infatti assume, anche questa volta allontanandosi 
dalle ipotesi tradizionalmente dell’analisi neoclassica, che le imprese 
per poter rimanere sul mercato debbano percepire un certo saggio di 
profitto ritenuto minimo e quindi avente natura strutturale. Questa 
assunzione si basa sull’osservazione per cui nell’economia reale gli 
investimenti fatti in un impresa per essere permanenti debbono 
remunerare il capitale di credito almeno ad un livello pari al suo costo, 
e il capitale proprio almeno ad un livello pari al rendimento degli 
investimenti alternativi. 
Definiamo ora il saggio di profitto s rispetto ad i costi come 
segue, osservando che se lo definiamo rispetto al capitale si giunge a 
risultati analoghi : 
 
(3.7.6)                                s =  
px - k - vx
k + vx
 
 
Da questa relazione conoscendo il costo fisso, i costi diretti,  la 
quantità di produzione normale di una certa impresa una impresa, e 
dato un certo profitto minimo sm che l’impresa vuole ottenere, si può 
calcolare il  prezzo che rappresenta per essa il  prezzo di esclusione: 
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(3.7.7)                              ( )p  =  k
x
 v  1+  ses m+



  
 
Il  prezzo di eliminazione pel per una impresa rappresenta invece il 
prezzo pari al livello del suo costo diretto. Se il prezzo scende al 
disotto di questo livello l’impresa esce immediatamente dal mercato 
perché per ogni unità di bene prodotto non riesce a recuperare neanche 
il costo per i fattori direttamente impiegati.  
Nel modello di Sylos Labini la tecnologia riveste un ruolo molto 
importante. In particolare l’autore rigetta l’ipotesi tradizionale della 
sostituibilità continua dei fattori produttivi. Infatti una caratteristica 
tipica dei mercati concentrati sono le discontinuità tecnologiche 
esistenti tra le diverse imprese di diversa dimensione. Tali 
discontinuità determino delle strutture di costo delle diverse imprese, 
molto differenti.  
In merito a questo l’autore osserva come normalmente le grandi 
imprese adottino tecnologie avanzate ad alta intensità di capitale e 
bassa intensità di fattori produttivi diretti.  Il  contrario vale per le 
imprese di piccole dimensioni. Il  passaggio dalle imprese più grandi a 
quelle più piccole si effettua passando attraverso imprese a dimensione 
intermedia con salti discreti di ampiezza rilevante. 
Una ulteriore osservazione è che i costi medi delle imprese più 
grandi ai livelli di produzione normale, sono comunque più bassi di 
quelli delle imprese più piccole. Se si assume per semplicità che le 
tecnologie utilizzabili siano soltanto tre, la situazione comparata dei 
costi e dei livelli produttivi normali di tre imprese rappresentative 
delle tre categorie può essere rappresentata con il seguente grafico 
dove è rispettata l’ordinalità ma non la cardinalità delle dimensioni: 
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Per quanto riguarda la domanda di mercato, Sylos Labini assume 
per semplicità una elasticità pari ad uno. Ciò comporta una domanda 
avente la forma di iperbole equilatera ed un ricavo totale dell’industria 
costante. Il  modello funziona assumendo anche altre forme della curva 
di domanda purché decrescenti: ciò che serve infatti,  è poter calcolare 
il prezzo che si determinerà in corrispondenza di una certa offerta, 
ovvero il livello di domanda che si determinerà in corrispondenza di un 
certo prezzo. 
Le imprese, a seconda della loro dimensione e del loro potere di 
mercato, hanno un diverso potere sul prezzo. Le grandi imprese 
possono fissare direttamente il prezzo. Tale potere, che determina una 
situazione in cui le grandi imprese rivestono il ruolo di price leader ,  
deriva loro dalla capacità produttiva più alta e dai prezzi medi più 
bassi rispetto alle altre imprese, dovuti alla superiorità della tecnologia 
adottata. 
Le piccole e medie imprese invece non hanno un potere di 
fissazione diretta del prezzo, ma il prezzo è influenzato dal loro 
contributo alla produzione, ed in particolare alla loro entrata ed uscita 
dal mercato. 
Date queste premesse, le grandi imprese hanno la possibilità di 
creare delle barriere all’entrata nel mercato, fissando prezzi che siano 
poco sopra il livello del prezzo di esclusione delle imprese marginali, 
cioè quelle aventi produzione minore e costi medi più alti.  In questo 
modo infatti se delle nuove imprese tentano di entrare nel mercato, il 
prezzo si abbassa al di sotto di quello di esclusione a causa dell’offerta 
di prodotto che si aggiunge a quella già esistente, per cui le potenziali 
imprese desistono presto dal tentativo. 
Se le grandi imprese vogliono far uscire immediatamente delle 
imprese meno efficienti dal mercato, debbono fissare un prezzo minore 
di quello di eliminazione. 
Un ultimo concetto importante per la costruzione del modello è 
quello di struttura del settore o struttura dell’industria. Essa è 
rappresentata dal numero di imprese delle diverse tipologie 
tecnologiche che operano sul mercato considerato. 
Vediamo ora il funzionamento del modello basato su queste 
assunzioni. 
Il  modello assume una certa situazione iniziale in termini di 
industria e livello di prezzo, e valuta se quella struttura e quel prezzo 
sono di equilibrio in base alla convenienza delle imprese piccole e 
medie ad entrare ed uscire dal mercato ed alla convenienza delle grandi 
imprese ad alzare il prezzo per aumentare i propri profitti  o ad 
abbassarlo per far uscire dal mercato delle imprese per poi coprire gli 
spazi creati con la produzione realizzata mediante nuovi impianti. 
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Inoltre consente di valutare gli effetti sull’equilibrio esistente, di 
variazioni di una serie di fattori esogeni. 
E’ importante sottolineare come il modello sia intrinsecamente 
dinamico e di lungo periodo. 
Sylos Labini per illustrare il funzionamento del suo schema 
analizza due strutture di industria iniziali diverse, e poi effettua le 
analisi di esse appena descritte. 
La prima situazione iniziale è la seguente: 
 
 
La colonna del prezzo di esclusione è stata calcolata con la 
formula (3.7.7) avendo assunto un saggio di profitto minimo sm del 5%. 
Il prezzo di partenza è pari a 20 ed il fatturato dell’intero settore 
è quindi di 12000 * 20 = 240000. 
In questa sede vogliamo proporre una interpretazione grafica 
originale del modello, che pur essendo meno precisa della soluzione 
numerica, consente di rendere chiara ed immediata la logica del 
modello stesso. 
Rappresentiamo una impresa con produzione normale xn, costo 
diretto unitario v pari al prezzo di eliminazione pel,  prezzo di 
esclusione pes ,  con il parallelepipedo seguente: 
 
 
La struttura di mercato indicata con la tabella precedente può 
essere allora rappresentata con il seguente grafico che rispetta anche la 
cardinalità delle dimensioni: 
Tecnologia 
( intensi tà  
di  capi tale)  
Numero 
imprese 
Produzione
 
x 
Costo  f isso 
uni tar io  
k /  x 
Costo dire t .  
uni tar io  
v = pe l  
Prezzo di  
esclusione 
pe s  
Alta  20 100 1 17,5 19,4
Media  2  1000 2 16,0 18,9
Bassa 1  8000 3 14,0 17,8
 
 
 
 
 
 
 
 
 
 
 
 
pe s  
v=pe l  
xn  x 
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In questo grafico oltre alle imprese corrispondenti alla struttura di 
mercato, è stata rappresentata anche la domanda, con elasticità pari ad 
1 e quindi rappresentata da una iperbole equilatera, ed il livello del 
prezzo di mercato, rappresentato dalla linea tratteggiata. 
Valutiamo ora se la struttura ed il prezzo indicati sono di 
equilibrio, e se le grandi imprese possono aumentare il loro profitto 
adottando una qualche strategia di prezzo, facendo riferimento al 
grafico successivo.  
Variazioni delle quantità. 
1. Una nuova grande impresa non può entrare nel mercato in quanto 
come appare evidente dalla figura successiva il  prezzo 
scenderebbe al di sotto del prezzo di esclusione delle grandi 
imprese. In figura non abbiamo disegnato una ulteriore grande 
impresa per mancanza di spazio, ma è semplice immaginare la 
situazione che si creerebbe in presenza di una ulteriore grande 
impresa. 
2. Una impresa media non può entrare. Infatti il prezzo scenderebbe 
sotto il  prezzo di esclusione delle imprese medie, come evidenzia 
la linea tratteggiata più bassa del grafico indicante il prezzo che si 
determina in corrispondenza del nuovo livello produttivo. 
3. Possono invece entrare 3 imprese piccole. Il  prezzo infatti scende 
ad un livello ancora superiore a quello di esclusione di tali 
imprese, che nel grafico è indicato dalla linea tratteggiata 
centrale. Questo sarà quindi il nuovo prezzo di equilibrio. Per 
ottenere con precisione tale prezzo (19,5) è sufficiente dividere il 
vecchio ricavo dell’intero settore per il nuovo livello di 
produzione dopo l’entrata delle 3 nuove imprese. 
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Variazione di prezzi. 
Secondo le assunzioni, queste variazioni possono essere attuate 
solo dalla grande impresa, l’impresa price-leader.  
1. Variazioni del prezzo verso l’alto non sono convenienti in quanto 
consentirebbero ad altre imprese, piccole ed eventualmente medie, 
di entrare nel mercato. 
2. E’ possibile valutare anche la convenienza di politiche di prezzo 
aggressive dirette ad eliminare alcune imprese esistenti e creare 
nuovi spazi di mercato da occupare con nuovi impianti. L’impresa 
potrebbe cercare di eliminare le piccole imprese fissando un 
prezzo inferiore al loro prezzo di eliminazione. Come si vede dal 
grafico però lo spazio così creato sarebbe troppo angusto: 
sostituendo le piccole imprese con una nuova grande impresa si 
otterrebbe un prezzo con un livello inferiore al prezzo di 
eliminazione delle grandi imprese. 
3. La politica di prezzo aggressiva potrebbe essere condotta anche 
contro le imprese medie, questa volta con perdite economiche 
rilevanti visto che il prezzo di eliminazione delle imprese medie è 
al disotto del prezzo di esclusione delle grandi imprese. Anche in 
questo caso però, come si può intuire dal grafico sostituendo tutte 
le imprese piccole e medie con una nuova grande impresa, la 
nuova situazione non sarebbe conveniente nel lungo periodo. 
Infatti il nuovo profitto totale sarebbe inferiore a quello presente 
(qui sarebbe necessario affiancare all’analisi grafica una analisi 
numerica). 
 
Possiamo quindi concludere che il prezzo pari a 19,5 e la struttura 
del settore formata da 23 imprese piccole, 2 medie ed 1 grande sono di 
equilibrio. 
Questa situazione di equilibrio dipende evidentemente dalla 
situazione di partenza ed in particolare dalla estensione assoluta del 
mercato. 
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L’estensione assoluta del mercato, in particolare, è molto 
importante per determinare l’equilibrio finale. Sylos Labini per 
mostrare la validità di questa affermazione ipotizza una situazione 
iniziale con un numero doppio di imprese di ogni tipo rispetto alla 
situazione appena analizzata, e prezzo di partenza sempre uguale a 20. 
Con una analisi analoga a quella vista, mostra quindi come con questa 
situazione iniziale possono entrare o una impresa media o sette 
imprese piccole. 
Intuitivamente sulla base di quanto visto la ragione di ciò è 
evidente. Se l’estensione del settore è grande, l’incremento percentuale 
dell’offerta determinato da una nuova impresa che entra nel mercato, è 
inferiore rispetto a quello che si ha in presenza di una estensione 
ridotta del settore. Questo comporta che l’effetto sul prezzo è minore, 
per cui c’è più spazio all’entrata di nuove imprese. 
Sempre per questo motivo nella nuova situazione iniziale c’è 
anche spazio per una politica aggressiva verso le imprese piccole e 
medie per portare i grandi impianti da due a tre. In tal modo le due 
grandi imprese esistenti, ipotizzando che si accordino in tal senso, 
possono aumentare i loro profitti costruendo un nuovo impianto e 
spartendo i profitti.  Infatti lo spazio di mercato che si crea eliminando 
tutte le piccole e le medie imprese è il doppio rispetto a quello visto 
nella situazione iniziale precedente. 
Per quanto riguarda le variazioni dei prezzi realizzate dalle grandi 
imprese in modo diretto, va fatta a nostro avviso una osservazione su 
una ipotesi implicita probabilmente assunta ma non chiarita da Sylos 
Labini. 
L’abbassamento diretto del prezzo per essere efficace deve essere 
accompagnato dall’aumento della produzione, o dalla minaccia di essa 
resa credibile dall’esistenza di una effettiva capacità operativa e 
finanziaria, che soddisfi la maggiore domanda che si viene a 
determinare. Infatti se così non fosse e l’offerta delle grandi imprese 
rimanesse rigida, le imprese meno efficienti potrebbero mantenere 
invariati i loro prezzi occupando parte dell’area del surplus del 
consumatore. L’aumento della produzione da parte delle grandi imprese 
può essere realizzato o con un maggiore utilizzo degli impianti, che 
vada oltre i livelli corrispondenti alla produzione normale, o con la 
realizzazione immediata del nuovo impianto previsto dalla strategia di 
prezzo aggressivo. 
Da queste analisi possiamo trarre le seguenti conclusioni di 
portata abbastanza generale. 
1. Gli equilibri che si possono raggiungere sono multipli, come visto 
nell’ultimo caso esaminato dove lo spazio di mercato esistente 
all’inizio può essere occupato da sette nuove piccole imprese o da 
due medie. Il  raggiungimento di uno degli equilibri possibili è 
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determinato da chi per primo prende l’iniziativa. Entrano così in 
gioco fattori istituzionali e psicologici accanto ai fattori 
economici,. 
2. L’estensione assoluta del mercato è importante per determinare il 
grado di concentrazione del mercato: una maggiore estensione 
favorisce gradi di concentrazione superiori. 
3. Il  prezzo tende a stabilizzarsi poco al di sopra del prezzo di 
esclusione delle imprese meno efficienti. 
4. L’esistenza di imprese di minori dimensioni è conveniente per le 
grandi imprese in quanto satura il settore non lasciando spazio 
all’entrata a potenziali concorrenti con tecnologia efficiente. 
5. Gli elementi che determinano il prezzo sono: 
a) Elasticità e livello della domanda 
b) Tecnologie disponibili 
c) Costi dei fattori variabili e degli impianti 
 
Vediamo ora come i mutamenti di queste variabili esogene al 
modello influenzano il prezzo di equilibrio e la struttura dell’industria. 
Premettiamo che in caso di variazione dei costi,  la variazione del 
prezzo verrà controllata dalle grandi imprese in modo da cercare di 
mantenere invariato il saggio di profitto di tutte le imprese. Questa 
condizione allontana la minaccia che si creino spazi di mercato per 
l’entrata di nuove grandi imprese, evento grandemente temuto dalle 
imprese price-leader .  
A tale scopo gli imprenditori utilizzano la formula vista in 
precedenza approssimabile da quella più semplice del mark-up p = 
v(1+q) se le variazioni sono esigue. In questo modo la pratica di 
correzione del prezzo normalmente adottata dagli imprenditori risulta 
giustificabile. 
Vediamo quindi gli effetti delle possibili variazioni delle variabili 
esogene al modello. 
1. Variazioni dell’estensione del mercato. 
Questa situazione può essere rappresentata da una curva della domanda 
che si sposta verso destra. Tale circostanza comporta l’entrata 
progressiva nel mercato di nuove imprese a cominciare da quelle 
più piccole. Se l’aumento non termina, è probabile che 
periodicamente si abbiano riaggiustamenti repentini e di notevole 
entità del settore causati dall’entrata di nuove grandi imprese che 
vanno a sostituire a quelle minori. In generale la concentrazione 
del settore andrà aumentando, come illustrato nelle analisi 
precedenti. 
2. Variazioni dell’elasticità della domanda. 
Se si ha un aumento dell’elasticità della domanda rispetto ad 
abbassamenti del prezzo, si assisterà all’entrata di nuove imprese, 
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di dimensione tanto maggiore quanto maggiore è tale aumento, 
poiché le barriere all’entrata rappresentate dalla reattività del 
prezzo verso il basso saranno più deboli. 
3. Mutamenti della tecnologia. 
Di solito comportano maggiori investimenti negli impianti ed un 
abbassamento delle spese per i fattori variabili.  Se i mutamenti 
riguardano solo le grandi imprese, non vi saranno effetti di rilievo 
sul prezzo, ma solo un aumento del profitto di tali imprese. Se il 
mutamento tecnologico è generalizzato, sarà seguito da una 
diminuzione del prezzo di equilibrio. 
4. Variazione dei prezzi dei fattori produttivi. 
Sono le variazioni che avvengono più di frequente e riguardano in 
particolare le materie prime ed il lavoro. 
Tutte le imprese ne risentiranno, per cui saranno seguite da un aumento 
o una diminuzione corrispondente del prezzo. 
 
Esponiamo ora alcune considerazioni conclusive sul modello di 
Sylos Labini. 
L’aspetto che più ci interessa del modello visto è la regola di 
fissazione del prezzo costituita dal mark-up. Tale regola ha alcune 
caratteristiche che la rendono particolarmente semplice da utilizzare e 
particolarmente robusta. Vediamo queste caratteristiche. 
La regola è estremamente semplice da utilizzare. Essa è costituita 
infatti da due sole componenti, il  costo diretto e il margine di mark-up, 
che la rendono particolarmente adatta ad essere utilizzata con un 
impiego esiguo di energie cognitive. Questa caratteristica, in un 
contesto di razionalità limitata, è particolarmente gradita. 
Il  mark-up costituisce inoltre una regola di fissazione del prezzo 
particolarmente robusta. Infatti le due componenti viste riescono a 
riassumere molti degli aspetti più importanti che interessano le 
imprese, e quindi la rendono adatta a perseguire una gamma molto 
ampia di obiettivi. 
In questo senso la prima componente è costituita dai costi diretti 
della produzione. Questa grandezza è di importanza fondamentale in 
quanto costituisce lo zoccolo duro dei costi ed è strettamente 
determinata una volta che sia stata decisa la tecnologia da utilizzare. 
Rappresenta quindi una base solida su cui costruire considerazioni di 
altro tipo. 
La seconda componente è costituita dal margine del mark-up da 
aggiungere, nella forma di percentuale, al costo diretto. In questa 
grandezza convergono due tipi di considerazioni. Il  primo tipo è 
relativo alle condizioni interne dell’impresa, in particolare ai costi 
fissi da ripartire tra le unità della produzione ed al margine del profitto 
minimo desiderato. Il secondo tipo è relativo alle condizioni esterne 
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all’impresa, ed in particolare alle strategie relative al conseguimento 
immediato o futuro di profitti,  a possibili espansioni future delle quote 
di mercato, alla creazione di barriere all’entrata nel mercato ecc. 
La robustezza della regola del mark-up risiede quindi nel fatto che 
in presenza di continui avvicendamenti e sovrapposizioni di problemi 
relativi agli aspetti detti,  essa costituisce con elevata probabilità una 
buona base per costruire soluzioni adeguate. Le situazioni nuove che 
potrebbero essere affrontate in questo modo potrebbero ad esempio 
essere rappresentate da nuovi costi diretti,  dall’impiego di nuove 
tecnologie che portano a diversi costi fissi, dalla minaccia di entrata di 
nuove imprese, dal perseguimento di profitti immediati alti,  dal 
progetto di allargamento della presenza nel settore, da una 
combinazione di alcuni di questi aspetti ecc.. 
Come vedremo nell’ultimo capitolo, attraverso le simulazioni 
abbiamo avuto la prova della robustezza della regola del mark-up 
poiché gli agenti, aventi una razionalità limitata, hanno mostrato una 
tendenza a sviluppare autonomamente la regola del mark-up e ad 
utilizzarla per affrontare problemi analoghi a quelli detti.  
Un altro aspetto interessante del modello di Sylos Labini è il  
tentativo di individuare le variabili essenziali sulle quali le imprese di 
un oligopolio concentrato tendono a focalizzare l’attenzione. Questo 
aspetto è fondamentale per una delle tesi portate avanti in questo 
lavoro secondo la quale gli agenti, essendo in possesso di capacità 
cognitive limitate rispetto alla complessità dell’ambiente da affrontare, 
tendono ad individuare alcuni aspetti essenziali da tenere sotto 
controllo, ed agire in funzione di questi (Rumiati (1990)). Come 
vedremo nell’ultimo capitolo le nostre simulazioni sembrano 
confermare questa asserzione. 
Un altro aspetto del modello di estremo interesse per il nostro 
lavoro è costituito dagli obiettivi che le aziende si prefissano. Anche 
se essi, come specificato esplicitamente dall’autore, sono riassumibili 
nella massimizzazione del profitto di lungo periodo, dal modello si 
evince che tale massimizzazione deve essere intesa come aspirazione 
all’incremento, come guida generale per l’azione (Goldberg (1989)), 
più che come meccanismo specifico di determinazione dell’azione 
stessa, come avviene nell’analisi neoclassica. In questo senso si 
consideri ad esempio la natura intrinsecamente di tipo satisfying  del 
profitto minimo utilizzato dalle imprese per il  calcolo del mark-up, la 
molteplicità di equilibri possibili raggiungibili dal sistema, le 
computazioni qualitative viste prima condotte dalle aziende che, 
proprio in quanto qualitative e quindi parziali e discontinue, 
necessariamente non possono aspirare all’ottimo assoluto. 
Un altro punto di interesse per il nostro lavoro del modello di 
Sylos Labini è costituito dagli sviluppi che si possono realizzare nella 
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direzione che Sylos ha indicato accennando a come gli aspetti 
psicologici degli agenti,  in presenza di equilibri multipli del sistema, 
possono determinare quale equilibrio verrà effettivamente raggiunto. In 
questo senso mostreremo nell’ultimo capitolo come l’approccio 
simulativo adottato in questa tesi consenta di introdurre esplicitamente 
nei modelli dei fattori psicologici caratterizzanti gli agenti,  come la 
lungimiranza, la dimensione delle capacità di calcolo ecc., che a 
seconda dell’entità assunta possono portare il sistema economico 
considerato verso diversi equilibri. 
Tutti questi aspetti verranno comunque ripresi discutendo i 
risultati ottenuti con le simulazioni, presentati nel capitolo quinto. 
Ora, nel successivo capitolo, procediamo ad esaminare la struttura e la 
logica di funzionamento degli agenti artificiali adottati in tali 
simulazioni. 
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Capitolo 4 
Implementazione degli agenti artificiali 
 
Introduzione 
L’obiettivo di questo capitolo è illustrare la struttura ed il 
funzionamento degli agenti artificiali costruiti,  utilizzati nelle 
simulazioni che mostreremo nel capitolo successivo. In particolare 
indicheremo quali meccanismi cognitivi descritti nei capitoli 
precedenti abbiamo utilizzato, e come li abbiamo implementati 
attraverso gli strumenti di intelligenza artificiale descritti nel secondo 
capitolo. 
Nel primo paragrafo descriveremo la struttura del sistema 
cognitivo degli agenti decisori utilizzati nelle simulazioni. Vedremo 
come esso sia costituito da un sistema di reti feedforward in 
competizione tra loro, ciascuna in grado di prendere informazioni 
dall’ambiente, crearsi una rappresentazione subsimbolica di esso, porre 
in essere una decisione/azione. Vedremo come il sistema sia dotato 
anche di una memoria idonea a conservare in forma simbolica le 
informazioni sui valori passati delle variabili ambientali.  
Nel secondo paragrafo mostreremo come abbiamo affrontato il 
delicatissimo problema dell’apprendimento degli agenti contestuale 
all’azione (apprendimento on line), facendo uso degli algoritmi 
genetici. In particolare mostreremo come abbiamo implementato 
l’apprendimento adattivo, basato sulla successiva selezione di 
comportamenti di successo attraverso il loro confronto con la realtà, e 
come abbiamo implementato una forma semplice di apprendimento 
dove le congetture sulle azioni possibili sono selezionate sia in base al 
confronto con la realtà, sia mediante il confronto con la 
rappresentazione interna dell’ambiente che l’agente si costruisce. 
Nel terzo paragrafo esamineremo come abbiamo implementato i 
meccanismi di costruzione di nuove procedure adottabili dall’agente 
per la fissazione del prezzo, a partire dalle vecchie procedure, al fine 
dello sviluppo di procedure sempre più adattata all’ambiente. Come 
vedremo a tal fine abbiamo utilizzato gli algoritmi genetici.  
Nel quarto paragrafo affronteremo il problema del conseguimento 
di più obiettivi in un ottica satisfying e senza il ricorso a funzioni di 
utilità o a concetti di sostituibilità marginale incrociata. Vedremo 
come una soluzione con queste caratteristiche sia realizzabile 
attraverso meccanismi semplici di decisione che consentono la 
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fissazione di priorità tra gli obiettivi, secondo l’impostazione teorica 
tracciata da Simon e vista nel secondo capitolo. 
Nel quinto ed ultimo paragrafo, infine, passeremo in rassegna una 
serie di problemi generali riguardanti i  modelli simulativi del tipo 
realizzato, incontrati durante lo sviluppo delle simulazioni presentate 
nell’ultimo capitolo. 
 
4.1 La struttura del sistema cognitivo degli agenti 
Con questo paragrafo inizieremo a descrivere come abbiamo 
implementato gli agenti economici artificiali con cui abbiamo 
realizzato le simulazioni dei modelli oligopolistici. 
In particolare descriveremo la struttura del sistema di 
elaborazione e di memoria delle informazioni, che consente all’agente 
di fissare il prezzo, note alcune informazioni sugli stati passati e su 
quello presente dell’ambiente. Nel paragrafo successivo vedremo i 
meccanismi utilizzati per implementare la capacità di apprendimento 
degli agenti, cioè i meccanismi con cui gli agenti modificano 
progressivamente la loro rappresentazione dell’ambiente e le loro 
procedure di comportamento in seguito all’esperienza. 
Iniziamo dunque l’analisi della struttura del sistema. 
Il sistema costruito è di tipo connessionistico, cioè basato sulle 
reti neurali. Come visto nell’ambito dell’approccio connessionistico la 
capacità di elaborazione e la memoria sono distribuite nell’intero 
sistema. In particolare la capacità di elaborazione è costituita dalle 
funzioni di trasferimento che sono in ogni neurone, la memoria invece 
risiede nei pesi delle reti.  
In particolare il sistema costruito è composto da un numero di reti 
neurali,  fissato dallo sperimentatore, aventi tutte la stessa struttura. 
Tale struttura è quella delle reti neurali feedforward multistrato viste 
nel secondo capitolo. 
Lo strato in entrata di ogni rete riceve i valori delle variabili 
costituenti le informazioni a disposizione dell’agente su alcuni aspetti 
dell’ambiente presente e passato, su alcune azioni passate esercitate 
dall’agente sull’ambiente e su gli esiti delle stesse. Tale strato quindi 
rappresenta il  canale attraverso il  quale l’agente percepisce l’ambiente 
esterno e le proprie azioni. 
Lo strato di neuroni nascosti è quello che, attraverso le sue 
attivazioni ed i pesi ad esso legati,  costituisce la sede delle 
rappresentazioni interne dell’ambiente e dei moduli di comportamento 
legati alla percezione della realtà. 
Lo strato in uscita è costituito da neuroni i cui valori 
rappresentano le variabili decisionali dell’agente. 
Nel suo insieme quindi la struttura del sistema di elaborazione e 
memoria subsimbolica di un agente è la seguente: 
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Nel programma informatico abbiamo organizzato e rappresentato i 
pesi di ciascuna delle reti che compone il sistema, sia quelli tra strato 
in entrata e strato delle unità nascoste che quelli tra strato delle unità 
nascoste e strato delle unità di output, attraverso un’unica matrice e 
secondo uno schema che illustriamo con il seguente esempio: 
 
 
La rete corrispondente rappresentata con questa matrice è la 
seguente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1° input  2° input  3° input  4° input  1°output  2°output  
1° hidden 174 357 -635 -45 -745 -28
2° hidden 645 638 -738 345 777 547
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1°output          2°output  
 -745   547  
  -28      777  
 345  174  
 738    -45  645      357  638    -635  
1° input            2° input         3° input           4° input  
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Tale sistema di codifica consente di raggruppare in una unica riga 
i pesi relativi ad una unica unità nascosta consentendo un tipo di 
crossing over particolare che vedremo dopo parlando dei meccanismi di 
apprendimento, e che chiameremo “crossing over per sottoreti”. 
Inoltre ogni colonna della matrice è interpretabile come l’insieme 
di pesi relativi ad una informazione specifica di cui l’agente dispone. 
Nelle simulazioni economiche da noi condotte è particolarmente 
importante poter capire quali informazioni di quelle a disposizione 
vengono prese in considerazione e quali vengono trascurate, per poter 
mostrare, tra le altre cose, che gli agenti tendono a concentrarsi su 
poche informazioni essenziali se l’ambiente diventa troppo complesso. 
Anche se le reti neurali sono in linea di principio delle scatole 
nere, esistono tuttavia delle possibilità di uscita al problema, che 
consentono parziali interpretazione dei pesi della rete. La strada da noi 
seguita consistente nel raggruppare in una unica colonna della matrice 
dei pesi tutti i  pesi relativi ad una particolare informazione, è appunto 
una soluzione possibile al problema. Infatti se i pesi di una colonna 
corrispondente ad una informazione presentano sinapsi nulle o pesi 
modesti significa che l’informazione è tenuta in poco conto 
dall’agente, viceversa se ci sono molte sinapsi ed i pesi sono grandi. 
Dal punto di vista dinamico il sistema funziona come segue. 
Un’unica rete di quelle disponibili viene scelta dall’agente per la 
fissazione del prezzo secondo un meccanismo basato sull’utilizzo di 
una delle reti a cui sono associati i comportamenti che fino a quel 
momento hanno riscosso maggiore successo, e che descriveremo in 
dettaglio nel paragrafo relativo all’apprendimento. 
L’agente poi, percepisce delle informazioni dall’ambiente 
attraverso lo strato di input di tale rete. I segnali derivanti dalle unità 
di input si propagano attraverso la rete subendo elaborazioni sia a 
livello dei pesi delle connessioni che codificano la conoscenza diffusa 
dell’agente, sia a livello di funzioni di attivazione. Giungono quindi 
dei segnali ai neuroni dello strato di output, nel nostro caso uno solo 
relativo al prezzo, determinando l’azione dell’agente cioè il suo 
comportamento. 
Abbiamo detto che il  sistema cognitivo costruito è di tipo 
subsimbolico. Il tipo di neuroni che lo compone, è in parte di tipo 
subsimbolico locale, in parte di tipo subsimbolico diffuso. 
In particolare per motivi di semplicità di realizzazione delle 
simulazioni e per le possibilità teoriche consentite dagli studi attuali di 
IA, solo i neuroni dello strato intermedio operano delle codifiche di 
informazioni di tipo subsimbolico diffuso mentre quelli dello strato di 
input e quelli dello strato di output operano delle codifiche di 
informazioni di tipo subsimbolico locale. Approfondiamo questo 
aspetto. 
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Ogni neurone dello strato di input durante il funzionamento del 
sistema cognitivo assume un valore pari al valore (standardizzato, 
come vedremo tra poco) di una delle variabili ambientali osservate 
dall’agente. In questo modo il modello in parte non cattura gli aspetti 
relativi alla classificazione, interpretazione, ricostruzione delle 
informazioni del livello percettivo. Le variabili percepite dall’agente 
sono così nitide, distinte e determinate dal ricercatore, contrariamente 
a quanto avviene per gli agenti reali. Rimane comunque un certo grado 
di libertà, di “autonomia percettiva” per il sistema, consistente nella 
possibilità per il  sistema di dare un peso più o meno forte a tali 
informazioni, attraverso l’entità assegnata ai pesi tra strato di input e 
strato intermedio della rete. 
Dalla precedente impostazione delle variabili “percepite”, deriva 
anche un problema tecnico molto delicato per la significatività dei 
risultati ottenuti con le simulazioni. 
Le variabili in input possono assumere valori anche molto 
dissimili a causa della loro dimensionalità. Per questo esse devono 
essere standardizzate opportunamente, prima che siano immesse nel 
sistema, riducendole a valori compresi tra -1 e 1, cioè entro la gamma 
di valori utilmente processabili dai neuroni. La standardizzazione si 
realizza dividendo le variabili per un indice di dimensione di 
opportuna grandezza. 
Questa operazione è piuttosto critica per l’esito delle simulazioni 
in quanto se l’indice di dimensione scelto è troppo grande 
l’informazione non è “visibile” dalle reti neurali, cioè i meccanismi di 
apprendimento non riescono a trovare pesi sufficientemente grandi per 
poter utilizzare il  potenziale informativo delle loro variazioni. Se 
invece si commette l’errore opposto e l’indice di dimensione è troppo 
piccolo, si genera una specie di rumore cognitivo che impedisce 
l’apprendimento poiché variazioni anche piccole nei pesi delle reti 
portano a mutamenti drastici ed incontrollati nel comportamento. 
Anche i neuroni della stato di output come detto operano una 
codifica delle informazioni di tipo subsimbolico locale. Infatti il  
valore assunto da uno di tali neuroni rappresenta direttamente il valore 
standardizzato tra -1 ed 1, corrispondente alla banda di uscita utile di 
un neurone, di una variabile decisionale. Per ottenere il valore 
effettivo della variabile decisionale è necessario moltiplicare l’uscita 
del neurone per un indice di dimensione, con una operazione inversa a 
quella adottata per le informazioni in input. 
Per i neuroni dello stato intermedio invece, è stata adottata una 
codifica di tipo subsimbolico diffuso. In sostanza il modello interno 
dell’ambiente ed i moduli di comportamento legati ad esso sono 
rappresentati in modo molto realistico rispetto a quanto avviene per gli 
agenti reali.  
 221
Facciamo ora una osservazione importante sulla natura delle reti 
che compongono il sistema cognitivo dell’agente. 
Come visto ognuna di tali reti è sufficiente per fissare il prezzo 
date le informazioni a disposizione. Si può assumere quindi che essa 
rappresenti una sorta di “congettura” di comportamento, cioè un 
modulo di comportamento dell’agente pensato ma non necessariamente 
utilizzato in concreto, relativo alla reazione più opportuna da porre in 
essere data la particolare percezione dell’ambiente. 
Ora, è importante osservare che una singola congettura non 
costituisce semplicemente una specifica reazione da porre in essere 
dato una particolare stato dell’ambiente, bensì un modulo di 
comportamento dinamico, una modalità di reazione in relazione a tutti 
i  possibili stati dell’ambiente percepibili.  Ad esempio un modulo di 
comportamento potrà consistere nel basare la propria decisione sulle 
decisioni prese dagli altri agenti reagendo ad esse in un certo modo, un 
altro potrebbe concentrarsi sui propri costi di produzione trascurando 
le informazioni relative alle azioni dagli altri ecc.. 
In sintesi quindi, una congettura cioè una rete, rappresenta un 
modello di comportamento dinamico, una classe di reazioni a tutti gli 
stati possibili dell’ambiente. L’insieme di reti che compongono il 
sistema di elaborazione/memorizzazione di un agente di conseguenza, 
rappresentano un repertorio di comportamenti dinamici alternativi tra i 
quali l’agente può scegliere quello da adottare in concreto. 
Accanto al sistema subsimbolico appena descritto, gli agenti 
posseggono un sistema di memoria di tipo simbolico, diretto a 
conservare delle informazioni sugli stati passati dell’ambiente. Infatti 
tra le variabili delle informazioni su cui l’agente basa le sue decisioni 
ve ne sono alcune relative all’ambiente ed alle azioni poste in essere in 
passato. Alcune di esse sono relative al periodo immediatamente 
precedente, altre alla variazione registrata passando dal periodo di due 
volte prima al periodo precedente. 
Le informazioni relative a questi valori passati delle variabili 
debbono essere a disposizione dell’agente nel momento della 
decisione. Ciò avviene appunto attraverso un sistema di memoria 
simbolica dell’agente, che trattiene tali valori aggiornandoli nel tempo. 
Poiché come visto i neuroni di input realizzano una codifica 
dell’informazione di tipo subsimbolico locale, tale sistema di memoria 
simbolica si può anche pensare come implementato da un sistema 
subsimbolico locale con connessioni ritardate (Fabbri Orsini (1993)). 
Lo schema di questo sistema può essere rappresentato con il seguente 
esempio relativo ai valori ritardati della variabile x, dove sono indicati 
i pesi necessari per le connessioni coinvolte nei ritardi : 
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4.2 L’apprendimento di un agente decisore: valutazione e 
selezione delle procedure 
In questo paragrafo affrontiamo il delicatissimo problema della 
implementazione dell’apprendimento degli agenti artificiali costruiti,  
cioè descriviamo come essi sviluppano progressivamente reti come 
quelle appena descritte in grado di scegliere prezzi che portano a 
risultati economici soddisfacenti. 
Lo strumento di implementazione della capacità di apprendimento 
degli agenti da noi scelto è costituito dagli algoritmi genetici. 
Come visto nel secondo capitolo, il funzionamento degli algoritmi 
genetici è caratterizzato da due processi fondamentali: quello della 
determinazione della fitness degli individui della popolazione mediante 
l’interazione con l’ambiente, e quello della riproduzione di individui 
nuovi a partire da quelli della generazione precedente. Dal punto di 
vista degli agenti il primo processo corrisponde all’azione esercitata 
sull’ambiente mediante la fissazione del prezzo attraverso l’adozione 
delle procedure sviluppate fino quel momento ed alla valutazione del 
grado di successo delle stesse procedure, ad esempio in termini di 
profitto ottenuto. Il secondo processo corrisponde alla elaborazione di 
nuove procedure a partire dalle procedure rivelatesi migliori fino a 
quel momento. 
Procederemo ora ad una approfondita disamina del primo 
processo, quello di interazione con l’ambiente e di valutazione delle 
procedure, in quanto esso pone degli interessanti problemi per l’uso 
degli algoritmi genetici come strumento di simulazione della capacità 
di apprendimento degli agenti reali. 
La fase di confronto con l’ambiente e di valutazione delle 
procedure, richiede che ognuna delle strutture che compongono la 
popolazione, nel nostro caso le diverse congetture (reti) di un agente, 
sia valutata in termini di grado di adattamento complessivo 
 
 
 
 
 
 
 
 
 
 
 
 
x t - 1 -x t - 2  x t  x t - 1  -1  1  
1  
y t  x t  
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all’ambiente mediante l’attribuzione ad essa di un valore di sintesi, la 
fitness. 
A questo livello si incontra una delle difficoltà maggiori per 
l’adozione degli algoritmi genetici per la simulazione degli agenti 
artificiali. Ricordiamo che nel capitolo secondo la scelta degli 
algoritmi genetici per la realizzazione dell’apprendimento è stata 
giustificata con la necessità di implementare un sistema di 
apprendimento non supervisionato. 
L’intima natura degli algoritmi genetici però, li  rende un 
meccanismo adatto per l’apprendimento a livello di un intera 
popolazione di individui. Questo in particolare richiede che ogni 
individuo della popolazione sia messo a confronto ed interagisca con 
l’ambiente. Ora, se gli algoritmi genetici sono utilizzati per 
l’apprendimento di un solo agente, come avviene nel nostro caso, e gli 
individui della popolazione rappresentano “idee”, o piani d’azione, o 
congetture alternative di tale agente, si incontra un grosso ostacolo 
poiché un agente può porre in essere una sola azione e può quindi 
confrontare con l’ambiente una sola di tali congetture. 
Questo può far apparire gli algoritmi genetici come un 
meccanismo improprio di simulazione del pensiero umano. Contro 
questa impressione possiamo osservare però che anche un agente reale 
si trova di solito nella situazione di produrre parecchie idee ma di 
doverne adottare solo una per l’azione. 
Il vero problema consiste quindi nel trovare un modo per simulare 
una selezione delle idee che in una prima fase avvenga all’interno 
dell’agente attraverso il confronto di esse con la rappresentazione 
interna che l’agente ha del mondo esterno, e solo in una seconda fase 
avvenga attraverso il confronto diretto con la realtà. 
Si possono proporre diverse vie di uscita a questo problema. Noi 
ne prenderemo in considerazione tre. 
La prima è quella che ricalca in pieno la logica 
dell’apprendimento per prove ed errori, adottata ad esempio nel lavoro 
di Valente (Valente (1991)), nel quale le singole procedure sono 
rappresentate da funzioni che vengono sviluppate progressivamente 
mediante gli algoritmi genetici dopo essere state codificate in forma 
simbolica mediante una struttura di dati ad albero. Vediamo come è 
possibile implementare questo tipo di apprendimento. 
Il ricercatore fissa la dimensione del repertorio di congetture, 
supponiamo 50 elementi, e la durata per le fasi di test, poniamo 500 
periodi, durante le quali avviene la valutazione della fitness di ogni 
singola congettura del repertorio mediante il confronto di essa con la 
realtà. 
In ogni periodo del test l’agente adotta il comportamento 
corrispondente ad una congettura che estrae a sorte dal repertorio a 
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disposizione secondo una certa distribuzione delle probabilità delle 
congetture che viene modificata progressivamente durante susseguirsi 
di interazioni con l’ambiente. All’inizio di ogni fase di test le diverse 
congetture hanno la stessa probabilità di essere estratte. Poi ogni volta 
che una procedura è estratta ed utilizzata, la sua probabilità di essere 
utilizzata nelle volte successive viene modificata verso l’alto o verso il 
basso in base al valore di sintesi della sua fitness. Ad esempio nel 
nostro caso se la fitness è rappresentata dal profitto che una certa 
procedura riesce ad ottenere, la probabilità di scelta della stessa 
procedura verrà aumentata (diminuita) in proporzione al profitto 
(perdita) che essa consegue. 
Alla fine della fase di test le diverse procedure sono riprodotte 
secondo la distribuzione finale delle probabilità, in modo 
deterministico o probabilistico. In questo modo le procedure che hanno 
consentito di ottenere profitti più alti della media saranno riprodotte in 
media più volte delle altre, secondo gli schemi visti degli algoritmi 
genetici. 
In questo modo evidentemente le congetture vengono selezionate 
solo attraverso il confronto con l’ambiente, secondo lo schema tipico 
dell’apprendimento per prove ed errori. 
Questo tipo di apprendimento presenta almeno tre punti deboli. 
Il  primo è che porta alla selezione delle procedure di azione 
caratterizzate da una completa assenza di prospettiva temporale. Una 
congettura porta a fissare un certo prezzo le cui conseguenze in termini 
di fitness a partire dalla interazione successiva ricadono sulle 
procedure che verranno adottate le volte successive. Ciò porta allo 
sviluppo di comportamenti miopi, ad esempio l’innalzamento 
immediato e consistente del prezzo in vista dei profitti  di breve 
termine, poiché la contrazione della quota di mercato che ne consegue 
viene “pagata” in termini di fitness dalle procedure utilizzate in 
seguito. 
Questo problema è molto importante e merita un approfondimento. 
Nel precedente paragrafo abbiamo visto che nelle nostre 
simulazioni, ed in altre analoghe come quelle del lavoro citato di 
Valente, un individuo della popolazione su cui si opera con gli 
algoritmi genetici è composto da un modulo di comportamento 
dinamico, cioè da un piano di azione che in grado di decidere come 
fissare il prezzo dato un qualunque stato presente e passato 
dell’ambiente. Un modulo di questo genere infatti può essere utilmente 
pensato come una funzione vettoriale a variabile vettoriale, dove gli 
argomenti rappresentano lo stato presente e passato del mondo, e il 
vettore restituito le azioni da compiere : 
 
(4.2.1)                                      [ ]y =  f  x  
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Una funzione del genere restituisce una uscita (un comportamento 
da tenere) in corrispondenza di qualsiasi valore lecito in input 
(qualsiasi stato del mondo). Ciò significa che rappresenta un modulo di 
comportamento dinamico, in grado di rispondere in modo opportuno a 
qualsiasi stato dell’ambiente. 
In questa situazione la popolazione su cui si applicano gli 
algoritmi genetici, che costituisce il sistema cognitivo di un agente, è 
quindi del tipo seguente : 
 
(4.2.2)                                      [ ]y =  f  x1  
                                                [ ]y =  f  x2  
                                                    .  .  .   
                                                [ ]y =  f  xn  
 
L’apprendimento per prove ed errori, invece, normalmente 
funziona mediante la selezione di singoli moduli statici di 
comportamento, costituiti ognuno da un’associazione di un particolare 
stato dell’ambiente con un particolare comportamento. Un modulo di 
questo genere può essere rappresentato con un valore particolare 
dell’argomento della funzione vista in precedenza, a cui è associato un 
valore particolare in uscita : 
 
(4.2.3)                                      [ ]y  =  f  x1 1  
 
Ovvero, con altra notazione che rende maggiormente evidente 
l’associazione tra il  particolare valore di entrata ed il  particolare 
valore di uscita : 
 
(4.2.4)                                      y   x1 1←  
 
I comportamenti di tipo dinamico sono poi costruiti mediante 
l’aggregazione di più moduli statici di successo che vengono 
selettivamente chiamati in gioco a seconda del particolare stato 
dell’ambiente da affrontare. 
La popolazione su cui si applicano gli algoritmi genetici, che 
costituisce il sistema cognitivo dell’agente, è quindi del tipo seguente : 
 
(4.2.5)                                   y   x1 1←  
                                             y   x2 2←  
                                                  .  .  .   
                                             y   xm m←  
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In questo caso, a differenza del precedente, i  singoli 
comportamenti non sono alternativi l’uno all’altro in quanto ognuno di 
essi è in grado di rispondere ad un solo particolare stato dell’ambiente. 
La capacità di risposta differenziata da parte dell’agente è data dalla 
scelta opportuna del modulo statico da adottare, che avviene ogni volta 
in corrispondenza dei particolari stati dell’ambiente da affrontare. In 
sostanza nel caso precedente un solo modulo dinamico era sufficiente 
per rispondere opportunamente a qualsiasi stato dell’ambiente, mentre 
in questo caso tale risposta può essere assicurata solo dall’intervento 
dell’intero complesso di moduli statici.  
Ora nelle nostre simulazioni, dove gli algoritmi genetici vengono 
applicati come visto ad una popolazione di moduli comportamentali 
dinamici completi, la selezione degli algoritmi genetici non può 
avvenire sulla singola parte del modulo, ma deve avvenire sull’intero 
modulo. Ora, se la valutazione di ogni singolo modulo dinamico in 
termini di fitness viene realizzata con lo schema per prove ed errori, 
ciò comporta un confronto con la realtà su più periodi di tempo scelti a 
caso e non in sequenza. La conseguenza di ciò è che i moduli di 
comportamento che emergono mancano di prospettiva temporale in 
quanto ciascuno di essi viene valutato sulla base di stati dell’ambiente 
determinati dall’azione esercitata nei periodi precedenti da altri moduli 
e non da esso stesso. In sostanza una azione compiuta da un modulo in 
un certo periodo produce effetti che sono subiti dai moduli utilizzati 
nei periodi successivi. Viceversa il modulo adottato in un certo periodo 
si trova ad affrontare un ambiente determinato dall’azione compiuta da 
altri moduli nei precedenti periodi. 
Solo nella fase avanzata del processo di apprendimento, si crea un 
certo spazio per l’acquisizione di una certa prospettiva temporale. 
Infatti dopo un certo periodo la popolazione di moduli 
comportamentali diventa fortemente omogenea in seguito all’azione 
degli algoritmi genetici ed i vari individui sono solo “variazioni sul 
tema”. A questo punto gli effetti dell’azione condotta dall’agente 
corrispondente ad una procedura, ricadono sulle variazioni della 
procedura stessa, per cui è possibile l’acquisizione di una certa 
prospettiva temporale attraverso miglioramenti incrementali di modesta 
entità apportati al modulo di comportamento base. 
In estrema sintesi il problema legato all’apprendimento per prove 
ed errori applicato a moduli di comportamento dinamici, consistente 
nel fatto che moduli di comportamento “lungimiranti” se messi a 
confronto con moduli di comportamento “miopi” vengono rapidamente 
e comunque eliminati. 
Questo comporta che i primi possono essere sviluppati solo 
attraverso piccoli miglioramenti incrementali a partire dai secondi. In 
questo senso il sistema di ricerca risulta limitato. 
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Un secondo motivo di critica del meccanismo di apprendimento 
per prove ed errori applicato a moduli di comportamento dinamici, è 
che il comportamento da adottare è scelto dal repertorio di 
comportamenti di cui l’agente dispone in modo casuale attraverso 
l’estrazione a sorte vista, anche se con distribuzione di probabilità 
corrette nel tempo in base ai successi ottenuti. 
La scelta casuale tra più regole rigide, cioè tra più moduli di 
comportamento statici del tipo “se c’è questa particolare situazione 
allora adotta questa particolare azione”, è adeguata se la scelta avviene 
come visto tra poche regole concorrenti potenzialmente idonee a dare 
risposte adeguate. 
Tale scelta casuale risulta invece inappropriata se applicata a 
moduli di comportamento dinamici. Risulta infatti poco verosimile 
rispetto ai processi decisionali degli agenti reali :  quale agente decide 
in modo sistematico approntando diverse procedure di azione e 
scegliendo tra esse in modo casuale ?  E’ come se, in un gioco a 
strategie continue in un contesto di teoria dei giochi, si obbligassero i 
giocatori a scegliere solo tra strategie miste. 
La seconda via di uscita al problema della selezione delle 
congetture è quella che consiste nel realizzare una selezione interna 
delle congetture sulla base dell’informazione raccolta nel tempo 
sull’ambiente. Vediamo come. 
Durante ogni fase di test l’agente utilizza la procedura che fino a 
quel momento ha dato i risultati migliori. Ad essa viene attribuita una 
fitness direttamente derivata dal confronto con l’ambiente. Le 
successive interazioni con l’ambiente consentono all’agente di 
accumulare informazioni sul comportamento e sulle reazioni alle sue 
azioni dell’ambiente stesso e degli altri agenti.  Le informazioni così 
raccolte nel tempo sono utilizzate dall’agente per la creazione di un 
modello interno dell’ambiente che viene continuamente aggiornato in 
base all’esperienza. Attraverso tale modello interno l’agente può 
attribuire una fitness alle altre procedure non confrontate con la realtà 
(tutte esclusa quella effettivamente utilizzata). 
Abbiamo individuato due sistemi alternativi per implementare 
questo tipo di schema. 
Un primo consiste nel realizzare la rappresentazione interna 
dell’ambiente da parte dell’agente mediante reti supervisionate 
addestrate attraverso le informazioni acquisite nel tempo. Si tratta di 
un meccanismo molto flessibile e verosimile anche se piuttosto 
complesso da implementare attraverso un programma informatico. 
Un secondo meccanismo consiste in una approssimazione del 
meccanismo appena detto attraverso l’utilizzo delle equazioni 
descriventi il  sistema modificate attraverso le informazioni a 
disposizione dell’agente e attraverso l’introduzione di rumore. E’ 
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questa la via che abbiamo seguito in questa tesi, riservandoci di 
seguire l’altra via in futuro. 
Iniziamo con il vedere il primo sistema di implementazione. Come 
dicevamo esso consiste nel realizzare la rappresentazione interna 
dell’ambiente da parte dell’agente mediante reti neurali tradizionali 
addestrate con algoritmi supervisionati come la rete a back 
propagation. 
Infatti durante l’interazione con gli altri agenti, l’agente può 
guardare indietro nel passato e, a posteriori, avere a disposizione le 
serie storiche delle diverse variabili,  comprese quelle da “prevedere”. 
Dal punto di vista della simulazione si avrebbero quindi a 
disposizione i “pattern desiderati” per realizzare un processo di 
apprendimento supervisionato (cioè a posteriori si può dire quale 
sarebbe dovuta essere la previsione giusta). Le reti tradizionali da 
questo punto di vista sono uno strumento molto interessante in quanto, 
come evidenziato in Salmon (1995) o Fabbri Orsini (1993), sono 
estremamente flessibili,  non richiedono la conoscenza a priori della 
forma funzionale della funzione da approssimare, sono molto robuste 
rispetto al rumore, sono strumenti di previsione non parametrici, non 
richiedono ipotesi restrittive. Per il loro funzionamento basta avere le 
serie storiche delle variabili. Grazie a questa flessibilità a seconda 
delle informazioni che nel modello si ipotizza siano in possesso 
dell’agente, è possibile supporre un sistema di rappresentazione 
dell’ambiente da parte dell’agente di tipo adeguato. 
Al fine di fare degli esempi concreti, vediamo una rapida 
schematizzazione formale dell’ambiente economico oligopolistico da 
noi simulato, così come descritto in modo completo nel terzo capitolo. 
Tale ambiente rappresenta la porzione di realtà di cui l’agente deve 
crearsi una rappresentazione interna. 
Gli agenti inizialmente hanno uguali quote di mercato. Ad ogni 
interazione fissano il prezzo di vendita. In base alle loro quote di 
mercato ed al prezzo fissato da ogni agente si determina il prezzo di 
mercato in base alla formula (è una media ponderata dei prezzi degli 
agenti): 
 
(4.2.6)               ( ) PrezMerc =    Prez    VeccQuot    agen agen
agen
×∑  
 
In base al prezzo di mercato che si forma, i consumatori 
esprimono un certo livello di domanda: 
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La quota di mercato di un agente varia verso l’alto o verso il 
basso a seconda che il suo prezzo sia più basso o più alto di quello di 
mercato: 
 
(4.2.7)                       NuovQuot = Coef VeccQuotagen agen×  
 
 
Conseguentemente si determina una certa quantità di bene venduta 
da ogni agente: 
 
(4.2.8)                     Quan = NuovQuot QuanMercagen agen ×  
 
e quindi il profitto che ogni agente può ottenere: 
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Prez PrezMerc Prezagen
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(4.2.9)   ( ) ( ) Prof =   Prez  Quan  -  CostVari  Quan  -  CostFissagen agen agen agen× ×  
 
Quindi questo è l’ambiente di cui l’agente deve crearsi un modello 
interno. 
Come detto grazie alla flessibilità delle reti neurali a seconda 
delle informazioni che nel modello si ipotizza siano in possesso 
dell’agente, è possibile supporre un sistema di rappresentazione 
dell’ambiente da parte dell’agente di tipo adeguato. 
Vediamo un primo esempio dipendente dalle seguenti ipotesi sulle 
informazioni a disposizione, a posteriori, per l’agente: 
L’agente conosce i prezzi fissati dagli avversari ed il proprio. 
L’agente conosce le quote di mercato dei suoi avversari. 
L’agente conosce i costi del suo mercato. 
La rappresentazione interna dell’ambiente potrebbe allora essere 
realizzata attraverso 3 reti neurali a back propagation ed un calcolo 
algebrico semplice come segue: 
 
Previsione prezzo di mercato 
(tramite rete neurale, che ha i seguenti input ed output): 
 
 
Previsione domanda di mercato  
(tramite rete neurale): 
 
Prezzo di mercato                               Quantità di mercato 
 
Previsione propria domanda di mercato  
(tramite rete neurale): 
 
 
 
 
 
 
 
 
 
 
 
Prezzo proprio 
Prezzo 2° agente 
.. .  
Prezzo n° agente 
Quota mercato propria 
Quota mercato 1° agente 
.. .  
Quota mercato n° agente 
Prezzo di mercato 
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Calcolo del profitto  
(tramite calcolo algebrico): 
 
Profitto = (Prezzo - CostiVariabili) ×  Quantità - CostiFissi 
 
Se l’ipotesi di conoscenza di prezzi e quote di mercato degli 
avversari appare irrealistica, si può scegliere la rete seguente basata su 
informazioni meno dettagliate, al posto della prima: 
 
 
Dove eventualmente si può aggiungere del rumore od un bias alla 
media ponderata dei prezzi degli avversari, per simulare una 
percezione incerta e parziale delle azioni degli avversari. 
Come appare evidente, attraverso questa impostazione è possibile 
ipotizzare una rappresentazione dell’ambiente da parte dell’agente con 
il grado desiderato di informazione disponibile, incertezza ed 
implicitezza. 
Questa è la via di uscita al problema della rappresentazione 
interna dell’ambiente che riteniamo più idonea alla rappresentazione 
degli agenti reali, e che desideriamo sviluppare in lavori futuri. 
Prima di chiudere questo argomento vogliamo fare una 
osservazione sulla plausibilità di un agente costruito come appena 
detto. Il  numero anche elevato (10 100) delle reti neurali cioè delle 
procedure che compongono l’agente, e le reti che consentono all’agente 
di effettuare previsioni, possono apparire nell’insieme troppo 
sofisticate ed aventi una capacità di computo superiore a quella degli 
agenti reali.  Non è così. Va infatti considerato che in fase avanzata di 
apprendimento le diverse reti cui corrispondono le procedure 
dell’agente sono solo leggermente differenti le une dalle altre, cioè 
sono semplici “variazioni sul tema” costituito dalla procedura 
principale sulla quale l’agente basa la sua azione. 
 
 
 
 
 
 
Prezzo proprio 
Media ponderata prezzi               Prezzo di mercato 
 degli avversari 
Quota mercato propria 
 
Prezzo proprio 
Prezzo di mercato 
Quantità di mercato 
Quantità agente 
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Per quanto riguarda le reti di rappresentazione dell’ambiente, la 
tecnica descritta consente di rendere incerte le informazioni ed 
implicita la loro elaborazione quanto si desidera. 
Inoltre riteniamo che la somiglianza con una agente reale vada 
vista in termini globali, considerando le diverse reti come un unico 
grande sistema cognitivo e valutando la plausibilità della struttura 
complessiva del sistema stesso più che la sua strutturazione a livello 
locale. In questo senso la complessità, l’articolazione, la flessibilità, la 
consistenza quantitativa di un sistema cognitivo umano reale sono di 
gran lunga superiori a quelli del sistema illustrato. 
Vediamo ora la seconda modalità di implementazione della 
rappresentazione interna dell’ambiente da parte dell’agente, quella 
adottata in questa tesi. 
In questo lavoro abbiamo deciso di approfondire l’aspetto della 
decisione e della soluzione dei problemi, relativo alla costruzione di 
soluzioni ai problemi attraverso gli algoritmi genetici piuttosto che 
quello della valutazione delle stesse attraverso la rappresentazione 
interna che l’agente ha dell’ambiente. Per questo per semplicità il  
sistema di valutazione delle congetture sopra descritto è, in un certo 
senso, solo simulato. In sostanza invece di dotare l’agente del 
meccanismo cognitivo sopra descritto in grado di produrre conoscenza 
attraverso le informazioni ottenibili dall’esperienza, si prende tale 
conoscenza dall’ambiente simulato e si fornisce all’agente dopo averla 
modificata in modo tale da renderla simile a quella che l’agente 
avrebbe prodotto autonomamente. Vediamo come abbiamo 
concretizzato questa logica. 
Il principio seguito è che l’agente nel valutare il risultato che 
avrebbe ottenuto nel caso avesse adottato una procedura diversa da 
quella adottata in concreto, commette errori tanto più grandi quanto 
maggiore è la diversità tra il  comportamento legato alla procedura 
effettivamente utilizzata e quello legato alla procedura da valutare. 
Vediamo come abbiamo applicato questo principio. 
Un primo errore di valutazione viene commesso nella stima della 
quantità di bene che il mercato avrebbe assorbito nel caso il prezzo di 
mercato fosse stato differente a causa del prezzo differente fissato 
dall’agente. In particolare al prezzo di mercato congetturato PMCo 
viene fatta corrispondere una quantità QMCo a cui è aggiunto un 
valore casuale con ampiezza tanto più grande quanto maggiore è la 
diversità tra prezzo di mercato corrispondente alla congettura, ed il 
prezzo effettivo di mercato: 
 
(4.2.10)   [ ]  QMCo =  D PMCo  +  ( NC  Coef  (QMCoMe -  QMEf))× ×  
 
 233
dove D è la funzione di domanda di mercato, NC è un numero 
casuale con distribuzione uniforme tra -1 e +1, Coef è un coefficiente 
fissato dallo sperimentatore per stabilire il  livello di “rumore/errore 
cognitivo” cui va incontro l’agente nelle sue valutazioni, (QMCoMe - 
QMEf) è la differenza tra quantità di mercato congetturata media e 
quantità di mercato effettiva che rende l’errore cognitivo tanto più 
grande quanto maggiore è la diversità tra il prezzo congetturato e 
quello effettivo. 
L’errore cognitivo può essere rappresentato nel grafico seguente 
che mostra il limite inferiore e superiore della stima della quantità, ed 
evidenzia come l’intervallo di stima si allarga, e quindi la sima diventa 
più incerta, man mano che la situazione congetturata si allontana da 
quella che effettivamente si è realizzata: 
 
 
Analogamente l’agente commette un errore di valutazione 
nell’immaginare quali sarebbero stati gli effetti sulla sua quota di 
mercato se avesse fissato un prezzo diverso da quello che ha fissato 
effettivamente. La simulazione di questo errore può essere ottenuta in 
modo analogo al precedente introducendo del rumore nella stima della 
quota di mercato dell’agente. 
In questo caso però l’agente possiede una doppia informazione 
sulla reazione dei consumatori. Infatti egli oltre a conoscere quale è 
stata la reazione dei consumatori in corrispondenza del prezzo 
realmente fissato, sa che la sua quota di mercato sarebbe rimasta 
invariata in corrispondenza della fissazione del prezzo al livello di 
quello di mercato. Quindi in corrispondenza di prezzi intermedi ai due 
“punti” detti della funzione di reazione, abbiamo adottato una 
interpolazione. Si sarebbe potuto aggiungere del rumore anche a questa 
stima intermedia ai due punti, ma la sostanza delle cose non sarebbe 
 
 
 
 
 
 
 
 
 
 
 
 
 
PrezMerc 
PMCo
PMEf 
QuanMerc     QMmin      QMmax  
             QMCo      QMEf  
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cambiata molto. Graficamente la stima dell’agente può quindi può 
essere descritta come segue: 
 
 
Abbiamo poi aggiunto un ulteriore errore di stima al livello di 
calcolo del profitto finale sempre con il solito sistema del numero 
casuale. L’incertezza aggiunta a questo livello rappresenta una 
incertezza complessiva accumulata ai diversi livelli,  ad esempio nella 
stima del prezzo di mercato che si sarebbe determinato in 
corrispondenza di un prezzo proprio superiore od inferiore a quello 
effettivamente fissato. 
Prima di passare ad altro osserviamo che l’impostazione appena 
descritta non deve far apparire inverosimile il sistema cognitivo 
prodotto essendo il meccanismo di selezione delle congetture 
“simulato” a partire dall’informazione perfetta sul sistema a 
disposizione dello sperimentatore. Infatti i  meccanismi di deperimento 
dell’informazione appena descritti consentono allo sperimentatore di 
impoverire l’informazione a disposizione dell’agente al livello che si 
desidera. Come mostreremo nel prossimo capitolo illustrando i risultati 
delle simulazioni realizzate, il livello di “rumore cognitivo” può essere 
portato facilmente a livelli tali da rendere l’agente completamente 
incapace di apprendere. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Coef 
1  
CoefCoMax 
CoefCo 
CoefCoMin  
CoefEf  
Prez PM PEf  PCo 
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4.3 L’apprendimento di un agente decisore: generazione di 
nuove procedure 
Dopo aver esaminato ampiamente il problema della 
rappresentazione, della valutazione e della selezione delle procedure 
alternative, passiamo ora a considerare il secondo meccanismo 
fondamentale che compone i processi cognitivi degli agenti simulati. 
Esso è costituito dalla generazione di nuove procedure/congetture 
potenzialmente migliori di quelle vecchie. 
L’implementazione di questo meccanismo, dal punto di vista degli 
algoritmi genetici, comporta la produzione di nuovi genotipi a partire 
da quelli che hanno prodotto i fenotipi che si sono rivelati più adatti 
nella interazione con l’ambiente. Ciò viene fatto utilizzando i 
meccanismi di riproduzione genetici che da un lato conservano gli 
aspetti positivi dei vecchi individui, dall’altro presentano delle 
differenze rispetto ad essi in modo da esplorare nuove possibili 
soluzioni del problema. Vediamo dunque il concreto funzionamento di 
questi meccanismi. 
Il meccanismo di selezione degli individui da riprodurre da noi 
utilizzato è di tipo deterministico. Al termine della fase di interazione 
con l’ambiente (nelle nostre simulazioni da 2 a 20 periodi), ad ogni 
congettura viene assegnato nel modo visto mediante il confronto con 
l’ambiente od il modello interno di esso, un numero che rappresenta la 
sua fitness cumulata nei diversi periodi della fase. In base a tale 
numero è possibile ordinare le reti neurali in ordine decrescente di 
fitness. Le riproduzioni effettuate sono quindi di tre tipi: 
1. Un primo gruppo di reti viene generato come copia identica 
dell’unico genitore di origine. Il numero di tali reti è fissato dallo 
sperimentatore come percentuale della popolazione da ripristinare. 
2. Un secondo gruppo di reti,  in numero fissato dallo sperimentatore, 
viene generato come copia dell’unico genitore di origine, poi 
sottoposto alle mutazioni di cui parleremo tra poco. 
3. Un terzo gruppo di reti in numero fissato dallo sperimentatore, 
viene generato con il crossing over di due genitori di origine, e 
poi sottoposto alle mutazioni di cui parleremo tra poco. 
 
Per concepire la matrice che codifica i pesi di una rete come una 
struttura unidimensionale di elementi discreti, condizione necessaria 
per l’applicabilità del meccanismo del crossing over, le righe della 
matrice sono state considerate come tratti successivi di un DNA lineare 
unidimensionale. 
Il  crossing-over che il simulatore consente di utilizzare è di due 
tipi. 
Un primo tipo spezza il genotipo della rete genitore in un punto 
qualsiasi completamente casuale.  
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Un secondo tipo spezza il DNA in modo casuale ma solo in 
corrispondenza della fine di una riga della matrice di origine, non in un 
punto qualsiasi. Questo tipo di crossing over, data la particolare 
codifica dei pesi della rete nella matrice illustrata nei primi paragrafi 
del capitolo, comporta una ricombinazione di intere sottoreti afferenti 
ognuna ad un particolare neurone hidden delle reti genitore. Ad 
esempio gli individui di una popolazione di reti aventi due neuroni 
hidden possono essere concepiti come costituiti da due sottoreti nel 
modo seguente: 
 
 
Questo tipo di crossing over consente una esplorazione di nuove 
soluzioni del problema attraverso l’aggregazione di strutture ancora 
più complesse rispetto ai “building blocks”, di basso ordine e ad alta 
fitness di Holland e Goldberg. Osserviamo infatti che questo secondo 
tipo di crossing over, data la particolare codifica dei pesi delle reti 
scelta, comporta una corrispondenza tra porzioni di genotipo non 
spezzate, e parti del fenotipo (reti) aventi una certa indipendenza 
funzionale. Per ulteriori riflessioni teoriche su tale argomento, che 
riteniamo fondamentale sia per i processi di massimizzazione in genere 
che per i processi cognitivi di soluzione creativa dei problemi, 
rimandiamo al secondo capitolo. 
I processi di generazione di nuovo materiale genetico da 
ricombinare sono realizzati mediante mutazioni che interessano il 
secondo ed il terzo gruppo di reti di cui prima. Essi sono applicati ad 
un certa rete secondo una probabilità fissata dallo sperimentatore. 
La mutazione adottata è di tre tipi: 
1. Il  primo tipo di mutazione mira a trovare architetture di rete 
adatte all’ambiente cui adattarsi generando sinapsi. In sostanza 
essa crea effettivamente sinapsi potenzialmente esistenti tra i 
neuroni di due strati successivi, secondo una probabilità fissata 
dallo sperimentatore, e con peso casuale compreso tra un massimo 
ed un minimo previsto per i pesi. 
2. Il  secondo tipo di mutazione è analoga alla precedente ma ha lo 
scopo di distruggere le sinapsi esistenti secondo una probabilità 
fissata dallo sperimentatore. 
 
 
 
 
 
 
 
sot toret i  
componenti  
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3. Il terzo tipo di mutazione, che possiamo definire mutazione lenta 
perché contrariamente alla precedenti non coinvolge la struttura 
delle reti ma solo l’entità dei pesi e quindi non porta a 
cambiamenti repentini di comportamento dell’agente, è basata sul 
procedimento seguente. 
Ogni sinapsi esistente viene mutata, con probabilità fissata dallo 
sperimentatore, sommando algebricamente al suo peso un numero 
casuale scelto tra un minimo ed un massimo fissati dallo 
sperimentatore avente zero come media. 
Questo meccanismo di base è stato leggermente modificato per 
simulare una decadenza spontanea delle sinapsi ed eliminare così 
le sinapsi parassite, poco utili  al sistema. La modifica consiste nel 
estrarre il numero casuale che deve essere aggiunto al peso della 
sinapsi, in modo tale che abbia media positiva se la sinapsi è 
negativa, media negativa se la sinapsi è positiva. In questo modo 
si crea un bias verso la scomparsa della sinapsi. 
 
4.4 Il sistema di regolazione dei bisogni/obiettivi di un 
agente decisore 
In questo paragrafo esamineremo il modo in cui abbiamo 
implementato in concreto, il  sistema di obiettivi multipli di cui 
abbiamo dotato gli agenti delle nostre simulazioni. Tale 
implementazione specifica la soluzione data da Simon al problema del 
perseguimento di più obiettivi nell’ambito della teoria della razionalità 
limitata senza il ricorso a funzioni di utilità obiettivi multipli.  Tale 
soluzione è stata illustrata diffusamente nel primo capitolo. In questa 
sede ricordiamo solo che essa risolveva il problema degli obiettivi 
multipli sulla base di una logica tipicamente “satisfying”. 
Come già detto il  meccanismo di apprendimento basato sugli 
algoritmi genetici richiede che ad ogni rete di un agente sia assegnato 
un numero misura della sua fitness. Nel caso di un ambiente costituito 
da un mercato oligopolistico si può assumere ad esempio come fitness 
il profitto totale ottenuto con la vendita della produzione realizzata. 
Calcolare la fitness delle reti di un agente in base a questa grandezza 
significa che saranno selezionate via via reti, cioè moduli di 
comportamento dell’agente, che produrranno un profitto totale sempre 
maggiore. Quindi scegliere una grandezza come misura della fitness 
delle reti significa assegnare all’agente l’obiettivo (il bisogno) di 
incrementare tale grandezza. 
Nelle prime simulazioni sull’oligopolio ci siamo subito resi conto 
che ipotizzare il semplice perseguimento del profitto come obiettivo 
per gli agenti portava alla creazione di sistemi fortemente instabili.  
Infatti si verificava sistematicamente che un agente fissava un prezzo 
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più basso di quello degli altri agenti per un certo periodo, conquistava 
l’intero mercato e diventava così l’unico produttore monopolista.  
Esamineremo ampiamente nel prossimo capitolo questo problema 
e le varie soluzioni adottate per superarlo. Una di tali soluzioni è 
consistita nell’assegnare all’agente due obiettivi, uno legato al 
profitto, uno alla quota di mercato. In questo paragrafo esaminiamo il 
dispositivo del sistema cognitivo dell’agente che consente questo tipo 
di soluzioni. 
Gli obiettivi che il simulatore consente di assegnare all’agente, in 
numero variabile da uno a quattro, sono i seguenti: 
1. Incremento del profitto totale. 
2. Incremento del profitto per unità di prodotto. 
3. Incremento della quota di mercato. 
4. Incremento della quantità prodotta/venduta. 
Al di là del significato economico di questi obiettivi nell’ambito 
dei mercati oligopolistici,  significato che discuteremo nel prossimo 
capitolo considerando gli esiti delle simulazioni realizzate, quello che 
interessa qui è mostrare come sia possibile affrontare il problema degli 
obiettivi/bisogni multipli senza ricorre ad una funzione di utilità da 
massimizzare ma rimanendo nel contesto della teoria della razionalità 
limitata. 
Abbiamo già visto nel secondo capitolo (Simon (1974)) che in 
caso di bisogni/obiettivi multipli il  sistema può funzionare, in un 
ottica satisfying, sulla base dei seguenti principi : 
1. Nel caso di superamento della soglia di soddisfazione per tutti i  
bisogni l’agente rimane inattivo fino che uno dei bisogni non 
scenda nuovamente sotto la sua soglia. 
2. Nel caso di un solo bisogno al di sotto della soglia, l’agente si 
attiva per incrementare la soddisfazione di tale bisogno. 
3. Nel caso di più bisogni al di sotto della soglia l’agente si attiverà 
per incrementare la soddisfazione di uno dei bisogni. La scelta 
dell’obiettivo da soddisfare sarà determinata in base ad un 
meccanismo che consenta di confrontare la distanza relativa delle 
soddisfazioni dei bisogni dalla loro soglia. 
 
Sulla base di questi principi, il  sistema di regolazione dei 
bisogni/obiettivi di un agente decisore implementato è così composto. 
Una prima componente del sistema, il percettore esterno (o 
interno), rileva il livello di raggiungimento dell’obiettivo, che 
indichiamo con O, cioè l’entità della presenza dell’oggetto o della 
circostanza che soddisfa il bisogno. Questo potrebbe essere il caso del 
sistema di recettori deputati al rilevamento della quantità di glucosio 
nel sangue di un animale, sistema che determina il livello di 
soddisfazione del bisogno di nutrirsi. O anche il caso del sistema 
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fisiologico/cognitivo di un essere umano che rileva la quantità di 
profitto ottenuto mediante una certa attività economica, sistema che 
determina il livello di soddisfazione del bisogno di incrementare la 
propria ricchezza. 
La seconda componente è quella che determina la misura della 
soglia di soddisfazione S. Questa è composta da una prima parte, che 
potremmo definire soglia oggettiva SO, corrispondente ad esempio al 
nutrimento medio di un certo tipo di animali o al profitto medio di 
particolari imprese operanti in un certo settore ed aventi una certa 
dimensione, e da una seconda parte, che potremmo definire fattore 
soggettivo FS avente media pari ad 1, che determina l’intensità con cui 
lo specifico individuo ha un bisogno amplificato o ridotto rispetto alla 
soglia oggettiva, determinando differenti livelli di appetito, o di 
desiderio di ricchezza, in diversi individui. Quindi : 
 
(4.4.1)                                  S SO FS = ×  
 
Dal confronto del livello di soddisfazione effettivo O del bisogno 
e della soglia S viene determinato il grado di appagamento del bisogno 
A : 
 
(4.4.2)                                  A O - S=  
 
A questo punto il sistema sarebbe completo per poter guidare 
l’azione di un agente con un unico bisogno/obiettivo secondo un 
approccio satisfying: un appagamento positivo porterebbe alla 
inattività dell’agente, un appagamento negativo invece spingerebbe 
l’agente ad adottare comportamenti per realizzare l’obiettivo. 
Se invece si ha a che fare con agenti con più bisogni/obiettivi 
deve esistere un qualche meccanismo di confronto della soddisfazione 
dei bisogni che consenta di stabilire quale obiettivo perseguire.  
Il  sistema di confronto implementato prevede una iniziale 
standardizzazione del grado di appagamento per i vari bisogni come 
segue. Il grado di appagamento viene rapportato ad un fattore di 
dimensionalità D, e poi, al fine di rappresentare l’andamento a soglia 
della soddisfazione, trasformato mediante una funzione sigmoide S[ ] . 
Il  fattore di dimensionalità è quello che consente di rendere 
confrontabili gli appagamenti dei diversi bisogni depurandoli della 
scala di misura particolare, consentendo ad esempio di stabilire se il 
bisogno di fuggire da un predatore è più forte di quello di brucare 
l’erba ovvero se il bisogno di allargare il proprio mercato è più forte di 
quello di fare profitti .  
La funzione sigmoide con il suo ramo destro comporta una utilità 
marginale decrescente e successiva saturazione dell’obiettivo, con il 
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ramo sinistro fissa una soglia minima di soddisfazione oltre la quale 
non si può andare: morire di fame, essere divorati dai predatori, fallire 
a causa delle perdite economiche subite, vedere ridotta a zero la 
propria quota di mercato. 
Osserviamo che la via seguita per modellare la forma della 
soddisfazione dei bisogni degli agenti mediante una sigmoide è solo 
una delle possibili,  essendo proprio uno dei punti di forza dei modelli 
adottati la possibilità di modulare a piacimento le diverse curve di 
reazione valutando poi le conseguenze di ciò sull’evoluzione del 
sistema economico complessivo simulato. 
Il fattore di dimensionalità adottato nelle simulazioni è in realtà 
dato dal prodotto di due componenti. La prima, V, rappresenta una 
misura media della dimensionalità analoga alla misura della varianza 
utilizzata nella ordinaria standardizzazione statistica: 
 
Misura standardizzata = (valore originale - media) /  varianza 
 
La seconda è data dalla “temperatura” T della sigmoide di cui si è 
parlato nel secondo capitolo, cioè il coefficiente che varia tra 0 ed 
infinito ed avente di solito valori attorno all’unità, utilizzato per 
regolare la pendenza delle sigmoidi. La temperatura consente di poter 
regolare l’inclinazione della soglia di un certo bisogno. Più tale soglia 
è vicina alla forma di un gradino, più forte sarà la pulsione dell’agente 
ad agire per soddisfare il bisogno una volta che il gradino sia superato 
verso il basso. Infatti una soglia molto ripida comporta che quando è 
superata verso il basso il bisogno corrispondente diventa 
immediatamente prioritario rispetto a tutti gli altri.  Per fare un 
esempio il bisogno di un oligopolista di conseguire un profitto alto, 
subisce un incremento repentino se il profitto conseguito scende sotto 
il livello profitto minimo che caratterizza il tipo di impresa considerata 
In base a quanto detto la misura confrontabile SC della 
soddisfazione del bisogno è data da : 
 
(4.4.3)              SC =  S
O -  S
D
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e può essere rappresentata in funzione del grado di 
raggiungimento dell’obiettivo e rispetto alla soglia, con il grafico 
seguente : 
 
 241
 
Nelle simulazioni abbiamo provato anche ad utilizzare 
standardizzazioni ordinarie dei bisogni senza utilizzare le sigmoidi. In 
questo modo l’andamento della utilità della soddisfazione del bisogno 
diventava lineare. Il  risultato è stato una minore stabilità complessiva 
del sistema legata verosimilmente a problemi di valori estremi : la 
sigmoide ha infatti il  grosso vantaggio di attribuire un peso sempre 
minore ai valori estremi, ed un peso maggiore ai valori centrali attorno 
alla media. Il  problema dei valori estremi è connesso anche al 
problema dell’apprendimento degli agenti ad inizio simulazione, come 
vedremo nel paragrafo successivo. 
Osserviamo che il tipo di standardizzazione usata consente un 
“fine tuning” dei bisogni degli agenti da parte dello sperimentatore per 
i seguenti motivi: 
1. L’utilizzo delle sigmoidi consente di avere funzioni ad ordinate 
confrontabili variando esse tra 0 ed 1. 
2. Il  fattore soggettivo FS della soglia, consente di stabilire la 
“posizione” relativa delle sigmoidi corrispondenti a diversi 
obiettivi, cioè permette di “allineare” le diverse funzioni dei 
bisogni in corrispondenza di valori dell’obiettivo attorno alla 
media. 
Allo stesso modo se lo si desidera consente di accentuare un bisogno 
rispetto agli altri bisogni. Così è ad esempio possibile mettere a 
confronto imprese che puntano maggiormente al profitto 
immediato con imprese che puntano più all’allargamento della 
quota di mercato. 
3. L’indice di dimensione consente di avere sigmoidi 
tendenzialmente di tipo normale in corrispondenza di una 
temperatura fissata dallo sperimentatore pari ad 1. Ciò quindi 
rende confrontabili le sigmoidi in quanto esse assumono la stessa 
pendenza in corrispondenza di stessi valori di temperatura fissati 
dallo sperimentatore. Con sigmoide normale intendiamo riferirci 
alla sigmoide con temperatura unitaria e pendenza pari a 0.5 
presso il valore 0 : 
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4. La temperatura consente di regolare la pendenza delle sigmoidi in 
base al tipo di bisogno con cui si ha a che fare, stabilendo un 
gradino più o meno ripido in prossimità della soglia. 
 
In questo modo il sistema di bisogni/obiettivi di un agente è 
completamente controllabile dallo sperimentatore. 
L’ultima componente del sistema bisogni/obiettivi è costituita dal 
meccanismo che confrontando la soddisfazione standardizzata SC dei 
diversi bisogni, stabilisce quale sia più basso, e determina quindi quale 
obiettivo perseguire. 
In merito a questo confronto osserviamo che è del tutto plausibile 
che l’agente possa ordinare i bisogni in ordine decrescente di intensità. 
Un agente oligopolista è ad esempio in grado di dire se preferisce 
aumentare i profitti immediati alzando il prezzo, o se preferisce 
allargare la sua quota di mercato abbassandolo. 
 
4.5 Problemi generali e soluzioni relative alle simulazioni 
economiche 
In questo paragrafo vogliamo prendere in considerazioni alcuni 
problemi incontrati spesso e di carattere abbastanza generale, che 
interessano le simulazioni economiche come quelle realizzate. 
Vedremo anche le soluzioni adottate per risolvere tali problemi. 
Il primo potrebbe essere chiamato “il problema dell’agente 
bambino”. 
E’ un problema che riguarda ogni tipo di simulazione che prevede 
che agenti dotati di capacità di apprendimento ma inizialmente non 
dotati di alcun tipo di informazione ed abilità, formino le loro 
conoscenze ed abilità mediante l’interazione con altri agenti simili a 
loro. 
Ogni agente è come un bambino che deve imparare in mezzo ad 
altri bambini piuttosto che interagendo con degli adulti.  Ciò comporta 
una notevole difficoltà data la natura adattiva dell’apprendimento degli 
agenti :  un agente deve imparare ad affrontare degli avversari che 
inizialmente assumono comportamenti praticamente casuali. 
Il  problema dipende da una semplificazione delle simulazioni 
dette rispetto alla realtà. Nella realtà ogni nuovo agente che entra ad 
esempio in un mercato, entra in un contesto già strutturato ed 
abbastanza stabile, con agenti che assumono dei comportamenti 
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maturati nel tempo ed abbastanza stabili.  Ha quindi la possibilità di 
adattarsi progressivamente ad esso. In questo senso si può osservare 
che solitamente i mercati nuovi, similmente alle nostre simulazioni, 
sono maggiormente soggetti a fluttuazioni ed a cambiamenti drastici 
rispetto a quelli maturi. 
Vediamo nello specifico che accade nelle simulazioni realizzate. 
I pesi iniziali delle reti neurali di ogni agente possono essere 
determinati o a caso o posti tutti uguali a zero. Le mutazioni operate 
dagli algoritmi genetici relative alla struttura delle reti ed all’entità dei 
pesi, potranno creare sistemi di sinapsi idonei ad esprimere un 
comportamento profittevole dato l’ambiente in cui l’agente agisce. Il  
problema è che all’inizio di ogni simulazione, dati i pesi casuali o 
nulli delle reti,  i  diversi agenti assumono comportamenti casuali ed 
erratici fissando ad esempio dei prezzi di vendita molto alti o molto 
bassi e fortemente mutevoli. Ciò comporta che anche i loro profitti ,  le 
quantità prodotte e vendute, le quotate di mercato ecc. assumono valori 
inconsueti e variabili.  Questo comporta che ogni singolo agente deve 
cercare un modello di comportamento attraverso la costruzione di 
opportune strutture delle reti neurali in un ambiente inizialmente 
estremamente variabile ed anomalo. L’emergere di comportamenti 
stabili e reciprocamente adattati dei diversi agenti deve realizzarsi 
quindi contestualmente. 
Questo problema comporta delle difficoltà per le simulazioni. 
Un primo problema, di tipo tecnico, consiste nel fatto che bisogna 
prevedere valori estremi delle variabili che non si avrebbero con agenti 
maturi (prezzi negativi o fortemente oscillanti,  profitti  negativi per 
lunghi periodi ecc.) e fare in modo che il simulatore non si blocchi. 
Un secondo problema, di tipo euristico, consiste nel fatto che 
determinate configurazioni di parametri che determinano un tipo di 
agente/ambiente con agenti che potenzialmente capaci di esprimere 
comportamenti stabili in presenza di altri agenti che assumono 
comportamenti stabili,  non possono essere rilevate se tali agenti 
assumono comportamenti instabili in presenza di comportamenti 
instabili degli altri agenti. Questo comporta che alcune situazioni non 
possono manifestarsi cono il tipo di simulazione descritta. E’ il prezzo 
da pagare per avere la certezza che i comportamenti siano 
completamente indipendenti rispetto alle impostazioni dello 
sperimentatore. Lo scarto con la realtà consiste nel fatto che in essa le 
nuove situazioni si instaurano sempre a partire da situazioni precedenti 
e gli agenti che vi prendono parte portano con se il bagaglio di 
esperienze raccolte in precedenza. 
Un altro problema generale, questa volta di tipo tecnico, che si 
incontra spesso nelle simulazioni, è quello di far mutare casualmente 
una certa grandezza intorno al suo valore medio. 
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Ad esempio può essere necessario simulare una curva di domanda 
di mercato la cui dimensione o la cui elasticità variano casualmente nel 
tempo: 
 
 
E’ molto importante poter controllare l’ampiezza delle 
oscillazioni per poter valutare quali effetti si producono nel sistema 
modificandola. 
Nelle nostre simulazioni abbiamo utilizzato solo distribuzioni 
uniformi centrate sul valore desiderato. Un modo per ottenere questo 
risultato è fissare un valore proporzionale VPMS che stabilisca l’entità 
massima dello scostamento del valore effettivo VE rispetto al valore 
medio VM, e moltiplicando tale massimo scostamento per un numero 
casuale distribuito uniformemente tra -1 ed 1. Si ha quindi la formula 
seguente: 
 
(4.5.1)                     VE = VM + (NC (VM VPMS) )× ×  
 
Analogamente per ottenere distribuzioni gaussiane si può 
utilizzare la formula: 
 
(4.5.2)                     VE = VM + (VNS (VM VPMS) )× ×  
 
dove VCG è una variabile normale standardizzata e VPMS è la 
proporzione tra lo scostamento medio desiderato misurato in termini di 
varianza del valore effettivo rispetto al valore medio, ed il valore 
medio stesso. 
Un altro problema che si affronta usualmente nelle simulazioni 
con reti neurali è il  seguente. 
Per evitare che nelle reti si creino e sopravvivano delle sinapsi 
“parassite” che contribuiscono poco o nulla al buon funzionamento 
dell’intero sistema pur aumentandone la complessità, fenomeno che tra 
le altre cose nel nostro caso renderebbe difficile capire quali 
informazioni sono considerate veramente importanti dall’agente, 
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abbiamo introdotto nel simulatore la possibilità di utilizzare due 
meccanismi per indurre il sistema ad eliminare o ridurre tali sinapsi. 
Il  primo meccanismo è basato sul principio per cui la fitness di 
una rete viene abbattuta quanto maggiore è il numero di sinapsi che la 
compone rispetto al numero massimo di sinapsi che la rete può avere. 
In particolare questo principio può essere applicato moltiplicando la 
fitness di ogni rete/procedura per un valore V compreso tra 0 ed 1 
inversamente legato al rapporto tra il numero SE di sinapsi esistenti, e 
quello SP delle sinapsi potenzialmente esistenti secondo la formula: 
 
(4.5.3)                            V =   1 -   C   
SE
SP
 × 

  
 
dove C è un coefficiente fissato dal ricercatore per regolare 
l’intensità dell’abbattimento della fitness. 
Il  valore V può essere rappresentato graficamente rispetto al 
rapporto tra sinapsi esistenti e quelle potenzialmente esistenti come 
segue: 
 
 
L’aspetto interessante è che nelle simulazioni il  coefficiente C 
poteva essere mantenuto a valori molto bassi, circa 0.03, per ottenere 
l’effetto desiderato. Infatti in molte simulazioni si è riscontrata una 
naturale tendenza del sistema a sviluppare reti semplificate. 
Il  secondo meccanismo funziona in questo modo. La mutazione 
casuale delle sinapsi esaminata nei precedenti paragrafi viene 
realizzata in modo che il numero casuale aggiunto ad una sinapsi 
positiva abbia una media negativa, quello aggiunto ad una sinapsi 
negativa abbia una media positiva. In questo modo si ottiene l’effetto 
di una decadenza tendenziale spontanea delle sinapsi che non hanno un 
effetto positivo in termini di fitness. 
Un ultimo problema che prendiamo in considerazione riguarda 
l’uso di numeri casuali nelle simulazioni. Nelle simulazioni sono 
spesso usati dei numeri casuali, ad esempio per simulare variazioni 
stocastiche di alcuni fattori ambientali, rumore, condizioni iniziali 
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0  1  
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casuali, ecc.. I numeri casuali generati dai computer però, sono in 
realtà dei numeri pseudo-casuali in quanto vengono prodotti tramite 
appositi algoritmi. Così un certo risultato di una simulazione, ad 
esempio un certo comportamento osservato negli agenti artificiali ed 
imputato dal ricercatore a particolari situazioni dell’ambiente simulato, 
potrebbe essere stato determinato dalla particolare serie di numeri 
casuali generata nella simulazione. Fortunatamente la particolare serie 
di numeri casuali generata dal calcolatore è legata ad un particolare 
numero intero, il “seme dei numeri casuali”, e nel programma si può 
specificare di scegliere a caso questo numero ad ogni inizio 
simulazione. In questo modo le simulazioni possono essere ripetute con 
diverse serie di numeri casuali. Questo consente di valutare se i 
risultati osservati dipendono da caratteristiche proprie del fenomeno 
osservato, e non da alcune condizioni iniziali o dalle particolari 
realizzazioni dei processi stocastici presenti nelle simulazioni. 
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Capitolo 5 
Simulazioni di mercati monopolistici, ed 
oligopolistici 
 
Introduzione 
Nel primo capitolo abbiamo mostrato come la teoria della 
razionalità limitata abbia evidenziato un grosso limite che la teoria 
della razionalità incontra nel costruire i modelli degli agenti 
economici, individui od organizzazioni complesse. Tale limite consiste 
nel non possedere gli strumenti per rappresentare esplicitamente nei 
modelli i  processi cognitivi degli agenti (l’apprendimento, 
l’adattamento, la limitazione delle informazioni a disposizione 
dell’agente, la limitazione delle capacità cognitive, ecc.). Questa 
rappresentazione è invece in alcuni casi essenziale. Senza di essa non 
si possono costruire modelli che sappiano prevedere correttamente il 
comportamento degli agenti.  Infatti i  processi cognitivi degli agenti,  in 
particolari situazioni ambientali, possono portare a comportamenti 
divergenti da quelli razionali (prevedibili sulla base dei soli obiettivi 
degli agenti e dell’ambiente in cui essi operano). 
Nel secondo capitolo abbiamo mostrato come un paradigma di 
ricerca dell’intelligenza artificiale, il Connessionismo, abbia notevoli 
punti di contatto ed una generale affinità di principi con la visione 
degli agenti proposta dalla teoria della razionalità limitata. Per questo 
esso costituisce una fonte ideale di strumenti con cui rappresentare, 
all’interno di modelli simulativi, i  processi cognitivi degli agenti.  
In questo capitolo descriveremo i risultati ottenuti con delle 
simulazioni di mercati monopolistici ed oligopolistici. Lo scopo è 
mostrare con degli esempi concreti come gli strumenti sviluppati dal 
Connessionismo consentano effettivamente di costruire modelli 
simulativi dove sia presente una rappresentazione, anche se in forma 
stilizzata, dei processi cognitivi degli gli agenti reali.  
Il  capitolo ha due fili conduttori. 
Primo filo conduttore. 
Il primo filo conduttore verrà seguito per l’esposizione delle 
simulazioni. Esso è legato a quanto appena detto, nel senso che intende 
mostrare i problemi che abbiamo incontrato nell’uso degli strumenti 
proposti dal Connessionismo, le soluzioni che abbiamo sviluppato per 
risolverli,  la flessibilità e la capacità di rappresentazione dei modelli 
simulativi connessionistici. 
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Questo filo conduttore è sintetizzabile con lo schema seguente 
(esso diverrà pienamente chiaro nel corso del capitolo). 
 
 
Questo schema indica i diversi gruppi di simulazioni che abbiamo 
realizzato. Inoltre accenna ai problemi incontrati ed alle soluzioni 
adottate per affrontarli.  Ad ogni gruppo di simulazioni corrisponde un 
paragrafo del capitolo. 
Osserviamo che in questa sede non mostreremo graficamente i 
risultati ottenuti con le simulazioni relative all’apprendimento per 
prove ed errori (quindi non ci sarà un paragrafo dedicato ad esso), in 
quanto non abbiamo dotato della parte grafica il simulatore con cui le 
abbiamo realizzate. Per l’analisi delle implicazioni teoriche di tali 
risultati,  rimandiamo al capitolo precedente dove si esamina il 
problema dell’implementazione dei meccanismi di apprendimento degli 
agenti. 
Secondo filo conduttore. 
Per ogni gruppo di simulazioni realizzate abbiamo ottenuto dei 
risultati economici interessanti, spesso relativi alla particolare visione 
degli agenti offerta dalla teoria della razionalità limitata. Il  secondo 
filo conduttore del capitolo è costituito proprio dall’illustrazione e 
dalla discussione di questi risultati.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Simulazioni  del l ’ol igopolio.  Meccanismo di  
apprendimento per  prove ed error i .  
Cri t iche teor iche e  problemi prat ici  cui  va incontro  
questo meccanismo di  apprendimento.  
Simulazioni  del  monopolio  classico.  
Meccanismo di  apprendimento con 
selezione del le  congetture t ramite i l  
modello  interno.  
Simulazioni  del  monopolio  con 
informazione l imitata .  Meccanismo di  
apprendimento con selezione del le  
conget ture t ramite  i l  modello  interno.  
Simulazioni  del l ’ol igopolio.  Meccanismo di  apprendimento con 
selezione del le  conget ture t ramite  i l  modello  interno.  I l  problema 
“del l’ar tefat to” del l’usci ta  degli  agenti  dal  mercato .  
Soluzione con i l  meccanismo degli  
obiet t ivi  mult ip l i .  
Simulazioni  modello  di  Sylos Labini .
Soluzione con i l  meccanismo del la  
elevata  vivaci tà  di  mercato.  
Simulazioni  emergenza del  mark-up 
Effet t i  prodott i  da part icolar i  condizioni  
microeconomiche sul  prezzo di  mercato.  
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Accenniamo ora al contenuto dei diversi paragrafi .  
Nel primo paragrafo, nell’ambito di un modello classico di 
monopolio, mostreremo come l’apprendimento adattivo per selezione 
interna delle congetture possa portare gli agenti ad assumere 
comportamenti prevedibili mediante l’approccio della teoria della 
razionalità. Questo conferma la capacità di previsione dei modelli 
costruiti secondo l’approccio della versione “as if” di tale teoria, in 
situazioni di ambiente stabile. Cominceremo inoltre a testare la reale 
capacità di apprendimento degli agenti artificiali da noi realizzati,  per 
avere delle chiavi di lettura con cui interpretare i risultati ottenuti con 
le simulazioni successive sull’oligopolio. 
Nel secondo paragrafo esamineremo i risultati di alcune 
simulazioni di un mercato monopolistico dove l’agente monopolista 
non dispone di informazioni sui parametri delle curve di domanda, di 
costo, ecc., come nel modello classico esaminato nel paragrafo 
precedente, ma dispone di informazioni “puntiformi” su particolari 
valori passati e presenti della domanda, del prezzo fissato, della 
risposta ambientale in termini di profitto ottenuto, ecc.. 
In questo contesto dapprima continueremo a misurare la capacità 
di apprendimento degli agenti, ed in particolare valuteremo quale è il 
grado di “rumore cognitivo” che rende gli agenti incapaci di 
apprendere. Poi mostreremo come l’introduzione di una vera capacità 
di apprendimento modifichi la visione dell’azione degli agenti. Essa 
non è più concepibile come una semplice implementazione di un 
progetto elaborato a priori in modo razionale, completo ed esplicito. 
Va vista invece come la realizzazione di progetti parziali ed impliciti 
che comportano l’acquisizione di nuova informazione in prossimità dei 
singoli problemi incontrati (attraverso l’apprendimento), la 
ripianificazione continua, l’applicazione del bagaglio di routines 
disponibili,  ecc.. In generale quindi l’azione appare non più come la 
semplice realizzazione di un progetto elaborato a priori, ma come il 
risultato di un continuo adattamento reciproco tra agente ed ambiente. 
Nel terzo paragrafo cominceremo ad affrontare le simulazioni 
sull’oligopolio. Illustreremo il problema della tendenza riscontrata 
nelle nostre prime simulazioni, alla fuoriuscita degli agenti dal 
mercato e quindi al passaggio ad una situazione di monopolio. Come 
vedremo questo fenomeno non era legato alla particolare natura del 
mercato oligopolistico simulato, ma era un “artefatto” derivante da 
alcuni limiti cognitivi dei nostri agenti.  Un “artefatto” è un fenomeno 
che emerge da un modello ma che non è ascrivibile al fenomeno 
studiato, bensì è il prodotto artificiale di qualche scorrettezza del 
modello stesso. Nel nostro caso il mercato oligopolistico degenerava 
verso il monopolio a causa del basso grado di “lungimiranza” di cui 
erano dotati i  primi agenti costruiti.  Ciò li portava a perseguire il  
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profitto di breve periodo, a scapito della quota di mercato e del 
profitto di medio e lungo periodo. 
Nel quarto paragrafo mostreremo una prima soluzione al problema 
detto, consistente nell’introdurre esplicitamente nel modello 
l’obiettivo della conservazione di una certa quota di mercato accanto 
all’obiettivo del profitto. 
Avremo così la possibilità di mostrare due aspetti interessanti dei 
modelli simulativi proposti nella tesi. Il  primo consiste nel fatto che i 
modelli in questione consentano di dotare gli agenti di obiettivi 
multipli ricorrendo a meccanismi tipicamente satisfying  (invece di 
ricorrere a concetti come l’utilità marginale, ecc.). Il  secondo consiste 
nei risultati di alcune simulazioni che incorporano i concetti di 
produzione massima degli impianti e di soglia minima di profitto, 
proposti dal modello di oligopolio di Sylos Labini. 
Nel quinto paragrafo introdurremo una seconda soluzione al 
problema della fuoriuscita delle imprese dal mercato, consistente 
nell’utilizzo nel modello interno della realtà posseduto dall’agente, di 
una vivacità di mercato più alta di quella reale. Questo consente di 
accentuare l’importanza data dall’agente alla quota di mercato rispetto 
al conseguimento del profitto di breve periodo. 
In questo contesto mostreremo come più l’ambiente economico 
dove agiscono gli agenti risulta complesso rispetto alle loro capacità 
cognitive, più il loro comportamento tenderà ad utilizzare routine 
semplici, come il mark-up puro, che li allontanerà dal comportamento 
razionale e dall’ottimo assoluto. 
Nel sesto paragrafo, infine, mostreremo come i modelli proposti 
consentono di regolare una serie di fattori psicologici, come la 
lungimiranza degli agenti, o altri aspetti di tipo microeconomico, come 
la reattività dei consumatori alle variazioni dei prezzi, permettendo 
così di studiare come l’evoluzione globale del sistema, ad esempio il 
livello medio del prezzo, possa dipendere da essi. Inoltre mostreremo 
come i processi cognitivi degli agenti possano portare a comportamenti 
non prevedibili con i modelli razionali, i  quali non contengono affatto 
una rappresentazione di tali processi. 
 
5.1 Simulazioni del monopolio classico 
In questo paragrafo mostreremo delle simulazioni che 
costituiscono una versione dinamica dei modelli del mercato 
monopolistico classico illustrato teoricamente nel secondo capitolo. 
L’obiettivo è quello di cominciare a testare la capacità di 
apprendimento degli agenti artificiali creati in modo da avere delle 
informazioni con cui interpretare i risultati ottenuti con le simulazioni 
sull’oligopolio dei paragrafi successivi, e di ottenere alcuni risultati 
relativamente all’impostazione della teoria della razionalità “as if”. 
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Prima di illustrare i risultati di questo primo gruppo di 
simulazioni, specifichiamo le loro caratteristiche. 
Nella prima simulazione l’intercetta della domanda e quella dei 
costi totali (quindi i costi variabili) mutano casualmente di periodo in 
periodo mediante il meccanismo della variazione casuale regolabile 
illustrato nel capitolo quarto. Tali variazioni sono rispettivamente del 
20% e 30 % intorno ai valori medi di 250 e 50. 
In accordo con l’impostazione dei modelli classici sul monopolio, 
l’informazione dell’agente sui propri costi e sulla domanda è perfetta: 
egli conosce le curve in termini dei loro parametri. Elenchiamo qui di 
seguito le informazioni relative a tali parametri,  le altre informazioni a 
disposizione dell’agente e le variabili decisionali :  
 
 
Il  tipo di reti che compongono l’agente, ipotizzando che lo 
sperimentatore abbia fissato pari a tre il numero dei neuroni hidden 
delle reti/congetture, sono quindi del tipo seguente : 
 
A : Intercetta domanda 
B : Valore assoluto della pendenza della domanda 
C : Intercetta della curva dei costi medi 
D : Valore assoluto della pendenza della curva dei costi 
medi 
cost : Costante (utilizzabile come “appoggio fisso” dalle reti) 
Q-1 : Quantità fissata il periodo precedente (valore passato 
della variabile decisionale) 
P-1 : Prezzo determinato dal mercato nel periodo precedente 
Pro-1 : Profitto ottenuto nel periodo precedente 
dQ : Variazione della quantità registrata passando dal 
secondo periodo precedente al primo periodo precedente
dP : Variazione dei prezzi registrata passando dal secondo 
periodo precedente al primo periodo precedente 
dPro : Variazione del profitto registrata passando dal secondo 
periodo precedente al primo periodo precedente 
Q : Quantità fissata: variabile decisionale 
- :  Uscita di controllo (ulteriore possibile variabile 
decisionale, non utilizzata in queste simulazioni) 
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Come appare in figura la variabile decisionale è unica: la quantità 
prodotta e venduta. La seconda uscita della rete, quella indicata con “-
”, è stata introdotta per effettuare controlli sul funzionamento del 
sistema: comportamento dei pesi afferenti a tale unità, entità e 
variazione dell’attivazione, creazione distruzione di sinapsi, ecc.. 
Inoltre la sua presenza evidenzia come il modello simulativo utilizzato, 
essendo impostato sulla logica della rappresentazione della conoscenza 
diffusa del Connessionismo, consenta di variare con facilità sia il tipo 
che il numero delle informazioni a disposizione dell’agente, sia il tipo 
che il numero delle variabili decisionali.  
Per quanto riguarda la “struttura cognitiva” dell’agente artificiale, 
il repertorio di reti di cui dispone l’agente e costituito da reti come 
quella appena illustrata. Nella simulazione di cui ora mostriamo i 
risultati l’agente era costituito da 81 reti con 5 neuroni hidden 
ciascuna. La selezione e la produzione di nuove procedure è stata 
realizzata ogni 5 periodi. I periodi totali sono stati 500. 
Vediamo ora il tipo di apprendimento dell’agente. 
Esso è costituito dal meccanismo di apprendimento con congetture 
e selezione mentale descritto in dettaglio nel capitolo precedente. Qui 
ricordiamo solo alcuni aspetti di tale meccanismo. Esso è basato sugli 
algoritmi genetici.  La valutazione (che stabilisce la fitness) e la 
selezione delle reti/procedure, avviene sulla base della conoscenza 
della domanda da parte dell’agente. Mediante tale informazione, 
l’agente può attribuire una fitness a tutte le reti/procedure del 
repertorio. Infatti con tale informazione può calcolare quali risultati 
avrebbe ottenuto se avesse utilizzato una particolare procedura diversa 
da quella effettivamente utilizzata (la procedura effettivamente 
utilizzata ogni volta, è quella che si è mostrata migliore fino a quel 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      Q               -  
  I        c         a        b      cost    q-1   P-1  pro-1   dQ     dP   dPro 
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momento). In questo modo può individuare le reti/procedure migliori, 
produrre nuove reti/procedure “incrociando” quelle migliori, e può 
quindi sviluppare nel tempo comportamenti sempre più efficaci. 
L’agente è dotato di un unico bisogno/obiettivo : l’incremento del 
profitto. 
I risultati ottenuti sono buoni dal punto di vista della capacità di 
apprendimento dell’agente. L’agente individua dopo una decina di 
interazioni il livello medio di produzione da realizzare. Dopo appena 
un centinaio di periodi fissa una quantità quasi uguale a quella ottima 
calcolata analiticamente con le formule viste nel capitolo terzo. Ciò è 
evidenziato dal grafico successivo relativo agli ultimi 50 periodi della 
simulazione. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Un altro risultato interessante è che dopo 300-400 interazioni 
l’agente impara che le uniche informazioni che veramente contano e 
sulle quali conviene focalizzare l’attenzione sono quelle relative alle 
intercette della curva di domanda e della curva dei costi medi. 
Ora mostreremo perché questo tipo di focalizzazione è razionale. 
Poi daremo la prova di questa focalizzazione mostrando la 
tabella/matrice dei pesi della rete migliore sviluppata dall’agente, 
ricordando anche come vanno interpretate tali matrici. Infine 
interpreteremo i risultati ottenuti.  
La “razionalità” della focalizzazione detta è dimostrata dal fatto 
che le intercette della curva di domanda e della curva dei costi medi 
costituiscono gli unici parametri soggetti a variazione nell’ambito 
della formula della quantità ottima vista nel capitolo terzo. Per 
comodità riportiamo qui tale formula. I è l’intercetta della curva di 
domanda, a quella dei costi medi, C è una costante pari ad 1 / (c+b) 
che assume il valore di 1/2 nel nostro caso essendo b = c = 1 : 
 
Quan t i t à  f i s sa t a  da l l ’agen te  
Quan t i t à  o t t ima le  
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(5.1.1)         q *  =  
I -  a
2 (c +  b)
 =  
1
c + b
 
1
2
 (I -  a) =  C 
1
2
 (I -  a)  
 
Tale focalizzazione risulta evidente osservando la struttura delle 
reti neurali sviluppate durante le interazioni con l’ambiente. 
Presentiamo qui la tabella/matrice dei pesi della rete del repertorio di 
reti dell’agente, che nell’ultima iterazione aveva la fitness più alta. 
 
 
Ricordiamo brevemente come vanno interpretate le tabelle relative 
ai pesi delle reti neurali sviluppate dagli agenti. Infatti useremo spesso 
queste tabelle in tutti i  paragrafi del capitolo. 
Nelle tabelle dei pesi delle reti,  i  pesi collocati nelle colonne 
corrispondenti alle diverse informazioni che hanno importanza per il 
comportamento dell’agente, sono quelli evidenziati in neretto. Essi 
sono superiori a 200 (salvo che per i pesi della colonna della variabile 
decisionale, Q in questo caso, che possono essere anche inferiori). In 
base alle nostre osservazioni, questo è il valore che un peso deve 
superare affinché l’informazione che corrisponde ad esso produca 
effetti di una certa rilevanza sul comportamento dell’agente. Oltre ad 
essere superiori a 200 tali pesi devono corrispondere alle righe che 
hanno un peso, indicato in neretto/corsivo, in corrispondenza della 
colonna della variabile decisionale. Questo è il peso della connessione 
esistente tra il neurone hidden, corrispondente alla particolare riga, e il 
neurone della variabile decisionale. Se esso manca significa che il 
neurone hidden non è collegato all’uscita, per cui tutte le connessioni 
provenienti dai neuroni di input (a monte di esso) e corrispondenti alle 
diverse informazioni a disposizione dell’agente, non hanno rilevanza. 
Ricordiamo inoltre che pesi positivi in corrispondenza delle 
informazioni, indicano una relazione positiva tra variabile in input e 
variabile decisionale, mentre pesi negativi indicano una relazione 
negativa (ciò a condizione che il peso presso la variabile decisionale, 
corrispondente alla informazione considerata, sia positivo. Ciò avviene 
quasi sempre nelle nostre simulazioni). Comunque per una descrizione 
completa dell’interpretazione dei pesi e delle strutture delle reti in 
relazione ai comportamenti espressi, rimandiamo al capitolo 
precedente. 
 I  c  a  b  cost  q  
-1  
p  
-1  
Pr  
-1  
dq dp dPr  Q - 
1° hid .        
2° hid .  -739  723 -763   -778 
3° hid        
4° hid  772     441 
5° hid  -588  531   -777 
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Tornando all’interpretazione della specifica tabella mostrata, 
notiamo come i pesi rilevanti siano quelli presso le colonne delle 
informazioni corrispondenti alle intercette della curva di domanda e 
della curva dei costi medi. 
Questi risultati sono importanti in quanto indicano che il 
dispositivo cognitivo artificiale creato è dotato di una reale capacità di 
apprendimento, risultato di per se non semplice da realizzare. Esso 
infatti riesce a selezionare tra le molte informazioni disponibili quelle 
che veramente contano, come evidenzia la tabella dei pesi. Inoltre 
riesce ad imparare a costruire su tali informazioni un comportamento 
ottimo, come evidenziato dal grafico relativo alle quantità fissate. 
Un altro risultato interessante è che ripetendo le simulazioni con 
gli stessi ambienti e con semi diversi delle serie di numeri casuali, le 
reti che si sviluppano tendono ad avere la stessa struttura. Il  
comportamento è quindi indipendente dalle condizioni iniziali.  Invece 
variando l’ambiente economico la rete tende a convergere verso 
strutture differenti, ad esempio se nella simulazione precedente la 
variabilità dell’intercetta della domanda viene posta pari al 10% 
anziché 20%, si ha la tendenza ad ottenere la seguente struttura delle 
reti (anche con più simulazioni con semi dei numeri casuali diversi, si 
giunge a strutture simili): 
 
 
Questi risultati sono importanti dal punto di vista della teoria 
economica, in quanto mostrano come in ambienti sostanzialmente 
stabili e semplici come quello visto, i meccanismi di apprendimento 
adattivo di cui gli agenti sono dotati portano a selezionare 
comportamenti vicini all’ottimo. In questi casi quindi, la visione “as 
if” della teoria della razionalità porta a previsioni corrette del 
comportamento degli agenti. 
Come vedremo però, man mano che l’ambiente diventa più 
complesso ed aumenta l’incertezza sostantiva e procedurale, si va 
incontro ad una biforcazione tra comportamento effettivo legato 
all’apprendimento adattivo ed i comportamenti razionali ottimali. Gli 
agenti infatti sviluppano varie strategie simili a quella della 
focalizzazione discussa poco prima, con lo scopo di affrontare la 
complessità della realtà. Così facendo però si allontanano dal 
comportamento razionale in quanto la focalizzazione in questi casi 
 I  c  a  b  cost q 
-1  
p  
-1  
Pr  
-1  
dq dp dPr  p  -  
1° hid .        
2° hid .  -590     780 
3° hid  -701  766   -450 
4° hid        
5° hid  -605  590   -553 
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“taglia fuori” informazioni che potrebbero avere un peso nel migliorare 
il comportamento. Tale esclusione infatti in questo caso non dipende 
dall’inutilità delle informazioni a disposizione. Dipende invece da una 
eccessiva articolazione delle informazioni che gli agenti non sono in 
grado di trattare e trasformare in conoscenza (capacità di azione e 
reazione) con le loro limitate capacità cognitive. 
In particolare con ambienti complessi ed instabili ripetendo una 
simulazione due volte con gli stessi parametri ma variando il seme dei 
numeri casuali, il  comportamento sviluppato dagli agenti può essere 
molto differente. Emerge quindi la tendenza satisfying:  gli agenti non 
sviluppano comportamenti che portano all’ottimo assoluto (ammesso 
che esista e sia unico), ma sviluppano i migliori comportamenti per 
essi possibili date le limitate capacità cognitive ed informazioni di cui 
dispongono. 
 
 
5.2 Simulazioni di mercati monopolistici con informazione 
limitata degli agenti 
 
In un secondo gruppo di simulazioni sul monopolio abbiamo 
utilizzato l’ambiente economico illustrato dettagliatamente nel 
paragrafo 3.4. Esso è caratterizzato da una domanda lineare 
decrescente e da rendimenti costanti (che comportano costi variabili 
costanti). 
Contrariamente alle simulazioni del paragrafo precedente il  
sistema di informazione è più vicino allo schema teorico della 
razionalità limitata e dell’informazione imperfetta. Abbiamo infatti 
ipotizzato che la curva di domanda sia ignota al monopolista: egli può 
solo osservare come i consumatori reagiscono al prezzo fissato ed 
elaborare congetture sul loro comportamento. Quindi le informazioni a 
disposizione dell’agente non sono più espresse in termini di parametri 
di funzioni, ma in termini di reazioni dell’ambiente alle sue azioni 
espresso (espresse ad esempio dal profitto realizzato e dalla quantità 
assorbita dal mercato). Un ulteriore differenza consiste nel fatto che 
nelle simulazioni del paragrafo precedente la variabile decisionale era 
la quantità di produzione realizzata. Ora è il prezzo di vendita. 
In complesso le informazioni a disposizione dell’agente, e le 
variabili decisionali, sono le seguenti: 
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La struttura cognitiva dell’agente è come quella descritta nel 
paragrafo precedente: un repertorio di reti neurali che hanno in entrata 
le informazioni appena viste, ed in uscita la variabile decisionale (il 
prezzo). 
Anche qui si ha un solo bisogno/obiettivo costituito 
dall’incremento del profitto. 
Come nel paragrafo precedente, il  meccanismo di apprendimento è 
costituito dall’apprendimento per congetture (o procedure) illustrato 
nel capitolo precedente. L’agente possiede un repertorio di congetture 
che seleziona confrontandole con la realtà (ciò vale per una sola 
congettura, quella utilizzata per l’azione) o con il modello interno 
dell’ambiente. C’è però una differenza sostanziale rispetto a quanto 
avviene nel paragrafo precedente. 
Nel paragrafo precedente il  modello interno dell’ambiente di cui è 
dotato l’agente, è costituito dalle stesse informazioni di cui dispone il 
ricercatore: il modello del sistema economico in forma di equazioni 
matematiche. Questo è il  frutto dell’impostazione della teoria della 
razionalità che, prevedendo una perfetta informazione per gli agenti, 
identifica le informazioni degli agenti con quelle del ricercatore stesso 
(quindi con il suo modello matematico). 
CF : Costi fissi.  
CV : Costi variabili per unità di prodotto. 
CV-1 : Costi variabili per unità di prodotto del periodo 
precedente. 
PM-1 : Prezzo di mercato del periodo precedente. E’ uguale al 
prezzo fissato dall’agente nel periodo precedente. E’ 
presente in quanto il simulatore utilizzato è lo stesso 
con cui sono state realizzate le simulazioni 
dell’oligopolio. 
QM-1 : Quantità di mercato prodotta e venduta nel periodo 
precedente 
P-1 : Prezzo fissato nel periodo precedente. 
S-1 : Quota di mercato del periodo precedente. Il  suo valore è 
costantemente uguale ad 1. 
dS : Variazione della quota di mercato registrata passando 
dal secondo periodo precedente al primo periodo 
precedente. E’ costantemente uguale a 0. 
dPro : Variazione del profitto registrata passando dal secondo 
periodo precedente al primo periodo precedente. 
P : Prezzo fissato: variabile decisionale. 
- : Uscita di controllo del funzionamento della rete 
(possibile ulteriore variabile decisionale). 
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Invece nei modelli simulativi di questo paragrafo e dei paragrafi 
successivi, le informazioni dell’agente sul sistema, sono diverse da 
quelle del ricercatore. Come detto nel capitolo precedente, l’ideale 
sarebbe dotare gli agenti di reti in grado di costruirsi un modello 
interno dell’ambiente in base all’esperienza. In questa tesi, però, per 
semplicità non abbiamo dotato l’agente di tale capacità di 
apprendimento, ma abbiamo “simulato” le informazioni sull’ambiente, 
che l’agente avrebbe ottenuto con tale apprendimento (la effettiva 
capacità di apprendimento dei nostri agenti è dunque limitata allo 
sviluppo delle azioni di fissazione del prezzo sulla base delle 
informazioni a disposizione. Questo il linea con l’obiettivo di 
concentrare l’attenzione sul tipo di comportamento emergente in 
diverse condizioni ambientali). Così l’ambiente interno è costituito da 
una stima “rumorosa” degli effetti che avrebbe avuto l’adozione di una 
procedura diversa da quella realmente utilizzata, formulata a partire 
degli effetti prodotti da quest’ultima. Più l’azione ipotetica 
(procedura/congettura) da stimare si allontana da quella effettiva, più 
tale rumore è forte (per una descrizione dettagliata rimandiamo al 
capitolo precedente). 
Vedremo ora una serie di simulazioni sul monopolio dove 
vengono introdotti diversi livelli di instabilità ambientale e di “rumore 
cognitivo”, in modo da avere la misura degli effetti di tali 
perturbazioni sulla capacità di azione degli agenti. Queste informazioni 
saranno utili per interpretare i risultati che vedremo dopo 
relativamente alle simulazioni sull’oligopolio. 
Nella prima simulazione la domanda è mantenuta stabile 
(intercetta 1000 e valore assoluto del coefficiente angolare pari ad 1), 
mentre i costi variabili unitari mutano casualmente del 30% attorno al 
valore di 300 (in al meccanismo descritto nel capitolo precedente). 
L’agente è costituito da 81 reti con 3 neuroni hidden ciascuna 
(pochi perché in simulazioni con più neuroni hidden il sistema li 
eliminava spontaneamente). Il  rinnovo delle reti avviene ogni 15 cicli 
impieganti la stessa rete ovvero ogni 20 cicli massimi, secondo la 
logica descritta nel capitolo precedente. I cicli totali sono stati 1000. 
L’agente individua dopo poche iterazioni il livello medio di 
prezzo da fissare (circa 20-30 iterazioni, non visibili nel grafico 
successivo). Per quanto riguarda gli aggiustamenti “locali” rispetto le 
informazioni disponibili,  l’agente dopo 400-500 interazioni impara che 
le uniche informazioni che veramente contano, e sulle quali conviene 
focalizzare l’attenzione, sono quelle relative ai costi. Giunge così a 
fissare un prezzo pari a quello ottimo, come evidenziato dal grafico 
successivo: 
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Vediamo perché un comportamento ottimo deve basare l’azione 
solo sui costi variabili.  I costi variabili costituiscono gli unici 
parametri soggetti a variazione nella formula della quantità ottima 
vista nel capitolo terzo, che qui riportiamo per comodità: 
 
(5.2.1)                                 P =  
CVU
2
 +  
I
2
 
 
In questa formula I è l’intercetta della domanda, costante nelle 
nostre simulazioni (dal punto di vista delle reti neurali i  valori costanti 
non costituiscono informazioni rilevanti in quanto, determinando solo 
il livello delle variabili decisionali, possono essere rimpiazzati da 
qualsiasi altra costante moltiplicata con un opportuno fattore di 
proporzionalità). 
Una controprova del fatto che l’agente ha sviluppato un 
comportamento ottimo (osservato nel grafico), viene dall’analisi dei 
pesi delle reti che sono dietro tale comportamento. Indichiamo con la 
seguente tabella i pesi della rete del repertorio di reti dell’agente, 
migliore (a più alta fitness) a fine simulazione. In neretto sono 
evidenziati i  pesi che determinano il vero comportamento della rete 
(Cfr. le modalità di interpretazione nel paragrafo precedente. 
Ricordiamo solo che i pesi presenti su una riga priva dei pesi nella 
colonna “P”, sono completamente ininfluenti sulle risposte della rete): 
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Questa tabella mostra chiaramente come l’unica informazione 
selezionata ed utilizzata per l’azione è quella relativa appunto ai costi. 
A questo punto abbiamo ripetuto la stessa simulazione 
aumentando l’instabilità dell’ambiente introducendo una variazione 
casuale del 20% dell’intercetta della domanda e ponendo nuovamente 
pari a 15-20 il numero delle iterazioni dopo le quali rigenerare le 
procedure. I risultati ottenuti sono stati quelli mostrati nel grafico 
seguente. 
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L’agente riesce quindi a trovare una procedura che da risultati 
molto vicini a quelli ottimi date le informazioni limitate a 
disposizione, come indica l’andamento del valore di P-(CVU/2). Ciò 
nonostante la variabilità dell’ambiente. 
Il  valore P-(CVU/2) tracciato nel grafico costituisce una specie di 
cartina al tornasole per valutare se l’agente riesce ad adottare un 
comportamento vicino all’ottimo. Infatti poiché il prezzo ottimo, come 
appena visto, è dato dalla formula P*=CVU/2+I/2 , se I varia 
casualmente e non è noto all’agente, l’agente deve effettuare una stima 
media I  di I,  e basare su essa i suoi calcoli. Il  prezzo da lui fissato, 
ottimo rispetto alle informazioni in suo possesso, è quindi: 
 
 CF CV CV-1 PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS dPro P - 
1°hid.       
2°hid.   228   114 120
3°hid   208 35   
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(5.2.2)                                P =  
CVU
2
 +  
I
2
E  
 
Per cui la grandezza tracciata risulta: 
 
(5.2.3)     P -  
CVU
2
 =  P  -  
CVU
2
=  
CVU
2
 +  
I
2
 -  
CVU
2
  
I
2
E 


 =  
 
Un tracciato piatto di tale grandezza indica quindi che l’agente 
riesce a stimare opportunamente il valore medio di I ed a fissare un 
prezzo adeguato nonostante le fluttuazioni casuali della domanda. 
E’ qui importante sottolineare che le espressioni “riesce a stimare 
il parametro...” sono espressioni di comodo, basate sulla logica “as if”. 
In realtà gli agenti dei nostri modelli non effettuano alcun tipo di stima 
esplicita di parametri, ma adottando i meccanismi di apprendimento 
adattivo più volte descritti,  sviluppano procedure di fissazione del 
prezzo che possono eventualmente convergere verso i comportamenti 
previsti dalla teoria della perfetta razionalità. Questo è proprio quanto 
accade nella simulazione appena illustrata: il comportamento 
sviluppato è tale che l’agente fissa il prezzo come se stimasse 
effettivamente il valore medio dell’intercetta della domanda e 
risolvesse le equazioni per calcolare il  prezzo ottimo. In realtà le 
uniche informazioni di cui dispone sono relative ai valori (non le 
equazioni) dei costi presenti e passati, alle condizioni passate 
dell’ambiente, alle azioni passate degli avversari, al feedback 
ambientale espresso in termini di profitto ottenuto, e la costruzione del 
comportamento efficace avviene con un processo di adattamento 
progressivo sulla base di esse. Le eventuali stime effettuate, quindi, 
non solo sono codificate in forma implicita insieme ad altre 
informazioni nelle reti neurali sviluppate dall’agente, ma sono anche 
costituite da conoscenze procedurali, come la stima della “reazione 
media” dei consumatori o degli avversari, piuttosto che da stime di 
parametri di equazioni. Il  salto qualitativo effettuato con i modelli di 
agente qui proposti rispetto a quelli della teoria della perfetta 
razionalità, consiste proprio in questo. La previsione/descrizione del 
comportamento dell’agente non è realizzata attraverso una analisi 
“esterna” all’agente, degli obiettivi e dell’ambiente che lo 
caratterizzano, ma attraverso una analisi e modellizzazione dei 
processi decisionali e di azione “interni” all’agente stesso. 
Lo scopo delle simulazioni successive è stato quello di valutare 
l’effetto sulla capacità di apprendimento dell’agente di diversi livelli 
di rumore cognitivo introdotti mediante le tre fonti di rumore discusse 
nel capitolo precedente: rumore sulla supposizione della quota di 
mercato conseguibile, rumore sulla valutazione della risposta della 
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domanda, rumore sulla supposizione del profitto ottenibile. Trattandosi 
di simulazioni sul monopolio abbiamo potuto testare solo gli effetti 
delle ultime due fonti di rumore. 
Nella prima simulazione abbiamo posto la variabilità 
dell’intercetta della domanda pari a 20% e quella dei costi variabili 
unitari pari a 30%. Il numero di iterazioni dopo le quali generare nuove 
procedure pari a 15-20. Abbiamo poi posto il rumore relativo alla 
domanda ed al profitto pari al 50%. Il risultato, mostrato nel grafico 
seguente, è stato che l’agente riesce a trovare il  livello medio del 
prezzo ottimo ma risulta incapace, anche dopo 2000 iterazioni, di 
utilizzare l’informazione relativa ai costi per apportare gli opportuni 
aggiustamenti al prezzo. 
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Nelle simulazioni successive abbiamo progressivamente abbassato 
l’entità del “rumore cognitivo”, per trovare la soglia sotto la quale 
l’agente riesce a “capire” l’utilità dell’informazione relativa ai costi. 
Con le coppie di valori 20%-10%, 15%-15%, 10%-20% relative 
alle fonti di rumore viste, l’agente non apprende. Con la coppia di 
valori 12%-12% l’agente trova la procedura giusta ma a causa degli 
errori di valutazione del feedback ambientale la utilizza in modo 
alternato insieme ad altre procedure, indicando che questi sono i valori 
soglia del rumore tollerato. Il  grafico seguente è relativo a 
quest’ultima simulazione, realizzata con un numero elevato di 
iterazioni, 5000, per essere sicuri del raggiungimento di una situazione 
di equilibrio. 
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Con i valori 10%-10% del rumore la prestazione, dopo circa mille 
iterazioni, è abbastanza buona: nonostante la variabilità delle 
condizioni interne all’impresa legate ai costi di produzione, alla 
variabilità esterna legata alla domanda, alla mancanza di informazioni 
dirette su questa ultima, al rumore cognitivo delle due tipologie dette, 
l’agente riesce ad avere un comportamento. Nel grafico seguente 
illustriamo tale procedura dopo circa duemila interazioni, quando è 
stata ulteriormente affinata. 
 
0
100
200
300
400
500
600
700
800
19
50
19
52
19
54
19
56
19
58
19
60
19
62
19
64
19
66
19
68
19
70
19
72
19
74
19
76
19
78
19
80
19
82
19
84
19
86
19
88
19
90
19
92
19
94
19
96
19
98
20
00
CVU P-(CVU/2) P ottimo P agente
 
 
 264
Mostriamo anche i pesi della rete emersa, che attestano l’avvenuta 
realizzazione di un buon apprendimento in quanto mostrano che 
l’agente è riuscito ad assegnare il giusto peso alle informazioni 
relative ai costi ed a trascurare le informazioni non rilevanti: 
 
 
Ora accenneremo ad un risultato ottenuto nell’ambito di due 
simulazioni analoghe a quelle precedenti, che verrà sviluppato più 
avanti con le simulazioni relative all’oligopolio. Esso mostra come 
l’introduzione nei modelli economici di una reale capacità di 
apprendimento degli agenti in presenza di incertezza sostantiva 
relativa all’ambiente(l’agente non ha determinate informazioni che gli 
sarebbero utili), può portare a comportamenti che non possono essere 
spiegati e previsti da modelli basati sull’ipotesi di razionalità e sul 
concetto di equilibrio. 
Vediamo ciò con una simulazione dove si ha domanda di mercato 
costante, variazione del 30% dei costi variabili unitari,  numero di 
iterazioni dopo le quali le procedure sono rigenerate molto basso, pari 
a 3-6. 
Essendo l’ambiente relativamente stabile, l’agente riesce ad 
apprendere quale sia il comportamento da adottare. Inoltre 
l’apprendimento è più rapido rispetto le simulazioni viste finora grazie 
ad una generazione più frequente delle procedure. Dopo appena un 
centinaio di iterazioni l’agente ha praticamente trovato il 
comportamento di successo, come è mostrato nel grafico seguente. 
 
 CF CV CV 
-1 
PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS 
 
dPro 
 
P  -  
1°hid.     71   
2°hid.   274  19 26  125  
3°hid    67 75  
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La procedura sviluppata, come si può desumere dal grafico 
seguente, è ancora più precisa rispetto a quella trovata nella 
simulazione analoga mostrata prima, grazie proprio al numero 
maggiore di generazioni di procedure realizzate durante le 1000 
iterazioni. 
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Nella simulazione successiva introduciamo una variabilità 
ambientale nella forma di variabilità dell’intercetta della domanda del 
20%, mantenendo invariati tutti i  restanti parametri. Il  risultato che si 
ottiene è mostrato nel grafico seguente. 
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Appare evidente come l’agente, nella ricerca della procedura 
efficace, “insegua” con ritardo il livello medio del prezzo ottimo, in 
quanto la procedura adottata è selezionata in base all’esperienza 
precedente relativa a poche iterazioni. Per questo non riesce poi ad 
imparare a modulare il prezzo rispetto ai costi. Il  problema consiste nel 
fatto che 3-6 iterazioni dopo le quali selezionare le procedure “buone” 
non consentono una visione ampia a tal punto da poter individuare il 
livello medio del prezzo “ottimo”. Ora ciò che ci interessa notare qui, 
oltre a questo problema di apprendimento, è il fatto che il mutare di 
livello medio del prezzo ottimo in queste circostanze rappresenta per 
l’agente un evento inatteso ed imprevedibile in quanto non affrontato 
nel periodo di 3-6 iterazioni precedenti e rispetto al quale egli ha 
selezionato il suo comportamento. Siamo quindi in presenza, avendo 
imposto limiti “cognitivi” molto restrittivi, di incertezza procedurale 
che si manifesta con il realizzarsi di eventi che l’agente non riesce ad 
interpretare. Ora se “l’orizzonte” di selezione delle procedure viene 
ampliato, l’agente riesce a selezionare la procedura opportuna, come 
appare dal grafico della seconda simulazione del paragrafo, realizzata 
con tali condizioni, che qui riportiamo per comodità (grafico 
successivo). 
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Se però nelle condizioni di orizzonte temporale breve viste prima, 
introduciamo il meccanismo cognitivo per il quale l’agente utilizza la 
procedura che si è rivelata migliore fino a quel momento, invece che la 
procedura che si è rivelata migliore nel gruppo di cicli precedenti, 
otteniamo che egli riesce ad adattarsi subito alle nuove circostanze che 
si producono nell’arco di 3-6 iterazioni ed a tenere un comportamento 
più efficace rispetto quello visto in precedenza, come mostra il  grafico 
seguente. 
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Il  risultato è importante in quanto l’agente, pur essendo dotato di 
capacità cognitive molto limitate avendo un orizzonte temporale di soli 
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3-6 periodi, riesce a compensare questa limitazione con la rapida 
capacità di apprendimento di cui è dotato. Tale capacità gli consente 
infatti di reagire quasi immediatamente all’insorgere di una situazione 
problematica completamente inaspettata, adottando così un 
comportamento di successo che non è, e non poteva esserlo in linea di 
principio, il frutto di un calcolo razionale a priori, ma è il frutto di un 
rapido adattamento dell’azione alle nuove circostanze realizzato nel 
momento dell’interazione con la realtà. 
Va inoltre aggiunto che in simulazioni sul monopolio come 
queste, il vantaggio di una capacità di adattamento rapida è limitato 
dato che la variazione del livello della domanda è completamente 
casuale, non ha un minimo di inerzia. In simulazioni più realistiche, 
con fluttuazioni progressive della domanda che non siano una random 
walk, il vantaggio di un rapido adattamento all’ambiente sarebbe 
ancora maggiore. 
 
5.3 Simulazioni di mercati oligopolistici 
Con questo paragrafo, e nei successivi fino alla fine del capitolo, 
mostreremo i risultati delle simulazioni dei mercati oligopolistici.  
L’ambiente economico (formarsi del prezzo di mercato come 
media pesata dei prezzi fissati dagli agenti, costi di produzione, 
domanda di mercato, variazione delle quote di mercato dei produttori 
in funzione dei prezzi, ecc.) e le modalità di interazione degli agenti 
economici (informazioni a disposizione, fissazione del prezzo in ogni 
interazione, ecc.) sono quelli descritti in dettaglio nel paragrafo 3.4. 
In particolare nelle simulazioni che mostreremo i costi variabili 
unitari sono posti pari a 300, i costi fissi pari a 10000, la domanda ha 
una intercetta di 1000 ed una pendenza di -1. 
Indichiamo ora le ipotesi economiche semplificatrici assunte nei 
modelli simulativi illustrati nei paragrafi successivi. Esse da una parte 
stabiliscono i precisi limiti dei modelli realizzati, dall’altra possono 
indicare le possibili linee di ulteriore sviluppo dei modelli stessi. 
L’assunzione di tali ipotesi, che a volte portano a notevoli 
semplificazioni dei modelli proposti rispetto la realtà dei mercati 
oligopolistici rappresentati, può essere giustificata con il fatto che gli 
obiettivi di questa tesi erano più orientati allo studio dell’utilità dei 
modelli simulativi che fanno uso degli strumenti di intelligenza 
artificiale, che alla costruzione di modelli completi dell’oligopolio. 
Una prima ipotesi semplificatrice è relativa alla capacità 
finanziaria delle imprese simulate, supposta illimitata. In sostanza 
nelle simulazioni le imprese possono produrre in perdita per periodi 
prolungati senza incorrere in nessun problema finanziario. Riteniamo 
che questa ipotesi non costituisca una grossa limitazione in quanto 
abbiamo scartato quasi tutte le simulazioni in cui le imprese 
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producevano in perdita. Ciò infatti era di solito legato a qualche 
anomalia di funzionamento della simulazione, ad esempio a valori dei 
parametri non adeguati, a scarsa capacità di apprendimento degli 
agenti, ecc.. In altri casi la produzione in perdita delle imprese è stata 
indotta creando di proposito situazioni ambientali estreme, ad esempio 
imponendo elevati livelli di competizione tra le imprese. 
Una seconda ipotesi semplificatrice assunta è relativa all’assenza 
di progresso tecnico. Questa ipotesi è limitativa in quanto il progresso 
tecnico costituisce probabilmente il fattore più importante 
dell’oligopolio. Le imprese simulate competono tra loro non potendo 
investire in ricerca tecnologica. Non possono quindi abbattere i costi 
di produzione con l’innovazione di processo, non possono abbattere i 
costi di gestione migliorando l’organizzazione, non possono produrre 
effetti sulla domanda attraverso l’innovazione di prodotto, ecc.. Per 
questi motivo molti fenomeni concernenti l’oligopolio, come la 
concorrenza basata sui vantaggi competitivi, gli aggiustamenti della 
struttura dell’industria dovuti all’allargamento del mercato indotto da 
innovazione tecnologica, il circolo virtuoso innovazione profitto 
innovazione, la diffusione dell’innovazione, ecc., non sono studiati nei 
modelli che mostreremo. 
Una terza ipotesi semplificatrice è che l’assenza di 
differenziazione tecnica è presente, oltre che temporalmente a livello 
di singola impresa, anche spazialmente tra imprese diverse. Infatti 
contrariamente a quanto avviene nei modelli di Sylos Labini, le 
imprese sono tutte dotate delle stesse tecnologie e quindi degli stessi 
costi.  
Vediamo ora la strutturazione cognitiva degli agenti.  
In queste simulazioni gli agenti sono dotati, come nel paragrafo 
precedente, del meccanismo di apprendimento basato sulla valutazione 
(fitness) e selezione delle congetture attraverso il modello interno 
dell’ambiente in possesso dell’agente. In particolare come visto, il  
modello interno dell’agente è rappresentato da informazioni 
sull’ambiente basate sulla risposte che l’ambiente ha dato alla 
procedura effettivamente utilizzata, ed affette da rumore tanto 
maggiore quanto maggiore è la distanza tra la congettura valutata e 
quella utilizzata. Per la descrizione completa di questo meccanismo 
rimandiamo al capitolo precedente. 
L’unico bisogno/obiettivo degli agenti è rappresentato 
dall’incremento del profitto. 
Il  valore medio della vivacità di mercato del modello interno 
dell’agente è pari al valore della vivacità di mercato reale. (Vedremo 
nel prossimo paragrafo che adottarne uno più alto consente di ottenere 
risultati importanti).  
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Le informazioni a disposizione di ogni agente sono le seguenti 
(supponendo ad esempio di avere un mercato con tre 
produttori/venditori, il  che comporta due avversari per ogni agente): 
 
 
Vediamo ora i risultati di una simulazione caratterizzata dai 
seguenti parametri: 1000 interazioni, 3 agenti, 31 procedure/congetture 
per agente, 3 neuroni hidden per rete, domanda stabile, variazione dei 
costi del 50%, vivacità del mercato di 0.01, 2 interazioni dopo le quali 
formulare altre procedure con stessa procedura e 3 al massimo, rumore 
domanda 0.1, rumore quota 0.1, rumore profitto 0.1. Essi sono 
riassunti nel grafico successivo. 
 
CF : Costi fissi.  
CV : Costi variabili per unità di prodotto. 
CV-1 : Costi variabili per unità di prodotto, del periodo 
precedente. 
P1-1 : Prezzo fissato dal primo avversario nel periodo 
precedente 
P2-1 : Prezzo fissato dal secondo avversario nel periodo 
precedente 
PM-1 : Prezzo di mercato del periodo precedente. 
QM-1 : Quantità prodotta e venduta nel complesso da tutti gli 
agenti nel periodo precedente (domanda di mercato) 
P-1 : Prezzo proprio fissato nel periodo precedente. 
S-1 : Propria quota di mercato del periodo precedente. 
dS : Variazione della quota di mercato registrata passando 
dal secondo periodo precedente al primo periodo 
precedente. 
dPro : Variazione del profitto registrata passando dal secondo 
periodo precedente al primo periodo precedente. 
P : Prezzo fissato: variabile decisionale. 
- :  Uscita di controllo (ulteriore variabile decisionale 
possibile). 
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Tale comportamento adottato dagli agenti per fissare i prezzi ha 
portato alla evoluzione delle quote del mercato mostrata nel grafico 
successivo. 
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In sostanza un agente dei tre, fissa costantemente un prezzo più 
basso di quelli degli altri agenti (primo grafico), divenendo presto 
l’unico produttore del mercato, cioè monopolista (secondo grafico). 
Dopo essere rimasto solo sul mercato egli impara a fissare i prezzi 
al livello ottimo di monopolio adottando lo stesso comportamento visto 
nelle simulazioni precedenti relative al monopolio. Ciò è evidenziato 
dal grafico seguente che riproduce gli ultimi 100 cicli della 
simulazione. 
 272
 
0
100
200
300
400
500
600
700
800
90
1
90
5
90
9
91
3
91
7
92
1
92
5
92
9
93
3
93
7
94
1
94
5
94
9
95
3
95
7
96
1
96
5
96
9
97
3
97
7
98
1
98
5
98
9
99
3
99
7
CV P Ottimo Monopolio P 3° Agente
 
 
In questo tipo di simulazioni la degenerazione del mercato verso 
il monopolio è una costante. Provando a ripetere le simulazioni 
variando in molti modi i parametri relativi all’ambiente o ai 
meccanismi cognitivi degli agenti, si ottiene sempre la stessa 
evoluzione del sistema: un agente fissa prezzi bassi per un certo 
periodo e diventa monopolista. Ciò costituisce evidentemente una 
anomalia dell’impostazione delle simulazioni in questione. E’ infatti 
vero che nei mercati reali vi sono continuamente imprese che escono 
dal mercato. Nelle simulazioni viste però, il fenomeno è troppo forte: 
un solo agente mantiene il prezzo a livelli prossimi ai costi mentre gli 
altri fissano da subito prezzi molto alti tanto da vedere azzerate 
rapidamente le loro quote di mercato. 
Il  verificarsi di questo fenomeno ci ha colto di sorpresa. Esso 
contrasta con il fatto che l’apprendimento per congetture adottato 
conferisce all’azione di incremento del profitto dell’agente un carattere 
di lungo periodo. Infatti con tale meccanismo di apprendimento, la 
valutazione di una procedura incorpora gli effetti prodotti nel tempo 
sulle quote di mercato dai prezzi fissati.  In sostanza quindi, gli agenti 
sono dotati di prospettiva temporale e perseguono un profitto di lungo 
periodo. Per questo non si spiega come mai essi continuino a fissare 
prezzi alti nonostante l’assottigliamento delle loro quote di mercato. 
Una prima interpretazione del fenomeno è stata quella di supporre 
che l’agente diventato monopolista avesse trovato rapidamente una 
procedura così forte da far uscire tutti gli altri dal mercato. Per 
verificare tale ipotesi abbiamo realizzato questa simulazione. Ogni 
volta che un agente usciva dal mercato (cioè che la sua quota scendeva 
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al di sotto di una certa soglia) abbiamo fatto entrare nel mercato stesso 
un nuovo agente, redistribuendo di nuovo quote di mercato paritarie 
per tutti.  Inoltre abbiamo dotato gli agenti entranti di un repertorio di 
procedure ottenute con il crossing over delle procedure dei due agenti 
con le quote di mercato più grandi. 
Tale meccanismo potrebbe essere giustificato economicamente 
osservando che le nuove imprese che entrano nel mercato cercano di 
imitare le tecnologie ed i modi di produzione delle imprese più 
efficienti già operanti. Gli agenti uscenti non possono invece imitare le 
imprese più efficienti a causa dell’irreversibilità che caratterizza le 
scelte tecnologiche e strategiche fatte in passato. Alternativamente si 
potrebbe supporre che gli agenti le cui quote di mercato vanno 
abbassandosi sotto valori critici, cercano di imitare le procedure delle 
imprese più efficienti. In questo secondo caso va però fatta l’ipotesi di 
possibilità di cambio rapido di procedure tecnologiche, strategiche, 
ecc.. 
I risultati ottenuti mostrano che i nuovi agenti escono rapidamente 
dal mercato. Come era prevedibile le reti/procedure ottenute come 
combinazione di diverse parti di reti/procedure “buone” attraverso il 
crossing over, sono delle cattive procedure. Questo perché sono 
costituite da un semplice aggregato non congruente di parti diverse. 
Abbiamo allora adottato una seconda soluzione: i nuovi agenti 
entrano con le stesse identiche procedure dell’agente migliore. In 
sostanza l’agente che esce dal mercato è sostituito da un agente copia 
identica dell’agente migliore. E’ una soluzione estrema ed irrealistica 
adottata per valutare se così facendo si sarebbe raggiunta una 
situazione di equilibrio senza più uscita continua di agenti dal mercato, 
grazie ad una omogeneizzazione progressiva delle procedure adottate 
dai vari agenti. In questo modo abbiamo potuto verificare se 
effettivamente uno degli agenti avesse sviluppato una procedura di 
azione molto più forte di quelle degli altri.  
Il  grafico seguente, relativo alle quote di mercato degli agenti, 
illustra i risultati ottenuti con una simulazione di 1000 periodi: 
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Come si evince da tale grafico, anche con la soluzione adottata 
non si raggiunge una situazione di stabilità. Gli agenti continuano a 
fuoriuscire dal mercato nel tempo, venendo sostituiti da agenti copia 
dell’agente migliore. Ciò vale anche per simulazioni lunghe fino a 
10000 periodi. Quel che accade è che nonostante i nuovi agenti che 
entrano nel mercato siano dotati di un repertorio di procedure identiche 
a quelle dell’agente migliore, la minime differenziazioni che si 
generano in essi attraverso il crossing over e le mutazioni, portano alla 
differenziazione dei comportamenti ed all’uscita di qualcuno dal 
mercato. 
Da ciò abbiamo dedotto che l’instabilità del sistema non 
dipendeva dall’emergere di un agente dotato di procedure di fissazione 
del prezzo estremamente più efficaci di quelle degli altri agenti. 
Abbiamo capito che la causa dell’instabilità del sistema era legata alla 
incapacità degli agenti artificiali creati,  di dare sufficiente peso agli 
effetti negativi prodotti da prezzi alti sulla quota di mercato. Si 
trattava cioè di un “artefatto”: un comportamento emerso dal modello 
dipendente da una cattiva costruzione di questo, piuttosto che dal 
fenomeno studiato. Abbiamo quindi trovato due soluzioni interessanti 
al problema. 
La prima è partita dall’ipotesi che gli agenti reali, accanto 
all’obiettivo del profitto, siano dotati di quello (esplicito) di non far 
scendere la loro quota di mercato (o la quantità venduta) al di sotto di 
un certo livello. Gli agenti delle simulazioni fissavano prezzi tali da 
uscire rapidamente dal mercato proprio perché non erano dotati di 
questo secondo obiettivo. La soluzione poteva consistere quindi nel 
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dotare esplicitamente gli agenti di due obiettivi: il  profitto e la quota 
di mercato (o la quantità venduta). 
La seconda soluzione è partita dall’ipotesi che, nonostante il 
meccanismo delle congetture, gli agenti da noi utilizzati non dessero 
sufficiente peso al profitto di lungo periodo. Per questo dovevamo fare 
in modo che essi percepissero con sufficiente intensità il problema 
dell’abbattimento del profitto nel lungo periodo a causa della 
fissazione di prezzi troppo alti nell’immediato. In concreto abbiamo 
realizzato questo scopo alzando il livello del parametro indicante la 
vivacità di mercato, utilizzata per la rappresentazione interna agli 
agenti dell’ambiente. 
I risultati ottenuti con queste due soluzioni sono indicati nei due 
paragrafi seguenti. 
 
5.4 Simulazioni di mercati oligopolistici con agenti aventi 
obiettivi multipli 
In questo paragrafo intendiamo mostrare la prima soluzione al 
problema della degenerazione del sistema oligopolistico verso il 
monopolio, prospettata nel paragrafo precedente. Essa consiste nel 
dotare esplicitamente gli agenti di un altro obiettivo oltre quello del 
profitto, in particolare dell’obiettivo di mantenere la quota di mercato, 
o alternativamente la quantità venduta, al di sopra di una certa soglia. 
Ricordiamo (Cfr. paragrafo precedente) che l’importanza data al 
fenomeno della degenerazione dell’oligopolio verso il monopolio 
osservato nelle prime simulazioni, è giustificata dal fatto che esso era 
un “artefatto”, cioè era determinato dalla cattiva impostazione delle 
simulazioni (eccessiva limitazione cognitiva degli agenti artificiali 
simulati), non da una caratteristica intrinseca alla natura dei mercati 
oligopolistici.  Per questo motivo la sua eliminazione era preliminare 
alla realizzazione di qualsiasi tipo di esperimento. 
Come vedremo la soluzione adottata in questo paragrafo non solo 
consente di superare il problema della degenerazione, ma consente 
anche di realizzare dei modelli simulativi in linea con il modello di 
Sylos Labini presentato nel terzo capitolo. In particolare consente di 
introdurre nei modelli simulativi aspetti come la capacità produttiva 
massima degli impianti e la soglia minima di profitto delle imprese, e 
di studiare come essi influenzino il prezzo di mercato che emerge 
dall’interazione degli agenti.  I modelli che vedremo, quindi, 
costituiscono una ulteriore prova della flessibilità e delle potenzialità 
di rappresentazione dei modelli simulativi proposti in questa tesi. 
Veniamo dunque alla soluzione trovata. L’approccio seguito per 
dotare di due obiettivi gli agenti,  è stato quello indicato da Simon 
illustrato nel primo capitolo. Per l’implementazione di tale approccio 
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da noi seguita, rimandiamo a quanto detto nel capitolo precedente. Qui 
ricordiamo solo che nelle nostre simulazioni dotare un agente di un 
obiettivo, ad esempio di incremento del profitto, significa calcolare la 
fitness delle reti in proporzione ai livelli dell’obiettivo che sono 
raggiunti adottando i comportamenti espressi da tali reti.  Dotarlo di 
più obiettivi significa che il calcolo della fitness nei diversi periodi di 
interazione che si susseguono tra un rinnovo e l’altro delle reti 
mediante gli algoritmi genetici,  viene fatto alternativamente con i 
diversi obiettivi. La scelta di quale obiettivo adottare durante uno di 
questi periodi, viene fatta in base ad un confronto tra i livelli di 
realizzazione dei diversi obiettivi. 
Gli obiettivi tra i quali il  simulatore consente di scegliere sono i 
seguenti: 
1. Incremento del profitto totale 
2. Incremento del profitto unitario 
3. Incremento della quota di mercato 
4. Incremento della quantità di mercato 
Come verificato in diverse simulazioni la scelta di due obiettivi, 
uno relativo al profitto ed uno relativo alla produzione venduta, 
assoluta o relativa, consente di evitare che il sistema degeneri verso il 
monopolio. 
Illustriamo questa circostanza con i risultati di una simulazione 
avente le seguenti caratteristiche. 
L’ambiente e le informazioni a disposizione degli agenti erano gli 
stessi illustrati nel paragrafo precedente. Le interazioni sono state 500, 
gli agenti 3, i neuroni hidden e le procedure a disposizione degli agenti 
3 e 31 rispettivamente, la variabilità dell’intercetta della domanda e 
dei costi variabili unitari 0.2 e 0.3 rispettivamente, la vivacità di 
mercato effettiva e percepita 0.1, il periodo di verifica delle congetture 
2-3, il  rumore cognitivo legato alla stima del prezzo di mercato della 
quota di mercato e della profitto complessivo 0.1, 0.1, 0.1. 
Per quanto riguarda gli obiettivi essi erano due, l’incremento del 
profitto unitario e l’incremento della quantità di bene prodotto e 
venduto. In particolare abbiamo riprodotto una situazione simile a 
quella rappresentata nel modello di oligopolio di Sylos Labini. Infatti 
per quanto riguarda il profitto unitario abbiamo supposto che le 
imprese avessero un profitto minimo del 5% rispetto ai costi.  Nelle 
simulazioni abbiamo rappresentato la circostanza per cui le imprese 
puntano a non scendere mai sotto tale soglia di profitto minimo, che 
indichiamo con S, assumendo un andamento della funzione di 
soddisfazione, SO, legata al raggiungimento del livello O del 
bisogno/obiettivo corrispondente, del seguente tipo (di nuovo 
rimandiamo al capitolo precedente per la spiegazione dettagliata della 
natura e delle componenti della funzione di soddisfazione): 
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In questo modo al di sopra della soglia S incrementi del profitto 
portano ad aumenti progressivi, anche se decrescenti, della 
soddisfazione, mentre al disotto di tale soglia la soddisfazione crolla 
rapidamente verso lo zero in corrispondenza del fatto per cui le 
imprese non sono disponibili a rimanere sul mercato nel lungo periodo 
se il profitto permane sotto la soglia minima. 
Per quanto riguarda l’obiettivo della quantità da produrre abbiamo 
supposto l’esistenza di una soglia di produzione S pari a 200 unità 
corrispondente alla capacità produttiva massima degli impianti, ed 
abbiamo legato la soddisfazione ai livelli produttivi raggiunti come 
segue: 
 
 
In questo modo la soddisfazione delle imprese cresce 
progressivamente man mano che ci si avvicina alla soglia massima di 
produzione per poi stabilizzarsi una volta che tale soglia è stata 
raggiunta. 
I risultati della simulazione sono sintetizzati nel grafico seguente 
indicante i prezzi fissati dai tre agenti e nel grafico successivo 
indicante le quote di mercato dei tre agenti. Come si vede l’approccio 
seguito ha consentito agli agenti di reagire alla diminuzione della 
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SO 
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produzione realizzata causata dai prezzi bassi degli avversari 
abbassando il prezzo ma non al punto da scendere sotto i livelli di 
profitto considerati minimi. 
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Prima di interpretare questi risultati,  vogliamo affrontare un 
problema molto importante. Nelle prime simulazioni di questo tipo che 
abbiamo realizzato, i prezzi fissati dagli agenti mostravano una forte 
variabilità nel tempo. I motivi di questa variabilità erano i seguenti. 
Un agente reale può essere dotato di uno o più obiettivi e di una o 
più variabili decisionali su cui agire per perseguirli.  Gli agenti da noi 
simulati hanno due obiettivi (profitto e quantità) ed una sola variabile 
decisionale (il  prezzo) per perseguirli.  La relazione tra gli obiettivi di 
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cui essi sono dotati è particolarmente difficile da affrontare in quanto 
tali obiettivi sono tra loro antagonisti.  Questo può essere mostrato con 
il seguente grafico, dove è tracciata la relazione tra prezzo fissato P e 
profitto unitario ΠU da una parte, e tra prezzo fissato P e quantità Q 
dall’altra. In questo grafico ovviamente si suppone dato il 
comportamento degli altri agenti.  CU costituisce il costo unitario del 
bene prodotto. 
 
 
Ora lo schema di Simon prevede che gli agenti perseguano un 
obiettivo alla volta. Questo nelle nostre simulazioni comporta che le 
procedure sviluppate dall’agente in certi periodi di test (un periodo di 
test corrisponde ad un certo numero di interazioni realizzate tra un 
rinnovo delle reti dell’agente mediante gli algoritmi genetici, ed il 
rinnovo successivo) siano valutate (la fitness sia stabilita) in base 
all’obiettivo del profitto, in altri in base all’obiettivo della quantità. 
Di conseguenza quando l’agente persegue un obiettivo seleziona delle 
procedure che gli consentono di avvicinarsi ad esso ma 
contemporaneamente lo allontanano dall’altro e viceversa. Quando poi 
cambia obiettivo sostituisce rapidamente le procedure esistenti con 
delle nuove che gli consentono di perseguire il nuovo obiettivo. Il 
prezzo fissato che risulta da questo comportamento è quindi fortemente 
oscillante. 
Per ovviare a questo problema abbiamo introdotto un meccanismo 
di stabilizzazione del prezzo fissato, che riproduce “l’euristica 
dell’ancoraggio ed aggiustamento”, spesso osservata nei 
comportamenti degli agenti reali,  che abbiamo esaminato nel primo 
capitolo. Ricordiamo che tale euristica comporta che il valore della 
variabile decisionale sia fissato in base ad un aggiustamento apportato 
al valore fissato nei periodi precedenti, anziché completamente ex 
novo .  In sostanza gli agenti tendono ad utilizzare il vecchio valore 
 
 
 
 
 
 
 
 
 
 
 
 
 
ΠU 
Relazione:  P  →  ΠU 
Relazione:  P  →  Q 
P 
-CU 
Q 
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fissato come una informazione di sintesi di tutte le informazioni 
possedute in passato. Per questo tendono a fissare il nuovo valore 
“aggiustando” il vecchio sulla base delle nuove informazioni ottenute 
invece che a prendere nuovamente in considerazione tutte le 
informazioni disponibili.  
Abbiamo implementato questa euristica utilizzando la formula 
seguente. In essa c è un coefficiente compreso tra zero ed uno, con cui 
il  valore del prezzo P effettivamente fissato nel tempo t viene calcolato 
come media ponderata (con pesi decrescenti) dei prezzi dei diversi 
periodi precedenti (Pt -1  ,  Pt -2  ,  Pt -3 . . .),  e del prezzo Pt  che sintetizza le 
nuove informazioni: 
 
(5.4.1)                    P = c Pt+ c2 Pt -1+ c3 Pt -2+ c4 Pt -3+ ...  
 
Nella simulazione mostrata il  valore del coefficiente c era pari a 
0.1 . 
Torniamo ora alla interpretazione dei risultati della simulazione 
realizzata. 
I risultati visti mostrano due cose importanti.  
La prima è che l’approccio visto consente di risolvere il  problema 
della degenerazione dell’oligopolio verso il monopolio. 
La seconda è che con l’approccio proposto da Simon, approccio 
tipicamente “satisfying”, sia possibile assegnare agli agenti più 
obiettivi senza ricorrere all’uso di una funzione di utilità. Si tratta 
evidentemente di una approccio molto diverso da quello adottato dai 
modelli di tipo razionale, e più vicino ai processi decisionali degli 
agenti reali.  Infatti come illustrato nel primo capitolo, gli agenti reali 
dovendo perseguire più obiettivi contemporaneamente, fissano dei 
livelli ritenuti soddisfacenti per tali obiettivi e poi puntano a realizzare 
tali livelli senza adottare comportamenti massimizzanti.  Inoltre loro 
attività vengono distribuite tra i diversi obiettivi non sulla base di 
concetti di utilità marginale, ma sulla base di meccanismi molto più 
semplici di confronto tra i livelli raggiunti degli obiettivi. 
Passiamo ora ad un altro argomento. In due successive 
simulazioni abbiamo voluto verificare gli effetti prodotti sul prezzo 
medio di mercato da diversi livelli di intensità dei bisogni. Nelle 
simulazioni questi diversi livelli sono stati rappresentati mediante la 
fissazione di “soglie” diverse nelle funzioni di soddisfazione degli 
obiettivi viste prima. 
Nella prima simulazione, a parità di altri parametri rispetto la 
simulazione precedente, abbiamo fissato una soglia per il  saggio di 
profitto minimo del 33%. Il prezzo medio di mercato che emerge in 
questa condizione è più elevato rispetto al caso precedente, come 
mostrato nel grafico seguente. 
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Nella seconda simulazione abbiamo riprodotto una situazione 
fortemente competitiva. A questo scopo abbiamo fissato di nuovo il 
saggio di profitto minimo al 5%, ma abbiamo fissato una capacità 
produttiva degli impianti a 240. Al solito l’intercetta della domanda 
era 1000, il coefficiente angolare -1, i CF pari a 10000, i CV pari a 
300. 
Il carattere di forte competitività era conferito a questa 
simulazione dal fatto che la produzione complessiva dei tre agenti 
corrispondente al massimo utilizzo degli impianti da parte loro, era 
pari a 240 ×  3 = 720 unità, cioè superiore a quella assorbibile dal 
mercato ad un prezzo superiore ai costi unitari. (Data la curva di 
domanda e trascurando i CF, con un prezzo pari ai CV=300 la domanda 
sarebbe stata di 700 unità). 
Il  risultato della simulazione è stato quello di ottenere una 
situazione fortemente dinamica e discontinua sia in termini di prezzi 
fissati dagli agenti, sia in termini di quote di mercato. Si sono 
succeduti ripetuti tentativi da parte dei diversi agenti di abbassare il 
prezzo a livelli molto bassi per conquistare quote di mercato maggiori. 
Questi comportamenti sono evidenziati dal grafico seguente, relativo ai 
prezzi, e dal grafico successivo, relativo alle quote di mercato degli 
agenti. 
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Come si vede, data la situazione fortemente competitiva, spesso 
gli agenti fissano un prezzo sotto il livello dei costi variabili nel 
tentativo di allargare la propria quota di mercato. Ciò provoca 
evidentemente perdite economiche a tutti gli agenti. Nelle nostre 
simulazioni queste perdite non provocano la fuoriuscita degli agenti 
dal mercato data l’ipotesi di illimitata capacità finanziaria degli agenti 
stessi. Rimuovendo questa ipotesi si potrebbe studiare la struttura del 
mercato che emerge data la dimensione degli impianti e la soglia di 
profitto delle imprese. 
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Chiudiamo il paragrafo con una considerazione generale. Le due 
ultime simulazioni mostrano come i modelli simulativi proposti nella 
tesi consentano di valutare agevolmente gli effetti prodotti sulle 
grandezze macroscopiche del sistema economico studiato (nelle 
simulazioni il  prezzo), da grandezze “micro” (nelle simulazioni i  
livelli degli obiettivi). Riteniamo che l’ottenimento di risultati di 
questo genere con i modelli tradizionali di tipo deduttivo-matematico 
sia estremamente più complesso e meno flessibile. 
 
5.5 Simulazioni di mercati oligopolistici con vivacità di 
mercato elevata 
In questo paragrafo dapprima mostreremo la seconda soluzione 
trovata per risolvere il problema della degenerazione dell’oligopolio 
verso il monopolio. Successivamente mostreremo alcuni risultati che 
possono essere ottenuti con le simulazioni impostate in tal modo. In 
particolare mostreremo come gli agenti tendono tanto più a focalizzare 
l’attenzione su poche informazioni importanti trascurando le altre, 
quanto più l’ambiente in cui operano è complesso. 
Ricordiamo di nuovo che l’importanza data al fenomeno della 
degenerazione dell’oligopolio verso il monopolio osservato nelle prime 
simulazioni, è giustificata dal fatto che esso era un “artefatto”, cioè era 
determinato da un difetto delle simulazioni stesse e non da una 
caratteristica intrinseca alla natura dei mercati oligopolistici. Per 
questo motivo la sua eliminazione era preliminare alla realizzazione di 
qualsiasi tipo di esperimento simulativo. 
Iniziamo dunque a vedere la seconda via di uscita trovata per 
fronteggiare il problema. Essa consiste nel rafforzare la vivacità di 
mercato percepita dagli agenti,  cioè nell’adottare nella 
rappresentazione interna dell’ambiente da parte degli agenti, un 
coefficiente di vivacità di mercato più alto di quello dell’ambiente 
“vero”. In questo modo gli agenti tendono a selezionare procedure di 
fissazione del prezzo più sensibili agli effetti  che dei prezzi alti  
immediati possono avere sul profitto di lungo periodo a causa 
dell’assottigliamento della quota di mercato provocato. In sostanza in 
questo modo si ottiene che le procedure che fissano prezzi troppo alti 
vengono penalizzate in termini di fitness, anche nel giro di poche 
interazioni, a causa della rapida perdita di clienti (perdita percepita, in 
quanto la reale vivacità di mercato è inferiore). 
Questa soluzione consente di ottenere il risultato sperato della 
capacità degli agenti di reagire abbassando il prezzo quando la quota di 
mercato diventa eccessivamente bassa, e prima di uscire 
completamente dal mercato. 
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Illustriamo questo risultato con il grafico successivo relativo alla 
evoluzione delle quote di mercato di una simulazione caratterizzata dai 
seguenti parametri: interazioni 1000, agenti 3, numero di procedure 31, 
numero di neuroni hidden 3, variazione domanda 20%, variazione costi 
30%, vivacità di mercato effettiva 0.5, vivacità di mercato percepita 
5%, riformulazione congetture ogni 10-20 interazioni, rumore relativo 
alla domanda di mercato, alla quota di mercato, al profitto 01, 0.1, 0.1 
rispettivamente. 
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Il  risultato è generale. Effettuando diverse simulazioni con diversi 
valori di diversi parametri e stabilendo un opportuno rapporto tra la 
vivacità di mercato reale e quella di apprendimento (dalle prime prove 
emerge che tale rapporto debba essere pari almeno a 10) si riesce 
sempre, salvo per valori estremi di alcuni parametri, ad ottenere la 
capacità degli agenti di reagire all’abbattimento delle quote di mercato 
e ad ottenere la tendenziale stabilità del sistema con prezzi che non 
degenerano né verso l’alto né verso il basso. 
A questo punto, avendo a disposizione degli agenti artificiali 
sufficientemente reattivi e con un unico obiettivo (il che, rispetto ad 
esempio alle simulazioni del paragrafo precedente, consente di avere 
comportamenti con una maggiore tendenza alla stabilità) abbiamo 
avuto la possibilità di studiare il tipo di procedure di fissazione del 
prezzo sviluppate autonomamente dagli agenti (comportamenti 
emergenti). 
Abbiamo utilizzato questa possibilità per portate avanti alcune 
delle asserzioni più importanti della teoria razionalità limitata. Data 
l’incertezza procedurale e sostanziale nella quale gli agenti si trovano 
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ad agire, essi sviluppano ed adottano procedure di azione divergenti 
dal comportamento razionale, basate su routines semplici e robuste che 
assicurano il raggiungimento di un livello soddisfacente degli 
obiettivi. Non solo. Quanto più l’ambiente è complesso tanto più gli 
agenti tendono a focalizzare la propria attenzione sulle informazioni 
più importanti tra quelle a disposizione ignorando le altre. 
Per verificare ciò abbiamo confrontato le procedure emerse in due 
distinte simulazioni. La prima è la simulazione appena mostrata. In 
essa l’ambiente è relativamente complesso a causa della presenza di tre 
agenti, della variazione casuale della domanda e di un discreto livello 
di rumore cognitivo. Il risultato è che tutti e tre gli agenti sviluppano 
la procedura del mark-up come procedura di fissazione del prezzo, 
come mostra il  grafico successivo relativo al prezzo fissato nelle 
ultime 50 interazioni. 
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La conferma della semplicità delle procedure di fissazione 
sviluppate dai tre agenti, e del fatto che essi concentrano 
effettivamente l’attenzione solo sui costi (mark-up), ci viene dalla 
osservazione delle matrici dei pesi delle reti che danno luogo a tali 
comportamenti (per ogni agente è riportata la rete con più alta fitness 
alla fine della simulazione): 
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Come si vede (i pesi in neretto sono i pesi più grandi, cioè quelli 
che svolgono effettivamente un ruolo: cfr. il primo paragrafo del 
capitolo o il  capitolo precedente per i dettagli) i  tre agenti focalizzano 
la loro attenzione esclusivamente sui propri costi di produzione (pesi 
in neretto solo presso le colonne delle informazioni relative ai costi). 
Solo il terzo agente sembra dare una modesta importanza alla quota di 
mercato del periodo precedente (possibile interpretazione: più la quota 
è alta, più egli fissa un prezzo alto per realizzare i guadagni, più la 
quota si abbassa più lo fissa basso per recuperare mercato). 
Ripetendo più volte la simulazione con semi diversi dei numeri 
casuali,  si ottiene sempre questo risultato. 
La seconda simulazione è caratterizzata da un ambiente più 
semplice rispetto la precedente simulazione. In esso operano solo due 
agenti e la domanda di mercato è stabile. Il  risultato interessante è che 
in questo secondo caso gli agenti trovano rapidamente la procedura del 
mark-up già intorno alla interazione 1200, come illustra il grafico 
seguente relativo ai prezzi ed il grafico successivo relativo alla 
evoluzione delle quote di mercato. 
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Nelle successive interazioni però, tendono ad utilizzare tale 
procedura come una base di comportamento sulla quale costruire 
comportamenti più articolati.  Infatti durante la simulazione si può 
osservare prima l’emergere di pesi rilevanti delle reti in 
corrispondenza dei costi variabili (mark-up), poi l’emergere di altri 
pesi rilevanti in corrispondenza di altre informazioni, per cui il 
comportamento diventa più articolato. E’ importante notare però che i 
pesi in corrispondenza dei costi variabili permangono, e questo 
consente di affermare che il mark-up è utilizzato come comportamento 
base “sul” quale costruire altri comportamenti (cioè facendo dipendere 
il prezzo fissato anche da altre informazioni oltre quelle relative ai 
costi). Descriviamo questo fenomeno sulla base del comportamento 
adottato dagli agenti evidenziato dai precedenti due grafici. 
Nella interazione 1201 i due agenti hanno pari quote di mercato. 
Entrambi fissano il prezzo in base al mark-up, come si evince dal 1° 
grafico: durante le interazioni 1201-1225 c’è un margine quasi costante 
tra prezzi e CV. 
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Progressivamente però il secondo agente vede diminuire la sua 
quota di mercato, in quanto il suo avversario fissa in più circostanze 
un prezzo più basso del suo. Il secondo agente allora nella interazione 
1227, 1228, 1229 e 1230 fissa un prezzo decisamente più basso 
dell’avversario, al livello dei CV, uscendo dallo schema di 
comportamento basato solo sul mark-up. Ciò però causa una reazione 
del primo agente nella interazione 1231 e 1232. Egli infatti,  adottando 
un atteggiamento di tipo reattivo che ricorda il Tit for Tat (“punisce” 
l’avversario rifacendo quello che ha appena fatto l’avversario stesso), 
abbassa a sua volta il prezzo. Questo blocca la discesa della sua quota 
di mercato. La sequenza si ripete subito dopo nelle interazioni 1234-
1238. Successivamente il secondo agente mantiene un comportamento 
semplice basato sul mark-up ed il primo agente può ripristinare la sua 
quota fissando un prezzo relativamente basso, fino a pareggiarla con 
quella dell’avversario nell’interazione 1250. 
La controprova del fatto che gli agenti adottano il mark-up come 
routine di base e su essa costruiscono una routine di reazione al 
comportamento dell’avversario, si ottiene osservando la sequenza 
temporale (dei pesi) delle reti/procedure adottate dagli agenti durante 
l’intera simulazione. Qui illustriamo tale sequenza per poi 
commentarla. Ogni tabella corrisponde alle reti adottate dagli agenti in 
un periodo in cui tali reti sono relativamente stabili.  In alto a sinistra 
di ogni tabella è indicata l’interazione a cui si riferiscono le 
rilevazioni, realizzate al termine di ogni periodo di cambiamento delle 
procedure da parte di uno dei due agenti. 
 
 
2000 CF CV CV 
-1 
P1 
-1  
PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS dPro 
 
P  -  
1° Ag.       
1°hid .  -217 206 487 -130 -354 -273 183  -115
2°hid.  68 101  -188 -384 2 -8 -36 260  -39
3°hid 134 695 -247 -670 -513 -124 348 
2° Ag.       
1°hid .  -176 222 -315 -139 300 49 113 -67 -597  131
2°hid.   912 16 -30 -122 -613 -219 6 120 27 -183
3°hid 321 -149 -151 64 -4 -571 157 449 -140  
2500 CF CV CV 
-1 
P1 
-1  
PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS dPro P - 
1° Ag.       
1°hid .   7  -133 30 218 117 -257 59  -23
2°hid.    -276 -121 185 28 -389 404  -60
3°hid  985 -37 -685 -627  171 -163
2° Ag.       
1°hid .  -68  84 279 193 -40 -390 228 -129 180  419
2°hid.  -86 619 -267 -252 -5 -535 -70 -52 -137 328 156
3°hid 271 428 -283 -90 41 -169 -258 75 -87  -54
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Tentiamo ora di interpretare questi dati premettendo però che 
l’interpretazione del comportamento di una rete neurale attraverso 
l’osservazione dei suoi pesi è quanto di più contrario si possa fare 
rispetto ai principi del Connessionismo. Ricordiamo infatti che la 
codifica delle informazioni all’interno di una rete avviene in modo 
3000 CF CV CV 
-1 
P1 
-1  
PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS dPro P - 
1° Ag.       
1°hid .  -2  -21  180 95 -31 96   -13
2°hid.  -185 -134 249 -71 -105 -178 52 -22 240  -76
3°hid  925 -69 -62 -668 -522 69  122 295
2° Ag.       
1°hid .  -11 -130 -81 141 19 -25 -360 -6 -274 -108  -206
2°hid.  -125 635 -191 -135 -431 -449 -122 49 -93 138 345
3°hid 549 500 -342 313 -168  -135
3500 CF CV CV 
-1 
P1 
-1  
PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS dPro P - 
1° Ag.       
1°hid .  -90 -71 10 -278 -203 221 -66 96  248
2°hid.  -63 -138  77 -28 36 242 89  
3°hid  -247 81 -49 -167 -440 -409 -10 81 -357
2° Ag.       
1°hid .  409 31 42 33 38 456   -92
2°hid.  -379 985 101 -951 -514 -57  525 -232
3°hid   4 -648 93 -269 -169 -21 147  -75
4000 CF CV CV 
-1 
P1 
-1  
PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS dPro P - 
1° Ag.       
1°hid .  173 -121 -7  16 -183 186 -266  459
2°hid.  -20  219 164 -11 71 -102 198 -319  
3°hid -56 670 -75 -285 -552 -156 -309 250 
2° Ag.       
1°hid .  23 348 290 345 57 -47 184 175   -127
2°hid.   947  -321 -637 -298 37 227 -38
3°hid 222 426  20 -337 -104   
5000 CF CV CV 
-1 
P1 
-1  
PM 
-1 
QM 
-1 
P  
-1  
S 
-1  
dS dPro P - 
1° Ag.       
1°hid .  202 44 -77 -289 79 -187 -89  -103
2°hid.  -469  530 118 26 -121 66 217 -315  
3°hid 264 385  -480 -624 -151 -170 344 
2° Ag.       
1°hid .  16 -18 -196 69 -69 -377 -143   
2°hid.   519  25 -666 -757 48  478 -555
3°hid  -101  -33   
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diffuso su tutti i  pesi: un peso delle nostre reti ad esempio, partecipa 
simultaneamente alla codifica di praticamente tutte le associazioni 
possibili tra informazioni in entrata prezzo fissato. Nel nostro caso 
però l’interpretazione è resa possibile dal fatto che le reti emerse nelle 
simulazioni sono molto semplici essendo costituite da poche 
connessioni e da pochi neuroni hidden. 
Il primo fenomeno di fondamentale importanza è che il primo 
agente verso l’interazione 2000 sviluppa una procedura che sovrappone 
al mark-up un comportamento reattivo rispetto alla quantità assorbita 
dal mercato ed al proprio prezzo. Tale agente mantiene praticamente 
immutata questa procedura rimane per tutta la simulazione. Il fatto non 
può assolutamente essere casuale visto che se tale configurazione di 
rete non avesse dietro una forza consistente in termini di vantaggio 
conferito a livello di comportamento tendente a conservarla, in 3000 
iterazioni sarebbe certamente sostituita da altre dal meccanismo di 
ricerca degli algoritmi genetici. La bontà di questa procedura è 
confermata dall’andamento dei profitti  cumulati nel tempo: 
 
Interazione Profitt i  cumulati  
1° agente 
Profitt i  cumulati  
2° agente 
2000   57.241.953   53.961.466 
3000   86.637.943   81.922.696 
4000 116.204.807 110.044.921 
5000 148.650.383 147.079.437 
 
Da questa tabella appare evidente come il primo agente riesca ad 
ottenere profitti maggiori del secondo agente fino all’interazione 4000, 
cioè fino a quando il secondo agente non trova anche lui la procedura 
di tipo reattivo individuata sin dall’inizio dal primo agente. 
Si può tentare anche una interpretazione di questa procedura, con 
i rischi ed i limiti detti.  Il  peso corrispondente al prezzo (quello in 
corsivo) è positivo, e ciò significa che impulsi positivi che arrivano al 
neurone di uscita fanno alzare il prezzo, impulsi negativi lo fanno 
abbassare. Viceversa accadrebbe se il  peso detto fosse negativo. Un 
secondo aspetto importante è che come si vede dalle tabelle i pesi di 
una certa rilevanza si trovano presso le colonne relative 
all’informazione sui costi variabili unitari (valore positivo), alla 
quantità di produzione assorbita dal mercato la volta precedente 
(valore negativo) ed al proprio prezzo fissato la volta precedente 
(valore negativo). 
Cerchiamo di capire a che tipo di comportamento danno luogo tali 
pesi. Il  peso positivo presente nella colonna dei CV da luogo 
evidentemente al mark-up. Ma quale è il  significato degli altri due pesi 
di una certa entità? Vediamo. I prezzi e la quantità di beni assorbita 
dal mercato, se entrambi gli agenti seguono il mark-up, hanno una 
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certa oscillazione attorno ad un valore medio di lungo periodo. Dati i 
segni negativi dei due pesi in questione, se la quantità od il proprio 
prezzo sono alti rispetto al loro valore medio, il prezzo fissato 
dall’agente la volta successiva è relativamente basso, viceversa se la 
quantità o il proprio prezzo sono più bassi rispetto al loro valore 
medio. 
Sulla base di questo è possibile interpretare l’effetto 
dell’esistenza del peso negativo in corrispondenza della quantità 
assorbita dal mercato. Questa quantità dipende in modo inverso dal 
prezzo dell’avversario (oltre che da quello proprio) a causa della curva 
di domanda inclinata negativamente. Quindi se la quantità di mercato 
in un certo periodo è alta ciò è sintomo che l’avversario ha fissato un 
prezzo sotto il livello medio. La conseguenza è che conviene fissare un 
prezzo basso per non perdere quote di mercato. 
Veniamo all’interpretazione del peso che fa dipendere in modo 
negativo il prezzo fissato in una certa interazione da quello fissato 
nell’interazione precedente. Questo peso produce una limitazione al 
comportamento reattivo appena descritto. Infatti abbassare 
eccessivamente il prezzo inseguendo verso il basso l’avversario può 
portare all’abbattimento dei profitti  o addirittura a perdite. 
Analogamente inseguire l’avversario nell’alzare eccessivamente i 
prezzi può portare ad eccessiva contrazione della domanda. Questi 
pericoli sono attenuati dalla relazione negativa in questione che 
interviene a ripristinare un valore medio del prezzo se ci sono forze 
che spingono il suo valore verso valori estremi. 
In estrema sintesi la procedura analizzata, oltre alla base del 
mark-up, sembra contenere un principio reattivo di tipo Tit for Tat 
(faccio quello che ha fatto l’avversario prima di me) indiretto 
(realizzato attraverso la quantità assorbita dal mercato). Inoltre 
contiene un meccanismo di limitazione “dell’inseguimento” 
dell’avversario verso prezzi estremi. 
La procedura può quindi essere considerata come composta dalle 
seguenti routines (qui con “procedura” intendiamo fare riferimento al 
comportamento complessivo dell’agente rispetto alla fissazione del 
prezzo, e con routine la particolare associazione informazione-azione 
di fissazione del prezzo). 
 
 
 
>CV   =>  >P 
>QM  =>  (<P2-1 =>) <P                legate (la seconda attenua 
>P-1  =>  <P                                             la prima) 
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Esaminiamo ora la procedura adottata dal secondo agente. Essa, 
diversamente da quanto accade per il  primo agente, varia nel tempo. La 
sua evoluzione è rappresentata dalla successione di “istantanee” dei 
pesi delle reti mostrate sopra. Vediamo una per una tali istantanee 
cercando di interpretare il comportamento che esse sottendono. 
In corrispondenza dell’interazione 2000 l’agente adotta una 
procedura simile a quella appena descritta per l’agente 1. Solo che 
essendo solo 27 il peso corrispondente al prezzo fissato, le reazioni 
dell’agente al mutare dei costi, della quantità di produzione assorbita 
dal mercato e del proprio prezzo, sono veramente esigue. 
In corrispondenza dell’interazione 2500 permane il mark-up e la 
reazione contraria rispetto alla quantità di produzione. Inoltre in 
corrispondenza di alti livelli passati dei costi e del prezzo 
dell’avversario, l’agente abbassa il prezzo. E’ difficile interpretare 
questa procedura. Se i costi passati erano alti anche il prezzo 
dell’avversario ed il proprio lo erano poiché entrambi seguono il mark-
up, quindi in parte è come se il comportamento fosse regolato rispetto 
il prezzo di mercato passato, media dei prezzi dei due agenti. Questo 
tipo di reazione è inoltre rafforzata per il prezzo dell’avversario 
attraverso il peso -252 esistente presso di esso. La sensibilità verso i 
CV-1 a questi livelli di analisi sembrerebbe quindi compensare in parte 
quella rispetto la QM-1, rendendo difficile capire il significato della 
procedura. 
Riassumendo, l’intera procedura può essere considerata come 
composta dalle seguenti routines: 
 
 
In corrispondenza dell’interazione 3000 l’agente ha cambiato 
procedura, anche se il mark-up rimane come base. Si ha ancora una 
certa sensibilità verso i CV-1 (peso -191) che però va affievolendosi. 
Sussiste la reazione per cui come prima a quantità di mercato alte egli 
fa seguire un prezzo basso (e viceversa), ma ciò a condizione che il 
prezzo di mercato non sia basso. Tale circostanza infatti 
significherebbe che anche il proprio prezzo è già basso e non 
converrebbe seguire oltre l’avversario nella rincorsa verso il basso dei 
prezzi. In sintesi la procedura è composta dalle seguenti routines: 
 
 
>CV     => >P 
>QM    => <P 
>CV-1  => (>PM =>) <P         legate (parziale compensazione?) 
>P1-1   => <P 
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In corrispondenza dell’interazione 3500 permane l’adozione della 
procedura appena vista. 
In corrispondenza dell’interazione 4000 la base dell’azione è 
sempre il mark-up e l’aggiustamento contrario rispetto la quantità 
assorbita dal mercato. In più si è aggiunto di nuovo il stabilizzatore di 
comportamento dato dall’abbassamento del prezzo in corrispondenza di 
livelli di prezzo passati molto alti e viceversa. In sintesi la procedura è 
composta dalle seguenti routines: 
 
 
In corrispondenza dell’iterazione 5000 l’agente sembra essere 
approdato alla stessa procedura adottata dall’avversario (come visto, 
tra l’altro, i profitti tendono ad eguagliarsi). 
Incidentalmente osserviamo come in questo potrebbe essere 
rinvenuta una tendenza alla formazione di cartelli nei mercati 
oligopolistici dove il progresso tecnico è debole o inesistente. Infatti i  
modelli realizzati,  come indicato nei paragrafi iniziali,  rappresentano 
delle situazioni economiche in cui la tecnologia è data e non c’è 
progresso tecnico. In questo contesto relativamente stabile, mancando 
la molla della concorrenza legata alla possibilità di maggiori guadagni 
fondati su vantaggi competitivi legati all’innovazione tecnologica, gli 
agenti sono spinti a collaborare per perseguire un profitto globale di 
mercato positivo, secondo gli schemi indicati da Axelrod (Axelrod 
(1984)). 
Torniamo alle simulazioni. Ripetendo la simulazione con 
parametri identici ma con un seme casuale diverso, si possono cogliere 
queste tendenze generali del mercato studiato. 
Gli agenti adottano come routine di base il mark-up e quasi 
sempre la reazione contraria alla quantità assorbita dal mercato, che 
come visto implementa un comportamento di tipo Tit for Tat (se 
l’avversario abbassa il suo prezzo, la domanda di mercato aumenta, 
l’agente abbassa a sua volta il prezzo). Inoltre su esse costruiscono 
 
>CV    => >P 
>QM   => <P           legate 
>PM-1 => <P 
 
 
>CV    => >P 
>QM   => <P 
>PM-1 => <P           legate 
>P-1    => <P 
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procedure più articolate scelte da un repertorio limitato e definito di 
procedure, analoghe a quelle viste per il secondo agente. La procedura 
adottata dal primo agente nella simulazione vista tende ad essere 
trovata dopo un certo numero di interazioni. Una volta trovata tende ad 
essere adottata in modo stabile mostrandosi così relativamente robusta 
rispetto alle variazioni dell’ambiente relativamente semplice in cui è 
adottata. 
Sembra quindi confermata l’asserzione della teoria della 
razionalità limitata per cui in ambienti semplici gli agenti riescono a 
sviluppare procedure articolate che tengono conto delle azioni e 
reazioni degli avversari ed eventualmente vicine all’ottimo assoluto. In 
condizioni di ambiente complesso tendono invece ad adottare 
procedure più semplici e robuste, ma in grado di assicurare risultati 
soddisfacenti malgrado la consistente instabilità ed articolazione 
dell’ambiente, e malgrado la scarsità di informazione e la limitatezza 
della capacità cognitiva disponibile per elaborarle. 
Osserviamo come la frequente emergenza del mark-up nelle 
simulazioni di questo paragrafo ponga in evidenza il punto di forza di 
questa regola di fissazione del prezzo: la sua robustezza. Il mark-up si 
presta ad essere utilizzato come base per la fissazione del prezzo in un 
ampia gamma di situazioni ambientali.  Come Sylos Labini ha infatti 
tentato di mostrare, il mark-up non costituisce una semplice regola 
contabile di fissazione del prezzo, ma può svolgere il ruolo di perno 
per l’azione degli agenti adattata dinamicamente alle diverse 
condizioni ambientali. Tale adattamento comporta, in accordo agli 
schemi della teoria della razionalità limitata, che la regola del mark-up 
in condizioni di ambiente complesso rispetto alle capacità cognitive 
degli agenti venga utilizzata in forma pura. In tali condizioni essa ha 
natura di regola semplice di fissazione del prezzo che consente il 
raggiungimento di livelli minimi degli obiettivi, come un livello 
minimo di profitto e di quota di mercato. In condizioni di ambiente 
semplice invece può essere utilizzata come base per comportamenti più 
articolati e reattivi: tenere conto dell’azione degli avversari,  allargare 
le quote di mercato, ecc.. 
Osserviamo, che i risultati ottenuti in relazione alla robustezza 
del mark-up confermano quelli ottenuti da Dosi et al. (1994) e Valente 
(1991-1992) con la genetic programming,  uno strumento di IA diverso 
dalle reti neurali adottate in questa tesi. Anche tali lavori hanno 
realizzato delle simulazioni di mercati oligopolistici con agenti 
artificiali.  In tali simulazioni il  mark-up è emerso come regola di 
fissazione del prezzo in diverse condizioni di complessità ambientale, 
mostrando così di essere una regola robusta che consente di ridurre 
notevolmente l’informazione che gli agenti dotati di limitate capacità 
di calcolo, debbono trattare. La circostanza per cui si è giunti a 
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risultati analoghi relativamente al mark-up nonostante le differenze 
notevoli degli strumenti simulativi adottati,  conferisce consistenza ai 
risultati ottenuti e riducendo le possibilità che essi siano legati alle 
particolari tecniche simulative utilizzate (siano “artefatti”). 
Concludiamo il paragrafo con una osservazione di carattere 
metodologico. 
Le interpretazioni qualitative tentate sopra andrebbero confermate 
quantitativamente realizzando un programma informatico specifico che 
consenta di far funzionare “sotto controllo” una rete/procedura per 
valutarne il funzionamento. Esso cioè dovrebbe consentire di inviare 
una successione di vettori di informazioni alla rete, aventi alcuni 
elementi variati opportunamente e tutti gli altri costanti. Questo 
consentirebbe di conoscere il comportamento espresso da una certa 
procedura facendo funzionare la procedura stessa in condizioni 
controllate anziché nel suo ambiente, nel quale troppi elementi variano 
contemporaneamente per consentire di capire bene cosa causa cosa. 
L’interpretazione del comportamento associato ad una rete neurale 
realizzata osservando i suoi pesi, infatti,  è una operazione avente una 
significatività limitata in quanto come più volte detto una rete neurale 
è fondamentalmente una scatola nera dove l’informazione è codificata 
in modo diffuso, cioè su tutti e su nessuno in particolare dei pesi. 
Nel paragrafo successivo passeremo ad affrontare un altro 
problema che è possibile studiare con gli strumenti simulativi 
approntati: il  legame tra l’assunzione di particolari ipotesi 
microeconomiche concernenti gli agenti simulati e l’ambiente 
economico, e l’evoluzione del sistema economico ottenuto aggregando 
un certo numero di tali agenti. 
 
5.6 La dipendenza del prezzo medio di oligopolio dalla 
vivacità di mercato e dalla lungimiranza degli agenti 
Nel paragrafo precedente abbiamo mostrato che nelle simulazioni 
con un valore del parametro della vivacità di mercato utilizzata dagli 
agenti per la loro rappresentazione dell’ambiente, maggiore di quello 
reale, gli agenti tendono a fissare prezzi che assumono una certa 
stabilità in tendenza. Conseguentemente anche il prezzo di mercato, 
che è una media ponderata di essi, tende a divenire stabile. Ciò accade 
quando gli agenti, avendo esplorato per grandi linee lo spazio delle 
procedure possibili,  cercano di approfondire l’esplorazione a livello 
locale testando procedure poco diverse tra loro. 
Va sottolineato però che questa stabilità osservata è solo 
tendenziale. A volte prezzi fissati non si stabilizzano mai. Infatti può 
accadere che gli agenti sviluppino comportamenti complessi basati 
sull’utilizzo reti diverse in presenza di condizioni ambientali diverse, 
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non omogeneizzando mai il proprio repertorio di congetture. Tipico ad 
esempio il comportamento osservato più volte, specie in condizioni di 
vivacità di mercato bassa, consistente nell’abbassare il prezzo, per un 
certo periodo di tempo, a livelli molto bassi. Ciò in modo da 
guadagnare rapidamente grosse quote di mercato e alzare poi 
nuovamente il prezzo al di sopra della media per “realizzare” in 
termini di profitti,  tali quote. 
Il  raggiungimento della stabilità o meno dipende ovviamente dai 
parametri utilizzati nella simulazione, cioè alle condizioni 
dell’ambiente, delle capacità cognitive degli agenti, ecc.. Nelle 
successive simulazioni, mantenendoci entro valori dei parametri per i 
quali abbiamo osservato il raggiungimento di una certa stabilità del 
prezzo di mercato, mostreremo dei risultati relativi alla dipendenza del 
prezzo medio di mercato stesso dalla vivacità di mercato più volte 
discussa e dalla “lungimiranza” degli agenti, data dal numero di 
interazioni esistenti tra un rinnovo delle reti con gli algoritmi genetici, 
ed il  successivo. Osserviamo che maggiore è il  numero di queste 
interazioni, maggiore è la “prospettiva temporale” delle reti/procedure 
sviluppate. Infatti la valutazione in termini di fitness delle procedure 
incorpora gli effetti che particolari prezzi di breve periodo, producono 
sul profitto di medio periodo attraverso gli effetti prodotti sulla quota 
di mercato. 
Riteniamo che i risultati che mostreremo siano interessanti per 
due motivi. 
Il  primo motivo è relativo all’obiettivo di questa tesi, consistente 
nel mostrare come modelli simulativi che fanno uso di agenti artificiali 
simulati con le logiche del Connessionismo consentono di realizzare 
modelli dove sono rappresentati alcuni tratti dei processi cognitivi 
degli agenti. Questo consente di studiare fenomeni che difficilmente 
potrebbero essere esaminati con la modellizzazione tradizionale, 
verbale e matematica. 
Il  secondo motivo è relativo al merito dei risultati.  Infatti da una 
parte si mostra come in un mercato ristretto la rapidità con cui i 
consumatori trasformano le informazioni (i prezzi dei vari produttori) 
in conoscenza (cambiare o meno il produttore presso il quale 
acquistare) ha effetti sul prezzo di mercato. Dall’altra si mostra come 
la lungimiranza degli agenti (la “prospettiva temporale”) abbia 
anch’essa effetti sul prezzo di mercato. 
Per illustrare i risultati ottenuti mostreremo quattro simulazioni 
che combinano diversi livelli di vivacità di mercato e di lunghezza del 
periodo di rinnovo delle procedure (la lungimiranza degli agenti), 
evidenziando gli effetti dei livelli di tali variabili sul livello del prezzo 
di mercato. 
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I valori dei parametri utilizzati relativamente ai “fattori 
sperimentali” ed i risultati ottenuti nelle quattro simulazioni, sono 
riassunti nella seguente tabella. 
 
 
Nel caso di lungimiranza e vivacità di mercato alte abbiamo 
abbassato il livello di vivacità ad 1.0/0.1 (rispettivamente quella reale 
e quella utilizzata per la rappresentazione interna dell’ambiente degli 
agenti) rispetto quanto fatto per il caso con bassa lungimiranza. Questo 
in quanto l’alta lungimiranza conferisce agli agenti una lentezza di 
reazione rispetto l’evolvere dell’ambiente che non consente loro di 
reagire in tempo di fronte a rapidi assottigliamenti della quota di 
mercato (rapidità dovuta all’alta vivacità di mercato). Il  risultato è che 
il sistema va facilmente verso situazioni di monopolio poiché qualche 
agente, fissando prezzi bassi per un certo periodo, fa fuoriuscire gli 
altri agenti dal mercato prima che essi siano in grado di reagire. 
Questo di per se è un fenomeno interessante, ma esulava dagli obiettivi 
di questo paragrafo. Per questo abbiamo evitato il fenomeno 
abbassando un poco la vivacità di mercato e dando così agli agenti il 
tempo di reagire ed evitare la fuoriuscita dal mercato. 
Gli altri valori dei parametri più importanti della simulazione 
sono stati: variabilità della domanda 0.2, variabilità dei costi 0.3, 
rumore cognitivo 0.1, 0.1, 0.1, temperatura sigmoidi 0.05, 0.05. 
Vediamo ora i risultati delle simulazioni in termini grafici. 
1a simulazione: vivacità alta, lungimiranza alta. 
 
  Lungimiranza 
  Alta: 10/15 Bassa: 1/2 
 
Vivacità  
di 
Alta: 
5.0/0.5 
1a simulazione: 
P basso ≅  380 
(vivacità 1.0/0.1) 
2a simulazione: 
P medio ≅  400 
mercato 
 
 
Bassa: 
1.0-0.005 
3a simulazione: 
P medio ≅  400 
4a simulazione: 
P alto ≅  620 
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2a simulazione: vivacità alta, lungimiranza bassa. 
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3a simulazione: vivacità bassa, lungimiranza alta. 
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4a simulazione: vivacità bassa, lungimiranza bassa. 
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Questi risultati sono stati confermati sia da altre simulazioni 
realizzate con gli stessi parametri e semi diversi dei numeri casuali,  sia 
da altre simulazioni con diverse combinazioni dei livelli dei parametri.  
Interpretiamo ora i risultati ottenuti.  
Iniziamo ad esaminare la relazione esistente tra vivacità di 
mercato e prezzo di mercato. Una vivacità di mercato alta comporta 
che un abbassamento di prezzo in presenza di prezzi degli avversari su 
livelli più alti,  porta ad un rapido allargamento della quota di mercato. 
Questo scatena la reazione degli avversari per cui anche essi abbassano 
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il prezzo per non essere estromessi dal mercato. Inoltre se un agente 
alzasse il suo prezzo al di sopra di quello di mercato per aumentare i 
profitti ,  perderebbe rapidamente mercato. Per questo motivo evita di 
farlo. Queste circostanze comportano da una parte che gli agenti non 
seguano chi alza il  prezzo, poiché egli sarà automaticamente e 
rapidamente “punito” dai consumatori e non potrà così godere a lungo 
dei profitti  maggiori ottenuti.  Comportano dall’altra che gli agenti 
seguono chi abbassa il prezzo, per non vedere assottigliarsi 
rapidamente la propria quota di mercato. Il  risultato di tutto questo è 
che maggiore è la vivacità di mercato, minore tende ad essere il  prezzo 
medio di mercato. 
Esaminiamo ora la relazione esistente tra la lungimiranza degli 
agenti ed il  prezzo di mercato. Una lungimiranza alta comporta, come 
detto, che la valutazione delle reti/procedure avvenga su più periodi di 
tempo. La conseguenza è che gli agenti attribuiscono un peso maggiore 
agli effetti prodotti nel medio periodo sulle quote di mercato (e quindi 
sul profitto di medio periodo), dall’adozione di un certo prezzo di 
breve periodo (l’orizzonte temporale del calcolo dei profitti è infatti 
più lungo). Questo comporta un tendenziale abbassamento del prezzo 
di breve periodo (e quindi del prezzo di mercato, media dei prezzi 
fissati dagli agenti), finalizzato ad avere quote di mercato (e profitti) 
più alte nel medio periodo. 
La conferma di queste ultime asserzioni si ha realizzando una 
simulazione dove competono agenti aventi diversi livelli di 
lungimiranza. Se il sistema raggiunge uno stato di equilibrio (cioè 
nessun agente esce dal mercato ed i comportamenti degli agenti si 
stabilizzano), questo è caratterizzato da quote di mercato più alte per 
gli agenti con maggiore lungimiranza. 
Vediamo il grafico seguente relativo ai prezzi ed il grafico 
successivo relativo alle quote di mercato, di una simulazione con tre 
agenti caratterizzata da un’alta lungimiranza di un agente (periodo di 
rinnovo delle reti/procedure pari a 10) e da una bassa lungimiranza 
degli altri due (periodo di rinnovo delle reti/procedure pari a 3). 
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Come si vede il 3° agente, dotato di elevata lungimiranza, riesce a 
conquistare una notevole quota di mercato mantenendo un prezzo poco 
superiore ai costi variabili e andando addirittura in perdita ogni volta 
che i costi variabili presentano dei picchi elevati.  Gli altri due agenti 
invece adottano una procedura di fissazione del prezzo basata sul 
mark-up, ottenendo un flusso di profitti sostanzialmente costante ma 
una quota di mercato minore. 
E’ importante rilevare come le caratteristiche dei processi 
cognitivi degli agenti producano effetti rilevanti sia sul comportamento 
di fissazione del prezzo sviluppato dagli agenti, sia sulla situazione 
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economica che si viene a determinare. In particolare nel nostro caso i 
tre agenti sviluppano comportamenti diversi che, a parità di obiettivi 
(incremento del profitto) ed ambiente, dipendono palesemente dai 
processi cognitivi che li caratterizzano (lungimiranza). Infatti se dato 
l’ambiente e gli obiettivi degli agenti,  uguali per tutti e tre, gli agenti 
avessero sviluppato un comportamento convergente verso quello ottimo 
(che non conosciamo), avrebbero sviluppato quantomeno tutti e tre lo 
stesso comportamento, a meno dell’esistenza di comportamenti ottimi 
multipli (cosa che ci sentiamo di escludere vista la struttura 
dell’ambiente relativamente semplice). Ciò invece non accade: i tre 
agenti sviluppano comportamenti diversi in corrispondenza di diversi 
livelli di lungimiranza. 
Questo conferma quanto asserito nel primo capitolo della tesi: i  
reali processi cognitivi degli agenti possono portare a comportamenti 
che si allontanano da quelli prevedibili con lo schema razionale della 
massimizzazione, che prescinde da essi. Nei casi in cui ciò avvenga, è 
necessario introdurre nei modelli una rappresentazione esplicita dei 
processi cognitivi degli agenti.  I modelli ed i concetti esposti in questa 
tesi consentono di soddisfare agevolmente questa esigenza. 
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Conclusione 
Risultati e prospettive 
 
L’obiettivo di questa tesi, come si desume dal titolo, era di 
mostrare come gli strumenti dell’intelligenza artificiale, ed in 
particolare le reti neurali e gli algoritmi genetici proposti da un suo 
filone di ricerca chiamato Connessionismo, fossero notevolmente adatti 
per costruire modelli economici costituiti da simulazioni al 
calcolatore, nell’ambito della cornice teorica della teoria della 
razionalità limitata. 
A questo fine nel primo capitolo, sulla base del concetto di 
paradigma proposto dal filosofo della scienza Kuhn, abbiamo cercato 
di individuare e confrontare i principi fondamentali e le ipotesi di base 
della teoria neoclassica e della teoria della razionalità limitata. 
Abbiamo così evidenziato come uno dei principi fondamentali della 
teoria neoclassica sia costituito dall’ipotesi di perfetta razionalità 
degli agenti nella versione “as if” presentata da Friedman. Più che in 
una semplice ipotesi, questa assunzione consiste in una vera e propria 
metodologia di ricerca. Si assume che gli agenti posseggano 
informazioni perfette, abbiano capacità cognitive illimitate per 
elaborare tale informazione e trasformarla in conoscenza utile per 
porre in essere il comportamento migliore possibile, cioè ottimo, ed 
infine che sintetizzino tutti i  loro obiettivi attraverso una funzione di 
utilità da massimizzare. In base a queste assunzioni il  comportamento 
degli agenti,  sintetizzato nei valori di alcune variabili decisionali 
costituenti “le leve” su cui l’agente può agire, viene calcolato con gli 
strumenti dell’analisi matematica massimizzando la funzione di utilità 
sotto i vincoli delle equazioni della rappresentazione dell’ambiente. Il  
criterio per valutare a posteriori se l’assunzione di razionalità era 
corretta per rappresentare lo specifico fenomeno economico studiato, è 
costituito poi dalla verifica empirica delle capacità previsive del 
modello stesso. A questo va aggiunto che di solito l’ipotesi di 
razionalità “as if” è giustificata anche in modo diretto. In questo senso 
si afferma che, nonostante i processi cognitivi degli agenti siano 
diversi dalle procedure di massimizzazione razionale dei modelli,  i  
comportamenti che ne risultano convergono verso quelli razionali in 
quanto nell’ambiente esistono meccanismi di selezione che eliminano 
gli agenti che si comportano irrazionalmente. 
La teoria della razionalità limitata si contrappone a questa visione 
sotto alcuni aspetti fondamentali: 
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1. I modelli economici debbono consentire di descrivere ed 
interpretare, oltre che di prevedere, i  fenomeni studiati.  Anzi la 
descrizione e la rappresentazione non sono caratteristiche 
intrinseche alla natura dei modelli,  ma semplicemente due 
possibili usi alternativi che possono essere fatti dei modelli stessi. 
2. L’assunzione “as if” può funzionare in alcune circostanze di 
semplicità dell’ambiente di azione e degli obiettivi da 
raggiungere, in quanto i comportamenti effettivi degli agenti 
essendo adattativi possono eventualmente convergere verso i 
comportamenti ottimi. Alternativamente possono esistere alcuni 
meccanismi selettivi che spingono le “popolazioni” di agenti 
verso comportamenti razionali. Ma questa circostanza non è 
assolutamente garantita, anzi ciò normalmente non accade. 
3. Nelle situazioni in cui l’ipotesi della razionalità “as if” non 
funziona, non è possibile prevedere il comportamento degli agenti 
costruendo modelli sulla sola base dell’analisi oggettiva dei fini e 
dell’ambiente d’azione “esterni” all’agente, secondo quanto fatto 
normalmente dalla teoria della razionalità. E’ necessario invece 
rappresentare direttamente nei modelli i  reali processi di 
decisione, soluzione di problemi ed azione degli agenti, “interni” 
agli agenti stessi. 
4. Per questi motivi è necessario indagare i reali comportamenti 
degli agenti per riuscire a descrivere e prevedere il  loro 
comportamento in diverse situazioni ambientali. 
 
Avendo mostrato questa grossa “falla” metodologica della teoria 
neoclassica, abbiamo passato in rassegna una serie di ricerche dirette a 
mostrare il comportamento effettivo assunto dagli agenti reali. Con 
questo intento abbiamo esaminato una serie di risultati ottenuti dalla 
psicologia cognitiva attraverso esperimenti condotti su soggetti reali, 
che danno una idea di quali siano i reali processi cognitivi utilizzati 
dagli agenti e di quanto essi si differenzino dalla visione razionale. 
Abbiamo poi esaminato i contributi dati dall’economia evoluzionista e 
neoistituzionalista alla comprensione dei reali processi di decisione ed 
apprendimento adottati dagli agenti all’interno delle organizzazioni 
economiche. In particolare abbiamo esaminato il concetto di routine ,  
inteso come modulo di comportamento precostituito e semiautomatico 
per lo svolgimento di compiti, codificante conoscenza in parte tacita, 
sul quale è possibile ricostruire i processi di risposta automatica a 
compiti già noti ovvero i processi di ricerca ed apprendimento 
innescati da situazioni nuove, che hanno luogo all’interno delle 
organizzazioni economiche. 
In questa ottica, nel capitolo secondo abbiamo esaminato alcuni 
strumenti proposti dall’intelligenza artificiale al fine di valutare la 
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possibilità di un loro impiego per la costruzione di modelli economici 
costituiti da simulazioni al computer, dove fossero rappresentati alcuni 
aspetti dei reali processi di decisione apprendimento ed azione degli 
agenti economici. A questo fine abbiamo mostrato come in IA esistano 
due differenti paradigmi di ricerca, l’IA classica ed il Connessionismo. 
Abbiamo cercato di mostrare come i principi e gli strumenti del 
Connessionismo abbiano una affinità maggiore con la visione della 
razionalità limitata degli agenti economici, di quelli adottati dall’IA 
classica. Con questo obiettivo abbiamo mostrato come l’IA classica si 
basi su una rappresentazione simbolico/verbale ed esplicita della 
conoscenza, ed adotti la logica formale come schema di elaborazione 
delle informazioni. Come visto essa ha portato alla costruzione di 
dispositivi cognitivi artificiali,  i  sistemi esperti,  rigidi e incapaci di un 
vero apprendimento. Il Connessionismo invece si basa su una 
rappresentazione di tipo subsimbolico della conoscenza, cioè realizzata 
attraverso i pesi (numeri) delle reti neurali,  diffusa tra essi, spesso 
tacita e procedurale. I meccanismi di elaborazione delle informazioni 
del Connessionismo, inoltre, sono tipicamente adattativi essendo 
fondati su algoritmi di mutamento graduale dei pesi delle reti,  o su 
sistemi di ricerca altamente paralleli e flessibili,  come gli algoritmi 
genetici che riproducono in modo stilizzato i meccanismi di base 
dell’evoluzione naturale. 
La tesi ha comportato anche la costruzione di un simulatore, cioè 
di un programma informatico per calcolatore, dove sono riprodotti 
alcuni ambienti economici costituiti da mercati monopolistici e 
oligopolistici e dove sono collocati alcuni agenti artificiali costruiti 
con gli strumenti del Connessionismo descritti.  Lo scopo di ciò è stato 
quello di mostrare con degli esempi concreti, come fosse realmente ed 
utilmente percorribile la via prospettata nella tesi, consistente nella 
costruzione di modelli simulativi economici con gli strumenti del 
Connessionismo dove fossero rappresentati in forma stilizzata alcuni 
aspetti del reale comportamento degli agenti. Con questo scopo nel 
capitolo terzo abbiamo passato in rassegna i più importanti modelli 
economici sul monopolio e l’oligopolio, nel quarto abbiamo mostrato 
la logica specifica di funzionamento degli agenti artificiali utilizzati 
nelle simulazioni, ed infine nell’ultimo abbiamo mostrato i risultati 
ottenuti con le nostre simulazioni. 
Nel terzo capitolo, in particolare, abbiamo esaminato dapprima i 
modelli classici del monopolio e dell’oligopolio, poi abbiamo mostrato 
la rappresentazione dell’oligopolio fornita dalla teoria dei giochi. La 
teoria dei giochi prevede che gli agenti elaborino le strategie di azione 
tenendo in considerazione le reazioni che gli altri agenti 
manifesteranno rispetto ad esse, per cui deve ipotizzare una capacità di 
calcolo ed una razionalità degli agenti addirittura superiori a quelle 
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dell’economia standard. In questo contesto, poi, l’abbandono di ipotesi 
troppo restrittive, come quella di perfetta informazione, viene 
affrontato introducendo meccanismi di apprendimento molto artificiosi 
come la revisione bayesiana delle probabilità ed le regressioni 
statistiche con i minimi quadrati, che invece che aumentare il  realismo 
dei modelli lo abbattono ulteriormente spingendo a limiti estremi 
l’ipotesi di razionalità “as if”. 
A questo tipo di impostazione si contrappongono invece i modelli 
di oligopolio come quello di Sylos Labini, dove si cerca di individuare 
i fattori essenziali della situazione strategica oligopolistica, che gli 
agenti, con la loro capacità limitata di calcolo, tengono verosimilmente 
in considerazione per la loro azione. In questo senso si evidenzia 
l’importanza del processo tecnico nel produrre discontinuità 
tecnologiche e di dimensione delle imprese, della struttura iniziale (per 
il modello, e quindi la storia passata per la realtà) dell’industria, i 
processi non deterministici di trasformazione di tale struttura nel 
tempo, le barriere all’entrata costruite dalle imprese operanti nel 
settore. Soprattutto, cosa che interessa di più in questa tesi, abbiamo 
visto come il modello di Sylos Labini proponga il mark-up come 
procedura di fissazione robusta del prezzo, procedura che consente di 
ridurre l’informazione da trattare, e quindi risulta particolarmente 
idonea ad essere utilizzata da agenti con razionalità limitata. 
Nel quarto capitolo abbiamo mostrato il  meccanismo di 
funzionamento degli agenti artificiali da noi utilizzati nelle 
simulazioni. La struttura di base di essi è costituita da una rete 
neurale. Una rete neurale è una dispositivo costituito da una serie di 
unità interconnesse, che si scambiano segnali di diversa entità nel 
tempo (rappresentabili con dei numeri, ad esempio tra -1 ed 1), pesati 
da ulteriori numeri associati ad ognuna delle connessioni, detti “pesi 
della rete”. Alcune di queste unità interconnesse ricevono segnali 
dall’esterno, interpretabili come informazioni provenienti 
dall’ambiente, mentre altre unità inviano segnali all’esterno, 
interpretabili come l’azione esercitata dall’agente sull’ambiente. Nelle 
nostre simulazioni i segnali in input erano costituiti dalle informazioni 
a disposizione dell’agente sul prezzo fissato in passato, sul profitto 
ottenuto, sui costi,  sui prezzi fissati dagli avversari in passato, ecc., 
mentre il segnale di uscita, unico, era costituito dal prezzo fissato per 
la vendita del bene prodotto. Un dispositivo di questo genere viene 
dotato inizialmente di pesi casuali,  per cui la risposta data sulla base 
delle informazioni ricevute, è anch’essa inizialmente casuale. Il  
problema è dotare il  sistema di meccanismi che consentano la ricerca 
di pesi tali da fornire “risposte giuste”, nel nostro caso prezzi che, in 
base alla situazione dell’ambiente, consentano di ottenere elevati 
livelli di profitto. In definitiva di capacità di apprendimento. I 
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meccanismi da noi adottati sono chiamati algoritmi genetici, e 
costituiscono una stilizzazione dei meccanismi dell’evoluzione 
naturale. In sostanza, per ogni agente artificiale vengono prodotte più 
reti neurali come quella descritta, poi si valuta il loro grado di 
adattamento all’ambiente, nel nostro caso la capacità di fissare prezzi 
che consentano di ottenere dei profitti alti,  si creano nuove reti 
“incrociando” quelle che hanno fornito risposte migliori, e si procede 
di nuovo al test di adattamento. Questo processo viene ripetuto più 
volte, per cui i singoli agenti sviluppano autonomamente reti sempre 
più idonee a perseguire l’obiettivo dell’incremento del profitto, od 
altri obiettivi, ad essi assegnato. 
Nel quinto ed ultimo capitolo abbiamo mostrato i risultati di una 
serie di simulazioni che vanno nelle direzioni indicate. 
In particolare abbiamo mostrato come sia possibile concepire 
agenti che perseguono obiettivi multipli sulla base di meccanismi 
basati su un approccio satisfying  anziché sulla base di una funzione di 
utilità. Poi in alcune simulazioni sull’oligopolio dove l’ambiente è 
instabile e complesso, abbiamo mostrato come il mark-up emerga 
spontaneamente, cioè come gli agenti tendano a svilupparlo e ad 
adottarlo come procedura di fissazione del prezzo che consente di 
ridurre le informazioni da processare, in particolare di trascurare le 
“strategie” adottate dagli avversari, pur conseguendo livelli accettabili 
degli obiettivi raggiunti. In altre simulazioni, dove l’ambiente è 
notevolmente più stabile e semplice, il mark-up viene invece utilizzato 
dagli agenti come routine di base per la costruzione di procedure di 
comportamento più articolate, in particolare reattive rispetto l’azione 
degli avversari. Questi risultati sono molto interessanti, soprattutto se 
considerati alla luce dei risultati conseguiti con altri strumenti di 
intelligenza artificiale da Dosi et al. (1994) e Valente (1991-1992). 
Anche in tali lavori il mark-up tende ad essere sviluppato 
spontaneamente dagli agenti artificiali,  manifestando la sua robustezza 
come regola di fissazione del prezzo. La diversità di strumenti 
simulativi utilizzati conferisce ai risultati descritti  una maggiore 
affidabilità. 
In una serie di simulazioni finali,  inoltre, siamo riusciti a 
mostrare un’altra potenzialità degli strumenti simulativi proposti con 
questa tesi.  Essa consiste nella possibilità di studiare gli effetti che le 
assunzioni sui processi adottati dagli agenti reali, possono produrre sui 
sistemi aggregati. In questo senso abbiamo mostrato come il prezzo 
medio emergente nell’oligopolio da noi simulato, fosse legato alle 
particolari capacità cognitive degli agenti produttori, in particolare alla 
loro “lungimiranza” (capacità di valutare gli effetti prodotti sulle quote 
di mercato future dai prezzi fissati nel presente), ed alla rapidità con 
cui i consumatori spostano la loro domanda tra i diversi venditori in 
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funzione del prezzo di offerta di questi.  Tutti questi risultati 
evidenziano la flessibilità e le potenzialità rappresentative dei modelli 
simulativi che utilizzano i principi del Connessionismo. 
Crediamo che le ulteriori ricerche nella direzione seguita in 
questa tesi, possano percorrere quattro strade diverse. 
La prima linea di ricerca consiste nel continuare 
l’approfondimento della base epistemologica della teoria neoclassica 
iniziato nel primo capitolo. Troppo spesso gli economisti neoclassici 
hanno dato per scontato ed utilizzato alcuni principi ed impostazioni 
che invece dovrebbero essere usati con notevole cautela e 
consapevolezza. Lo scopo di questa analisi sarebbe quello di 
individuare i punti di forza ed i limiti dell’impostazione neoclassica, 
in modo da utilizzare oculatamente gli strumenti che essa offre. 
La seconda linea di ricerca è quella consistente nell’approfondire 
il comportamento reale tenuto dagli agenti quando essi sono tenuti a 
prendere decisioni o risolvere problemi, in particolare nell’ambito 
delle organizzazioni economiche. Tali ricerche di tipo squisitamente 
microeconomico e psicologico, per assumere consistenza ed 
affidabilità dovrebbero essere condotte sul piano empirico oltre che su 
quello teorico. Infatti benché per lo studio di molti fenomeni 
economici la via sperimentale non risulta in generale percorribile, la 
stessa cosa non vale per alcuni casi microeconomici per i quali ci 
sembra essere notevole spazio per l’indagine empirica, come mostrato 
dalle ricerche esposte nel primo capitolo. 
La terza linea di ricerca dovrebbe essere rivolta ad approfondire 
gli strumenti simulativi offerti dall’IA artificiale, o addirittura 
contribuire ad elaborare nuovi strumenti di simulazione ed affinare 
quelli già esistenti in funzione delle particolari esigenze dei modelli 
economici. In questa direzione un esempio eccezionale è stato dato da 
Simon il quale, con l’obiettivo di ricostruire i processi di soluzione dei 
problemi da parte degli individui, ha dato un grosso impulso alle 
ricerche empiriche in tale direzione, ed un apporto decisivo allo 
sviluppo di strumenti di IA (di tipo simbolico) per la rappresentazione 
dei comportamenti e delle euristiche scoperte con tali ricerche. 
Riteniamo che il paradigma del Connessionismo sia un candidato 
ideale per realizzare questi scopi, sia per i principi su cui si fonda, 
affini a quelli della teoria della razionalità limitata, sia per l’immensa 
flessibilità che lo caratterizza che può apparire solo parzialmente dai 
pochi concetti visti in questa tesi, ma che abbiamo avuto modo di 
toccare con mano durante le nostre ricerche. 
La quarta linea di ricerca dovrebbe essere volta a costruire in 
concreto altri modelli economici simulativi analoghi a quelli illustrati 
negli ultimi due capitoli, diretti a rappresentare i fenomeni economici 
dove la teoria standard e più debole e dove i modelli simulativi qui 
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proposti possono esprimere maggiormente le loro potenzialità. Solo 
così infatti,  attraverso l’accumulo di più esperienze e risultati,  si potrà 
arrivare ad emettere un giudizio definitivo su quanto affermato in 
questa tesi, relativamente all’utilità per l’economia dei modelli 
connessionistici. 
 310
 
Appendice informatica 
Il programma informatico del simulatore 
 
In questa appendice alla tesi intendiamo mostrare il programma 
informatico attraverso il quale abbiamo implementato il simulatore. Si 
tratta di un programma prototipo costruito appositamente per i modelli 
simulativi presentati in questa tesi, da parte del candidato. 
Il  linguaggio utilizzato è stato il “C” che consente una notevole 
velocità di elaborazione in fase di esecuzione del programma. Questo 
aspetto era molto importante data la grossa mole di calcoli che le 
simulazioni realizzate comportano. Il calcolatore utilizzato era dotato 
di un processore INTEL 486 DX2, con sistema operativo MS-Dos. Ogni 
simulazione durava dai pochi secondi ai 10 minuti a seconda del 
numero di interazioni impostate (da 100 a 10000). 
Il  programma è stato diviso in “moduli” corrispondenti a diversi 
file del programma sorgente, compilati separatamente e poi “linkati”. 
Descriviamo succintamente la funzione svolta da ciascun modulo. 
Header. E’ l’”header” dei moduli del programma, contenente le 
costanti del programma, le variabili esterne a tutti i  moduli relative ai 
parametri che l’utente del programma può fissare prima di avviare la 
simulazione, e le variabili esterne a tutti i  moduli rimanenti. Gran 
parte delle variabili utilizzate dal programma, comprese le matrici a 
più dimensioni dei pesi delle reti e quelle dei dati relativi alle 
congetture, sono esterne. La scelta, che rende più difficile il controllo 
degli errori, consente però una maggiore velocità di esecuzione del 
programma perché le variabili sono create una volta per tutte e non 
debbono essere passate da una funzione ad un’altra. Il  funzionamento 
del programma comporta quindi la costruzione iniziale in memoria 
RAM di una grossa serie di matrici multidimensionali di variabili di 
stato del sistema economico simulato, che vengono poi modificate dal 
programma che “salta” rapidamente tra le varie locazioni di memoria 
aggiornando lo stato del sistema. 
Main programma. Contiene la funzione principale del programma 
che richiama opportunamente le funzioni principali dei vari moduli del 
programma. 
Inserimento parametri simulazione. Consente l’introduzione dei 
parametri della simulazione da parte dell’utente. I parametri regolabili 
dall’utente sono circa 100, e comprendono tra gli altri il  numero di 
interazioni del programma, il numero di neuroni hidden ed il tipo di 
funzione di trasferimento dei neuroni delle reti neurali di ogni agente, 
il numero delle reti neurali per ogni agente, il numero di agenti, i  
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parametri per regolare la variabilità dell’ambiente, i  parametri per 
regolare il funzionamento degli algoritmi genetici,  i  parametri per 
regolare il perseguimento dei diversi obiettivi da parte degli agenti.  
Creazione matrici congetture e dati. E’ il modulo che alloca 
diverse parti della memoria per le matrici che ospitano i pesi delle reti 
e le informazioni relative alle singole congetture. Le matrici più grandi 
fanno uso di puntatori “huge” per la prima dimensione, per superare il 
limite di memoria di 64 kbyte dell’allocazione ordinaria dell’MS-Dos. 
Test congetture nell’ambiente. E’ il modulo più importante e 
complesso dove le congetture vengono confrontate con l’ambiente 
esterno e con la rappresentazione interna di esso. Anche la 
rappresentazione interna dell’ambiente da parte degli agenti è 
contenuta in questo modulo. 
Riordina congetture. Il  modulo ordina in base alla fitness le 
congetture dei diversi agenti.  
Riproduzione congetture. Il  modulo applica gli algoritmi genetici 
ai pesi delle reti per la ricerca di congetture ad alta fitness. Sono 
presenti diverse funzioni che implementano diverse varianti degli 
operatori genetici,  utilizzate durante le varie prove realizzate per 
mettere a punto il simulatore. 
Output simulazione. E’ il modulo che gestisce gli output su 
schermo, numerici o grafici, delle simulazioni. Esso offre la possibilità 
di scegliere tra più “videate” diverse di informazioni, sia durante che 
alla fine delle simulazioni. 
Funzioni di utilità del programma. Modulo che raccoglie le 
funzioni di utilità del programma, cioè le funzioni che svolgono 
operazioni di routine informatica per far girare il programma e non 
operazioni di contenuto del programma stesso. 
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