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A B S T R A C T
Optimal loco-manipulation planning and control for high-dimensional systems
based on general, non-linear optimisation allows for the specification of versatile
motion subject to complex constraints. However, complex, non-linear system and
environment dynamics, switching contacts, and collision avoidance in cluttered
environments introduce non-convexity and discontinuity in the optimisation space.
This renders finding optimal solutions in complex and changing environments an
open and challenging problem in robotics. Global optimisation methods can take a
prohibitively long time to converge. Slow convergence makes them unsuitable for
live deployment and online re-planning of motion policies in response to changes
in the task or environment. Local optimisation techniques, in contrast, converge fast
within the basin of attraction of a minimum but may not converge at all without a
good initial guess as they can easily get stuck in local minima. Local methods are,
therefore, a suitable choice provided we can supply a good initial guess.
If a similarity between problems can be found and exploited, a memory of
optimal solutions can be computed and compressed efficiently in an offline com-
putation process. During runtime, we can query this memory to bootstrap motion
synthesis by providing a good initial seed to the local optimisation solver. In
order to realise such a system, we need to address several connected problems
and questions: First, the formulation of the optimisation problem (and its para-
metrisation to allow solutions to transfer to new scenarios), and related, the type
and granularity of user input, along with a strategy for recovery and feedback
in case of unexpected changes or failure. Second, a sampling strategy during the
database/memory generation that explores the parameter space efficiently without
resorting to exhaustive measures—i.e., to balance storage size/memory with online
runtime to adapt/repair the initial guess. Third, the question of how to represent
the problem and environment to parametrise, compute, store, retrieve, and exploit
the memory efficiently during pre-computation and runtime.
One strategy to make the problem computationally tractable is to decompose
planning into a series of sequential sub-problems, e.g., contact-before-motion
approaches which sequentially perform goal state planning, contact planning,
motion planning, and encoding. Here, subsequent stages operate within the null-
space of the constraints of the prior problem, such as the contact mode or sequence.
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This doctoral thesis follows this line of work. It investigates general optimisation-
based formulations for motion synthesis along with a strategy for exploration,
encoding, and exploitation of a versatile memory-of-motion for providing an initial
guess to optimisation solvers. In particular, we focus on manipulation in complex
environments with high-dimensional robot systems such as humanoids and mobile
manipulators.
The first part of this thesis focuses on collision-free motion generation to reliably
generate motions. We present a general, collision-free inverse kinematics method
using a combination of gradient-based local optimisation with random/evolution
strategy restarting to achieve high success rates and avoid local minima. We use
formulations for discrete collision avoidance and introduce a novel, computationally
fast continuous collision avoidance objective based on conservative advancement
and harmonic potential fields. Using this, we can synthesise continuous-time
collision-free motion plans in the presence of moving obstacles. It further enables
to discretise trajectories with fewer waypoints, which in turn considerably reduces
the optimisation problem complexity, and thus, time to solve.
The second part focuses on problem representations and exploration. We first
introduce an efficient solution encoding for trajectory library-based approaches.
This representation, paired with an accompanying exploration strategy for offline
pre-computation, permits the application of inexpensive distance metrics during
runtime. We demonstrate how our method efficiently re-uses trajectory samples,
increases planning success rates, and reduces planning time while being highly
memory-efficient. We subsequently present a method to explore the topological
features of the solution space using tools from computational homology. This
enables us to cluster solutions according to their inherent structure which increases
the success of warm-starting for problems with discontinuities and multi-modality.
The third part focuses on real-world deployment in laboratory and field exper-
iments as well as incorporating user input. We present a framework for robust
shared autonomy with a focus on continuous scene monitoring for assured safety.
This framework further supports interactive adjustment of autonomy levels from
fully teleoperated to automatic execution of stored behaviour sequences. Finally,
we present sensing and control for the integration and embodiment of the presen-
ted methodology in high-dimensional real-world platforms used in laboratory
experiments and real-world deployment. We validate our presented methods using
hardware experiments on a variety of robot platforms demonstrating generalisation
to other robots and environments.
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L AY S U M M A RY
Designing motions for robots with many joints is a challenging problem, particu-
larly when non-intuitive requirements have to be taken into account. These include,
for instance, maintaining balance on a legged platform, minimising energy con-
sumption to increase battery lifetime, and avoiding collisions with itself, bystanders,
or objects in the environment. One popular approach to satisfy these requirements
while achieving desired characteristics is to apply numerical optimisation. Here,
requirements can be given as constraints (e.g., maintain balance, do not collide), while
desired characteristics become objectives or defects to be minimised (e.g., minim-
ise energy consumption, increase robustness to perturbation). Due to its use in many
other fields—mathematics, physics, business operations, and finance to name a
few—large-scale numerical optimisation algorithms have become widely available.
They come with two challenges, though: First, they need to find a possible
(feasible) solution, i.e., one motion where all requirements are fulfilled irrespective
of the defects or objectives. Second, to find the optimal value of the objectives,
while still satisfying all requirements and not ending the search prematurely. These
challenges determine both the success or failure and time to finish the optimisation
process. This is a particular issue in robotics as an additional requirement for
motion synthesis is to obtain a new motion quickly in response to changes in the
problem or environment (e.g., when working collaboratively with a human or when
the sensing of the situation is uncertain).
To address this, we propose several contributions for rapidly obtaining motion
plans for complex robotic systems in challenging and changing environments in
this thesis. These include (1) a generic framework for optimisation-based motion
planning, (2) a novel, computationally efficient approach for continuous collision
avoidance enabling the use of fewer waypoints while ensuring safe trajectories, (3)
a method for encoding and retrieving prior experiences quickly from a trajectory
library to initialise optimisation, (4) a topological approach for analysing the
underlying structure of a set of trajectories to guide machine learning approaches,
and (5) the demonstration of these contributions in an integrated system with input
from human operators for increased flexibility and automation.
Optimisation solvers work very similar to trying to reach the lowest point while
taking a hike in hilly terrain and having to stay below a certain altitude. First,
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finding a path through the landscape that remains below the maximum elevation
and maximum slope one can hike may be tricky if one does not have a good idea
where to start or access to a map (the feasibility problem). Second, one may reach a
valley where to all sides the slopes increase: One appears to be at the lowest point.
However, this valley may be just one of many—and by far not the one with the
lowest elevation (local minima). As such, without a good hunch of which path to
take, one can easily find the task impossible to solve or to get stuck along the way.
The analogy of the difficult terrain is very similar to the cost landscape on which
the optimisation solvers operate. As motion designers formulate and combine
requirements and challenges intuitively, they often create challenging landscapes
for the optimisation solvers to go through. They are, however, similar to some
degree for comparable problems. In this thesis, we leverage this insight and use
large amounts of offline exploration to build experience (in this example, a map) to
be able to provide a good enough hunch at runtime when presented with a new
motion problem.
To this end, we focus on three areas in this thesis: (a) formulations of motion
synthesis which take collision avoidance into account, (b) efficient methods for
exploring, encoding, and retrieving motion samples to guide optimisation solvers,
and (c) deployment on real-world robotic platforms in collaboration with human
operator input and guidance.
In the first part, we introduce a general non-linear optimisation-based formu-
lation for planning single configurations for a robot and discuss and compare
different ways of including collision avoidance across a large number of optim-
isation algorithms. We then introduce a novel way of avoiding collision on the
interpolation between two robot configurations. We leverage insights from com-
puter graphics (inspired by when will the bullet hit the wall) and physics (the electric
field of an electrically charged surface) to come up with a fast and efficient way of
how to avoid collision with moving obstacles without resorting to having to check
lots of intermediate configurations. Our new approach permits to reduce the size
of the optimisation problem by requiring fewer waypoints, and as such, speeds up
optimisation while providing certainty on being collision-free.
In the second part, we focus on how to formulate problems such that we can effi-
ciently explore examples of movements, store them, and learn from this experience.
We first introduce an efficient data structure that makes use of every small element
within a sample motion and also allows for figuring out how to enlarge the area
for which this example is a good initialisation for the optimiser. We demonstrate
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this on a humanoid robot performing pick-and-place from a shelf: Here, every
problem is slightly different (with different locations on the bookshelf)—but the
motion required to not bump into the shelf itself and to maintain balance largely
the same. Subsequently, we focus on exploring the underlying structure of the
samples obtained during exploration. In many cases, there is only a limited number
of possibilities for solving a task: For instance, one can walk around a lake using
a path on the left or the right-hand side. During exploration, we are likely to
find many trails that go on either side—however, to provide a good initialisation
for the optimiser it is enough to be able to show a sample each using the left
and right paths. We use tools from computational topology (which studies the
underlying structure of and relationships within spaces) to separate the samples
into distinct ways of solving a task, and then apply tools from machine learning to
each. This has shown to work better than blindly trying to learn without paying
attention to structure (which, in the above example, would suggest a path through
the water—clearly violating the feasibility requirement of walking on firm ground).
These insights also allow us to vastly reduce the memory size required to store
examples in a trajectory library as one sample of each class is usually enough.
In the third part, we focus on incorporating the developed algorithms in full
systems with perception (sensing of the environment) and control algorithms
for deployment. First, we extend on a concept allowing sliding control between
teleoperation where a human operator controls every movement of a robot to full
autonomy where the robot takes all decisions by itself (shared autonomy). We add
a method that continuously monitors changes in the environment and decides
whether it is safe to continue with the planned motion, whether it needs to be
interrupted, and whether it can be restarted or replanned automatically after the
change has cleared. Finally, we combine the insights into a system for quickly
deploying new applications that combine forward motion of a mobile manipulator
together with robot arm motion to carry out actions. This makes it possible to
manipulate objects without having to stop leading to further efficiency increases.
Similarly, we can now carry out tasks that require a large workspace to be covered.
Finally, this capability also enables the rapid transfer of motions developed in
simulation on a computer to real-world deployment.
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Part I
P R E L I M I N A R I E S

1
I N T R O D U C T I O N
Automated machinery and robotic systems have become more pervasive as we
strive both for higher labour productivity as well as to reduce human exposure to
repetitive and strenuous tasks and hazardous environments. Over the past decade,
predominantly driven by commoditised component cost, standardisation, as well
as an open-source robotics movement, many new applications have materialised.
One hallmark is the emergence of collaborative robots that interact safely with
people without the requirement to be physically separated by security equipment.
Collaborative robots at the same time have ushered in a paradigm where non-
expert end-users are empowered to set-up and reconfigure the robots for new tasks.
Human and robots working side-by-side and hand-in-robot-hand is in contrast to
the dawn of industrial robots where the motion paths were programmed for speed
and throughput by an expert during assembly line commissioning.
Some tasks, however, can only be achieved by repositioning the robot—for
instance, to have a more extensive range of motion in parts of the workspace that
are relevant to the execution of the task. Mobile robots using wheels or tracks can
navigate built and outdoor environments at high speeds. However, they lack the
versatility of humans and animals to climb varied and irregular terrain by using
limbs and their body to make and break contact. In robotics research, we call this
whole-body multi-contact locomotion.
Legged robots have a morphology that resembles humans and animals. They Legged robots
use actuated limbs to traverse terrain and have the ability to operate both in
environments built for people as well as in challenging terrain. While initially
most of an academic (and cinematic) interest, significant progress has recently
been demonstrated. Impressive—and often acrobatic—advancements in the field
of legged robots by companies such as Boston Dynamics and ANYbotics have
captured the attention and imagination of many.
A large number of actuated motors power this extreme versatility: A quadruped
commonly uses 12 and humanoids over 30 motors. Each motor represents a degrees
of freedom (DoF) that we can control. Legged robots need to maintain balance and Degrees-of-
freedommight have further un-actuated DoF from their placement in the world, i.e., they are
under-actuated. We can control these DoFs through interaction with the environment
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in the form of forces at the contacts. Designing motions for robots with this many
DoF—a quadruped commonly has 18 DoF and a humanoid 30–40—is a challenge
as the size of the configuration space grows exponentially with every degree. This
is referred to as the curse-of-dimensionality and highlights the need for efficientCurse-of-
dimensionality methods for planning and control.
Exploratory, or sampling-based, motion planning is focused on searching the
space, for instance, through random samples. Seminal algorithms include the
Probabilistic Roadmap (PRM) [Kavraki et al., 1996] which uses search algorithms
on a connected graph of configurations and the Rapidly-Exploring Random Tree
(RRT) [LaValle, 1998] algorithm which grows a tree structure biased towards the
goal. If a final goal configuration is known, we can employ efficient bi-directional
variants of these algorithms (e.g., RRT-Connect Kuffner and LaValle [2000]) to find
a solution. However, obtaining a valid, collision-free goal configuration satisfying
multiple constraints can be challenging. In Chapter 2, we review and compare
a general formulation for obtaining valid goal configurations. A challenge with
solutions obtained from exploratory planning is that solutions may include artefacts
from the random sampling process: Erratic and unnecessary movements. These are
not only inefficient but also unexpected to users in a shared workspace. As thus,
sampling-based planning methods commonly apply path shortening or smoothing
in a post-processing step.
In practice, it is unintuitive and difficult to express a task for a high-dimensionalTask
representation system in terms of the configuration, i.e., the set of joint positions. Goals such
as reaching a target with a hand and complex constraints such as maintaining
balance can be expressed much more readily in the corresponding task-space.
Many variants of sampling-based planning algorithms exist (see Elbanhawi and
Simic [2014] for a recent review). Some allow to directly plan on the constraint
manifold (see Kingston et al. [2018] for an overview), while others use a sample
adaptation using an optimisation problem to ensure constraint satisfaction (e.g.,
[Yang et al., 2016b]). Methods of the former category work well if the constraint can
be expressed as an equality constraint, i.e., an algebraic expression that evaluates to
be precisely equal to a value for the constraint to hold (e.g., an end-effector task to
reach an object). To handle inequality constraints (e.g., for maintaining balance or
a minimum distance), sample adaptation methods in the latter category require
numerical optimisation. In either case, sampling-based planners often require
heuristics to be carefully designed or tuned. Optimal sampling-based planning
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algorithms, e.g., RRT-Star [Karaman and Frazzoli, 2011] and BIT-Star [Gammell
et al., 2015], can take a very long time to converge.
Often, the number of DoF is higher than what is required to achieve a particular Redundancies
task, i.e., the robot has redundancies. These redundancies can be exploited in
motion planning to satisfy desired optimality criteria and by the controller to
achieve robustness against model error and perturbations. We can also motivate
this biomimetically: Humans show considerable variability in their movements
unless in the vicinity of the movement goal [Tassa, 2011].
When tasks can be formulated using smooth functions, optimisation-based meth- Optimisation-
based motion
planning
ods can be applied to achieve one or multiple optimality criteria while satisfying








Optimisation-based Motion Planning Problem
Figure 1: Idealised optimisation-based motion planning pipeline
Where gradients can be derived, efficient first- and second-order methods can
be applied (Moré [1978], Liu and Nocedal [1989], Ratliff et al. [2009], Toussaint
[2009, 2014]). However, these methods perform local optimisation and only optimise
within the vicinity of their starting point (initial seed). Providing a good seed is a
challenge, and the algorithms may get stuck in local minima. A proper initialisation
is particularly essential in motion planning as both kinematics and dynamics of
robot systems are non-linear, and often also non-convex. An optimiser is said to be
warm-started if the provided initial seed is the output of a previous optimisation. If
one cannot obtain gradients, an option is to apply Monte Carlo methods which use
roll-outs (e.g., Theodorou et al. [2010], Kalakrishnan et al. [2011]). While trivially
parallelisable, where roll-outs are expensive, they tend to be sample inefficient.
A key difference in motion planning is whether a sequence of joint configurations
is optimised (kinematic trajectory optimisation) or whether the dynamics of the robot,
e.g., how fast it can accelerate, are taken into account (dynamic trajectory optimisation).
In the latter case, the control sequence—i.e., the motor commands such as current or
torque—is optimised. Kinematic trajectory optimisation is fast due to its simplicity
but does not guarantee the satisfaction of dynamics constraints, e.g., whether a real
robot could achieve the desired motions.
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Algorithms in dynamic trajectory optimisation generally fall in two families:1Dynamic
trajectory
optimisation indirect trajectory optimisation methods optimise the control sequence
and obtain the state trajectory (positions and velocities) by performing integ-
ration using the nominal model of the robot dynamics. As they thus fold the
dynamics into the optimisation, they ensure that the resulting state trajectories
are always strictly feasible [Tassa et al., 2014]. Indirect methods are straight-
forward to formulate; and in the absence of control limits, they benefit from
entirely unconstrained optimisation. They are faster (per iteration) and better
suited for warm-starting, yet very sensitive to local minima. Additionally,
state constraints cannot be incorporated directly.
direct trajectory optimisation methods, on the other hand, discretise over
both the state and the control trajectories and constrain subsequent states
to satisfy the robot dynamics. As a result, one can directly formulate and
include state and control constraints with ease. Unlike indirect methods, they
discard the temporal structure, and thus sparsity, of the problem (treating
dynamics as a constraint), hence requiring search in a constrained space. This
necessitates optimisation solvers that can handle constraints explicitly. Direct
trajectory optimisation approaches also result in much larger optimisation
problems as both states and controls are programme variables. They, however,
can find better optima through continuation [Tassa et al., 2014].
Direct trajectory optimisation methods are particularly popular for planning
motions for legged robots which inherently interact with the environment for
locomotion and multi-contact manipulation. However, making and breaking contact
violates the assumption of smooth and continuously differentiable functions.
Methods for planning motions on legged robots that include changing contacts
and full dynamics models in a single optimisation problem (see Figure 1) can take
prohibitively long to converge (on the order of minutes to hours), if at all. As thus,
previous work proposed a range of simplifications of either dynamics models or
contact locations and phases. Contact-Invariant Optimisation [Mordatch et al., 2012]
uses additional continuous variables to indicate whether an end-effector is in contact
as well as pre-specified contact phases. To be able to use unconstrained optimisation,
1 While this categorisation reflects whether the state trajectories are optimised directly (i.e., simultan-
eously) or indirectly, there is a further distinction in numerical optimisation; discussed, for instance,
in [Betts, 2010, Section 4.3]. For the remainder of this thesis, we will describe methods optimising the
controls and obtaining the state through integration as indirect (or shooting methods) and methods
which simultaneously optimise both states and controls as direct (or simultaneous).
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simplifications and relaxations to constraints arising from physics and dynamics
are applied. Contact-Implicit Optimisation [Posa et al., 2014] models contacts as
inelastic collisions with complementarity constraint and optimises over mode
changes. However, due to the non-convexity of the problem, proper initialisation
or expert-tuned heuristics are required for convergence. Winkler et al. [2018]
optimise over timing and gait sequence by applying phase-based parametrisation
and a simplified centroidal dynamics model. The hybrid formulation proposed
in Stouraitis et al. [2018] optimises over both discrete contact locations and their
timing as well as continuous force profiles. To make the problem tractable, they
use a simplified single rigid body dynamics model and continuously-parametrised
environments. Independent of the particular formulation, all of the above methods
result in large Non-linear Programming (NLP) problems.
A challenge for all of these methods is the requirement to avoid unwanted Collision
avoidancecontact (collisions) as these may perturb the system or cause injury, damage to the
environment, or the robot itself. Exploratory methods use rejection sampling to
discard configurations which are in a collision state. Including collision information
into trajectory optimisation, however, requires smooth and differentiable proxy
metrics. In practice, these are often expensive to compute and highly non-linear
complicating the optimisation problem. Previous work proposed multiple direct
approximations based on the collision shape geometry. We review and compare
these in Chapter 2 on an goal state planning task. Other approaches which require
preprocessing of the robot or environment model, such as the Euclidean Distance
Transforms [Ye, 1988] or sphere approximations and signed distance fields, exist.
Their description and comparison, however, is out of the scope of this thesis. When
extending these collision avoidance proxies to trajectory optimisation, there is no
guarantee that the transition between two discretised configurations is also collision-
free. Seminal work by Schulman et al. [2014] introduced a convex penalty based
on the swept volume between two configurations. For efficiency, they created the
convex swept volume directly from the support mappings of the collision shapes.
However, the resulting penalty requires the (expensive) computation of signed
distances between bodies and has not been extended to dynamic environments. We
describe an alternative novel and efficient formulation, based on harmonic potential
fields, which works in the presence of moving obstacles in Chapter 3.
As an alternate solution to joint optimisation, decomposed pipeline approaches Pipeline
approachwith several subsequent sub-problems have proven practical and reliable [Carpen-
tier et al., 2017], see Figure 2. The advantage of pipeline approaches lies in the
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improved tractability of the individual decomposed sub-problems. As a result,
previous work proposed several interchangeable approaches for each stage. This
further benefits the adaptability of a robotic system by combining different methods





















Figure 2: Common pipeline approach: The multi-contact motion planning problem is
decomposed and solved by several, subsequent sub-problems.
Here, after obtaining a final pose and configuration (Goal State Planning), a
possible path for a simplified lumped collision model is found (Path Planning).
The contact planning phase then establishes reachable contact configurations (and
often also a trajectory for the Centre-of-Mass (CoM) of the robot) along the guide
path obtained by path planning. Using only a convex decomposition of supportContact
planning surfaces and a final footstep location, Deits and Tedrake [2014] formulate a Mixed-
Integer Quadratically Constrained Quadratic Programme (MIQCQP) which finds an
optimal contact sequence without the requirement for a guide path. Tonneau et al.
[2018a] introduce a reachability-based contact planner able to synthesise acyclic
contact alleviating the need to specify a gait mode. To efficiently generate feasibleWalking pattern
generation CoM trajectories that satisfy kinematic constraints from contact sequences, Tonneau
et al. [2018b] present a convex formulation based on Bézier curve parametrisation.
To plan CoM motions for dynamic behaviours from contact sequences which satisfy
angular momentum constraints, Carpentier et al. [2016] introduced a walking
pattern generator sufficiently fast for online replanning. To also optimise the timing
of phases, Ponton et al. [2018] proposed a convex relaxation to achieve real-time
performance. If only provided with task-space trajectories by centroidal momentumWhole-body
motion planning planning, second-order inverse kinematics or task-space inverse dynamics is used
to execute on a robot [Del Prete et al., 2015, Farshidian et al., 2017]. Based on a
given contact sequence and timing, Dai et al. [2014] optimises a full-body motion
using centroidal dynamics while retaining a full kinematics model.
The above all assumed that sense, plan, and act are separate and subsequentUnmodelled/
unexpected
changes
stages. This separation is only valid as long as no change to the assumptions of the
previous stage occurs—or if one can execute the three steps sufficiently fast to re-
spond to change. However, in the real world and especially in shared environments,
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unmodelled changes are commonplace; sensed information and models are imper-
fect. Model errors can impact assumptions about the physical properties of a robot
such as its moments of inertia or the friction of contact interaction. Additionally,
as robots enter new applications, the traditional assumptions that it is possible to
control environments, and that all dynamics can be modelled (or cancelled out via
stiff, high-gain position control) no longer hold. Finally, interacting with people and Adaptability to
changethe environment introduces uncertainty and requires flexibility from the systems
to adapt to changes. With uncertainty and change, the underlying assumptions no
longer hold, and a quicker response is required.




on-the-fly in response to change. Model-Predictive Control (MPC) describes a control
paradigm which does not require convergence of the optimisation [Wieber, 2006].
Instead, the updated sensor information is used as the initial state for optimisation
with a limited time budget (usually to a sub-optimal solution within one or a
handful of iterations). The first control of the obtained sequence within the preview
horizon is applied, a new state sensed, and the process repeated at every control
step. MPC commonly uses indirect/shooting methods due to the strict dynamic
feasibility of the obtained solutions and favourable time per iteration compared
with direct trajectory optimisation methods. For low-dimensional systems that have
analytic dynamics models, e.g., quadrotor control, previous work has successfully
applied direct multiple-shooting approaches for MPC, in this case, referred to as
Non-linear Model-Predictive Control (NMPC). If the solution is within the same
local minima, this receding horizon replanning scheme can be employed efficiently
for online control. Koenemann et al. [2015] successfully applied this concept to a
full-size humanoid robot and discussed relevant implementation details and how
to deal with computation delay. Such an MPC scheme fails if the magnitude of
the change in the initial condition exceeds the solver’s ability to adapt the prior
solution using local optimisation. One example is the requirement to take extra
steps to prevent a fall in response to a strong push (i.e., impulse). In this case, the
updated initial condition requires a significant change to the previous solution
(which an MPC scheme uses as the initial guess) such that it is not possible to reach
a feasible solution from inside the current local minima. However, if it is possible
to provide a new suitable initial seed or warm-start, such an operating scheme can
be applied robustly in response to change. One way is to provide a warm-start seed













Figure 3: Conceptual idea: A memory-of-motion is used to provide an initial guess to an
optimisation solver to speed up convergence and avoid getting stuck in local
minima.
Trajectory library approaches exploit similarity to previous problems or situationsTrajectory
libraries (e.g., initial states). They store sets of trajectory samples and retrieve an initial guess
through look-up methods, e.g., nearest neighbour [Stolle and Atkeson, 2006, Stolle
et al., 2007, Tassa et al., 2008]. An advantage of trajectory library approaches is the
ability to support different solution lengths: In order to reach a task goal which is
close to the initial state, fewer waypoints are required compared with queries where
the initial state is far from the target. Approximation schemes commonly require a
uniform length for prediction. Key challenges for implementing trajectory libraries
include the definition of suitable distance metrics for look-up, transfer across
environments, and the trade-off between generalisation/coverage and memory size.
As trajectory libraries can contain multiple potentially applicable warm-starts, it
is also possible to use ranked lists. Here, if optimisation from an initial seed fails,
the next ranked can be tried. Dey et al. [2013] applied exhaustive offline learning
to learn a ranked classification of trajectory solutions based on a parametrised
problem input. While this—unlike look-up with simple distance metrics—ensures
that the best possible samples from the library are selected, it is only applicable to
limited-size datasets and—unlike standard trajectory library approaches—does not
support incremental addition of new samples online.
In Chapter 4, we follow a trajectory library approach and propose an efficient
representation and indexing scheme that allows initialisation of high-dimensional
kinematic trajectory optimisation in complex collision environments while using
inexpensive distance metrics.
However, trajectory library approaches come with two challenges: First, they
make inefficient use of the data as they do not generalise over or interpolate
between samples. Second, storing sufficient trajectory samples on high-dimensional
robots requires much memory and slows down look-up. In many cases, it is not
necessary to store the entire dataset: The large numbers of raw samples contain few
representative classes or local minima solutions which share similarities among
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them. Efficient (e.g., second-order) optimisation methods can adapt them quickly
to new problem queries. Thus, often only a few representative samples would be
required. Identifying and selecting these is a challenge, however.
Previous work proposed several ways of extracting insights and the underlying
structure of the trajectory samples. One way of compressing the original dataset
is to use tools from machine learning to approximate a function generating initial
guesses using low-dimensional models.
Similar to humans who learn by observing and repeated trials, Programming Programming-
by-
Demonstration
by Demonstration (PbD) and Learning from Demonstration (LfD) build on the
idea that tasks can be learnt, i.e., their objectives and constraints extracted, directly
from human demonstrations [Billard et al., 2008]. A model can approximate the
provided sample demonstrations—e.g., using a Bayesian Gaussian Mixture Model
[Pignat and Calinon, 2019]—or used to train a stable, dynamic system [Schaal, 2006,
Khansari-Zadeh and Billard, 2011].
Alternately, demonstrations can be used to extract the underlying objectives (or
rewards), e.g., using Inverse Reinforcement Learning (IRL) [Ziebart et al., 2008,
Mori et al., 2011]. Similarly, Inverse Optimal Control (IOC) (Mombaur et al. [2010],
Levine and Koltun [2012]) can be used to learn value functions which are less
expensive to evaluate.
The availability of large-scale motion capture datasets such as the CMU Graphics
Lab Motion Capture Database2 and the KIT Motion Database [Mandery et al.,
2015] have enabled considerable progress in the field of computer graphics. More
recently, human demonstrations have further been automatically extracted from
widely available online video footage (e.g., from YouTube) using 2D [Cao et al.,
2019] and 3D [Mehta et al., 2018] pose reconstruction algorithms. Holden et al.
[2017] introduced Phase-Functioned Neural Networks for real-time character control by
conditioning the weights of a small neural network on the insight that human gait
is periodic. Similarly, Zhang et al. [2018] applied a similar concept for quadruped
character control by conditioning the neural network on the gait mode. While
resulting in naturally looking impressive movements, neither method took physical
or dynamics constraints into account. Peng et al. [2018] addressed this by adapting a
Reinforcement Learning (RL) approach for interactive character control in physical
simulation. To bootstrap training, the authors used 3D pose reconstruction from
video footage available online.
2 http://mocap.cs.cmu.edu/
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Using a custom simulator for fast simulation with stable contact models and
learnt dynamics, Hwangbo et al. [2019] recently demonstrated versatile locomotion
behaviour in hardware experiments learnt entirely using reinforcement learning.
Other work has focused on combining Optimal Control (OC) for obtaining
optimal sample trajectories with learning using neural networks [Levine and
Koltun, 2013, Carius et al., 2020].
Mansard et al. [2018] proposed an iterative exploration scheme which combines aIterative
exploration and
learning
kino-dynamic PRM with trajectory prediction. The advantage of this method is that
exploration is guided and terminates once the trajectory prediction outperforms
the roadmap-based baseline. The authors applied this concept to low-dimensional
dynamic systems, including quadrotors, while extensions of this approach to
complex environments and legged robots have yet to be shown. A challenge here
is that standard function approximators assume uni-modal distributions, i.e., that
every input can only have one output. Due to this, Mansard et al. [2018] enforced
uni-modality during the exploration. However, complex robotic systems often have
multiple ways of achieving a goal (e.g., one can walk around an obstacle from two
sides) or discontinuous solutions induced by the dynamics or environment.
To address these discontinuities, Tang and Hauser [2019] used the expertise andDiscontinuity-
sensitive
learning
insights of a system designer to split the original data in clusters and apply a
Mixture-of-Experts (MoE) approach. This strategy, in contrast to Mansard et al.
[2018], requires all data to be available during training time. In Chapter 5, we follow
a similar approach to address discontinuity and multi-modality. Instead of relying
on an expert system designer, we use tools from computational topology to inform
clustering and warm-start decisions.
While the previous approaches used locally optimal samples to learn a global
policy, Deits et al. [2019] recently proposed a fascinating approach to directly learn
the value function (which, unlike the policy function, is unique). Here, the authors
obtain samples with bounded global sub-optimality from early terminated mixed-
integer programming. They demonstrate their approach in a predictive controller
on multi-contact problems on a planar humanoid as well as a cart-pole with walls.
Beyond system dynamics, the complexity of the environments robots operateTransfer across
environments in has a significant impact on the transferability of a learnt policy. Most of the
above work did not consider complex or changing collision environments. The key
challenge here is to create a representative and transferable descriptor/encoding
for the state of general collision objects with respect to the robot. A challenge is that
this encoding needs to be able to be efficiently explored by randomly generating
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(realistic) environments. Jetchev and Toussaint [2013] in their seminal work investig-
ated the ability to learn sparse feature descriptors to generalise across environments.
This approach still relies on the ability to provide a way to generate random envir-
onments and optimal solutions for a specific domain, and subsequently learn the
sparse feature encoding before learning the trajectory prediction. In roadmap-based
methods, an opposite approach is taken: Rather than representing the environment
collision obstacles in a feature descriptor, Dynamic Roadmaps (DRMs) [Leven and
Hutchinson, 2002]—a variant of PRM—encode the workspace occupation of config-
uration samples. Presented with a new static environment, samples/vertices that
would be in-collision can be efficiently filtered, resulting in a reduced, collision-free
graph. The essential advantage here is that collision checking is off-loaded into an
offline computation phase with only filtering taking place online. The disadvantage
is that storing the collision information for samples (vertices) and the connect-
ing motions (edges) quickly exhausts available memory, limiting the number of
samples that can be stored. Recently, the Hierarchical Dynamic Roadmap (HDRM)
[Yang et al., 2018a] has been proposed which does not need to store occupancy
information. However, it has not shown to scale to systems of higher dimensionality
or that involve dynamics.
We have now discussed formulations and methods to warm-start optimisation Shared autonomy
solvers. Here, an experienced operator selected and designed the constraints and
objectives based on the particular task at hand. For robots to be flexibly deployed
and operated by end-users, the human-robot interface to formulate tasks and to
interact with the system plays a significant role. Shared autonomy allows users
sliding control between full remote control (assisted by easy-to-use perception
and planning interfaces) and full autonomy. In Chapter 6, we introduce a robust
shared autonomy system which automatically monitors and evaluates changes in
the environment to stop, replan, and resume operation. We evaluate the system in
real-world experiments and field deployment.
While the previous paragraphs focused on motion planning, an essential factor Whole-body
controlfor the success of deploying and translating research results from simulation to real-
world experiments are the control systems at hand. On legged robots, Quadratic
Programming (QP) based inverse dynamics control that operates on synchronised
sub-systems is the de facto standard. Most mobile manipulation platforms and
laboratory equipment, however, are delivered with unsynchronised sub-systems.
As a result, many of the assumptions from the motion planning stage are invalid,
and often the redundancy built-in to these systems gets reduced as locomotion
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and manipulation are treated separately. Inspired by whole-body control on legged
robots, we introduce a full system for mobile loco-manipulation in Chapter 7.
1.1 problem statement
In the previous section, we reviewed state-of-the-art methods following the concept
of using offline generated optimal samples to bootstrap trajectory optimisation
online in response to change across a variety of approaches and fields. The dis-
cussed work differs across multiple dimensions: In the complexity of the dynamics,
the dimensionality of the systems, and the environment complexity considered.
We illustrate the systems and scenarios considered in this thesis against these



















Figure 4: Lattice showing the complexity of problems considered in this thesis categorised
by (a) dimensionality, (b) dynamics model considered, and (c) complexity of
environment.
The key open—and closely related—questions include:
problem formulation This relates to the assumptions and models used as
well as the set of representations, constraints, and objectives. One import-
ant decision surrounds whether to use soft (penalties) or hard constraints.
Similarly, the decision whether to use a uniform running cost or a final cost
influences the susceptibility of a formulation to approximation error in an
initial guess.
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exploration The offline exploration process has a large impact on the success of
being able to provide a suitable initialisation. Random sampling may lead to
many samples in areas of the state space that are unlikely to be encountered
during deployment. In contrast, exhaustive or directed sampling is likely to
be untractable. As thus, a sampling scheme that weighs exploration with
coverage of relevant areas of the state space is important.
encoding Low-dimensional problems in simple environments can be encoded in
their respective state space. To the best of our knowledge, the question for a
generalisable and transferable representation for high-dimensional systems in
interaction with complex environments which can be explored easily remains
an open area of ongoing research.
1.2 contributions
The main contributions of our work presented in this thesis are:
Chapter 3 We introduce a novel formulation for efficient continuous-time colli-
sion avoidance among moving obstacles using harmonic potential fields and
conservative advancement collision checks. To the best of our knowledge,
this is the first method to demonstrate general, continuous-time collision
avoidance in dynamic environments.
Chapter 4 Following a trajectory library approach, we introduce an efficient
encoding and indexing scheme along with a tailored exploration strategy. We
demonstrate our approach on a high-dimensional kinematic manipulation
task on a humanoid robot in a complex environment. We show that the in-
dexing scheme allows for memory-efficient storage as well as for inexpensive
distance metrics to achieve a high warm-start success rate and coverage.
Chapter 5 Using computational homology to extract underlying features of the
solution space, we show that the extracted clusters can be used to select
representative sample trajectories and improve warm-start success rates.
Chapter 6 We present an extension to a shared autonomy framework with con-
tinuous scene monitoring for deploying mobile manipulation systems with
sliding control between operator and autonomous behaviours. We demon-
strate our approach in laboratory experiments and field trials with remote
operation.
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In this thesis, we incorporate the following publications: Merkt et al. [2019a]
(Chapter 3), Merkt et al. [2018] (Chapter 4), Merkt et al. [2017] (Chapter 6), Merkt
et al. [2019b] (Chapter 7).
The technical aspects have been implemented and open-sourced in an extensible
framework for prototyping and benchmarking planning and control algorithms
[Ivan et al., 2019]. Chapter 6 builds and extends on a software framework evolved
from the work of the Massachusetts Institute of Technology (MIT) DARPA Robotics
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Figure 5: Structure of this thesis
Figure 5 shows the organisation of this thesis: In Part II, we focus on the mo-
tion synthesis problem. We describe a general formulation for collision-free goal
state planning and discuss different approaches for including collision avoidance
(Chapter 2). In Chapter 3, we extend the formulation to trajectories and introduce a
novel formulation for continuous collision avoidance. Part III focuses on using off-
line computation to bootstrap trajectory optimisation during runtime. We introduce
an efficient indexing scheme in Chapter 4 for high-dimensional, kinematic trajectory
optimisation in complex environments. In Chapter 5, we explore the topological
structure of the solution space to improve warm-start success in dynamic optimal
control settings. Part IV focuses on embodiment and deployment for real-world
scenarios. In Chapter 6, we provide a general framework for shared autonomy
with semantic perception and continuous scene monitoring. A key feature is an
ability for a user to specify high-level commands to be relayed to the underlying
algorithms. In Chapter 7, we describe a full system architecture for translating
1.3 thesis structure 17
whole-body manipulation from visualisation to real-world experiments. Finally, we
provide a summary in Chapter 8 and outline future directions in Chapter 9.
An overview of robot platforms to evaluate the methods presented in this thesis
is given in Table 1.
Table 1: Overview of the robot platforms used in this thesis: We give degrees of freedom as
well as the state (NX) and control (NU) space dimensions. As collaborative robots,
we used the Kuka LWR3 and Franka Emika Panda, as a mobile manipulation
platform the Adabotics Ada500, as a bimanual mobile manipulation platform the
Clearpath Husky, and as a humanoid robot the NASA Valkyrie.
Platform DoF NX NU Robot Model Environment Chapter Deployment
Cart-pole 2 4 1 Dynamic None 5 Simulation
Quadrotor 6 12 4 Dynamic Shape primitives 5 Simulation
Collaborative robot 7 14 7 Kinematic Complex, dynamic 3, 6
Visualisation (3),
real-world experiments (6)





15 30 15 Kinematic Complex, dynamic 6 Real-world experiments
Humanoid robot4 385 76 32 Kinematic Complex 2, 3, 4 Real-world experiments
3 As this platform uses individual controllers for each sub-system, it will only be considered as either
three, six, or twelve DoF simultaneously for motion planning, and 15 DoF for goal state planning.
4 Here, as for the quadrotor, we account for the rigid body transformation of the floating-base (SE(3))
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2
C O L L I S I O N - F R E E G O A L S TAT E P L A N N I N G
Being able to generate collision-free whole-body configurations is an important
capability in a wide range of settings in robotics. One example is end-to-end motion
and manipulation planning systems as required for generating large datasets of
optimal motions in Part III of this thesis. Frequently used pipeline approaches
separate the motion planning problem into staged/subsequent sub-problems (see
Figure 2), where finding a collision-free goal configuration—unless specified by a
user operator as in Chapter 6—is the first stage and dramatically impacts overall
planning success. Within global, exploration-based methods, the obtained end-poses
are used to initialise bi-directional sampling-based motion planning algorithms such
as RRT-Connect [Kuffner and LaValle, 2000] or Hierarchical Dynamic Roadmap
(HDRM) [Yang et al., 2018a]. Similarly, they are also used directly to provide
trajectory optimisation methods such as Covariant Hamiltonian Optimisation for
Motion Planning (CHOMP) [Zucker et al., 2013], Stochastic Trajectory Optimisation
for Motion Planning (STOMP) [Kalakrishnan et al., 2011], Trajectory Optimisation
for Motion Planning (TrajOpt) [Schulman et al., 2014], and Approximate Inference
COntrol (AICO) [Toussaint, 2009] with a straight-line initialisation, i.e., by providing
a seed trajectory consisting out of the linear interpolation between a start and goal
state. Beyond dataset generation, this capability can further be used to achieve
higher levels of autonomy or support the operator in interactive approaches such
as the ones discussed in Part IV of this thesis.
In this chapter, we first introduce a flexible and general non-linear optimisation-
based formulation to generate optimal whole-body configurations and placements
subject to complex objectives and constraints (Section 2.1). We then formulate and
compare several ways to encode collision avoidance in optimisation problems using
soft and hard constraints (i.e., penalties and inequality constraints; the formulation
dimension) in Section 2.2. Finally, we detail a benchmark and compare them across
a variety of optimisation solvers and algorithms with regards to their success rate
and optimisation time (the solver dimension) in Section 2.3.
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2.1 general optimisation-based goal state planning
We define goal state planning as the process which returns a goal state xgoal that
satisfies operational space targets y∗, where the operational space y is a user-
defined mapping of the robot state: y = φ(x), which we refer to as task-map. Task-
maps can, for instance, represent the task-space position and orientation of an end-
effector to grasp an object (as in classical inverse kinematics, see Figure 6). However,
a task-map can also more generally encode other criteria such as quasi-static balance,
relative or absolute distances between links, gaze targets to keep a workspace
region within the field of view of a sensor, or alternate space representations such
as Interaction Mesh [Ivan et al., 2013] or Distance Mesh [Yang et al., 2015]. Goal state
planning is thus a general form of optimisation-based inverse kinematics/inverse
geometry for floating-base systems. Here, we explicitly consider the floating-base
placement as part of the state during the planning and focus on a more general
task-space goal set φ(x) using multi-objective optimisation.
We describe the motion of a robotic system with respect to (w.r.t.) an inertial,
fixed reference frame I. The position of the base (or root link) w.r.t. the inertial
frame I expressed in the inertial frame is denoted as IrIB ∈ R3, and the orientation
of the free-floating base w.r.t. the inertial frame with ψIB. The orientation of the
free-floating base can be parametrised using rotation matrices, Euler angles, or
Hamiltonian unit quaternions, among others. The translations and rotations of a
frame are direct Euclidean isometries and form part of the special Euclidean group.
The placement, position and orientation, of the base frame Tbase is an element
of the special Euclidean group SE(3). In our implementation, we support several
representations which can be chosen at runtime and use Lie algebra for operations
on them. We capture the configuration of all nj joints in a joint configuration vector
qj ∈ Rnq,j . In systems that only use revolute or prismatic joints, nq,j is equal to
the number of joints nj. We describe the configuration of joints with a continuous
or spherical range of motion using the special orthogonal groups SO(2) (R2) and
SO(3) (R3), respectively. Using this, we can write the generalised coordinates vector






 ∈ SE(3)×Rnq,j , v =
νB
q̇j
 ∈ Rnv , (1)
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where nv = 6+nq,j and the twist νB = [IvB BωIB] ∈ R6 encodes the linear and
angular velocities of the base B w.r.t. the inertial frame expressed in the I and B
frames, respectively. We consider x to fully capture the state of a robotic system
comprised of its generalised configuration and generalised velocities vector:
x = (q, v). (2)
Goal state planning thus is the process that returns a fully defined goal state
xgoal given a task-space target y∗ and an environment Ω, starting from an initial
state x0:
xgoal = GoalStatePlanning(x0,y∗,Ω) (3)
Figure 6: Inverse kinematics task with collision avoidance on a 7-DoF manipulator. We use
the redundancy in the task null-space to resolve collision avoidance objectives.
We formulate (3) as a single optimisation problem minimising a general/non-
linear objective `(x) subject to bound constraints on the variables x and general
equality and inequality constraints h(x) and g(x):
xgoal = arg min
x
`(x) (4)
s.t.: g(x) 6 0 (5)
h(x) = 0 (6)
xlb 6 x 6 xub (7)
and use the concept of task-maps to flexibly encode and recombine objectives
and constraints of arbitrary complexity for `(x), g(x), and h(x). We apply the
specific algebra of the corresponding task-spaces (e.g., Lie algebra for rotations)
during the difference (denoted as ) and integration () operations. As a result,
the dimension of y∗ and φ(x), expressed in the task-space, and yerror = y∗φ(x),
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a vector in the tangent space of the task-space, may differ. For task-maps expressed
in Euclidean spaces, these operations simplify to Euclidean difference (−) and
integration (+) operations. We follow the operator notation of Bloesch et al. [2016],
which provide further detail on the differential calculus of 3D orientations. An
important note to make here is that while a task-map performs the mapping from
the configuration space x to the arbitrary task-space y, it does not carry a notion of
how these task-space error terms yerror are composed into the individual objective
and constraint functions. Arbitrary cost landscapes can be designed by using the
concept of an activation function a(◦), for instance, a sum-of-squares or logarithmic
function. The gradients for these can then be obtained by application of the chain
rule in combination with the analytic Jacobian of the task-maps and the geometric
Jacobian of the robot. For simplicity, we often use sum-of-squares for objective
terms and linear activations for constraints. Note, however, that this flexibly allows
the recombination of a task-map commonly used as a constraint into a cost term
(e.g., through the use of a log-barrier or relaxed-log-barrier [Feller and Ebenbauer,
2017] as an activation function for inequality constraints and a Lagrange multiplier
for equality constraints akin to an Augmented Lagrangian scheme).
In the following, we consider the ability to express any frame with respect to any
other arbitrary frame during the forward kinematic mapping. Examples include
expressing the position of the hand with respect to the head or constraining the
relative distance between two feet. As such, all task-maps can be expressed either
in relative or absolute terms through reconfiguration in the configuration file of the
planning problem within our optimisation framework.
Most goal state planning tasks can be realised by recombination of a few fre-
quently used task-maps. We will describe these in the following subsections.
Figure 7: Visualisation of real-time whole-body remapping of task-space commands by
using the presented goal state planning formulation showing the target frames
and traces over multiple time steps.
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2.1.1 Frame Position
Frame Position is a three-dimensional task-map representing the position (x, y, and z
coordinates) of a link/frame A expressed in frame B as obtained from the forward
kinematic mapping:
φposition = BrBA. (8)
2.1.2 Frame Orientation
Frame Orientation is a task-map representing the orientation of a link/frame A w.r.t.
a frame B using the chosen parametrisation:
φorientation = ψBA. (9)
The selected parametrisation—rotation matrix, Euler angles, or Hamiltonian unit
quaternion—determines the dimensionality of the task-map. Differences from the
desired target orientation expressed as a twist are computed using Lie algebra.
2.1.3 Frame Placement
Frame Placement is a task-map combining both the position and orientation task-
maps to fully describe the rigid body transformation of a frame as obtained from





It supports different orientation representations and uses Lie algebra to perform
difference and integration operations.
2.1.4 Frame Axis Alignment
Frame Axis Alignment is a one-dimensional task-map representing the angle between
the vector representing an axis of a frame and the desired target direction as
computed by the dot product between the two vectors (see Figure 8). We use it,
for instance, to ensure flat contact between the foot and supporting region (to
restrict foot roll and pitch w.r.t. the plane’s normal vector to zero) or as a relaxed
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Figure 8: Illustration showing the working principle of the axis alignment task-map.
orientation constraint that keeps one degree of freedom (yaw) unconstrained (e.g.,
to keep a target level/horizontal). We denote the target direction as a normalised
vector~rdirection, and the axis~raxis of a frame A to be the normalised vector from
the origin of the frame A to a point P expressed in A:
φaxis−alignment =~raxis ·~rdirection − 1. (11)
2.1.5 Joint Configuration
Joint Configuration is a linear map to represent the difference from the desired target
value, e.g., a nominal configuration for regularisation or to fix specific joints. It
supports subsets of the joint configuration vector using a selection matrix S and
can also be used to specify a goal configuration:
φconfiguration = Sq. (12)
2.1.6 Distance to Plane
Distance to Plane is a one-dimensional task-map representing the shortest distance
between a plane and the position of a frame A (see Figure 9). We use the dot
product between the normal vector of a plane (here, defined as the unit vector of
the z-axis of a frame B) and the position of the frame A expressed in B, BrBA:
φdistance−to−plane = B~z ·~rBA. (13)
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Figure 9: Illustration showing the working principle of the distance to plane task-map.
We use this task-map for instance to constrain the foot to be in contact with the
supporting surface or to ensure contact between an end-effector and a surface in
wiping tasks.
2.1.7 Quasi-Static Balance
Quasi-Static Balance is a one-dimensional task-map representing whether the projec-
tion of the Centre-of-Mass (CoM) of the robot falls within the convex hull of a set
of support contact points. In particular, we use a harmonic potential field-based
metric defining the potential to the absolute minimum with the boundary of the
support region at zero potential. Using a harmonic potential field ensures a smooth
gradient with a unique minimum throughout the task-space.
2.1.8 Use of the task-maps within our optimisation framework
The implementation of most of these task-maps allows them to be flexibly used as
either a cost or constraint in the optimisation framework. We provide an overview in
Table 2. Figure 10 shows an application using a combination of the above-described
task-maps to realise an interactive whole-body inverse kinematics solutions that
automatically adjusts the support contacts to the environment.
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Task-map Cost Equality constraint Inequality constraint
Frame Position 3 3 3
Frame Orientation 3 3 3
Frame Placement 3 3 3
Frame Axis Alignment 3 3 3
Joint Configuration 3 3 3
Distance to Plane 3 3 3
Quasi-Static Balance 3 7∗ 3
Table 2: Overview of task-maps and how they can be used in the optimisation framework.
Where a task-map can be both an equality and inequality constraint, the inequality
option allows to specify an allowed tolerance—or desired minimum deviation
in conjunction with a negative weight value. Some task-maps, e.g., quasi-static
balance, come with configuration options to switch between use as a cost or
constraint.
∗ It is possible to use the quasi-static balance task-map as an equality constraint,
however, it is illogical.
Figure 10: Interactive whole-body goal state planning with the presented framework using
tasks for quasi-static balance, minimum and maximum distance between the
feet, contact (and normal alignment) with the support surface/plane, collision
avoidance, and two end-effector targets.
2.2 collision avoidance 29
2.2 collision avoidance
The task-maps in the previous section are solely derived from the rigid body
transformations of the frames associated with the links in the scene. Collision
avoidance, on the other hand, requires to take the geometric shapes of the collision
objects attached to links in the scene into account. Hence, formulating penalty and
constraint terms is more involved, and we discuss common approaches below.
2.2.1 Collision Proxy
A state is said to be in a collision if any of the collision shapes (which can be prim-
itive shapes such as spheres, cylinders, boxes, and capsules as well as triangulated
meshes) attached to the robot’s links occupy the same workspace as obstacles in
the environment. While efficient methods to determine intersection—the binary
collision check—exist, defining a continuous, smooth, and differentiable metric
is not as straight-forward. In order to obtain a smooth, differentiable penalty for
collision avoidance, we compute a collision proxy PA,B for every pair of collision
objects A,B which contains (a) a signed distance dA,B for the closest distance or
deepest penetration between the objects, (b) the closest points between or the deep-
est penetration point on either body pA,pB (also referred to as witness points), and
(c) the normals n̂A = pB −pA, n̂B = pA −pB between these two virtual points:
PA,B = (dA,B,pA,pB, n̂A, n̂B) (14)
The concept of using virtual collision proxies is illustrated in Figure 11 for two
spheres as well as the shelf scenario considered (only external/interaction proxies
are visualised).
Using the collision proxies for pairs of collision bodies, we can now formulate a
set of penalties and constraints in the following sections.
2.2.2 Collision Distance
The most direct use of a set of obtained collision proxies is to constrain the dis-
tance between every pair of collision objects to be greater than zero, i.e., to add
general/non-linear inequality constraints:
gi(x) = −dA,B ∀A ∈ Robot links, B ∈ Environment links (15)







Figure 11: Collision proxies: The grey line visualises the normal between the nearest points
on either collision body along which the virtual separation and penetration
will move. Illustrated example for a sphere-sphere distance on the right and
visualisation of all considered collision proxies for a motion planning problem
on the NASA Valkyrie robot platform on the left.
Assuming the number of collision shapes for the robot is nR, and the number of
environment shapes is nE, this would in the worst case create nR ×nE inequality
constraints for collision avoidance with the environment and nR× (nR− 1) collision
constraints for self-collision avoidance not regarding excluded collision pairs from
an Allowed Collision Matrix.1 Alternately, as often the size of the constraint matrices
are pre-allocated, and the number of environment obstacle shapes is not known a
priori, nR constraints can be added where only the closest proxy for each of the
robot links is considered. Note, however, that this leads to sudden jumps in the
gradient as the closest object is switching which has an impact on the numerical
stability of optimisation solvers.
Using the normals of the witness points as introduced above, we can define an
approximate metric for the change of the distance between the objects as movement
along the normal connecting the witness points. By using the geometric Jacobian
1 Using a data structure which indicates whether collision shapes are in a collision by default (e.g.,
because the collision shapes are enlarged compared to the exact geometry of the robot), cannot be in
a collision (e.g., because the shapes are out of kinematic reach of each other or restricted by joint
limits), or cannot be in a collision because they belong to the same link, this worst-case estimate can
often be reduced significantly in practice.
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of the witness points relative to the corresponding links and applying the chain
rule, we can derive an approximate gradient:
δgi(x)
δx
= −n̂TA · JpA(x) + n̂TB · JpB(x) (16)
2.2.3 Smooth Collision Distance
The previous section considered the use of inequality constraints of variable dimen-
sion. However, many optimisation solvers are not able to directly handle inequality
constraints, and the use of barrier methods comes with numerical challenges if
no good seed is available. Thus, this section focuses on describing a smooth, one-
dimensional penalty term. Using the collision proxies as defined above, a smooth









if d < ε
0 if d > ε
(17)
Suitable values for ε depend on the time discretisation, the velocity limit, the
accuracy of the tracking controller, and the target application. Assuming that
moving along the normal between the contact/nearest points increases/decreases
separation or penetration as in the previous section, we can formulate a derivative










n̂TA · JpA(x) − 2ε2 n̂TB · JpB(x) if d < ε
0 if d > ε
(18)
Note, while introduced as a penalty term, this smooth collision distance metric
can also be used as a fixed-dimensional general constraint. Here, a linear version
without the square in (17) can be used.
2 This proxy cost term and its first-order derivative are derived from the source code implementation
of AICO as used in Ivan et al. [2013].
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2.2.4 Sum of Penetrations
An alternate term proposed for instance by Jetchev and Toussaint [2013] is to use




|dA,B| if dA,B < 0
0 if d > 0
(19)
As this term is equal to zero when there are no collisions, this can be used either
as a constraint or penalty term. Here, we use finite differencing for obtaining its
derivative but note that an approximate analytic gradient could be derived similarly
to the previous sections. As this is a one-dimensional penalty term based on all
collision proxies, it suffers from the same limitations as the Smooth Collision Distance
in the previous section: Two individual collision instances may have opposing (i.e.,
cancelling) gradients causing an optimiser to get stuck in a collision state.
2.2.5 Collision Check as Binary Step Cost
All the previous formulations made use of the information contained within the
collision proxy, particularly the signed distance between two geometric shapes.
This information is commonly computed using the Gilbert–Johnson–Keerthi (GJK)
[Gilbert et al., 1988] and/or Expanding Polytope Algorithm (EPA) [Van Den Bergen,
2001] algorithms. While efficient for extracting the distance/penetration depth
and closest points, they require traversal of vertices. As such, these algorithms are
orders of magnitude slower compared to a binary check whether two shapes are
in a collision based on their support mappings. The following, simplistic metric
exploits this by simply using a step cost if in collision:
`(x) =
1 if in collision(A,B)
0 otherwise
(20)
This penalty term is neither smooth nor continuous but can be used in stochastic
and derivative-free optimisation methods. For use in gradient-based approaches,
we use finite differencing to obtain a (non-smooth and discontinuous) gradient.
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2.3 benchmark
We have now formulated a generic goal state planning problem (Section 2.1) and
described several methods to incorporate collision avoidance (Section 2.2). A variety
of non-linear optimisation algorithms can solve the problem in Equations (4)–(7).
The selection of a specific algorithm (and its particular implementation) has a
major impact on the success of the goal state planning stage. Some solver or
algorithm implementations—beyond their classification in active-set or barrier
methods for handling general constraints—come with more powerful heuristics
(e.g., for line search) allowing them to deal better with non-smoothness or different
scaling of terms. In the following, we describe a benchmark protocol (Section 2.3.1),
a set of formulations using the above-introduced collision avoidance penalties
(Section 2.3.2), and a set of solvers and restarting strategies (Section 2.3.3) to
evaluate planning success and times with regards to both formulation and chosen
solver.
2.3.1 Benchmark protocol
In order to test the formulations and solvers, we create a benchmark using the
7-degrees of freedom (DoF) Kuka LWR3+ robot model. After sampling two random,
self-collision-free configurations qA and qB along with a random path connecting
the two, we randomly populate the environment with obstacles (here: cubes/voxels
with side length 10 cm) up to the desired obstacle density (here: 1%). When
creating the benchmark, we enforced that two valid configurations (start and goal)
as well as a collision-free motion path connecting the two exist. We now define
a benchmark problem to consist out of one configuration as the initial state as
well as the target end-effector placement as obtained from the forward kinematic
mapping of the other configuration. Using 1000 distinct benchmark environments
with two configuration pairs, we thus have 2000 goal state planning problems with
known, existing solutions (see Figure 12). The benchmark environments used here
correspond to the ones used in the 1% benchmark in Yang et al. [2018a]—with the
task shifted from finding a collision-free motion plan to finding the required start
and goal configurations.
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Figure 12: Visualisation of four out of 2000 test cases: The axis indicates the reach frame
target (6D) for the end-effector. The manipulator is shown in its initial configura-
tion (seed). We test 1000 different environments across a range of formulations
and solvers.
2.3.2 Formulations
The generic framework in Equations (4)–(7) assumes that solvers can handle non-
linear objectives, equality, and inequality constraints as well as bounds on the
optimisation variables. As some methods cannot take these into account directly,
we formulate a series of problems belonging to three categories. Soft-constrained
formulations handle all constraints, including variable bounds, as cost terms. Bound
constrained problems handle variable bounds explicitly while considering all other
tasks as penalties. We refer to formulations for which solvers handle all constraints
explicitly as hard constrained. We denote problems in these categories with U, B,
and H, respectively.
For the unconstrained and bound-constrained problems, we compare three
different collision avoidance objectives: Smooth Collision Distance (SCD), Sum-of-
Penetrations (SoP) with finite differencing for the gradient, and binary Collision
Check (CC) as a step-change cost with finite differencing for the gradient to not
considering any collision avoidance objective (None). For the constrained problems,
we compare per link closest collision distance as an inequality constraint (Collision
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Distance (CD)), smooth collision distance (SCD), as well as no collision avoidance
objective (None). An overview of tested formulations is shown in Table 3.
Formulation Joint Limits End-Effector Target Collision Avoidance
CD SCD SoP CC None
UA Cost, ρjl = 104 Cost, ρee = 105 Cost, ρca = 102
UB Cost, ρjl = 104 Cost, ρee = 105 Cost, ρca = 102
UC Cost, ρjl = 104 Cost, ρee = 105 Cost, ρca = 102
UD Cost, ρjl = 104 Cost, ρee = 105 3
BA Explicit Cost, ρee = 105 Cost, ρca = 102
BB Explicit Cost, ρee = 105 Cost, ρca = 102
BC Explicit Cost, ρee = 105 Cost, ρca = 102
BD Explicit Cost, ρee = 105 3
HA Explicit Equality Inequality
HB Explicit Equality Cost, ρca = 102
HC Explicit Cost, ρee = 1 Inequality
HD Explicit Equality 3
Table 3: Overview of formulations tested in benchmark. Note, we compare formulations
that do not explicitly include collision avoidance against several collision avoidance
terms. This helps to validate whether the benchmark is too easy (can be solved
without explicitly taking collision avoidance into account, or does not have enough
redundancy).
2.3.3 Optimisation solvers
In the following, we provide an overview of the solvers we used to benchmark and
reference the particular implementation of the algorithm. We use the suffix RR for a
random restart strategy (re-initialisation drawn from a uniform distribution across
the configuration space) and CMAES-R for a restart strategy in combination with
the state-of-the-art, stochastic Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) algorithm [Hansen, 2006] for finding a good initial seed for fine-tuning.
The application of gradient-free, stochastic optimisation methods, and in particular
CMA-ES, have recently seen increased applications, e.g. in trajectory optimisation
[Gehring et al., 2016, Agrawal and van de Panne, 2013, Radulescu et al., 2017] or in
lieu of gradient estimation in differential dynamic programming [Rajamäki et al.,
2016]. We benchmark using the following solvers:
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pinv Solves a linear, unconstrained system using the Jacobian pseudo-inverse
method.
gn Gauss Newton algorithm for solving non-linear least squares problems.
lm Levenberg-Marquardt algorithm [Moré, 1978] with an initial damping value of
λ = 0.01.
aico Uses probabilistic inference to solve the goal state problem as a one-step look-
ahead version of the trajectory optimisation method described in Toussaint
[2009]. Also referred to as BayesianIK.
tnewton Truncated Newton algorithm [Dembo and Steihaug, 1983]. We use the
implementation provided in NLopt [Johnson, 2014].
snopt A commercial large-scale, sparse optimisation solver, internally using
Limited-memory BFGS (L-BFGS) for minimisation of unconstrained objectives
and sequential quadratic programming for constrained problems [Gill et al.,
2002].
ipopt An open source large-scale, sparse optimisation solver using the interior-
point method for constrained optimisation [Wächter and Biegler, 2006].
knitro A commercial large-scale, sparse optimisation solver automatically select-
ing the most appropriate algorithm for handling constraints (barrier, active-set,
or sequential quadratic programming) [Byrd et al., 2006].
2.4 results
We perform a benchmark evaluation across the formulation (Section 2.3.2) and
solver (Section 2.3.3) dimensions and report all results in Table 6 in Appendix A.
All evaluations were carried out on a computer with an Intel Core i7-6700K CPU
with 4GHz base frequency and 32GB 2133MHz memory, with four individual
benchmark evaluations ran in parallel for a total computation time of 17.34h.
Unless otherwise stated, we run the solvers with default parameters. Note, that in
the case of IPOPT this uses a less powerful and slower linear algebra solver as with
a custom compilation and setting, and for KNITRO requires an initial evaluation to
determine the chosen algorithm and initial penalty parameters automatically.
In this section, we show our results using bar plots that indicate the mean al-
gorithm time along with standard deviation and outliers. We sort the results in
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descending order of success rate. Here, we define success as returning a configur-
ation which satisfies the end-effector and bound constraints and is collision-free.
Including the standard deviation and outliers helps to identify an algorithm that
satisfies the particular requirements of an application (e.g., predictable runtime).
2.4.1 Results for soft-constrained formulations
The results for the soft-constrained formulations UA–UD are shown in Figures


























































47.86% 43.17% 40.01% 39.35% 36.19% 34.91% 32.36% 29.36% 25.43% 25.08% 24.41% 24.21% 19.88% 19.52%
Soft-Constrained (UA)
Figure 13: UA: Joint limits (ρjl = 104), end-effector target (ρee = 105), and obstacle avoid-
ance (SCD, ρca = 102) handled as cost terms.
initialisation versions as this allows them to escape potential local minima. We
limited the number of random restarts to 10 and note that parallelisation and
a higher number of restarts can result in higher success rates for these variants.
Surprisingly, the SCD penalty with its approximate gradient has a lower success
rate compared with the penalty terms that use finite differencing to estimate
the gradient. This observation suggests that the approximate gradient may poorly
reflect the actual change in distance. Looking at the failure cases in Table 6, however,
paints a different picture: UA rarely failed as a result of a collision with most failure
stemming from divergence. This result suggests that this penalty is very useful in
avoiding collisions (with sharply increasing cost), however, increases the challenge
of relative weight tuning in multi-objective optimisation.



























































70.08% 58.1% 55.66% 52.09% 49.75% 48.93% 47.25% 41.44% 38.28% 32.98% 30.73% 29.46% 24.46% 24.46%
Soft-Constrained (UB)
Figure 14: UB: Joint limits (ρjl = 104), end-effector target (ρee = 105), and obstacle avoid-
ance (SoP, ρca = 102) handled as cost terms.
It is important to note that a pure random restart strategy without explicitly
taking into account collision avoidance (UD, Figure 16) performed almost as well as
the best collision avoidance term (UB, Figure 14) and better than SCD and CC. This
can also be seen across all later benchmark results suggesting that the benchmark
may have been over-constrained and left little ambiguous redundancy to resolve
collision avoidance.3
In Table 6 in Appendix A, we detail the source of failures. A key observation is
that—despite the penalty term for exceeding joint limits—a substantial percentage
of failures apart from divergence are due to violation of joint limits. When using
solvers that explicitly handle variable bounds as in the following formulations, this
failure mode disappears.
2.4.2 Results for bound-constrained formulations
The results of the bound-constrained formulations BA–BD are shown in Figure 17,
18, 19, and 20. BD, which does not explicitly take collision avoidance into account,
achieves the highest success rate followed by BB which uses SoP. This is in line
with the results using the soft-constrained formulations. Analysing the failure cases
again shows that SCD is effective at avoiding collisions, however, at the expense



























































66.82% 56.98% 54.49% 49.29% 49.18% 48.52% 46.69% 40.62% 38.12% 32.87% 30.73% 29.82% 24.46% 24.46%
Soft-Constrained (UC)
Figure 15: UC: Joint limits (ρjl = 104), end-effector target (ρee = 105), and obstacle avoid-


























































69.83% 58.66% 54.94% 52.55% 48.93% 48.62% 47.2% 41.69% 38.28% 32.98% 30.73% 29.66% 24.46% 24.46%
Soft-Constrained (UD)
Figure 16: UD: Joint limits (ρjl = 104) and end-effector target (ρee = 105) handled as cost
terms. This formulation includes no collision avoidance term.
of poor convergence. It is thus a good choice when a good initialisation can be
provided. One example is for instance in interactive goal state planning.









































70.9% 53.87% 52.14% 48.42% 34.71% 31.96%
Bound-Constrained (BA)
Figure 17: BA: End-effector target (ρee = 105) and obstacle avoidance (SCD, ρca = 102)









































79.97% 77.47% 70.64% 54.38% 50.71% 41.79%
Bound-Constrained (BB)
Figure 18: BB: End-effector target (ρee = 105) and obstacle avoidance (SoP, ρca = 102)
handled as cost terms. Joint limits are handled explicitly.
2.4.3 Results for hard-constrained formulations
Success rates improve significantly when all tasks are explicitly handled as con-









































77.37% 77.06% 67.89% 53.67% 51.33% 41.59%
Bound-Constrained (BC)
Figure 19: BC: End-effector target (ρee = 105) and obstacle avoidance (CC, ρca = 102)








































80.68% 78.03% 69.98% 54.38% 50.51% 41.9%
Bound-Constrained (BD)
Figure 20: BD: The end-effector target (ρee = 105) is handled as a cost term and no collision
avoidance penalty is considered. Joint limits are handled explicitly.
as an inequality constraint resulted in the highest success rate. When starting from
an infeasible initialisation, interior-point methods with a random restart strategy
outperform a Sequential Quadratic Programming (SQP) solver with CMA-ES and
random restarting. Similar results are obtained when using SCD as a cost with
















































95.08% 93.95% 93.7% 69.21% 53.94% 48.1% 23.21%
Hard-Constrained (HA)
Figure 21: HA: The end-effector target is handled as an equality constraint and the collision
















































93.68% 88.33% 87.82% 67.33% 47.6% 35.58% 27.57%
Hard-Constrained (HB)
Figure 22: HB: The end-effector target is handled as an equality constraint and the collision
avoidance (SCD) as a cost (ρca = 102). Joint limits are handled explicitly.
the end-effector target handled explicitly as an equality constraint (HB). This con-
firms the results from the soft- and bound-constrained benchmarks that SCD is a
good penalty for avoiding collisions. Finally, HD which did not consider collision

















































70.44% 52.61% 46.57% 32.84% 29.82% 14.04% 7.74%
Hard-Constrained (HC)
Figure 23: HC: The end-effector target is specified as a cost (ρee = 1) and the collision

















































92.51% 92.25% 78.95% 69.22% 47.96% 45.62% 21.15%
Hard-Constrained (HD)
Figure 24: HD: The end-effector target is handled as an equality constraint. No collision
avoidance penalty is included and joint limits are handled explicitly.
the best performing formulation (HA)—however, with three orders of magnitude
lower computation times as no collision distances need to be computed using the
GJK and EPA algorithms. This discrepancy in runtime is also partially due to the
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best-performing algorithm for HA, IPOPT, being generally slower compared to
SNOPT, the best-performing algorithm for HD.
2.5 discussion
2.5.1 Problem formulations
Comparing the tested formulations, our benchmark results highlight the importance
of handling task success criteria as hard constraints. While high success rates can be
demonstrated using expert tuning using multi-objective optimisation, generalisation
across a diverse benchmark is a challenge.
In general, soft-constrained formulations with a sum-of-squares cost require
careful selection of the weights for the individual cost terms. While we hand-tuned
the relative weights for a few examples, the generalisation across the benchmark
was poor. Although SoP and finite-differencing on a step cost (CC) appear to
outperform SCD as a collision penalty in terms of their overall success rate, an
analysis of the failure modes shows that SCD is a suitable collision penalty with
failures due to divergence from the end-effector target. This behaviour can be
observed frequently when the target is in close vicinity to an obstacle. The challenge
of the relative tuning of cost weights can be simplified or addressed by exploring
activation functions. One such function is the groove loss introduced by Rakita et al.
[2018]. It normalises cost terms to a uniform range and provides steeper gradients
around the desired value.
A large number of failures can be attributed to the violation of joint limits as
confirmed by the breakdown of failure causes in Table 6 in Appendix A. Corres-
pondingly, we observe an increase in planning success rates comparing the soft-
and bound-constrained formulations as variable bounds are handled explicitly.
Unsurprisingly, formulations which explicitly handle task constraints using hard
constraints show high success rates. Particularly, formulation HA which considers
end-effector targets, joint limits, and collision avoidance directly has a high success
rate and fast runtime if provided with a good initial guess. This initial seed
can, for instance, be stored in offline computed maps capturing robot capability
and workspace occupation. Work by Yang et al. [2016a, 2017] and Ferrolho et al.
[2018] applied Dynamic Roadmap (DRM) methods to provide initial seeds to
similar goal state planning formulations. However, as their work did not explicitly
consider collision avoidance in the optimisation, they required large numbers
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of samples to be stored to achieve high success rates. This limitation poses a
challenge both in terms of memory usage and required extensive parallelisation
for responsive operation. Additionally, as their goal state planning formulation
did not include collision avoidance, they had to resort to reject-and-retry after
optimisation if the optimised goal state resulted in a collision. This limitation of
inverse Dynamic Reachability Map (iDRM)-based methods can be addressed by the
flexible formulation described in this chapter. As a result, smaller datasets can be
used in iDRM, which, in turn, can provide a suitable and efficient (re-)initialisation
strategy for the formulations explored in this chapter.
2.5.2 Optimisation solvers
Regarding the choice of solvers, our results show that commercial implementations
of algorithms frequently outperform the same algorithms in open-source libraries.
We mainly attribute this to the advanced sets of heuristics they include, e.g., for
automatically scaling values and gradients. This effect can for instance be seen
in benchmarks that consider a metric with discontinuous values and non-smooth
derivatives (e.g., UB, UC, and BC). Many open-source implementations are available
for the soft-constrained formulations which use unconstrained optimisation. Their
success and numerical stability depends more strongly on the care that has been
taken during design of the penalty terms (see UA) as well as the initial scaling
of the cost terms. A majority of observed planning failures stem from failing to
satisfy the end-effector target rather than being in collision with an obstacle. This
observation motivates the exploration of projection-based optimisation methods
which project the optimisation of an augmented objective (i.e., the cost augmented
with the inequality constraints through a barrier method) into the null-space of the
equality constraints.
Our benchmarks further show that IPOPT, a popular open-source interior-point
Non-linear Programming (NLP) solver, is a powerful, general choice when used
with random restarting (see UA, BA, HA, and HB) or where a feasible initial guess
can be provided. At comparable success rates, IPOPT is, however, significantly—at
times up to an order of magnitude—slower when compared to the commercial
SNOPT and KNITRO solvers (see UB, UC, UD, BB, BC, BD, and HD). During our
exploration, we have also empirically observed IPOPT to be more susceptible to
effects of scaling compared to SNOPT.
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2.5.3 Restarting strategies
The results in this chapter show that—in line with expectation—restarting strategies
improve the success rates of optimisation-based goal state planning dramatically.
Smart restarts, such as through evolutionary strategies, bring a similar improvement
in success rates and outperform random restarts depending on the formulation—
however, in our benchmark only slightly. This marginal advantage may be in part
due to the particular implementation as our initial experiments suggested greater
performance differences as in the presented results. In literature, hybridisations
of evolutionary methods with efficient first-order optimisation algorithms such as
L-BFGS have been proposed with remarkable success rates and runtimes. Starke
et al. [2017] uses Particle Swarm Optimisation (PSO) and highly optimised paral-
lel implementations of forward kinematics to achieve real-time performance on
high-dimensional systems. However, neither random restarting nor evolutionary
strategies utilise prior information on the robot’s capabilities, the task, or environ-
ment. This information can for instance be encoded in capability maps expressing
manipulability information [Vahrenkamp et al., 2015] or including workspace occu-
pation [Yang et al., 2016a, 2017, Ferrolho et al., 2018], and then be used to provide a
(re-)starting strategy to the afore-studied formulations.
2.5.4 Benchmark
The observation that the majority of observed planning failures stems from failing
to satisfy the end-effector target rather than being in collision with an obstacle
further suggests that the benchmark is too heavily constrained. Due to the high
number of small, unconnected obstacles—which is not representative of realistic
environments—a difficult cost/constraint landscape is created with little redund-
ancy left to avoid collisions. As at least one collision-free configuration is known
to exist, random restarting without considering collision avoidance proves more
successful than to be expected for a realistic benchmark on a higher-dimensional
system. As one example, Ferrolho et al. [2018] describe a benchmark protocol for
general humanoid goal state planning for shelf manipulation in complex terrain. A
more detailed benchmark would further consider planning queries that are known




In this chapter, we introduced a general and flexible framework for optimisation-
based goal state planning (Section 2.1) and looked at different formulations for
including collision avoidance in optimisation problems (Section 2.2).
While the benchmark comparison in Section 2.3 and Section 2.4 focused on the
example of optimising a single configuration, the concepts, framework, and formu-
lations are general. Motion planning for longer horizons in trajectory optimisation
is similar to optimising a sequence of individual configurations with transition costs
and constraints. In this case, task-maps as described in this chapter are applied at
every waypoint of a discretised trajectory.
Collision avoidance, however, becomes more complex when considered across a
trajectory. The formulations we looked at in this chapter check collisions within
a specified margin around the robot. As robots can move through (sweep) large
areas of workspace while operating within their velocity limits vmax, a challenge
arises between the size of this margin and how densely a trajectory is discretised.
Large margins frequently conflict with task requirements. As a consequence, this
imposes the requirement to have a densely discretised trajectory—and thus large
optimisation problem. Nonetheless, a dense discretisation does not provide any
guarantees that transitions between waypoints are collision-free. We will address
this issue in the following chapter.

3
C O N T I N U O U S - T I M E C O L L I S I O N AV O I D A N C E I N D Y N A M I C
E N V I R O N M E N T S
Common formulations to consider collision avoidance in trajectory optimisation
often use either preprocessed environments or only check and penalise collisions at
discrete time steps as considered in the previous chapter. However, when motion
planning only checks collisions at discrete states, either large safety margins or
dense time discretisation are required to ensure that the trajectory and its transitions
are collision-free. Large safety margins prevent manipulation close to obstacles or
in tight spaces. Dense discretisation in time increases the size, and thus complexity,
of the optimisation problem. However, with either approach, collisions may still
occur in the interpolation/transition between two valid states, or in environments
with thin obstacles, as shown in Figure 25. Here, the workspace swept by the robot
in a single transition within the maximum joint velocity is greater than the width
of the obstacle.
Figure 25: Examples of trajectory samples that are valid with a discrete collision avoidance
term, but are in collision during the interpolation (particular in the red cluster).
In this chapter, we introduce a computationally inexpensive continuous-time
collision avoidance term in the presence of static and moving obstacles. Our penalty
is based on conservative advancement and harmonic potential fields. It can be
used as either a cost or constraint in off-the-shelf Non-linear Programming (NLP)
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solvers without changes to the optimisation scheme (e.g., outer loop changes to
cost scheduling or interactive addition/removal of constraints between iterations).
Due to the use of conservative advancement (collision checks) instead of distance
computations, our method outperforms discrete collision avoidance based on
signed distance constraints resulting in smooth motions with continuous-time
safety while planning over discrete states. We evaluate our proposed continuous
collision avoidance on scenarios including manipulation of moving targets, loco-
manipulation on mobile robots, manipulation trajectories for humanoids, and
quadrotor path planning and compare penalty terms based on harmonic potential
fields with ones derived from contact normals.
3.1 background
Collision avoidance in motion optimisation primarily focuses on defining penalty
terms or non-linear inequality constraints based on signed distance information
between pairs of primitive shapes or polyhedral objects A and B, with their
transforms obtained from forward kinematics at the current configuration q. In
order to define gradients, local approximations based on motion along the normal
defined by the witness points on the respective objects are derived (see Section 2.2).
However, in practice this approach suffers from two limitations: (a) numerical
instability related to the implementations of the Gilbert–Johnson–Keerthi (GJK)
[Gilbert et al., 1988] and Expanding Polytope Algorithm (EPA) [Van Den Bergen,
2001] algorithms in commonly available software libraries, and (b) fast motion of
these witness points when surfaces are parallel and the resulting discontinuity in
the gradients for non-strictly-convex shapes [Escande et al., 2014]. Additionally, the
computation of the signed distance depends on the number and complexity of the
collision shapes (number of vertices) and, generally, is expensive to compute.
Many approaches to ensure smooth gradients have thus focused on offline or on-
line preprocessing of the collision model and environment. Stasse et al. [2008] used
strict-convexity bounding volumes based on patches of spheres and tori (Sphere-
Torus-Patches Bounding Volume, STP-BV, [Escande et al., 2014]) to guarantee the
continuity of the proximity distance gradient for real-time collision avoidance on a
full-size humanoid robot. Covariant Hamiltonian Optimisation for Motion Planning
(CHOMP) [Ratliff et al., 2009] and Stochastic Trajectory Optimisation for Motion
Planning (STOMP) [Kalakrishnan et al., 2011] replace the robot collision model with
overlapping sphere approximations and use Euclidean Distance Transforms for
3.1 background 51
the environment. Similarly, for self-collisions only, Sugiura et al. [2006] proposed
self-collision-avoidance using an artificial force changing the desired posture target
in the null-space of the main tasks using a sphere-swept line bounding volume.
In general, simplifications based on replacing polyhedra with enclosing primitive
shapes, e.g., the use of cylinders and spheres for a redundant manipulator [Patel
et al., 2005] or sphere swept volumes on a humanoid robot [Sugiura et al., 2006],
make use of the availability of inexpensive to compute analytic closed-form solu-
tions. However, fitting approximations is a time-consuming (and often manual)
process and requires attention to convexity, or, otherwise, local minima may arise
[Escande et al., 2014]. Riemannian Motion Optimisation (RieMo) [Ratliff et al.,
2015], on the other hand, builds on Riemannian geometry allowing motion near
thin or long obstacles which are common failure cases for pairwise signed distance
constraints. Alternatively, approaches to limit the computational cost associated
with collision queries have been proposed; for instance, adaptive collision checking
densities with more checks closer to obstacles [Pavlichenko and Behnke, 2017].
However, these approaches only enforce the collision constraint as an inequality
bound on the signed distance at discrete waypoints to a safety margin of ε. While
there is a direct relationship between the selected safety margin, the maximum
joint velocity, and the time discretisation of the trajectory, there is no guarantee to
obtain a continuous-time collision-free trajectory.
Sampling-based planners use continuous collision checks that check at distinct
interpolations. In practice, some number of sub-samples between two configurations
qt and qt+1 are evaluated—if one is in collision, the transition (edge) is considered
invalid. Dynamic Roadmaps (DRMs) explicitly encode the swept volume of an
edge and update the graph based on environment collision information. Available
memory mainly limits the number of edges that can be stored. Recently, Yang
et al. [2018a] proposed a novel hierarchical variant which explicitly resolves the
required ε for discrete distance checking. Their method further encodes a mapping
for configuration-to-workspace-occupation information which ensures that two
adjacent vertices fully envelop the edge connecting them. As a result, one can
guarantee that a trajectory is continuous-time collision-free if all of its individual,
discrete waypoints are.
However, for trajectory optimisation, continuous-time collision avoidance re-
mains an open challenge and has received less attention compared to discrete-time
constraints. Instead, denser discretisation of the time horizon is frequently applied;
however, this results in larger optimisation problems. Alternately, a common ap-
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proach is to use greater safety margins. However, this restricts close interactions,
such as reaching into deep boxes or through narrow gaps.
A notable exception—and similar to our approach—which considers continuous-
time safety by constraining the minimum signed distance between swept volumes
of convex shapes and non-convex shapes using sequential convex optimisation
is Trajectory Optimisation for Motion Planning (TrajOpt) [Schulman et al., 2014].
TrajOpt uses convex-convex collision checking between approximately convex static
objects and swept-out (cast) volumes of convex collision bodies to formulate a max-
imum penetration penalty term as a convex hinge loss. Instead of using the obstacle
shapes directly, Deits and Tedrake [2015] apply greedy convex segmentation and
mixed-integer optimisation for dynamic quadrotor path planning. This approach
ensures that the motion lies within convex subregions of obstacle-free space.
Recently, Hauser [2018] proposed a trajectory optimisation formulation based
on Semi-Infinite Programming (SIP) which handles both non-convex obstacles and
continuous-time collision avoidance by interactively adding constraints during
the optimisation. However, these methods depend on more complex optimisation
methods compared with off-the-shelf NLP solvers or require the computation of
signed distances, which are an order of magnitude more expensive than a simple,
binary collision check.
Continuous-time collision detection, however, is a well-studied problem in com-
puter graphics to address the tunneling problem where collisions occur between
two simulation time steps (e.g., a fast travelling bullet may otherwise pass through
a wall). As a result, methods such as conservative advancement (CA) [Mirtich,
1996, Redon et al., 2005] and continuous-collision detection (CCD) are based on
bounding volume hierarchies for polyhedral models. They are an efficient way
to compute the time of contact/impact between two objects under motion while




We consider path planning and motion planning as a constrained minimisation of
a canonical optimality criterion (e.g., minimum time, minimum torque, or a higher
order smoothness term) subject to bound, equality, and inequality constraints:
X∗ = arg min
X
`(X)
s.t.: g(X) 6 0
h(X) = 0
Xlb 6 X 6 Xub
(21)
where a trajectory of length T with uniform time discretisation ∆t is represented as
the sequence of state vectors X = (x1, x2, . . . , xT ).
3.2.2 Discrete-time collision avoidance
Traditionally, collision avoidance is incorporated as non-linear inequality constraints
of the closest signed distance to the collision shapes of the actuated links at the
discrete time points t, subject to a safety margin ε: gi(q) = sd(qi) − ε 6 0 (see
Section 2.2.2). Similarly, a smooth cost and gradient for unconstrained optimisation
can be formulated (see Section 2.2.3).
Determining a suitable safety margin ε can prove tricky: While intuitive for
the discrete-time case, one needs to choose an appropriately sized ε in order for
it to capture potential collisions in the continuous-time transition between two
waypoints. This ε needs to be large enough such that the two collision shapes
enlarged by their safety margins overlap (see Figure 26). In particular, without
an explicit joint velocity limit, solutions may become discontinuous—they will be
valid at the discrete waypoints, but standard transition between two configurations
(e.g., straight line interpolation) will result in a collision (see Figure 30).
In order to develop a metric for scaling ε for each actuated link i attached to
a kinematic chain, an upper bound on the change between two states should be
set (i.e., a joint velocity limit vmax). Using this, an approximate scaling can be
developed for each link i ∈ 1..N:
εi = εi−1 +
li cos (vmax∆t)
2
, with ε0 = 0 (22)
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Figure 26: Left: A wide safety margin ε along with a dense time discretisation and limited
maximum step capture the continuous-time transition between t− 1 and t as
the enlarged collision bodies overlap. Right: In contrast, a small ε or large
permissible state transition stemming from the time discretisation/joint velocity
limit result in the interpolation from t− 1 to t being in collision with B while
the signed distance constraints at At−1 and At are both satisfied.
where li is the length of the i-th link. As is evident, the ε has to be greater for links
further removed from the root of the kinematic tree, which makes fine-grained
manipulation or interaction in confined spaces impossible.
In contrast, in order to specify a maximum workspace distance, Yang et al.
[2018a] developed a relationship between a workspace resolution and a corres-
ponding required configuration space discretisation to guarantee a collision-free
edge (i.e., by ensuring the workspace occupation of two subsequent states/vertices
overlap). Their work further provided a resolution completeness proof for gen-
eral deterministically-sampled roadmaps. We can alternately use this approach to
determine individual maximum joint velocities given a desired workspace resolu-
tion/collision avoidance margin ε. Such an approach, however, can easily result in
the requirement for a fine discretisation of the time horizon (due to increasingly
smaller allowable joint deltas). The method’s current form further does not extend
to moving multiple joints at the same time as continuous variables, as is required
in motion optimisation.
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3.2.3 Continuous collision avoidance
In practice, it is easy to implement continuous collision checking for sampling-
based algorithms by sub-sampling intermediated interpolated states between two
waypoints or by applying conservative advancement collision checks. The challenge
arises when defining a differentiable cost or constraint term for use in optimisation-
based algorithms.
Figure 27: The figure above highlights the two different continuous collision detection
modes: conservative advancement (left) and convex collision shape casting
(right, e.g., as in Schulman et al. [2014]). Note, the meaning and direction of
the collision normal differs significantly. Further, the motion of the objects A
and B in the continuous collision detection on the left can follow arbitrary,
non-linear motion models while the continuous collision cast assumes linear
motion (translation only).
In order to define a penalty term, we introduce the concept of a continuous
collision proxy (CCP) which contains a binary flag c on whether the two objects are
in collision along the interpolation, the time of contact tc if they are in collision,
their transforms TA,t=c, TB,t=c at time of contact, the penetration depth between
the objects dp, the contact position pc and the contact normal n̂c:
CCP = (c, tc, TA,t=c, TB,t=c,dp,pc, n̂c) (23)
We calculate this information for every pair of robot and environment links by
performing continuous collision detection (CCD) for two objects A and B given
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their initial and final transforms expressed in the fixed reference frame, and a
selected motion interpolation model:
CCP = CCD(A,B, TA,t=0, TB,t=0, TA,t=T , TB,t=T ) (24)
Here, we use Conservative Advancement [Mirtich, 1996] to perform CCD. We note
that we can also compute the same information by considering the approximate
swept-out volume of the edge as a convex body computed from its support map-
pings as used in Schulman et al. [2014]. Using a swept-out volume represents a
geometrically more realistic interpretation of the direction and depth between the
edge and a static obstacle (and additionally includes the signed distance for objects
at a distance). In this chapter, we use continuous collision detection as it supports
dynamic shapes with arbitrary motion models. As a result, we cannot expect to be
able to use the computed normal information directly. The difference between the
two approaches is visualised in Figure 27.
If CCD returns that a collision with an actuated link occurs, we formulate a
penalty using the continuous collision proxy with the largest penetration depth for
the respective link:
φ(qt−1,qt) =
dp if dp > 0
0 otherwise,
(25)




−n̂c · Jpc if dp > 0
0 otherwise ,
(26)
where Jpc is the geometric Jacobian of the contact point expressed in the local
frame.
We note that this derivative is approximate and inaccurate at the boundary of
collision (while the scalar metric is not). However, due to the use of continuous
collision checks instead of distances to swept volumes (the former of which is
computationally significantly faster), we obtain a very fast metric that in practice
works well when initialised from a collision-free guess in complex environments.
We can provide this guess, for instance, from sampling-based planning or memory-
of-motion. To maintain a Markovian structure in our optimisation problem, we
further formulate the derivative with respect to (w.r.t.) a single waypoint assuming
the previous state fixed.
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3.2.4 Harmonic potential field-based continuous collision avoidance in dynamic environ-
ments
One challenge with conservative advancement is that the computed contact inform-
ation is the first contact between two moving collision bodies (i.e., the bodies are
touching). The returned contact normal is often not representative of the normal
vector of the maximum penetration of the cast/swept volume and in practice
unstable and hugely dependent on the implementation and its numerical stability.
In order to provide a more robust gradient for the contact penalty term, we
utilise a harmonic potential field in place of the penetration depth in (25). Such
fields exhibit local minima (saddle points) only due to the topology of the obstacle.
This property makes them ideal for gradient descent and optimisation. Indeed,
harmonic potential fields have been widely used for avoiding static obstacles [Kim
and Khosla, 1991] and for navigation problems [Daily and Bevly, 2008]. A detailed
introduction to harmonic potential fields and analysis of their properties is given
by Kim and Khosla [1991].
A harmonic potential field around a 3D shape can be derived from equations
for electric potential around a uniformly charged object [Wang et al., 2013]. The
electric potential arising from a point charge q, at a distance r from the charge
is defined as V = 14πε0
q
r . However, we are interested in computing the potential
over a triangulated surface of the obstacle’s surface.1 Calculating the approximate
harmonic potential field based on the potentials of their constituent triangles and
using the principle of superposition enables us to interact with generic shapes.
As this is an approximation of the actual harmonic potential field of the original
shape, local minima may potentially arise. Goto et al. [1992] analysed the resulting
approximation error, and Wang et al. [2013] introduced a linear programming-based
method to readjust the local surface charge distribution to achieve a uniform field.
1 To further improve the performance of this method, one can use closed-form solutions for the
potential and field of primitive shapes (e.g., boxes, cylinders, and spheres).
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Figure 28: Electrostatic potential due to a charged triangle. Figure reproduced from Wang
et al. [2013].
The integral of the potential V over the surface of an uniformly charged triangle
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where ABC are the vertices of the triangle, P is the query point and G its projection
onto the plane of the triangle ABC, ε0 is the permittivity of vacuum, and q is the
charge of the triangle. Since the physical meaning of equation (27) is irrelevant
in the context of trajectory optimisation, the charge q can be chosen to arbitrarily
scale the potential to improve the numerical stability of the solver or as a relative
weight against other cost terms. To calculate I, we substitute the permutations of
the triangle vertices into equation (29). We then sum the potentials of all triangles
to calculate the potential over the whole surface of the collision mesh. We obtain
the derivative of the potential, also called the electric field, using the chain rule (see
Wang et al. [2013] for full derivation and formula).
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For computational efficiency, we create and cache a harmonic potential field for
each collision body as a set of triangles and transform all queries into the local
frame of the collision body. We query the potential of the collision contact point on
the surface of the active/moving robot shape within the harmonic potential field
of the obstacle. For the moving obstacles, we transform the collision mesh of the
moving obstacle halfway between its start and end position. This approximation
allows us to avoid computing the mesh of the swept volume of the moving obstacle.
We then use the geometric Jacobian of the relative point in the link of the robot to
compute a derivative w.r.t. the control variables. Finally, we use the resulting term
as a constraint or a cost term in an optimisation problem (Equation 21).
3.3 evaluation
We have implemented the proposed collision avoidance method in the prototyping
and benchmarking library for motion planning Extensible Optimisation Toolset
(EXOTica) [Ivan et al., 2019] using FCL [Pan et al., 2012] for continuous collision
detection (Equation (24)) and the Bullet physics engine [Coumans, 2003–2019]
for continuous collision casts.2 Using EXOTica comes with the advantage that all
benchmarks use the same forward kinematics, collision checking, objective and
Jacobian computation and thus performance differences are attributable to internal
optimisation solver computations and the number of problem updates they require
to converge to a solution. All evaluations were carried out on a computer with an
Intel Core i7-6700K CPU with 4GHz base frequency and 32GB 2133MHz memory
in a single thread. In this chapter, we report our results using the commercial
sparse, constrained NLP solvers SNOPT [Gill et al., 2002] and KNITRO [Byrd et al.,
2006] with default parameters.
All motion problems include the end-effector constraints and goal states with
equality constraints and the collision avoidance terms with inequality constraints.
The cost function is a smoothness criterion penalising the sum of weighted changes
between subsequent states.
2 While we choose to rely principally on FCL for this work, the flexible framework of EXOTica allows
for the easy switching of collision solver plug-ins. This reconfigurability opens the opportunity for
comparative evaluation of the proposed metrics using other libraries, e.g., NVIDIA PhysX, in future
work. In this chapter, we use the ROS-Industrial middleware Tesseract as an interface to the Bullet
physics engine as it implements the continuous collision casting as in Schulman et al. [2014].
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A video explaining our approach is available at https://youtu.be/tHn9E10zDWo.
We describe the test scenarios in the following sections, with the results of our
evaluation presented in Table 4.
3.3.1 Quadrotor path planning
In this example, we optimise a sparsely discretised collision-free trajectory for a
quadrotor (6-degrees of freedom (DoF)) in the presence of obstacles. We constrain
the maximum task-space velocities and provide a zero-motion initialisation. The col-
lision environment consists of a wide and thin obstacle which divides the space as
depicted in Figure 29. We present the benchmark results in the first and second row
of Table 4. It is critical to note that the discrete collision penalty converges quicker
than the formulations using continuous collision avoidance penalties. However,
the trajectory obtained using the discrete collision penalty is not continuous-time
collision-free: It would pass through the thin obstacle as subsequent states are just
before and immediately after the obstacle: An interpolation between them would
result in a collision. The harmonic potential field-based method converges quickly
to a continuous-time collision-free path (shown in Figure 29). At the same time, the
contact normal-based penalties result in divergence or termination from numerical
instability.
Figure 29: Collision-free path for a quadrotor (zero-motion initialisation, 8.19ms).
3.3.2 Motion planning near thin obstacles
As thin obstacles pose particular problems for collision avoidance constraints at
discrete waypoints, we demonstrate a sparsely discretised motion plan (10–20
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waypoints) on a 7-DoF Kuka LWR3+ in Figure 30 with benchmark results given
in rows 3 and 4 of Table 4. Figure 30a highlights the optimal motion from a
start state on the left side of the obstacle to an end-effector constraint on the
right side without considering collision avoidance. Figure 30b depicts the optimal
solution using a distance-based discrete collision constraint which is valid at each
waypoint, but discontinuous and results in collisions during its transition: The
motion trail depicts the individual (discrete-time valid) states in the trajectory. As
they are spread all across the joint range by up to the maximum allowed joint
velocity, connecting subsequent states passes through the thin obstacle. Figure 30c
shows the optimal trajectory computed using the proposed continuous collision
avoidance constraint—note, the computation times are significantly lower than for
the discrete-time penalty.






Figure 30: Sparsely discretised motion on a 7-DoF manipulator near a thin obstacle: The
discrete collision avoidance inequality constraint results in a discontinuous and
infeasible path (although valid as per the discrete objective) while taking longer
(due to computation of distances) compared with the proposed continuous
collision task which results in a smooth, continuous-time collision-free trajectory.
3.3.3 Moving environment obstacles
Collision avoidance in dynamic environments is a challenging problem in motion
planning, and in particular for trajectory optimisation. Assuming the trajectory
of all objects in the scene is known a priori, time-configuration space sampling
or optimisation methods can be employed. As directly solving the full problem
with a single optimisation problem was considered intractable with local optim-
isation methods, Yang et al. [2018b] split the planning problem into a sequence of
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Figure 31: Collision-free pick-and-place of a moving target with a 7-DoF Franka Emika
Panda manipulator. The solution has been synthesised from a zero-motion
initialisation using the proposed harmonic potential field-based continuous
collision avoidance constraint in 7.55 s.
sampling- and optimisation-based sub-problems: Reaching (collision-free, bidirec-
tional sampling-based motion planning), grasping (trajectory optimisation), and
placing (collision-free, bidirectional sampling-based motion planning). Here, we
demonstrate a scenario similar to those presented in Yang et al. [2018b] as a single
optimisation problem using harmonic potential field-based continuous collision
avoidance and solve it from zero-motion initialisation. The 7-DoF Franka Emika
Panda robot has to reach into a box which moves on a trajectory at a velocity of
0.2ms−1, follow a target object while the fingers are closing, and place it to the
side. The proposed method solves the problem with a time horizon of 10 s at a
0.1 s discretisation in 7.55 s (see Table 4, rows 5 and 6, and Figure 31). Using a
higher relative function tolerance, a first feasible solution can be found in 1.77 s. The
penalties which are based on contact normals and using the information returned
from continuous collision casts fail for this application as they were not designed
to handle moving obstacles.
3.3.4 Loco-manipulation
Loco-manipulation considers navigation/locomotion and manipulation as a unified
problem. Loco-manipulation is frequently split into pipeline-based approaches
to make the problem tractable to solve. Pipeline-based approaches treat the base
placement, navigation, and manipulator motion planning as separate problems
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resulting in sub-optimal motions. We consider loco-manipulation planning for a
9-DoF mobile manipulation consisting out of an omnidirectional base (3-DoF) with
a 6-DoF manipulator. In a bug trap-like scenario, sampling-based planners for the
entire motion deliver sub-optimal results (see Figure 32a). We use the collision-
free path as an initial solution (RRT-Connect with dense interpolation between
two states to validate edges, 0.35 s) and optimise using the proposed continuous
collision avoidance metrics for a smooth whole-body motion (0.40 s, see Figure 32b
and Table 4, rows 7 and 8).
(a) Collision-free initialisation/feasible guess
computed by RRT-Connect (0.35 s).
(b) Optimised, continuously collision-free
loco-manipulation trajectory (0.40 s).
Figure 32: Experiment scenarios using a mobile manipulation platform (9-DoF).
3.3.5 Shelf manipulation using a humanoid robot
Planning smooth collision-free manipulation motion on bipedal robots in the
vicinity of obstacles is challenging due to the requirement to maintain balance while
avoiding obstacles and remain within actuation limits. We focus on manipulation
on a shelf with multiple cabinets which introduce local minima and non-convexity.
We initialise our trajectory optimisation problem from a global sampling-based
planner (RRT-Connect, 2.40 s) and validate the resulting trajectory on the 38-DoF
NASA Valkyrie humanoid platform (see Figure 33), with results given in row 9 of
Table 4 (0.90 s optimisation time).
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Figure 33: Continuous time collision avoidance during whole-body manipulation execution
on the 38-DoF NASA Valkyrie humanoid platform: Discrete metrics will consider
a coarsely discretised trajectory to be valid while a transition between two states
can be in collision with the environment. Continuous collision avoidance for
discrete trajectories successfully avoids the obstacle and guarantees continuous-
time collision safety.
3.3.6 Step-up swing trajectory planning for legged robots
For legged robots, the swing trajectories of the end-effectors transitioning between
different contact configurations, e.g., footholds, are commonly parametrised using
low-dimensional polynomials, splines, or three-point interpolations. While this is
efficient and often works in practice, it comes with no guarantee that the swing
trajectory is collision-free, particularly when stepping up big steps or in cluttered
environments—which depending on the planned footsteps can lead to clipped
steps and falls. Here, we consider the problem of planning a collision-free trajectory
for the swing leg while satisfying the quasi-static balance constraint given swing
and double support duration and show the obtained collision-free swing trajectory
in Figure 34.
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SNOPT 30.008± 0.001 70.053± 0.001 70.019± 0.001 70.021± 0.001 70.003± 0.001
2 KNITRO 30.075± 0.006 70.581± 0.007 30.068± 0.001 70.162± 0.002 70.008± 0.001
3
LWR, thin obstacle 7 Zero-motion
SNOPT 30.170± 0.001 70.769± 0.011 70.786± 0.014 30.104± 0.002 73.124± 0.060
4 KNITRO 31.803± 0.025 33.158± 0.024 32.293± 0.012 31.457± 0.029 75.679± 0.049
5
Panda, moving obstacle 7 Zero-motion
SNOPT 37.557± 0.089 314.178± 0.119 7475.403± 4.172 7105.864± 0.126 711.528± 0.016






SNOPT 30.396± 0.019 30.400± 0.029 30.431± 0.025 30.429± 0.008 37.604± 0.049
8 KNITRO 31.855± 0.089 37.753± 0.233 311.625± 0.579 716.245± 0.592 7839.747± 23.034
9 Valkyrie: shelf manipulation 10
Collision-free
(RRT-Connect)
SNOPT 30.904± 0.228 71.308± 0.858 71.835± 1.721 73.877± 0.693 71.624± 0.145
Table 4: Computation times for a selection of motion planning problems indicating their degrees of freedom (DoF), initialisation strategy (zero-
motion or collision-free from a global, sampling-based algorithm), and non-linear programming solver. We compare two continuous-time
metrics (contact normal and harmonic potential field, HPF) for two different collision solvers (FCL and Bullet), as well as a discrete
distance-based nonlinear inequality constraint (using FCL). All computation times are given in seconds and averaged over 10 runs. The
best-performing algorithm with a valid continuous-time collision-free solution is highlighted in bold. We indicate whether a trajectory




This chapter considered the formulation of fast continuous collision avoidance
penalty terms in the presence of moving obstacles which can be incorporated
directly into formulations solved with off-the-shelf NLP solvers. To the best of
our knowledge, this is the first work to address continuous collision avoidance for
trajectory optimisation in dynamic environments.
In particular, we combine conservative advancement with harmonic potential
fields around collision shapes to obtain a smooth, continuously differentiable proxy
metric for continuous collision avoidance. We highlighted the versatility of the
proposed method on a variety of high-dimensional trajectory optimisation problems
from discrete collision-free and zero-motion initialisation. We further validated our
motion plans using hardware experiments on the NASA Valkyrie humanoid.
As a limitation, the conservative advancement implementation we deployed in
this work relies on linear or screw interpolation between initial and final trans-
forms as a motion model. Due to this, the method cannot handle arbitrarily large
transitions. While other motion models could be chosen, they also form an approx-
imation to the actual non-linear motion of the collision body rigidly attached to a
kinematic chain. For the case of a continuous collision cast, Schulman et al. [2014]
present an analysis of the difference between a linear sweep/cast and the exact
non-linear shape and state that, in practice, the difference can often be neglected as
it is contained within the safety threshold ε.
As we used local non-linear optimisation, our method still frequently requires
collision-free (but not necessarily feasible) initialisation in order to converge. It
performs well in combination with sampling-based planning, e.g., as part of a
hybrid planner where a collision-free guess can be provided quickly from sampling-
based or roadmap-based methods and then refined to fit optimality criteria using
trajectory optimisation. Alternately, it can be used within a memory-of-motion
framework for warm-start initialisation as we describe in Chapter 4. The favourable
computation time of the harmonic potential field-based term compared with
constraints based on distance computations permits online deployment. This online
planning capability is not limited to trajectory optimisation but also applies to path
simplification and motion smoothing as commonly employed in sampling-based
motion planning. In this application, our novel continuous collision avoidance
term enforces the validity of continuous-time motion constraints while resulting in
optimal trajectories.
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An interesting approach to consider in future work is convex formulations for
continuous collision avoidance. Schulman et al. [2014] use a convex hinge penalty
on the signed distance obtained from a continuous collision cast in combination
with a custom sequential convex optimisation solver and can synthesise motion
from an infeasible initialisation. Deits and Tedrake [2015] apply greedy subdivision
of the space into convex subregions and use mixed-integer optimisation to plan
globally optimal continuously-collision-free trajectories for the dynamic model of
a quadrotor in complex environments. However, the scalability of the approach
to articulated robots has not yet been investigated. Considering the properties
of convex optimisation with regards to convergence and optimality, formulating
a convex continuous-collision avoidance constraint in the presence of moving
obstacles following these lines of work presents an exciting area of study.
All of the discussed approaches required computing signed distances between
polyhedra or preprocessed proxies such as Euclidean Distance Transforms. Cam-
pana et al. [2016] avoid the need to compute distance information altogether by
iteratively adding (or modifying existing) linear constraints whenever a collision
is detected. This approach requires a custom optimisation scheme as the num-
ber of constraints differs between iterations. Nonetheless, it would be interesting
to explore whether this scheme could be extended to continuous-time collision
avoidance due to its low computational cost and numerical stability.
A potential challenge with our method is the case switching in Equation (25) due
to the binary collision indicator c. For motion which is continuous-time collision-
free, continuous collision detection does not return any contact information. As
such, we set the Jacobian to zero when not in a collision which is discontinuous
at the boundary in contrast to signed distance-based approaches. Nonetheless, it
worked well in practice, particularly from collision-free initialisation. However,
further investigating the use of approximate harmonic potential fields for a fully
continuous metric is an exciting avenue for future work.
We do not currently explicitly handle self-collisions as part of the continuous
collision avoidance term. Instead, we incorporate them through a combination of
joint limits and discrete collision costs, which in future work can be learnt as a
robot model-specific term.
Finally, we considered path planning and high-dimensional kinematic trajectory
optimisation in this chapter. When extending our approach to dynamic trajectory
optimisation, care needs be taken for handling inevitable collision states arising
from a link’s velocity and the system’s control limits.
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3.5 conclusions
In this chapter, we have developed a novel and computationally fast method
to account for potential collisions in the continuous transition between discrete
waypoints in trajectories. As our method is based on continuous collision detection,
it is computationally fast and supports arbitrary, non-linear motion models. We use
harmonic potential fields to overcome the challenges of using information from
continuous collision detection in motion optimisation directly and pairing harmonic
potential fields with continuous collision detection results in a fast and numerically
stable continuous collision avoidance metric. Accounting for continuous collision
avoidance enables us to use fewer waypoints for discretising trajectories, and thus
smaller optimisation problems. Furthermore, our method applies to scenes in
which both the robot and objects in the environment are moving. To the best of
our knowledge, this has not been shown with continuous collision avoidance for
trajectory optimisation before.
Concluding, in this part of the thesis, we introduced methods for (1) finding
collision-free goal states, and (2) obtaining optimal collision-free trajectories. How-
ever, the convergence time and success rate largely depend on the initial guess.
To address these challenges, we will focus on efficient exploration, encoding, and
exploitation of a memory-of-motion in the next part of this thesis.

Part III
E X P L O R AT I O N , E N C O D I N G , A N D E X P L O I TAT I O N

4
B O O T S T R A P P I N G T R A J E C T O RY O P T I M I S AT I O N F R O M
M E M O R I E S - O F - M O T I O N
In the previous part of this thesis, we looked at formulations for collision-free
motion synthesis to compute original solutions to parametrised goal state, trajectory
optimisation, and optimal control problems. However, both runtime and success
rates of this motion synthesis process depend in no small extent on the initial
seed used for the optimisation, carefully designed pipelines with sequentially
more accurate models and hand-designed heuristics. This strong dependence on a
proper initialisation is due to the highly non-linear cost and constraint landscapes,
which are often also non-convex and can include discontinuities introduced by the
environment or system dynamics. The solutions obtained from the optimisation
are further local to their initial conditions. They can become non-adaptable in
light of changes or perturbations—exacerbated by uncertainty with regards to the
underlying models as well as perception. As thus, the deployment of these methods
on platforms for applications with real-time motion planning requirements, e.g., in
response to changes in the task, user input, or environment in online replanning or
Model-Predictive Control (MPC) fashion is limited.
However, if the parametrised problem space can be sampled during an offline
computation phase, a large number of optimal solutions can be explored. Based
on a dataset of samples, a variety of approaches can be taken in order to build a
memory from which to bootstrap trajectory optimisation as we have outlined in
Chapter 1.
In this part of this thesis, we exploit similarity to previously solved problems by
creating a memory or knowledge-base through offline pre-computation and fast
online look-up for retrieving a similar solution. In particular, we focus on how to
efficiently explore parametrised optimal control problems during a pre-computation
phase, how to encode a set of solutions efficiently in a memory-of-motion, and how
to exploit this to bootstrap trajectory optimisation.
In this chapter, we focus on providing good initialisation seeds for on-the-fly
optimal, collision-free motion synthesis on high-dimensional systems in complex
and changing environments. We exploit the fact that repeated tasks are similar
according to some metric and introduce a problem encoding to build a trajectory
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Figure 35: Pick-and-place scenario in a complex environment with collision avoidance. A
humanoid robot has to retrieve an item from a shelf, the target of which may
change based on perception information or user input. In order to synthesise
optimal motion online in a fast manner, we investigate different warm-start
strategies for trajectory optimisation methods.
library offline, into which we can index online to retrieve an initial guess. We
detail our exploration strategy and explain how solution sub-indexing and goal
region growing can be incorporated for efficient solution reuse and to reduce
pre-computation and online memory requirements. We compare how different
initialisation strategies affect the global convergence and runtime of quasi-Newton
and probabilistic inference solvers. Our analysis on the 38-degrees of freedom
(DoF) NASA Valkyrie robot shows that efficient and optimal planning in high-
dimensional state spaces is possible despite the presence of globally non-smooth
and discontinuous constraints such as the ones imposed by collision avoidance. A
supplementary video is available at https://youtu.be/Omg3FhVi_Tk.
4.1 background
Common trajectory optimisation formulations differ in their use of derivative and
environment information as well as their initialisation strategies. Transcription
methods convert the continuous optimal control problem into a Non-linear Pro-
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gramming (NLP) subject to equality and inequality constraints. If a derivative
can be defined or approximated, unconstrained NLPs can be solved efficiently by
Newton or quasi-Newton method algorithms which use second- and first-order
information, respectively. Similarly, for formulations with hard constraints, Aug-
mented Lagrangian, interior point, or Sequential Quadratic Programming (SQP)
methods can be applied. Recent gradient-based frameworks include Covariant
Hamiltonian Optimisation for Motion Planning (CHOMP) [Ratliff et al., 2009], Tra-
jectory Optimisation for Motion Planning (TrajOpt) [Schulman et al., 2014], k-Order
Motion Optimisation (KOMO) Toussaint [2014], and Riemannian Motion Optim-
isation (RieMo) [Ratliff et al., 2015]. Stochastic, derivative-free algorithms which
apply Monte Carlo methods on roll-outs include Stochastic Trajectory Optimisation
for Motion Planning (STOMP) [Kalakrishnan et al., 2011] and Policy Improvement
with Path Integrals (PI2) [Theodorou et al., 2010].
Approximate Inference COntrol (AICO) [Toussaint, 2009] formulates a probabil-
istic trajectory model and uses iterative message passing and approximate inference
techniques to solve the non-linear stochastic optimal control problem. It is highly
efficient in solving unconstrained minimisation problems as the variational message
passing allows to update single states repeatedly without having to roll-out the
entire trajectory.
As discontinuities and non-smooth cost gradients are difficult to handle, the way
collision avoidance is included in the cost and constraint functions has received
additional attention. TrajOpt uses approximate convex decomposition and convex-
convex collision checking penalising penetrations with a hinge loss. CHOMP and
STOMP use the Euclidean Distance Transform and overlapping sphere approxim-
ations for the robot body. As a consequence, these approaches require online or
offline preprocessing of the environment and robot model. RieMo applies Rieman-
nian geometry to the workspace in order to plan motion in the presence of thin
or long obstacles which translate into many local minima. As collision queries are
expensive, Pavlichenko and Behnke [2017] proposed an adaptive collision checking
density with more checks closer to obstacles. The collision avoidance terms are still
in general very likely to create local minima. In order to address this locality issue,
an initial trajectory should, therefore, lie in the same neighbourhood as the global
minimum.
In practice, motion optimisation frameworks commonly use zero motion initial-
isation (e.g., RieMo), or straight-line interpolation between start and goal config-
urations assuming knowledge of a final configuration for instance from inverse
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kinematics (e.g., CHOMP, STOMP). These initialisations are often infeasible, and a
potentially lengthy stochastic search may be required to find a solution. Alternat-
ively, two-phase optimisation has been proposed where a first result is obtained
using a reduced cost and the full optimisation warm-started using this result
[Pavlichenko and Behnke, 2017]. Similar to MPC, planning and execution can
be interleaved by providing a fixed time budget for planning and warm-starting
subsequent optimisations with the suboptimal solution from the previous timestep.
Park et al. [2012] follow this principle while updating an estimated conservative-
bound location of dynamic obstacles.
In order to speed up and ensure convergence of local optimisation solvers,
near-optimal initialisation has been proposed. Here, the similarity to previously
solved problems is used instead of planning from scratch. For instance, trajectory
libraries and function approximation have been considered to speed up online
optimisation [Atkeson and Morimoto, 2003, Stolle and Atkeson, 2006]. Tassa et al.
[2008] use a Euclidean nearest neighbour look-up from a library of local control
trajectories in a receding horizon Differential Dynamic Programming (DDP) scheme
and demonstrate scalability to high-dimensional state and action spaces. To predict
warm-start seeds in cluttered environments, Jetchev and Toussaint [2013] focussed
on learning expressive task and environment descriptors. Work by Mansard et al.
[2018] iteratively approximates the expensive-to-evaluate value and policy function
using a neural network-based regression model employed as a distance metric and
to evaluate transitions in a kino-dynamic Probabilistic Roadmap (PRM).
On the other hand, Sampling-based Planning (SBP) methods such as Rapidly-
Exploring Random Trees (RRTs) or PRMs have been demonstrated to produce
feasible motion plans in less than one second for high-dimensional systems in
cluttered environments [Elbanhawi and Simic, 2014]. Constrained SBP algorithms
can, for instance, take balancing into account and compute whole-body motion
plans on humanoid robots in the order of seconds [Yang et al., 2016b]. Recently,
Hierarchical Dynamic Roadmap (HDRM) which uses a configuration-to-workspace-
occupation encoding to offload collision checking to an offline pre-computation
phase has been shown to compute feasible trajectories for industrial manipulat-
ors in 1ms to 2ms [Yang et al., 2018a]. These results encourage the use of SBPs
for warm-starting optimisation-based methods. However, by definition, geometric
SBP methods produce a sequence of kinematically feasible configurations. These are
often long, sub-optimal paths and may contain abrupt changes in velocities and
accelerations. In order to be executable, i.e., dynamically feasible with respect to
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(w.r.t.) actuation constraints, post-processing such as time spacing, short-cutting,
and smoothing are required. This post-processing does not, however, take into
account optimality such as smoothness in higher-order terms (velocity, acceleration,
jerk) or the dynamics of the plant (e.g., torque limits). Previous work explored
kino-dynamic sampling-based planners as well as optimal sampling-based planners
(such as RRT∗). These methods can take a cost function and steering method for con-
necting samples into account, however, come with challenges regarding the efficient
exploration of the vastly increased state-space, and thus long runtimes. In order
to address the challenge of sampling valid states, hybridisations of optimisation-
and sampling-based planners have been proposed. However, this added sample ad-
aptation step can limit exploration when considering temporal motion constraints
such as balance and end-effector orientation during the motion. We argue that SBP
may provide a feasible initialisation in a local minimum for an optimisation-based
algorithm for one class of problems, but also propose an alternate method exploit-




We consider a trajectory optimisation problem with first-order Markov dynamics,
similar to the unconstrained KOMO [Toussaint, 2014, 2017]. Here, we use a pseudo-
dynamically weighted state transition cost `x(t) = (xt−xt−1)TW(xt−xt−1) where
W is a relative measure of the mass ratio of the kinematic chain that is moved by
the respective joint: Wj,j =
∑N
i=jmi
M . After transcription, the synthesis of an optimal
motion X∗ in an environment Ω is an unconstrained non-linear minimisation
problem over the evolution of system states X = (x1, · · · , xT ), where the time
horizon is uniformly discretised into T time steps:




[`x(t) + `y(t,y∗)] (31)
with `y(t,y∗) = `CoM + `JointLimits + `Position+ (32)
+ `Orientation + `CollisionAvoidance
Each term in (32) is defined as a square cost ρt‖y∗t −φ(xt)‖2. Here, φ is a mapping
from the configuration space to a task-space with a task-space goal y∗ as introduced
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in Section 2.1 and ρ a mixing weight. The task-space is commonly composed of
forward kinematics, Centre-of-Mass (CoM), or alternate spaces such as distance or
interaction meshes [Yang et al., 2015, Ivan et al., 2013]. We use the following four
types of task-spaces in our experiments:
centre-of-mass (com) To maintain static stability on flat terrain, the projec-
tion of the CoM has to fall within the convex hull of its contact points (referred
to as the support polygon). For quasi-static motions and to account for state es-
timation error, this support polygon is shrunk by a safety margin γ. In order to
favour stable configurations, we apply a quadratic penalty for the deviation of the
CoM-projection from the centre of the shrunk support polygon.
joint limits To avoid joint limits, we add a quadratic barrier (squared hinge
loss) to configurations that are within a set percentage of the bounds of the joint
range.
palm position and orientation We penalise the twist from the desired
reaching goal and the position and orientation of the end-effector as obtained
through a forward kinematic map.
collision avoidance We use the smooth, differentiable penalty term and its
approximate Jacobian as described in Section 2.2.3.
Combinations of the first three terms in the objective function are non-linear,
but they are smooth, continuous, and with relatively few local minima. On the
other hand, the collision avoidance cost is highly discontinuous because it depends
heavily on the geometry of the environment. This frequently gives rise to multiple
local minima. Initialising the optimisation in the correct part of the space is therefore
crucial.
4.2.2 Warm-start initialisation
Since most of the complexity arises from the collision cost, we begin by finding a
collision-free trajectory that does not have to satisfy any other optimality criteria.
We use a SBP algorithm to obtain a sequence of valid, i.e., collision-free and
balanced configurations. We apply path smoothing and short-cutting in a post-





y = φ(q0, q1)
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Figure 36: Planar reaching task: Given a start state x = (q0,q1) (which maps to task-space
y = φ(x)), a robot has to reach a task-space goal y∗ = B while avoiding obstacle
Ω. The warm-start solutions for task-space goals A and C are equidistant in y∗
from B. Thus, given the same x, both trajectories appear to be equally suitable
warm-starts to a simple distance metric.
constraints. Afterwards, the time-spaced sequence of configurations is sub-sampled
using spline interpolation to create a uniformly spaced trajectory. In order to verify
that the interpolated trajectory continues to be collision-free, we perform additional
collision-checks before using the resulting trajectory as an initial seed. Thus, the
feasible seed trajectory time horizon T is determined by the maximum joint space
velocity and original feasible joint space path length. In order to compare costs
across variable-length time horizons, we normalise the cost defined in Equation (31)
for the trajectory duration. These initialisations can be generated online (at query
time) at the cost of computing a feasible plan from scratch. However, where a task
(or a family of tasks) is repeated frequently, a similar or same query has to be
computed over and over. An efficient solver would compute these solutions offline
and store them in a library. We begin creating a library of motion by defining an
indexing scheme and pre-computation strategy.
4.2.3 Problem encoding
A task in an environment Ω is fully described by its initial state x0 and task-
space goals y∗. The relationship between the task-space y and environment Ω
can hereby be captured and encoded through parametrised obstacles, topological
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[Ivan et al., 2013] or geodesic [Sugiyama et al., 2008] coordinates, relative distances
[Yang et al., 2015], or learnt descriptors [Jetchev and Toussaint, 2013]. In this
chapter, we focus on initialisation strategies in a known environment leaving
considerations regarding generalisation across environments to future work. The
start state x0, task-space goals y∗, and environment parametrisation Ω together
form a fully specified planning problem (x0,y∗,Ω) which maps to an optimal
trajectory X∗ = (x1, x2, · · · , xT ) if it is solvable:
(x0,y∗,Ω) 7→ (x1, · · · , xT ) (33)
For a robot with a free-floating base, we capture the relative relation between the
robot and the environment by expressing the encoding in an environment frame
(e.g., a landmark). In this case we adjust the notation:
(x0,Ω,y∗,Ω) 7→ (x1,Ω, · · · , xT ,Ω), (34)
where x0,Ω has the free-floating base frame expressed with respect to the environ-
ment frame.
As the problem encoding captures the relative aspect between the robot and an
encoded environment, we can augment the dataset by reusing sub-trajectories of
the original solutions as any part of an optimal trajectory can form a near-optimal
solution for a similar problem. In particular, we consider two cases for sub-indexing:
1. The sub-trajectory starting from state x0<t<T ∈ X to the original task-
space goal y∗ forms a near-optimal solution for a problem described by
(xt,Ω,y∗,Ω).
2. The sub-trajectory from state x0<t<T to the task-space goal defined by a
subsequent state y∗t = φ(xt<i<T ).
Algorithm 1 shows the procedure for creating these sub-indices.1 We also visualise
the concept of sub-indexing in Figure 37. The originally synthesised optimal
solution shown in black can be sub-indexed in three different ways: In blue, we
highlight sub-paths from intermediate waypoints to the original task-space goal
y∗. The green and orange paths use the forward mapping φ(x) to obtain the
task-space representation of waypoints as intermediate goals. As we only store the
problem-solution indices and pairs and not the sub-trajectories on their own, this
1 In Merkt et al. [2018], we included a condensed procedure for computing the green and orange
sub-paths shown in Figure 37 within a single for-loop. In this chapter, we differ to match with the
illustrative example.
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Algorithm 1 Create Sub-indexing in Problem-Solution-Map
Require: Pre-computed Library
Ensure: Augmented Library (with sub-indexing)
for all Sample ∈ Library do
for t = 1 to t = T − 1 do
Problem = (xt,Ω,y∗,Ω)
Start = t
Length = T − t
StoreSubIndex(Problem,Start,Length)





for tstart = 1 to tstart = T − 2 do
for tend = 2 to tend = T − 1 do
if tstart 6= tend then
Problem = (xtstart,Ω,φ(xtend),Ω)
Start = tstart
Length = tend − tstart
StoreSubIndex(Problem,Start,Length)
represents an efficient way of augmenting the available solutions. Note, that this is
suitable for look-up methods as the returned trajectory seeds will be of different
waypoint lengths. For function approximation, they would have to be interpolated
to a uniform length. Further, depending on the formulation (e.g., whether uniform
task running cost or only final state costs are used), the sub-indexed paths may not
be optimal, but merely feasible. Using this sub-indexing method, along with the
goal region growing, we obtain a dense problem-solution-map.
4.2.4 Trajectory library pre-computation
It is important to note that the task-space goals y∗ as a parameter of (31) may
change the landscape of the objective function significantly and discontinuously.
A good initial guess should be local in the value function (have a similar cost
landscape); however, this may not translate to closeness in the chosen problem

















Figure 37: Data augmentation of an original solution (black) using sub-indexing: The blue
solutions are optimal sub-paths to the original goal, while the green and orange
paths are to task-space goals defined by the way points.
encoding space. Consider the two-link reaching task depicted in Figure 36, where
the end-effector has to repeatedly reach different positions y∗ along the blue
line. By solving the problem from varying start configurations x0 = (q0,q1) for
changing task-space goals y∗, we can create a library mapping problem encodings
to optimal trajectories. A key consideration at this moment is the trade-off between
pre-computation time and storage size and online retrieval, convergence time, and
adaptation success rate. Exhaustively enumerating the problem encoding (and
thus the value function) is intractable for higher-dimensional problems. Finding
representative sample trajectories and determining a sufficient sample density is
non-trivial as the cost landscape (value function) of the task is not known a priori.
Random sampling in the space of the problem encoding is unlikely to achieve
sufficient coverage in task-relevant parts of the space, with many samples prone to
being unused and possibly resulting in a low warm-start success rate. Deterministic
sampling in a discretised problem encoding space can result in the issue highlighted
in Figure 36: Depending on the resolution of the discretisation, two warm-start
seeds (A and C) may appear equidistant to a simplistic distance metric. However,
this does not necessitate a similarity in the optimal solutions (e.g., mode changes
introduced by the environment or dynamics). On the other hand, the Euclidean
metric in the problem encoding space is fast to compute, and scaling of the distance
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Figure 38: The pre-computation procedure for building the trajectory library: First, a valid
problem descriptor is sampled in the space of the problem encoding and an
optimal solution computed offline. The optimal trajectory is stored and sub-
indexed using Algorithm 1. Finally, goal region growing is performed by testing
the adaptability to nearby descriptors.
metric can be used to improve the quality of the retrieved initial guess trajectories.
Thus, with a focus on a suitable sampling bias and strategy, efficient look-up can
be performed using inexpensive distance metrics.
Our pre-computation and exploration strategy is shown in Figure 38. In general,
we aim for density in the problem encoding space while storing only a limited num-
ber of solutions as computing new optimal trajectories from scratch is expensive,
while adapting existing solutions is comparatively cheap. As such, upon obtaining
a new optimal solution, we attempt to explore its region of validity by sampling in
the neighbourhood of the problem encoding and running an adaptation optimisa-
tion step with a given time and iteration budget. We refer to this as goal or validity
region growing. If the solver converges, we add a mapping from the new sampled
problem descriptor to the original optimal solution. Thereby, we achieve density in
the problem encoding for a small number of original solutions. This process can
also be seen as creating a basin of attraction around the original sample.
In our approach, we use a combination of task-space goal seeds, random ex-
ploration, and goal region growing. This process results in an encoded trajectory
library mapping problem descriptors to variable-length optimal trajectories. At
query time, we predict the best warm-start seed given a problem encoding by
similarity look-up.
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Figure 39: Visualisation of the original optimal trajectories in the library. The class labels
(color) have been assigned based on closest task-space goal y∗.
4.3 evaluation
Having pre-computed a library of warm-start trajectories, we now benchmark the
proposed warm-start method against zero motion, straight-line linear interpolation,
and an online RRT-Connect-based feasible initialisation. We also compare different
NLP solvers. For a fair comparison, we use the same forward kinematics, collision
checking, objective, and Jacobian computation with the planning prototype and
benchmarking library Extensible Optimisation Toolset (EXOTica) [Ivan et al., 2019].
Performance differences between solvers thus correspond to the number of evalu-
ations each algorithm requires and their internal updates. While we implemented
the problem formulation and solvers in C++, we use Python for high-level logic and
initial guess look-up. All evaluations are carried out on a computer with an Intel
Core i7-6700K CPU with 4GHz base frequency and 32GB 2133MHz memory in a
single thread, with several independent benchmark or pre-computation processes
running in parallel. All our evaluations use densely sampled time horizons with
∆t = 0.05s. It is important to note that the choice of ∆t has a direct impact on
the size of memory as well as the computation time. We discuss methods and
embeddings for a sparse parametrisation in Section 4.4.
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Figure 40: Cost evolution for different optimisation solvers using the same feasible ini-
tialisation seed. Left: Cost vs. iterations. Right: Cost vs. time. AICO initially
improves the fastest and achieves the lowest overall cost. For quasi-Newton
solvers, a commercial implementation with Limited-memory BFGS (L-BFGS)
updates performs best (SNOPT, orange). For open source quasi-Newton solver
implementations, a solver using Broyden-Fletcher-Goldfarb-Shanno (BFGS) up-
dates for the Hessian achieves a lower cost than its limited memory variant
(OPT++, red), however, at the cost of taking more time per step to estimate the
full Hessian.
4.3.1 Convergence using different solvers
We evaluate the problem formalised in Section 4.2 with a probabilistic inference
solver (AICO), quasi-Newton methods (BFGS and L-BFGS), as well as Conjugate
Gradient (CG) descent for a humanoid shelf picking task. We use our own imple-
mentation of AICO, the open-source quasi-Newton and non-linear CG solvers from
OPT++ [Meza et al., 2007], as well as a commercial L-BFGS implementation (SNOPT,
[Gill et al., 2002]).
The cost evolution against time and iterations for optimisation until convergence
from a feasible RRT-Connect initialisation are shown in Figure 40. AICO is quick to
make progress and achieves the lowest overall cost (as it updates individual states
repeatedly without a full roll-out). However, it may return invalid trajectories (i.e.,
those which diverge from the final target position or have a sample in a collision
state). Quasi-Newton methods do not achieve a similarly low cost as AICO as
they stay within the initially provided local optimum. This behaviour, however,
leads to a higher success rate from feasible initialisations as they would not update
individual states to be in collision in order to satisfy a smoother transition cost.
As expected, full BFGS updates require more function and gradient evaluations
to estimate the Hessian and are thus slower than their limited-memory variant.
In turn, they can use a more accurate Hessian approximation to achieve a lower
final cost. This performance gain of L-BFGS is more pronounced for longer time
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horizons. Overall, as AICO and SNOPT have the highest convergence rates with
the lowest costs, we will focus on them in the following benchmark experiments.
4.3.2 Pick-and-place benchmark
For the shelf benchmark, we compare different initialisation strategies for use with
AICO and SNOPT’s L-BFGS: Common (zero-motion and straight-line interpola-
tion between the start and goal configurations), feasible (RRT-Connect), and the
proposed trajectory library with problem encoding.
The trajectory library used in the benchmark contains 3, 233 original solutions
with 36, 256 problem-encoding-to-solution-mappings after sub-indexing and goal
region growing (24MB, 12.6h single thread pre-computation time). These original
trajectories are shown in Figure 39. For feasible initialisations during offline pre-
computation, we use a bidirectional SBP algorithm (RRT-Connect, [Kuffner and
LaValle, 2000]) with L-BFGS as the optimisation and goal region growing/adapta-
tion solver. We initialise the exploration with task-space goals to reach into each
shelf compartment from a nominal whole-body posture as well as from within each
compartment to every other compartment. We apply goal region growing and limit
the number of additional random exploration steps to 500.
For fast indexing, we compare k-Nearest Neighbour (KNN) with an exhaustive
search over the problem encoding as retrieval strategies in the following settings:
1. KNN with a Euclidean distance metric tested both with and without scaling
by normalising on the range (rows 7–10). The normalisation is helpful as the
problem encoding can include metric with non-metric information unknown
to the look-up distance metrics.
2. Exhaustive search by retrieving the solution of the problem descriptor with
the minimum norm, i.e., the closest in the problem encoding. We compare nor-
malised and unscaled problem encodings (rows 11–14) with a task-informed
distance metric (rows 15–16).
For comparability, all time horizons in a single benchmark request are equal
and determined by the length of the time-spaced and interpolated RRT-Connect
solution. On runtime, we sample uniformly in the range of the problem encoding
constraining the task-space goal y∗ to the task domain with added Gaussian noise
























1912.60± 2426.13 53.44± 56.03 139.32± 141.72





1483.56± 3293.76 31.05± 36.02 129.82± 144.10





927.83± 3203.49 34.62± 35.43 71.55± 70.62





653.00± 550.46 34.70± 35.51 75.06± 73.68





496.51± 306.24 19.87± 28.06 56.33± 63.18





653.00± 550.46 34.60± 35.29 75.06± 73.68
12 L-BFGS 65.20% 866.54± 510.07 20.97± 17.76 120.63± 136.46




496.51± 306.24 19.89± 28.08 56.33± 63.18
14 L-BFGS 95.80% 667.50± 409.58 14.18± 15.21 152.49± 158.69




416.02± 286.37 35.37± 37.87 75.99± 69.20
16 L-BFGS 99.50% 741.85± 442.54 15.65± 20.44 110.64± 146.28
17 RRT-Connect – 100.00% – 5163.96± 26328.00 0.62± 0.36 –
Table 5: Overview of success rate, convergence time and iterations for different optimisation solvers and initialisation strategies across 1,000
benchmark trials with initial states uniformly sampled within the valid range and task-space goals sampled from a normal distribution
centred at the shelf compartments.
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4.3.3 Analysis of results
Averaged results over 1, 000 benchmark requests are presented in Table 5. Based
on these, we can draw several observations highlighting different properties of the
tested initialisation strategies:
a. As expected, feasible RRT-Connect initialisation leads to convergence in the
majority of cases: 96.1% with L-BFGS (row 6) and 94.8% with AICO (row
5). However, this comes at a 40% to 80% higher final cost as the feasible
initialisation does not consider the other objectives of the cost function beyond
collision avoidance and reaching the final configuration. The flexibility of a
guaranteed feasible solution thus comes at the cost of a longer warm-start
time as a new solution is computed from scratch.
b. Zero motion (which consequently has a large distance to the task-space goals)
and straight-line interpolation (which may be infeasible and pass through
obstacles) rarely succeed for quasi-Newton methods which require to be
initialised in the basin of attraction of a local minimum (11.6% and 14.8%
success rates, respectively). Where they converge on a solution, the solutions
have final costs between 4 and 40 times higher than the best-performing
initialisation strategy (row 15). This is expected as if in collision, quasi-Newton
methods are trapped (in fact this is the source of all failures).
c. AICO manages to converge with 33.4% and 14.4% in these scenarios, al-
though at an up to twice higher cost compared with being initialised with a
feasible solution while requiring similar time or longer. When optimisation
fails, it is primarily due to not achieving the final task-space goal for zero
motion (74.2%), and almost exclusively due to being stuck in a collision for
straight-line initialisation (94.4%).
d. An exhaustive exploration of the trajectory library using a normalised prob-
lem encoding yields a 96.0% success rate along with the lowest overall final
cost for an automatic distance metric suggesting the exploration strategy
produced a library with good coverage on the task domain. Use of a task-
informed, hand-tuned metric can boost success rates to 99.5% while reducing
mean final cost by a further 16.2%. This improvement suggests that future
investigations on automatically learning distance metrics or generalising
classifiers can ensure more efficient use of the generated trajectory library.
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e. Among the KNN variants, the one trained on the normalised problem en-
coding performed the best—with similar success rates for both AICO and
L-BFGS; rivalling the success rates of feasible initialisation while obtaining
a lower final cost with up to twice quicker convergence. Note, the results
in rows 7–10 equal those in rows 11–14 as the nearest neighbour algorithm
selected the same initial seeds as the exhaustive search while being more effi-
cient in the look-up due to its data structure. The success rate with L-BFGS is
marginally lower compared to being initialised with RRT-Connect. However,
it achieves a lower cost twice as fast.
f. For our trajectory library, KNN is 3.1 times faster to retrieve an initial guess
than searching the library exhaustively—this difference is expected to grow
with an increasing number of stored problem-solution-mappings. The KNN
retrieval features the fastest warm-start time (within approximately 1.2ms),
and either KNN or exhaustive search are at least two orders of magnitude
faster than running SBP from scratch.
g. Normalising the problem encoding to account for different scaling provides
better warm-start seeds and, as a result, higher convergence independent of
the look-up method as it permits the successful use of simple distance metrics
(49.8% and 46.9% increases in success rates, respectively).
Overall, the benchmark results suggest that given a known environment and
the presented pre-computation strategy, the proposed problem encoding can be
efficiently used to initialise trajectory optimisation solvers online using nearest
neighbour look-up with inexpensive distance metrics.
4.4 discussion
This chapter considered the problem of providing a suitable initialisation for
trajectory optimisation algorithms in complex environments which result in highly
non-linear objective functions. We hereto proposed the use of an offline generated
trajectory library with a problem encoding which can be used for fast online
indexing based on inexpensive nearest neighbour metrics. We detailed strategies
for efficient sample reuse and evaluated our method in a randomised benchmark
on a shelf picking task. Our results demonstrate that our method achieves similar
or higher success rates to initialisation with feasible solutions from sampling-based
planners while converging faster with lower final costs. This advantage is in line
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with expectation as, unlike with SBP, the seeds are optimal solutions to a similar
trajectory optimisation problem and do not have to first optimise for the objectives
(e.g., smoothness and balance).
While we considered only the closest candidate from indexing and look-up based
on similarity metrics, other work has focused on training generalising classifiers
for single or ordered list prediction. Dey et al. [2013], e.g., used exhaustive online
training after library generation to obtain a series of classifiers for list prediction
allowing a sequential initialisation with the next best candidate should previously-
tried initialisations fail.
A key challenge for applying regression over a dataset of initial trajectories are
discontinuities, e.g., introduced by dynamics or complex environments. While
we focused on high-dimensional, kinematic planning with discontinuous object-
ive functions introduced by complex environments, similar pre-computation and
initialisation approaches have been presented, e.g., for dynamic lower-DoF op-
timal control problems in obstacle-free environments. Here, Mansard et al. [2018]
presented an iterative approximation of the value and policy functions initialised
from and used in building an optimal kino-dynamic PRM. While the nature of the
underlying problems differs, we consider iterative approximation during offline
pre-computation a highly exciting avenue for future work. Graph-based approaches,
e.g., HDRM, PRM and its variant Experience Graphs [Phillips et al., 2012] are based
on prior solutions with heuristics guiding search onto previously explored graphs.
They are attractive due to fast exploitation using graph-search algorithms, but may
limit exploration and are only optimal w.r.t. the roadmap.
One of the critical limitations of our formulation is the use of soft constraints,
e.g., for collision and joint limit avoidance as well as task-space targets. While
high penalties on these terms often lead to the desired behaviour, there are no
guarantees on the satisfaction of these constraints. As a result, a final collision check
of the resulting optimal trajectory is required. Furthermore, different cost terms
contradict each other causing early, sub-optimal, or no convergence. In practice,
using unconstrained optimisation is efficient and fast given a good initialisation,
e.g., from a trajectory library as considered in this chapter. Additionally, using
analytic second-order information where available and exploring a staged cost
function or adaptation of weights in an outer loop can address poor initialisation
and speed up convergence.
In our work, we use the signed distance between the robot and environment as a
collision proxy without preprocessing. Preprocessing, e.g., convex decomposition
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[Schulman et al., 2014], using signed distance fields and overlapping sphere approx-
imation of the robot body itself [Ratliff et al., 2009, Kalakrishnan et al., 2011] could
speed up collision queries which currently dominate the cost and prevent failures
from discontinuities, e.g., when initialised in a collision. Additionally, evaluating
collisions only at discrete time steps requires a dense discretisation of the trajectory
while not guaranteeing continuous-time safety (e.g., as considered in Chapter 3
and Schulman et al. [2014]). Further, dense discretisation of the time horizon results
in large optimisation problems. This presents opportunities to speed up conver-
gence by using trajectory parametrisations and embeddings such as Gaussian
Processes [Dong et al., 2016, Mukadam et al., 2016], B-splines, dynamical systems,
kernel methods [Sugiyama et al., 2008, Rawlik et al., 2013, Marinho et al., 2016], or
sub-sampling of an initial coarse time parametrisation [Mitrovic et al., 2010].
For trajectory libraries, defining the task-space encoding and distance metric for
efficient look-up is vital. Avenues for future work include clustering of solutions
into distinct classes (e.g., from topology as in Chapter 5), learning of feature
descriptors (in place of the engineered task-space encoding) and distance metrics,
as well as investigating function approximation of the value and policy functions.
The idea of learning disentangled policy predictions that regress within distinct
solution classes is particularly intriguing. Additionally, our current formulation
only handles static obstacles. Providing initial seeds in dynamic scenes remains an
open challenge.
As discretised or exhaustive sampling is prohibitive, future work should address
exploration strategies for the offline dataset generation stage when posed with
more complex problems. Beyond exploration, limitations on memory and online
look-up runtime motivate information-theoretical considerations on how many
samples are required and which ones can be discarded.
4.5 conclusions
In this chapter, we considered high-dimensional problems in complex environ-
ments using multi-objective kinematic trajectory optimisation. In this setting, using
good initial seeds allowed fast motion synthesis despite the many local minima
introduced by the non-linearity and discontinuity of including collision avoidance.
However, the efficacy of warm-starts is more pronounced for tasks which include
complex dynamics such as switching contacts or under-actuated systems. In these
scenarios, computing an alternative initialisation from scratch is more expensive
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(e.g., requiring pipeline approaches as outlined in Chapter 1). Multiple solution
modes to solve the same problem may exist and be returned by the pipeline
methods for pre-computation as these often include random sampling components.
In order to successfully apply data compression and generalisation methods on
large trajectory libraries, insights into the inherent structure of datasets are required.
We take steps towards this direction in the next chapter, where we focus on
the analysis of the underlying structure of the solution space of dynamic optimal
control problems.
5
C L U S T E R I N G O F O P T I M A L T R A J E C T O R I E S U S I N G
P E R S I S T E N T H O M O L O G Y
In the previous chapter, we observed two cases which make direct learning as a
way of compressing and generalising across optimal solution samples challenging:
First, discontinuity, where similar problems (as in closeness in the problem paramet-
risation space) yield vastly different optimal solutions. Examples for this can be
seen in the phase space plot of optimal solutions for a pendulum swing-up task as
well as with discontinuities in solution paths introduced by environment obstacles.
Second, multi-modality, where multiple equally optimal solutions to a problem exist.
A prominent example is the ability to traverse around an obstacle in two ways.
Figure 41: Illustration of discontinuity and multi-modality for simple problems: The green
trajectory from A to B (top) cannot be continuously deformed into the blue
trajectory (bottom). This violates the continuous map assumption between
problem parametrisation and solution output f : X→ Y which is core to function
approximation.
Both discontinuity and multi-modality can significantly impact the quality of
prediction obtained using function approximation as regressors smooth across
the boundaries between samples from distinct clusters or modalities within the
solution space. This is expected as efficient function approximation methods such
as Locally Weighted Projection Regression (LWPR) [Vijayakumar and Schaal, 2000]
and Gaussian Process Regression (GPR) [Williams and Rasmussen, 1996] in their
standard formulation assume unimodal distributions and continuity (and in the
case of GPR also homoscedasticity). One workaround to avoid multi-modality is to
bias the sampling/exploration stage to include/enforce only one modality, as in
IREPA [Mansard et al., 2018].
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Another way is to use machine learning models that can handle multi-modality
and discontinuity directly. These are often a combination of multiple local models
that each model one continuous cluster of data well. In the previous chapter,
we have used nearest-neighbour, a hyper-local model that returns the closest
neighbour without any interpolation. Thus, the returned solution is valid (i.e.,
does not violate any constraints for the similar problem), but does not generalise
between samples (and also does not compress the original dataset). In order to
improve success rates for handling discontinuous and multi-modal distributions
directly, Mixture-of-Experts (MoE) [Jacobs et al., 1991] and Product-of-Experts (PoE)
[Hinton, 1999] systems have been proposed. For MoE, a gating function or network
acts as a classifier/selector to determine which expert/model will provide the best
output and query that model exclusively. The rationale is that a regressor trained
exclusively on a continuous subset of the data will do well when queried within
that subset but poorly outside. Traditionally, MoE systems first partition the input
data and then train classifier and regressor individually on subsets of data. If a
division into clusters/subtasks is known, joint training using a loss function that
encourages both specialisation and cooperation between the local experts and thus
automatically assigns samples to classes can be employed [Jacobs et al., 1991]. MoE
has been used, for instance, with different experts modelling different characters in
text recognition.
PoE methods, on the other hand, combine the output of multiple probabilistic
models to form the prediction. One example are Gaussian Mixture Models (GMMs)
which can capture multi-modality directly. However, they require information on
the number of classes present or the tuning of hyperparameters. Pignat and Calinon
[2019], for instance, use a Dirichlet process which can represent an infinite number
of clusters, while Bishop [2006] introduces a Dirichlet distribution prior with a
fixed number of clusters.
Using expert knowledge about the dataset, Tang and Hauser [2019] applied a
MoE approach for discontinuity-sensitive learning of initialisation seeds. Here,
they applied clustering using k-Means informed by a system designer’s intuition
on the input-output relationship such as the periodicity of angles or Lagrange
multipliers of constraints. They subsequently learnt a MoE system with standard,
fully connected neural networks; and demonstrated their approach on dynamic
tasks in a minimum-time optimal control setting on a pendulum, 2D car, and a
quadcopter with a single spherical obstacle.
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We argue that while these approaches may work well on small problems and
datasets where a system designer’s intuition is readily available, it is often challen-
ging to extract heuristics for labelling data for higher dimensional tasks. Further,
due to the random nature of the exploration stage, the available dataset may not
include samples of all homotopy classes or all modalities.
The authors of Pokorny et al. [2016] took a different approach to clustering
trajectories. They used filtrations of simplicial complexes and persistent homology
for modelling trajectories in configuration spaces. They then used the persistency
to classify trajectories with fixed start and end points. This method looks at the
changes in topology across different scales and identifies at which scale topological
features (connected components and holes) appear and disappear. The theory
behind this approach has been studied by Edelsbrunner and Harer [2008], and
computationally efficient algorithms have been proposed by Carlsson [2009]. These
were further improved for computational speed and memory efficiency by Chen
and Kerber [2011] and Cavanna et al. [2015]. Motivated by this, we aim to extract
information on the underlying solution space automatically.
While in the previous chapter we have employed deterministic sampling to
achieve a desired density in the problem-solution map to employ inexpensive
distance metrics for look-up, in this chapter we are interested in determining the
underlying structure of the solutions. To this end, we combine persistent homology
with clustering algorithms to identify multiple modes and discontinuities among
continuous trajectories within a pre-computed dataset before applying machine
learning tools for memory compression. To the best of our knowledge, we are the
first to use the persistent homology tools on a dataset of motion of highly dynamic
systems such as a cart-pole and a quadrotor as well as to warm-start optimisation
solvers.
5.1 problem formulation
In this chapter, we focus on discrete-time, finite-horizon non-linear optimal control
problems. Consider a system with non-linear dynamics f for which we aim to find
a policy u = π(x) that minimises a canonical cost function
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starting from an initial state x0 subject to the dynamics constraints (i.e., transition
from state x by applying controls u):
xt+1 = f(xt,ut), (36)
where `f(xT ) is the state cost at the end of the horizon and `(xt,ut) the general
running cost on state and controls.
We discretise the time horizon in T time steps and minimise J to obtain the
sequence of controls U∗ = [u1,u2, · · · ,uT−1], where all controls are bounded with
upper and lower limits. We denote the minimal cost for any given state x at timestep
t as the cost-to-go V(xt, T).
For this chapter, we will solve the above optimal control problem using indir-
ect/shooting methods (see Section 5.1.3). As thus, we only consider general costs
`(xt,ut) and bounded control constraints. We do not explicitly use constraints on
the states but include these as cost terms or enforce them in the forward pass/sim-
ulation. We will now detail Differential Dynamic Programming (DDP) and the
dynamics systems considered in this chapter, before introducing our method in
Section 5.2.
5.1.1 Cart-pole
The cart-pole is a canonical dynamic system used in non-linear optimal control.
It features a pendulum mounted on a cart using a continuous, un-actuated hinge
joint. The cart travels on a rail and can use horizontal forces as input to control
the system. Due to control limits on the horizontal forces that can be applied, the
cart-pole is a canonical task for non-linear optimal control as the preview horizon
is required to build up enough energy to swing up to the unstable equilibrium at
the top.
Following Tedrake [2014–2019], we model the system as follows: We denote the
horizontal position on the slider as x and the angle between the pendulum and the
cart as θ, where θ = 0 is the stable equilibrium with the pendulum at rest at the
bottom. Thus, the configuration is q = [x, θ]T , the velocity q̇ = [ẋ, θ̇]T , and the state
x = [q, q̇]T = [x, θ, ẋ, θ̇]T . The control input is u ∈ R1 and is limited to u ∈ [−5, 5]
N. The aim is to swing up the pendulum to the upright position with the horizontal
position of the cart at zero and zero final velocity. This is commonly characterised
as xgoal = [0,π, 0, 0]T . Note, however, that here we do not require it to reach the
final value of π, but any upright configuration. The reason is that it is not relevant
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to the task from which side the pole swings up—or whether it completes more than
one full rotation before coming to rest. Therefore, we are modelling the continuous
hinge joint using the special orthonormal group SO(2) and represent the goal state
as [x, cos θ, sin θ, ẋ, θ̇]T . Finally, we obtain first- and second-order derivatives using
symbolic differentiation.
5.1.2 Quadrotor
Quadrotors (or quadcopters) are agile multi-rotor aircraft which have become
very popular in the past decade due to increased battery energy densities, more
powerful brushless motors, and reduced component prices. They feature versatile
use cases due to their ability to carry payloads (e.g., for videography, sensing, and
mapping or delivery) and hover, while also being agile and powerful for carrying
out dynamic manoeuvres.
To model the quadrotor dynamics, we follow the (canonical) dynamics model
introduced by Mellinger and Kumar [2011] with minor modifications: We do
not consider effects from air drag (or near ground effects) and control the rotor
forces directly. As such, the control inputs are u ∈ R4 (limited between 0N to
5N per rotor) and the state is x ∈ R12 using Euler representation for the angular
component of the free-floating base. We derive first- and second-order derivatives
using symbolic differentiation.
5.1.3 Differential dynamic programming
Introduced in 1966 by Mayne, DDP is an indirect, second-order shooting method
optimising only over the unconstrained control space displaying quadratic conver-
gence. As a gradient descent method, it uses locally-quadratic approximations of
the dynamics and cost functions [Mayne, 1966, Jacobson, 1968]. DDP alternates
between a backward pass on the nominal trajectory in order to generate a new
sequence of feedback control laws, and a forward pass computing the new state
trajectory. State constraints are enforced as part of the forward pass.
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Following Tassa et al. [2014], if Q is the variation of the cost-to-go V (with the
subsequent cost-to-go noted as V ′), its variation is expanded to second-order as:



















where the individual terms are:
















x · fxx (40)






x · fuu (41)






x · fux. (42)
Solving for the optimal change in control δu∗ given a change in state δx we get
δu∗ = arg min
δu
Q(δx, δu) = k+Kδx = −Q−1uu(Qu +Quxδx), (43)
where k is the feed-forward term and K the feedback gain matrix.
Using this result, Equation 37 can be solved for the quadratic model of the value
change
∆V = − 12QuQ
−1
uuQu (44)
Vx = Qx −QuQ
−1
uuQux (45)
Vxx = Qxx −QxuQ
−1
uuQux. (46)
The backwards pass consists out of iteratively computing the local quadratic
model of the value function and the control modifications recursively backwards in
time. It alternates with a forward pass integrating the initial state with the control
trajectory to form a new nominal trajectory until convergence or a maximum
number of iterations.
To directly incorporate bound constraints on the control variables without sacrifi-
cing convergence, Tassa et al. [2014] introduced the use of a projected-Newton class
active-set Quadratic Programming (QP) solver to take control variable inequalities
into account explicitly. Regularisation is introduced to ensure that the Hessian does
not lose its positive finiteness. Line search with variable step sizes is used to achieve
convergence (e.g., by scaling the step length relative to the inverse of the iteration
count with regards to the overall maximum iteration limit; or through backtracking
line search).
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5.2 persistent homology
Having obtained a set of solutions to parametrised optimal control problems as
a dataset, we are interested in learning a mapping f : X → Y from the problem
encoding/parametrisation to output. However, as the data can include discontinuity
and multi-modality, we are first interested in separating the available samples
according to their homotopy class. A homotopy is the ability to continuously
transform one function (in our case, trajectory/solution) into another [Weisstein,
1999–2019]. Computing homotopy directly is computationally very expensive, and
in most cases, intractable. However, we can instead identify topological features
such as clusters and holes in data by applying tools from persistent homology
[Wright, 2015]. Here, efficient algorithms exist to compute homology groups of
simplicial complices which allow reasoning about the global properties of a space
based on local computations [Kaczynski et al., 2006].
In general, in order to analyse a dataset, we consider it as a set of points associated
with a distance metric. We outline how to transform a set of trajectories into a
dataset of points in Section 5.2.1. From the set of points associated with a distance
metric, we are particularly interested in computing the invariant cohomology of the
output space (i.e., the number of "holes"). A fundamental building block of algebraic
topology are simplicial complices: Points are a 0-simplex, edges/lines between two
points form a 1-simplex, three points forming a triangular face are a 2-simplex, and
a solid tetrahedron is a 3-simplex. During filtration, starting from a small distance
(or scale parameter) r, for each point in the dataset, we connect all points within
distance r. We record when simplicial complices emerge (marked on the Birth axis in
the homology diagram) and disappear (the Death axis). This process gets repeated
for increasing values of r. Invariant features of the underlying dataset have a long
persistence/lifetime (are far away from clusters and the diagonal) and can thus
be read off the homology diagram. Alternatively, these features can be visualised
using a barcode diagram [Ghrist, 2008]. Here, the rank of the zeroth dimensional
homology group (H0) corresponds to the number of connected components. In
contrast, the rank of the first-dimensional homology group (H1, the number of
one-dimensional "holes") allows us to reason about the number of clusters in the
data.
Following the conceptual example in Figure 41, we use RRT-Connect with smooth-
ing to sample path plans for a holonomic mobile robot travelling in an environment
100 trajectory clustering using persistent homology
with a cylindrical obstacle (see Figure 42a). We sample 25 trajectories and interpol-
ate each to uniform length T = 25, see Figure 42b.
(a) Visualisation of one trajectory sample.










(b) Sample trajectories (N = 25).
Figure 42: Sample path plans for a holonomic robot navigating in SE(2) from (−5, 0, 0) to
(5, 0, 0). Two homotopy classes are clearly visible.
5.2.1 Dealing with time-series data
As the trajectories represent time-series data (the state or controls at time steps
t1, . . . , tT ), we cannot directly pass them as a dataset to the computational al-
gorithms. In this section, we describe how to transform a trajectory into a set of
n-dimensional points.
Suppose we have N samples of M-dimensional time-series data with T time
steps. As we are interested in the structure of the M-dimensional space, we stack
them into a M× (N× T)-dimensional matrix.
We create a pairwise distance matrix (of dimension (N× T)× (N× T)) and post-
process it by incorporating explicit connectivity information from the trajectories:
We explicitly set the distance for subsequent time steps to zero. We can also set the
distance for connected start and end states to zero. We then apply filtration to the
post-processed distance matrix to extract the persistent homology groups.
To illustrate, we apply this process to the navigation example and visualise the
preprocessed distance matrix and the homology diagram in Figure 43. The distance
matrix, displayed on the left, shows patterns from the preprocessing step. In the
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filtration diagram, displayed on the right, we can clearly identify the one connected
component (single blue dot of the H0 group at the infinity line) as well as the hole
introduced by the obstacle (single orange H1 group outlier). We can additionally
extract the separating distance as 4 > r > 1.5.























Figure 43: Left: Original distance matrix of the preprocessed dataset (195, 000 edges). Right:
Output of dense filtration (elapsed time 7.57 s. The invariant features of the
dataset include one connected component (H0, single blue dot at the infinity
line) and one hole (H1, one orange data point far removed from the infinity line),
i.e., two classes/clusters.
Note, however, that the proposed process considers distance matrices in their
dense form, which can very quickly exhaust memory during computation.1 In prac-
tice, we frequently reduce the sampling frequency along the time dimension. An
alternate approach would be to use dimensionality reduction tools or representation
with embeddings before applying filtration.
5.3 evaluation
We test our methodology on optimal control tasks using the cart-pole and quadrotor
dynamic models introduced above. We implement the optimal control problem,
1 We have explored to use filtration using sparse distance matrices. However, the results did not
uncover any invariant features, even for relatively densely connected matrices. We suppose that the
preprocessing for time-series data presented in this section may not work as intended for sparse
matrices. We have attempted multiple small distances with similar results.
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system dynamics, and DDP solver in Extensible Optimisation Toolset (EXOTica)
[Ivan et al., 2019]. For topological analysis, we employ Ripser.py [Tralie et al., 2018],
a Python interface to the highly efficient Ripser library [Bauer, 2017] for computing
persistence barcodes, to compute the persistence cohomology of the dataset.
5.3.1 Experiments on a cart-pole swing-up task
We now consider a swing-up task on the cart-pole. From intuition, we can postulate
that there are two modes: swinging up from the left side and swinging up from the right
side. Indeed, these two solutions can be seen in Figure 44.
Figure 44: Visualisation of the two modes for the cart-pole swing-up task.
To build the dataset, we randomly sample start states between (−1,−π,−1,−0.5π)
and (1,π, 1, 0.5π) and random control policies uniformly from [−5, 5] N. We solve
the optimal control problem using DDP until we have at least N = 10 solutions
per random start state. The state trajectories in the dataset are shown in Figure 45.










Cartpole swing-up state trajectories (C -space)
Figure 45: State trajectories (x, θ) for 500 swing-up policies from random initial states (50
random start states, 10 policies per start state). Note, depending on the initial
velocity the pole may complete several full rotations before stabilising at the top.
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This demonstrates that the solutions may complete several full rotations prior to
reaching a zero velocity at the unstable, top equilibrium at the end of the horizon.
However, as we aim to have the pole reach the upright position independent of the
direction of swing-up (from the left, from the right) or the number of revolutions be-
fore stabilising to the upright position (it is a continuous hinge joint), we represent
the task using the complex representation of the Special Orthogonal Group SO(2):
(cos θ, sin θ).






























Cartpole swing-up state trajectories (on C -space manifold)
Figure 46: State trajectories visualised on the configuration space manifold.
Here, we annotate the random start states xrand = (x, cos θ, sin θ, ẋ, θ̇) with red
circles and the swing-up goal xgoal = (0,−1, 0, 0, 0) in green. The associated control
policies are shown in Figure 47.
Our aim now is to extract (a) the number of topological classes contained in
the data and (b) assign the corresponding class labels to the raw data. We apply
the methodology outlined in the previous section and show the preprocessed and
downsampled dataset passed to filtration in Figure 48.
From the obtained persistent homology diagram in Figure 49, we can extract that
(a) there is one connected set and (b) that there is one hole, i.e., that there are two
classes. We can further read off a separating distance of ≈ 4.5.
Using this information, it is now possible to cluster the raw state and control
trajectory data, see Figures 50 and 51.
We now investigate the impact that this separation by the modality of solutions
has on interpolating or learning control trajectories from the raw control trajectory
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Cartpole swing-up control trajectories
Figure 47: Control trajectories to achieve swing-up from random start states. We denote
the control limits (−25, 25) in red.












Time-series dataset passed to topological classification (subset)
Figure 48: Subset of downsampled and preprocessed dataset as passed to homology filtra-
tion: The blue lines denote the boundary between different data samples. We
stack the individual trajectories into vectors by dimension and preserve the time
series nature by preprocessing the distance matrix to connect start, subsequent,
and end states.
samples visualised in Figure 47 by looking at the mean and standard deviation
of the control trajectories in the raw dataset as well as within each of the two
identified and labelled classes (see Figure 52). The idea here is to take this as a
proxy for function approximation. As shown in the Figure, if the multi-modality
of the solutions is not taken into account, the information in the data effectively
cancels. Note that this analysis applies to swinging up from (0, 0, 0, 0) to (0,π, 0, 0)
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Cartpole swing-up state trajectories (on C -space manifold)
Figure 50: State trajectories visualised on the configuration space manifold. Class labels
have been assigned using the output of the persistent homology filtration.
(same start and goal states, and thus same encoding). We recognise that the mean
would not be an appropriate proxy for f : x0 → U when considering multiple,
different start states.
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Cartpole swing-up control trajectories
Figure 51: Control trajectories to achieve swing-up from random start states with class
labels assigned from the output of the persistent homology filtration.














Figure 52: Mean and standard deviation of the control trajectories for the cart-pole swing-
up dataset (from (0, 0, 0, 0) to (0,π, 0, 0)): for the entire dataset (green) and for
the labelled classes (orange, blue).
5.3.2 Experiments on a quadrotor flying in a maze
In the previous experiment, we tested the methodology on a low-dimensional toy
problem using a cart-pole without considering cluttered environments. We now
consider a set of experiments to investigate both the scalability in terms of problem
dimensionality as well as to include multi-modality in the solutions introduced
by collision avoidance in an environment. We also show the impact of the data
separation on the success of warm-starting the original optimal control problem.
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Figure 53: Unlabelled trajectories of a quadcopter flying from (−1.75,−1.75,−1.75) to
(1.75, 1.75, 1.75) while avoiding obstacles. All trajectories obtained from zero-
motion initialisation with Differential Dynamic Programming. We can identify
several "bundles" of solutions and apply computational homology to extract the
number of clusters.
We sample a dataset of trajectories for a quadrotor flying from a start to a
goal position while avoiding a collision object represented as a set of spheres. We
initialise the optimal control solver with a control trajectory for hovering with added
random, uniform noise and solve until convergence. The resulting trajectories are
visualised in Figure 53.
We apply the same preprocessing for time-series data to the state trajectories
as for the cart-pole example in the previous section and run the computational
homology routines. We depict the persistent homology graphs in Figure 54 and
extract the number of present clusters as five (four holes).
Analog to the cart-pole example, we perform clustering using the obtained
information. Here, we apply k-Means with k = 5 as extracted from the persistent
homology diagram. The labelled state trajectories are shown in Figure 55. We also
depict the mean for each of the clusters as a thicker line as well as a naïve mean
over all samples without considering multi-modality.
We store the mean of the control trajectories of each of the clusters as well as
across all samples as possible initialisation seeds (see Figure 56). Note, we are using
the mean of the clusters here as a proxy for a generic function approximator as the
start and goal states of the samples in question are the same.
108 trajectory clustering using persistent homology







Original Distance Matrix: 3,697,840 Edges
















Figure 54: Persistent homology for the quadrotor example: There are one connected com-
ponent (as all trajectory samples start and end at the same points, respectively)
and four holes (i.e., five classes).
We now use these warm-start trajectories in the original optimal control problem
and evaluate their impact on convergence. We show the results compared with
zero-motion initialisation (grey) in Figure 57. Note, that the naïve and direct mean
of all solutions without considering the multi-modality performs worse than a cold-
start with a zero-motion initialisation. All warm-starts from within the extracted
clusters start with a lower cost, however, some diverge (e.g., the red warm-start).
5.4 discussion
In this chapter, we have explored applying tools from computational topology to
cluster solutions in a dataset before using machine learning for compression and
generalisation. In particular, we used persistent homology to identify how many
classes are present along with a separating distance to inform our data separation.
While, in this chapter, we explored this concept on low-dimensional problems
involving dynamics, we focused on establishing whether relevant topological
information can be extracted to assist the encoding and learning stages of storing a
memory-of-motion.
The results confirm that considering the underlying topological features of the
dataset is essential and that tools from algebraic homology can be used to guide
clustering. Indeed, exploring multiple modes can be important for warm-starting
(see Figure 57) and further allows the development of ensemble methods that
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Figure 55: Labelled state trajectories for the quadrotor example along with means within
each cluster and across all samples (black).















Figure 56: Extracted mean control trajectories which can be used to warm-start the op-
timal control solver. We also plot the actuation limits and note that warm-start
extracted from the red cluster, for instance, violates the actuation limits. The
grey, constant line is the required actuation to maintain the initial position
(zero-motion initialisation).
explore multiple warm-start guesses in parallel [Lembono et al., 2020]. While these
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Warm-start class no. 1
Warm-start class no. 2
Warm-start class no. 3
Warm-start class no. 4
Warm-start class no. 5
Mean of all samples
Figure 57: Cost evolution for solving the quadrotor task using Differential Dynamic Program-
ming and different control trajectory seeds.
simultaneously explore multiple warm-starts, another opportunity is to test ranked
warm-start modes/hypotheses akin to sequence or list prediction.
One limitation of our approach is that the tools for filtration are susceptible
to the amount of data. In particular, the algorithms do not take advantage of
parallelism, and available implementations are memory-intensive (e.g., performing
the cart-pole analysis on 500 data samples required ≈6000 s and ≈60GB of memory
even after downsampling both the number of trajectories and the data within).
While using sparse distance matrices for filtration is a promising way to reduce
this process by one to two orders of magnitude, we have not been able to extract
similar results despite high connectivity. Consequently, this is currently limiting
the dataset sizes we can investigate. One way to address this issue could be to
apply dimensionality reduction techniques such as Principal Component Analysis
(PCA) before clustering to reduce the dimensionality of the data. However, this
still does not address the number of samples or their length. Alternately, Perea and
Harer [2015] previously applied sliding windows to discover periodicity in time
series data using persistent homology. It is worthwhile to explore whether a similar
approach can be applied in our case instead of the filtration of the full dataset.
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Another challenge, and similar to most literature, is that we did not consider
changing environments. Some authors [Mansard et al., 2018, Tang and Hauser, 2019]
outlined the possibility to enhance the problem parametrisation with information
on the size and location of primitive shaped objects. We consider this inflexible
as fixed-size, basic representations always limit expressiveness and require vast
numbers of samples to explore the increased dimensionality of the problem space.
Jetchev and Toussaint [2013] investigated and compared learnt situation descriptors.
More recent work focused on learning latent space representations directly from
sensor data such as point clouds [Qureshi et al., 2019]. Along with large, labelled
datasets on 3D objects and shapes such as ShapeNet [Chang et al., 2015], these are
promising avenues for further investigation.
Finally, we explored systems with continuous dynamics and straight-forward
start and goal situations. It would be interesting to explore the use of algebraic
tools as in this chapter on tasks with discontinuous dynamics and periodicity, e.g.
locomotion on legged platforms.
5.5 conclusions
In this part of this thesis, we investigated (a) problem parametrisations and data
structures for storing offline computed experience to bootstrap trajectory optim-
isation (Chapter 4) and (b) the underlying structure of the solution space and its
impact on optimal control initialisation (Chapter 5). In both cases, we assumed that
environment information can be sensed and is available in a suitable representation
for the planning algorithms. Additionally, we assumed in both Part II and III that
control systems on integrated platforms are able to execute motion as they are
planned.
In the next part, we focus on complete system architectures for deploying al-
gorithms to real-world applications. In Chapter 6, we describe a system that
provides interactive perception and input interfaces for operators as well as a
continuous scene monitoring for change detection. We detail and discuss semantic
representations extracted from live sensing data that can be used in motion planning
and scene monitoring. In Chapter 7, we address and evaluate the assumption of a
synchronised control system to close the gap between visualisation/simulation and
hardware deployment. We demonstrate a complete mobile manipulation system
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A S Y S T E M S A P P R O A C H T O R O B U S T S H A R E D AU T O N O M Y
F O R M O B I L E M A N I P U L AT I O N
Industrial robots have been developed and deployed widely to automate manufac-
turing by precisely executing repeatable, meticulously designed motions in fully
controlled environments. In order to allow maximum execution speed in mass
production, the robots are cordoned off with security systems such as cages or
fences. This separation is both to control the robot’s working envelope fully as
well as to keep people out of harm’s way. The design of these production and
assembly lines is a time-consuming and expensive process that goes along with
the later stages of product design, namely Design for Manufacturability (DfM) and
Design for Assembly (DfA). In sectors with long product life cycles (e.g., auto-
motive), it used to be common to replace the production lines, including robots,
with each product generation. Consequently, traditional automation was limited to
industries with large volume and limited product variety (within the product or
across generations). It further acted as a barrier to adoption significantly limiting
Small and Medium Enterprises (SMEs) or those producing high-variety products
from enjoying the benefits of automation. More recently, the broad adoption of
(re-deployable) collaborative robots, which are safe to operate without safety bar-
riers, as well as programming by demonstration have allowed industries with
frequent batch changes and short product life cycles as well as Original Equipment
Manufacturer (OEM) suppliers to adopt automation. Nevertheless, the ability to
customise and dexterous manipulation often continue to pose a challenge for the
broader deployment of robotic systems.
On the other end of the spectrum, when moving from predictable and engineered
environments to unstructured settings, human input becomes indispensable. Here,
robotic machines are deployed using remote teleoperation by a trained operator.
While this removes people from the area of imminent danger or injury when
carrying out hazardous or high-risk tasks, such as in nuclear decommissioning
and Explosive Ordnance Disposal (EOD), the processes do not benefit from added
The work presented in this chapter has been awarded the First Prize for Greatest Potential for Positive
Impact at the International Robotics for Resilient Infrastructure Challenge as part of the UK Robotics Week
at the University of Leeds in June 2017.
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productivity. As the operators bear the burden of high-level reasoning, planning,
and responding to changes, they experience strain, stress, and fatigue. These factors
apply in particular to jobs where operators command machinery to achieve complex
multi-objective task requirements under high performance pressure. One example
is spraying concrete linings in recently excavated tunnels (shotcrete application).
Motivated by this example, Mower et al. [2019] conducted an extensive study on the
impact of different control modes on execution speed and perceived fatigue. Their
study found reduced completion times and increased execution quality when the























Figure 58: Different operation modes categorised by the dimensions of autonomy—from
full teleoperation to full autonomy—and environment complexity—from en-
gineered and controlled to cluttered, unpredictable and with dynamic changes.
Fully autonomous systems are deployed where repeatability (volume) dominates,
while teleoperation is employed when tasks come with high variety.
Overall, this motivates work into increasing autonomy in complex and unstruc-
tured environments to reduce strain and fatigue for the operator. In the following,
we distinguish three operation modes (see Figure 58):
teleoperation Here, operators directly or through a mapping control the de-
grees of freedoms (DoFs)/joints of a robot. Commonly used in fully unstruc-
tured or unmodelled areas that have high risk sensitivity (nuclear, surgery)
or that have high task variety (e.g., Urban Search and Rescue).
assisted teleoperation Here, user input is post-processed to satisfy (safety)
constraints, e.g., enforcing joint limits, limiting motion for self- and environ-
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ment collision or to automatically synthesise constraint planes. Applications
include for instance surgery and underwater manipulation (e.g., automatic
stabilisation of the vehicle or its end-effector against disturbance induced by
hydrodynamic effects such as sea currents).
full autonomy Here, the robot executes motion and potentially makes de-
cisions without the involvement of a human operator. At present, limited to
structured environments such as factory floors which control working envel-
ope and user access through barriers (fences), and are based on repeatability
for efficiency.
In this chapter, we introduce a system for reliable grasping and manipulation
that sits between assisted teleoperation and full autonomy following an operation
paradigm referred to as Shared Autonomy. Shared autonomy can be applied in areas
where there is no imminent danger from hand-over of control to a human operator
or the time for human decision-making is sufficient in order to respond adequately.
Our fully integrated system combines dense visual mapping, collision-free motion
planning, and shared autonomy. Motion sequences are composed automatically
based on high-level objectives provided by an operator. Continuous monitoring of
the scene ensures safe execution by reasoning about the impact of changes in the
environment on planned behaviours. All these components are combined in a state
machine monitoring execution and providing direct user input for failure recovery.
The system can automatically recover from a variety of disturbances and fall back
to the operator if stuck or if it cannot otherwise guarantee safety. The operator
can also take control at any time and then resume autonomous operation. A key
assistive feature is to support the user in scene understanding (segmentation and
affordance fitting) and allow high-level access and input to optimal goal state and
motion planners, such as the ones described in Part II of this thesis. Our system
allows a blend of remote, assisted teleoperation as well as autonomous execution
of synthesised behaviours with the ability to include an operator for high-level
commands. It is flexible to be adapted to new robotic systems, and we demonstrate
our work on two real-world platforms—fixed and free-floating base—in shared
workspace scenarios.
6.1 background
Many applications in industry are repetitive and require high levels of concentration
and manual dexterity, often coupled with the human operator solely performing
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Figure 59: The bimanual mobile manipulator is executing a shared workspace task: It
combines model-free segmentation of target objects with automatic mobile
base placement selection and navigation to place them in a bin. The system
automatically adapts to various dynamic changes, including changing object and
target locations during execution as well as scene monitoring for safe avoidance
and replanning of motion to accommodate human operators.
scene monitoring as well as hazard detection and prevention. As such, the operator
is prone to fatigue, and this has been linked to severe accidents in the past. As a
result, research has investigated guided teleoperation with on-the-fly synthesised
constraints to provide assistance or resistance via force feedback—for instance, in
surgical robotics via virtual fixtures. This guidance and protection of sensitive areas
lead to a reduction in the concentration devoted to the task as it relaxes the mental
criteria for task success and failure [Park et al., 2001].
Different state-of-the-art teleoperation and shared autonomy approaches were
demonstrated at the DARPA Robotics Challenge (DRC) Finals in July 2015 for
controlled, mostly static environments (“high-level repeatable and low-level adaptable”,
Karumanchi et al. [2017]). However, more or fully autonomous systems are chal-
lenging in dynamic and unpredictable environments with clutter due to the sheer
complexity of dealing with rare events. Shared autonomy is often perceived as a
middle ground, combining autonomous sequences by the robot with input from
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a human operator for high-level decision making reducing cognitive load and
leading to more reliable systems.
These systems are especially crucial for manipulation and exploration in haz-
ardous applications, such as for space exploration or disaster recovery with high-
latency, low bandwidth communication and intermittent transmission cut-outs
making teleoperation impractical. Furthermore, we argue that shared autonomy is
vital to complement high-level human direction with high-frequency, closed-loop
dexterity of a robotic system.
We refer to teleoperation as a control method of a robot that directly maps
operator input to robot actions. An autonomous robot is an agent that perceives its
environment, forms decisions based on its perception of the world, and realises
actions according to these decisions. We define shared autonomy, similar to Sheridan
[1992], to be a blend of teleoperation and autonomy that realises robot actions.
Several applications for teleoperation using immersive virtual reality head-
mounted displays and remote controllers with haptic feedback have been demon-
strated in recent years [Rodehutskors et al., 2015, Britton et al., 2015], e.g. with the
Willow Garage PR21 and Rethink Robotics Baxter2 robots. While the former used
low-cost, consumer-grade hardware such as the Oculus Rift, the SRI Taurus Dexter-
ous Robot3 is an example of military-grade, immersive teleoperation equipment for
EOD tasks. Fok et al. [2016] demonstrated the feasibility of web-based teleoperation
by having inexperienced human operators interface with a humanoid robot through
a web browser on a smartphone to complete a bimanual telemanipulation task.
Extensive studies have been performed to deduce the critical aspects of robot
control methods that must be developed towards successful shared autonomy
systems. The DRC has been the most significant demonstration of the state-of-the-
art in disaster response robotics, where most systems implemented some form of
shared autonomy. Yanco et al. [2015] identified the desired attributes of a shared
system and highlighted specific design guidelines for being successful at the DRC,
arguing that the design of a user interface is of high importance in regards to the
overall success of a task.
The Director interface and system architecture used to control the Atlas robot,
developed by Team Massachusetts Institute of Technology (MIT), are described
by Marion et al. [2017] and Fallon et al. [2015]. It features a shared autonomy
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motion planning. Task sequences are composed of high-level motion primitives
and constraints. The operator maintains a supervisory role, pausing execution and
adjusting affordances and constraints in response to changes.
Team ViGIR took a similar approach and fitted affordance templates with se-
mantic actions [Romay et al., 2014, Kohlbrecher et al., 2015]. They also used a
virtual robot model for planning and review in a supervised semi-autonomous
approach.
Karumanchi et al. [2017] and Hebert et al. [2015] detail the hardware design,
algorithms, and system developed by the NASA Jet Propulsion Laboratory for
RoboSimian. Their semi-autonomous system uses a behaviour planner and stored
motion primitives along with non-linear trajectory optimisation. A human super-
visor assists with object fitting, and reviews and approves candidate plans.
Similar semi- and shared autonomy systems have been developed to carry out
related tasks. Stückler et al. [2016] use motion keyframes generated by an operator
based on segmented perception data with the autonomous system interpolating
between keyframes given constraints. Walter et al. [2015] describe an autonomous
forklift able to operate safely in a shared workspace with humans accepting task-
level commands through natural language and pen-based gestures. A high-level
control method implementing shared autonomy for debris clearance is presented
by Kaiser et al. [2016] where the system proposes affordances and actions for the
operator to select and command.
Based on the surveyed literature, key challenges for autonomous operation in
unstructured environments include:
perception Segmentation of objects/affordances from single-view 2.5D data
often fails in real-world settings due to misalignments and the limited area
observed. This problem is exacerbated when the target affordance is occluded,
or part of the robot geometry further obstructs the view.
robust and fast motion planning Synthesis of collision-free motion which
handles the robot’s redundancy (or lack thereof) to solve a task based on live
sensor data.
dynamic changes Causing synthesised plans or motion under execution to be
in a collision, requiring adaption or soft stopping and replanning.
environment representation/collision checking Sensing artefacts can
lead to spurious planning failures. As an alternative, semi-autonomous ap-
proaches often resort to having an operator perform the final verification.
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computation, memory, and communication Limited onboard computa-
tion capability, memory, battery runtime, and communication constraints
require trade-offs between solution quality and execution speeds to achieve
an online planning capability.
6.2 methodology
We now detail the components of our fully integrated shared autonomy system.
It consists of environment mapping, autonomous stance selection and navigation,
model-free object segmentation, automatic grasp affordance selection, collision-free
motion planning and execution, and continuous, dynamic scene monitoring and
failure recovery (see Figure 60). We expand on prior work on shared autonomy
[Marion et al., 2017] by
1. Incorporating dense visual mapping to capture and fuse multiple views and
sensors into a dense 3D representation of the workspace to increase the
robustness of model-free affordance segmentation algorithms.
2. Integrating scalable and robust collision-free motion planning using our pro-
posed efficient hybrid scene representation.
3. Adding environment awareness and adaptation to dynamic changes through
continuous scene monitoring with failure recovery enabling safe operation in
shared workspaces.
4. Selecting an optimised base position for floating-base robots. We employ the
inverse Dynamic Reachability Map (iDRM) [Yang et al., 2016a] to maximise
workspace manipulability. Optimising the base placement reduces cycle time
and increases planning and autonomy robustness.
6.2.1 Perception
At the core of our perception is a continuously updated map encoding free, occu-
pied, and unknown space in an accurate, dense yet memory-efficient representation
of the environment [Hornung et al., 2013].
filtering In order to reduce artefacts which hinder the reliability of motion
planning and object segmentation algorithms, raw RGB-D and block-matched
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Figure 60: Overview of the robust shared autonomy system.
stereo sensor data are filtered in a preprocessing step to remove self-observations,
shadow points, and noise. Multiple point cloud sources can be adjoined and fused.
The preprocessing pipeline is shown in Figure 61. In a first step, pass-through
and downsampling filters are applied in the sensor z-direction to cut out noisy
areas which are far away (beyond the area of interest) or too close for the sensor
to provide reliable readings as well as to regularise samples onto a voxel grid. It
also removes invalid points and mixed pixels. In a second step, we project the
point cloud into the robot base frame and filter measurements outside the work
area. Subsequently, we use the geometric model of the robot and its proprioceptive
sensing to remove self-observations. Finally, we eliminate unconnected patches
using a statistical outlier removal. We combine measurements from multiple point
cloud sensors, here a stereo camera and an RGB-D sensor, and apply the above















Figure 61: Filter chain from raw RGB-D and block-matched stereo data to data ready for
integration into the map.
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(a) (b)
Figure 62: Scene representations during the experiments: (a) Bimanual mobile manipulator
with OctoMap used for planning, (b) Dual representation for fixed-base manipu-
lator: Dense, visual map for segmentation shown on the left, and OctoMap for
planning to the right.
hybrid environment representation We fuse preprocessed and adjoined
point cloud into a memory-efficient, probabilistic octree-based scene representa-
tion that allows for change detection [Hornung et al., 2013]. Where available, we
additionally fuse information from force/torque or fiducial sensing into the same
environment map for collision detection. However, while this representation is
efficient for collision and change detection, it does not contain the resolution and
detail required to assist in manipulation.
We address this by creating a dense, high-resolution map based on the Truncated
Signed Distance Function using the method described by Whelan et al. [2012]. This
high-resolution map, an example of which is shown in Figure 68a, enables us to
make use of multiple views to increase object segmentation and grasp affordance
robustness. When we use this method with a point cloud sensor mounted the
end-effector of a highly accurate fixed-base manipulator, we replace visual tracking
with forward kinematics to increase mapping speed and reduce cycle times. In
other cases, we use the forward kinematics to seed the tracking and mapping.
This dual environment representation (Figure 62) allows efficient collision avoid-
ance, change detection, and tracking while providing a high fidelity fused map for
accurate model-free affordance segmentation.
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segmentation Crucially, the perception system needs to be able to extract
objects of interest based on high-level user input and without prior models. These
affordances are segmented from the higher resolution representation resulting in
more accurate modelling of the areas of interest. After segmentation, this results in
an efficient hybrid representation of segmented affordances and an environment
occupancy map for planning and autonomy.
In order to segment objects of interest without a prior model, we use a combina-
tion of geometric insights and task-informed assumptions in an algorithm similar
to Rusu et al. [2009]. First, we assume that objects of interests are placed on an
approximately horizontal surface (e.g., a table or shelf) and have sufficient clearance
from one another for a gripper to pass between to pick them up. These assumptions
enable us to use segmentation by normals to extract a large, continuous plane. We
then apply Euclidean clustering to extract distinct clusters of individual objects.
Finally, we reconstruct a mesh through triangulation and fit an approximate bound-
ing box shape primitive affordance annotated with candidate grasps to the mesh.
The whole process is shown in Figure 68.
6.2.2 Continuous scene monitoring
Figure 63: The implemented scene monitoring using different perception modalities: visual
RGB-D data, tactile, and joint effort sensing. Diagram showing modules active
during Experiment 1 (Kuka LWR).
Key to safe operation in shared workspaces is the ability to identify whether
dynamic changes affect the intended robot motion. We distinguish between changes
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that alter targets and affordances triggering replanning as well as updates which
affect the safe and collision-free execution of the motion.
The continuously integrated discretised occupancy map is the basis for tracking
changes. Our scene monitoring and reasoning (shown in Figure 63) works similar
to the one described by Hermann et al. [2015]. Instead of analysing a sequence of
swept volumes, we check the waypoints of the trajectory currently being executed
directly against the collision map and its changed areas upon every map update.
This choice enables us to efficiently run scene monitoring collision queries on the
onboard CPU at sensor frame rate, with the GPU free to be used, for instance,
for dense visual mapping or scene interpretation. When the scene monitoring
detects that a future waypoint might result in a collision, it halts the execution and
falls back to the human operator for decision-making. During the meantime, the
scene monitoring continuously observes changes in the map and resumes motion
execution when the remaining trajectory becomes collision-free again. Alternatively,
a replanning is triggered on expiration of a countdown.
6.2.3 Shared autonomy
A shared autonomy user interface serves as an abstraction layer above task com-
plexity. It enables the user to provide high-level objectives, gives feedback as well
as involves the operator in decision-making if necessary.
Our shared autonomy builds on the task execution system described by Marion
et al. [2017] which fills a sequence of task primitives with details acquired through
operator-assisted perception. The operator can review, pause, and amend the
execution at any time, and the autonomous mode can be resumed immediately
after a phase of manual operation.
We expand on the work by Marion et al. [2017] to extend the task sequence system
with automatic review and approval of planned motions through continuous scene
monitoring and reasoning to reduce the amount of required human intervention. As
a result, the modified system only falls back to the operator when unavoidable. In
order to achieve this, a task tree with task dependencies is defined and automatically
expanded to synthesise sequences comprised of high-level action primitives in
response to perception input and changes in the environment.
Each high-level task primitive automatically expands into a series of verifiable
low-level tasks, with the success criteria associated with each action monitored.
For instance, grasping is executed as a power grasp with force, tactile, or visual
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Figure 64: The shared autonomy task panel view for the table clearing task. A third-person
surveillance camera view is shown alongside the expanded task tree. Manual
intervention actions are accessible via buttons on the right panel. The progress
through the task tree is visualised at every stage, and the operator can pause
and manually step through execution, as well as resume autonomous operation.
A confirmation dialogue is presented when the system falls back to the operator
for approval. This is the case, for instance, when the system is not confident that
it can proceed safely.
feedback serving as a success/completion criterion with a visual inspection for
recovery. Automated reasoning immediately starts execution of valid trajectories to
reduce cycle time.
6.2.4 Collision-free motion planning
Our system uses a combination of sampling- and optimisation-based planning
algorithms included in Extensible Optimisation Toolset (EXOTica) [Ivan et al.,
2019] to synthesise collision-free manipulation trajectories. Using affordances and
occupancy grids from our perception module (Section 6.2.1, Figure 62), motion
planning problems are centred around constraint or task sets [Fallon et al., 2015]
that can be composed to represent high-level objectives. We build a constraint
set based on the reachability and manipulability given a selected affordance and
compute a goal configuration qgoal as outlined in Chapter 2. Given start and goal
configurations qstart,qgoal, RRT-Connect is used to find a trajectory [Kuffner
and LaValle, 2000]. Additionally, we can further apply the method introduced in
Chapter 3.
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Figure 65: The user interface for the bimanual mobile manipulator showing live perception
data, segmented objects and fitted affordances as well as candidate plans (gold).
Situational awareness camera data is displayed in the shared autonomy panel.
The system automatically executes the candidate trajectory if deemed safe by
the continuous scene monitoring module. The operator can manually pause and
step as well as adjust affordances and plans in the interactive user interface.
6.2.5 Extension to free-floating base systems
The system discussed so far is generic and was experimentally applied to and
validated with a fixed-based manipulator. In the following paragraphs, we highlight
additional components required to extend this system to mobile robots.
The kinematic reachability of non-redundant mobile platforms is often limited
by potential self-collision, mounting points, and complex environments. This is
demonstrated, for instance, by the reachability map of our mobile manipulator
platform shown in Figure 66: Areas of high manipulability are limited and not
necessarily overlapping with the field of view of installed sensors.
optimised free-floating base positioning In order to increase manip-
ulability, we leverage the mobile base to reposition the manipulator based on
intended motion plans. We select an appropriate standing pose to maximise ma-
nipulability using iDRM. This is the first time it is applied to improve autonomous
operation, reduce cycle time, and increase robustness. Maximising manipulability
is essential to cope with dynamic change and sensing uncertainty as it maximises
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the likelihood that nearby task-space areas can be accessed from the same base
placement.
We recap the core principles of the iDRM algorithm, as described in Yang et al.
[2016a]. An offline preprocessing step generates a large number (millions) of self-
collision-free robot configurations and transforms them such that the end-effector
is at the origin of a voxel grid. Configurations which can reach a voxel with the end-
effector at the origin are stored in the reach list of the corresponding voxel. Unlike
previous algorithms for floating-base placement, iDRM stores voxels occupied by
configurations in an occupation list during this offline step such that only a single
collision query is required to find the voxels which are occupied in the environment
representation and filter associated configurations. The remaining subset of the
iDRM is collision-free. We can now select the most suitable goal state, i.e., a collision-
free base location from where the robot can achieve the desired end-effector pose
with the highest manipulability, based on a pre-calculated manipulability score.
Yang et al. [2016a] demonstrated that iDRM can find valid end-poses in real-time
in complex environments, which can then bootstrap bidirectional motion planning
algorithms. Automatically deducing the goal state information, which is typically
provided by a human operator, using our proposed process is crucial for robot
autonomy by reducing planning failures and increasing the overall success rate.
(a) Backview (b) Top-down view
Figure 66: Reachability map for the dual-arm mobile manipulator used during our ex-
periments. The mounting point and non-redundancy of the individual arms
severely restricts workspace manipulability, while the compact construction
means that sensor placement and highly manipulable workspace are not always
aligned. This highlights the need for and importance of intelligent mobile base
positioning to maximise task success.
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navigation During mobile manipulator experiments, we used a front-mounted
horizontal laser rangefinder for navigation and localisation against a static map
(Adaptive Monte-Carlo Localisation [Fox et al., 1999]).
Goal base positions are computed using iDRM and passed to the Robot Operating
System (ROS) navigation stack which provides cost map generation and path
planning out-of-the-box.
6.3 evaluation
We validated the flexibility and adaptability of our system with hardware experi-
ments on two different platforms. First, we use a 7-DoF Kuka LWR3+ manipulator
with a Schunk SDH dexterous hand to clear objects from a table. For perception,
an Asus Xtion Pro Live RGB-D sensor is mounted on the end-effector for dense
visual mapping and continuous scene monitoring. Second, we use a bimanual
Clearpath Husky with two 6-DoF Universal Robot UR5 manipulators fitted with
Robotiq 3-finger grippers to clear a scene. For this system, the perception is based
on an identical Asus Xtion, a PointGrey Bumblebee2 stereo camera, and a Sick
LMS-100 LIDAR sensor. All sensors are mounted onboard the respective platform;
no external sensing/perception is used.
For the industrial manipulator, computation is carried out on a personal computer
with an Intel Core i7-4770 CPU with 3.4GHz, 16GB 1600MHz DDR3 memory and
an Nvidia GeForce GT645 GPU. For the experiments with the bimanual mobile
manipulator, most computation is performed onboard the robot (Intel Core i5-
4570TE with 2.7GHz, 8GB 1600MHz DDR3 RAM), with mapping, planning, and
shared autonomy offloaded to the operator workstation (same as above). Inter-
process communication is maintained using ROS and LCM [Huang et al., 2010].
Onboard compression enables the operation via a wireless link without a line of
sight. As a result, peak bandwidth use is approximately 3MBs−1 for streaming of
two depth cameras, three situational awareness cameras, as well as telemetry, and
lidar. This bandwidth requirement permits experiments with a blend of teleoperated
and autonomous sequences with no line of sight as depicted in Figure 67.
In our experiments, we illustrate that by using the same system architecture,
we can generalise the manipulation and continuous scene monitoring system of a
fixed-base robot to a floating-base system with two arms. As is evident, the mobile
robot requires additional components compared with the fixed-base manipulator,
which allow us to take full advantage of its advanced capabilities.
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Figure 67: Navigation and recovery task with no line of sight and restricted communication
with teleoperated as well as autonomous sequences.
6.3.1 Experiment 1: Table clearance with a Kuka LWR arm
The first experiment is an autonomous table clearance task. Here, the robot proceeds
to identify objects on a surface given a single point on that surface and synthesises a
plan for clearing the table. A dense visual map is created through volumetric fusion.
Our system segments objects and affordances (Figure 68), with the corresponding
occupancy grid for collision-free motion planning displayed in Figure 62b. The
shared autonomy interface is shown in Figure 64. In this set of experiments, tactile
information from the gripper is used during grasping, and joint effort sensing used
as part of the continuous scene monitoring, see Figure 63.
6.3.2 Experiment 2: Autonomous scene clearance with a bimanual Clearpath Husky
In the second experiment, a mobile manipulator picks up objects in a shared
workspace with humans and places them into a garbage bin (Figure 59). Operator
input is limited to providing a single point in the scene denoting the surface for
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(a) Map (b) Clusters (c) Meshes (d) Affordances
Figure 68: Steps of our model-free affordance segmentation pipeline: Starting with a dense
visual map, a table surface and distinct point clusters are extracted, and meshes
fit via triangulation. Finally, primitive shape affordance are fit to the meshes and
annotated with possible grasps.
the robot to clear. This experiment is repeated with two different scenarios, where
the robot uses either one or both arms depending on the number of objects placed
on the designated surface. Each of the two scenarios has been tested with more
than 20 different variations of the environment, including different objects, tables,
and configurations of the furniture. Samples of these executions are highlighted
in the video available at https://youtu.be/5jFU7oCP4vk. A striking feature of the
proposed shared autonomy system is its capability to automatically determine the
number of end-effectors required to pick the objects from the surface efficiently.
Furthermore, in the case of multiple objects, it automatically determines whether
both are reachable simultaneously through optimised base positioning using iDRM,
and it leverages the floating-base to reduce cycle time.
In the following, we detail the tasks during operation and how they are divided
between the robot and the operator. It is worth noting that operator tasks only
convey high-level goals and confirmations to the robot.
1. Operator provides a point on the surface to be cleared.
2. Perception segments the scene and identifies the number of objects on the
surface.
3. iDRM computes an goal state to grasp the objects.
4. Robot navigates to the base pose provided by iDRM.
5. Operator verifies that the robot navigated to within the vicinity of the target
surface. They also confirm the surface by providing a further point.
6. Perception re-segments the scene in order to ensure that its plans remain
compatible with any changes.
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7. Robot plans and executes arm motions to grasp the object in three substeps,
first to reach pre-grasp frame, then to grasp frame and finally grasps the
object.
8. Operator verifies that the object(s) has been grasped.
9. Robot moves its arms in driving configuration while searching for the bin and
navigates to it.
10. Robot drops the objects in the bin.
scenario 1 : single object on surface In this scenario, we show the robot
removing an object from the indicated surface. Once the operator has provided the
target surface, the robot automatically segments the scene and identifies that only
one object is placed on the surface. Thus, the iDRM module provides a whole-body
goal state solution using only the left arm, as shown in Figure 70a.
In the video available at https://youtu.be/5jFU7oCP4vk, we further demon-
strate that the robot can cope with dynamic changes of the scene, such as relocation
of the target object and bin.
Figure 69: The scene monitoring continuously integrates fused and filtered sensor data in
an OctoMap and reasons about changes: Here, a human reaches into the robot
workspace crossing the planned trajectory (shown in blue), and the robot halts
execution (robot state shown in red).
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Our scene monitoring is demonstrated by Figure 69. During execution, the
workspace is monitored, and motions are paused as soon as future trajectory
waypoints would result in a collision. The map updates at 13Hz at a 3 cm resolution
(i.e., at frame rate—the sensor data is being captured at 15Hz) with the verification
whether the future trajectory waypoints are collision-free taking approximately
50ms. Note, that this speed and interactivity can be scaled with the operating
velocity of the manipulators by decreasing workspace voxel grid resolution and an
increased safety margin/padding.
scenario 2 : two objects on surface In the second scenario, the robot
removes two objects from the indicated surface. The robot identifies the number
of objects on the surface autonomously. It utilises the iDRM module to obtain a
solution which satisfies a whole-body goal state, reaching both objects simultan-
eously, as shown in Figure 70b. On the other hand, as shown in Figure 70c, if one
were first to obtain a solution for the red object and subsequently for the blue, the
robot would have to re-navigate to a new base-pose to reach the blue object with
the right arm.
(a) (b) (c)
Figure 70: (a) Single arm goal state computed by iDRM. The red and green squares illustrate
the variety of different base poses that satisfy the six-DoF constraint to reach
the pre-grasp end-effector frame. (b) Dual arm goal state computed by iDRM. In
this scenario there are limited feasible base poses, hidden under the robot, that
satisfy the two six-DoF constraints, one for each arm. (c) Single arm goal state
computed by iDRM reaching only the red object. Note that given this pose the
blue object is not reachable by the right arm.
6.3.2.1 Analysis of task-wise timing
In Figure 71a and Figure 71b, we provide a detailed timing cumulatively for
each task described above during the single object and the bimanual scenario,
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respectively. As it is evident from both figures, the interaction time of the operator,
coloured in red, is minimal during the successful completion of the experiments.
Also, it is worth noting that the duration of the planning steps is negligible, and
most of the time is spent on execution. Execution times are significant due to the
very restrictive velocity limits we are using to align with safety standards when the
workspace is shared between a robot and a human.
6.4 discussion
We demonstrated our proposed shared autonomy system to complete tasks with
minimal high-level user input operating autonomously for the majority of the
execution. It is able to deal with dynamic changes, such as updates of the target
affordance or bin location, as well as an obstacle or human entering its shared
workspace by safely pausing, replanning, and resuming motion execution.
Our scene monitoring can be added on top of many motion planning and
execution pipelines and runs at 20Hz on CPU, which is responsive enough for
operation on a moving platform. Work by Hermann et al. [2015] checks swept
volumes of trajectories on the GPU with additional predictive tracking of obstacles
at 6Hz to 8Hz and with replanning using a library of motion primitives. As a
result, they interactively adapt the execution speed or interrupt motion if in a
collision. For our applications on mobile platforms with limited battery capacity
and often without a top-of-the-line GPU, our proposed scene monitoring is suitable
and efficient. However, pausing and replanning may result in short interruptions.
Selecting a suitable mobile base position improved autonomy robustness and
adaptability to changes by maximising manipulability. Especially in the second
scenario, due to the appropriate placement of the base, both objects can be picked at
once optimising the execution time for any single reaching task. Inverse reachability
maps have been previously used for instance during the DRC Trials [Kohlbrecher
et al., 2015]. Using the iDRM algorithm, which moves collision checking to the
offline preprocessing phase, enabled real-time interactive goal state queries during
both teleoperation and increased robustness for our autonomous runs. However, the
physical size of the workspace and robot model required large amounts of runtime
memory to cover only a part of the workspace of the robot. For our single-arm
experiments, we used 230k samples which translated to 520MB memory, and the
1.3M samples of the bimanual dataset consumed 3.1GB.
6.4 discussion 135
(a) Scenario 1: Single object
(b) Scenario 2: Two objects
Figure 71: Time taken by individual steps during the experiments. Operator input is shown
in red and the autonomous behaviour is shown in black. Grey indicates the
cumulative experiment time up to the start of the current step.
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6.5 conclusions
We have presented a shared autonomy system with continuous scene monitoring
incorporating dense visual mapping, collision-free motion planning, and scene
awareness. We furthermore showed the first employment of iDRM Yang et al.
[2016a] to improve the robustness of autonomous motion planning and execution by
selecting a mobile base position which maximises manipulability. The implemented
continuous scene monitoring ensures safe execution of planned motion. It also
paves the way for continuous adjustment of behaviour according to changes in the
environment. It enables fast and accurate manipulation, allowing recovery when
potential conflicts are detected during motion execution.
Future work includes continuous adaptation and local replanning of motion
trajectories in response to environmental changes captured by our scene monitoring.
To make optimal motion synthesis tractable in this case, we plan to leverage the
concepts proposed in Part III. Additionally, to improve scene monitoring prediction,
it is recommendable to incorporate motion flow and predictive tracking similar to
Hermann et al. [2015].
One of the critical limitations observed in this chapter when moving from fixed-
base industrial manipulators to mobile manipulation platforms and humanoids
was the assumption that the system can execute planned whole-body trajectories
reliably. Most commercially available mobile manipulation platforms, however,
consist of unsynchronised subsystems (individual manipulators and the mobile
base) operating at varying control frequencies and with unknown, changing delays.
This makes successful execution of planned behaviours challenging and limits
execution speed. In practice, it further to treat locomotion and manipulation as
separate, sequential sub-problems (i.e., to first navigate/locomote to reposition to a
fixed location, then carry out fixed-base manipulation). In fact, in this work, we
employed an optimised base placement to address these limitations for practical
applications. For a humanoid robot, this assumption is additionally only applicable
for slow, quasi-static, and kinematic trajectories due to the corrective action of
higher-level tasks within the balancing controller.
For the case of a mobile manipulator, we address these challenges in the fol-
lowing chapter through the use of synchronised, whole-body control inspired by
frameworks deployed on legged robots allowing fast and flexible deployment of
coordinated whole-body motion execution. We further demonstrate an application
of tracking and continuous adaptation in response to changes in the target location.
7
C O O R D I N AT E D W H O L E - B O D Y C O N T R O L F O R C O N T I N U O U S
M O B I L E M A N I P U L AT I O N
Traditional industrial automation achieves productivity gains through fast and
precisely repeated pre-programmed motion in controlled environments. Here,
the robots are firmly mounted to the ground allowing high-speed movement,
enclosed with security fencing, and attached to virtually unlimited shore power.
These systems are custom-designed at the beginning of a product life cycle and
amortise costs over a large production volume with low individual variability (mass
manufacturing). The recent trend for customisation, however, is dominated by small
batch sizes and short cycle times with frequent reconfiguration of work cells. This
requirement demands flexibility and agility to respond quickly to changes in
demand and is a particular challenge for the competitiveness of Small and Medium
Enterprises (SMEs).
Recently, Autonomous Mobile Robots (AMRs) have started to replace conveyor
belt systems as companies shift from line to matrix production. In product line
manufacturing, a work cell strictly follows another with parts moving on fixed
conveyor systems from one cell to another. In contrast, matrix production features
work cells that specialise in carrying out a processing step, with AMRs carrying the
parts between stations. The use of AMRs in the matrix production system enables
to reconfigure workflows without changes to cells.
In order to achieve higher flexibility and address increasing labour shortage,
companies have turned to integrate light-weight collaborative robots (cobots) widely
into shared human-robot-assembly lines. cobots are safe to operate in the vicinity
of people without extensive safety systems and can be programmed or taught by
demonstration [Wang et al., 2018]. However, as they are operating from a fixed-
base, their reachability is limited as we have shown and analysed in the previous
chapter. In practice, this often requires a large number of cobots per plant and
poses challenges for re-deployability and versatility.
In order to overcome this limitation, mobile collaborative robots—combinations
of AMRs and cobots—have been proposed. Mobile collaborative robots open up
flexible deployment opportunities, yet, require new considerations. Some manufac-
turers propose mobile manipulation as the repositioning of flexible workstations
137
138 coordinated whole-body control for continuous mobile manipulation
that automatically plug themselves to shore power (e.g., FANUC Robotics1). Many
system integrators, on the other hand, have combined AMRs with differential or
omnidirectional drive systems and off-the-shelf collaborative robots into commer-
cially available mobile manipulators. These developments are of interest to both
traditional workshops looking to automate tasks, e.g., machine tending in existing
factory floors, as well as in the development of flexible manufacturing concepts in
existing infrastructure.
However, most mobile manipulation solutions decouple the navigation from
the manipulation problem effectively performing fixed-base manipulation using a
repositionable manipulator. As we have demonstrated and discussed in Chapter 6,
this approach is not only inefficient but moreover limits the range of applications: By
disregarding the inherent redundancy of a mobile manipulation system, tasks such
as the surface finish of extended parts are more challenging to achieve. Furthermore,
the split in control systems harbours practical limitations for translating novel
algorithms that use the full potential and redundancy of these systems to real-
world deployment. This restriction became particularly evident in the previous
chapter: Methods that synthesise whole-body loco-manipulation plans as we have
introduced in Part II cannot readily be demonstrated using existing solutions.
In this chapter, we introduce a high-performance omnidirectional mobile ma-
nipulation platform with integrated whole-body control, real-time collision-free
whole-body motion planning, and perception. We build on concepts and formula-
tions for operational space and whole-body control widely used in legged robots
and humanoid control and leverage it for efficient, continuous mobile manipulation,
which also allows whole-body visual servoing. We evaluate our proposed system by
demoing a chicken-head task showcasing the decoupling of operational space ma-
nipulator motion from base motion. We highlight planning and loco-manipulation
capabilities in a simulated automotive fitting task with moving manipulation targets
and demonstrate a sensor placement task for certification of assets on an outdoor
test site. Finally, we deploy and evaluate our solution in field trials on an industrial
oil and gas training facility on a sensor placement and manipulation task.




Figure 72: Continuous manipulation using whole-body control: an industrial Internet-of-
Things (IoT) monitoring device is placed using live sensor feedback.
7.1 background
The recent proliferation of integrated solutions has been accelerated by the conflu-
ence of the maturity of the open-source robotics ecosystem (Robot Operating System
(ROS) [Quigley et al., 2009]) and the availability of mature, standardised hardware
platforms and software systems (e.g., ROS-Control [Chitta et al., 2017] for hardware
abstraction and MoveIt [Chitta, 2016] for motion planning). This development has
been further driven by increasing interest in ready-to-deploy industrial applications.
At present, Autonomous Ground Vehicles (AGVs) are widely deployed for logistics
and warehousing tasks such as moving shelves (e.g., Amazon/Kiva Robotics) and
in-facility logistics (e.g., in hospitals and on factory floors). Manipulation tasks, on
the other hand, are often limited to demonstrations of pick-and-place and material
transport and are generally only applied to highly-specialised scenarios due to
limitations of workspace interoperability, autonomy, battery runtime, and cost.
Autonomous mobile manipulation recently received a renewed focus in research
with several high-profile international competitions centred on service robotics
(e.g., World Robot Challenge, RoboCup@Home), disaster recovery/Urban Search
and Rescue (e.g., DARPA Robotics Challenge, RoboCupRescue), or coordinated ma-
nipulation tasks (e.g., Mohammed Bin Zayed International Robotics Competition).
However, due to the challenge of planning loco-manipulation in real-time, loco-
motion/navigation and manipulation are often treated as separate problems. They
are then joined and coordinated by a high-level state machine [Carius et al., 2018],
sequence planner, or shared autonomy control interface as in Chapter 6. As optimal
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base placement [Yang et al., 2017], navigation to the base placement, and fixed-base
manipulation [Yang et al., 2016b, 2018a] are treated separately, systems are limited
to applications using static targets and obstacles, and thus effectively disregarding
the inherent redundancy of high-degrees of freedom (DoF) systems. However, to
achieve time- and energy-optimal solutions, locomotion and manipulation need to
be considered together.
Work in motion planning by Shin et al. [2003] considered both manipulation and
locomotion in a joint optimisation problem maximising a directional manipulability
metric. However, while the authors planned motion jointly, they enforced discrete
repositioning and fixed-base manipulation in order to avoid errors from a lower-
precision mobile base. Dang et al. [2011] studied humanoid loco-manipulation
by planning in task-space introducing virtual joints for footsteps and an adaptive
procedure to vary the number of foot placements. Together, these methods intro-
duced important planning concepts and predominantly focused on manipulating
static targets. Recent work addressed this by planning semi- and fully-constrained
collision-free whole-body trajectories in time-configuration space using sampling-
[Yang et al., 2018b] and optimisation-based [Merkt et al., 2019a] approaches. Using
these advancements, the authors showcased highly complex motion manipulating
moving targets in dynamic environments.
Early work in whole-body control of mobile manipulation systems by Hootsmans
[1992] introduced the Mobile Manipulator Jacobian Transpose (MMJT) and demon-
strated the ability to compensate vehicle motion from passive suspension to stabilise
end-effector motions. Similarly, Yamamoto and Yun [1992] considered simultaneous
motion to maximise manipulability of the end-effector while following a desired or
guided operational space trajectory. More recently, Kim et al. [2019] applied Hier-
archical Quadratic Programming (HQP) in a Stack-of-Tasks (SoT)—an approach
traditionally used for the control of humanoid robots—on a holonomic mobile
manipulator with continuous task transition.
In summary, Hootsmans [1992], Yamamoto and Yun [1992], and Kim et al. [2019]
focused on instantaneous whole-body control to coordinate and compensate end-
effector motion, while Shin et al. [2003], Dang et al. [2011], Yang et al. [2018b], and
Merkt et al. [2019a] focused on loco-manipulation planning over longer horizons
as an input into the former. In this chapter, we combine loco-manipulation plan-
ning as described in Part II with coordinated whole-body control for continuous




Our system consists of a high-performance (1.5ms−1 maximum velocity) and
high-payload (500 kg to 800 kg) omnidirectional mobile platform with a 6-DoF
collaborative robot for a total of 9 DoF (Adabotics Ada500). The system features a
built-in 1 kHz whole-body control layer based on ROS-Control, with the individual
system components shown in Figure 73. The platform uses two horizontal laser
rangefinders as well as an Intel RealSense D-435 RGB-D sensor mounted on the
wrist. It further contains two onboard computers with one dedicated to control,
motion planning, and safety features and the other performing perception tasks
such as mapping and object identification and tracking. The system further comes
with a remote control user interface available from any phone or tablet computer
and is equipped with battery capacity for a full-shift autonomous operation (8h
to 10h). In order to maximise operation with limited onboard power, we consider
energy efficiency in our motion optimisation and target continuous, non-stop
manipulation through execution of whole-body trajectories using coordinated,
whole-body control. We continuously monitor the environment for conflicting
changes and respond using a combination of real-time planning and reverting to
operator input via shared autonomy using the method described in the previous
chapter.
7.2.2 Problem formulation
Following the notation introduced in Section 2.1, the configuration for a robot
manipulator is described by qj ∈ Rnq,j , where nq,j is the size of its configuration
vector and nv,j the size of its tangent vector, or DoF. Its state at time instance
t is xj,t = (qj,t, vj,t) ∈ Rnq,j+nv,j and directly and accurately measured. It can
be directly controlled via position control, velocity control, admittance control,
impedance control, or torque control. Furthermore, the state and the controls
uj,t ∈ Rnv,j are usually bounded (e.g., by joint position, velocity, acceleration,
current, or torque limits) which limits the scope of motion planning and the
working envelope in which we may want to avoid collisions or seek contacts. On
the other hand, the state of a mobile platform moving on a surface is defined as
xbase. Its configuration space has the topology of the Special Euclidean group and





Hardware: Mobile Manipulation Platform
Motion	Adaptation
Motion	Planning
Figure 73: Overview of the deployed system: All components are modular and can be
replaced due to the specification of commonly adopted interfaces, e.g., ROS-
Control. We deploy the method described in Part II for motion planning and
motion adaptation. For teleoperation, we use different input devices such as
gamepads and mobile apps to interactively provide input to the goal state
planning described in Chapter 2. The perception module and shared autonomy
system are introduced in Chapter 6. We developed, designed, and built the
mobile manipulation platform in-house.
it is unbounded, i.e., it has no translation and rotation limits. Additionally, some
mobile platform designs are non-holonomic, which means that we cannot control
the state in all directions directly. The constraints can be accounted for in the state
transition and solved, for instance, using an optimal control approach as described
in Section 5.1.





∈ SE(2)×Rnq,j , where x describes the state of a system with
3+ nv,j DoF. This choice has a significant impact on the design of the controller.




We formulate the whole-body control problem as the one-step look-ahead min-
imisation of an optimisation problem subject to all bound, linear and non-linear




s.t.: h(x,u) = 0 (48)
g(x,u) 6 0 (49)
clb 6 Ax+Bu 6 cub (50)
Here, the upper and lower bounds of the decision variables are updated based on
the current state, timestep, and proximity to higher-order limits through integration
similar to the work by Del Prete [2018]. The equality constraints h(x,u) = 0
and inequality constraints g(x,u) 6 0 are a set of non-linear functions of state
and control following the concept of task-maps introduced in Section 2.1. Linear
equality, inequality, and bound constraints (e.g., joint position and velocity limits)
are encoded using A and B. We use a different set of constraints for each control
mode. For example, we use general equality constraints on the end-effector position
to trace a path with the tool, and we use general inequality constraints for limiting
the tool speed. We can formalise a large variety of control modes using the same
generic framework by combining different sets of constraints. We do the same
with the optimality criteria `(x,u), which often takes the form a weighted sum of
squared error terms.
As we are solving a limited size problem initialised from the present state,
we obtain fast convergence for control using a Non-linear Programming (NLP)
formulation. While traditionally Quadratic Programming (QP)-based methods are
chosen for whole-body control in legged platforms, e.g. in [Bolotnikova et al., 2017],
the comparatively small size of a mobile manipulation problem (9–17 DoF) permits
the use of non-linear optimisation to include much more expressive cost and
constraint terms without linearisation. An overview of how this solver integrates
into the full framework is shown in Figure 74.
7.2.3.1 Low-level control
For low-level control, we interface all components using EtherCAT and synchronise
them with a common EtherCAT master. We provide an abstraction to our low-level
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Figure 74: Overview of the non-linear optimisation-based whole-body control framework:
Commands can be issued either as whole-body trajectories or from operational
space targets in a streaming mode, where individual commands/targets are sent
to the controller at every timestep. The controller satisfies all applicable bound
constraints as well as general non-linear safety constraints (e.g., self-collision
avoidance).
control system using as a ROS-Control interface [Chitta et al., 2017]. This interface
enables users to load and apply controllers developed in other contexts flexibly.
While we chose to connect all components using EtherCAT in this system, the ROS-
Control framework enables us to provide a synchronised control loop for systems
with different communication protocols and control frequencies. We send all joint
commands to the motor drivers at 1 kHz. However, we have also experimented
with varying lower control frequencies.
In this chapter, we use a holonomic mobile base. In this case, the velocity com-
mands of the individual wheels for low-level control can be computed analytically
from the desired twist. We obtain the twist from two subsequent base configura-
tions as ν∗B = xbase,t+1  xbase,t. As our manipulator can be controlled directly in
position and velocity control mode, we enforce safe velocity and acceleration limits
at the driver level before passing the commands to the motor drivers. This adds a
level of safety in case a user-provided controller generates unsafe commands.
7.2.4 State estimation
The state estimation module is based on sensor fusion of the wheel odometry, the
onboard Inertial Measurement Unit (IMU), and exteroceptive sensors (e.g., visual
odometry or Simultaneous Localisation and Mapping (SLAM) from monocular,
stereo vision, or RGB-D sensors, laser localisation, and Global Positioning System
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(GPS)). We use the Unscented Kalman Filter (UKF) with the sensing modalities
configured in two stages: local odometry frame and global frame. The odometry
frame is a smooth signal updated at a high frequency and with high accuracy over
short periods. However, this state estimate accumulates error over time (drift). The
global frame stays consistent over long periods, but its updates are less frequent,
often more costly, they are less accurate, and the updates to the global frame state
may not be smooth over time.
We use the odometry frame estimate for control due to its smoothness and
local consistency. We then use the global frame estimate for planning and for slow
corrections of trajectories over time.
7.2.5 Whole-body loco-manipulation planning
In order to achieve fast motion synthesis for longer horizon planning which includes
locomotion and manipulation in the presence of moving targets and obstacles, we
formulate a trajectory optimisation problem in time-configuration space. Each
timestep preserves the same formulation and expressiveness in cost and constraints
as described in Section 7.2.3 for the one timestep look-ahead control, with further
constraints introduced for dynamic consistency and smooth transition between
states. This follows the method introduced in Chapter 3 However, due to local
minima present in non-linear optimisation problems, solvers are not guaranteed
to converge to a valid solution in a given time budget—or at all—unless provided
with a suitable initialisation seed. This is especially the case when considering
collision avoidance in complex, unknown environments. In known environments,
suitable warm-start solutions can be encoded in a trajectory library (see Chapter 4).
In order to operate in unseen environments, we employ fast, global sampling-based
planners to provide a feasible initialisation to the trajectory optimisation. Random
sampling-based planners, however, are not suited to satisfy general constraints.2 As
thus, we use constraint relaxation as well as a framework to solve constrained time-
configuration space problems by decomposition [Yang et al., 2018b] for initialisation.
We formulate both the real-time control optimisation as well as the non-linear loco-
manipulation problem using the Extensible Optimisation Toolset (EXOTica) [Ivan
et al., 2019].
2 Readers are referred to [Kingston et al., 2018] for a review of approaches for sampling-based planning
in the presence of constraints.
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7.3 evaluation
We use the Adabotics Ada500 omnidirectional mobile platform in all our exper-
iments. This platform features a holonomic base, a 6-DoF manipulator with a
Robotiq 3-finger gripper. It is equipped with an IMU, an RGB-D camera, two planar
laser scanners, and two onboard computers with Intel i7 CPUs.
7.3.1 Whole-body control evaluation on chicken-head task
We evaluate the performance of the implemented whole-body control scheme by
maintaining an operational space target for the end-effector while commanding
the desired target for the base controller (commonly referred to as the chicken-head
problem). In a laboratory setting, we increase the velocity of the base command (to
track a circle on the ground) while tracking ground truth using a VICON camera
system. We have formulated the tracking problem as unconstrained minimisation
of the end-effector position in the global frame over the base position and the arm
configuration and used the Levenberg-Marquardt [Moré, 1978] algorithm to solve
this problem. Note, this is a relaxation of Equations (47)–(50) as the manipulator
may pass through singular configurations resulting in a violation of real-time
requirements. The results are shown in Figure 75 validating the relaxation to be
suitable, and snapshots of an applicable real-world task experiment depicted in
Figure 77. We evaluate the end-effector error against ground truth from a VICON
motion capture system in Figure 76. This task is straightforward but demonstrates
that our formulation enables us to track moving targets in arbitrary frames of
reference, which opens our framework to a multitude of practical applications.
7.3.2 Automotive assembly fitting simulation
A frequent task for the deployment of collaborative robots is the fitting of insulation,
adhesives, and sub-assemblies in automotive manufacturing (e.g., sealants on
doors). These tasks are correlated with a high risk of Repetitive Strain Injury (RSI).
In this scenario, a mobile collaborative robot carries out manipulation tasks
on a moving assembly part by coordinating whole-body motion. We formulate a
whole-body constrained non-linear optimisation problem to minimise control effort
in the presence of moving targets and solve it using the commercial solver SNOPT
[Gill et al., 2002]. In particular, the manipulation motions (e.g., drilling and fitting
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End-effector position Base position
Figure 75: Visualisation of the internal robot state and ground truth for both the end-effector
and base frames while carrying out the chicken-head task: This experiment
demonstrates the ability of the whole-body control scheme to decouple the
end-effector from the base motion and coordinate both at the same time.
trajectories) are encoded as semi-constrained end-effector paths (3-DoF position,
2-DoF axis alignment) with further constraints on continuous collision avoidance
using the approach detailed in Chapter 3. Note, we use a constrained NLP solver
here as the reference motion is planned using trajectory optimisation for a long
horizon and then executed using our whole-body control scheme.
We have used the whole-body controller in the trajectory mode for executing
the motion. This is sufficient in simulation (see Figure 78). However, a real-world
deployment requires active sensing, tracking of the assembly, and other steps
correcting the synchronisation of the robot motion with the environment. We
address these issues in our next experiment.
7.3.3 Sensor placement
Off-shore assets such as oil and gas platforms are structures designed to operate
for decades in harsh environments. Seawater, wind, and temperature changes
cause material deterioration and failure that can be prevented by regular integrity
monitoring and maintenance. Our industrial partners3 have identified the need
for automating these tasks. They are currently executed by humans which is both
costly and potentially dangerous for the workers. A large amount of monitoring can
be performed remotely, as long as the monitored structure can be equipped with
3 Through the UKRI Robotics and AI Offshore Robotics for Certification of Assets Hub, we engage with a
variety of industrial partners, see https://www.orcahub.org.
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Figure 76: Visualisation of the task-space error of the end-effector while the base is follow-
ing a circular motion using solely odometry (no sensor fusion with IMU): both
x and y drift, where the error in z is due to stiff suspension on an uneven floor.
sensors. The Limpet sensor [Sayed et al., 2018] was designed for these applications
in harsh environments, limited power, remote operation with long-distance com-
munication, and real-time monitoring capability. We have applied our whole-body
control framework to place these sensors semi-autonomously using the framework
described in Chapter 6. The user remotely specifies the sensor location while the
planning and control framework ensures accurate placement of the sensor. This pro-
cess requires minimal data bandwidth, and it is, therefore, suitable for applications
where teleoperation is not possible due to communication quality.
In our experiment, we placed a container with the Limpet sensors on top of
the robot. The user then specifies the target location. For repeatability and visual
confirmation, we mark and track the target locations with AprilTag fiducial mark-
ers [Wang and Olson, 2016]. However, the target detection and tracking can be
performed using any combination of visual and depth features such as in Pauwels
and Kragic [2015]. The execution then used a finite state machine to switch between
sensor pick-up, sensor placement using visual servoing, and arm parking motion.
The sensor placement was triggered by the sensing module detecting the target
marker.
In the first phase, we have constructed a motion planning problem for comput-
ing a collision-free pick-up trajectory for the robot arm using the RRT-Connect
sampling-based motion planner [Kuffner and LaValle, 2000]. The trajectory was
executed using our controller in the trajectory operation mode. Once the target was
detected, the tracker provides updates of the target position. These were fed into
the controller in the streaming operation mode. The controller solves the inverse
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Figure 77: The chicken-head task on a rough outdoor surface carrying out a proposed
scenario: manipulation of a static end-effector affordance while responding to
disturbance with the redundancy of the omnidirectional base following a high
velocity figure-eight target.
kinematics formulated as an unconstrained NLP problem (see Section 7.2.3) using
the Levenberg-Marquardt algorithm [Moré, 1978]. The solution was then used to
command the arm position in real-time to compensate for the relative target motion.
We have also superimposed a short place, hold, and release trajectory over the
target position. Using such a placement trajectory ensures that the gripper has
enough time to open. The parking motion is then planned using RRT-Connect and
executed in the trajectory operation mode, the same as the sensor pick-up motion
in the first phase.
This experiment was executed both in a laboratory environment (see Figure 79)
and in an outdoor mock oil rig designed for firefighter training (see Figure 72). The
task can be easily adapted for similar scenarios by modifying the state machine
or changing any of the sub-problems to fit the needs. The advantage of using the
whole-body controller in this scenario is that the framework can handle all the
different operation modes. This flexibility enabled us to execute the whole task
continuously without stopping the base motion. This continuous manipulation is
made possible due to the inherent synchronisation of the base and arm movement.
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Figure 78: Assembly tasks on a car body structure using a mobile manipulator: While the
assembly line is moving at 0.5ms−1, the manipulator carries out two collision-
free manipulation actions for 4 s each while following the moving target.
7.4 discussion
We have presented an architecture for whole-body control and planning of collabor-
ative mobile manipulators. This system exploits a generic formulation of the task as
a constrained NLP, and it integrates inputs from state estimation, perception, and
the user to generate complex collision-free motion plans. The control architecture
then minimises the tracking error while satisfying the task-specific constraints.
The formulation of the problem allows us to formulate a wide variety of motion
planning tasks and match them with customised controllers.
Our evaluation using the chicken-head task validates the architecture. The track-
ing results then show the overall performance of the system on our hardware
platform. The results demonstrate the performance of the controller and of the
platform itself in a controlled environment as well as in an outdoor trial. Using the
controller implementation in EXOTica, we achieve a 100Hz control rate on an Intel
i7-7567U CPU with peak performance at 500Hz. The bottleneck of the controller is
state estimation. The accuracy of the end-effector tracking depends mainly on the
quality of the state estimate that is used for closing the control loop. Drift, delays,
and position error all contribute to this issue. Delays can be computed and accoun-
ted for, e.g., using Model-Predictive Control (MPC), as in work by Koenemann et al.
[2015]. Drift can be eliminated by exploiting exteroceptive sensors and computing
the global reference as described in Section 7.2.4.
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Figure 79: Sensor deployment trials in a laboratory: The robot proceeds to the next place-
ment task in the stack and after acquiring the target carries out a whole-body
visual servoing task without stopping the navigation/base motion. The accuracy
of the sensor placement task with respect to the target can be seen from the
over-head camera.
We have also used the generic problem formulation for solving a motion planning
problem in the automotive industry. The versatility of this formulation allowed us
to do trajectory optimisation with collision avoidance. This is a notoriously tricky
problem due to the non-linearity of the collision constraint. We have exploited the
state-of-the-art collision term formulation presented in Chapter 3. The whole-body
paradigm then allowed us to use a relatively small robot and extend its range
without sacrificing the optimality of the task. This experiment did not consider any
control errors nor any control delays since a simulator was used.
In our last experiment, we deployed our system on the real robot to perform a
non-stop pick-and-place task. While we used a visual marker to track the target
location, the perception method can be easily swapped for a more advanced
technique that does not require any fiducial information. We have also relied on the
soft housing of the sensor when making contact during the placement. If the sensor
did not provide a soft interface between the robot and the solid wall structure, we
would employ compliant control using a force-torque sensor at the end-effector,
e.g. as described by Moura et al. [2018].
Each industrial application requires a specific set of sensing, planning, and
control solutions. The architecture we proposed opens possibilities for designing
152 coordinated whole-body control for continuous mobile manipulation
these techniques using well-defined building blocks. Such an approach can rapidly
accelerate the development and deployment of robotic systems in automotive man-
ufacturing, off-shore asset maintenance, and many other fields. Beyond applications
in industry, it is a key factor in translating novel formulations to be tested on real
robot hardware.
Part V
F I N A L R E M A R K S

8
C O N C L U S I O N S
In this thesis, we explored methods for bootstrapping trajectory optimisation
from prior experience to make interactive real-world deployment in complex and
shared environments practical. To this end, we first explored optimisation-based
approaches for collision-free goal state and motion planning in Part II. Here, we
compared several general non-linear optimisation-based formulations for discrete
collision avoidance (Chapter 2). We then introduced a novel penalty for continuous-
time collision avoidance in discrete-time trajectory optimisation based on harmonic
potential fields and conservative advancement (Chapter 3).
In the second part, we focused on using offline computation to warm-start
optimisation algorithms during run-time. First, we followed a trajectory library
approach focusing on high-dimensional problems in complex environments. In
particular, we applied a problem encoding capturing the relation between the robot
and the environment. We then introduced an efficient indexing scheme which,
together with an exploration strategy, allows the application of fast nearest neigh-
bour look-up (Chapter 4). However, trajectory library approaches neither compress
the original dataset nor generalise beyond it—aims that can be achieved using
machine learning methods. Whether these approaches can be successfully applied
and provide generalisation is influenced by discontinuity and multi-modality in
the input data. In order to address this, we applied tools from computational topo-
logy to extract information on the underlying structure of the trajectory samples.
We show that approximating within each homology-invariant class increases the
success of warm-starting and further permits the exploration of multiple solutions
simultaneously in an ensemble (Chapter 5).
In the third part, we focus on hardware embodiment and deployment in real-
world scenarios. We first describe a full system for mobile manipulation and extend
shared autonomy, an operating paradigm allowing the sliding control between
teleoperation and full autonomy, with continuous scene monitoring to detect,
track, and assess changes (Chapter 6). Subsequently, inspired by humanoid whole-
body control, we focus on coordinated applications that consider locomotion and
manipulation jointly and evaluate it on industrial sensing tasks (Chapter 7). Here,
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our synchronised control scheme enabled the seamless transfer of algorithms from
visualisation and simulation to real-world deployment.
Throughout this thesis, we focused on an integrated approach. In this purview,
we tested our methods on a range of settings in simulation and experiments in
the laboratory as well as in field applications: From low-dimensional systems
with a focus on dynamics (e.g., cart-pole and quadrotor) to high-dimensional
kinematic motion planning on humanoid robots with a focus on complex, chan-
ging, and shared environments. We selected these systems to explore both the
fundamental concepts of established as well as newly proposed methods and to
show the versatility and scalability of our approaches. In particular, we focused
our experiment design on clearly demonstrating a particular challenge in an ap-
plication and how our methods can address them. Furthermore, our experiments
highlight the flexibility of our developed framework allowing a glimpse of its
straight-forward reconfigurability between different problem formulations, cost
and constraint combinations, algorithm implementations, and solver choices. This
versatility was particularly influential in comprehensive comparison studies where
we can easily control the confounding variables, and we hope it will be of use to
the robotics community at large.
9
F U T U R E D I R E C T I O N S
During the research conducted for this thesis, a range of interesting areas for further
work became evident. We detail several of these below.
9.1 transferable environment representation
While we focused on the structure of solution spaces in complex environments, we
did not consider generalisation to new environments. A key challenge for this is the
question of a transferable representation space of environments. In search-based
methods, Dynamic Roadmaps (DRMs) store work-space occupancy information
for vertices and edges and can quickly filter and reconnect the graph based on
sensed obstacle occupancy information. These are often high-dimensional and thus
prohibitive for large numbers of samples due to memory exhaustion. Yang et al.
[2018a] proposed a hierarchical version which does not explicitly store vertex or
edge information, yet, is unable to scale to problems involving (kino-)dynamics.
One possible avenue is to learn an environment descriptor representation from a
large number of samples. In seminal work, Jetchev and Toussaint [2013] applied
sparse feature selection through Principal Component Analysis (PCA) to compress
a voxel grid-based environment occupancy representation.
Learnt trajectories (trajectory prediction) do not contain connectivity information
as in a connected graph. As a hybrid, Mansard et al. [2018] combine a kino-dynamic
Probabilistic Roadmap (PRM) with a learnt trajectory prediction during an iterative
exploration scheme in obstacle-free environments. Their iterative training process
converges when the memory performs as well as or better than the PRM. Intending
to compress trajectories and directly use the resulting policy network as an online
predictive controller, they focus on the learnt memory exclusively. A combination
of their algorithm with a DRM and search methods could be a viable path for an
environment-adaptive memory.
Another avenue is to learn either a general or task-specific latent space description
of the environment. To generalise for similar task across a semantic environment
class, e.g., a shelf or kitchen environment, one can make use of large-scale labelled
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datasets of 3D objects. These have been applied to latent modelling of shapes, e.g.,
with Chang et al. [2015] introducing the popular ShapeNet dataset. Similar datasets
exist and are widely used for grasp planning.
More recently, several authors have looked into combining learnt latent repres-
entations of the environment with Sampling-based Planning (SBP) to leverage the
best of both worlds. Ichter et al. [2018] embedded learnt latent space information
conditioned on obstacles, start, and goal states to bias exploration, with Ichter and
Pavone [2019] extending the concept to a fully learnt motion planning framework.
Similarly, Qureshi et al. [2019] introduced a recursive neural network planner which
embeds a latent space from point-cloud information.
Finally, instead of directly extracting a latent space from environment inform-
ation (e.g., voxel grids), the planning and prediction problem could be shifted
from the commonly used task-space, configuration-space, or control-space to an
alternate planning space. Here, topologically-inspired spaces which allow for the
incorporation of relation and distance information such as interaction mesh [Ivan
et al., 2013] and distance mesh [Yang et al., 2015] could be applied. However, these
still require expert-guided specification of points of interest as well as tuning of
weight matrices.
9.2 application to scenarios with contact or dynamics changes
In this thesis, we did not consider scenarios which involved contact or dynamics
changes, for instance, from interactions with the environment, during trajectory
prediction. These applications are core to the European Union Horizon 2020 project
Memory of Motion (MEMMO) which aims to solve locomotion in complex terrain
with optimal control motion warm-started from a memory-of-motion. In practice,
these scenarios often rely on decomposed pipeline approaches as we have discussed
in Chapter 1. A key challenge in bootstrapping these algorithms is the formulation
of the whole-body motion optimisation. Problem formulations that rely on hard
constraints (e.g., for rigid contacts or target frames) often suffer if the prediction
is infeasible (i.e., if constraints are violated). In these cases, trajectory library
approaches feature a high success rate because constraints are satisfied even when
the solution is far from the optimum. In combination with a recursive search, an
indexing scheme similar to the one presented in this thesis may be a viable pathway.
Similarly, ongoing work aims to identify the level at which prediction can occur,
and if it requires recurrent approaches for generalisation.
9.3 constraint-aware learning 159
9.3 constraint-aware learning
When considering general equality and inequality tasks as hard constraints, the
feasibility of a prediction has a large influence on the success of the initial guess.
Frequently, either a reconstruction loss from similarity to the original motion (e.g.,
Mean Squared Error (MSE) or Mean Absolute Error (MAE)) or a loss based on the
initial cost of the prediction is used during learning (thus, requiring a roll-out).
However, as a potential solution, a loss function using a roll-out of the prediction
with the sum of constraint violations can be used for constraint-aware learning.
Such an approach could, however, prove to be prohibitively slow as roll-outs are
several orders of magnitude more expensive than a simple metric such as the MSE
to the training dataset. Instead of a performing a full roll-out, Carius et al. [2020]
recently proposed the use of the control Hamiltonian as the loss function for guided
policy search to learn quadrupedal gaits from Model-Predictive Control (MPC).
By using insight into the task for the design of the regressors, Armesto et al. [2018]
proposed an efficient constraint-aware policy learning method which first learns
the constraint and then learns the null-space policy separately. This approach is
efficient and promising as it guarantees feasibility. Work to show its applicability or
automatic discovery of suitable features or regressors, possibly learnt, are exciting
areas for further investigation.
9.4 model-predictive control on force controlled robots
In this thesis, we primarily focused on replanning and did not consider predictive
control deployment. Extending the presented approaches in a MPC framework
for deployment is an obvious direction of future work. Achieving a real-time
MPC system largely depends on more efficient formulations (e.g., using spline- or
kernel-based embeddings and parametrisations to reduce the optimisation problem
size), approximations, and performance-guided implementation of algorithms.
Grandia et al. [2019] recently demonstrated the use of the computed feedback gains
from a Differential Dynamic Programming (DDP) policy—including with respect
to desired contact forces—in hardware experiments using forward simulation
to extract desired accelerations and inverse dynamics for torque computation.
However, directly applying obtained feed-forward torques along with the feedback
gains on legged systems is an open challenge.

Part VI
A P P E N D I X

A
C O L L I S I O N - F R E E G O A L S TAT E P L A N N I N G : B E N C H M A R K























































Final cost Planning time Problem updates
Divergence Collision Joint limits
BA IPOPT 48.42% 100.0% 0.0% 0.0% 0.04± 0.23 1082.86± 1163.14 488.05± 418.95
BA IPOPT-RR 70.9% 100.0% 0.0% 0.0% 0.05± 0.27 2118.14± 3403.83 553.77± 462.01
BA KNITRO 34.71% 100.0% 0.0% 0.0% 0.02± 0.17 99.44± 61.72 59.79± 25.75
BA KNITRO-RR 53.87% 100.0% 0.0% 0.0% 0.04± 0.25 278.57± 464.21 63.34± 27.75
BA SNOPT 31.96% 100.0% 0.0% 0.0% 0.04± 0.22 89.71± 47.15 61.15± 28.55
BA SNOPT-RR 52.14% 100.0% 0.0% 0.0% 0.04± 0.23 211.07± 206.28 135.47± 128.68
BB IPOPT 50.71% 76.73% 23.27% 0.0% 0.03± 0.17 3344.77± 3391.93 351.43± 248.27
BB IPOPT-RR 77.47% 97.06% 2.94% 0.0% 0.03± 0.19 6406.73± 9022.26 359.11± 257.03
BB KNITRO 41.79% 84.5% 15.5% 0.0% 0.01± 0.13 420.95± 191.3 50.26± 17.38
BB KNITRO-RR 70.64% 98.26% 1.74% 0.0% 0.02± 0.15 905.92± 886.63 52.09± 17.96
BB SNOPT 54.38% 72.07% 27.93% 0.0% 0.03± 0.2 395.89± 132.38 44.62± 15.14
BB SNOPT-RR 79.97% 97.2% 2.8% 0.0% 0.03± 0.2 719.02± 675.05 73.79± 63.71






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
BC IPOPT-RR 77.06% 98.44% 1.56% 0.0% 0.04± 0.24 280.73± 313.59 371.19± 293.55
BC KNITRO 41.59% 85.95% 14.05% 0.0% 0.02± 0.14 18.12± 12.17 51.11± 21.09
BC KNITRO-RR 67.89% 98.89% 1.11% 0.0% 0.03± 0.18 42.09± 39.6 53.68± 25.09
BC SNOPT 53.67% 76.24% 23.76% 0.0% 0.03± 0.22 17.17± 6.49 45.09± 16.21
BC SNOPT-RR 77.37% 98.2% 1.8% 0.0% 0.04± 0.23 28.75± 24.6 71.11± 56.86
BD IPOPT 50.51% 76.52% 23.48% 0.0% 0.02± 0.15 35.63± 18.65 349.61± 246.92
BD IPOPT-RR 78.03% 96.29% 3.71% 0.0% 0.03± 0.18 63.25± 60.85 356.58± 250.17
BD KNITRO 41.9% 84.39% 15.61% 0.0% 0.01± 0.13 1.49± 0.58 50.31± 17.47
BD KNITRO-RR 69.98% 97.96% 2.04% 0.0% 0.02± 0.16 11.68± 10.33 52.08± 18.04
BD SNOPT 54.38% 71.96% 28.04% 0.0% 0.03± 0.2 1.5± 0.47 44.65± 15.17
BD SNOPT-RR 80.68% 98.42% 1.58% 0.0% 0.03± 0.21 2.63± 2.2 72.65± 56.19
HA SNOPT-RR 93.7% 94.31% 5.69% 0.0% 0.0± 0.0 503.14± 773.56 327.13± 501.46






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
HA IPOPT-RR 95.08% 92.71% 7.29% 0.0% 0.0± 0.0 2287.98± 2604.32 448.34± 266.19
HA KNITRO 23.21% 99.8% 0.2% 0.0% 0.0± 0.0 117.76± 67.55 27.03± 37.71
HA KNITRO-RR 69.21% 99.5% 0.5% 0.0% 0.0± 0.0 733.55± 589.78 24.34± 28.66
HA SNOPT 48.1% 93.88% 6.12% 0.0% 0.0± 0.0 143.51± 249.87 63.81± 140.07
HA SNOPT-CMAES-R 93.95% 96.61% 3.39% 0.0% 0.0± 0.0 777.59± 946.0 270.04± 468.3
HB SNOPT-RR 67.33% 99.84% 0.16% 0.0% 0.0± 0.0 1058.37± 1190.63 514.74± 702.9
HB IPOPT 47.6% 90.56% 9.44% 0.0% 0.01± 0.12 1212.24± 1707.1 432.4± 649.01
HB IPOPT-RR 93.68% 86.29% 13.71% 0.0% 0.0± 0.0 3310.57± 4921.37 411.9± 523.2
HB KNITRO 35.58% 97.15% 2.85% 0.0% 0.0± 0.04 136.1± 92.14 68.25± 57.01
HB KNITRO-RR 88.33% 92.86% 7.14% 0.0% 0.0± 0.01 573.87± 577.37 74.2± 52.47
HB SNOPT 27.57% 100.0% 0.0% 0.0% 0.0± 0.05 269.11± 394.32 61.41± 111.36
HB SNOPT-CMAES-R 87.82% 87.45% 12.55% 0.0% 0.0± 0.0 826.11± 928.75 234.98± 435.64






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
HC IPOPT 32.84% 99.69% 0.31% 0.0% 0.0± 0.0 757.84± 277.4 439.21± 171.46
HC IPOPT-RR 52.61% 100.0% 0.0% 0.0% 0.0± 0.0 1642.29± 1716.19 455.08± 175.47
HC KNITRO 46.57% 99.33% 0.67% 0.0% 0.0± 0.0 79.09± 61.04 46.59± 27.18
HC KNITRO-RR 70.44% 100.0% 0.0% 0.0% 0.0± 0.0 163.34± 221.52 47.24± 21.48
HC SNOPT 7.74% 100.0% 0.0% 0.0% 0.0± 0.0 219.98± 284.76 89.8± 101.2
HC SNOPT-CMAES-R 29.82% 100.0% 0.0% 0.0% 0.0± 0.0 219.21± 249.41 37.83± 119.23
HD SNOPT-RR 92.51% 81.63% 18.37% 0.0% 0.0± 0.0 5.59± 6.92 177.07± 275.92
HD IPOPT 47.96% 81.49% 18.51% 0.0% 0.0± 0.0 18.55± 11.7 188.38± 128.33
HD IPOPT-RR 92.25% 76.97% 23.03% 0.0% 0.0± 0.0 61.52± 70.24 187.38± 122.01
HD KNITRO 21.15% 93.99% 6.01% 0.0% 0.0± 0.0 3.63± 1.99 26.2± 31.16
HD KNITRO-RR 69.22% 95.03% 4.97% 0.0% 0.0± 0.0 44.72± 341.67 31.59± 35.92
HD SNOPT 45.62% 83.04% 16.96% 0.0% 0.0± 0.0 1.72± 2.44 41.39± 58.98






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
UA AICO 25.43% 92.82% 0.0% 7.18% 0.22± 4.04 235.96± 156.24 151.95± 101.15
UA AICO-RR 34.91% 91.23% 0.0% 8.77% 0.13± 0.35 336.78± 296.68 239.95± 201.42
UA IPOPT-RR 43.17% 94.26% 0.0% 5.74% 0.02± 0.17 3066.55± 4242.76 450.59± 244.93
UA IPOPT 29.36% 96.39% 0.0% 3.61% 0.02± 0.17 1343.44± 1631.27 447.98± 243.22
UA KNITRO-RR 36.19% 97.28% 0.0% 2.72% 0.02± 0.15 281.72± 250.3 90.16± 33.65
UA KNITRO 24.21% 98.32% 0.0% 1.68% 0.01± 0.09 124.78± 54.34 86.94± 31.15
UA LM 19.52% 83.09% 1.39% 15.52% 0.26± 5.1 114.38± 2.93 103.0± 0.0
UA LM-RR 40.01% 73.75% 0.42% 25.83% 0.0± 0.07 365.93± 331.79 247.2± 205.03
UA GN 19.88% 81.36% 2.1% 16.54% 0.26± 5.06 116.86± 8.93 103.0± 0.0
UA TNewton 32.36% 97.74% 0.0% 2.26% 0.01± 0.12 600.91± 699.38 297.04± 465.52
UA PInv-RR 47.86% 58.55% 0.29% 41.15% 0.01± 0.11 306.36± 314.37 191.08± 201.85
UA PInv 25.08% 71.63% 2.93% 25.44% 0.22± 4.51 103.8± 32.45 58.16± 36.83






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
UA SNOPT 24.41% 97.17% 0.0% 2.83% 0.01± 0.11 97.99± 50.41 62.92± 28.04
UB AICO 38.28% 70.27% 14.86% 14.86% 0.04± 0.2 1579.1± 1024.33 158.49± 100.22
UB AICO-RR 52.09% 79.57% 0.96% 19.47% 0.12± 0.33 2439.68± 2284.37 216.96± 166.97
UB IPOPT-RR 55.66% 88.97% 1.26% 9.77% 0.01± 0.14 10057.58± 11558.34 415.16± 207.88
UB IPOPT 29.46% 86.27% 9.39% 4.34% 0.01± 0.13 4723.09± 3513.58 413.93± 210.28
UB KNITRO-RR 58.1% 92.34% 0.73% 6.93% 0.0± 0.06 1549.87± 1461.14 76.89± 28.87
UB KNITRO 32.98% 85.78% 10.42% 3.8% 0.0± 0.03 742.19± 255.76 74.14± 29.24
UB LM 24.46% 68.89% 6.88% 24.22% 0.0± 0.05 917.64± 17.04 103.0± 0.0
UB LM-RR 41.44% 69.54% 0.17% 30.29% 0.0± 0.06 2144.93± 1845.75 198.66± 157.69
UB GN 24.46% 68.83% 6.88% 24.29% 0.0± 0.05 950.57± 18.97 103.0± 0.0
UB TNewton 48.93% 75.35% 20.16% 4.49% 0.0± 0.08 1536.66± 2942.25 179.34± 318.29
UB PInv-RR 49.75% 52.84% 0.3% 46.86% 0.01± 0.13 1689.31± 1636.88 138.77± 143.26






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
UB SNOPT-RR 70.08% 87.05% 0.85% 12.1% 0.0± 0.07 837.83± 815.11 86.8± 71.03
UB SNOPT 47.25% 74.69% 18.74% 6.57% 0.0± 0.08 489.34± 183.79 52.63± 19.72
UC AICO 38.12% 73.15% 12.36% 14.5% 0.17± 3.66 58.65± 39.63 158.34± 100.29
UC AICO-RR 49.18% 81.54% 0.0% 18.46% 0.12± 0.31 86.03± 73.54 207.35± 176.51
UC IPOPT-RR 54.49% 89.47% 0.78% 9.74% 0.01± 0.11 402.58± 371.27 426.55± 236.17
UC IPOPT 29.82% 87.87% 7.84% 4.28% 0.02± 0.13 200.63± 139.75 418.52± 225.0
UC KNITRO-RR 56.98% 91.59% 0.47% 7.94% 0.01± 0.11 67.86± 58.93 78.23± 30.15
UC KNITRO 32.87% 87.17% 9.04% 3.8% 0.01± 0.08 30.85± 15.21 74.75± 29.28
UC LM 24.46% 68.89% 6.88% 24.22% 0.0± 0.05 36.48± 2.09 103.0± 0.0
UC LM-RR 40.62% 67.12% 0.52% 32.36% 0.0± 0.04 79.67± 67.1 190.05± 149.26
UC GN 24.46% 68.83% 6.88% 24.29% 0.0± 0.05 37.06± 2.53 103.0± 0.0
UC TNewton 48.52% 77.23% 18.22% 4.55% 0.0± 0.08 65.19± 102.57 177.24± 320.18






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
UC PInv 30.73% 54.75% 9.71% 35.54% 0.01± 0.13 31.83± 10.64 59.64± 36.65
UC SNOPT-RR 66.82% 86.79% 1.23% 11.98% 0.01± 0.13 33.83± 26.77 80.91± 57.88
UC SNOPT 46.69% 78.59% 14.91% 6.5% 0.01± 0.09 21.21± 8.38 53.21± 20.44
UD AICO 38.28% 70.27% 14.86% 14.86% 0.04± 0.2 3.1± 2.01 158.49± 100.22
UD AICO-RR 52.55% 80.02% 0.21% 19.76% 0.11± 0.3 5.12± 4.72 224.07± 201.6
UD IPOPT-RR 54.94% 89.82% 0.79% 9.39% 0.01± 0.09 73.81± 64.06 416.2± 208.72
UD IPOPT 29.66% 86.67% 9.42% 3.91% 0.01± 0.11 34.8± 14.51 417.63± 214.24
UD KNITRO-RR 58.66% 91.25% 1.11% 7.64% 0.0± 0.03 13.8± 12.19 76.94± 28.08
UD KNITRO 32.98% 85.93% 10.34% 3.73% 0.0± 0.01 1.87± 0.61 73.92± 28.36
UD LM 24.46% 68.89% 6.88% 24.22% 0.0± 0.05 1.89± 0.03 103.0± 0.0
UD LM-RR 41.69% 69.32% 0.09% 30.59% 0.0± 0.04 4.38± 3.8 204.26± 169.73
UD GN 24.46% 68.83% 6.88% 24.29% 0.0± 0.05 1.91± 0.13 103.0± 0.0






















































Final cost Planning time Problem updates
Divergence Collision Joint limits
UD PInv-RR 48.62% 55.75% 0.2% 44.05% 0.01± 0.11 3.2± 3.02 125.0± 127.78
UD PInv 30.73% 54.75% 9.71% 35.54% 0.01± 0.13 1.58± 0.6 59.64± 36.65
UD SNOPT-RR 69.83% 84.97% 1.18% 13.85% 0.0± 0.07 3.22± 2.79 84.43± 67.67
UD SNOPT 47.2% 74.61% 18.92% 6.47% 0.0± 0.08 1.82± 0.62 52.61± 19.64
Table 6: Goal state planning benchmark on Kuka LWR comparing different formulations and solvers. These are the full results and accompany the
figures in Chapter 2.
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