r We performed extracellular recording of pairs of interneuron-Purkinje cells in vivo. r A single interneuron produces a substantial, short-lasting, inhibition of Purkinje cells. r Feed-forward inhibition is associated with characteristic asymmetric cross-correlograms. r In vivo, Purkinje cell spikes only depend on the most recent synaptic activity.
Introduction
In the central nervous system, the level of activity and its organization are considered to be conditioned by inhibition (Pouille & Scanziani, 2001; Brunel et al. 2004;  because of their phenotypic heterogeneity (Ascoli et al. 2008; DeFelipe et al. 2013) . The simultaneous recording of principal cells and defined local interneurons is therefore often very difficult.
In the cerebellum, principal neurons (i.e. the Purkinje cells) are contacted by two types of interneurons situated in the molecular layer: the stellate cells and the basket cells. Molecular layer interneurons presumably mediate both feed-forward and lateral inhibition (Andersen et al. 1964; Eccles et al. 1967; Cohen & Yarom, 2000; Brunel et al. 2004; Mittmann et al. 2005; Dizon & Khodakhah, 2011; Park et al. 2012) . In vitro, they strongly regulate the firing of spontaneously active Purkinje cells (Häusser & Clark, 1997) . These interneurons are considered to be essential for motor learning (Wulff et al. 2009 ) and may promote movements by inhibiting Purkinje cells and thus disinhibiting the cerebellar nuclei (Heiney et al. 2014) .
Purkinje cells are GABAergic neurons that form the sole output of the cerebellar cortex. They mediate the tonic inhibition of deep cerebellar nuclear principal cells on which they converge (de Zeeuw & Berrebi, 1995) and activate inhibitory currents with a decay time <3 ms (Person & Raman, 2011) . A precise organization of the Purkinje cell population activity is therefore needed to relieve this inhibition Person & Raman, 2012) . Purkinje cells also project to other Purkinje cells (and possibly to molecular layer interneurons) (Palay & Chan-Palay, 1974; Orduz & Llano, 2007; Watt et al. 2009 ) and thus form a recurrent inhibitory network. Such a network with rapid somatic inhibitory currents, as found in adult Purkinje cells (de Solages et al. 2008) , may generate very fast oscillations; indeed, we have shown previously that Purkinje cell activity in vivo is organized in high-frequency (ß200 Hz) population oscillations (de Solages et al. 2008) . Whether molecular layer interneurons contribute to this activity is not known, mainly because the interactions between interneurons and Purkinje cells in vivo remain largely unexplored (Bengtsson et al. 2013) .
In the present study, using simultaneous recordings of basket and Purkinje cells with tetrodes in adult anaesthetized rats, we show that interneurons mediate feed-forward inhibition in vivo (Andersen et al. 1964; Eccles et al. 1967) , an idea that had been brought into question previously (Ekerot & Jörntell, 2001; Jörntell & Ekerot, 2002; Jörntell et al. 2010) . Purkinje cell and molecular layer interneuron activities are co-modulated, although the latter do not appear to participate in the 200 Hz oscillations. Interneuron synchrony strengthens but does not prolong the inhibition of Purkinje cell firing. We demonstrate that this inhibition is independent of the firing history of Purkinje cells, although only in the presence of high levels of afferent activity. These results reveal a complex organization of the molecular layer comprising two interconnected cell types with differing population organization, and indicate that the integrative properties of Purkinje cells are strongly modified by high levels of ongoing activity, such as those encountered in vivo.
Methods

Animals
The experimental procedures were conducted in conformity with the institutional guidelines and in compliance with national and European laws and policies. Experiments were performed on male adult Wistar Han rats (3-5 months old; 400-600 g; Charles River Laboratories, Saint-Germain-Nuelles, France).
In vivo electrophysiology
After the induction of anaesthesia with a ketaminexylazine mixture (100 and 10 mg kg −1 , respectively, in saline), the animal was mounted in a stereotaxic frame (David Kopf Instruments, Tujunga, CA, USA) and was maintained anaesthetized during the whole procedure with isoflurane (0.5-1.5% in O 2 ), for which the level was adjusted to keep the heart rate and blood oxygen concentration constant. A heating device controlled by rectal temperature was used to maintain the rat at physiological core temperature. Before incision of the scalp, 3% lidocaine was injected S.C. at the site of incision. The skull and dura over the vermian part of lobules V and VIa were removed using a dental drill, a curved syringe needle and fine forceps. Subdural meninges were gently removed where the electrodes were to be inserted. The surface of the cerebellum was kept moist with a saline solution. The present study also used data obtained in a chronically implanted rat with tetrodes using a home-made microdrive (Gao et al. 2012) . The surgery for this animal was very similar, except for an injection of lidocaine (S.C.) before the incision, the addition of the microdrive, which was anchored to the skull using screws and dental cement, and the final suture of the wound before letting the animal wake up. The rat was left 2 days to recover before the beginning of tetrode adjustment.
Experiments and unit isolation were performed as described previously (de Solages et al. 2008; Gao et al. 2012) . Extracellular potentials were acquired with a TDT system 3 (Tucker Davis Technologies, Alachua, FL, USA). Signals were referenced against a tungsten electrode positioned in saline at the surface of the cerebellar cortex. The signal from each channel was first filtered (0.1-8 kHz) with a Butterworth filter, then differentially amplified, sampled at 25 kHz and stored to disk for offline analysis. The activity was continuously monitored through loudspeakers and displayed on a computer screen.
Simultaneous multiple single unit recordings were obtained using tetrode recordings (Wilson & McNaughton, 1993; Delescluse & Pouzat, 2006) . Multiunit activity was recorded from the Purkinje cell layer (as determined by the presence of complex spikes) either with hand-made 12 μm nickel-chrome wires (Goodfellow Cambridge Ltd, Huntington, UK) twisted together or commercial tetrodes (tungsten electrodes in a quartz matrix; Thomas Recording, Gießen, Germany) in the cerebellar vermis at depths ranging from 1 to 5 mm. Before recording, the tip of the wires were cleaned (Microelectrode Tip Cleaner; Thomas Recording) and gold-plated (gold solution; Sifco, Cleveland, OH, USA) to reduce their impedance to 200-300 k . The tetrode was lowered vertically in small increments of 10-50 μm. The different layers of the cerebellar cortex could be discriminated during the experiments according to their specific features (Gao et al. 2012) . In particular, the Purkinje cell layer was characterized by an intense cellular activity and distinctive complex spikes (Fig. 1D) , which, in the proximal molecular layer, appeared as 1-3 ms broad monophasic negative waves.
Continuous recordings were first high-pass filtered at 300 Hz with a Butterworth filter before thresholding (typically at 50 μV). Single-unit spikes were isolated off-line by means of manual clustering ('xclust' , M. A. Wilson, Massachusetts Institute of Technology, Cambridge, MA, USA) using the spike peak amplitudes. With these methods, three to seven units could be isolated per tetrode. The accuracy of unit isolation was assessed with two parameters: the fraction of spike counts in the ±1 ms window of the autocorrelogram (P acorr ) and the fraction of interspike intervals (ISI) inferior to 1 ms (P ISI ). Isolation of Purkinje cells was generally better than for interneurons (mean P ISI = 0.09% and 1.42%, respectively).
The procedures used do not allow the sorting of overlapping waveforms arising from occasional (Pouzat and Chaffiol (2009) . Bins in histograms B-D: 0.5 ms.
J Physiol 594.10 near-coincident spikes from two different units occurring within an interval of less than 0.5 ms (the width of the Purkinje cells spikes is less than 0.3 ms). As a result, spike train cross-correlations at submillisecond time lag were not computed in the present study.
The initial spike of a complex spikes has an amplitude profile over the tetrode channels similar to the simple spike of the same unit (de Solages et al. 2008) . Thus, clustering pools simple and complex spikes from the same unit. To isolate the latter, their stereotypical waveform was obtained by averaging five to 10 complex spike waveforms selected by hand. Putative complex spikes were then detected as a slow component on the low-pass filtered (800 Hz) trace by measuring the difference between the minima of the potential in the 2.5 ms preceding and following each spike (detected on the high-pass filtered trace). These slow events were identified as complex spikes based on their similarity with the stereotypical waveform obtained previously, which was tested using Spearman rank order correlation coefficient computed for the 6 ms that followed the spike peak. The quality of isolation was confirmed by assessing the presence of a pause (10 ms or more) in simple spike firing of a Purkinje cell after a complex spike.
The present study combines recordings from anaesthetized rats (19 Purkinje cells and 10 interneurons; six recording sites in six rats) and from an awake rat (three Purkinje cells and one interneuron; one recording site). These cells behaved similarly and exhibited similar cross-correlations and therefore were pooled in the rest of the study.
In vitro electrophysiology
Slices of cerebellar vermis were prepared similarly to the method described in . After the induction of anaesthesia with a ketamine-xylazine mixture, transcardiac perfusion of the rat with two cold, bubbled (95% O 2 , 5% CO 2 ) solutions was performed. The first solution (150 ml) contained (in mM): 115 NaCl, 26 NaHCO 3 , 3 KCl, 0.8 CaCl 2 , 8 MgCl 2 , 1.25 NaH 2 PO 4 , 10 D-glucose, 1 lidocaine-HCl and 1 ketamine-HCl. The second solution (100 ml) was identical except that sucrose (230 mM) replaced the NaCl. As soon as perfusion was under way, the abdominal aorta and/or the inferior vena cava were clamped, and the head of the rat was packed with ice. After perfusion, the rat was decapitated, the head was chilled over ice and the entire cerebellum was dissected out. Care was taken to avoid cutting or deforming the cerebellum. Sagittal slices (350 μm) of the cerebellar vermis were then cut using a 7000 smz slicer (Campden Instruments, Loughborough, UK) Recordings were performed at 32 ± 1°C in bicarbonate-buffered solution either under a BX51WI microscope (Olympus, Tokyo, Japan) equipped with a CoolSNAP EZ camera (Photometrics, Huntington Beach, CA, USA) controlled using microManager (Stuurman et al. 2007) and ImageJ (Abramoff et al. 2004) Fig. 5 , the pipette solution contained (in mM): 150 K-gluconate, 4 NaCl, 10 Hepes, 10 Mg-ATP and 13 biocytin pH-adjusted to 7.3 with KOH at 300 mosmol. Recordings were not corrected for the junction potential (estimated at 10 mV). Experiments were controlled using either WinWCP freeware (Strathclyde Electrophysiology Software, University of Strathclyde, Glasgow, UK) or Pclamp (Axon Instruments, Foster City, CA, USA).
Quantification of cross-correlograms
A cross-correlation histogram between two units is a measure of the number of spikes of the second unit occurring in a bin, b, centred on a given time shift, u, before/after a spike of the first unit. For a recording of length T, this cross-correlation histogram between units 1 and 2, termed J 12 (u), is therefore the number of spike pairs (i,j) of the two units occurring at times (t 1 (i),t 2 (j)) such that |t 1 (i) − t 2 (j) − u| < b/2.
To compute the significance in cross-correlation analysis, we used the standardized cross-covariance (Siapas et al. 2005) . It is defined as Q 12 (u)
A, with A = N 1 N 2 b/T, where N 1 and N 2 are the total numbers of spikes recorded from the units 1 and 2, Q 12 is an estimate of the expected number of spikes in a bin for independent Poisson spike trains of the same intensities as the two units. The asymptotic distribution of the standardized cross-covariance is thus approximately normal, Q 12 (u) ∼ N(μ = 0, σ 2 = 1). Significant modulation was assumed when |Q 12 (u)| > z crit and tested on the 60 × 1 ms bins of our ±30 ms cross-correlation histogram. The level of significance (α = 0.05) was thus divided by 60 yielding a critical Z-value of 3.34. Normalized cross-correlograms were obtained by dividing the observed cross-correlogram by A, the expected number of spikes per bin.
Phase-locking using the spike-triggered average
For each neuron, we calculated the spike-triggered average of the extracellular potential. We compared the peak found in the spectra of the spike-triggered averages with the peak found in the spectrum of the local field potential for the different recordings. Spectral density estimates of the continuous signal were obtained with Welch's method with windows of 4096 points (164 ms) for the spike-triggered averages and local field potential signal. The peak frequencies were obtained from a fit of the power spectrum with a Lorentzian curve (chosen because of its appropriate shape) added to a linear trend.
Recurrence-time analysis
The recurrence-time analysis that we developed is inspired by Johnson & Kiang (1976) . It describes the distribution of latencies to the first Purkinje cell spike after the interneuron spike, knowing the time interval between the last spike of the Purkinje cell and the interneuron spike. This allows us to examine the inhibition induced by the interneuron at the same time as taking into account the firing history of the Purkinje before the interneuron (a parameter not taken into account by Johnson & Kiang, 1976) .
From spike trains of the interneuron and the Purkinje cell, we compute, for each interneuron spike, the intervals ('recurrence times') from the previous Purkinje cell spike, t back (Fig. 4A, blue) , and to the next spike, t forward (Fig. 4A,  green) . Histograms of these values of recurrence times provide a rough estimate of the corresponding probability density function P back and P forward . If the interneuron has no action on the Purkinje cell firing (null hypothesis), it should be possible to predict the distribution of Purkinje cell firing after the interneuron with the knowledge of when it fired before (P back ) and of the Purkinje cell firing ISI probability density function P ISI . This prediction is close to a convolution of P back and P ISI (eqns (1) and (2)). An estimate of this predicted distribution was computed by discretization (we used a bin of 1 ms) and use of the empirical estimates of P back and P ISI .
The estimate of the prediction distribution can be compared with the observed distribution ( Fig. 4B and C) . The difference between the observed and expected distributions provides an estimate of the time course of the effect of the interneuron on the Purkinje cell ( Fig. 4D) :
which can be written as:
An important benefit of these approach is that the estimate of the expected distribution P [predict] forward is smooth because it is obtained by an integration. It is also possible to build confidence intervals, according to the binomial probability: to each bin centred in h with a width dh (we used dh = 1 ms) of the histogram of t forward corresponds a probability of realization p(h) = P forward (h) [predict] .dh. N realizations should produce in average N.p(h) values in the bin centred in h with a standard deviation s(h) = N.p(h)(1 − p(h)) . It is then possible to build a confidence interval by defining a significance level α which provides a Z critic and a confidence interval Z critic· s(h). Differences between observed and predicted values of the distribution of t forward falling out of the confidence interval may then be identified and counted (Fig. 4E) .
The intersection point between the predicted and the observed t forward distributions, corresponding to the zero-crossing point of the residuals distribution, was used to define the duration of the diminution of Purkinje cell firing probability. The strength of inhibition was quantified by comparing the integral of the distributions for the delay values during this period, and calculating the percentage of the observed integral compared to the predicted one.
To study the influence of the interneuron synchrony on inhibition strength, we used recordings in which more than one interneuron had been isolated (three recordings containing two, two and three interneurons, n = 11 Purkinje cells). For each Purkinje cell-interneuron pair, the inhibition strength was defined as the integral value of negative residuals.
Delayed-spike curve (DSC)
To compute the DSC (Fig. 5) , we need to estimate, for each interval t back (between a Purkinje cell spike and a following interneuron spike), how much the average of the observed interval t forward (between the interneuron spike and the following Purkinje cell spike) deviates from the prediction that can be made based on the sole distribution of ISIs.
We first computed the observed averaged value of time intervals from an interneuron spike to the next Purkinje spike <t forward (t back )> [observed] , using 3 ms time bins for J Physiol 594.10
t back values. To compute the expected <t forward (t back )> for each t back > 0, we either simply took the average of Purkinje cell ISIs larger than t back :
or estimated the average <t forward (t back )> for each t back produced by replacing the interneuron spikes with random spike trains with the same ISI distribution and length; such a computation was repeated 10 times to estimate a < t forward (t back )> [expected from random] . The DSC was estimated as the difference between either of these two quantities:
A linear fit was then performed on DSC values to provide a first-order estimate of the time-dependence of the effect of interneurons on Purkinje cells. Both methods yielded similar estimates of the slope of the DSC.
Exponential tail of the ISI distribution
To study the distribution of interspike intervals, the ISI histogram was first constructed (bin = 1 ms). Using a linear fit on the logarithm of the ISI histogram count, single exponential fits were performed on the tail of the histogram, starting from the eight last values of the tail (dropping the parts of the histogram with spike counts inferior to 10 values per bin; indicated in grey in Fig. 6B ), and then increasing the number of the values used for the fit: nine last values, then 10 last values, etc. For each of these fits, the SD of the residuals was computed, and the fit with the lowest standard deviation of residuals was considered as the one identifying the longest part of ISI tail optimally described with a single exponential; the beginning of this tail signals the 'memory time' of the cell (Ostojic, 2011) . Care was taken to perform the fits on parts (>90 s) of the recordings with a stable firing rate because fluctuations in the average firing rate shall modify the ISI distribution.
Model
The interneuron was modelled as a single-compartment exponential integrate-and-fire model, in which the dynamics of the membrane potential are given by:
The membrane time constant was C/g 1 = 20 ms, the resting potential V rest = -65 mV and the g l and I IN bkg currents are defined below.
The Purkinje cell was modelled as a two-compartment exponential integrate-and-fire model which was found to account well for the very fast response of Purkinje cells (Ostojic et al. 2015) . We refer to the two compartments as 'somatic' and 'dendritic' . Dynamics of the membrane potentials V s and V d in the two compartments are given by:
Values of the capacitances and conductances of the two compartments were C s = 30 pF, C d = 1500 pF, g s = 0.6 nS and g d = 30 nS, whereas the junctional conductance was g j = 200 nS.
The interneuron compartment and the somatic compartment of the Purkinje cell contain an exponential spike-generating mechanism (Fourcaud-Trocmé et al. 2003; Badel et al. 2008) :
The normalization of is chosen in Eqns (5) and (6) such that V T is the spike threshold. Namely, once the membrane potential crosses the threshold V T , it diverges to infinity in finite time as a result of this exponential current. This divergence represents the firing of an action potential. Following the divergence, the membrane potential is reset to a value V r after a refractory period τ rp . In the two compartment model, following the action potential, the dendritic compartment was hyperpolarized by an amount β d . The parameter T quantifies the sharpness of the action potential initiation. For the Purkinje cell, T 0.75 mV (Rieubland et al. 2008) and this value was used in both interneuron and Purkinje cell models. The other parameters were V T = -50 mV, V r = -60 mV, τ rp = 1 ms and β d = 0.5 mV.
The somatic compartment of the Purkinje cell model received GABAergic synaptic inputs I syn from the interneuron modelled as a delayed difference of exponentials:
. (8) where the peak conductance (g syn = 0.4 nS), latency (τ 1 = 1.5 ms), rise time (τ r = 0.5 ms) and decay time (τ d = 3 ms) were taken from in vitro electrophysiological measurements of spontaneous inhibitory currents in Purkinje cell of adult rats (de Solages et al. 2008) . The chloride reversal potential was taken as V syn = -70 mV.
The interneuron and the two compartments of the Purkinje cell model received fluctuating inputs I IN bkg , I
PCs bkg and I PCd bkg mimicking background synaptic activity. These fluctuating inputs were defined as:
Here, μ IN and μ PC represent the mean fluctuating input to the interneuron and to the Purkinje cell. The terms η IN , η PCs , η PCd and η common are uncorrelated Ornstein-Uhlenbeck stochastic processes given by:
where ζ i (t) are white-noise processes of zero mean and unit variance, and τ n = 1 ms. The terms proportional to η common represent the shared fluctuating input between the interneuron and the two compartments of the Purkinje cell. The parameters f IN and f PC represent the fraction of the variance as a result of common inputs in the interneuron and the Purkinje cell. The variances of the fluctuating inputs to the two compartments of the Purkinje cell model were moreover proportional to the areas of the compartments. The means μ IN and μ PC , and SDs σ IN and σ PC of the total fluctuating inputs were adjusted to reproduce the observed firing rates and coefficients of variation of interspike intervals. The phase-response data shown in Fig. 5G were obtained by simulating the above models of interneuron and Purkinje cell dynamics in absence of shared inputs, and applying the same analysis as for experimental data.
The illustration of the mechanism in Fig. 6 was generated using a single compartment leaky integrate-and-fire model with a membrane time-scale of 20 ms and white-noise fluctuating inputs (Ostojic, 2011) . The mean ± SD values of these fluctuating inputs were fixed to reproduce a firing rate of 30 Hz and coefficients of variation of 0, 0.22 and 0.75. Poisson-distributed instantaneous current inputs were added to estimate the phase-response curve. (Holt et al. 1996) , entropy: entropy of the log(ISI) distribution, computed as in Van Dijck et al. (2013) ; ISI location/scale, location and scale of the log-normal distribution fitted to the empirical interspike interval distribution.
Statistical analysis
Values in the text are given as the mean ± SEM unless specified. Tests were performed using a two-sample Student's t test.
Results
Tetrode recordings in the Purkinje cell layer enable the isolation of Purkinje cells and molecular layer interneurons
Simultaneous multiple single-unit recordings were obtained in the vicinity of the Purkinje cell layer in the cerebellar vermis using tetrodes (see Methods). In a few instances (ß5% of our Purkinje cell layer recordings) that we report in the present study, two types of units were distinguishable (Fig. 1A) : (1) fast firing units (20-60 Hz) (Table 1) , with an autocorrelogram that exhibits a typical central trough (Fig. 1B) , and with the characteristic properties of Purkinje cells recorded in the Purkinje cell layer (Ruigrok et al. 2011; Gao et al. 2012; Van Dijck et al. 2013) , and (2) slower units with flatter autocorrelograms (Fig. 1C) . The identity of the fast units was confirmed by isolating complex spikes in a subset of them (Fig. 1D) . The second type of unit (n = 11) had a slightly narrower spike and a smaller spike amplitude, (Fig. 1E and Table 1 ), a flatter autocorrelogram than Purkinje cells (Fig. 1C) , a wider distribution of ISIs (Fig. 1F and G and Table 1 ) and was devoid of complex spikes. These units were only detected in a limited subset of recordings, possibly as a result of the small amplitude of their spikes, which required the exact positioning of the electrode in the vicinity of the J Physiol 594.10 cell and an excellent signal/noise ratio, or their sensitivity to anaesthetics (in one recording, we transiently raised the isoflurane level from 0.5% to 1%, which caused a reversible extinction of the second type of unit). The recording location, close to the Purkinje cell layer, and the firing statistics of these units are compatible with properties distinctive of morphologically identified basket cells in the cerebellum (Ruigrok et al. 2011; Van Dijck et al. 2013) . They are therefore referred to as interneurons throughout the present study.
Interneurons exhibit asymetric cross-correlograms with the Purkinje cell population
To study the changes in firing probability of one cell around the spike of another cell, we examined their cross-correlograms. Cross-correlograms between Purkinje cells exhibit positive correlations at ±1 ms and ±4-6 ms (n = 43) ( Fig. 2A-C) , indicative of a population oscillations at ß200 Hz (de Solages et al. 2008) . By contrast, cross-correlograms between interneurons ( Fig. 2D-F but revealed a ß3 ms large peak of positive correlations around 0 surrounded by ß15 ms troughs, indicative of near-synchronous discharge. This pattern is similar to that reported previously for pairs of molecular layer interneurons in vitro (Mann-Metzer & Yarom, 1999) . Interneurons are connected by electrical and chemical synapses Rieubland et al. 2014) . Although the former have been shown to generate the central positive correlation (Mann-Metzer & Yarom, 1999) , lateral troughs may also result from synaptic cross-inhibition.
Cross-correlograms between simultaneously-recorded interneurons and Purkinje cells (with interneuron spikes at t = 0) often displayed a trough lasting ß7 ms (n = 36) ( Fig. 2G-I ), indicative of a reduction in the average Purkinje cell spike count after the interneuron spikes. Interestingly, the probability of Purkinje cell firing tended to increase before the interneuron spike, as revealed by the peak before 0 in the cross-correlogram. We never observed pairs of peaks at ±4-5 ms as in Purkinje cell-Purkinje cell cross-correlograms. Thus, the interneurons recorded appear to inhibit Purkinje cells but do not exhibit, in their cross-correlograms, the 200 Hz ripples (i.e. 4-5 ms side peaks around a central peak) found between cells embedded in the fast population oscillation (de Solages et al. 2008 ).
Molecular layer interneurons mediate feed-forward inhibition
In our recordings, molecular layer interneuron action potentials were generally preceded by an increase in Purkinje cell activity (ß30% excess of Purkinje cell spikes) and followed by a decrease of activity (ß30% deficit of Purkinje cell spikes) (Fig. 2G-I ).
To quantify this phenomenon, for each time bin, the fraction of all pairs of units with either positive or negative significant correlation was computed (Fig. 2I ). In the [-15, -1] ms window, a significant excess of Purkinje cell spikes before interneuron action potentials was present (for at least one 1 ms time bin) in 30/36 (83%) pairs. Similarly, a significant reduction of Purkinje cell firing in the [+1, +15] ms window was observed in 31/36 (86%) pairs.
In most pairs where inhibition of the Purkinje cell was seen, there was an increased spiking of Purkinje cell before the interneuron spikes (Fig. 3A) and we next examined whether this increase resulted from a disinhibition. Interneurons indeed have long ISIs (Fig. 1F ) and tend to be synchronous (Fig. 2D-F) . Their spikes might thus be preceded by a period during which interneurons have a reduced firing probability. This would cause a partial disinhibition and could explain the observed increase in Purkinje cell spike count. To test this hypothesis, we selected interneuron spikes that were preceded and followed by a period of 50 ms without discharge, therefore removing any change in average inhibition that could be linked to the previous or next spikes (Fig. 3B) . Even in this case, Purkinje cells increased their firing immediately before the interneuron discharge, suggesting that Purkinje cells share common excitatory inputs with interneurons that inhibit them.
To assess the existence of shared excitatory inputs, we simultaneously recorded, in sagittal slices of cerebellar vermis, Purkinje cells voltage clamped in the whole-cell configuration, as well as molecular layer interneuron activity using loose-cell attached recording. The average Purkinje cell current triggered on spontaneous interneuron spikes displayed an average waveform (Fig. 3C ) with a time course strikingly similar to the cross-correlogram obtained in vivo (Fig. 3B) . Indeed, interneuron spikes were preceded by an inward (excitatory) current of -1.2 ± 0.3 pA (different from 0; P < 0.001, n = 30) and followed by an outward (inhibitory) current 3.9 ± 0.8 pA (P = 2 × 10 −5 , n = 30). The onset of the outward current is masked by a ß1 pA peak centred around 0 (i.e. around the peak of the action potential in the interneuron). This peak probably has two origins: a small artefactual coupling between the two recording channels (for another example of such coupling, see Ko et al. 2011) and the coupling between the basket and the Purkinje cell soma that it surrounds (Blot & Barbour, 2014) .
The synaptic outward (inhibitory) current following the interneuron spike was preceded by an inward current in the Purkinje cell, indicating that events producing the interneuron spikes were associated with excitation of the Purkinje cell. The biphasic pattern observed in the cross-correlograms thus appears to be produced by a shared excitatory input followed by inhibition of the Purkinje cell by the interneuron.
A simple model of feed-forward inhibition reproduces the shape of the cross-correlogram
We aimed to simulate the features of interactions between Purkinje cells and interneurons using a simplified model (Fig. 3E-F) to test whether feed-forward inhibition could indeed induce this pattern of correlations. Purkinje cells and interneurons were modelled as leaky integrate-and-fire neurons with two (de Solages et al. 2008; Ostojic et al. 2015) and one compartment, respectively. Because recorded interneurons are probably basket cells (see Discussion), synapses between interneurons and Purkinje cells were implemented on the somatic Purkinje cell compartment only. Excitatory currents from granule cell inputs were produced in both cells by partially common fluctuating inputs, the intensity of which was adapted to reproduce the firing rate and the coefficient of variation of ISIs found in our recordings.
Cross-correlograms obtained by this model reproduced qualitatively the data observed in vivo (Fig. 3F, blue) , with an initial co-excitation followed by an inhibition Fig. 2H ), and is represented by a single line on the image with the colour corresponding to the value of the cross-correlogram at each time point. B, correlogram with all interneuron spikes (black) or with only interneuron spikes preceded and followed by of the Purkinje cell. This pattern was dependent on feed-forward inhibition because driving the two cells with entirely independent fluctuating input processes abolished the co-excitation, leaving only the inhibition (Fig. 3E,  green) . Conversely, the effect of shared inputs can be assessed by removing the synapses between the Purkinje cell and interneurons (Fig. 3E, red) and reveals a broad synchronization, of which the late phase is normally hidden by inhibition. The correlogram corresponding to feed-forward inhibition can be obtained by summing the correlograms corresponding, respectively, to a direct inhibitory connection and to shared inputs (Ostojic et al. 2009 ).
Varying the amount of shared excitation changes the amplitude of the positive peak in the cross-correlograms (Fig. 3G-H) ; the size of this peak essentially depends on the square root of the product of the fraction of excitatory inputs of each cell that are shared with the other cell (Ostojic et al. 2009 ) and values of this parameter between 0.1 and 0.8 produce an excess of ß15% to ß120% correlations (peak correlation divided by the baseline correlation value) between the cells (Fig. 3H ).
In this model, the amplitudes of the excitatory and inhibitory phases of the correlogram are set by independent parameters (strength of common inputs and strength of inhibition). Interestingly, this independence was not observed in our in vivo recordings, where the average amplitudes of these two phases were correlated (P = 2 × 10 −6 ) ( Fig. 3A and D) . This suggests that the strength of inhibition was matched to the strength of shared excitation in vivo.
Reduced Purkinje cell spike count after interneurons spike in cross-correlogram corresponds to inhibition
As shown above, discharges of Purkinje cells and interneurons are coupled and interneuron spikes are generally preceded by an increased discharge probability of the Purkinje cells, which is attributed to shared excitation.
We interpreted above the reduction in Purkinje cell spike count after the interneuron spikes as the result of inhibition. However, because Purkinje cell ISIs are rarely shorter than 7 ms, a reduction in the Purkinje cell spike count is expected after they have been active. A common excitation of Purkinje cells and interneurons leading to a preferential sequence of activation of Purkinje cells before interneurons might therefore account for the reduced Purkinje cell spike count after the interneuron spikes, and thus explain the observed correlation between the size of peaks and troughs of Purkinje cell spike counts, respectively, before and after interneurons spikes (Fig. 3D) .
To assess quantitatively how much of the reduced Purkinje cell spike count after the interneuron spike is a result of inhibition (vs. explained by the recent Purkinje cell firing history), we designed a method derived from the recurrence-time method from Johnson and Kiang (1976) , which takes into account the firing history of the Purkinje cell before the interneuron spike, and compares the observed distribution of Purkinje spikes after the interneuron with the expected distribution if the interneuron had no effect. Briefly, we computed the distribution of Purkinje cell interspike intervals (ISIs) (i.e. the distribution of latencies between successive Purkinje cell spikes; Fig. 4A and B, black). Assuming the interneuron has no effect on the Purkinje cell, we can produce an estimate of the expected distribution of the latencies between the interneuron action potential and the first Purkinje cell spike following it ( Fig. 4B and C, orange, expected t forward ). This is achieved by combining (an operation close to a convolution, see Methods) the Purkinje cell ISI distribution and the distribution of time intervals between interneuron action potentials and the previous spike of the Purkinje cell ( Fig. 4A and B, blue, t back ). A confidence interval for this smooth estimate can be easily derived (see Methods). This estimate can then be compared with the observed distribution of t forward to reveal the actual effect of the interneuron (Fig. 4A and C, green) . The subtraction ISIs longer than 50 ms (red). Note that the red line is located slightly above the black line, indicating a slightly higher firing probability of Purkinje cell spikes before and after the interneuron if no interneuron spike takes place during that period of time. C, average of Purkinje cell current, triggered on spontaneous interneuron spikes, recorded by whole cell patch-clamping in vitro reveals incoming excitation before the inhibitory current. D, the increase in Purkinje cell normalized spike count before and the decrease after the interneuron spike (in vivo data, averaged over the ±2-8 ms window) are correlated (normalization as in A). E-F, correlations for various connectivity patterns in a simple model of interneuron + Purkinje cell (see Methods) y-axis: Purkinje cell spike count per interneuron spike (bin = 0.5 ms). E, in a model with an inhibitory connection between the Purkinje cell and the interneuron, a monophasic reduction of firing (green) is observed. Injecting shared common noise inputs in a interneuron -Purkinje cell pair that is not synaptically connected produces a broad synchronization of the Purkinje cell and interneuron (orange). F, a pattern of cross-correlogram similar to that observed in vivo (B) is found when the interneuron and Purkinje cell receive both common and independent noise and the interneuron inhibits the Purkinje cell (blue). G, cross-correlograms of simulated spike trains computed for varying amounts of shared inputs; the numbers correspond to the square root of the product of the fraction of shared inputs in each cell (e.g. 0.28 corresponds to 40% and 20% of shared inputs in the cells √ 0.4 * 0.2). H, amplitude of the peak and trough of the simulated cross-correlograms as a function of the square root of the product of the fraction of shared inputs in each cell ( √ σ Purk * σ IN ). Grey shadings in B and C are the SEM.
J Physiol 594.10 of the two (observed -expected) indicates a departure from the null hypothesis (an absence of modulation of the Purkinje cell by the interneuron) and revealed significant early negative and late positive modulations (Fig. 4D , red and blue, respectively,). Recurrence-time analysis thus confirmed that interneurons recorded inhibit Purkinje cells (Fig. 4E-G) . The inhibition reduces the spike occurrence by 46.8 ± 3.2% (reduction at maximal inhibition, average inhibition profile in Fig. 4F ) (n = 32). This inhibition lasted 8.5 ± 0.5 ms ( Fig. 4F ; its onset could not be resolved as a result of difficulties in sorting spikes separated by less than 1 ms; see Methods). The reduction of Purkinje cell spike count after the interneuron discharge is thus not only a result of co-excitation (and sequential firing) of the two cell types but also a genuine inhibition.
Molecular layer interneurons are coupled by gap junctions (Sotelo & Llinás, 1972) , which synchronize their firing in vitro (Mann-Metzer & Yarom, 1999) and probably also contribute to the synchrony observed in vivo (Fig. 2D-F) . The coincident inhibitory inputs of multiple interneurons should enhance the inhibition. Using recordings with multiple interneurons (three recordings containing two, two and three interneurons, n = 11 Purkinje cells), we quantified this phenomenon by selecting interneuron spikes that were synchronous (in a 3 ms window). These spikes represented only a minority of the total number of spikes (mean ± SD, 13 ± 6%). We then compared the changes in Purkinje cell spike occurrence probability (Fig. 4D) following synchronous or non-synchronous interneuron spikes (Fig. 4G) . The inhibition was stronger when spikes . This prediction is compared with the observed distribution of latencies to the first Purkinje cell spike after the interneuron spike (A and C, t forward , green). C, example of observed (green) and expected ± SEM (orange respectively full and dashed lines) t forward distributions for one interneuron-Purkinje cell pair. The observed distribution is significantly lower than that expected for delay values in the range t. The strength of inhibition can be defined as the difference of probability for these delays (orange area a between the two curves), divided by the integral of the expected distribution of intervals for the same delays (a + b). D, difference between the two distributions shown in C, revealing the delays after the interneuron spikes at which the Purkinje cell fires significantly less (blue) or more (red) than expected. were synchronous [integral of the negative residuals for interneuron synchronous spikes was, mean ± SD: 105 ± 17%, median 54%, significantly bigger (P = 0.006) than for all interneuron spikes, and was mean ± SD: 179 ± 66%, median 72%, significantly bigger (P = 0.002) than for non-synchronous interneuron spikes, n = 13 pairs interneuron-Purkinje cell]. The duration of inhibition, measured as the intersection of the residual curves with zero, was however not significantly changed (ratio with unsynchronous spikes, mean ± SD: 18 ± 14%, bigger, P = 0.20; all spikes: 5.2 ± 30%, bigger, P = 0.9). Thus, interneuron synchronization did not significantly prolong the inhibition of Purkinje cells but increased its strength by a factor 2 during the same ß8 ms period.
High levels of synaptic inputs allow molecular layer inhibition to be independent of Purkinje cell firing cycle
Purkinje cells are intrinsically rhythmic and are sometimes considered as oscillators, and synaptic inputs can be viewed as perturbation applied to the oscillation. In this context, a much studied quantity is the phase-response curve (Ermentrout & Terman, 2010) , which assesses changes in the impact of a perturbation as a function of its time in the firing cycle. In vitro, current injections in the somatic compartment of Purkinje cell can produce an inhibition of variable duration, depending on the phase of the Purkinje cell firing cycle at which they occur. For example, synaptic inputs may affect much more strongly the timing of next Purkinje cell spike if they occur long after the previous Purkinje cell spike (Phoka et al. 2010; Couto et al. 2015) . Therefore, the impact of a synaptic input may critically depend on the firing history of the postsynaptic cell. This may have an important impact on the computations performed in the network. We therefore set out to examine this feature in vivo. In vivo, the ISI distribution has a long positive tail, precluding the definition of a proper 'rhythm' of the cells (required to define a phase). Instead, we examined a closely related quantity, the DSC, which simply measures how the discharge of the interneuron delays the discharge of the following Purkinje cell spike as a function of the interval between the interneuron spike and the previous Purkinje cell spike. Specifically, we examined the deviation from the expected latency to the next Purkinje cell spike after an interneuron spike (t forward ), as a function of the time elapsed between the previous Purkinje cell spike and the interneuron spike (t back ) (Fig. 5A-D) . The expected latency to the next Purkinje spike is obtained from the Purkinje ISI distribution (see Methods). The average deviation from the expected ISI induced by interneuron spikes (Fig. 5B , red) appeared to be independent of the delay subsequent to the last Purkinje cell spike, as indicated by the slope of the linear fit (Fig. 5B, green) , which was ß0 (Fig. 5E ). This slope was furthermore independent of the firing rate of the Purkinje cell ( Fig. 5F and G, triangles) .
To further investigate this phenomenon, we performed whole cell voltage-clamp recordings of Purkinje cells in sagittal slices of the cerebellar vermis from adult rats, and stimulated visually-identified basket cells in the loose cell attached configuration. The DSC of such recording was not flat (Fig. 5C ) and generally had a positive slope (Fig. 5E  and G, circles) . Interneuron spikes occurring late after a Purkinje cell spike (and thus presumably just before the next Purkinje cell spike) are therefore more effective at inhibiting the cell.
During slice preparation, all the afferent fibres to the cerebellar cortex are cut. The basal level of activity is therefore reduced and the background synaptic activity is extremely low, as can be seen by the low coefficient of variation of the Purkinje cell ISIs compared to in vivo recordings (in vitro: 0.12 ± 0.06, n = 19, in vivo: 0.81 ± 0.39, n = 27, P < 1 × 10 −4 ). To increase this background activity, we applied 100 μM furosemide, which blocks α6-containing GABA receptors found specifically on cerebellar granule cells (Korpi et al. 1995) , and thus increases the excitability of the input layer of the cortex (Hamann et al. 2002) . Furosemide application could reproduce a level of variation of Purkinje cell ISI similar to that observed in vivo (0.61 ± 0.34, n = 5, which is not significantly different from in vivo, P = 0.17, which is significantly different from in vitro without furosemide P < 1 × 10 −4 ). This was, however, only possible for relatively low Purkinje cell firing rates. DSCs measured in the presence of furosemide appeared flat (Fig. 5D) , with a smaller slope than without furosemide (Fig. 5E ). Dense synaptic inputs producing an irregular discharge (high coefficient of variation of the ISIs) thus appear to induce a flattening of the DSC of Purkinje cells.
We examined whether the irregularity of the discharge would indeed be sufficient to explain the flat DSC. For this purpose, we built a simple two-compartment model Purkinje cell (see Methods), where the irregular discharge was produced by stochastic inputs. We found that the slope of the DSC was strongly influenced by the degree of discharge irregularity (with little impact of the firing rate) (Fig. 5H) . In particular, flat DSCs could be observed at any firing rate, provided that the input noise produced sufficient variability (reflected in a high coefficient of variation of the ISIs).
The underlying cause of the flat DSC is directly linked to the dynamics of membrane potential in irregular-discharging neurons, as described previously within the framework of a simple single-compartment model (Ostojic, 2011) . For a fixed discharge rate, the firing mode of the neuron progressively changes as the fluctuating part of its inputs increases. In the absence of fluctuating inputs, the neuron fires perfectly periodically as a result of a tonic depolarizing input (Fig. 6D) , J Physiol 594.10 and the phase of any additional input strongly affects the timing of the next action potential (Fig. 6G) . This corresponds to the cases observed in vitro under the low noise condition (Figs 5C and 6A) . As the magnitude of the input fluctuations is increased, the same firing rate is obtained with a smaller mean depolarizing part and the firing becomes more irregular. Eventually, the mean input becomes insufficient to drive the neuron above threshold. The firing of the neuron becomes driven by the fluctuations that stochastically hyperpolarize or depolarize the membrane potential and deflect it from the mean subthreshold depolarization produced by the input mean. In this regime, as the time after the previous action potential increases, the membrane potential progressively forgets when it last crossed the threshold, and the dynamics eventually become independent of the time subsequent to the last spike (Ostojic, 2011) . This 'loss of memory' (at a fixed discharge rate) leads to an exponential tail in the distribution of interspike intervals ( Fig. 6E and F) , as observed in vivo ( Fig. 6B and C) , and implies that any additional input has an effect that is independent of its timing subsequent to the last action potential. The DSC therefore becomes flat at input times larger than the memory time of the system ( Fig. 6H and I) . The memory time moreover decreases as the magnitude of the fluctuations is increased. Consequently, the DSC becomes progressively flatter as the irregularity of the firing increases.
Lack of evidence for the involvement of interneurons in fast oscillations organizing the Purkinje cell population
Finally, as noted above, interneurons did not exhibit, in their cross-correlograms, the fast 200 Hz ripples found in the Purkinje cells and associated with fast cerebellar oscillations (de Solages et al. 2008) . To further investigate whether interneurons participate in the 200 Hz oscillations, we calculated the average of the unfiltered local field potential (LFP) around spike times (spike-triggered average, Fig. 7A and B) . Spike-triggered averages of the LFP for Purkinje cells (Fig. 7A and B, red) revealed oscillations in the form of a ripple around the spike, indicative of phase-locking of the spike to a local oscillation. The power spectrum of the spike-triggered δT (ms) δT (ms) δT ( = 0, 0.22 and 0.75, respectively in D, E and F) , at the same time as the mean discharge rate is kept constant (30 Hz, dashed black line). This is achieved by increasing the variance of the fluctuating input at the same time as lowering its mean. The memory time T 0 (orange line) is defined as the time at which the tail of the distribution becomes exponential (Ostojic, 2011) . G-I, DSCs corresponding to (D) to (F).
J Physiol 594.10 average exhibits a peak at ß200 Hz (Fig. 7C, blue) , at the same frequency as the peak of the LFP power spectrum computed for the whole recording (Fig. 7D , blue, slope = 1.03, r 2 = 0.58, P < 1 × 10 −5 ). By contrast, no oscillation was detected in the molecular layer interneuron spike-triggered averages ( Fig. 7A and B, red) . Accordingly, their power spectra were relatively flat, with a broad peak at much slower frequency (ß50 Hz) ( Fig. 7C ; note, however, in the panel inset showing all interneuron spectra, that a small peak at ß170 Hz is seen for one interneuron, in green), which was independent of the LFP power spectrum peak (Fig. 7D , red, P = 0.9). Therefore, the interneurons recorded in the present study do not appear to participate in the high-frequency oscillations organizing the Purkinje cell activity.
Discussion
Simultaneous recording of molecular layer interneurons and Purkinje cells
In the present study, we simultaneously recorded two types of units. Purkinje cells can be formally identified by the presence of complex spikes. However, even in the absence of identified complex spikes, the relatively high firing rate and shape of the cross-correlogram permit the unambiguous classification of Purkinje cells. Very fast (ß200 Hz) oscillations are systematically visible both in cross-correlograms and in the LFP averaged around Purkinje cell spikes (de Solages et al. 2008) .
The other type of units recorded never exhibited complex spikes, had a slower firing rate than Purkinje cells, had a wider distribution of interspike intervals, and did not show a trace of fast oscillations in cross-correlograms and spike-triggered average of the LFP. They did not present any of the distinctive firing properties of Golgi cells (Vos et al. 1999) but presented multiple characteristics of molecular layer interneurons. First, they appeared to inhibit Purkinje cells monosynaptically, a feature also reported for the Lugaro cell (Dean et al. 2003) , a much less frequent and less characterized cell type. The physiology of Lugaro cells is still relatively unknown. They are, however, less numerous than basket cells and do not appear to mediate a strong direct effect on Purkinje cells because their activation by serotonin decreases inhibitory synaptic activity in Purkinje cells (Dieudonné and Dumoulin, 2000) . They therefore probably do not represent a significant percentage of our sample. Second, the discharge statistics of our slow units match with values found in identified molecular layer interneurons and discriminate these cell types from other units in the cerebellar cortex (Ruigrok et al. 2011; Van Dijck et al. 2013) . Third, in our recordings, pairs of these slow units displayed cross-correlograms with a ß3 ms synchrony, which is similar to those reported in vitro for molecular layer interneurons (Mann-Metzer & Yarom, 1999) . Finally, because these cells were recorded together with Purkinje cells, they are located close to the Purkinje cell layer and are thus probably basket cells.
Interneurons mediate feed-forward inhibition
In vivo recordings are performed under conditions of intense background synaptic activity resulting in irregular firing discharge (high coefficient of variation of the ISIs) and offering the opportunity to study the functional connectivity in the network. The cross-correlograms between interneurons and Purkinje cells indicate that the former preferentially discharge in the milliseconds following a Purkinje cell spike. We confirmed that (1) the increased Purkinje discharge before the interneuron was not the result of a disinhibition of Purkinje cells; (2) the inhibition was still observed if we took into account the increased Purkinje cell spike count before the in A) and of the local field potential (LFP, green). The high-frequency component is present in the LFP and in the STA of the Purkinje cells (blue) but not in that of the interneuron (red). Inset: power spectrum of the STA of all the interneurons; there is no peak at high frequency (except maybe a small peak for the cell plotted in green). D, peak frequency in the spectra of STA values is correlated with the peak frequency in the spectra of the LFP for Purkinje cells (red) but not interneurons (blue).
interneuron; (3) the pattern of the correlogram was reproduced by a simple model of feed-forward inhibition; and (4) it was observed in intracellular recordings in vitro under conditions of increased background activity. We therefore suggest that this pattern of firing results from feed-forward inhibition.
The timing of the Purkinje cell excitation/inhibition sequence around the interneuron spikes is close to the 5-10 ms delay recorded in vitro between the glutamatergic current and the disynaptic inhibitory current in the Purkinje cell in response to granule stimulation (at room temperature) (Barbour, 1993) . Such a pattern of consecutive excitation and inhibition in Purkinje cell firing following the stimulation of beams of parallel fibres has been previously described in vivo (Andersen et al. 1964; Eccles et al. 1967) and in vitro (Barbour, 1993; Brunel et al. 2004; Mittmann et al. 2005) . It is a predominant feature of activation in response to extracellular stimulation in the granule cell layer or in the molecular layer in vitro. It can also be seen after single granule cell stimulation (Barbour, 1993) and is classically interpreted as the signature of feed-forward inhibition. Feed-forward inhibition also appeared to be largely present in a study of the functional impact on Purkinje cell discharge of focal stimulations in the granule layer, as long as interneurons and Purkinje cells probably had overlapping dendritic trees (Dizon & Khodakhah, 2011) .
However, the relevance of a feed-forward inhibitory circuit has been questioned by experiments mapping the cutaneous receptive fields in unanaesthetized decerebrated animals. The cutaneous stimulation that evoked Purkinje cell or activity without complex spikes allowed the identification of 'parallel fibre' somatosensory receptive fields. Parallel fibre receptive fields for Purkinje cells were always disjoint from the receptive fields of interneurons recorded nearby (Ekerot & Jörntell, 2001; Jörntell & Ekerot, 2002; Jörntell et al. 2010) , suggesting that separated parallel fibres excite the adjacent Purkinje cells and interneurons.
Under the conditions of the present study, both independent and shared excitation onto Purkinje cells and interneurons were required to reproduce, in a model of the interneuron-Purkinje cell network, the features of the cross-correlograms obtained with our recordings. This indicates that a subset of the excitatory inputs in the network is shared by interneurons and Purkinje cells. The amplitude and time constant of the post-synaptic inhibitory current at the interneuron → Purkinje cell synapses in vivo used in the model (peak conductance: g syn = 0.4 nS, decay time τ d = 3 ms) are in accordance with in vitro measurements performed unnder physiological conditions (Houston et al. 2009 ).
Patterns of feed-forward inhibition, with increased and decreased firing of Purkinje cells respectively before and after the interneuron spikes, appear almost ubiquitous under our conditions. Indeed, the strength of the inhibition that an interneuron mediates is strongly correlated with the level of excitation it shares with its target (Fig. 3A and D) .
Interestingly, bursts of intense parallel fibre excitatory inputs triggering trains of Purkinje cells spikes have also been shown to trigger long (15-150 ms) pauses, which increased in duration with the intensity of the incoming excitation and did not involve inhibitory inputs, and which might signal learned input patterns (Steuber et al. 2007 ); our results suggest that feed-forward inhibition might participate in similar encoding at shorter time-scales (<10 ms). Feed-forward inhibition does not appear to be prominent for sensory inputs in the paravermal area (Ekerot & Jörntell, 2001 ; see above, although the recorded interneurons in these studies may have been mostly stellate cells, whereas the present study, which is using spontaneous instead of evoked activity, probably focused on basked cells), although it has been observed in hemispheres for facial stimulations (Santamaria et al. 2007; Chu et al. 2012) . Further studies will be needed to determine whether, for example, feed-forward inhibition is preferentially present in response to non-sensory inputs such as cortico-cerebellar inputs, which are cut in decerebrated preparations (Ekerot and Jörntell, 2001) , or whether the predominance of these patterns of connectivity is unevenly distributed in the cerebellum.
Dynamics of inhibition in vivo
Inhibition of Purkinje cells by molecular layer interneurons has been extensively studied in vitro in young animals, where strong inputs can affect Purkinje cell firing (Häusser & Clark, 1997) . These inhibitory connections are developmentally regulated and much smaller in the adult (Pouzat & Hestrin, 1997) . The currents that we recorded in slices were indeed small and in agreement with the recordings of Pouzat & Hestrin (1997) (taking into account the reduced driving force in our conditions, with a low chloride internal solution). This reduced amplitude in adult animals might explain why the only study that recorded interneuron-Purkinje cell pairs in vivo (Bengtsson et al. 2013) reported little effect of molecular layer interneurons on Purkinje cells. In the present study, we show that inhibition induced by putative basket cells is indeed very brief but quite strong. Bengtsson et al. (2013) used loose-patch dual extracellular recordings, and targeted neurons less than 10 μm apart, which could explain the discrepancy with our observations. With our tetrode recordings (with contact distances ß30 μm), interneurons are probably in a ß50 μm radius around Purkinje cells. Basket cells might therefore have smaller connections with Purkinje cells directly apposed to their soma than with those positioned a few tens of microns laterally, as their axonal morphology suggests (Bishop, 1993) .
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The onset of inhibition cannot be resolved in our cross-correlograms because simultaneous spikes are difficult to isolate and have therefore been excluded. It nonetheless appears to be rapid, as close to the extracellular interneuron spike as can be resolved by our technique (Fig. 2G-I ). This absence of delay might be a result of the action of coupled interneurons, some of which, on average, would fire before the one recorded. It could also be explained by the extremely fast ephaptic inhibition of Purkinje cells through basket cell pinceaux (Blot & Barbour, 2014) .
The short duration of inhibition of Purkinje cell discharge fits with previous reports of the fast somatic inhibitory currents (decay time close to 3 ms) in Purkinje cells (de Solages et al. 2008; Houston et al. 2009 ). This suggests that the somatic synaptic potentials have a decay close to the decay of synaptic currents. This requires a fast somatic membrane constant, which probably results from the low-resistance coupling of the somatic compartment with the large dendritic compartment in the Purkinje cells (de Solages et al. 2008; Ostojic et al. 2015) .
The forgetful neuron
We found that, in vivo, the average delay in Purkinje spike times induced by the interneurons input is independent of the timing of the Purkinje spike that preceded the synaptic input. This may be interpreted as a sign that Purkinje cells act as perfect integrator by exactly compensating its leak current via an unresolved biophysical process (Phoka et al. 2010; Couto et al. 2015) . Our in vitro and modelling experiments support an alternate view, where, because of the intense incoming synaptic activity, the dynamics of Purkinje cell membrane potential is weakly dependent on the previous synaptic inputs and firing history (Ostojic, 2011) and is thus deterministic only on short time scales.
Under all the three conditions (in vivo, in vitro low noise and in vitro high noise), the slope of the DSC appeared to be only weakly dependent of the cell firing rate in our experiments (Fig. 5E-G ). This appears contradictory to the observation of Phoka et al. (2010) , where Purkinje cell with a low firing rate tend to have a flatter phase response curve, even for a low coefficient of variation of the ISI (Couto et al. 2015) . The cause of this discrepancy is unclear, although it might be explained by differences in the preparation (we are studying Purkinje cells from adult rats, in contrast to the immature rats used in these studies) and/or recording conditions. Indeed, a subset of the Purkinje cell that we recorded in vitro exhibited a very low coefficient of variation of ISI, and only a mild slope of their DSC (cluster of points in the bottom left in Fig. 5G) ; therefore, the cases described by Phoka et al. (2010) and Couto et al. (2015) could correspond to cases of highly regular Purkinje cell discharge that are less frequent in vitro in adult Purkinje cells and are not observed in vivo.
The firing of Purkinje cells have also been proposed to exhibit some degree of temporal structure at longer time scales than those employed in the present study, with alternating periods of short, regular, ISIs and long irregular ISIs ('pauses'; Shin et al. 2007) . The mechanisms promoting these two regimes are not yet fully resolved, although our DSC analysis suggests that the impact of the interneurone on PC firing is similar in both conditions.
In vivo, because of the strong level of synaptic activity and possibly also the complex spike-dependent processes (Cerminara & Rawson, 2004) , Purkinje cell discharge is irregular and the underlying membrane potential dynamics may thus be characterized as having a short memory time compared to the extent of the ISI distribution. The function of inhibition by interneurons might therefore be to reduce the probability of firing during a short time, corresponding to one 200 Hz oscillation cycle. This convergence of time scales for synaptic integration and the organization of population activity might indicate that the fundamental operation clock of the cerebellum, which has been described as specialized in timing with millisecond precision (Ivry & Spencer, 2004; Zatorre et al. 2007; D'Angelo & de Zeeuw, 2009) , is ß5-10 ms.
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