The Burr type III distribution allows for a wider region for the skewness and kurtosis plane, which covers several distributions including the log-logistic, and the Weibull and Burr type XII distributions. However, outliers may occur in the data set. The robust regression method such as an M-estimator with symmetric influence function has been successfully used to diminish the effect of outliers on statistical inference. However, when the data distribution is asymmetric, these methods yield biased estimators. We present an M-estimator with asymmetric influence function (AM-estimator) based on the quantile function of the Burr type III distribution to estimate the parameters for complete data with outliers. The simulation results show that the M-estimator with asymmetric influence function generally outperforms the maximum likelihood and traditional M-estimator methods in terms of the bias and root mean square errors. One real example is used to demonstrate the performance of our proposed method.
Introduction
Burr [1] provided several forms of cumulative distribution functions for fitting data. The Burr type III distribution, in particular, covers a wider region in the skewness and kurtosis plane including the gamma family, the Weibull family, the log-normal family, the bell-shaped and J-shaped beta distributions (see [2] ). The Burr type III distribution also includes the entire region covered by the Burr XII distribution. Thus, the Burr type III distribution could be used as an alternative distribution for fitting data. Lindsay et al. [3] compared the Burr type III distribution with the Weibull distribution for the diameter data from 20 permanent sample plots of pinus radiate. The results showed that the Burr type III distribution outperformed the Weibull distribution in its ability to summarize diameter data. Clark et al. [4] used the maximum likelihood method to fit a sample of 1034 fault-trace lengths from the South Yorkshire coalfields. The results showed that the Burr type III distribution is capable of providing a satisfactory fit for the data. Shao [5] investigated the constrained maximum likelihood method to estimate the parameters of the Burr type III distribution for toxicity data. He also provided the lower confidence limits of percentile estimates using the delta method. Recently, Shao et al. [6] provided a modified Burr type III distribution for low-flow frequency data; it was a heavy lower tail distribution. A simulation study was conducted to investigate the performance of parameter estimates using three different methods. The results showed that the maximum likelihood estimates (MLE) method outperformed the other two methods-the method of moments and the probabilityweighted moments. Gove et al. [7] reported that the Burr type III is suitable for fitting data from uneven-aged northern hardwood stands.
However, there is a possibility that the data collection contained outliers. The MLE method's parameter estimation is very sensitive to outliers. The robust regression (RR) method has been successful in tracing outliers, and making sure that they do not affect the statistical inference. RR methods that can be used to trace outliers include the likes of least absolute value, least trimmed squares, the M-estimator, and the GM-estimator. Huber [8] [9] [10] developed a series of estimations called M-estimations, which are based on a variety of objective functions. Traditional M-estimator methods based on symmetric robustifying functions assume that the distribution is symmetric, but when the data distribution is asymmetric, these methods yield biased estimators (see [11] ). Bustos et al. [12] investigated the M-estimators for the parameters of the G 0 A distribution. We present an M-estimator with asymmetric influence function (AM-estimator) based on the quantile function of the Burr type III distribution to estimate the parameters for complete data with outliers. We also compare our proposed AM-estimator with the MLE and traditional M-estimator methods. The confidence interval of the M-estimator with asymmetric influence function method is also provided. To demonstrate the performance of the proposed method, the Monte Carlo simulation study is presented and one numerical example is also discussed. Finally, we make concluding remarks and suggest future research.
The Burr type III distribution
The Burr type III distribution is the reciprocal of the Burr type XII variable. The probability density function and cumulative density function of the three-parameter Burr type III distribution are:
and
The scale parameter b offers the Burr type III distribution further flexibility. Each parameter has a clear statistical meaning. Parameter b is a scale parameter, and c and k are shape parameters. The density function f is unimodal at
1/c for c > 1/k and L-shaped for c ≤ 1/k. Furthermore, the jth moment and the qth quantile of the three-parameter Burr type III distribution are given by
To ensure the existence of the jth moment, these quantiles are limited under the conditions b > 0, c > 0 and k > 0 and possibly c > j. The constrained maximum likelihood procedure was employed by Schoenberg [13] and Jamshidian and
Bentler [14] . In general, the maximum likelihood estimation is a common procedure to determine the value of parameters for the log-likelihood distribution function as a maximum. The log-likelihood function of the three-parameter Burr type III distribution is:
The detailed estimation procedure using the MLE method is given in the Appendix. The MLE method is very sensitive by the starting values. When k = 1, the Burr type III distribution becomes a log-logistic distribution. Then, we can easily obtain the initial values from a log-logistic distribution. Therefore, we can properly choose the initial values of the parameters; this will result in parameter optimization.
When sample size n = 50; true parameter values b = 0.2, 2; c = 2, 5; k = 0.1, 3. The above combination curves of pdf are showed in Fig. 1 .
Robust methods
In this section, we present two methods (the traditional M-estimator and the AM-estimator) which are available to estimate the three parameters of the Burr type III distribution. The three unknown parameters of (λ, α, β) = θ T of the Burr type III distribution are estimations derived from n observations (x 1 , x 2 , . . . , x n ) = x T . They are related by where f i (θ ) is the quantile function of the Burr type III distribution (see in Eq. (4)) and the error term u i is identically independent with a mean of zero and a variance of σ 2 . We can estimate the unknown true θ by a valueθ obtained from the residuals, which is given by
The approach based on the quantile function has been proved for its robust property (see [15] ).
For the robust regression method, it is necessary to scale the invariant error, which is given by
where s = MAD(u) 0.6745
and MAD(u) = MAD(u 1 , u 2 , . . . , u n ) = Median{|u − Median(u)|} (see [16] ). Note that the scaling by 0.6745 is a fine tuning for the Gaussian distribution.
(1) The traditional M-estimator. The traditional M-estimator is understood to be a weighted least squares procedure. Weight is determined by the residuals. There exists a negative correlation between residual size and its influence; the smaller the residual is, the more influential it becomes. The M-estimator method for estimating parameters of the Burr type III distribution is defined by minimizing the objective function of the invariant errors, which is given by
ρ(e i ). (8) To estimate the three unknown parameters, we made a simple comparison study among five different objective functions (Huber's weight, Tukey's biweight, Cauchy's weight, the skipped mean, and the bisquare). The results showed that the bisquare objection is the best approach. Thus, we selected the M-estimator with the bisquare objective function as the weighted function in this study. The bisquare objective function is given by
where B = 4.685 and e i is the scale invariant error in Eq. (7).
(2) The AM-estimator. When the data distribution is asymmetric with outliers, we propose an M-estimator with asymmetric influence function. The asymmetric bisquare objective function is given by
. For simplicity, the tuning parameters c 1 and c 2 are made to depend on one another. It is also clear that as data lose homogeneity, the Huber M-estimator gains precision, that is to say, in homogeneous areas it is less precise than in heterogeneous areas, becoming less precise as the proportion and magnitude of the contamination increase, because of the constant weight that the function assigns to extreme values. In contrast, AM-estimators can achieve good precision independently of the homogeneity, especially as the proportion and magnitude of the contamination increase because of the decreasing weight that the function ψ c 1 ,c 2 assigns to extreme values. For the tuning parameters, there are several pairs of values of c = (c 1 , c 2 ) with the same relative asymptotic efficiency, and the rule does not determine c uniquely.
The estimated parameters can be obtained by differentiating Eq. (10) with respect to b, c and k, respectively, and then set to zero. Then, we can obtain the simultaneous equations, which are given as follows:
In order to solve the above equations, the Newton-Raphson method can be employed. Again, we can apply the initial values by the MLE method in the previous section. Thus, it will result in parameter optimization.
For the M-estimator's normal approximation, we have to check all regularity conditions for the Burr type III distribution (see [17] ) to check it. For the Burr type III distribution, we have that (1) the first and second derivative functions exist and satisfy the continuous property; (2) the expectation of the second derivative function is less than infinite; (3) the function is a continuous function and is non-null; (4) 
, where σ is some measure of dispersion. We shall deal only with methods for minimizing a function of the form h (θ ) which can be used when some of the r ′ i s are nonlinear (see [16, 10, 17, 18] ).
where
Under general assumptions (see [8] ), we can obtain the following:
In addition, we have
Simulation study
In order to assess the performance of the MLE, the traditional M-estimator and the AM-estimator, we applied the Monte Carlo simulation. Complete samples with outliers are randomly generated from the three-parameter Burr type III distribution with the specified values of b, c and k. The procedures for generating samples are given as follows:
Step 1. Generate n random samples y 1 , y 2 , . . . , y n from uniform distribution ∼ U(0, 1).
Step 2. Obtain the inverse function of the cumulative density function from Eq. (2). Then, for the specified values of b, c and k, the random sample x i for the Burr type III distribution can be obtained by
Step 3. Outliers are generated from a random sample from uniform distribution ∼ U(X + 4S,X + 7S), whereX is the sample mean of X = (x 1 , x 2 , . . . , x n ) and S is the sample standard deviation of X (see [19] ).
The simulation study included the following conditions: sample size n = 20, 50; true parameter values b = 0.2, 2; c = 2, 5; k = 0.1, 3; the number of outliers = 1%, 2% and 20%. Also, each simulation condition was generated by 3000 replications.
We choose the distribution that is asymmetric. The simulation program was run in S-Plus software. The request of computer program in R language is available to authors. Here, two measures, the bias and root mean square error (RMSE), are used to assess the performance of three different methods. They are given by 
The simulation results for complete data with one and two outliers are presented in Tables 1-3 . The following conclusions from the simulation study were observed:
(1) The presence of outliers in the data led to either an underestimation or overestimation of the parameters for all possible combinations. (2) For complete data with only one outlier, we found that the bias of all three parameters using the AM-estimator method outperformed the other two methods (the M-estimator and the MLE) in all cases. We also found that the sample size did not affect the bias of the M-estimator and AM-estimator methods in most cases. However, the sample size did affect the bias of the MLE method in most cases. (3) With respect to the RMSE, we found that the AM-estimator method outperformed the other two methods (the M-estimator and the MLE) in all cases. However, the sample size affected the RMSE of all three methods in most cases. That is, when the sample size is increased, the RMSE value would decrease. (4) The simulation results for complete data with two outliers and 20% outliers are very similar to the results of complete data with one outlier.
Numerical example
We consider a real sample data set with sample size n=36 for chromium in marine waters, which is identified as the three-parameter Burr type III distribution (see [5] ). The data is given as follows: To determine the more efficient approach in determining outliers, we compared the estimators of the MLE, the Mestimator and the AM-estimator. First, we estimated the parameters using the MLE method and the estimated values of (b, c, k) are (2599.2, 2.065, 0.2276). Now, we treat the 3rd data point as an outlier; its value becomes 17 000. We estimated the parameters using the MLE method and the estimated values of (b, c, k) are (2599.19, 1.6560, 0.3008). Fig. 2 demonstrates how outliers could potentially distort the parameter estimation of MLE. Using the M-estimator method, the estimated values In Fig. 2 , we can see the straight line degree which moves by the outliers. However, both straight lines in Figs. 3 and 4 are not affected by the outliers. Therefore, the M-estimator and the AM-estimator are useful in reducing the effect of the outliers. In addition, the 95% confidence intervals of (b, c, k) for the MLE, the M-estimator and the AM-estimator are presented in Table 4 . We may focus on the 5th and 95th percentiles from the data set. Here, we have x 0.05 = 6.353235 and x 0.95 = 7178.925 for the MLE method, and x 0.05 = 3.277225 and x 0.95 = 5713.211 for the M-estimator method. x 0.05 = 2.259220 and x 0.95 = 4826.901 for the AM-estimator method. 
Conclusions
In this paper, we present an AM-estimator with asymmetric influence function based on the quantile function of the Burr type III distribution to estimate the parameters for complete data with outliers. The simulation results show that the AM-estimator method outperforms the other two methods (the MLE and the traditional M-estimator) in terms of the bias and root mean square error. One numerical example and one simulated data also confirm that the AM-estimator method outperforms the other two methods (the MLE and the traditional M-estimator). We may conclude that the AM-estimator with asymmetric influence function is a suitable approach to estimate the parameters of the three-parameter Burr type III distribution for complete data with outliers.
Future investigation should include other robust methods such as least trimmed squares (LTS), least median of squares (LMS) and MM-estimation, as well as the use of additional outlier data configuration via the Monte Carlo simulation study. There are other distributions, like the extreme value distribution which are suitable for the fitting of data with outliers. To compare the estimation results of the AM-estimator for extreme value distribution parameters with the results for the Burr type III distribution could be a research topic.
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