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Abstract
In the paper the problem of sharp lower estimation for ‖Df (z)‖ in the class of normal-
ized biholomorphic mappings f between the open unit ball Bn and convex domains in Cn
has been considered.
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1. Introduction
Assume that in Cn there is the Euclidean norm ‖ · ‖. Let us denote by Bn
the Euclidean open unit ball {z ∈ Cn: ‖z‖ < 1}, and by Kn the family of all
biholomorphic mappings f :Bn →Cn, f (0)= 0, Df (0)= I , for which f (Bn) is
a convex domain in the space Cn.
Pfaltzgraff and Suffridge gave (see [11]) a distortion theorem for linearly
invariant families, whose part in the special case of convex mappings can be
presented in the following form:
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Theorem A. For all f ∈Kn there holds the following inequality:(
1+ ‖z‖)−2  ‖Df (z)‖ (1− ‖z‖)−2, z ∈ Bn. (1.1)
Of course, the upper bound is sharp and equality is achieved by f ∈Kn defined
as
f (z)= (1− z1)−1z, z= (z1, . . . , zn) ∈ Bn (1.2)
(see [11], compare also [6]). Unfortunately, for this mapping the equality on the
left-hand side of inequality (1.1) is obtained not for all ‖z‖ = r ∈ [0,1). The
problem of the sharpness of the lower estimation in (1.1) will be considered in the
next part of our paper.
Now we recall the well-known notion of linearly invariant families (abbrevi-
ated LIF ) and the order of LIF .
The class of all locally biholomorphic mappings f :Bn → Cn, f (0) = 0,
Df (0) = I , will be denoted by LSn. A family Mn ⊂ LSn is called linearly in-
variant (we will writeMn ∈ LIF), if for every f ∈Mn and every biholomorphic
automorphism ϕ of Bn, the mapping Λϕ(f ),
Λϕ(f )(z)=
(
Dϕ(0)
)−1(
Df
(
ϕ(0)
))−1(
f
(
ϕ(z)
)− f (ϕ(0))), z ∈ Bn,
also belongs toMn [1,8,12,14]. Of course, Kn ∈LIF .
The order ofMn ∈LIF is defined as the quantity
ordMn = 1
2
sup
f∈Mn
max‖w‖=1
∣∣trD2f (0)(w, ·)∣∣,
where D2f (z)(w, ·) is a bounded linear operator from Cn into itself, which is
obtained by the restriction of the symmetrical bilinear operatorD2f (z) to w×Cn.
It is known that for n > 1 and αn = ordKn the following inequality is true:
βn =
√
2(3n− 1)
2
−√2n(n− 1) αn  1+ √22 (n− 1)= γn. (1.3)
The lower estimation has been proved by Pfaltzgraff and Suffridge in the paper
[10]. This lower bound shows that the Barnard–FitzGerald–Gong conjecture that
αn = (n+ 1)/2 is false for n > 1. The upper estimation has been proved by Gong
in his monograph [3].
Various methods for the computation of the order of LIF can be found in the
papers [2,7–9].
2. Sharpness in Pfaltzgraff–Suffridge lower estimation for ‖Df (z)‖ in Kn
In this section we will show, using the properties of LIF , that the lower bound
in (1.1) is not sharp. To be more precise, we prove:
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Theorem 1. Let n > 1 be arbitrarily fixed. Then:
(i) For all f ∈Kn and ‖z‖ = r ∈ (0, r0) there hold the inequalities
(1+ r)−2 < (1− r)γn/n−(n+1)/2n(1+ r)−(γn/n+(n+1)/2n)
 ‖Df (z)‖, (2.1)
where γn is defined in (1.3) and r0 ∼= 0.917 is the only root in (0,1) of the
equation
(1+ r)1+2
√
2(1− r)= 1. (2.2)
(ii) If in Kn for sufficiently small r > 0 the sharp estimation
(1+ r)−k  ‖Df (z)‖, ‖z‖ = r, (2.3)
holds, then the constant k fulfills the condition k √2+ (2−√2)/n < 2.
Proof. By Uα = Unα let us denote the union of all LIF Mn with ordMn  α.
Then, for f ∈ Uα
(1− r)α/n−(n+1)/2n(1+ r)−(α/n+(n+1)/2n)  ‖Df (z)‖,
‖z‖ = r ∈ [0,1). (2.4)
To see this let us observe that for f ∈ Uα the linear mapping Df (z) is non-
singular for every z ∈ Bn, hence ‖Df (z)‖n  |Jf (z)|, where Jf (z)= detDf (z).
Now it is sufficient to use the following inequality from [8]:
(1− r)α−(n+1)/2(1+ r)−(α+(n+1)/2)  |Jf (z)|, ‖z‖ = r ∈ [0,1).
The sharpness of the estimation (2.4) has been proven in the papers [7,9].
Since by (1.3) αn  γn, we must have Kn ⊂ Uαn ⊂ Uγn . Therefore, we obtain
the right-hand side of (2.1) from (2.4) by substituting α = γn.
Now let us suppose that the assumptions of part (ii) are fulfilled. Then, for
extremal mappings in (ii), there holds equality in (2.3), hence in view of the right-
hand side of inequality (2.1) (proved above), we obtain
(1− r)γn/n−(n+1)/2n(1+ r)−(γn/n+(n+1)/2n)  (1+ r)−k
for sufficiently small r  0. Since this inequality turns into the equality at the point
r = 0, we obtain k  (2/n)γn after differentiation of both sides with respect to r
at the point r = 0. Consequently, the thesis of (ii) is true.
It remains to prove the left-hand side of (2.1). Putting c = 2 − γn/n − (n +
1)/2n and d = γn/n− (n+ 1)/2n, the left-hand side of (2.1) can be rewritten in
the form
1 <
[
(1+ r)c/d(1− r)]d,
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where c/d = 1 + 2√2 and d > 0. Since the function (r) = (1 + r)c/d(1 − r),
r ∈ [0,1), increases in the interval [0,2−√2) and decreases in [2−√2,1), and
(0) = 1, there exists unique r0 ∈ [2 −
√
2,1) such that (r) > 1 in (0, r0). Of
course, r0 is the only positive root of Eq. (2.2) and r0 ∼= 0.917. ✷
3. Problem of the proper form of lower bound of ‖Df (z)‖ in Kn
In Section 2 we have proved that in Kn the lower estimation (1.1) is not sharp.
Since the form of the function
m(r)= inf{‖Df (z)‖: ‖z‖ = r, f ∈Kn}, r ∈ [0,1),
is unknown, there is a natural problem to find the lower and upper bounds for
m(r). From previous results it follows that for r ∈ [0, r0) the lower bound for
m(r) is given in (2.1), but for r ∈ [r0,1) it is given in the Pfaltzgraff–Suffridge
inequality (1.1).
In this section we will show that in a subclass of Kn the relation m(r) =
(1+ r)−1 holds for sufficiently small r  0.
Let K˜n = Φn(K1), where Φn :LS1 → LSn is the Roper–Suffridge extension
operator defined as
Φn(F)(z)= f (z)=
(
F(z1),
√
F ′(z1)z′
)
,
F ∈ LS1, z= (z1, z′) ∈ Bn, (3.1)
where the holomorphic branch
√
F ′(z1) is chosen in such a way that
√
1 = 1 (see
[13]). Roper and Suffridge have proved in [13] that K˜n  Kn. Another proof of
this inclusion has been given also by Graham and Kohr in [4].
We will prove the following theorem:
Theorem 2. For all f ∈ K˜n and sufficiently small r ∈ [0,1) there holds the
inequality
(1+ r)−1  ‖Df (z)‖, ‖z‖ = r. (3.2)
The proof of Theorem 2 is based on two lemmas:
Lemma 1. Let F ∈ LS1, z = (z1, z′) ∈ Bn, p = √F ′(z1), q = F ′′(z1)/
(2
√
F ′(z1)). If f is defined by (3.1), then
2‖Df (z)‖2 = |p|4 + |q|2‖z′‖2 + |p|2
+
√(|p|4 + |q|2‖z′‖2 + |p|2)2 − 4|p|6. (3.3)
Proof. Let w = (w1,w′) ∈ S = ∂Bn. Then, by (3.1), we have
Df (z)(w)= (w1p2, qw1z′ + pw′).
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Thus,
‖Df (z)‖2 = max
|w1|1
[
max
‖w′‖2=1−|w1|2
(|w1|2|p|4 +‖qw1z′ + pw′‖2)]
= max
|w1|1
[
|w1|2
(|p|4 + |q|2‖z′‖2 − |p|2)+ |p|2
+ max
‖w′‖2=1−|w1|2
2 Re〈qw1z′,pw′〉
]
,
where 〈z′,w′〉 = ∑nj=2 zjwj is the inner product in Cn−1, Cn = (C,Cn−1).
Therefore,
‖Df (z)‖2 = max
|w1|1
[
|w1|2
(|p|4 + |q|2‖z′‖2 − |p|2)+ |p|2
+ 2|p||q||w1|‖z′‖
√
1− |w1|2
]
.
Replacing |w1|2 by (1+x)/2 in the above, we have 2|w1|
√
1− |w1|2 =
√
1− x2,
x = 2|w1|2 − 1 ∈ [−1,1], and
‖Df (z)‖2 = |p|2 + 1
2
(|p|4 + |q|2‖z′‖2 − |p|2)
+ 1
2
max
x∈[−1,1]
[
x
(|p|4 + |q|2‖z′‖2 − |p|2)
+ 2|p||q|‖z′‖
√
1− x2 ].
Now it is sufficient to observe that if we denote |p|4 + |q|2‖z′‖2 − |p|2 = c,
2|p||q|‖z′‖ = d  0 and use the equality
max
x∈[−1,1]
[
cx + d
√
1− x2 ]=√c2 + d2,
we obtain
2‖Df (z)‖2 = |p|4 + |q|2‖z′‖2 + |p|2
+
√(|p|4 + |q|2‖z′‖2 − |p|2)2 + 4|p|2|q|2‖z′‖2.
This coincides with (3.3). ✷
Lemma 2. Let F ∈ LS1. If f is defined by (3.1), then for sufficiently small
r ∈ (0,1)
min‖z‖=r ‖Df (z)‖ = 1−
1
2
|F ′′(0)|r + o(r). (3.4)
Proof. Let p,q be the same as in Lemma 1 and ‖z‖ = r, where r ∈ (0,1) is
sufficiently close to zero (if z= (z1, z′), then ‖z′‖2  r2 and |z1|2 = r2 −‖z′‖2 
r2).
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Since F ∈LS1, we can write
F ′(z1)= 1+ az1 + bz21 + o(r2).
Thus,
|q|2‖z′‖2 = 1
4
|a|2‖z′‖2 + o(r2),
|p|2 =
√
|F ′(z1)|2 = 1+Re(az1)+Re
(
bz21
)+ 1
2
|a|2|z1|2 + o(r2).
Therefore, by (3.3),
2‖Df (z)‖2 = 2+ 3 Re(az1)+ o(r)
+
√
[Re(az1)]2 + |a|2‖z′‖2 + o(r2). (3.5)
Now we compute minz∈Bnr ‖Df (z)‖, where Bnr = rBn. We start with the case
a = 0. To determine this minimum let us define the following subsets of the closed
ball Bnr :
Dr =
{
z ∈ Bnr :
[
Re
(
a
z1
r
)]2
+ |a|2 ‖z
′‖2
r2
 |a|
2
4
}
,
D′r = Bnr \Dr.
First we compute minz∈Dr ‖Df (z)‖. For this purpose observe that for z ∈Dr√
[Re(az1)]2 + |a|2‖z′‖2 + o(r2)
= r
√[
Re
(
a
z1
r
)]2
+ |a|2 ‖z
′‖2
r2
√√√√1+ o(1)[
Re
(
a z1
r
)]2 + |a|2 ‖z′‖2
r2
= r
{√[
Re
(
a
z1
r
)]2
+ |a|2 ‖z
′‖2
r2
+ o(1)
}
=
√
[Re(az1)]2 + |a|2‖z′‖2 + o(r).
From this, by (3.5), we obtain
min
z∈Dr
2‖Df (z)‖2 = 2+ min
z∈Dr
{
3 Re(az1)
+
√
[Re(az1)]2 + |a|2‖z′‖2 + o(r)
}
or shortly
min
z∈Dr
2‖Df (z)‖2 = 2+ u(r)+ o(r).
Obviously,
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u(r) min
|z1|r
{
3 Re(az1)+
√
[Re(az1)]2 + |a|2‖z′‖2
}
= min
R∈[0,1] min|z1|=rR
{
3 Re(az1)+
√
[Re(az1)]2 + |a|2‖z′‖2
}
= min
R∈[0,1]v(R),
where
v(R)= min
Re(az1)=x∈[−|a|rR,|a|rR]
{
3x +
√
x2 + |a|2r2(1−R2)
}
.
The above minimum is attained at the point x =−|a|rR and it is equal to
v(R)=−3|a|rR+ |a|r = |a|r[(1−R)− 2R]−2|a|r.
Thus, u(r)−2|a|r . On the other hand, for z ∈Dr and z1 = rei(π−arga),
3 Re(az1)+
√
[Re(az1)]2 + |a|2‖z′‖2 =−2|a|r,
hence u(r)=−2|a|r. Therefore, for sufficiently small r ∈ (0,1),
min
z∈Dr
2‖Df (z)‖2 = 2(1− |a|r)+ o(r). (3.6)
Now we compute infz∈D′r 2‖Df (z)‖2. To do it observe that |Re(az1)|< (|a|/2)r
for z ∈D′r , hence Re(az1) >−(|a|/2)r . Thus, in view of (3.5) and the definition
of D′r , we have for small r > 0,
inf
z∈D′r
2‖Df (z)‖2 > 2− 3
2
|a|r + 1
2
|a|r + o(r)= 2− |a|r + o(r).
Comparing this with (3.6), we see that
inf
z∈D′r
‖Df (z)‖ min
z∈Dr
‖Df (z)‖,
hence
min
z∈Bnr
‖Df (z)‖ = min
z∈Dr
‖Df (z)‖ =√1− |a|r + o(r)= 1− 1
2
|a|r + o(r).
Since ‖Df (z)‖ = 1+ o(r)= 1− (1/2)|a|r + o(r) for a = 0, we have for all a
min
z∈Bnr
‖Df (z)‖ = 1− 1
2
|a|r + o(r).
This is equivalent to (3.4), because a = F ′′(0). ✷
Now we will give the proof of Theorem 2.
Proof of Theorem 2. By Lemma 2 it is sufficient to use the well-known sharp
estimation |(1/2)F ′′(0)|  1 in the class K1, with the extremal function of the
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form F0(z1)= z1(1− z1)−1, z1 ∈ B1, and observe that for small r > 0 there holds
the equality (1+ r)−1 = 1− r + o(r). ✷
Now we will consider an example.
Example 1. Let f0 ∈ K˜n be defined in (3.1) with the function F = F0 ∈ Kn,
F0(z1)= z1(1− z1)−1, z1 ∈ B1. Then for every r ∈ [0,1)
min‖z‖=r ‖Df (z)‖ = (1+ r)
−1. (3.7)
Proof. Since f0 is the same mapping as in (1.2), we have p2 = q = (1 − z1)−2,
z1 ∈ B1. Hence for z= (z1, z′) ∈ Bn, by (3.3), we obtain
2‖Df0(z)‖2 = |1− z1|−4
[
1+ ‖z′‖2 + |1− z1|2
+
√(
1+‖z′‖2 + |1− z1|2
)2 − 4|1− z1|2 ].
Fix ‖z′‖ ∈ [0, r], then |z1|2 = ‖z‖2 −‖z′‖2 = r2 −‖z′‖2 and x = |1− z1|2 ranges
over the interval
[c, d] =
[(
1−
√
r2 − ‖z′‖2)2, (1+√r2 −‖z′‖2)2].
Thus,
min‖z‖=r 2‖Df (z)‖
2
= min
‖z′‖r
min
x∈[c,d]x
−2[1+ ‖z′‖2 + x +√(1+ ‖z′‖2 + x)2 − 4x ]
= min
‖z′‖r
min
x∈[c,d]4
{
x
[
1+ ‖z′‖2 + x −
√(
1+ ‖z′‖2 + x)2 − 4x ]}−1.
Denoting
g(x)= 1+ ‖z′‖2 + x −
√(
1+ ‖z′‖2 + x)2 − 4x, x ∈ [c, d],
we see that
g′(x)= 1− (−1+ ‖z′‖2 + x)[√(1+ ‖z′‖2 + x)2 − 4x ]−1 > 0,
so g(x) increases and xg(x) also increases in [c, d]. Therefore,
min‖z‖=r ‖Df (z)‖
2
= 2 min
‖z′‖r
{
d
[
1+ ‖z′‖2 + d −
√(
1+ ‖z′‖2 + d)2 − 4d ]}−1.
As d = (1+ t)2, where t =√r2 − ‖z′‖2, we obtain
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min‖z‖=r ‖Df (z)‖
2 = 2 min
t∈[0,r]
{
(1+ t)2[2+ 2t + r2
−
√
(2+ 2t + r2)2 − 4(1+ t)2 ]}−1
= 2 min
t∈[0,r]
{
(1+ t)2[2+ 2t + r2 − r√r2 + 4t + 4 ]}−1.
Denoting
h(t)= 2+ 2t + r2 − r
√
r2 + 4t + 4, t ∈ [0, r],
we see that
h′(t)= 2
[
1− r(√r2 + 4t + 4 )−1]> 0, t ∈ [0, r].
Thus, (1 + t)2h(t) increases in [0, r] and attains its maximum at t = r . Con-
sequently,
min‖z‖=r ‖Df (z)‖
2 =
{
(1+ r)2[2+ 2r + r2 − r√r2 + 4r + 4 ]}−1
= (1+ r)−2,
which coincides with (3.7). ✷
Now we will recapitulate our considerations.
The upper sharp bound of ‖Df (z)‖ inKn has the same form (1−‖z‖)−2 for all
n 1, but as for the lower bound, the situation is different because the estimation
(1+ ‖z‖)−2  ‖Df (z)‖ is not sharp in Kn for n > 1 (see Theorem 1).
On the other hand, Theorem 2 shows that the lower sharp estimation of
‖Df (z)‖ in K˜n, for sufficiently small r > 0, has a different form for n > 1 than
for n = 1; specifically, the lower bound is given by (1 + r)−1 for n > 1 and
(1+ r)−2 for n= 1. Simultaneously, Example 1 shows that there exist mappings
in K˜n ⊂Kn, n > 1, for which the lower bound of ‖Df (z)‖ has the form (1+ r)−1
for all r ∈ [0,1).
This discussion permits to formulate two conjectures:
Conjecture 1. For n > 1
inf
f∈K˜n
‖Df (z)‖ = (1+ ‖z‖)−1, z ∈ Bn.
Conjecture 2. For n > 1
inf
f∈Kn
‖Df (z)‖ = (1+ ‖z‖)−1, z ∈ Bn.
We close the paper with a distortion result in the case of maximum norm.
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Theorem B. Let Pn be the unit polydisc in Cn with maximum norm. Then, for
all f :Pn → Cn, f (0) = 0, Df (0)= I , which biholomorphically maps Pn onto
convex domains f (Pn) in Cn, there holds the inequality(
1+ ‖z‖)−2  ‖Df (z)‖ (1− ‖z‖)−2, z ∈ Pn.
The equality in the right and left inequality is obtained for the mapping
f (z)= (z1(1− z1)−1, . . . , zn(1− zn)−1), z= (z1, . . . , zn) ∈ Pn,
in the points z= (r, . . . , r) ∈ Pn and z= (−r, . . . ,−r), respectively.
The above result is a consequence of a theorem on the structure of convex
mappings on the polydisc (see [15]) and has been proved in the paper [6] (compare
also [5]).
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