This article presents a novel algorithm for promoting cooperation between internal actors in a goal-conditioned hierarchical reinforcement learning (HRL) policy. Current techniques for HRL policy optimization treat the higher and lower level policies as separate entities which are trained to maximize different objective functions, rendering the HRL problem formulation more similar to a general sum game than a single-agent task. Within this setting, we hypothesize that improved cooperation between the internal agents of a hierarchy can simplify the credit assignment problem from the perspective of the high-level policies, thereby leading to significant improvements to training in situations where intricate sets of action primitives must be performed to yield improvements in performance. In order to promote cooperation within this setting, we propose the inclusion of a connected gradient term to the gradient computations of the higher level policies 1 . Our method is demonstrated to achieve superior results to existing techniques in a set of difficult long time horizon tasks.
INTRODUCTION
Hierarchical models for neural networks, such as feudal networks [4] and its variants [14, 20, 32] , have served as a valuable tool for solving tasks with large time horizons and/or sparse rewards. These models achieve superior performance by temporally abstracting the rate at which actions from various levels of the hierarchy are issued, thereby allowing for higher level policies to more easily perceive the effects of actions over larger time intervals. The actions of the higher level policies are passed to the levels below them as a goal д, and the low-level policies are then trained to achieve these goals via a goal-conditioned reward function r д (·). This often serves as a denser reward than would be provided by the environment.
While the temporal abstraction of various levels of a policy can improve training in certain settings, it also separates the once single-agent policy into a set of policies. Specifically, the policy in an n-level hierarchy is broken apart into n policies, each of which are trained to maximize a separate reward function. The consequences of this decomposition can be severe, as it transforms the once single agent problem into a non-cooperative Markov game with compatible or conflicting interests [12, 23] , and as a result yields some of the same complications as experienced in multiagent policy optimization, namely non-stationarity [2, 8, 34] and the need for cooperative behaviors to emerge [3, 29, 30] .
The present article aims to address the second of the two limiting factors of multi-agent learning in HRL presented in the previous paragraph, namely the absence of implicit channels through which cooperation is encouraged between agents in a hierarchy. Simply put, this article attempts to answer the question: Can cooperation between agents in a hierarchy improve the overall performance of said hierarchy? In order to so do, we present a novel optimization scheme for hierarchical policies. Our approach attempts to encourage cooperation between the various levels of the hierarchy by propagating the gradients of the losses of the lower level policies through the upper level policies as well. This serves to indicate to the higher level policies whether the commands they are issuing to the level below them are reasonable and/or achievable. This technique, which more closely resembles single agent policy optimization for hierarchical models, more readily promotes cooperation between levels of the policy, and as a result can significantly improve sample efficiency and training performance.
The key contributions of this article are as follows:
• In order to solidfy the connections between goal-conditioned hierarchical tasks and Markov games, we begin by formulating the HRL problem as a Markov game and demonstrate a potential limiting feature of existing policy update schemes in the setting. • Next, we derive a new off-policy gradient algorithm for higher level policies in two-level hierarchical policies. Our technique, called hierarchical reinforcement learning with connected gradients (HRL-CG), is empirically demonstrated to achieve superior performance for existing algorithms. • Our technique introduces a new hyperparameter to the training procedure (λ), which can add a layer of complexity to the hyperparameter tuning procedure. As a result, we dedicate a portion of this article on developing an intuition of the effects this term can have on the evolution of the various policies and on how these effects can help dictate the choice of λ.
The remainder of the article is organized as follows. Section 2 provides a background on MDPs, reinforcement learning, HRL, and presents the hierarchical model utilized for the rest of the article. Section 3 motivates the study of HRL under the lens of multi-agent systems by formally defining the goal-conditioned HRL tasks as arXiv:1912.02368v1 [cs.LG] 5 Dec 2019 a multi-agent game. Section 4 introduces the connected-gradient formulation and compares it with multi-agent learning. Section 5 finds connections with our work and others involving improved coordination with gradients. And finally, Section 6 analyzes our model with other hierarchical algorithms for popular tasks.
BACKGROUND 2.1 Reinforcement learning and MDPs
RL problems are generally studied as a Markov decision problem (MDP) [1] , defined by the tuple:
where S ⊆ R n is an n-dimensional state space, A ⊆ R m an mdimensional action space, P : S × A × S → R + a transition probability function, r : S → R a bounded reward function, ρ 0 : S → R + an initial state distribution, γ ∈ (0, 1] a discount factor, and T a time horizon. In a MDP, an agent receives sensory inputs s t ∈ S from the environment and interacts with this environment by performing actions a t ∈ A. The agent's actions are often defined by a policy π θ : S × A → R + parametrized by θ . The objective of the agent is to learn an optimal policy: θ * := argmax θ η(π θ ), where η(π θ ) = T i=0 γ i r i is the expected discounted return.
Actor-critic algorithms
Several algorithms have been proposed for computing an optimal policy under the aforementioned formulation. With gradient based methods, the policy is updated by taking the gradient of the expected return ∇ θ η(θ ) [27] . In a specific class of actor-critic methods particularly well suited for continuous action spaces, the gradient of a continuous policy, or actor, is computed through the deterministic policy gradient algorithm [22] :
where Q ϕ (s, a) = E s i ∼p π ,a i ∼π [ T i=t γ i r i |s, a] is the expected return from a starting state s given an action a. This value function is estimated by an additional function approximator, known as a critic, which is learned using temporal difference learning [26, 33] , an update rule based on the Bellman equation [1] :
where:
andQ ϕ is a target Q function whose parameters are periodically updated with the most recent ϕ. This target term is meant to help stabilize learning [18] .
Hierarchical reinforcement learning
One drawback of the generic RL formulation is its inability to effectively handle long-term credit assignment problems, particularly in the presence of sparse reward functions. An example of this is the game Montezuma's Revenge, where classic techniques such as DQN fail to produce relevant high-level behaviors from exploring short-term primitive actions [13] . In response to the above limitation, hierarchical reinforcement learning (HRL) proposes methods for decomposing complex tasks into simpler subproblems that can more readily be tackled by lowlevel action primitives. In HRL, the controller is decomposed into a high-level controller policy in charge of planning over long time horizons, and a low-level controller policy in charge of executing actions within the environment. The high-level controller is decoupled from the low-level controller by operating at a lower temporal resolution and passing either options [28] or goals [4] to the lower-level at said frequency. This compresses the large time horizon problem from the perspective of the high-level controller in a much smaller one, and allows the low-level policy to produce action primitives that support short time horizon tasks as well.
Goal-conditioned HRL
Several HRL frameworks have been proposed to facilitate and/or encourage the decomposition of decision-making and execution during training [4, 6, 21, 28] . In this article, we consider a twolevel goal-conditioned hierarchy presented in [20] (see Figure 1 ), which itself is similar to the feudal networks formulation by Dayan and Hinton [4] . This network consists of a high-level, or Manager, policy π m that computes and outputs goals д t ∼ π m (s t , c) every k time steps, and a low-level, or Worker, policy π w that takes as inputs the current state and the assigned goals and is encouraged to perform actions a t ∼ π w (s t , д t ) that satisfy these goals via an intrinsic reward function r w (s t , д t , s t +1 ). The contextual term, c, parametrizes the environmental objective (e.g. desired position to move to), and consequently is passed both to the Manager policy as well as the environmental reward function r m (s t , c).
We utilize an intrinsic reward function that serves to characterize the goals as desired relative changes in observations. The intrinsic reward function is accordingly:
In order to maintain the same absolute position of the goal regardless of state change, a fixed goal-transition function h(s t , д t , s t +1 ) = s t +д t −s t +1 is used in between goal-updates by the Manager policy. The goal transition function is accordingly defined as: No gradients are shared between the two. Right: In order to encourage cooperation between the two policies, we propose the inclusion of additional gradient term that propagates the rewards associated with the Worker policies through the Manager as well.
Notation
Meaning
Expected discounted return. A function of the trainable actor parameters of the level.
Worker action at time t д t Manager action (goal) at time t c
Contextual term. Assigns context-specific environmental goals. r x (·, ·, ·)
Reward for a given state, goal/context, next state T Time horizon k
Manager goal-assignment period Table 1 : Main Notations. The x variables in the notation may be m for the Manager and w for the Worker.
CONNECTIONS BETWEEN HIERARCHICAL AND MULTI-AGENT RL
Prior to advancing to the proposed methods of this article, we begin by motivating the study of goal-conditioned hierarchical reinforcement learning under the lens of multi-agent systems. We do so by formulating the HRL task as a sequence of non-stationary MDPs. Further characterizations of the task as a multi-agent problem also emerge under the formulation of the naive optimization scheme in Section 4.1 and below where we highlight similar challenges faced in both areas:
Non-stationarity. In multi-agent RL, several independent agents interact with an environment as well as potentially one another. In this setting, the MDP of any individual agent i is:
where, in addition to the variables depicted in Section 2.1, the environment is further characterized by the policies of all other agents within the network π −i θ , which evolve as training progresses. This additional evolving term contributes to the nonstationarity of the environment from the perspective of a particular agent since it is always changing, a factor that can be seen as invalidating the use of standard off-policy temporal difference learning of the value functions (Eq. (3)) in multiagent settings [17] . Returning to the hierarchical model architecture depicted in Section 2.4, it can be seen that the Manager and Worker policies, π m and π w , exist under similar environmental settings as those experienced in multi-agent systems, with the MDP of each policy expressed as:
As a result, the aforementioned non-stationarity effects of offpolicy training in MARL are a potential limiting factor in HRL as well, since the lower level policy is constantly changing from the perspective of the higher level one.
Credit Assignment Problem. The Credit Assignment Problem deals with determining the contribution of a particular part of a system component to its overall success. This is a common issue in single agent learning, where it is difficult to determine which action was critical in achieving the goal. In multi-agent learning, this problem is exacerbated because there are many more components operating on the environment and can also result in problems such as the âĂĲLazyAgent ProblemâĂİ [25] . Hierarchical reinforcement learning attempts to deal with the credit assignment problem by introducing abstractions through higher-level policies that look at experiences over a temporally extended period. However, there is still a "hierarchical credit assignment problem" as mentioned in [5] , which deals with determining which abstracted node led to the reward.
this, this section introduces the connected gradient formulation for training higher-level policies in two-level goal-conditioned hierarchies. The effects of this formulation on subsequent training is empirically studied in later sections.
Naive HRL optimization scheme
We begin by providing the naive HRL optimization scheme. For the purposes of this study, we formulate the policy update procedure as a concurrent training between the Manager and Worker.
As mentioned in Section 2.4, the Manager in this setting is rewarded based on the original environmental reward function: r m (s t , c). Under the actor-critic formulation depicted in Section 2.2, and assuming that the contextual term c is also passed to the actor and critic, the policy gradient procedure for the Manager's actor policy is:
where the transition probability p π = p π m , π w is a function of both the Manager and Worker policies. Unlike the Manager, the Worker policy is motivated to follow the goals set by the Manager via an intrinsic reward based on the distance between the current observation and the goal observation:
. For this article, we use:
The choice of Worker reward function is not studied in the present article, however, for later sections we emphasize that this reward function is explicitly defined within the algorithm. As a result of this dissimilar intrinsic reward r w , the Worker policy is assigned a separate gradient update procedure:
The above actor update procedures are depicted in Fig. 2 (left section). Notably, no gradients under this formulation are shared between the Manager and Worker policies, further highlighting the multi-agent nature of this task. The lack of shared gradients results in a situation whereby the Manager policy does not receive direct feedback on an agent's ability to perform certain goals, a factor that can have a significant impact on the potential value of the specified goal. The unconstrained nature of the Manager's evolution can also result in situations whereby the Worker policy chases an unstable target as the Manager attempts to identify effective goals. As we expand on below, our connected gradient formulation allows the model to more clearly disambiguate which lower level actions are contributing to greater rewards, thereby reducing the impacts of the credit assignment problem and in general performing more stable updates.
HRL with connected gradients
In order to promote cooperation between the Manager and Worker policies as training progresses, we define a new gradient update procedure that propagates the losses experienced by the Worker through the Manager as well, see Fig. 2 (right section) . To that end, we begin by modifying the expected return of the Manager policy η m to include a weighted term for the Worker expected return as well. Our new expected return, η ′ m , is:
where λ is a weighting term whose effect is explored in Section 6.4. Under this new definition of the loss function, the Worker loss is propagated through the Manager's trainable parameters by replacing the goal term within the reward function of the Worker with the direct output from the Manager's policy. Accordingly, the transition of the д term in Eq. (13) is defined in Eq. (6) .
Solving for the gradient of Eq. (13) with respect to the Manager policy's parameters θ m , we derive the new connected-gradient formulation of the HRL problem as:
The above equation is derived in Appendix A. Breaking it apart, we can see that it consists of three terms. The first and third term computes the gradient of the critic policies Q m and Q w with respect to the parameters θ m , respectively. The second term computes the gradient of the Worker-specific reward with respect to the parameters θ m . While this second term at first glance may seem unusual, it is worth remembering that this reward function is in fact a design feature within the HRL formulation, and in the case of this article is explicitly depicted in Eq. (11).
RELATED WORK
We focus on related work that deal with differentiable coordination in multi-agent systems.
Recent work has proposed a hierarchical policy gradient that promotes the use of a combined Manager/Worker loss [15] . Our work differentiates from this work primarily in three respects. First off, our derivation of the gradient applies to actor-critic algorithms, which have been empirically demonstrated to be significantly more data-efficient [10, 11] , and, being off-policy algorithms, may suffer even more greatly from the non-stationary effects associated with poor cooperation [20] . Moreover, their implementation does not propose the use of weighting term λ when combining the two gradients. This term, as we detail in Section 6.4, can have a significant effect of improving training performance. Finally, we take the gradient of the return of the Manager with respect to the Worker in order to use connected gradients to propagate information up from the Worker to the Manager, whereas their purpose is to calculate the gradient of the trajectory with respect to both Manager and Worker.
Our work can also be compared to communication in multiagent systems in works such as [24] and namely the end to end Differentiable Inter-Agent Learning (DIAL) method proposed in [9] . Our work does not aim to learn an explicit communication channel; however, it is motivated by the same principle -that letting gradients flow across agents results in richer feedback. Furthermore, we differ in the fact that we structure the problem as a hierarchical reinforcement learning one creating a more constrained and directed objective. Finally, our gradients are propagated from the Worker up to the Manager and not arbitrarily among agents. Finally, we mentioned that goal-conditioned hierarchical reinforcement learning has been a useful paradigm in increasing cooperation between multiple levels of a hierarchy; a proposed improvement has been using representation learning through a goal embedding. This idea has been proposed in [19] and can be seen as an extended form of communication, wherein they try to convey the most relevant information in a compressed format to induce greater cooperation.
EXPERIMENTS
In this section, we detail the experimental setup and training procedure, and present results of various continuous control tasks.
Environments
The performance of the proposed method is demonstrated on two classic sparse reward tasks. These environments were all simulated using the MuJoCo physics engine for model-based control [31] . The time horizon in both tasks is set to 500 steps. The tasks are as follows:
6.1.1 Ant Gather. This task is a direct replication of the environment presented in [7] . In this task, a quadrupedal (Ant) agent is placed in a 20x20 space with 8 apples and 8 bombs. The agent receives a reward of +1 or collecting an apple and -1 for collecting a bomb; all other actions yield a reward of 0. Results are reported over the average of the past 100 episodes. 6.1.2 Ant Maze. This task is a direct replication of the environment presented in [20] . In this task, immovable blocks are placed to confine the agent to a U-shaped corridor. The agent is initialized at position (0, 0), and assigned an (x, y) position in the network that it is expected to reach (this (x, y) position is what we refer to as c in our formulation). The agent is rewarded with its negative L 2 distance from this position.
During the training procedure, the agent is assigned (x, y) values between the range (−4, −4)x (20, 20) at the start of every episode. The performance of the agent is evaluated every 50,000 steps at the positions (16, 0), (16, 16) , and (0, 16) based on a "success" metric, defined as achieved if the agent is within an L 2 distance of 5 from the target at the final step. This evaluation metric is averaged across 50 episodes.
Experimental setup
Experiments were conducted using the TD3 learning algorithm [10] , a variant of the DDPG [16] algorithm for continuous control that utilizes duel value functions and delaying policy updates to reduce overestimation bias. Results are reported over 10 random seeds of the simulator and the network initialization. The choice of hyperparameters are as follows:
• Network shapes of (256, 256) for the actor and critic of both controllers with ReLU nonlinearities at the hidden layers and tanh nonlinearity at the output layer of the actors. The output of the actors are scaled to match the desired action space. 
Comparative analysis
We test our proposed algorithm against two baseline methods:
• no-meta: a generic fully connected network to validate the need for hierarchical models to solve these tasks, and • HRL: the generic formulation of the hierarchical reinforcement learning optimization scheme. This can also be considered as a special case of our HRL-CG algorithm with λ set to 0.
For our algorithm, HRL-CG, we set λ = 0.01 and λ = 0.005 for the AntGather and AntMaze environments, respectively. 
Figures 3 and 4 depict the training performance of both and
Manger and Worker polices in the AntGather and AntMaze environments, respectively. In both cases, the use of connected gradients results in significant improvements on the performance of the policy within the environment. In the AntGather environment, while the HRL-CG policy originally progresses more slowly than the HRL algorithm, it is ultimately capable of reaching a maximum return of 4.10 ± 0.18 across 10 policies, far exceeding the HRL algorithm's maximum return of 3.04 ± 0.54. The HRL-CG algorithm also exhibits more stable training in this setting, yielding a much smaller variance in performance between seeds.
Similar improvements can be seen in the AntMaze tasks. In this case, the HRL-CG performs approximately equivalently to the HRL algorithm for simple goals, in this case moving to (16,0), i.e. simply moving forward. However, for the more difficult tasks and ones that require a greater deal of exploration, the HRL-CG algorithm converges to its maximal value far before the HRL algorithm is capable of doing so.
The improvements in environmental returns in both tasks are equally coupled with a set of improvements in the intrinsic returns, thereby validating the use of connected gradients to improve cooperation between the two policies.
Choice of connected-gradient weight
In this section, we explore the effects and implications of using different values of λ for the connected-gradient weight. Fig. 5 depicts the effect of the choice of λ on the performance of both the Manager and Worker policies in the AntGather environment. When the value of λ equals 0, the algorithm is akin to the naive goal-conditioned HRL scheme as explained in Section 2.4. For small values of λ, we witness improvements in intrinsic rewards that do not result in noticeable changes to the performance of the training algorithm. As we increase the λ term; however, the increase in coordination begins to slow down improvements in environmental returns at the early stages of training. The corresponding increase in cooperation, however, results in a situation whereby the Manager policy can confidently identify the effects of local goals on the actions the Worker performs, ultimately allowing the overall policy to train much more efficiently. This initial slowing in training; however, begins to intensify for larger λ terms in which the values of the Worker gradient send too strong of a signal to the Manager policy, thereby slowing down or stopping training completely. Interestingly enough, this does not result in significant improvement in the intrinsic returns from the most high-performing λ term. These results suggest that moderate values of λ are necessary to yield optimal results.
CONCLUSIONS AND FUTURE WORK
In this work, we propose connections between multi agent and hierarchical reinforcement learning that motivates our novel method of inducing cooperation between hierarchies. We provide a derivation of the gradient of a Manager policy with respect to its Workers for an actor-critic formulation as well as introducing a λ weighting term for this gradient which controls the level of coordination. We find that optimizing using this method results in consistently better results, particularly for more difficult tasks. For future work, we would like to expand our framework of interlevel coordination by using more principles proven to be effective in multi-agent systems, particularly with two primary objectives. First, we intend to observe the effects of using a communication channel for more explicit feedback. We also would like to implement a critic that is centralized through hierarchies. Finally, we would like to test these approaches for competitive as well as collaborative scenarios.
A DERIVATION OF CONNECTING MANAGER GRADIENTS
In this section, we derive an analytic expression of the gradient of the Manager policy in a two-level goal-conditioned hierarchy with respect to both the losses associated with the high level and low level policies. In mathematical terms, we are trying to derive an expression for the weighted summation of the derivation of both losses, expressed as follows:
where λ is a weighting term and η m and η w are the expected returns assigned to the Manger and Worker policies, respectively. More specifically, these two terms are:
Here, under the actor-critic formulation we replace the expected return under a given starting state with the value functions V m and V w This is integrated over the distribution of initial states ρ 0 (·).
Following the results by [22] , we can express the first term in Eq. (14) as:
We now expand the second term of the gradient into a function of the Manager and Worker actor (π m , π w ) and critic (Q m , Q w ) policies and their trainable parameters. In order to propagate the loss associated with the Worker through the policy parameters of the Manager, we assume that the goals assigned to the Worker д t are not fixed variables, but rather temporally abstracted outputs from the Manager policy π m , and may be updated in between decisions by the Manager via a transition function h. Mathematically, the goal transition is defined as:
For the purposes of simplicity, we choose express the Manager output term д t (θ m ) as д t from now on. We begin by computing the partial derivative of the Worker value function with respect to the parameters of the Manager:
where G and S are the goal and environment state spaces, respectively, and p w (·, ·|·, ·, ·) is the probability distribution of the next state from the perspective of the Worker given the current state and action. Expanding the latter term, we get:
The first element, p w 1 , is the probability distribution of the next goal, and is deterministic with respect to the conditional variables. Specifically:
The second element, p w,2 , is the state transition probability from the MDP formulation of the task, i.e. p w,2 (s ′ |д t , s t , π w (д t , s t )) = p(s ′ |s t , π w (д t , s t ))
Combining Eq. (21)-(23) into Eq. (20), we get:
Continuing the derivation of ∇ θ m V w from Eq. (24), we get,
+ π w (д, s t )∇ a r (д t , s t , a)| a=πw (дt ,st ) + γ ∫ S V w (д t +1 , s ′ )π w (д, s t )∇ a p(s ′ |s t , a)| a=πw (дt ,st ) ds ′ д=дt + γ ∫ S p(s ′ |s t , π w (д t , s t ))∇ θm V w (д t +1 , s ′ )ds ′ = ∇ θm д t ∇ д r (д, s t , π w (д t , s t )) + π w (д, s t )∇ a r (д t , s t , a) 
= ∇ θ m д t ∇ д r (д, s t , π w (д t , s t )) + π w (д, s t )∇ a Q w (д t , s t , a)| a=π w (д t ,s t )
Iterating this formula, we have,
. . . p(s t +k +1 |s t +k , π w (д t +k , s t +k )) × ∇ θm д t +n ∇ д r (д, s t +n , π w (д t +n , s t +n )) + π w (д, s t +n )∇ a Q w (д t +n , s t +n , a)| a=πw (дt+n,st+n ) д=дt+n ds t +n · · · ds t +1
Taking the gradient of the expected Worker value function, we get, p(s k +1 |s k , π w (д k , s k )) ∇ θm д n × ∇ д r (д, s n , π w (д n , s n )) + π w (д, s n )∇ a Q w (д n , s n , a) | a=πw (дn,sn ) д=дn ds n · · · ds 0 = ∞ n=0 ∫ S · · · ∫ S n+1 times γ n p θm,θw (τ )∇ θm д n ∇ д r (д, s n , π w (д n , s n )) + π w (д, s n )∇ a Q w (д n , s n , a) | a=πw (дn,sn ) д=дn ds n · · · ds 0 = E τ ∼p θm , θw (τ ) ∇ θm д t ∇ д r (д, s t , π w (д t , s t )) + π w (д, s t )∇ a Q w (д t , s t , a) | a=πw (дt , st ) д=дt (28) where τ = (s 0 , a 0 , s 1 , a 1 , . . . , s n ) is a trajectory and µ θ m ,θ w ,n (τ ) is the (improper) discounted probability of witnessing a trajectory a set of policy parameters θ m and θ w . The final representation of the connected gradient formulation is then:
