Abstract: Gene regulatory, signal transduction and metabolic networks are major areas of interest in the newly emerging field of systems biology. In living cells, stochastic dynamics play an important role; however, the kinetic parameters of biochemical reactions necessary for modelling these processes are often not accessible directly through experiments. The problem of estimating stochastic reaction constants from molecule count data measured, with error, at discrete time points is considered. For modelling the system, a hidden Markov process is used, where the hidden states are the true molecule counts, and the transitions between those states correspond to reaction events following collisions of molecules. Two different algorithms are proposed for estimating the unknown model parameters. The first is an approximate maximum likelihood method that gives good estimates of the reaction parameters in systems with few possible reactions in each sampling interval. The second algorithm, treating the data as exact measurements, approximates the number of reactions in each sampling interval by solving a simple linear equation. Maximising the likelihood based on these approximations can provide good results, even in complex reaction systems.
Introduction
The goal of the recently emerging interest in modelling of biological processes is to understand and describe quantitively the dynamics of living cells. In order to attain this goal, new experimental procedures and modelling techniques are needed to generate and analyse relevant biological data. The latest experimental imaging techniques enable researchers to measure biochemical processes at the molecular level, including small molecule counts of reactants. In systems with only a few molecules, classic mass action kinetics are no longer valid for describing the reaction dynamics. Therefore the usual approach to estimating reaction rates by fitting solutions of law of mass action differential equations to reactant concentrations is not appropriate. Instead, reaction rates are determined based on the probability of collision and reaction of individual molecules. In this article, we present two algorithms for estimating the kinetic reaction constants from time series of molecule counts measured with error. This work is a contribution to the solution of a core problem in systems biology: the identification of the structure and the dynamics of biochemical networks.
The importance of noise in cell dynamics has been pointed out in numerous recent articles. In many cases, when small numbers of molecules react in a stochastic manner, macroscopic concepts such as chemical concentration cannot be used to describe the stochastic dynamics. One of the earliest prominent stochastic models of cellular dynamics is the lambda phage switch [1] that determines the outcome of a viral infection. Another example is the observed phenomenon of individual differences among genetically identical bacteria, which is thought to be based on varying stochastic gene expression [2] . Molecular noise also can lead to behavioural variability in bacteria [3] . Through a stochastic resonance-like phenomenon, cells can use stochastic fluctuations to enhance their sensitivity to external signals [4] . A stochastic switch in enzyme kinetics was described by Samoilov et al. [5] .
In gene regulatory networks, noise is believed to play an important role because only a small number of mRNA molecules are generated in transcription [6, 7] . Also, transcription factor binding and gene expression are highly stochastic and likely the original sources of cellular noise [8] . Paulsson [9] gave an exhaustive review of the different sources of noise that can be separated into intrinsic and extrinsic sources, as investigated theoretically by Swain et al. [10] and experimentally by Elowitz et al. [11] . Gene regulation networks can be subdivided into modules and motifs [12] that perform different functions. For example, feedback loops can dampen and control the amount of noise [13] and thus increase reliability of signal transduction. Thattai et al. [14] , as well as Kierzek et al. [15] , suggested in modelling studies that noise in gene expression arises mainly at the translational level, whereas Kepler and Elston [16] investigated the origin and characteristics of noise from transcriptional processes. A recent experimental study of rates of gene transcription by fluorescence methods in single cells demonstrated the stochastic nature of mRNA production, which occurs in bursts when polymerase is bound to DNA [17] .
Even though stochastic effects are present in all aspects of cellular dynamics, they can be detrimental to processes that are vital for the cell's survival. For example, the circadian clock, which many living systems possess, must be robust against random molecular events. Small numbers of molecules are involved in the clock mechanism, and Barkai and Leibler [18] showed that the accuracy of the generated rhythm is limited by the amount of noise.
There is evidence that cells have adjusted to the stochasticity inherent in biochemical reactions and have developed strategies to control it and even use it to their advantage [19] . Noise seems to be minimised in the expression of genes that are critically important to cell function [20] . One mechanism of noise attenuation in gene expression may be post-transcriptional control [21] , resulting in reliable expression of important genes. Shibata and Fujimoto [22] discussed the limitations of faithful signal transduction by intrinsic and extrinsic noise.
Most previous studies of parameter identification in regulatory networks have dealt only with deterministic models. In signal transduction networks, the estimation of kinetic parameters can be performed by local and global optimisation methods [23, 24] and Bayesian networks [25] . In differential equation models of gene networks, Perkins et al. [26] estimated parameters from expression data. The connection between stochastic and deterministic effects in biochemical reaction networks was discussed by Puchalka and Kierzek [27] .
For the forward problem of simulating stochastic chemical systems, Gillespie [28] introduced a now widely used algorithm. In most theoretical studies that employ this method, parameter values are set to biologically plausible levels or estimated from in vitro experiments on the macroscopic level [16, 27, 29] . For the inverse problem of obtaining parameters, kinetic rate constants are normally estimated by fitting law-of-mass action dynamics to experimentally measured concentration curves. The stochastic rate constants can be derived from these deterministic reaction rate constants [30] . However, this is not possible in many biological systems where the components cannot be isolated from cells. For example, genetic transcription and regulation mechanisms rely on the whole machinery of the cell and cannot be studied separately. Thus, these small-scale reactions are accessible only by in situ measurement techniques, for example, fluorescence methods [31] .
Some recent studies have attempted to estimate stochastic rate constants from exact molecule count data, assuming that the counts follow a Markov chain (as per Gillespie [28] ). Becskei et al. [8] fitted a log-normal error model to stochastic gene expression data, whereas Golightly and Wilkinson [32] used a stochastic differential equation approximation. Boys et al. [33] demonstrated that Bayesian inference methods can give estimates of stochastic reaction constants for both continuously and discretely sampled data. These authors also explored parameter estimation in data-poor scenarios when only some of the involved species can be measured. However, we are not aware of any literature on the problem of estimating the reaction parameters in stochastic systems with small molecule counts which are measured with error.
In this article, we propose two different algorithms for stochastic kinetic parameter estimation from data with observation errors, assuming that the (unobserved) molecule counts follow a Markov chain. The resulting model is a hidden Markov model (HMM), where the hidden states are the true molecule counts, and transitions between these states correspond to reaction events following the collision of molecules.
Our first algorithm follows the classical approach of maximum likelihood estimation of HMMs, and specifies an analytic expression for the likelihood. As discretely sampled data contain information only about the change in molecule counts -not the order or type of reactions that occurred during the sampling interval -this expression is a complicated sum of the probabilities of each possible sample path. Therefore evaluation and maximisation are computationally expensive. We demonstrate that this method can be used to estimate the parameters in simple systems where the state space is low dimensional, and the reaction rates are slow, relative to the sampling rate.
Our second algorithm treats the data as exact measurements and approximates the number of reactions in each sampling interval by solving a simple linear equation. Parameter estimates are then obtained by maximising the likelihood based on these values. As the true number of molecules at each time point is assumed to follow a Markov chain, this likelihood is much simpler, and hence much faster to evaluate and maximise than the HMM likelihood. Simulation studies show that this method can give good results even with measurement error.
2
Definition of the system For a fixed time point, let X n , n ¼ 1, . . . , N, denote the number of molecules of species n. A general system of (bio-)chemical reactions can be written in typical chemistry stoichiometric notation as
Here, the coefficients l mn and r mn denote the numbers of molecules of species n consumed and produced, respectively, in reaction m, m ¼ 1,
. . , r mN ) so that a reaction of type m changes the numbers of molecules by n m ; 2l m þ r m .
In reaction systems, the number of molecules of each species evolves over time. Let X(t) ¼ (X 1 (t), . . . , X N (t)), where X n (t), n ¼ 1, . . . , N, denotes the number of molecules of species n at time t. As argued by Gillespie [28] , the process X(t) follows a continuous-time Markov chain, with changes in state determined by reactions among molecules. In particular, it is a jump process with statedependent transition probabilities.
Chemical reactions can occur if molecules collide, and hence the rate of reaction of type m at a time t depends on the state of the system at this time. In particular, the probability that reaction m results from a collision is a function of a reaction constant c m and the number of possible collisions between molecules of the species involved. The values c ¼ (c 1 , . . . , c M ) are similar to deterministic law-of-mass-action reaction constants. The propensity for reaction m at time t is then
where a m dt is the probability that reaction m will occur in the time interval [t, t þ dt], given that the system is in state X(t) at time t [28] . In this work, we assume a 'well-stirred' medium, that is there are no spatial effects such as local accumulation of molecules or metabolic channelling. Then, the joint distribution of the waiting time until the next reaction (t) and the type of reaction that occurs (m) is Pðm; tÞ ¼ a m expðÀa 0 tÞ ð 3Þ
where a 0 ¼ P m a m is the overall reaction propensity. In practice, it is not possible to measure X(t) exactly and continuously in time. However, with new experimental techniques such as fluorescence methods, it is possible to measure small numbers of molecules (with some error) at discrete time points. Denote the observed measured count of species n at time t i by O n (t i ), t 0 ¼ 0, t 1 , . . . , t R , and let
We assume that O n (t i ) ¼ X n (t i ) þ e n (t i ), and that the measurement errors e n (t i ) are i.i.d. Gaussian distributed with mean 0 and variance s. This assumption implies that, conditional on X n (t i ), O n (t i ) is independent of all other observations and all other molecule counts. In other words, the process O(t i ) follows a HMM.
Finally, in this article, we consider only the case where the sampled time points are equally spaced at intervals of length Dt, although this assumption could easily be relaxed. In this case, the unobserved process X(t i ) is a timehomogeneous Markov chain.
We present two simple examples of such reaction systems with the goal of estimating the reaction parameters c 1 , . . . , c M , and s from the observed data.
Example: a simple gene expression model
As a simple example, we use the following simple system of stochastic gene transcription, as investigated and modelled by Golding et al. [17] . In E. coli, a green fluorescent protein tag was introduced to create fluorescent mRNA from a specific gene. The resulting fluorescence can be measured in individual cells and converted into mRNA count data. Because there is only one copy of the tagged DNA sequence, as well as a small number of polymerase proteins that initiate transcription in each cell, the transcription process is highly stochastic with very different time courses of mRNA copy numbers in different cells [17] . Using high-resolution fluorescence microscopy, the experimenters were able to measure mRNA copy numbers with good accuracy (error ,1 molecule) and at high sampling rates (2 measurements/min). We use the model described by Golding et al. [17] to describe the gene transcription process. The DNA for the tagged mRNA is switched on and off by polymerase binding and unbinding, respectively. Only polymerasebound DNA is transcribed into mRNA that consequently grows in count monotonically. The system takes the form
The reaction rates associated with R 1 , R 2 and R 3 are c 1 , c 2 and c 3 , respectively. During a reaction of type m, the state
As initial conditions in this system, we set DNA OFF ¼ [17] . Fig. 1 shows mRNA counts of different realisations of this process at a fixed sampling rate, Dt ¼ 0.5 min. When DNA is switched on by polymerase binding, transcription of the gene into mRNA starts, and the mRNA count grows. Transcription is terminated by unbinding of polymerase and switching off of DNA, leading to burst transcription with long intervals of constant mRNA counts.
Example: a transcriptional regulatory system
As an example of a more complex biochemical stochastic reaction system, we use a model of transcriptional regulation that was proposed by Goutsias [34] . Here, the mRNA is translated into a protein monomer M that can dimerise. The dimer D, in turn, can bind to its DNA and act as a transcription factor to autoregulate its own mRNA production. Both mRNA and protein monomers are degraded at constant rates.
The stochastic model of our version of the Goutsias transcriptional regulation system consists of eight reactions involving five molecule species
Here we neglect the double binding and unbinding of dimers to DNA in the original model, which has a very low reaction rate (0.8765 Â 10 211 s 21 by Goutsias [34] ). Such reactions with such low rates are hardly observed in short time series, and consequently the associated rates cannot be estimated reliably with any algorithm. As initial values we use [34] . Fig. 2 shows a plot of the stochastic behaviour of M, D and mRNA. As in Golding's system, RNA is produced in a stochastic manner when the dimer is bound to DNA. The protein monomers produced by RNA translation dimerise and de-dimerise at high rates, leading to fluctuating molecule counts.
Parameter estimation
For estimation of reaction parameters c 1 , . . . , c m , and noise strength s from time series of molecule counts observed with error, we develop two different algorithms. 
Approximate maximum likelihood (AML) method
The likelihood of the observation given a set of parameter values can be computed as follows (using f generically to represent a density)
This summation is over a prohibitively large number of terms. However, the special structure of the HMM allows us to simplify this expression. In particular, letting
This expression is equivalent to a product of matrices, and hence is easy to compute if N is not too large and the state space of X(t i ) is limited. In general, X(t i ) can take on any positive integer value (i.e. its state space is infinite), so evaluation and maximisation of the likelihood is more challenging. For this reason, we make two approximations:
2. We assume that a fixed maximum number reactions can occur per time interval.
Both approximations effectively reduce the dimension of the summation over x i . In particular, the first restricts the range of X(t i ), given O(t i ). This is equivalent to assuming that the measurement error follows a truncated Gaussian, rather than a Gaussian distribution. The second approximation relies on the assumption that P x i21 , x i ¼ 0 for most pairs (x i21 , x i ). In other words, under this approximation, the matrices in (4) are sparse so that their product is easy to compute.
Then we can compute P x i21 , x i by determining which reactions could have occurred in the interval (t i21 , t i ]. Under the assumption of no more than two reactions per time interval, for example, we apply the following results:
where Dt ¼ t i 2 t i21 . Case 2: Exactly one reaction of type m occurs in the interval
Here, a 0 0 denotes the changed propensity after a reaction of type m.
Case 3: Exactly two reactions of types m 1 and m 2 occur, in that order, in the interval (t i21 , In the case that a 0 does not change during a reaction, these formulas simplify considerably. For example, the formulas for one and two reactions in an interval reduce to a m exp(2a 0 Dt)Dt and a m1 a m2 exp(2a 0 Dt)Dt 3 /6, respectively. We can now compute
Pðreaction m 1 and then m 2 in DtÞ
where 1( . ) is an indicator function equal to 1 if the argument is true and 0 otherwise.
These approximations allow us to evaluate the likelihood. Underflow errors may arise in the case of long time series. For this reason, we store intermediate computational results in scientific notation. We then use a numerical maximisation routine (e.g. the quasi-Newton routine) to find the maximum likelihood estimates (MLEs).
It should be noted that our assumption of a fixed limited number of reactions per time interval is valid only when the sampling rate is high relative to the reaction rates. Typically, this condition will be satisfied only for small systems. The assumed maximum number of reactions per time interval can be adjusted depending on the sampling and reaction rates of the system of interest; however, the cost is increased complexity in the computation of P x i21 , x i .
In the implementation of our algorithm, as the reaction rate parameters and s are all non-negative, we transform
, maximising over these parameters is easier than maximising over the original parameters. By the invariance property of the MLEs,ĉ i ¼ e^c
One advantage of the AML method is that, if our simplifying assumptions are valid, the MLEs are guaranteed to be consistent and asymptotically normal, and the diagonal entries of the negative inverse of the observed Fisher information matrix (the matrix of second derivatives of the maximised log-likelihood) provide approximate variances [35] .
Singular value decomposition likelihood (SVDL) method
In
First, consider the case where the observations truly are measured without error, that is O(t i ) ¼ X(t i ). Then, the difference between X(t i ) and X(t iþ1 ) is necessarily a linear combination of the n m s, m ¼ 1, . . . , M, with non-negative integer coefficients. The coefficients indicate how many times each type of reaction has occurred during the interval.
Let n be the matrix with jth row given by n j , j ¼ 1, . . . , M. We then solve the linear equation
, where C i is the M-dimensional column vector of coefficients with jth entry C j i . The uniqueness of C i cannot be assumed automatically. For example, if both a reaction and its reverse can occur, the number of reactions will not be uniquely determined by X(t i ) and X(t iþ1 ), as multiple forward and backward reactions may have occurred. In such a system, the rates of these reactions may be underestimated. Even if the matrix does not have full rank, so that the solution is not uniquely determined, a singular value decomposition will give a solution of minimum norm. Because only non-negative numbers of reactions are possible, we may have to add an appropriate vector from the nullspace of n in order to obtain the minimum norm non-negative solution.
From the solution C i , P x i , x iþ1 can be computed. Note that the observed data do not give information on the order of the reaction events, so all different permutations of the reaction order must be considered. Then exact computation of the probability of such events becomes complicated as the number of reactions in the sampling interval increases.
One way of circumventing this problem is to assume that a m , m ¼ 1, . . . , M, is constant during each sampling interval. (See Gillespie [36] for a similar assumption about the forward problem.) This assumption is reasonable for systems with many molecules. We can now calculate the probability that certain reactions occur in a sampling interval using this singular value decomposition approach. Case 1: X(t i ) ¼ X(t i21 ). We assume that no reaction takes place in the interval (t i21 , t i ], and hence
Case 2: X(t i ) ¼ X(t i21 ) þ n m for some m. We assume that only one reaction of type m has occurred in (t i21 , t i ], and hence 
where the first factor is the number of possible permutations of these K i reactions.
The log-likelihood based on the observations X(t i ) can then be computed as
This SVDL (8) can then be maximised using a numerical optimisation method.
We return now to the more realistic scenario where the molecule counts are measured with error so that O(t i ) = X(t i ). In this setting, the exact number of reactions can no longer be computed. However, we simply ignore the measurement error and solve (6) using the non-integer observations, O(t i ). We round the values obtained in order to obtain an approximation to the number of each type of reaction, which can be used to evaluate and maximise (8) .
The log-likelihood (8) corresponds to a Markov chain model rather than a HMM, and hence is much easier to compute than the log-likelihood in the AML method (4). In particular, (8) is a simple sum, whereas (4) is a product of matrices. For this reason, the SVDL method is much faster than the AML method, and hence makes estimating parameters of complex reaction systems more feasible.
Results
In this section, we present simulation studies of the simple gene transcription and the more complex transriptional regulation systems to demonstrate the performance of the AML and the SVDL algorithms. The systems are simulated using the Gillespie algorithm to generate time series of molecule counts. These are sampled at regular time intervals of length Dt to mimic experimental measurements. We then add Gaussian white noise with standard deviation s to these counts to simulate measurement error. The focus of this investigation is how the performances of the algorithms vary with the parameters s, Dt and R, and for each parameter choice we perform 100 simulation and estimation runs. 
Simple gene expression system
For the AML algorithm, we limit the likelihood calculation to a maximum of two reactions per sampling interval, and assume that X n (t) falls within 3s of O n (t). These assumptions are justified by the experimental conditions used by Golding et al. [17] on this system. We also assume that the initial state of the system is known, so that p (1,0,0) ¼ 1. The initial probabilities could also be estimated with the AML method, although at the cost of increased computational time. We use the true parameter values as starting values in the quasi-Newton routine. Because in Golding's experimental setup only mRNA rates were measured, the estimation is performed using only the mRNA measurements, whereas DNA ON and DNA OFF are hidden. Table 1 gives the averages and sample standard deviations of the parameter estimates obtained using the AML algorithm. In general, the algorithm delivers good estimates of the original parameter values with reasonably small standard deviations. Increased measurement error naturally leads to less precision in the parameter estimates, but interestingly the error is not much higher under more observational noise. In addition, we see that for a constant number of sampling points, R, the parameters are estimated better when the sampling rate, Dt, is lower (i.e. the observation period is longer). This result is to be expected, as over a longer time period we would see more reactions, and hence have more information about the reaction propensities. Consequently, more sampling points, reflecting longer time series, also improve estimation accuracy. The noise strength s is estimated quite accurately as well.
The performance of parameter estimation can be improved if a number of traces from one or multiple cells are lumped together and the total likelihood is maximised (see Golding et al. [17] for a similar procedure on experimental data). Table 2 gives the averages and sample deviations of the parameter estimates in the case of estimation using five traces. The standard deviations are noticeably lower than in Table 1 , reflecting decreased variation in individual estimates. Whether such estimation from multiple traces is possible in practice will depend on the system under investigation, the experimental conditions and the constancy of reaction rates among traces. Table 3 shows parameter estimates obtained with the SVDL algorithm. We use random starting values for the quasi-Newton optimisation routine. In all estimation runs, data from all molecule species are included (in contrast to the AML method) because the SVDL method cannot incorporate a state space search over hidden variables. As this method implicitly assumes exactly measured molecule counts, we do several runs with s ¼ 0. In this case, the parameters are estimated with good accuracy for longer time series. For shorter time series and higher sampling rates, the standard deviation increases, reflecting the lack of information about the parameters contained in the data. The best estimation results are obtained from long time series with high sampling rates.
When observational error is added to the data, the SVDL algorithm is still able to generate estimates of the reaction rates, albeit with higher standard deviations. For s ¼ 1.0, as in the experiments, the precision of the parameter estimates is decreased, especially of c 1 (note that in this system, c 1 is the smallest reaction rate, and hence R 1 occurs least frequently). Again, estimation from a number of combined data time series greatly improves estimation accuracy and decreases the standard deviations, as shown in Table 4 . In systems with few reactions over the time course of one data time series, as in this simple model (see also Fig. 1 [17] ), such a combination of multiple time The true parameter values are as in Table 1   Table 3 : Average (standard deviation) of the estimates of the simple gene expression parameters using the SVDL algorithm series may be necessary to obtain a good parameter estimate. These results demonstrate that the approximate reaction numbers, calculated with the singular value decomposition method, are sufficiently close to the real reaction numbers, to provide good estimates when sufficient sampling points are considered.
In terms of the computation time, C implementations of both algorithms on an Intel Pentium 4 processor with 3.00 GHz took 68 min in the case of the AML method and 20 s for the SVDL method (100 runs with s ¼ 0.1, Dt ¼ 1.0, R ¼ 500). Increased s requires substantially longer estimation run times.
Transcriptional regulation system
In the higher dimensional model of transcriptional regulation, the AML method is not practical because the large state space leads to prohibitively large computation times. In such a complex system, the SVDL method is at an advantage because it does not search the state space but rather simply solves a systems of linear equation with dimensions given by the number of species and reactions. Table 5 shows the average and sample standard deviations of the SVDL parameter estimates in this larger stochastic reaction system. The parameter estimates are reasonably close to the true values in most cases. Again, longer time series and higher sampling rates give better estimates. Especially c 7 and c 8 are estimated better at higher sampling rates. This can be explained by the complementarity of reactions 7 and 8. Because one reaction 7 and consequent reaction 8 (and vice versa) lead to a zero net change of molecule counts, discretely sampled data contain only information about the net numbers of these reaction pairs. As many such reactions take place during longer sampling intervals, any method will have difficulty estimating the associated reaction rates under these conditions. Added measurement error decreases measurement accuracy and actually often leads to failed convergence of the algorithm.
Parameter estimation in this model system took 4 min for 300 data points and 100 repetitions of the SVDL algorithm.
Confidence intervals for the parameters
In practice, often only one time series of molecule counts will be available for parameter estimation. In this case, it is useful to compute confidence intervals for the parameters.
In the case of the AML method, we use the negative inverse of the matrix of second derivatives of the maximised log-likelihood to derive such confidence intervals. The quasi-Newton routine provides this matrix as a by-product of the optimisation algorithm. As long as the assumption of at most two reactions per time interval is satisfied, the diagonal entries of the matrix can be used as estimates of the asymptotic variances of the parameter estimates,ĉ . In order to demonstrate the validity of the asymptotic standard errors (ASEs) computed in this way, we compare them with the empirical standard errors (ESEs) in 100 parameter simulation and estimation runs of the simple gene transcription system (using only one time series per run).
The ASEs in Table 6 are mostly very close to the observed ESEs, demonstrating that the ASEs provide an adequate idea about the precision of the estimates, and confidence intervals based on these values will be valid. Parameter values are as in Table 1   Table 5 : Average (standard deviation) of the estimates of the transcriptional regulation system parameters using the SVDL method In the case of the SVDL algorithm, the Fisher information matrix can be computed analytically. However, quantile plots of the parameter estimates (not included) show marked deviations from the normal distribution, even for large values of R. Hence, we cannot assume that the distribution of these estimates is asymptotically normal. Further insight into the distribution of the SVDL estimates is required in order to be able to form valid confidence intervals.
Conclusion
In this article, we presented two different algorithms for the estimation of stochastic reaction parameters from discrete time series of molecule counts measured with error. The main challenge associated with this problem is the complexity of the likelihood when many reactions may occur in a sampling interval. Therefore both algorithms make simplifying assumptions in order to make parameter estimation feasible.
In the AML algorithm, because of the expensive state space search and computations involved, we assume a finite maximum on the number of reactions that can occur during a sampling interval. This assumption restricts the use of this method to systems with high sampling rates, where few reactions take place in a sampling interval. A major advantage of this method is that it can handle incomplete data when one or more of the involved molecule species cannot be measured.
The algorithm gives good estimates for the threedimensional gene transcription systems, and has the advantage of providing asymptotically normal parameter estimates. The estimated standard errors generated as a by-product of the optimisation routine are very accurate. Hence, we can form valid confidence intervals for the parameters using this algorithm.
In the SVDL algorithm, we treat the observations as exact molecule counts, and assume constant reaction propensities over a sampling interval. These assumptions are reasonable for systems with large numbers of molecules and small measurement errors. Our simulation studies demonstrate that this method can reliably estimate the kinetic parameters of stochastic reaction systems, even from data with measurement error. However, confidence intervals for the parameters cannot be generated using the SVDL algorithm. In addition, computation speed is faster by about two orders of magnitude, compared with the AML algorithm. The computational efficiency of the SVDL algorithm is a clear advantage of this method.
Our simulations stress the importance of the sampling rate on parameter identifiability, a problem that is known in other stochastic parameter identification problems as well [37] . Discretely sampled data do not include information about forward and backward reactions that occur in the same time interval, and hence the associated reaction constants may be biased for small samples. The exact likelihood is not available in closed form, and hence theoretical analysis of the magnitude of this bias is challenging.
Our methods, like the Gillespie framework, ignore spatial effects in molecular dynamics. However, it is known that in cells, scaffolding proteins and metabolic complexes can localise substrates and enzymes, so that effective local concentrations are much higher at the reaction sites [38] . Because we neglect spatial effects, our estimates will reflect overall reaction rates in the cellular environment averaged over the whole cell. Thus, for comparison of reaction rates between different experimental conditions and cell lines, our estimates should be considered as mean rates in the cell.
Inside cells, various compartments restrict the intracellular space, making it more tortuous and impeding diffusion [39, 40] . This can lead to nonlinear and even fractal-like diffusion behaviour. When spatially resolved data with high accuracy are available from experiments, our techniques could be extended to estimate parameters in spatial versions of the Gillespie algorithm [41] . Tackling the full complexity of cellular dynamics, including inhomogeneities and transport effects, is still beyond the scope of current systems biology research, but progress in this direction is made [8, 42] .
To obtain experimental data on biochemical reactions, the latest experimental techniques, especially imaging methods of fluorescent tagged proteins, can monitor biological processes at microscopic levels, as required in our context. For example, the stochastic expression dynamics of a reporter gene with a fluorescent tag has been monitored successfully in different settings [17, 29] , and resolution of gene expression is in the range of tens or even single molecules [17, 42, 43] . Fluorescence measurement techniques also give data of sufficient time and concentration resolution to enable comparison and validation of stochastic models and experimental data [44] . Zlokarnik et al. [31] used a FRAP technique to measure stochastic transcription and obtain time series of molecule counts. Fluorescent protein tags of different colours are available to monitor multiple proteins simultaneously (see, for example, Becskei et al. [8] and Elowitz et al. [11] ). However, time-resolved simultaneous measurement of a number of reacting species have, to our knowledge, not yet been performed. Technical difficulties, including the reliable tagging of multiple molecules, calibration and the data acquisition speed of microscope cameras, need to be overcome in order to generate multi-species times series. With the recent development of highly accurate methods for the measurement of mRNA, protein and metabolite concentrations in living cells, biochemical processes can be followed with unprecedented precision. Modern fluorescence methods are on the brink of resolving molecular reactions at the individual molecule level, and will provide data that require methods such as ours for analysis.
Supplementary
We can prove (7) using induction, assuming that it is correct for K reactions. The probability that reactions m 1 , . . . , (7) is true for all K.
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