Abstract. We give an explicit formula for (T -equivariant) 3-pointed genus zero Gromov-Witten invariants for G/B. We derive it by finding an explicit formula for the Pontryagin product on the equivariant homology of the based loop group ΩK.
Introduction
A flag variety G/B is the quotient of a simply-connected simple complex Lie group by its Borel subgroup and it plays very important roles in many different branches of mathematics. There are natural Schubert cycles inside G/B. The corresponding Schubert cocycles σ u 's form a basis of the cohomology ring H * (G/B). In terms of this basis, the structure coefficients N w u,v 's of the intersection product,
are called Schubert structure constants, which is a direct generalization of the Littlewood-Richardson coefficients for complex Grassmannians. When G = SL(n+ 1, C), these coefficients count suitable Young tableaus (see e.g. [10] ) or honeycombs [19] , [20] . An explicit formula for N w u,v in all cases are given by Kostant and Kumar [21] by considering Kac-Moody groups and an effective algorithm is obtained by Duan [6] via topological methods. Note that a ring presentation of H * (G/B, C) is given much earlier by Borel [2] in terms of Chern classes of universal bundles over G/B.
The (small) quantum cohomology ring of G/B, or more generally of any symplectic manifold, is introduced by the physicist Vafa [38] and it is a deformation of the ring structure on H * (G/B) by incorporating genus zero Gromov-Witten invariants of G/B into the intersection product. As complex vector spaces, the quantum cohomology ring QH * (G/B) is isomorphic to H * (G/B) ⊗ C[q] with q λ = q a1 1 · · · q an n for λ = (a 1 , · · · , a n ) ∈ H 2 (G/B, Z). The structure coefficients N w,λ u,v 's of the quantum product,
are called quantum Schubert structure constants. As we will see in section 5.1, N w,λ u,v = I 0,3,λ (σ u , σ v , σ ω0w ) is the 3-pointed genus zero Gromov-Witten invariant for σ u , σ v , σ ω0w ∈ H * (G/B), by the definition of the quantum product σ u ⋆ σ v . We will use the terminology "quantum Schubert structure constants" instead of "Gromov-Witten invariants" for G/B throughout this paper, in analog with the classical Schubert structure constants.
Because of the lack of functoriality, the study of the quantum cohomology ring of G/B, or more generally partial flag varieties G/P , is a challenging problem. A presentation of the ring structure on QH * (G/B) is given by Kim [18] in terms of Toda lattice for the Langlands dual Lie group. There have been a lot of studies of QH * (G/P ) in special cases including complex Grassmannians, partial flag varieties of type A, isotropic Grassmannians and two exceptional minuscule homogeneous varieties (see e.g. [3] , [4] , [22] , [23] and [5] respectively and the excellent survey [9] ). Nevertheless, the quantum Schubert structure constants had only been computed explicitly for very few cases, such as complex Grassmannians and complete flag varieties of type A.
In this article, we give an explicit formula for the (equivariant) quantum Schubert structure constants of the quantum cohomology ring QH * (G/B) (for partial flag varieties G/P , see [29] ). We should note that an algorithm to determine the equivariant quantum Schubert structure constants 1 was obtained earlier by Mihalcea [33] and he used it to find a characterization of the QH * T (G/P ). To describe the formula, we define the rational functions c x, [y] and d x, [y] combinatorially for any x, y ∈ W af = W ⋉ Q ∨ . In particular for x = ut A , y = vt A and z = wt 2A+λ with A = −12n(n + 1) The choice of A is not unique. In many cases, we can replace it by a smaller one (see the proof of Theorem 5.1). All these and their T -equivariant extensions will be given in section 5.2. As a consequence, the above summations have only a few nonzero terms in many cases. For instance for G = SL(3, C) with u = v = s 1 s 2 s 1 , w = s 1 s 2 and λ = θ There could be an alternative way to determine our structure coefficients by finding polynomial representatives for Schubert classes. For instance, this approach has been used by Fomin, Gelfand and Postnikov for complete flag varieties of type A [8] . The work of Magyar [31] could be relevant for general cases. See also [7] . This paper is organized as follows. In section 2, we set up the notations that will be used throughout this article and review some well-known facts on the theory of Kac-Moody algebras and groups. In section 3, we define the important quantities c x, [y] , d x, [y] and derive an explicit formula for the Pontryagin product on H T * (ΩK).
In section 4, we analyze our formula and compute the product of certain Schubert classes. In section 5, we prove our main theorem and we also show that the classical limit of our formula recover the usual formula for the equivariant Schubert structure constants . In section 6, we give examples to demonstrate the effectiveness of our formula. Finally in the appendix, we provide the proofs of some propositions stated in section 4.
2. Notations 2.1. Notations. We introduce the notations that are used throughout the paper.
G: a simply-connected simple complex Lie group of rank n. B, H: B is a Borel subgroup of G; H is a maximal torus of G contained in B.
K: a maximal compact subgroup of G. T : T = K ∩ H is a maximal torus in K. g, h: g = Lie(G); h = Lie(H). I, I af : I = {1, · · · , n}; I af = {0, 1, · · · , n}. R, ∆: R is the root system of (g, h); ∆ = {α i | i ∈ I} is a basis of simple roots. R + : R + = R ∩ i∈I Z ≥0 α i is the set of the positive roots;
is the set of anti-dominant elements. w i , ρ: {w i | i ∈ I} are the fundamental weights; ρ = 1 2
are the fundamental coweights. W : W = σ αi : i ∈ I is the Weyl group of (g, h). θ, ω 0 : θ is the highest (long) root of R; ω 0 is the longest element in W .
g af : the (untwisted) affine Kac-Moody algebra associated to g. h af : Cartan subalgebra of g af . α 0 , δ: α 0 is the affine simple root; δ = α 0 + θ is the null root. R
G: the Kac-Moody group associated to the Kac-Moody algebra g af . B: the standard Borel subgroup of G. 
2.2. Some more explanations. See [17] and [24] for the meaning of the notations as in section 2.1 as well as the theory of Kac-Moody algebras and groups. The fundamental weights {w i | i ∈ I} are the dual basis to the simple roots {α
Therefore the Weyl group W , which is generated by the simple reflections, acts on h and h * naturally. Note that R = W · ∆. For any γ ∈ R, γ = w(α i ) for some w ∈ W and i ∈ I. We can well define γ ∨ = w(α ∨ i ), which is independent of the expressions of γ.
The Weyl group W af of g af is in fact an affine group, W af = W ⋉ Q ∨ , where we denote t λ 2 the image of λ ∈ Q ∨ in W af (by abusing notations).
To be more precise, one has σ β = σ α t mα ∨ for β = α + mδ ∈ R re = − R + re R + re . In particular, σ α0 = σ θ t −θ ∨ . Given w ∈ W, λ ∈ Q ∨ , γ ∈ i∈I Zα i and m ∈ Z, we have t w·λ = wt λ w −1 and the following action
Since W af , S is a Coxeter system, we can define the length function ℓ : W af → Z ≥0 and the Bruhat order (W af , ) (see e.g. [16] ). We use the following notation
whenever (σ β1 , · · · , σ βr ) is a reduced decomposition of x ∈ W af ; that is, r = ℓ(x), x = σ β1 · · · σ βr and β i 's are simple roots. (It is possible that β i = β j for i = j.) This notation will also be used throughout this article. Explicitly, the affine Kac-Moody group G is realized as a central extension by C * of the loop group consisting of the C((t))-rational points G(C((t))) of G extended by one dimensional complex torus. For each subset Y ⊂ ∆, there is a standard parabolic subgroup P Y ⊂ G corresponding to Y . In particular, B = P ∅ and we denote P 0 = P ∆ . For our purpose of studying the generalized flag varieties G/B and G/P 0 , the group G can be taken simply to be G = G(C((t))). That is, G = Mor(C * , G).
In the present paper, we only consider the following two cases:
3. Pontryagin product on equivariant homology of ΩK The T -equivariant (Borel-Moore) homology H T * (ΩK) of based loop group ΩK is a module over S = H *
af is the set of length-minimizing representatives of cosets in W af /W . T acts on ΩK by pointwise conjugation. The Pontryagin product ΩK × ΩK → ΩK, given by (f · g)(t) = f (t) · g(t), is associative and T -equivariant.
Therefore, it induces a product map
where the summation runs over all
where the summation runs over all subsequences
Note that for any y, y ′ ∈ W af with yW = y ′ W , one has c x, Note that both summations in the above proposition contain only finitely many nonzero terms.
3.2.
Explicit formula for Pontryagin product on H T * (ΩK). Because of the homotopy-equivalence between G/P 0 and ΩK, we interchange the notations G/P 0 and ΩK freely. LetT C denote the standard maximal torus of G with maximal compact sub-torusT . TheT -equivariant cohomology H * T (G/P 0 ) is anŜ-algebra with a basis of Schubert classes
Note that T ⊂T is a sub-torus. The T -equivariant cohomology
Furthermore, one has the following evaluation maps ev :
(See appendix 7.4 for more details on the above descriptions.) The T -equivariant homology H T * (G/P 0 ) is the submodule of Hom S (H * T (G/P 0 ), S) spanned by the equivariant Schubert homology classes
, which for any x, y ∈ W − af satisfy S x , S y = δ x,y with respect to the natural pairing. The adjoint action of T on K induces a canonical action on ΩK by pointwise conjugation; that is, (t · f )(s) t · f (s) · t −1 for any t ∈ T and f ∈ ΩK. The group multiplication K ×K → K induces a so-called Pontryagin product ΩK ×ΩK → ΩK by pointwise multiplication; that is, (f · g)(s) = f (s) · g(s) for any f, g ∈ ΩK. The Pontryagin product is obviously associative and T -equivariant. Therefore it induces H
, which is also called the Pontryagin product. As a consequence, H T * (ΩK) is an associative S-algebra. Furthermore, one has
af with the structure coefficients b z x,y ∈ S being polynomials. Now we state the main result of this section as follows. 
In particular, b x for the case Y = ∅ (note that P ∅ = B). These notions can be extended toT -equivariant (co)homology for G/P Y for a largerT -action. The corresponding Schubert classes are denoted by "Ŝ" instead of "S". 
The relation betweenŜ ). For any x ∈ W af ,Ŝ 0 x = y∈W af c x,yψ 0 y . 3 We should note that we are using the equivariant Borel-Moore homology (see e.g. [13] ). 4 The terminologies used in [1] and the present paper can be identified as follows:Lx =Ŝ 0 x and Θ(µ)(y) =ψ 0
Note that one has ψ x = ψ y whenever xW = yW (following the definition), and that the canonical map π * : H T * (G/B) → H T * (G/P 0 ), induced by the natural projection π : G/B → G/P 0 , is given by
(i) It follows from Proposition 3.2 and Lemma 3.5 that
Note that ι ∅ x is both T -equivariant andT -equivariant and id pt , id G/B are morphisms preserving the T -action. Hence, the identity id 
noting that the summation contains only finitely many nonzero terms. (iii) Denote c ′ x,y = c x,y α0=−θ . It follows from (ii) and Proposition 3.2 that
Note that ψ z = ψ y whenever z ∈ yW , and each coset yW has a unique representative of translation in
The above proposition was essentially contained in Peterson's notes [35] . The Pontryagin product gives an associative S-algebra structure on the equivariant homology H T * (ΩK). The following proposition was stated in [35] by Peterson. We learned the following proof from Thomas Lam.
Proposition 3.7. For any λ, µ ∈ Q ∨ , the Pontryagin product of ψ t λ and ψ tµ in H T * (ΩK) is given by ψ t λ ψ tµ = ψ t λ tµ = ψ t λ+µ .
Proof. Identify λ ∈ Q
∨ with the co-character λ : S 1 → T , which gives a point λ : S 1 → K in ΩK. These are the T -fixed points of ΩK. Note that ψ t is the map
induced by the map pt → ΩK with image t. Thus ψ t λ ψ tµ is the map H * T (ΩK) −→ H * T (pt) induced by the following composition of maps: pt −→ ΩK × ΩK −→ ΩK, which is given by pt → (t λ , t µ ) → t λ t µ .
Note that pointwise multiplication on the group takes the loops λ :
Now we can derive the proof of Theorem 3.3 easily.
Proof of Theorem 3.3. It follows from Proposition 3.6 and Proposition 3.7 that 
Calculations for structure coefficients
In this section, we analyze the summation in the formula for the structure coefficients b z x,y 's. We obtained several useful formulas, including the following two as the main results of this section. The proofs are elementary and combinatorial in nature. These two formulas have been obtained by Lam and Shimozono [26] by a different method using nil-Hecke ring and Peterson j-isomorphism.
, where σ i = σ αi with i ∈ I. Then one has
where Γ 1 and Γ 2 are as defined in section 2.1. 5 The coefficient γ ∨ , w i is always equal to zero if either γ ∈ Γ 1 and uσγ t λ+µ
In section 4.1, we introduce some well-known facts on the Coxeter group W af . We also prove propositions in section 4.1 as preliminaries for later simplifications. In section 4.2 and section 4.3, we simplify the summations involved in formulas for S wt λ · S tµ and S σit λ · S utµ respectively, where the main lemmas are Proposition 4.15, Proposition 4.19 and Proposition 4.20. Since the proofs are elementary, we treat them in the appendix. After computing certain c x,y and d x,y , we obtain Proposition 4.1 and Proposition 4.2 in section 4.4. Finally in section 4.5, we give a useful simplified formula for general S x S y .
Preliminaries. Recall that
We say x covers x ′ , denoted by
→ x, if and only if there exists some σ γ ∈ T such that x = σ γ x ′ and ℓ(x) = ℓ(x ′ ) + 1. We say x ′ x with respect to the Bruhat order (W af , ) if and only if there exists a chain
We list some well-known facts (from [14] and [16] ) for the Coxeter system (W af , S) as follows.
(a) If y → x, then there exists a unique j, 1 ≤ j ≤ r, such that x = σ γj y and
In particular, if y x and ℓ(x) = ℓ(y) + 1, then y
then the following are equivalent:
∨ can be written as x = wt λ for unique w ∈ W and t λ ∈ Q ∨ . Recall that the set of anti-dominant elements in Q ∨ is
The length-minimizing representatives in W − af are characterized as follows. Lemma 4.4 (see e.g. [26] ). Let λ ∈ Q ∨ and w ∈ W .
, then x j+1 u = σ βj x j u x r+1 by Lemma 4.3. Hence, x 1 u = wt λ u t λ = x r+1 implies t λ u = x r+1 u x r+1 , by induction on j. Thus ℓ(u) = 0 and u = 1.
The following useful lemma will be applied frequently later. Lemma 4.6 (see e.g. [32] ).
The following lemma is on the property of the longest element ω 0 in W .
Proof. (We learn the proof from Victor Reiner.) The highest root θ 0 ∈ R + is characterized among all the positive roots by the property that θ 0 , α
The following result was mentioned explicitly by Lusztig in section 2 of [30] . It is proved by Stembridge as a special case of Theorem 4.10 of [37] .
with a i ≥ 0 for each i ∈ I.
Corollary 4.9. Let t λ , wt µ ∈ W − af . Then wt µ t λ ⇐⇒ λ µ. Proof. We can assume λ, µ to be regular. (Otherwise, we take any regular τ ∈Q ∨ and consider λ + τ, µ + τ .) We claim that wt µ t λ ⇐⇒ t µ t λ . Hence, the statement follows from Proposition 4.8 immediately.
Indeed, we have wt µ t µ by Corollary 4.5. Suppose t µ t λ , then we have
Hence,wt µ t λ holds by Lemma 4.3, wherew = σ β1 w with ℓ(w) = ℓ(w) − 1. Thus we can deduce t µ t λ by induction on ℓ(w).
Proof. It follows from Lemma 4.7 that
is regular and we have σ θ ω 0 t λ+θ ∨ ∈ W − af . Hence, any reduced decomposition of σ θ ω 0 t λ+θ ∨ must be of the form u 1 σ 0 · · · u r σ 0 . Furthermore,
Hence, all inequalities are indeed equalities. Thus t λ admits a reduced decomposition of the form ω 0 σ 0 u 1 σ 0 · · · u r σ 0 .
Lemma 4.11. Suppose λ ∈ Q ∨ satisfies λ, α i ≤ −2 for each i ∈ I. Take a reduced decomposition of the form t λ = ω 0 σ 0 u 1 σ 0 · · · u r σ 0 . Then for any w ∈ W , the induced reduced decomposition(s) of wt λ t λ must be of the form
This is a contradiction and therefore the induced reduced decomposition(s) of wt λ must be of the form u 0 σ 0 u 1 σ 0 · · · u r σ 0 , which implies u 0 = wω 0 .
4.2.
Simplification for S wt λ ·S tµ . For any x, y ∈ W af , we denote c ′ x,y = c x,y α0=−θ . The main result of this subsection is the following proposition, which says that the summation for the product contains at most one nonzero term when one of the Schubert classes is defined by a translation.
In order to prove this proposition, we first need a few lemmas. 
Hence, x ỹ with ℓ(ỹ) = ℓ(y) − 1. Hence, the statement holds by induction on ℓ(v). 
Proof. See appendix 7.1. 
The main result of this subsection is as follows.
Proposition 4.17. Let x, y ∈ W − af with x = σ i t λ and y = ut µ , where σ i = σ αi for some i ∈ I. Suppose λ, α j < −ℓ(ω 0 ) and µ, α j < −ℓ(ω 0 ) for all j ∈ I, then
Lemma 4.18. Let x, y, z ∈ W − af with x = σ i t λ and y = ut µ where i ∈ I. Let t j ∈ Q ∨ and denote
y). Then only the following two possibilities can happen,
Case A:
Hence, only two cases (Case A or Case B) are possible. 
Proof. See appendix 7.3.
Proof of Proposition 4.17. Note that S
The reduced decomposition(s) of w ∈ W ⊂ W af does not contain the simple reflection σ α0 . That is, reduced decompositions of w ∈ W with respect to (W af , S) are exactly the same as reduced decompositions of w with respect to the Coxeter sub-system (W, {σ αj | j ∈ I}). As a consequence,
The following lemma is useful for calculations of certain structure constants. 
, which contradicts to the fact that x is length-minimizing in the coset xW .
Suppose that λ, α i ≤ −2 and µ, α i ≤ −2 for all i ∈ I. Let m = ℓ(t λ ) and p = ℓ(t µ ). Because of Lemma 4.10, we can take reduced expressions
We will adopt the same notations of H j 's andH k 's in this subsection and section 5.3 .
Note that H m+j = t λ (H j ) for 1 ≤ j ≤ p, and that for any w ∈ W one has 
Proof. Due to Lemma 4.11, we can write
v(H j ). Since ω 0 is an involution that maps −R + to R + , the statement holds. H i = β∈R + β. Therefore, it follows from (1) and (2) that
Proof of Proposition 4.1. We first assume µ, α i < −ℓ(ω 0 ) for each i ∈ I. Note that t λ (H j ) α0=−θ =H j α0=−θ . By definition, d wt λ+µ ,wt λ+µ = d wt λ ,wt λ p j=1 wt λ (H j ), 
Hence, it follows from Proposition 4.12 that S wt λ S tµ = S wt λ+µ .
In general, we take κ ∈Q ∨ such that κ, α i < −ℓ(ω 0 ) and κ + µ, α i < −ℓ(ω 0 ) for each i ∈ I. Denote x = wt λ , y = t µ . Because of the associativity of the product,
Lemma 4.24. Suppose that λ, α j < −ℓ(ω 0 ) and µ, α j < −ℓ(ω 0 ) for all j ∈ I. Let v, u ∈ W and σ i = σ αi with i ∈ I. Then one has d σi,u = w i − u(w i ). Furthermore,
Proof. d σi,u = w i − u(w i ) holds by expanding the right side (with respect to a reduced expression of u) and comparing both sides. Let
Note that uσ γ t µ+γ ∨ , uσ γ t λ+µ+γ ∨ ∈ W − af whenever γ ∈ Γ 2 , by Remark 7.1. Therefore for γ ∈ Γ 2 , ℓ(uσ γ t λ+µ+γ ∨ ) = ℓ(ut λ+µ ) − 1 and ℓ(uσ γ t µ+γ ∨ ) = ℓ(ut µ ) − 1.
Note that u(γ + δ) = u(γ) + δ ∈ R + re and uσ γ t λ+µ+γ ∨ = σ u(γ+δ) ut λ+µ . Hence, there is a unique 1 ≤ j ≤ s such that uσ γ t λ+µ+γ ∨ = [σ βi 1 · · · σ βi j · · · σ βi s ] red and γ j = u(γ + δ) by Lemma 4.3. As a consequence, d uσγ t λ+µ+γ ∨ ,ut λ+µ = With the same argument as above, there is a unique 1 ≤ j ≤ k such that
b=1γ b by definition. Therefore, (3) also holds by the following observation
Proof of Proposition 4.2. Denote x = σ i t λ and y = ut µ . We first assume λ, α k < −ℓ(ω 0 ) and µ, α k < −ℓ(ω 0 ) and for each k ∈ I. Note that t λ (H j ) α0=−θ =H j α0=−θ . It follows from Lemma 4.22, Lemma 4.23 and Lemma 4.24 that
Hence, the statement holds. For general cases, the statement follows from Proposition 4.1 and the associativity and the commutativity of the Pontryagin product. 
following from Lemma 4.22. Therefore for
The following lemma is contained in Lemma 13.2.A of [15] .
Lemma 4.25. For any λ ∈ Q ∨ , there exists a unique λ ′ ∈Q ∨ and some w ∈ W such that λ
∨ . By Lemma 4.25, one has wv
+ . Therefore, it follows from Lemma 4.4 that
With the same argument as above, one has ℓ(t v 
Proof. It follows from Corollary 3.9 that
and λ 2 , α i ≤ −2ℓ(ω 0 ) for each i ∈ I. Therefore, v 1 = v 2 ; since if v 1 = v 2 , then a contradiction comes out following from Lemma 4.26: 
Equivariant quantum cohomology of G/B
In [26] , Lam and Shimozono have established an equivalence between the equivariant quantum cohomology of G/B and the equivariant homology of ΩK after localization, by using Mihalcea's criterion. For completeness, we also include a proof of the equivalence. Then we obtain the main theorem of this paper as stated below, which covers Main Theorem as stated in the introduction. (
Furthermore, one has the following (by simplifying the summation)
In section 5.1, we review the definition of equivariant quantum cohomology of G/B. After that, we prove Theorem 5.1 in section 5.2. Finally in section 5.3, we show that our formula does recover the usual formula for equivariant Schubert structure constants for G/B.
5.1.
Equivariant quantum cohomology of X = G/B. Let σ w and σ w denote the Schubert classes in H * (X, Z) and H * (X, Z) respectively. One has H * (X, Z) =
is invertible with its inverse denoted as
For each i ∈ I, we denote s i = σ αi and introduce a formal variable q i . Identify
be the moduli space of stable maps of degree β of m-pointed genus 0 curves into X (see [11] ). Let ev i denote the i-th canonical evaluation map
The (small) quantum product for a, b ∈ H * (X) is a deformation of the cup product defined as follows.
equipped with ⋆ is called the small quantum cohomology ring of X and denoted as QH * (X). So the same Schubert classes σ u = σ u ⊗ 1 form a basis for QH * (X) over Q[q] and we write
The coefficients N w,λ u,v 's are called the quantum Schubert structure constants. In fact, v1∈W g v1,w σ v1 = σ ω0w (see e.g. [12] ). Compared with the original definition of quantum product, the quantum Schubert structure constant N w,λ u,v is exactly equal to the (3-pointed genus zero) Gromov-Witten invariant I 0,3,λ (σ u , σ v , σ ω0w ). When λ = 0, they give the classical Schubert structure constants for H * (X). The T -action on X induces an action on the moduli space M 0,3 (X, β) given by:
The evaluation maps ev i 's are T -equivariant. We use the same notation σ u to denote the equivariant Schubert class in H *
T (X). The equivariant Gromov-Witten invariant is defined as
, where π T * is the equivariant Gysin push forward. As a consequence, the equivariant (small) quantum product ⋆ T is defined (see e.g. [33] ). The equivariant quantum cohomology ring
is commutative and associative, which has an S[q]-basis of Schubert classes with
When λ = 0,Ñ w,λ u,v is equivalent to the corresponding equivariant Schubert structure constant. The evaluationÑ w,λ u,v | α1=···=αn=0 equals the quantum Schubert structure constant N w,λ u,v . A direct calculation of a general N w,λ u,v can be rather difficult. However if v is a simple reflection, then the following equivariant quantum Chevalley formula holds, which was originally stated by Peterson in [35] and has been proved by Mihalcea in [33] . Furthermore, the formula completely determines the multiplication in QH * T (G/B) as shown in [33] . Proposition 5.2 (Equivariant quantum Chevalley formula). Let u ∈ W and s i = σ αi with i ∈ I. Then in QH *
where
By evaluating at w i = 0, the quantum Chevalley formula (see [12] ) is recovered.
5.2.
Explicit formula for quantum Schubert structure constants. In this subsection, we prove Theorem 5.1 by establishing an equivalence between QH * T (G/B) and H T * (ΩK) after localization. The key point is Mihalcea's criterion as follows, a special case (P = B) of which is stated here only. 
for any u, v ∈ W and any simple reflection s i ∈ W ; (5) (equivariant quantum Chevalley formula) For any u ∈ W and any simple reflection s i ∈ W , the product of σ si * σ u is given by
Then for any u, v, w, λ, one has 
Note that b z x,y is a homogeneous polynomial of degree ℓ(z) − ℓ(x) − ℓ(y). Thus (H T * (ΩK), •) is canonically isomorphic to (H T * (ΩK), ·) as S-algebras. Immediately, it follows from the definition of • and Proposition 4.1 that S x • S tµ = S xtµ for any x, t µ ∈ W − af . As a consequence, {S t | t ∈Q ∨ } is a multiplicatively closed set without zero divisors. We have the following S-module homomorphism
where QH *
. It is easy to show that ϕ is an S-module isomorphism. As a consequence, the algebra H Proof. To prove (i), we note that
-algebra with basis {ϕ −1 (σ w ) | w ∈ W } and satisfies assumption (1) of Proposition 5.3. Indeed, we take τ ∈ Q ∨ such that τ, 
, that is, assumption (2) Hence, ϕ is an S-algebra isomorphism. To prove (ii), we note that
tκ ∈ A, and
, where
Using the above theorem, we can prove Theorem 5.1 as follows. As we will see in section 6.1, Proposition 5.6 is useful when we need to compute the quantum Schubert structure constants for G/B by hand when the rank of G is not too big. 
This formula does agree with the formula for the equivariant Schubert structure constants for G/B as in Remark 7.5. Note that ( * * ) follows from Lemma 4.21 and ( * ) follows from the general fact
Examples
In this section, we give two examples to demonstrate the effectiveness of our formula. To make the procedure precise, the first example is simple and includes some more explanations. 6.1. Type A 2 . G = SL (3, C) ; B ⊂ G consists of upper triangular matrices in G. In this case,
and σ s1s2s1 ⋆ σ s1s2s1 ∈ QH * (X) are the only products that are not given by the quantum Chevalley formula directly. As an application of our theorems, we compute one of them in details as follows. 
where the effective summation runs over those
In particular if x, y = 1, then we do not need to consider the case v i t λi = 1.
Calculation for the case u = s 1 s 2 and v = s 1 s 2 s 1 .
In this case, x = s 1 s 2 t −θ ∨ = s 2 s 0 and y = s 1 s 2
with a 1 , a 2 ≥ 0 and 2(a 1 + a 2 ) = ℓ(u) + ℓ(v) − ℓ(w) = 5 − ℓ(w). Hence, (a 1 , a 2 ) = (1, 1), (2, 0), (0, 2), (1, 0) or (0, 1).
If (a 1 , a 2 ) = (2, 0), then z ∈ W − af by noting −2θ 
Note that c
.
Hence, we obtain the following
7. 
, which deduces a contradiction as follows.
If i∈I 2c i ≤ ℓ(ω 0 ), then for each j ∈ I one has λ 2 , α j = µ + i∈I c i α = mu −1 (γ) ∨ + λ + µ, −2ρ − ℓ(σ γ u)
Hence, (m−1) u −1 (γ) ∨ , 2ρ ≤ 0. Since u −1 (γ) ∈ R + , u −1 (γ) ∨ , 2ρ > 0. Therefore, 0 ≤ m ≤ 1; that is, m = 0 or 1. Denoteγ = u −1 (γ). Note thatγ ∈ R + . If m = 0, thenγ ∈ R + , z = uσγt λ+µ and ℓ(uσγ) = ℓ(u) + 1. This is just case b). If m = 1, thenγ ∈ R + , z = uσγt λ+µ+γ ∨ and ℓ(uσγ) = ℓ(u) + 1 − γ ∨ , 2ρ . This is just case c). Hence, M = 0, λ 1 = λ and ℓ(y) ≥ ℓ(v 2 t λ2 ) ≥ ℓ(x) + ℓ(y) − ℓ(t λ1 ) = ℓ(y) − 1. Hence, there are only the following two possibilities. Case (i): ℓ(v 2 t λ2 ) = ℓ(y), which implies that v 2 t λ2 = y = ut µ . Case (ii): ℓ(v 2 t λ2 ) = ℓ(y) − 1.
Due to Lemma 7.2 as below, Case (i) is impossible. It remains to discuss Case (ii). In this case, If m = 0, then we haveγ ∈ R + such that case a) holds; that is, v 1 t λ1 = uσγt λ ; v 2 t λ2 = uσγt µ ; z = uσγt λ+µ ; ℓ(uσγ) = ℓ(u) + 1.
If m = 1, then we haveγ ∈ R + such that v 1 t λ1 = uσγt λ , v 2 t λ2 = uσγt µ+γ ∨ , z = uσγt λ+µ+γ ∨ and ℓ(uσγ) = ℓ(u) + 1 − γ ∨ , 2ρ ; that is, case b) holds.
Remark 7.1. The condition " µ, α j < −ℓ(ω 0 ) for all j ∈ I" does imply that uσ γ t µ+γ ∨ , uσ γ t λ+µ+γ ∨ ∈ W − af , whenever γ ∈ Γ 2 and λ ∈Q ∨ . Indeed, the statement can be checked directly for the case |I| = n = 1, 2. For any γ ∈ R + , write γ ∨ = i a i α ∨ i . Note that ℓ(ω 0 ) = |R + | ≥ 9 and a i ≤ 4 if n = 3, 4, and that ℓ(ω 0 ) > 12 and a i ≤ 6 if n ≥ 5 (see e.g. page 66 of [15] ). Hence, µ + γ ∨ ∈Q ∨ is regular if n ≥ 3. In particular, the statement holds. ≤ ℓ(ut µ σ j t λ ) = ℓ(uσ j t µ− µ,αj α ∨ j +λ ) ≤ ℓ(uσ j ) + ℓ(t µ− µ,αj α ∨ j +λ ) = ℓ(uσ j ) + µ − µ, α j α ∨ j + λ, −2ρ = ℓ(uσ j ) + ℓ(t λ+µ ) + 2 µ, α j ≤ ℓ(ω 0 ) + ℓ(x) + 1 + ℓ(y) + ℓ(u) − 2ℓ(ω 0 ) − 2 < ℓ(x) + ℓ(y).
If λ, α j > µ, α j , then λ + µ − λ, α j α ∨ j ∈Q ∨ . Therefore,
≤ ℓ(uσ j t λ σ j t µ ) = ℓ(ut λ− λ,αj α ∨ j +µ ) ≤ ℓ(u) + ℓ(t λ− λ,αj α ∨ j +µ ) = ℓ(u) + λ − λ, α j α ∨ j + µ, −2ρ = ℓ(u) + ℓ(t λ+µ ) + 2 λ, α j ≤ ℓ(ω 0 ) + ℓ(x) + 1 + ℓ(y) + ℓ(u) − 2ℓ(ω 0 ) − 2 < ℓ(x) + ℓ(y). 
