Abstract: In this paper we establish linear independence and stability of certain piecewise linear prewavelets over arbitrary bounded triangulations. These prewavelets are natural generalizations of the locally supported element constructed by Kotyczka and Oswald for an infinite three-directional mesh.
Introduction
In several areas of computational mathematics, wavelet-based algorithms are becoming popular for modelling and analyzing data, providing efficient means for hierarchical data decomposition, reconstruction, editing and compression. Such algorithms are typically based on the decomposition of function spaces into mutually orthogonal wavelet spaces, each of which is endowed with a basis. The basis functions of each wavelet space are commonly called wavelets if they are mutually orthogonal and prewavelets otherwise.
The purpose of this paper is to establish linear independence and L 2 stability of certain piecewise linear prewavelets over arbitrary bounded triangulations. These prewavelets were first constructed in [3] and later in a simpler way in [4] and are generalizations (with respect to a weighted L 2 norm) of the locally supported element constructed by Kotyczka and Oswald [6] for an infinite three-directional mesh.
Various kinds of bivariate prewavelets and wavelets have been constructed and studied in structured settings such as uniform meshes on regular domains. Yet relatively little is known about bivariate piecewise polynomial wavelet spaces over bounded triangulations of arbitrary topology. One of the reasons is the difficulty of finding suitable bases for the nested spline spaces themselves; see the monograph by Chui [1] and more recently [2] . As far as we are aware, the only other construction of locally supported prewavelets in this setting is that of Stevenson [10] who, like in [3] , only treats the piecewise linear case. Though the prewavelets in [10] are constructed in the general multivariate case, their supports, in the bivariate case, are larger than those of [3] ; see [3] for a discussion of the two approaches.
In the piecewise linear setting, a prewavelet can be associated with an edge e of the coarse triangulation, or equivalently, the fine vertex u at the midpoint of e (see Section 2). In [3] we established the dimension of a subspace of any fixed piecewise linear wavelet space W j−1 , namely the subspace W j−1 u consisting of prewavelets with certain small support around the vertex u. Several elements of W j−1 u were then described explicitly and for each u one particular element ψ j−1 u ∈ W j−1 u was identified such that the set Ψ j−1 = ψ j−1 u u forms a basis of the whole wavelet space W j−1 if the degrees (or valencies) of the vertices in the triangulation, are not too high. In [4] it was shown how these particular prewavelets ψ j−1 u , among others, can be defined in a simpler way as the sum of two so-called semi-prewavelets.
After some basic notation in Section 2, we begin Section 3 by giving a very simple definition of the prewavelets ψ j−1 u and we show that their coefficients are just fractions, allowing efficient computation. An important result of Section 3 is also to establish a symmetry property of the prewavelets (Lemma 3.4). In Section 4 we use the symmetry property together with several estimates on the prewavelet coefficients, to prove that the collocation matrix of the prewavelets is symmetric and positive definite. This implies that Ψ j−1 is a basis of the wavelet space W j−1 , independent of the degrees of the vertices in the triangulation, thus improving Theorem 8.3 of [3] . Another typical requirement on a prewavelet basis for numerical computations is L 2 stability. We derive L 2 stability estimates for the prewavelets ψ j−1 u in Section 5. In this paper we have restricted our attention solely to the piecewise linear case, though we believe the semi-prewavelet approach could be generalized to piecewise polynomial spaces of higher degree. Firstly, this approach could lead to prewavelets of minimal support with respect to nested spline spaces over uniform grids. Secondly, one could look at spline spaces generated by macro elements, such as the C 1 Clough-Tocher and Powell-Sabin elements. The difficult here is that these spaces are rarely nested under refinement. In the special case of the Powell-Sabin 12-split, the spaces are in fact nested, but we cannot generalize the semi-prewavelet approach without first constructing a suitable basis for the nested spaces.
The Wavelet Spaces
We begin by defining the wavelet spaces we intend to study and follow the notation used in [3] . A triangle is the convex hull of three non-collinear points in lR 2 . Let T = {T 1 , . . . , T M } be a set of triangles and let Ω = M i=1 T i be their union. Then we say that T is a triangulation if (i) T i ∩ T j is either empty or a common vertex or a common edge, i = j, (ii) the number of boundary edges incident on a boundary vertex is two, (iii) Ω is simply connected. Given a triangulation T 0 we next consider its uniform refinement T 1 , the triangulation formed by dividing each triangle [x 1 , x 2 , x 3 ] in T 0 into four congruent subtriangles. Specifically, if y 1 , y 2 , y 3 are the midpoints of the edges [
Continuing this refinement process we obtain a sequence of progressively finer triangulations T 0 , T 1 , T 2 , . . . We let Ω be the union of all triangles contained in T j . Let V j denote the set of vertices v in T j , so we have
, so that a vertex in V j is either a coarse vertex, namely an element of V j−1 , or a fine vertex, an element of V j * . We let E j be the set of edges e = [v, w] of triangles in T j . By a boundary vertex or boundary edge we mean a vertex or edge contained in the boundary of Ω. All other vertices and edges are interior. For a vertex v ∈ V j , we denote its set of neighbours in V j by
and the neighbourhood of v byV
j be the linear space of piecewise linear functions over T j , in other words, the set of functions which are linear over each triangle in T j and continuous over Ω. A function f ∈ S j can be written in the form
where φ j v ∈ S j is the nodal (or hat) function at v which satisfies φ v (w) = δ vw for w ∈ V j . It is well known that the set of nodal functions Φ j = {φ j v } v∈V j is a basis for S j and that S j has dimension |V j |. The support of φ j v is the union of all triangles which contain the vertex v, called the molecule of v, which we denote by M j v := v∈T ∈T j T . Since clearly
it follows that S j−1 is a subspace of S j , and so these spaces are nested:
Based on the coarsest triangulation T 0 we now define an inner product ·, · for continuous functions on Ω by
where a(T ) is the area of triangle T . With respect to this (weighted) inner product, the spaces S j become Hilbert spaces, with corresponding (weighted) 2-norm ||f || 2 = f, f 1/2 . For j ≥ 1, let W j−1 denote the relative orthogonal complement of the coarse space S j−1 in the fine space S j , so that
and therefore
The space W j−1 is called a wavelet space, and its elements are called prewavelets.
For computing inner products of functions in S j the following lemma will be useful.
Lemma 2.1. For functions f and g in S j ,
Proof: Due to uniform refinement, a(T ) = 2 −2j a(S) if T ∈ T j and T ⊂ S ∈ T 0 and so
from which the result follows. Therefore two functions f, g ∈ S j are orthogonal with respect to ·, · if and only if
Prewavelets
In [3] we constructed several types of locally supported prewavelets in W j−1 . One particular set of prewavelets were shown to form a basis of W j−1 when the degrees of the vertices in T j−1 are not too high. Our goal now is to derive further properties of these prewavelets; among others that they always form a basis. We begin by defining these prewavelets in a simpler way.
Starting with a coarse vertex v ∈ V j−1 , we let u be any neighbouring fine vertex, i.e.,
is called a semi-prewavelet if, for any coarse vertex a ∈ V j−1 , and that for γ = 0, the element σ j−1 v,u is orthogonal to all but two coarse nodal functions in S j−1 . We will later show that σ j−1 v,u exists and is unique for a given γ. For now let us explain why we call σ j−1 v,u a semi-prewavelet. Observe that since u is also a fine neighbour of v * , there is also a semi-prewavelet σ j−1 v * ,u for any γ.
Proposition 3.2. For a fixed γ, the function
is a prewavelet.
Proof: From Definition 3.1, we find that
and therefore ψ j−1 u belongs to the wavelet space W j−1 . Due to the support of the semi-prewavelets we see that
Our next task is to show that σ j−1 v,u is uniquely determined for a fixed γ and to find its coefficients A and B w in equation (3.1) . With this goal in mind, we introduce further notation. Let
satisfying the homogeneous equations 5) and for any vertex v in V j−1 , let t(v) denote the number of triangles in T j−1 (or T j ) incident on v. For any v and two of its fine level neighbours u, w ∈ V j v , we now define a function θ(u, w; v), the definition depending on whether v is an interior or boundary vertex.
If v is an interior vertex, define first the function α(u, w; v) = α(w, u; v) to be the minimum number of triangles in T j−1 incident on v between u and w, depending on whether one counts clockwise or counterclockwise around v. For example in Figure 1a we have t(v) = 6 and α(u, w; v) = 2. Then we set If
where t + (a; v) denotes the number of triangles in T j−1 incident on v from a to the boundary of Ω in the anticlockwise direction, while t − (a; v) denotes the corresponding number in the clockwise direction. We then define the two symmetric functions
For example in Figure 1b , we have t(v) = 6, t + (u; v) = 2, t − (u; v) = 4, t + (w; v) = 3, t − (w; v) = 3, and so α + (u, w; v) = 2 and α − (u, w; v) = 3. We finally set
Due to the symmetry of the three functions α, α + , and α − in u and w, we now observe that θ shares this symmetry, i.e.,
a property which will be very useful later. This symmetry implies that the matrix v,u exists and is uniquely determined by Definition 3.1 for any γ ∈ lR. For γ = 1/6,
Proof: In order to prove this we order the neighbours of v and re-express θ in a form which allows us to check the orthogonality conditions and show uniqueness by appealing to previous work in [4] . We distinguish the cases of v being an interior or boundary vertex.
For an interior vertex v (see Figure 2a) , let
Then since i is the number of triangles in T j−1 from u to b i in the anticlockwise direction, and s − i the number of such triangles in the clockwise direction, we find that
Therefore the right hand side of equation (3.10) becomes
where
, and
Meanwhile, using equation (5.2) of [3] , one can show that the non-trivial inner product conditions (3.2) reduce to the equations
where f i is the neighbour of v in V j−1 v such that b i is the midpoint of the edge [v, f i ]. Following a similar approach to that of [4] , it is easy to show that the unique solutions to these equations are given by (3.12).
For a boundary vertex v, we again introduce a numbering of its neighbours in T j , see Figure 2b . Thus, t(v) = s 1 + s 2 , s 1 being the number of triangles in T j−1 counting counterclockwise from the oriented edge [v, v * ], and s 2 the number of such triangles counting clockwise. The corresponding vertices (with b 0 = u) are then denoted b i , i = 1, . . . , s 1 in the counterclockwise direction, and b i , i = −1, . . . , −s 2 in the clockwise direction. Then
and consequently for negative i,
while for positive i,
Thus, we have that for i = −s 2 , . . . , s 1 ,
and therefore the right hand side of equation (3.10) becomes
With respect to this labelling of vertices, the non-trivial inner products in (3.2) yield the equations Similar to the interior case, it can be shown that the unique solutions to these equations are given by (3.15). Let us illustrate the semi-prewavelet concept in the case when T j−1 is a triangulation of type I, see Figure 3 . There are six different types of semi-prewavelet σ j−1 v,u which occur, up to translational and rotational symmetries. These semi-prewavelets are (1) Let us next take a closer look at the expressions (3.12) and (3.15) Figure 4 . This means that the square root of 21 appearing in the expressions for the solutions must be an artifact. Though the concise expressions (3.12) and (3.15) are useful for deriving some properties of the prewavelets in later sections, in computations it is desirable to avoid the unnecessary square roots. Therefore let us briefly outline a way of computing the coefficients using only elementary operations, i.e., addition, subtraction, multiplication and division. Let (p i ) i=0,1,2,. .. be the sequence of integers defined by p 0 = 2, p 1 = −5 and
the first few of which are 2, −5, 23, −110, 527, −2525, 12098. Then recalling the three term relation (3.5) for λ it is straightforward to establish that
Using this identity we can express the crucial term θ(u, w; v) in (3.10) as a simple fraction in terms of the integers p k . Indeed in the interior case, multiplying numerator and denominator of θ(i, s) in (3.12) by (1 + λ −s ), we have
and since
In the boundary case, a second application of identity (3.18), this time to the term θ(i, s 1 , s 2 ) in (3.15), shows that for i = −s 2 , . . . , 0,
, and for i = 1, . . . , s 1 ,
.
These expressions for θ(i, s) and θ(i, s 1 , s 2 ) suggest that a table of the integers p 0 , p 1 , . . . , p m be computed and stored, taking m to be large enough to cover all possible cases for a 
Before continuing, let us pause to make some remarks about the prewavelets ψ In the case of a type I triangulation, Figure 6 shows the seven distinct configurations of prewavelets which occur when combining the relevant semi-prewavelets of Figure 4 ; see also [4] . Note that in Figure 6a the element falls into case (i) with each vertex degree being six and is in fact the element found by Kotyczka and Oswald [6] . forms a basis of the wavelet space W j−1 , as will be shown in Section 4. Our proof of this fact relies on an important property of these prewavelets, namely symmetry in the following sense. For the symmetry of the prewavelets we may assume that both u and w belong to V To complete this first part of our discussion of the prewavelets ψ j−1 u , let us derive an identity concerning their sum. Even though we will not use it in the remainder of the paper, the identity is interesting because it points out an essential difference between the bivariate and univariate cases. We first derive an auxiliary identity which follows from the fact that constant functions are contained in S 0 . In fact S 0 contains all linear polynomials and consequently the prewavelets have vanishing moments of order 1.
Lemma 3.5. For any element g of the wavelet space W j−1 ,
where t(w) denotes again the number of triangles in T j containing w.
Proof: As the function 1 belongs to S 0 we have that g, 1 = 0 and thus from (2.4),
w∈V j
t(w)g(w).
We next apply this lemma to obtain an identity which we can interpret as showing that a weighted sum of the prewavelets ψ j−1 u is constant over coarse and fine vertices, respectively. In fact, only two different weights occur, depending on whether u ∈ V j * is an interior or boundary vertex. On the other hand, the usual univariate piecewise linear prewavelets on an interval have coefficients masks of (−12, 11, −6, 1) at the left hand end, (1, −6, 10, −6, 1) in the interior and (1, −6, 11, −12) at the right hand end [8] . So their unweighted sum is constant over the vertices, namely −12 at the coarse and 12 at the fine vertices. This is perhaps not so surprising since in the univariate case there are actually no prewavelets associated with boundary vertices, as no fine vertex can ever lie at an endpoint of the interval.
Then we have
We remark that due to the uniform refinement procedure, t(u) is either six or three, depending on whether u is an interior or boundary vertex. Therefore we can write the weighted sum as
Proof: Firstly let w be a fine vertex, i.e., w ∈ V j * . From Lemma 3.5 we have 0 =
With w being the midpoint of an edge [v 1 , v 2 ] in E j−1 , we obtain from equation (3.10) that
The symmetry of the ψ j−1 u from Lemma 3.4 then yields
For the second part of the proof we consider a coarse vertex v ∈ V j−1 . Then
Positive Definiteness and Linear Independence
In this section we will show that the prewavelets ψ j−1 u for u ∈ V j * are linearly independent and therefore constitute a basis of the wavelet space W j−1 . This result extends Theorem 8.3 of [3] in which it was proven that they form a basis when the maximum triangle degree t(v) for v ∈ V j−1 is less than or equal to 20. Since W j−1 is a subspace of S j , we can express any prewavelet ψ
where q w,u = ψ It was already shown in Lemma 4.1 of [3] that the set of prewavelets
are linearly independent if the collocation matrix Q from (4.1) is nonsingular. In Theorem 8.3 of [3] the nonsingularity of Q was established in the case that max v∈V j−1 t(v) ≤ 20 by showing that Q is then diagonally dominant in its columns. In light of the above description of Q, such diagonal dominance in a column can be viewed as the 'diagonal dominance' of an individual prewavelet. However, Lemma 3.4 immediately implies that Q is symmetric, and so we can employ a weaker sufficient condition for its non-singularity, namely positive-definiteness. Indeed we will prove
Consequently Ψ j−1 is a basis for W j−1 .
Proof: Demonstrating condition (4.3) is clearly equivalent to showing that for any set {x a } a∈V j * of real numbers which are not all zero, the prewavelets satisfy the inequality
The only contributions to this sum occur when u and w are both fine neighbours of some coarse vertex v ∈ V j−1 . Moreover v is unique unless u = w, in which case u = w is the fine neighbour of two coarse vertices which are in turn neighbours in T j−1 . Using these considerations we easily deduce that x u x w θ(u, w; v) > 0, which is equivalent to the condition that the symmetric matrix T v in (3.9) of dimension |V j v | is positive definite for any coarse vertex v ∈ V j−1 . A sufficient condition for this is that T v is diagonally dominant and indeed Lemma 4.2 implies that
To complete the above proof it thus remains to establish the diagonal dominance of the matrix T v for all possible degrees of an interior or boundary vertex v. The relevant inequalities concerning θ(u, w; v) as well as some related ones, which will be used in Section 5 to establish the L 2 stability of the prewavelets, are contained in the following lemma. 
For s 1 , s 2 ≥ 0 and s 1 + s 2 ≥ 1, we have
and
Proof: For the first inequality, we distinguish between even and odd s. For even s, it holds that
and thus
For odd s, s = 2t + 1, with t ≥ 1, one obtains
1 − µ and thus
For odd s, we obtain the same lower bound (4.5) due to 
We also note that for any integer t ≥ 1,
Then we obtain the weighted sums
and altogether
It can be checked that the final equation holds true as well in the remaining cases where either s 1 = 0 or s 2 = 0.
We now obtain the desired estimates, namely (4.6) by
For s 1 ≥ 1 and s 2 ≥ 1 all µ-terms in the numerator are negative and increasing to zero for large s 1 and s 2 . The lower bound in this case is therefore attained for s 1 = s 2 = 1 and yields
If s 2 = 0 (and similarly if s 1 = 0), we obtain
and thus inequality (4.7). Note that improved lower bounds (4.5) and (4.7) can be obtained if only those degrees are considered that actually occur in a given sequence of triangulations T j , j = 0, 1, 2, . . .
L 2 Stability
To be useful in practice, a prewavelet basis should satisfy so-called stability properties. This is especially true in the numerical solution of partial differential equations by multiscale methods, and we refer in these matters to the papers of Lorentz and Oswald [7] as well as Stevenson [9] for a much more detailed discussion of stability issues.
Recall that Φ 0 , defined in Section 2, is the nodal basis for S 0 and that we have constructed bases Ψ j in (4.2) for the wavelet spaces W j , j ≥ 0. The refinement procedure explained in Section 2 implies the density in C(Ω) of
In this final section we will establish that the function system
forms a Riesz basis of the space (5.1) in the sense that the (weighted) 2-norm for functions in (5.1) is equivalent to the discrete 2 norm of its coefficients in the basis (5.2). The normalization of the basis functions at level j by a factor of 2 j is to be expected in a bivariate setting.
Specifically, we will find strictly positive constants C 1 and C 2 such that for all sets of real coefficients d
where we have set for notational convenience ψ 
This means that we have established the inequalities (5.3) if it can be shown that in each wavelet space W j−1 the following L 2 stability inequalities hold for all sequences {d u } u∈V
with constants C 1 , C 2 that are independent of the level j − 1. Note that the equivalence of the 2-norm and the discrete norm in W j−1 as expressed in (5.5) is guaranteed in any case because we are dealing with spaces of finite dimension. The level independence of the constants C 1 and C 2 is the crucial issue.
Thus for any function
u . The L 2 stability estimates (5.5) will now be derived in the form
with the specific constants as described in Theorem 5.1 below. In doing so we mainly follow the approach of Kotyczka and Oswald [6] for infinite uniform triangular meshes. Their results constitute the special case where all vertices are interior vertices with order 6. The main new feature is the need to bound the smallest eigenvalue of the collocation matrix Q of (4.1) using a Rayleigh quotient rather than by Gershgorin's circle theorem. This is due to the fact that Q is in general not diagonally dominant, unlike the special situation in [6] , but still positive definite according to Theorem 4.1.
Theorem 5.1. Let g ∈ W j−1 be given as in (5.6) for arbitrary j ≥ 1. Then the following stability estimates hold where f k = f (w k ), k = 1, 2, 3. Then due to the two identities which yields the desired estimate via Gershgorin's circle theorem.
Next we establish the lower bound on the norm of g ∈ W j−1 in (5.8).
Lemma 5.4. For g ∈ W j−1 as in (5.6), with coefficient vector d, it holds that Each column represents the coefficients of one particular prewavelet and each row the evaluation of the prewavelets at one specific vertex in V j . The ordering of the rows and columns of R is arbitrary. We also define another vector g * = (g(u)) u∈V j , satisfying the equation Rd = g * . Finally, the upper bound on the norm of g ∈ W j−1 in (5.8) can be established.
