Abstract-We derive a sampling expansion for bandlimited signals with polynomial growth on the real axis. The sampling expansion uses nonuniformly spaced sampling points. But unlike other known sampling expansions for such signals, ours converge uniformly to the signal on any compact set. An estimate of the truncation error of such a series is also obtained.
I. INTRODUCTION
The Shannon sampling theorem, also known as the Whittaker-Shannon-Kotel'nikov sampling theorem [12] , asserts that if F is a signal bandlimited to [0; ], i.e., it can be written in the form
for some f 2 L 2 (0; ), then it can be reconstructed from its samples at the points t n = n; n 2 ; where is the set of integers, by means of the formula 
If the sampling points ft n g n2 are not equidistant, still F can be for all n 2 (2) then any signal bandlimited to [0; ] can be reconstructed from its values at the points ftngn2 by means of the formula
where G(t) = (t 0 
Let us denote the class of signals bandlimited to [0; ] by B 2 : It is worth mentioning that n (t) = G(t)=[(t 0 t n )G 0 (t n )] 2 B 2 for all n: Another famous theorem of Paley and Wiener [7] , the class B p for p > 2 is not defined in terms of the Fourier transform of its members, unless the Fourier transform is taken in the sense of generalized functions, since functions in L p ( ), for p > 2, do not in general have Fourier transforms in the classical sense. If we allow the Fourier transform to be taken in the sense of generalized functions or Schwartz distributions, then the class of bandlimited signals can be enlarged tremendously, allowing bandlimited signals to be not only unbounded but also of polynomial growth on the real axis. The constant function, which represents a power signal, can be regarded as a bandlimited signal since its Fourier transform is essentially the Dirac delta function, (x), which is a generalized function with compact support.
Sampling theorems for signals that are the Fourier transforms of generalized functions with compact support have been studied by many people. To the best of our knowledge, the first to do so was Campbell [1] , who derived sampling expansions for signals that are the Fourier transform of generalized functions with compact support using uniformly distributed sampling points. His expansion converges pointwise, but lacks the familiar appearance of the Shannon sampling expansion (1). Pfaffelhuber [8] obtained a sampling expansion that restored the form (1), but its convergence was weakened from pointwise to convergence in the sense of tempered distributions. His results were generalized further by Lee [5] , and Hoskins and De Sousa Pinto [4] . In [9] , Walter introduced a convergence factor in the sampling expansions obtained by Lee and Pfaffelhuber, and also examined the (C; ) summability of these expansions. He showed that if F is a bandlimited signal with polynomial growth on the real axis, then the series (1) is (C; ) summable to F provided that F is oversampled and is chosen sufficiently large.
In [10] , Walter extended some of his results in [9] to nonuniform sampling expansions. Among other things, he showed that for bandlimited signals with polynomial growth on the real axis, the series (3) converges to F in the sense of ultradistributions, or more precisely in the sense of Z 3
, where Z 3
is the topological dual space of the space
The space Z is the image under the Fourier transformation of the space D consisting of all infinitely differentiable functions with support in (0; ); and provided with its usual topology described in [13] .
In this correspondence, we study the nonuniform sampling expansions of bandlimited signals with polynomial growth on the real axis in a way parallel to that of Walter [10] . But unlike Walter and the others mentioned above, we obtain a nonuniform sampling expansion of a signal F that converges uniformly to F on compact sets. The price we pay for obtaining uniform convergence is the lack of the familiar form (3) in our sampling series. Our sampling functions are given in a form of a convolution involving the function G(t) defined in (4). This convolution structure of the sampling functions is not unusual; similar forms have already appeared in the work of Feichtinger and Gröchenig [2] , [3] , where the sampling expansions of a large class of functions are shown to converge uniformly on compact sets.
II. PRELIMINARIES
We define the Fourier transform of a function f(t) aŝ f(w) = 1 01 f(t)e iwt dt so that its inverse transform is given by
The convolution of two functions f and g is defined as 
converges uniformly to zero over any interval [0 + ; 0 ],
and
Moreover 
III. THE SAMPLING THEOREM To prove our sampling theorem, the following lemmas will be needed. For simplicity, we shall assume from now on that t0 = 0 so that 0 h m (x) dx = m;0 and denote the set of all functions orthogonal to h 0 (x) by H ? 0 : For t n = 0, we have j' 0 j C: But since t n n as jnj ! 1, the result follows.
As for the sequence f' n g, we have in view of (5) But it is easy to see that'
n and ' (p) n = (it n ) p ' n : To show the latter, let us note that if '(x) and ' (1) (x) are in H ? 0 , then
n e it x and by integrating this series, we obtain
n (itn) e it x + C which implies that C = 0: This leads to ' (1) n = (it n )' n for n 6 = 0, and the result now follows by induction. Therefore, jtnj p j'nj jnj p j'nj + ; for all jnj N:
Because f' n g are the ' nfn wherefn = hf;e it x i and 'n are defined by (7) .
Proof: Since f has compact support and e it x is infinitely differentiable for each n, the coefficientsf n are well defined. The Fourier series of any ' 2D converges to the 2-periodic extension, ' per , of ', in the topology of E, the space of all infinitely differentiable functions. But on (0; ); ' per = '; therefore, the Fourier series of ' converges to it in the topology ofD: Thus by Theorem 2.1, the nonharmonic Fourier series converges inD 3
to f andfn are of polymonial growth as jnj ! 1:
Proof: As in the proof of Lemma 3.2, the coefficientsf n are well-defined. Since f has compact support, there exist a continuous function g and a nonnegative integer q such that f (x) = D q g (x) in the sense of generalized functions, where D = d=dx; see [13, p. 93] . Thus f n = hf;e it x i = hD q g; e it x i = (0it n ) q hg;e it x i and hence jf n j C 1 jt n j q Cjnj q ; for all n 6 = 0 for some constants C 1 and C:
It is evident that does not, in general, define a generalized function with support in the interval (0; ):
Now we are able to state and prove our sampling theorem. is an entire function of exponential type 0 for some > 0 that grows no faster than a polynomial on the real axis as jtj ! 1:
Moreover, F can be reconstructed from its samples at the points ftng via
where S n (t) = ( n 3 )(t) with n (t) = G(t) (t 0 t n )G 0 (t n ) and the points ftng are any points satisfying (2).
The series converges uniformly on any compact subset of the real axis.
Proof: That F is an entire function of exponential type 0 with the prescribed growth rate is a known fact in the theory of generalized functions; see [13, ch.7] . Now Recognizing n(t) as the Fourier transform of(x)hn(x), we can, with the aid of the fact that is even, write n(t) in the form n (t) = 1 01 n (u)(t 0 u) du = ( n 3 )(t) = S n (t) which upon its substitution in (12) yields (10) .
To show that the series in (10) converges uniformly on compact sets, we recall that F (t n ) = O(jt n j q ) for some q 0: The sampling functions S n (t) are the coefficients of an infinitely differentiable function (t; x) 2 A, with support in (0; ) when expanded in the nonharmonic Fourier series (11) , and therefore they are rapidly decreasing in n for each fixed t: This means that jS n (t)j C(t)=jtnj p for sufficiently large n and each fixed t, for all p 0:
To complete the proof, we must show that for all t in some compact set K; jC(t)j C K , independent of t: Therefore, replacing the constant CK by its value, we obtain the desired result (14) .
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