Abstract This paper by using data envelopment analysis (DEA) and statistical inference evaluates the citation performance of 229 economic journals. The paper categorizes the journals into four main categories (A-D) based on their efficiency levels. The results are then compared to the 27 ''core economic journals'' as introduced by Diamond (Curr Contents 21(1):4-11, 1989). The results reveal that after more than 20 years Diamonds' list of ''core economic journals'' is still valid. Finally, for the first time the paper uses data from four well-known databases (SSCI, Scopus, RePEc, Econlit) and two quality ranking reports (Kiel Institute internals ranking and ABS quality ranking report) in a DEA setting and in order to derive the ranking of 229 economic journals. The ten economic journals
which is a list of the documents which cited the article. In GS citations are important relative to the ranking of papers, as more cited papers tend to be ranked higher (Noruzi 2005) . Another interesting feature of GS is that it presents citations of documents that are not available in the Web.
Due to the aforementioned flaws and limitations various discipline-oriented databases and journal metrics have been created. Cite Seer for computer and information science, SMEALSearch for academic business and RePEc for economics are discipline oriented databases while the majority of alternatives to ISI's JCR journal metrics are based upon the work of Pinski and Narin (1976) (Lopez-Illescas et al. 2008) . The basic concept of Pinski and Narin's (1976) idea is the weights of citations according to the prestige of the citing journal. Some of the other approaches are Pudovkin and Garfield's (2004) rank normalized Impact Factor (rnIF), Hirsch's (2005) Hirsch Indices, Zitt and Small's (2008) Audience Factor and Bollen and Van de Sompel's (2008) Usage Impact Factor. Moed (2010) proposed a new index called SNIP (source normalized impact paper) which is ''the ratio of the journal's citation count per paper and the citation potential in its subject field''. The aim of the author is to achieve direct comparisons among papers in different disciplines.
A significant number of papers study citation counts and coverage of the three multidisciplinary databases, WoS, Scopus and GS. The majority of these papers analyze only citation counts without cleansing them first from duplicates. In contrast with previous studies, Meho and Yang (2007) and Bar-Ilan (2010) not only cleanse their citation data from duplicates but also from non-peer reviewed documents from GS. Specifically, BarIlan (2010) aims to analyze GS citation data relatively with quantity and accuracy and to investigate the overlap between the three databases. The author finds that none of the databases can substitute all the others but on the contrary the three databases supplement each other. Bar-Ilan's (2010) results are confirmed by almost every similar research. Bauer and Bakalbassi (2005) compare WoS and GS for the years 1985 and 2000 and their findings are inconclusive for 1985 but for 2000 are in favor of GS. Noruzi (2005) also compares WoS and GS in webometrics papers and concludes that GS is a supplement to other databases. Meho and Yang (2007) , examining WoS, Scopus and GS in Information Science, extracted similar results and underlined the difficulty in the usage of GS. Franceschet (2010) concludes that the rankings of scholars and journals based on citations are similar for GS and WoS. Perhaps the most representative results are Bakkalbasi's et al. (2006) according to which the selection of the best tool available depends on the discipline and year of publication. Etxebarria and Gomez-Uranga (2010) verify that the choice among databases relies on the discipline. The authors state that WoS is better in classical fields such as Physics and Chemistry while Scopus performs better in Health Science.
In Economics, journal rankings are considered very important tools for performance evaluation of economic departments and individual economists. The most significant advantage which is provided by journal rankings is that scientific quality is not hearsay anymore, in fact it is measurable and quantifiable. According to Ritzberger (2008) , journal rankings offer relatively objective information about the scientific quality although they suffer from bias and the main reason is their inability to cover all sub-fields of Economics. The two main ranking approaches are peer review and citation analysis (Pujol 2008) . The first approach is based on experts' opinion while the second approach is based upon the received citations and offers an objectivity advantage. Pujol (2008) presents an alternative matching approach in which the principal factor is top scholars' publishing pattern. The author argues that top scholars tend to publish in top journal, so top scholars' preferences indicate the journals with higher academic impact.
Although citation analysis offers objectivity it also has shortcomings. Ritzberger (2008) , argues that most important papers with significant contribution to economic theory are often not cited as this knowledge is considered as given. As a result the most cited papers are not the most important papers. Furthermore, the author states that new advances in sciences tend to be published in new journals. In addition, there are many journals that achieve high scores based on a small number of papers which are often cited. This limitation is confirmed by Garfield (2005) who underlines that 20% of articles receive 80% of citations. Moreover, Ritzberger (2008) presents further limitations which are relative to the peer review system and generally the system of scientific journals.
One of the most famous and controversial ranking of economic journals is the ''Diamond's core economic journals''. Diamond (1989) used data from SSCI for 1986 to analyze three performance criteria in order to form his list of 27 core economic journals. Diamond's arbitrary use of weights in order to aggregate his final ranking has received much criticism. Burton and Phimister (1995) overcome the problem of arbitrary weights by applying data envelopment analysis (DEA) in ranking Diamond's 27 core economic journals.
The most widely used ranking method for Economics is the aforementioned Impact Factor of Thomson Scientific. Many attempts have been made to overcome the flaws of Impact Factor and the first significantly improved method is LP-method (Liebowitz and Palmer 1984) which measures ''the number of citations that authors make to articles appearing in various journals''. The differentiation with previous studies lies at the journal's weights. A journal which is not economic or it is less important does not receive a greater merit. Laband and Piette (1994) present an updated ranking based on the paper of Liebowitz and Palmer (1984) . LP-method is also used by Kalaitzidakis et al. (2003) in order to construct a global ranking of universities. Kalaitzidakis et al. (2010) applied the same updated methodology in order to provide a smoother longer view and to avoid randomness. Koczy and Strobel (2007) criticized the other methods that they are subject to manipulations and constructed the tournament method which is not manipulable. Palacio-Huerta and Volij (2004) do not assume a ranking method a priori; instead they derive a method which satisfies a number of properties like anonymity, invariance to reference intensity and splitting of journals, weak consistency and weak homogeneity. This method called the Invariant method was first introduced by Pinski and Narin (1976) and was adopted by Kodrzycki and Yu (2006) and Ritzberger (2008) . It is notable that Google uses this methodology in order to rank web cites. Ritzberger's classification is used by Schneider and Ursprung (2008) to classify EconLit journals in categories and improve the CL classification used by the Committee for Research Monitoring of German Economic Association.
Kiel Institute for the World Economy publishes an Internal Journal Ranking which is based upon Kodrzycki and Yu's (2006) seminar work. The purpose of the Kiel Ranking is to identify the best refereed journals that are relevant for the current research program of the Institute (Kiel 2010) . The minimum criteria for a journal to be considered in the Kiel list are that it must be a refereed journal and it must be also listed either in EconLit or in JCR of WoS. Journals that achieve the minimum criteria are classified in category ''E''. In order to classify journals in categories from ''A'' to ''D'' a modified version of Schneider and Ursprung's (2008) ranking is used.
Another widely used ranking is provided in Academic Journal Quality Guide by the Association of Business Schools (ABS). As noted above, there are two kinds of ranking approaches, one based on experts' opinion and another based on citation analysis.
The limitations of citation analysis led ABS to a more careful approach. The ABS Academic Journal Quality Guide is a hybrid of these two approaches and is specialized in business and management journals (Harvey et al. 2010) . Thus, ABS guide is a consensus ranking. Liner and Amin (2004) claim that using only one ranking approach may lead to serious biases because different approaches can produce significantly different results. The authors state that the problem remains even if the journals in the group are highly related. Rainer and Miller (2005) find that a composite journal ranking smooth the difference across various ranking approaches. Klavans and Boyack (2009) define convergence and consensus and highlight that although convergence is extremely difficult to occur, consensus is more possible. The authors emphasize that consensus is about the common features among journal maps, or journal rankings in our case. Theussl and Hornik (2009) apply consensus optimization problems and derive a consensus ranking for seven management journals. Cook et al. (2010) use a branch-and-cut algorithm firstly introduced by Cook et al. (2007) and construct a consensus ranking for accounting journals.
In the same spirit of the previous studies this paper applies DEA formulation in order to measure and evaluate 229 economic journals' citation efficiency. Additionally, it applies bootstrap techniques on the efficiency scores obtained and in order to correct the estimated efficiencies from sampling bias. In order to increase the validity of our results, 95% confidence intervals of the biased corrected efficiency scores are constructed. In contrast with the previous studies data from four databases (SSCI, Scopus, RePEc, Econlit) and two quality ranking reports (Kiel institute internals ranking and ABS quality ranking report) are been incorporated into our DEA formulation and in order for the economic journals' citation performance levels to be measured.
The structure of this paper is as follows. ''Data and variable construction'' section describes the data and the variables used in our DEA setting. ''Data envelopment analysis'' section presents the methodologies and the statistical techniques adopted. Finally, ''Results and conclusions'' section presents the findings and the main conclusions of our paper.
Data and variable construction
The data refer to all economic journals listed in the following databases/ranking reports:
(1) KIEL internal rankings (KIEL 2010), 1 (2) ABS Academic Journal Quality Guide (Harvey et al. 2010 The data are related to journals' citations and impact factors until 2009. Therefore, the number of journals which are going to be evaluated is 229. The descriptive statistics of the variables used in order to construct the outputs/input for our DEA formulation is presented in Table 1 . As can be realized eight variables have been used in order to construct the input and output ratios for our DEA formulation. These are:
-the number of documents cited from SSCI database (NSSCI), -the number of documents cited from Scopus database (NSCOP), -the 5 year journals' impact factor (Journal Citation Report) from SSCI (IFSSCI), 7 -journals' impact factor from RePEc (IFREPEC), -the number of total citations appeared in SSCI (NCSSCI), -the number of total citations appeared in Scopus (NCSCOP), -the number of journals' issues (NJI) and finally, -the number of journals' volumes (NJV).
As can be realized both the impact factors from RePEc and SSCI has been used in order to ''grasp'' journals' impact both among economic and social science journals. In addition both the citation numbers and number of cited papers from the largest databases have been used (i.e. Scopus and SSCI database). As can be realized from the descriptive statistics (especially from the standard deviation values) the fluctuations and heterogeneities among the journals and among the variables are very high. Therefore, there is a need to construct a pre-weighted input and outputs variables before we apply our DEA formulation.
The DEA formulation uses one composite input and two composite outputs. The input x 1 is constructed as:
As can be realized the input is constructed by dividing journals' volume number to journals number of issues. This is actually performed in order to grasp the size effect of the journal. In addition the number of issues is weighted by the sum of the journals' quality rankings as presented by Kiel and ABS quality reports. 8 Then the first output y 1 is constructed as:
This output concerns the citations derived by the Scopus database and it is the ratio of number of citations from Scopus database by the number of papers of the specific journal which are been cited in the Scopus database which then is divided by the number of issues of that journal. Then in order to capture the effect of the citations in the social and economic science literature the calculated ratio is multiplied by the sum of the 5 year impact factor as derived from SSCI database and the impact factor from the RePEc database.
Finally, the second output y 2 is constructed as:
Similarly, this output concerns the citations derived by the SSCI database and it is the ratio of number of citations from SSCI database by the number of papers of the specific journal which are been cited in the SSCI database which then is divided by the number of issues of that journal. Again and in order to capture the effect of the citations in the social and economic science literature the calculated ratio is multiplied by the sum of the 5 year impact factor as derived from SSCI database and the impact factor from the RePEc database.
8 In Kiel report the journals take the values from ''A'' (high quality journal) to ''D'' (lower quality journal). In addition we sign the value of 4 to ''A'', 3 to ''B'', 2 to ''C'' and 1 to ''D''. Equally, in the ABS report four values can be assigned for journals' quality (1, 2, 3 and 4). The highest quality in a journal is a signed with ''4'' whereas the lowest quality with ''1''. In contrast with the KIEL quality assessment the ABS ''grasps'' the quality of the journals within their subject area (i.e. Accounting and Auditing, Finance, Economics, etc.). 
Data envelopment analysis
As suggested by several authors (Førsund and Sarafoglou 2002; Førsund et al. 2009 ), Hoffman's (1957) discussion regarding Farrell's (1957) paper was the first to indicate that linear programming can be used in order to find the frontier and estimate efficiency scores, but only for the single output case. Later, Boles (1967 Boles ( , 1971 developed the formal linear programming problem with multiple outputs identical to the constant returns to scale (CRS) model in Charnes et al. (1978) who named the technique as data envelopment analysis (DEA). DEA is a nonparametric method used for the estimation of production frontiers (see Appendix for technical issues). DEA is an empirical measurement of the productive efficiency of the decision making units (DMUs). It can be either output or input oriented.
When assuming output orientation we seek for maximum proportional increase in output production with input levels held fixed, where as for input orientation we seek for maximum proportional reduction in inputs holding constant the output levels. Being a nonparametric technique relaxes the assumption of a particular functional form of the frontier (this is an advantage for ranking journals). DEA can incorporate multiple inputs and outputs and it can calculate technical efficiency, requiring only information on output and input quantities (Halkos and Tzeremes 2007) .
Therefore it is very useful for measuring the journal's citation performance because instead of having only one criterion for evaluation you can use several. In addition all the criteria used can be combined in one measurement indicating if a DMU (a journal in our case) lies on the frontier (efficiency equal to 1 or 100%) or not (efficiency scores less than 1 or 100%). Moreover, by identifying the efficient DMUs, DEA can creates a set of ''peers'' or benchmark models for policy evaluation.
However, like any methodology comes with several limitations. As noted by Bonaccorsi et al. (2006) and Bonaccorsi and Daraio (2008) the basic limitations are the bias created from the need of large sample sizes (also called the ''curse'' of dimensionality) and the sensitivity to outliers. In addition the fact that DEA is a deterministic measurement of efficiency compared to parametric techniques (Lovell and Schmidt 1988) and therefore it can produces results which are sensitive to measurement error. But, recent developments in statistical inference in DEA analysis as introduced by Simar and Wilson (1998 , 2000 can help us to avoid the main drawback of DEA which relates to sample size and therefore we can produce biased free efficiency estimators (see Appendix for technical details).
Results and conclusions
Following the methodology proposed by Simar and Wilson (2002) this paper tests the appropriateness between CRS or VRS DEA formulation. In our application we have one input and two outputs and we obtained for this test a p-value of 0.91 [ 0.05 (with B = 2000). Hence we cannot reject the null hypothesis of CRS. Therefore, the results adopted in our study are based on the CCR model 9 assuming constant returns to scale. In addition the efficiency results obtained but also the biased corrected efficiency estimates calculated following the bootstrap algorithm introduced by Wilson (1998, 2000) are presented in Tables 2, 3, and 4. As can be realised Tables 2, 3 , and 4 are categorised in a descending order based on economics journals' efficiency estimates under the CRS hypothesis. In addition we distinguish the journals into four categories 10 ''A'' to ''D'' (A being the high citation efficiency economic journals to D being the economic We did the categorization in such a way in order to be comparable to the two main quality ranking reports as introduced by Kiel institute (which separates the journals into four categories from ''A'' to ''D'') and to ABS (which also separates economic and other discipline journals into four quality categories from 1 to 4). journals with the lowest citation efficiency). The four categories have been separatedAs can be realised, Tables 2, 3 , and 4 present journals efficiency scores alongside with the biased corrected efficiency scores and the 95% confidence intervals (lower and upper bound obtained by B = 2000 bootstrap replications using the algorithm described previously). Given the fact that the established economic journals are about 1500 (according to the Econlit database) and in this study we use 229, 11 the biased correction algorithm Wilson 1998, 2000) of the citation efficiency estimates must be applied.
Finally, when analysing our results we compare them with Diamond's list of 'core economic journals' (Diamond 1989) . According to Burton and Phimister (1995) Diamond's list has raised much controversy. However Burton and Phimister in their application of DEA technique had found that many of the journals in the Diamond core reappeared (Burton and Phimister 1995) . Surprisingly, in our study 18 (out of the 27 Diamond's core economic journals) are appearing in the A category, five in the B category and four in the C category (all of them are indicated by a star sign ''*''). Therefore, given the research developments and changes over the years since the Diamond's list appeared (over 20 years since the analysis was carried out) the validity of the quality of the ''core economic journals'' still holds. According to Burton and Phimister ''whilst research assessment exists, the judgement of which journals are seen to be the 'best' will continue to play a role in the evaluation of the 'quality' of research output'' (Burton and Phimister 1995, p. 361) . This study for the first time applies a DEA bootstrap formulation for biased correction (Simar and Wilson 1998, By combining different data from several databases we formulate our DEA model using one composite input and two composite outputs. For constructing the proposed composite input two qualitative measures have been used from two international ranking reports. Furthermore, our two composite outputs used have been weighted not only from the 5 year impact factor derived from the SSCI database but also from the impact factor from RePEc database. Finally, both the citation data from the Scopus and from SSCI database have been used in our DEA setting making the validity of the results (based also in the application of biased correction) more robust.
However, three points have to be mentioned as possible weaknesses. First the inclusion of the two quality ranking reports (Kiel rankings and ABS rankings) can be themselves subject to criticism. In addition journals' self citations have not been excluded in our analysis 12 and therefore can create a further criticism. Finally, the fact that our input and outputs have been pre-weighted by the journals' issues instead of the number of journals' pages can raise further criticism (especially when citations from notes and short communications are compared with the citations derived from larger papers). Nevertheless and regardless of those limitations our paper provides an illustrative way of how statistical inference in DEA formulation can be applied in order to evaluate journals' citation efficiency. 
The VRS model developed by Banker et al. (1984) allowing for variable returns to scale can then be calculated as: 
Then in order to obtain the corresponding input oriented DEA estimators of efficiency scores we need to plug inŴ CRS andŴ VRS respectively in Eq. 5 presented previously. Simar and Wilson (1998 , 2000 suggest that DEA estimators were shown to be biased by construction. They introduced an approach based on bootstrap techniques (Efron 1979) to correct and estimate the bias of the DEA efficiency indicators. The bootstrap bias estimate for the original DEA estimatorĥ DEA ðx; yÞcan be calculated as: 
However, according to Simar and Wilson (2008) 
We need to avoid the bias correction illustrated in (9) 
In order to choose between the adoption of the results obtained by the CCR (Charnes et al. 1978) and BCC (Banker et al. 1984 ) models in terms of the consistency of our results obtained we adopt the method introduced by Simar and Wilson (2002) . Therefore, we compute the DEA efficiency scores under the CRS and VRS assumption and by using the bootstrap algorithm we test for the CRS results against the VRS results obtained such as:
The test statistic is given as:
Then the p-value of the null hypotheses can be approximated by the proportion of bootstrap samples as:
where B is 2000 bootstrap replications, I is the indicator function and T Ã;b is the bootstrap samples and original observed values are denoted by T obs .
