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Introduction
Les travaux de cette thèse s’inscrivent dans le cadre de la chirurgie assistée par ordina-
teur et ont été financé par le Labex CAMI 1. Ils ont été réalisés en cotutelle entre l’équipe
DEXTER du LIRMM, dirigée par Philippe Poignet et l’équipe MédiCIS du LTSI, dirigée par
Pierre Jannin.
Les avancées médicales ainsi que le développement des systèmes informatisés ont donné
naissance à de nouvelles pratiques chirurgicales connues sous le nom de Gestes Médico-
Chirurgicaux Assistés par Ordinateur (GMCAO). Dans ce contexte, l’ordinateur permet
d’aider le praticien durant l’intervention en lui fournissant un ensemble de services. Dans
le domaine de la chirurgie laparoscopique, ces services peuvent être informatifs telle
que la visualisation d’imageries préopératoires permettant d’aider à la prise de décision.
Ces services peuvent également être exploités pour l’assistance durant la réalisation de
gestes chirurgicaux tels que les robots de téléopération et de comanipulation. Dans ce
cas, l’utilisation d’un robot modifie la pratique chirurgicale car l’ensemble des gestes est
réalisé généralement au travers d’une console et reproduit par le robot pour interagir avec
le patient, interférant directement avec le déroulement de l’intervention. Une formation
spécifique est alors nécessaire pour que le praticien acquiert les compétences techniques
nécessaires afin de garantir le bon déroulement de la chirurgie.
Dans le contexte de la chirurgie laparoscopique, il existe plusieurs types de dispositifs
pour l’entraînement aux gestes chirurgicaux. La formation clinique passe principalement
par l’utilisation d’un banc d’essai où l’apprenti répète un ensemble de gestes spécifiques
à l’accomplissement d’une tâche chirurgicale. L’évaluation est réalisée sous la supervision
d’un expert qui fournit un ensemble d’indications verbales afin d’améliorer la gestuelle.
Cependant, la chirurgie assistée par ordinateur a également permis le développement de
dispositifs spécifiques pour l’entraînement, appelés simulateurs. Ces derniers permettent
1. Computer Assisted Medical Interventions : http://cami-labex.fr/
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de reproduire virtuellement les mouvements des instruments ainsi que des tissus afin
de recréer les conditions opératoires, apportant un réalisme supplémentaire pour l’ap-
prentissage et l’évaluation de la gestuelle. Dans ce cadre, l’évaluation est réalisée par un
ensemble de métriques calculées par l’ordinateur et retransmises ensuite à l’apprenti. De
ce fait, ce dernier doit analyser les résultats et en déduire les possibilités d’améliorations,
sans approbation par un expert. De plus, ces dispositifs restent coûteux à l’achat et sou-
vent difficiles d’accès à l’hôpital. Il peut alors en résulter un manque de pratique, couplé à
une évaluation perfectible.
Dans ces travaux, nous souhaitons améliorer les conditions d’entraînement et d’appren-
tissage ainsi que l’accès aux simulateurs nécessitant généralement une console robotisée
spécifique et coûteuse. Pour ce faire, nous proposons de nouvelles approches pour l’ana-
lyse, l’évaluation et la réalisation des gestes durant l’entraînement en chirurgie laparosco-
pique robotisée.
Ce manuscrit aborde dans un premier temps le contexte clinique de ces travaux avec l’in-
troduction des systèmes robotisés pour la chirurgie, ainsi que la nécessité d’une formation
adaptée pour la manipulation sous assistance robotisée (chapitre 1).
Afin de proposer des méthodes d’évaluation plus adaptées à l’apprentissage des gestes
dans le cadre de la chirurgie laparoscopique robotisée, nous réalisons un état de l’art des
techniques existantes dans le domaine de la recherche pour la détection et la reconnais-
sance des gestes chirurgicaux (chapitre 2).
À partir de cet état de l’art, nous présentons notre contribution qui traite de la segmen-
tation non-supervisée et la reconnaissance des gestes chirurgicaux en utilisant comme
données les trajectoires des instruments chirurgicaux (chapitre 3).
Enfin, souhaitant également améliorer l’accès à la formation et à l’entraînement aux gestes
chirurgicaux, nous présentons l’étude d’une nouvelle interface sans contact pour la com-
mande des robots chirurgicaux (chapitre 4).
Dans le cadre du Labex CAMI, ces travaux contribuent au développement de briques mé-
thodologiques et matérielles afin d’améliorer l’évaluation des gestes, de faciliter l’accès à
la formation et d’offrir une plateforme destinée à l’entraînement aux gestes en chirurgie
laparoscopique robotisée.
Première partie
Analyse et compréhension du geste en
chirurgie laparoscopique robotisée
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CHAPITRE
1
Analyse du geste chirurgical : point
de vue clinique
“La connaissance s’acquiert par l’expérience,
tout le reste n’est que de l’information”.
ALBERT EINSTEIN
Préambule
Ce chapitre aborde l’aspect clinique de la thèse. Nous présentons tout d’abord les fon-
damentaux de la chirurgie laparoscopique et traitons de l’apport de la robotique pour
cette pratique. Puis nous évoquons les problématiques associées à cette chirurgie et at-
tirons l’attention sur la nécessité d’un entraînement adapté aux gestes chirurgicaux.
Enfin, nous présentons les dispositifs et méthodes actuellement utilisés en clinique
pour réaliser et évaluer l’entraînement chirurgical.
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1.1 La chirurgie laparoscopique
La chirurgie laparoscopique, également appelée chirurgie cœlioscopique, est une pra-
tique très ancienne qui date de plus d’un siècle. Les fondamentaux de cette chirurgie sont
apparus dans les années 1850 avec l’urologiste français Antonin Jean Desormeaux. Cepen-
dant, c’est uniquement en 1987 avec l’apparition des nouvelles technologies pour l’affi-
chage du signal vidéo sur un écran déporté que le professeur Philippe Mouret réalisa la pre-
mière cholécystectomie par voie laparoscopique [Spaner 1997]. Mais depuis ces années, la
pratique de cette méthode a bien évolué, laissant place à de nouvelles perspectives et des
voies d’accès de plus en plus étroites pour réduire le traumatisme subi par le patient.
1.1.1 Pratique chirurgicale
La laparoscopie est née d’une pratique ancienne appelée laparotomie. Cette dernière,
également dénommée "chirurgie à ciel ouvert" consiste à réaliser une large incision de
la paroi abdominale, le plus souvent partant du pubis jusqu’au sternum, afin d’avoir un
accès direct aux organes abdominaux et pelviens. Néanmoins, cette pratique est devenue
trop intrusive et a laissé place aux méthodes dites minimalement invasives, et notamment
à la laparoscopie. Cette dernière consiste à aborder le site de l’intervention au travers de
petites incisions dans la paroi abdominale. Des trocarts sont ensuite placés au niveau des
incisions, par lesquels sont insérés de longs instruments à commande déportée afin d’exé-
cuter le geste sous contrôle vidéo, comme présenté sur la figure 1.1. Cette méthode est
aujourd’hui standardisée et utilisée en pratique pour les chirurgies viscérales, gynécolo-
giques et urologiques.
Cette approche présente de nombreux bénéfices majoritairement en faveur du patient,
dont la réduction du traumatisme pariétal et des saignements, la réduction des douleurs
post-opératoires, la réduction de la durée d’hospitalisation ainsi que l’amélioration du ré-
sultat cosmétique. Néanmoins, elle implique également de nombreuses contraintes qui
dégradent les conditions interventionnelles du chirurgien [Agha 2003] :
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FIGURE 1.1: Illustration du principe de laparoscopie.
— La coordination main-œil est fortement altérée par le transfert de la scène observée
sur moniteur déporté, ainsi que par l’inversion des mouvements entre la main et
l’extrémité de l’outil. Ce phénomène, appelé point d’appui, est dû à la position du
centre instantané de rotation qui se situe à l’intersection de la paroi abdominale et
de l’axe du trocart [Breedveld 2001] ;
— L’utilisation d’une optique unique diminue la perception de la scène observée. Le
champ opératoire en trois dimensions doit être reconstruit mentalement par le chi-
rurgien à partir des images 2D provenant de la caméra [Breedveld 1999] ;
— Le retour haptique est détérioré par l’insertion de l’instrument à travers le trocart,
produisant des frottements non négligeables. De plus, l’effet bras de levier généré
par la conception des instruments laparoscopiques amplifie les efforts perçus par le
chirurgien [Bholat 1999] ;
— L’ergonomie est largement réduite de par la posture adoptée par le chirurgien lors
de l’intervention, impliquant des douleurs au niveau des membres supérieurs ainsi
qu’au niveau du dos [Santos-Carreras 2012a]. Ces douleurs peuvent accélérer l’arri-
vée d’une fatigue physique et mentale.
Toutes ces complications ne sont pas sans conséquences puisqu’elles augmentent la
charge cognitive du chirurgien, influant directement sur ses capacités motrices et senso-
rielles. Il en réside une augmentation du temps d’apprentissage [Secin 2010], allongeant la
durée de formation des chirurgiens. De plus, le modèle de compagnonnage “see one, do
one, teach one” conceptualisé par Halsted [Tsuda 2009], qui veut que l’apprenti se forme
aux côtés de son maître au bloc opératoire, en prenant peu à peu des responsabilités dans
la réalisation des gestes, se retrouve limité à cause des problématiques induites par la chi-
rurgie laparoscopique. Dans cette configuration, l’inversion des rôles entre le chirurgien
qui tient les instruments et l’apprenti qui manipule l’endoscope est difficile. La gestion de
l’endoscope permet de se familiariser avec la représentation mentale de l’espace de travail
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en 2D, et permet également d’acquérir les notions théoriques concernant le déroulé de la
procédure, mais n’autorise en aucun cas l’interne à s’entraîner à la réalisation de gestes
techniques pourtant différents de ceux utilisés en laparotomie. Cependant, la robotique a
maintenant conduit à faire évoluer les techniques interventionnelles, afin d’améliorer les
conditions de travail des chirurgiens ainsi que la formation des apprentis [Perez 2012].
1.1.2 La chirurgie assistée par robot
À l’intersection des évolutions technologiques de la fin du XXe siècle, telles que le déve-
loppement des systèmes d’imagerie et l’utilisation croissante des ordinateurs dans le do-
maine médical, et des contraintes médicales fortes où le bénéfice du patient devient une
priorité, est née la chirurgie robotisée. Apparue dès 1985 dans le domaine de la neurochi-
rurgie pour les biopsies des tumeurs cérébrales [Kwoh 1988], la robotique chirurgicale a
depuis largement évolué touchant les domaines de la neurochirurgie, chirurgie otorhino-
laryngologique, chirurgie orthopédique, radiologie interventionnelle ainsi que la chirurgie
laparoscopique. Basés initialement sur des structures mécaniques anthropomorphiques
permettant de reproduire les mouvements du membre supérieur, les robots ont ensuite
évolué vers des structures destinées aux besoins médicaux. Dans la suite de ce manuscrit,
nous concentrons notre analyse sur les dispositifs conçus pour l’assistance aux gestes en
chirurgie laparoscopique. Pour plus d’information concernant d’autres domaines médi-
caux, un récent ouvrages retrace l’histoire de la robotique médicale ainsi que les différentes
applications cliniques existantes [Troccaz 2012].
L’apport du robot en chirurgie laparoscopique a débuté dans les années 1990 avec l’ap-
parition des systèmes téléopérés et du robot AESOP, par la société Computer Motion
[Sackier 1994]. Dans les années 2000 est apparue la première version du robot da Vinci
[Guthart 2000]. Initialement créée pour répondre aux besoins du DARPA (Defense Advan-
ced Research Projects Agency) afin d’opérer les soldats blessés sur les champs de bataille et
de réduire les coûts matériels et humains, la société Intuitive Surgical a développé le robot
da Vinci. Certifié par la FDA (Food and Drug Administration) aux États-Unis, et ayant ob-
tenu le marquage CE en Europe, ce robot est actuellement l’unique robot de téléopération
commercialisé pour une utilisation au bloc opératoire, dans le cadre de chirurgies lapa-
roscopiques. Ce système permet, grâce à une interface homme-machine (voir figure 1.2a)
de piloter un robot distant équipé de plusieurs instruments chirurgicaux et d’une caméra
(figure 1.2b). Son architecture de téléopération, adaptée aux blocs opératoires, permet
d’améliorer l’espace et l’organisation du bloc tout en résolvant plusieurs problématiques
liées à la laparoscopie. L’inversion des mouvements est gérée directement par le robot,
tout comme la profondeur dans la scène qui est capturée par un système d’optique stéréo-
scopique et retransmise via une interface visuelle 3D. L’ergonomie du chirurgien se trouve
largement améliorée grâce à une pose assise au niveau de la console : la tête est mainte-
nue par un support sur la partie haute de la console, le poids du corps est réparti entre
les jambes et les fessiers et un support central permet de soulager les bras et avant-bras
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(a) L’interface homme-machine du da Vinci. (b) Le robot da Vinci et ses instruments.
(c) Le robot da Vinci avec deux consoles au bloc opératoire.
FIGURE 1.2: Le robot da Vinci commercialisé par la société Intuitive Surgical.
Source: Intuitive Surgical.
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FIGURE 1.3: Répartition des interventions réalisées avec le robot da Vinci depuis 2011, en
France.
Source: Rapport de la Haute Autorité de Santé [HAS 2014].
lors de la manipulation, réduisant les risques d’apparition de fatigue physique. Dotée de 7
degrés de liberté, l’interface mécanique du robot da Vinci permet de pleinement contrôler
les instruments chirurgicaux ainsi que l’endoscope, et filtre également les mouvements pa-
rasites afin d’améliorer l’exécution des gestes et les conditions opératoires du chirurgien
[Van Der Schatte Olivier 2009]. De plus, le robot peut être couplé à deux consoles simul-
tanément pour partager la vision ainsi que la commande des instruments dans le cas de
procédures complexes, favorisant le compagnonnage et la formation des apprentis (voir
figure 1.2c).
Initialement destiné à assister le chirurgien en cardiologie, les capacités du robot da Vinci
répondent finalement en plus grande partie aux besoins des chirurgiens laparoscopiques
(figure 1.3), notamment grâce aux évolutions apportées sur le robot en termes de concep-
tion et fonctionnalités [Freschi 2013]. Cependant, certains aspects notamment liés au coût
économique du dispositif, aux bénéfices apportés et à la formation des chirurgiens restent
encore discutables.
1.1.3 Les problématiques persistantes
Bien que la robotique ait aujourd’hui apporté des systèmes perfectionnés répondant
aux besoins des chirurgiens laparoscopiques, en termes d’ergonomie et de manipulation,
le bénéfice médical reste encore discutable [Lepor 2009, Nix 2010] et certaines probléma-
tiques restent en suspens. Une de ces problématiques est le coût économique d’un tel dis-
positif, non négligeable pour un hôpital ou une clinique. Steinberg et al. [Steinberg 2008]
ont déclaré que l’achat d’un robot da Vinci s’élève à plus d’un million et demi de dollars
(US $), ajouté à cela un budget d’entretien d’environ 10% du prix d’achat pour la main-
tenance annuelle (hors année d’achat). L’étude rapporte également qu’un surcoût de plus
de 3000 dollars par intervention est nécessaire, dans le cadre de l’utilisation du robot et de
l’achat des instruments chirurgicaux, à durée de vie limitée (environ 10 interventions). Le
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(a) Répartition des EIG. (b) Répartition des causes des EIG.
FIGURE 1.4: Effets Indésirables Graves intervenants en chirurgie robotisée.
Source: Rapport de la Haute Autorité de Santé [HAS 2014].
ratio coût économique/bénéfice médical devient alors largement discutable [Altieri 2015].
D’autre part, la principale lacune technologique du robot da Vinci est que ce dernier ne
permet pas de retour d’efforts. Ce qui signifie que le chirurgien est dans l’incapacité de
ressentir les efforts exercés par et sur les instruments. Ainsi, une pression excessive sur un
tissu ou un organe ne peut être détectée que par la vision de ces déformations.
D’après deux récents rapports de la Haute Autorité de Santé [HAS 2014, HAS 2015], plus de
3000 robots à travers le monde, dont 80 répartis dans 69 établissements en France, ont per-
mis de réaliser plus de 450000 chirurgies en 2012. Cependant d’après ces enquêtes menées
dans les établissements français, plus de 30 EIG (Effets Indésirables Graves 1) sont appa-
rus dans le cadre de 17000 interventions réalisées depuis l’acquisition du robot da Vinci,
soit plus de 0,0017%. Il est néanmoins à signaler que ces anomalies ne sont pas toujours
rapportées, ou parfois mal déclarées [Cooper 2013]. Dans l’étude de la Haute Autorité de
Santé, les anomalies détectées sont réparties par nature (voir figure 1.4a) ainsi que par
cause (figure 1.4b).
Ces graphiques montrent que 15% des évènements indésirables intervenus durant une
chirurgie robotisée sont dus à des limites de la technologie, et notamment à l’absence de
retour d’effort pour la manipulation, mais également que 20% de ces évènements sont
apparus suite à un dysfonctionnement du robot ou d’un instrument robotisé. Toutefois,
contre toute attente, cette enquête révèle que l’expérience et la formation du chirurgien
est mise en cause dans 45% des incidents, le geste chirurgical se trouvant être la source du
problème et causant également un décès durant l’enquête.
1. L’EIG est défini d’après l’article R.1123-39 du Code de la Santé Publique comme "l’évènement ou effet
indésirable grave qui entraîne la mort, met en danger la vie de la personne, nécessite une hospitalisation ou
prolongation d’hospitalisation, provoque une incapacité ou un handicap important ou durable, ou bien se
traduit par une anomalie ou malformation congénitale".
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Cette étude met en avant le développement croissant des systèmes robotisés destinés à
la chirurgie laparoscopiques. L’assistance robotisée apporte un avantage indéniable en
terme pratique pour le chirurgien. Cependant, cette analyse souligne également la néces-
sité de la formation et de la courbe d’apprentissage des opérateurs, dans ce contexte de
forte expansion de l’utilisation du robot dans des domaines de chirurgie de plus en plus
variés. Elle met également en avant le fait que les établissements de santé réalisant le plus
grand nombre d’interventions robotisées ont déclaré le moins d’EIG, montrant l’influence
de l’expérience du clinicien dans la pratique. Enfin, l’étude conclut sur l’importance que
chaque opérateur puisse bénéficier d’une formation complète et adaptée avant la réalisa-
tion d’interventions chirurgicales robotisées, afin d’acquérir les compétences techniques
nécessaires. Chaque utilisateur doit également pouvoir bénéficier d’un suivi régulier dans
le cadre de la formation continue pour l’usage du robot. L’entraînement aux gestes médi-
caux devient alors un passage obligatoire et renforcé dans la formation chirurgicale, aussi
bien en laparoscopie standard qu’avec une assistance robotisée.
1.2 L’entraînement chirurgical
L’entraînement en chirurgie laparoscopique passe par plusieurs étapes d’apprentis-
sage telles que l’acquisition des connaissances anatomiques ou encore l’acquisition des
connaissances liées au processus chirurgical. L’entraînement fait également appel à des
facteurs et des facultés personnelles comme la prise de décision ou la communication,
pouvant directement influer sur le déroulement de l’intervention. Certaines recherches se
concentrent alors sur l’analyse de ces compétences, ayant ainsi pour objectifs d’améliorer
les conditions d’entraînement des chirurgiens mais également de comprendre les facteurs
humains et sociaux qui interviennent durant l’apprentissage et la réalisation d’interven-
tions chirurgicales.
1.2.1 L’apprentissage des compétences
L’acquisition des compétences médicales et chirurgicales est décomposée en plusieurs
parties et structurée par le cursus médical, partant des compétences théoriques durant les
premières années d’étude, jusqu’à la pratique vers la fin de la formation. Cependant, du
point de vue de la recherche, la décomposition des compétences chirurgicales se fait plus
directement en deux grandes catégories : les compétences dites "non-techniques" et les
compétences dites "techniques" (voir tableau 1.1).
1.2.1.1 Les compétences non-techniques
Le terme de "compétences non-techniques" a été largement répandu et utilisé dans
les années 1990 pour le domaine de l’aviation afin de qualifier les facteurs transversaux
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Tableau 1.1: Description et répartition des compétences nécessaires en chirurgie.
ayant un impact sur les compétences des pilotes, hors prise en compte de la technique
de pilotage. Des compagnies aériennes ont alors mis en place des programmes pour la
gestion des "ressources humaines" (intitulés "Crew Resource Management") ainsi que la
formation des "facteurs humains" pouvant intervenir au sein de l’équipage, et notamment
à bord du cockpit. Mais plus largement, ces programmes ont ensuite été élargis à d’autres
domaines afin de former et d’évaluer le personnel occupant des professions et postes à
risques ou critiques, comme c’est le cas dans le domaine du médical, et plus particuliè-
rement de la chirurgie [Reader 2006]. Les compétences non-techniques ont alors été défi-
nies comme les "compétences complémentaires aux compétences techniques faisant in-
tervenir des facteurs cognitifs, sociaux et interpersonnels permettant de contribuer à des
performances plus efficaces et sûrs" [Flin 2013]. En analysant la littérature récente afin de
prendre en compte l’évolution des processus chirurgicaux qui ont eu lieu ces dernières an-
nées, la classification de ces facteurs présentée par Mitchell et al. [Mitchell 2013] est celle
majoritairement retenue dans les travaux et également la plus adaptée au domaine médi-
cal et plus particulièrement à la description des compétences non-techniques intervenant
au cours du processus chirurgical. Cette classification reprend également les termes décris
par Yule et al. [Yule 2006a, Yule 2006b] (voir tableau 1.1).
1.2.1.2 Les compétences techniques
Les compétences techniques sont, pour leur part, plus largement étudiées de par leur
impact direct et évident sur le déroulement de la chirurgie [Reznick 1993, Hamdorf 2000].
Ces compétences font intervenir des facteurs définis comme techniques, impliquant
d’avoir reçu au préalable une formation spécifique, ainsi que pratique, pour l’acqui-
sition des connaissances associées. D’après la littérature, il existe trois catégories de
compétences techniques (voir tableau 1.1) : la dextérité [Moorthy 2003], les compétences
conceptuelles et les compétences procédurales [McCormick 1997]. Les compétences
14 CHAPITRE 1. ANALYSE DU GESTE CHIRURGICAL : POINT DE VUE CLINIQUE
conceptuelles et procédurales sont décrites par McCormick comme les compétences se
référant aux connaissances acquises durant la formation médicale, ainsi qu’aux connais-
sances dites "stratégiques" qui se ramènent à de la résolution de problème, à de la pla-
nification, à de l’optimisation et à de la modélisation des concepts et processus. D’un
autre côté, la dextérité implique quant à elle des facteurs dits "manuels" comme la ges-
tuelle, la précision, l’habileté physique et le ressenti ainsi que la gestion des efforts. Ces
facteurs, plus concrets, font l’objet de recherches avancées pour la formation des appren-
tis et l’évaluation de leurs compétences techniques [Datta 2002, Ahmed 2011, Reiley 2011].
Les compétences techniques, ainsi que la formation des praticiens en chirurgie robotisée,
sont les facteurs majoritairement remis en cause par les études de la Haute Autorité de
Santé présentées précédemment. Parmi ces compétences techniques, une part non négli-
geable, à hauteur de 25%, traite de la dextérité lors de la manipulation [Barnes 1987]. Dans
ces travaux, nous souhaitons contribuer à la résolution de cette problématique afin de faire
bénéficier aux apprentis, mais également aux chirurgiens, de dispositifs d’entraînement
évolués. Ces dispositifs peuvent permettre d’apprendre mais aussi d’entretenir la dextérité,
notamment lors de l’utilisation d’une assistance robotisée. Dans cet objectif, nous focali-
sons ces travaux de recherche sur le développement de méthodes et systèmes permettant
l’apprentissage et l’entraînement aux gestes dans le cadre de la chirurgie robotisée.
1.2.2 Les dispositifs d’entraînement aux gestes chirurgicaux
Actuellement, l’entraînement pour l’acquisition des compétences nécessaires à la réa-
lisation des gestes chirurgicaux, aussi bien en laparoscopie manuelle qu’avec assistance
robotisée, se fait au travers de la simulation. Béguin et al. [Béguin 1997] ont défini la simu-
lation comme "une méthode d’enseignement de savoir-faire et d’habiletés utilisés dans
des tâches pour lesquelles un enseignement direct s’avère impossible pour des raisons
déontologiques (sécurité et sûreté), économiques (coût du matériel) ou techniques (très
faible probabilité d’occurrence des incidents ou accidents)". La simulation dépend prin-
cipalement des techniques employées et également du dispositif mis en jeu au cours de
l’exercice.
1.2.2.1 Les différentes techniques de simulation
Il existe différentes techniques de simulation utilisées dans les écoles et les établisse-
ments destinés à la formation médicale, et plus particulièrement chirurgicale. Un précé-
dent rapport de la Haute Autorité de Santé [HAS 2012] a mis en avant cinq techniques de
simulation :
— Haute-fidélité avec matériel (exemple : Mannequin piloté par informatique),
— Haute-fidélité avec environnement réaliste (exemple : Situation de consultation si-
mulée),
1.2. L’ENTRAÎNEMENT CHIRURGICAL 15
FIGURE 1.5: Les différentes techniques de simulation employées en France.
Source: Rapport de la Haute Autorité de Santé [HAS 2012].
— Simulation procédurale (exemple : Apprentissage de technique : pose de perfusion,
intubation, etc.),
— Mise en situation (exemple : Jeux de rôles, études de cas),
— Expérimentation animale (exemple : Exercice de suture sur animal).
Dans ce rapport, un bilan détaillé des techniques de simulation employées dans les éta-
blissements et écoles médicales en France a été établi. En analysant les résultats de cette
enquête, la simulation dite "procédurale" (l’apprentissage ciblé de techniques) et la "mise
en situation" (études de cas ou jeux de rôles avec peu d’investissement matériel) sont les
méthodes les plus régulièrement employées, comme le montre la figure 1.5, là où la simu-
lation sur animaux n’est que faiblement employée de par le caractère éthique de ce type
d’exercice. Ces différentes techniques sont adaptables suivant la nature de la simulation et
le type de simulateur employé.
Dans le cadre de l’enseignement des compétences, aussi bien techniques que non-
techniques, la simulation peut se faire au travers de différents moyens, comme illustré sur
la figure 1.6. On constate deux grandes familles de simulateurs : les simulateurs organiques
et les simulateurs non-organiques.
1.2.2.2 Les simulateurs organiques
Les simulateurs dits organiques, ou in-vivo, concernent le domaine de la simulation
procédurale faite sur cadavre humain ou animal. La simulation humaine du vivant fait
quant à elle référence au concept de patients standardisés. L’avantage de ces types de si-
mulateurs est la capacité d’immersion en conditions opératoires réelles, et l’utilisation de
techniques et dispositifs proches ou identiques à ceux utilisés sur patient. Néanmoins,
les entraînements sur animaux ou cadavres ont un coût économique non négligeable,
et demandent une organisation complexe pour la mise en place d’entraînements répétés
[van Velthoven 2006]. De plus, le nombre de répétitions est limité par la détérioration des
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FIGURE 1.6: Les différentes moyens de simulation pour le médical.
Source: Inspiré par le Dr Amitai Ziv et adoptée par l’Université de PennState
[Chiniara 2007]
tissus et organes manipulés. Ces types de simulateur ne sont que peu accessibles, par prin-
cipes éthiques et moraux, et ne servent que principalement à la validation de dispositifs et
procédés médicaux afin de reproduire les conditions et contraintes opératoires réelles.
1.2.2.3 Les simulateurs non-organiques
L’autre grande famille des simulateurs est celle des simulateurs non organiques. Ce
groupe peut se diviser en deux sous-catégories que sont les simulateurs "électroniques"
et les simulateurs "synthétiques", selon que les informations générées par l’ordinateur
y jouent un rôle prépondérant ou non. Dans le cas de la simulation synthétique, on re-
trouve les mannequins à haute-fidélité capables de reproduire plusieurs caractéristiques
humaines, ainsi que la simulation procédurale permettant de reproduire uniquement cer-
taines techniques spécifiques, ou de réaliser des scénarios médicaux. De l’autre côté, les
simulateurs électroniques se décomposent en deux groupes dits "interface naturelle" et
"interface non-naturelle", selon leur degré d’immersion et de reproduction et d’immersion
en environnement réel. Les principaux avantages des simulateurs non-organiques sont
notamment leur coût, ainsi que leur accès plus largement ouvert pour l’entraînement à la
pratique médicale et chirurgicale [Tsuda 2009]. Ils permettent en outre, grâce au dévelop-
pement de la réalité virtuelle ainsi que de la réalité augmentée, de reproduire des condi-
tions opératoires proches du réel, tout en garantissant une reproductibilité sans limite
des gestes [Botden 2007], sans détérioration des organes ou tissus simulés, et montrent
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néanmoins une forte corrélation avec l’évaluation réelle sur patient [Matsuda 2012].
Pour les raisons évidentes présentées ci-dessus, les travaux de ce manuscrit vont se
concentrer sur l’entraînement aux gestes chirurgicaux, et l’application en simulation non-
organique qui permet notamment d’améliorer l’apprentissage et l’efficacité des tech-
niques nécessaires en chirurgie laparoscopique [Aggarwal 2007]. Visant cet objectif, nous
souhaitons présenter plus en détail quelques simulateurs non-organiques, et plus parti-
culièrement électroniques et procéduraux, actuellement utilisés pour l’entraînement aux
gestes chirurgicaux.
1.2.2.4 Aperçu des simulateurs non-organiques existants
Une liste aussi exhaustive que possible des différents simulateurs non-organiques exis-
tant actuellement sur le marché est présentée dans le tableau 1.2. Ces simulateurs sont
classés suivant différents critères que sont : le type d’entraînement permis par le système,
le support employé pour la simulation, la capacité de retour haptique du dispositif, les
types de tâches chirurgicales autorisées et le type de métrique employé pour l’évaluation.
Il est à noter que la très grande majorité des dispositifs présentés dans ce tableau ne per-
met pas l’accès aux informations quant à la nature des métriques d’évaluation, telles que
la vitesse ou le nombre de collisions. De plus, les prix de ces systèmes ne sont pas directe-
ment accessibles par le grand public.
Nous constatons que ces simulateurs sont répartis en deux grandes catégories : les simula-
teurs avec un support de type "physique" (voir figure 1.7a) où le dispositif permet l’entraî-
nement dans un environnement réel (fil, aiguille, pièces en plastique, tissus déformables),
et les simulateurs avec un support de type "réalité virtuelle" où le dispositif permet, grâce
à un logiciel, l’entraînement dans un environnement simulé proche de la réalité sur pa-
tient (voir figures 1.7b et 1.7c). Les simulateurs de réalité virtuelle deviennent prépondé-
rants grâce à leur facilité d’utilisation et leur simplicité d’évolution, avec la mise à jour du
système et des modules d’activité, mais la gestion du retour haptique devient plus com-
plexe obligeant à motoriser la plateforme afin de reproduire les efforts d’interaction avec
l’environnement. Apportant finalement un meilleur réalisme, ils sont toutefois plus oné-
reux qu’un simulateur physique, le prix étant justifié par le développement logiciel ainsi
que l’architecture mécanique et électronique utilisée. Nous constatons que parmi les si-
mulateurs de réalité virtuelle certains sont spécifiquement conçus pour l’apprentissage
des techniques dans le cadre de chirurgies robotisées. Ces derniers étant plus complets en
termes de matériel, ils sont néanmoins les plus onéreux sur le marché du fait de la techno-
logie employée pour reproduire les mouvements du praticien, réalisés au travers de l’in-
terface homme-machine. Soulignons enfin que la plupart de ces dispositifs permettent de
réaliser des tâches d’entraînement dites "basiques" afin d’acquérir les compétences mi-
nimales en termes de dextérité (mouvements des instruments et de la caméra, entraîne-
ment aux sutures, etc.). Néanmoins, une faible majorité d’entre eux permettent de s’en-
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(a) PoP Trainer.
Source: Optimist.
(b) LAP Mentor III.
Source: Simbionix.
(c) Robotix Mentor.
Source: Simbionix.
FIGURE 1.7: Les différents types de simulateurs laparoscopiques.
traîner sur des procédures simulées, permettant alors d’étendre les notions basiques dans
un contexte chirurgical plus réaliste.
Ce tableau met également en lumière le développement évident de techniques destinées
à l’évaluation de la dextérité. Alors que peu de dispositifs permettent une évaluation ma-
nuelle basée sur un observateur externe, impliquant la présence d’un expert pour évaluer
et qualifier les performances de l’opérateur, la plupart des dispositifs comportent des mé-
thodes avancées pour l’analyse et la quantification du geste chirurgical basées sur diffé-
rentes métriques calculées de manière automatique.
1.2.3 Les méthodes d’évaluation du geste chirurgical
On distingue actuellement deux grandes méthodes d’évaluation pour qualifier et quan-
tifier la qualité du geste chirurgical :
— Les méthodes dites "qualitatives", basées sur un observateur externe et régulière-
ment utilisées en clinique. Des études complètes de leur fiabilité, validité, faisabilité
et reproductibilité ont été réalisées [Ahmed 2011, Wolf 2013], permettant de juger de
la qualité du système de notation au regard de différents critères. Bien que ces mé-
thodes de notation aient été initialement conçues pour l’évaluation de compétences
au bloc opératoire, leurs utilisations dans des conditions expérimentales ont égale-
ment été validées au travers différentes analyses ;
— Les méthodes automatiques dites "quantitatives", moins répandues en clinique
mais de plus en plus utilisées par les simulateurs, où les métriques et grandeurs phy-
siques employées pour quantifier la qualité du geste montrent une forte corrélation
avec l’expertise de l’opérateur.
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1 2 3 4 5
Depth Constantly overshoots Some overshooting or Accurately directs
perception target, wide swings, slow missing of target, but instruments in the correct
to correct quick to correct plane to target
Bimanual Uses only one hand, ignores Uses both hands, but does Expertly uses both hands
dexterity nondominant hand, poor not optimize interaction in a complimentary manner
coordination between hands between hands to provide optimal exposure
Efficiency Uncertain, inefficient efforts ; Slow, but planned Confident, efficient and safe
many tentative movements ; movements are conduct, maintains focus
constantly changing focus or reasonably organized on task until it is better
persisting without progress performed by way of
an alternative approach
Tissue Rough movements, tears Handles tissues reasonably Handles tissues well,
handling tissue, injures adjacent well, minor trauma to applies appropriate
structures, poor grasper adjacent tissue (ie, traction, negligible
control, grasper occasional unnecessary injury to adjacent
frequently slips bleeding or slipping of structures
the grasper)
Autonomy Unable to complete Able to complete task Able to complete task
entire task, even safely with moderate independently without
with verbal guidance guidance prompting
Tableau 1.3: Échelle d’évaluation GOALS. La notation est réalisée ici par l’attribution d’un
score de 1 à 5 sur l’échelle de Linkert.
Source: Extrait de Vassiliou et al. [Vassiliou 2005].
1.2.3.1 Méthodes qualitatives basées sur un observateur externe
Dans le cadre de l’évaluation qualitative, l’apprenti qui réalise l’entraînement chirurgi-
cal est supervisé par un chirurgien expert. L’expert cherche à analyser le geste aux moyens
de méthodes qualitatives réparties en trois groupes : les échelles de notation générique,
les échelles de notation spécifique, liée à une procédure, et enfin la combinaison d’outils
génériques et spécifiques [Ahmed 2011].
Les échelles de notation générique permettent de structurer l’évaluation suivant une grille
de critères génériques prédéterminés. L’expert cherche à qualifier la qualité des gestes réa-
lisés en attribuant un score pour chaque critère demandé. Pour ces outils nous pouvons
notamment citer les méthodes GRS (Global Rating Scale) et GOALS (Global Operative As-
sessment of Laparoscopic Skills) [Vassiliou 2005] ainsi que leurs variantes. Un exemple de
grille d’évaluation du score GOALS est présenté dans le tableau 1.3.
Les échelles dites de notation spécifique permettent de fournir plus de précision sur la
qualité du geste, dans un contexte de procédure défini. Le système de notation décom-
pose (de manière manuelle) la procédure en un ensemble de tâches prédéterminées et dé-
pendantes de la chirurgie ciblée. Dans ce cadre, nous pouvons citer les méthodes OSATS
(Objective Structured Assessment of Technical Skills) [Martin 1997] et le score OCHRA (Ob-
servational Clinical Human Reliability Analysis) [Tang 2006], ainsi que leurs variantes. Un
exemple d’évaluation utilisant le score OSATS est présenté dans le tableau 1.4.
Enfin, il existe des outils permettant de combiner les avantages des échelles de notation
spécifique liées à des interventions chirurgicales et des analyses plus génériques. Ces outils
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ITEM
Not Done/ Done
Done Incorrectly Correctly
CONTROL OF HEMORRHAGE
1. Applies pressure to stop bleeding first 0 1
2. Asks assistant to suction field 0 1
3. Inspects injury by carefully releasing the IVC 0 1
4. Ensures all equipment needed for repair is at hand before starting 0 1
5. Control of bleeding point (use deBakey forceps /Satinsky clamp or 0 1
prox/distal pressure)
REPAIR
6. Select appropriate suture (4.0/5.0/6.0 polypropylene) 0 1
7. Select appropriate needle driver (vascular) 0 1
8. Select appropriate forceps (deBakey) 0 1
9. Needle loaded 1/2-2/3 from tip 90% of time 0 1
Tableau 1.4: Extrait de la liste de vérification pour l’hémostate d’une plaie de veine cave
inférieure (IVC) avec l’échelle d’évaluation OSATS.
Source: Extrait de Martin et al. [Martin 1997].
peuvent être mélangés pour fournir un score global, ou rester indépendants afin d’analy-
ser séparément les performances des apprentis. Pour ce genre de méthodes d’évaluation,
citons notamment le ICLEPS (Imperial College London Evaluation of Procedural Skills)
[Pandey 2006] et le STSAF (Structured Technical Skills Assessment Form) [Chipman 2009].
De plus, Naik et al. [Naik 2007] ont prouvé que ces types d’outils fournissent des méthodes
d’évaluation efficaces pour le transfert de compétences entre l’environnement expérimen-
tal et l’environnement clinique sur patient.
L’ensemble des méthodes d’évaluation proposées ci-dessus présente les mêmes limites.
D’une part, le coût économique important de l’entraînement associé à la présence d’un
observateur expert externe, rendant de plus l’utilisation des compétences expertes impos-
sibles au même moment. De ce fait, la gestion des ressources humaines se voit également
complexifiée. D’autre part, dans chaque cas, quel que soit l’environnement considéré (ex-
périmental ou clinique) ou bien l’outil de notation adopté, l’évaluation se fait au travers de
l’observateur créant alors une notation dépendante de l’évaluateur, de par la nature sub-
jective de son jugement. De nombreuses équipes ont pris en compte ces problématiques et
s’intéressent de plus en plus à l’évaluation de compétences basée sur des méthodes auto-
matiques, utilisant des mesures physiques pour en déduire le niveau d’expertise de l’opé-
rateur.
1.2.3.2 Méthodes quantitatives automatiques
Ces méthodes, à l’inverse des méthodes manuelles, reposent sur une évaluation au-
tomatique de la qualité du geste et sont directement intégrées au sein de la plupart des
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simulateurs actuels. Pour ce faire, le système acquiert des mesures physiques afin de pou-
voir classer et évaluer le niveau d’expertise de l’utilisateur. Nous pouvons distinguer deux
grandes catégories pour ces méthodes d’évaluation automatique : les méthodes prenant en
compte l’analyse du résultat final, et les méthodes basées sur l’analyse des mouvements.
L’analyse du résultat est principalement axée sur le calcul d’un score global, en prenant
en compte plusieurs paramètres durant l’exécution du geste chirurgical. La principale mé-
thode d’analyse du geste basée sur l’étude du résultat est le test FLS (Fundamentals of La-
paroscopic Skills), provenant du simulateur MISTELS (McGill Inanimate System for Trai-
ning and Evaluation of Laparoscopic Skills) [Derossis 1998]. Le banc d’entraînement MIS-
TELS permet d’évaluer l’apprenti au travers de cinq tâches basiques de laparoscopie que
sont le transfert d’objet, la découpe d’un cercle, la ligature, la suture extracorporelle et la
suture intracorporelle. Le score qui résulte de chaque tâche est alors calculé à partir du
temps d’exécution qui est comparé avec un temps de référence, minoré par un score de pé-
nalité associé aux erreurs durant l’exécution. Cette méthode, peu coûteuse, a été adoptée
par la SAGES (Society of American Gastrointestinal and Endoscopic Surgeons) et par l’ACS
(American College of Surgeons) afin d’évaluer les compétences techniques des apprentis
chirurgiens digestifs. Dans le même objectif, certains simulateurs de réalité virtuelle ont
implémenté une détection automatique du niveau d’expertise en prenant en compte au-
tomatiquement le nombre d’erreurs (cible manquée ou perte d’objet avec le da Vinci Skills
Simulator) [Lyons 2013].
D’un autre côté, l’analyse du mouvement se base sur un ensemble de métriques, qui
peuvent se combiner suivant les facteurs techniques que l’on souhaite étudier. Pour ces
métriques, nous retrouvons majoritairement :
— Le temps, qui peut s’utiliser comme une métrique globale [Moorthy 2004], ou plus
locale en prenant en compte le temps d’approche [Tokunaga 2012], le temps passé
sur la zone de travail et le temps d’immobilité [Oropesa 2013] ;
— La longueur de chemin parcouru, le nombre de mouvements et la vitesse moyenne
de ces mouvements, qui permettent de caractériser dans une certaine mesure l’éco-
nomie de mouvement globale, notamment dans le cadre de la chirurgie robotisée
[Judkins 2009] ;
— La fluidité du geste mesurée à partir du jerk (dérivée troisième de la position),
donne une bonne approximation du score de confiance dans le geste réalisé
[Chmarra 2010] ;
— Les directions de déplacements permettent d’étudier les composantes principales
du mouvement [Cotin 2002] ;
— Les forces, qui permettent de quantifier les efforts exercés par les instruments sur les
tissus [Horeman 2014].
— Les positions des instruments au cours du temps, qui fournissent une information
de trajectoire permettant de définir le geste en trois dimensions [Uemura 2014].
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Une étude détaillée des différentes métriques utilisées pour l’analyse du mouvement, dans
le cadre de l’évaluation de la qualité des gestes chirurgicaux, est réalisée dans les travaux de
Wolf [Wolf 2013]. Cette étude prend en compte le niveau d’analyse, le contexte d’utilisation
et décrit la validité des métriques explorées.
1.3 Analyse et discussion
Ce chapitre présente le contexte clinique de la chirurgie laparoscopique et l’intro-
duction des robots chirurgicaux. L’évolution des systèmes manuels vers des systèmes de
plus en plus perfectionnés et robotisés a conduit à améliorer les conditions opératoires
des chirurgiens. Cependant, l’importance de l’entraînement chirurgical s’accentue avec la
complexification des interventions, l’objectif étant d’améliorer le service médical rendu
au patient. Les études de la Haute Autorité de Santé présentées précédemment montrent
que ce sont les compétences techniques des chirurgiens qui sont majoritairement mises
en jeu. Ces compétences peuvent être apprises au travers de différents dispositifs d’entraî-
nement pour l’apprentissage des gestes chirurgicaux. De plus, en analysant les dispositifs
existants sur le marché, on constate que leur évolution est sans précédent, permettant
ainsi à l’apprenti chirurgien d’acquérir les compétences techniques nécessaires à partir
d’activités basiques, puis d’évaluer ses capacités dans des situations simulées proches de
la réalité. Différentes méthodes d’évaluation sont alors utilisées pour juger de la qualité de
réalisation.
En étudiant les méthodes basées sur un observateur externe pour l’évaluation du geste
en clinique, on constate que la présence d’un expert est obligatoire afin de qualifier la
qualité des gestes réalisés. De plus, l’aspect subjectif de la notation pose alors la question
de la reproductibilité inter-observateur, limitant la portabilité du protocole d’évaluation
d’un centre à un autre. En outre, on constate également que suivant la méthode employée,
l’évaluation du geste se fait à différentes échelles. Alors que certaines méthodes se foca-
lisent sur les activités, d’autres essaient de décrire plus précisément les gestes. À l’inverse,
les méthodes d’évaluation automatiques utilisées afin de quantifier le geste possèdent
des avantages indéniables, dont notamment l’aspect objectif dans la notation. Une fois
les métriques normalisées, ces dernières peuvent permettre de comparer objectivement
et directement un opérateur à une référence experte, sans souci de fiabilité et de repro-
ductibilité interpersonnelle. Bien que l’acquisition de dispositifs équipés de la sorte soit
plus coûteuse pour les écoles et établissements, l’évaluation est plus détaillée, permettant
d’évaluer les points forts ainsi que les points faibles de l’apprenti au travers d’un ensemble
de métriques. Ces méthodes d’évaluation sont actuellement implémentées sur la grande
majorité des dispositifs de réalité virtuelle employés pour l’entraînement aux gestes chi-
rurgicaux.
Toutefois, le paradigme conceptualisé par Halsted “see one, do one, teach one” ne semble
plus en vigueur dans le cadre d’évaluation automatique, dérivant vers une représentation
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du type “perfect practice make perfect” [Tsuda 2009]. L’entraînement par démonstration
est alors remplacé par une évaluation basée sur un ensemble de métriques calculées
automatiquement, où l’opérateur doit maximiser les scores de chacune d’elles. Ce type
d’analyse cherche à corréler des facteurs discriminants avec les compétences techniques
de l’opérateur [Uemura 2014], mais perd toutes notions procédurales, ne cherchant ainsi
qu’à quantifier la tâche au travers de métriques et non plus de gestes. Une alternative
entre l’évaluation d’une tâche chirurgicale basée observateur qui est capable de recon-
naître les gestes mais évalue de manière subjective, et l’évaluation automatique basée sur
un ensemble de métriques, pourrait être une évaluation automatique des gestes. Pour ce
faire, le système doit être capable dans un premier temps de détecter les différents gestes
de l’opérateur afin, dans un second temps, de les quantifier indépendamment les uns des
autres. L’avantage de ce type d’approche est d’associer une évaluation objective se basant
sur des métriques avec la capacité de discernement des gestes que possède un observateur
humain. Le résultat serait une analyse intelligente de la tâche pour une évaluation locale,
au niveau des gestes, mais également globale en prenant en compte l’enchaînement de
ces gestes. Ce type d’évaluation aurait donc la propriété d’évaluer à plusieurs niveaux
la tâche réalisée par l’opérateur, d’être reproductible, mais également de lui fournir des
informations complémentaires quant aux améliorations à réaliser sur chaque geste pour
parfaire l’apprentissage.
Afin de répondre à cette problématique, une thématique de recherche émergente tente
de résoudre ces problèmes, faisant appel à des méthodes scientifiques avancées pour mo-
déliser l’ensemble du processus chirurgical. L’idée est alors de modéliser les gestes chi-
rurgicaux afin de les reconnaître, puis de les évaluer. Dans la suite de ce manuscrit, notre
première contribution aborde le développement d’une nouvelle méthode pour la recon-
naissance des gestes dans le cadre de l’entraînement en chirurgie robotisée. Pour ce faire,
nous présentons dans le chapitre suivant un état de l’art des méthodes existantes dans ce
domaine afin de positionner notre contribution par rapport aux travaux de la littérature.
CHAPITRE
2
Analyse du geste chirurgical : point
de vue scientifique
Préambule
Ce chapitre présente dans un premier temps le concept de modélisation des processus
chirurgicaux. Pour ce faire, nous détaillons le cadre applicatif de ce type d’outil, puis
nous concentrons notre analyse sur le processus destiné à la reconnaissance du geste
chirurgical où un état de l’art des travaux existants permet de mettre en lumière la né-
cessité d’aborder une nouvelle approche. Nous terminons ce chapitre en introduisant
les problématiques et le cadre de ces travaux de recherche.
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2.1 Compréhension quantitative des interventions
Suite aux avancés médicales, notamment avec l’apparition de la laparoscopie et de la
chirurgie minimalement invasive, et à l’émergence de nouvelles technologies au sein du
bloc opératoire avec les systèmes d’imagerie et les robots de téléopération, le déroulement
des interventions s’est complexifié. Il en résulte une surcharge d’informations accessibles
par le personnel médical et le chirurgien. De ce fait, la chirurgie devient plus longue, ce qui
peut augmenter les risques d’erreurs et de complications au cours de l’intervention.
Afin de réduire ces erreurs, certains établissements ont mis en place des formations spé-
cifiques pour l’entraînement en chirurgie robotisée, comme c’est le cas à Nancy avec la
création d’un DIU (diplôme interuniversitaire) de chirurgie robotisée. Ces formations per-
mettent notamment d’apprendre la gestuelle, mais l’évaluation qui en résulte peut être
perfectible, plus particulièrement dans le cadre de l’entraînement au travers de méthodes
d’évaluation automatiques comme nous l’avons abordé précédemment. Dans ces travaux,
nous souhaitons développer une nouvelle approche pour la reconnaissance des gestes
chirurgicaux, à des fins d’évaluation des performances mais également d’amélioration du
processus d’apprentissage. Pour ce faire, nous présentons dans un premier temps la modé-
lisation des processus chirurgicaux permettant d’introduire le contexte de recherche scien-
tifique de nos travaux.
2.1.1 Analyse et modélisation de processus chirurgicaux
Les recherches abordant la reconnaissance des gestes chirurgicaux emploient certains
concepts et outils qui émanent initialement du domaine de la modélisation de processus
chirurgicaux. Dans la suite de ce chapitre nous étudions et définissons uniquement les
concepts nécessaires à la compréhension de nos travaux. Pour plus d’informations sur ce
domaine de recherche, nous nous référerons aux travaux de Lalys et al. [Lalys 2014] où un
état de l’art de la littérature introduit les différents concepts et outils.
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2.1.1.1 Définition des concepts
L’analyse et la modélisation du processus chirurgical 1 est une thématique de recherche
qui a émergé depuis une quinzaine d’années. Une définition formelle du concept de pro-
cessus chirurgical a été donnée par Neumuth et al. [Neumuth 2006b], mais nous préférons
la définition plus complète fournie par Jannin et al. [Jannin 2007]. Le terme de proces-
sus chirurgical y est décrit comme "l’automatisation du processus médical de gestion du
patient, en partie ou dans sa totalité, durant lequel documents, informations, images ou
tâches sont transférés d’un participant à un autre pour la réalisation d’actions, régies par
un ensemble de règles procédurales". Ce processus chirurgical décrit principalement les
relations temporelles existantes entre les différentes actions intervenant au cours dudit
processus. Cependant, l’arrivée de la chirurgie assistée par ordinateur ainsi que des sys-
tèmes d’assistance en chirurgie ont complexifié ces processus médicaux. En conséquence,
des problèmes de communication, d’accès et d’échanges d’informations sont apparus. Les
travaux du domaine se sont alors intensifiés afin d’analyser ces processus pour fournir des
possibilités d’optimisation, permettant ainsi d’améliorer le service médical rendu au pa-
tient.
L’acquisition de données, aussi bien pré- que peropératoire, est la première étape dans
la description du processus chirurgical. Il existe deux méthodes pour acquérir ces don-
nées. La première méthode, basée sur un observateur externe, vise à décrire manuel-
lement l’ensemble des actions, parfois au travers d’un logiciel dédié [Neumuth 2006a].
L’acquisition peut se faire durant l’intervention, ou bien en utilisant les enregistrements
vidéo pour l’annotation [Padoy 2012]. Une seconde méthode consiste à bénéficier des
avancées technologiques pour réaliser ces acquisitions de manière automatique au tra-
vers de différents capteurs. Ces capteurs peuvent être des caméras [Lalys 2011], des cap-
teurs RFID (radio-identification) ainsi que des capteurs de position et d’état des systèmes
[Kranzfelder 2014, Stauder 2014], des capteurs magnétiques placés sur les instruments
[Uemura 2014] ou bien directement l’utilisation des informations provenant du robot chi-
rurgical [Lin 2006]. Ces données servent ensuite à la création d’un modèle, qui peut être
mathématique, représentant le processus observé. La création de ce modèle nécessite
néanmoins d’avoir une description structurée et un vocabulaire adapté au processus ana-
lysé.
Parmi les premiers travaux du domaine, nous retrouvons principalement ceux de Mac-
kenzie et al. [Mackenzie 2001], dont l’idée est de créer un modèle de procédure à partir
d’une décomposition structurée à plusieurs niveaux décrivant l’ensemble des actions chi-
rurgicales réalisées au cours de l’intervention. Pour ce faire, un diagramme sous forme
d’arbre est construit (figure 2.1). La description des actions chirurgicales est alors effec-
tuée en utilisant un vocabulaire propre à l’intervention. Jannin et al. [Jannin 2001] ont éga-
lement cherché à modéliser une procédure neurochirurgicale en utilisant une décompo-
sition similaire, basée sur l’utilisation du langage UML (Unified Markup Language). Suite
1. “Surgical Process Modelling” (SPM) en anglais.
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FIGURE 2.1: Décomposition temporelle et hiérarchique d’une fundoplicature par voie
laparoscopique en utilisant une description à plusieurs niveaux.
Source: Schéma provenant des travaux de Mackenzie et al. [Mackenzie 2001]
à l’acquisition de plusieurs interventions, ce modèle a été amélioré et validé dans le cadre
d’une assistance pour la planification préopératoire [Jannin 2007].
Le développement des travaux et des applications dans le domaine ont permis de créer un
formalisme utilisé pour décrire les processus chirurgicaux. Dans cet objectif, Neumuth et
al. [Neumuth 2006b] utilisent une représentation à deux dimensions. La première, qui est
horizontale, correspond aux classifications des actions suivant cinq critères complémen-
taires : l’organisation (qui ou quoi effectue la tâche ?), la fonction (l’activité et la structure
sur laquelle elle s’applique), l’information (les données requises et/ou produites), l’opéra-
tion (les instruments chirurgicaux employés) et le comportement (l’enchaînement tempo-
rel des tâches et leur causalité). La seconde dimension, verticale, correspond à l’organisa-
tion. Cette dimension se décompose de manière hiérarchique et se réfère à la notion de
granularité.
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Procédure
Phase
Étape
Activité
Geste
Données
FIGURE 2.2: Les différents niveaux de granularité utilisés pour décrire un processus
chirurgical.
Source: Schéma inspiré et adapté de Lalys et al. [Lalys 2014].
2.1.1.2 Niveaux de granularité
La notion de granularité pour la modélisation des processus chirurgicaux a été dé-
crite par [Neumuth 2006b, Trelhu 2011]. Cependant l’unique et complète analyse de l’état
de l’art traitant la modélisation de processus chirurgicaux a été réalisée par Lalys et al.
[Lalys 2014]. Ils y reprennent la définition de granularité et y associent un vocabulaire
adapté permettant d’organiser leur analyse des travaux du domaine en utilisant un réfé-
rentiel commun. La granularité y est définie comme le niveau d’abstraction utilisé pour
décrire le processus chirurgical, qui correspond en réalité au point de vue de la descrip-
tion (macro ou micro). Dans ce manuscrit, nous emploierons une partie du formalisme
présenté ci-après pour distinguer chaque niveau de granularité du processus chirurgical
(voir figure 2.2). De plus, afin d’illustrer nos propos, le paragraphe suivant fera référence à
certaines informations contenues dans la figure 2.1.
Le niveau le plus élevé pour la description d’un processus chirurgical est la procédure elle-
même. Mackenzie et al. [Mackenzie 2001] se sont appuyés sur l’exemple de la fundopli-
cature qui est une intervention chirurgicale dont le but est d’empêcher le reflux gastrique
dans l’œsophage. Pour ce faire, il est nécessaire d’enrouler la partie supérieure de l’esto-
mac autour de la partie inférieure de l’œsophage. Cette intervention requiert différentes
manipulations de la part du chirurgien, définissant un ensemble de phases. Ces phases
sont généralement caractérisées par une durée temporelle importante, et ne fournissent
que peu de précision quant aux évènements intervenant au sein du bloc opératoire. Des
exemples de phases dans le cadre d’une fundoplicature sont la séparation du péritoine,
ou bien la déformation du fundus (partie haute de l’estomac). Chaque phase se compose
ensuite d’un ensemble d’étapes, fournissant généralement plus de précision sur la des-
cription du processus chirurgical. Ces étapes peuvent être l’insertion d’un trocart, la loca-
30 CHAPITRE 2. ANALYSE DU GESTE CHIRURGICAL : POINT DE VUE SCIENTIFIQUE
FIGURE 2.3: Répartition des niveaux de granularité utilisés pour la modélisation.
Source: Schéma adapté de Lalys et al. [Lalys 2014].
lisation ou bien le déplacement d’un organe. Chaque phase contient alors une ou plusieurs
activités. On citera ici la découpe de tissus, la réalisation d’une suture ou bien la cautérisa-
tion. L’avant dernier niveau de granularité est la description des gestes. Dans ce cas, nous
pouvons donner comme exemple la réalisation d’une suture. De plus, un sous ensemble de
gestes nécessaires à la réalisation d’une suture peuvent être : attraper l’aiguille, insérer l’ai-
guille dans le tissu, tirer l’aiguille. Enfin, le dernier niveau est la description du processus
par des données dites bas-niveaux. Le terme de données bas-niveaux fait référence à l’uti-
lisation d’informations telles que des images médicales, des vidéos (du bloc opératoire ou
du champ opératoire), des trajectoires (des instruments chirurgicaux ou bien du person-
nel médical) ainsi que des données binaires (comme l’état d’utilisation d’un instrument
chirurgical à un moment précis). Ces données, pour la plupart numériques, permettent de
décrire l’ensemble des gestes, activités, étapes et phases intervenant au cours d’une pro-
cédure chirurgical.
L’analyse de l’état de l’art pour la modélisation de processus chirurgicaux réalisé par Lalys
et al. [Lalys 2014] a permis de quantifier la répartition des travaux de la communauté sui-
vant le niveau de granularité utilisé pour la modélisation (voir figure 2.3). En analysant le
diagramme, on peut voir que la majorité des travaux (28%) traite de l’analyse et la modéli-
sation de processus chirurgicaux au travers des activités. À l’inverse, une faible proportion
(seulement 5%) aborde l’analyse et la modélisation de ces processus par l’étude des gestes
médico-chirurgicaux, qui sont pourtant directement liés aux compétences techniques du
chirurgien.
Ces travaux de thèse abordent donc une problématique qui n’a été que très peu ex-
plorée, en comparaison d’autres approches basées sur des niveaux de granularité supé-
rieurs. Néanmoins, nous verrons qu’analyser et reconnaître le geste chirurgical apporte
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un nombre conséquent d’informations, qui peuvent être utiles à l’évaluation des compé-
tences techniques des praticiens.
2.1.2 Vers une reconnaissance du geste chirurgical
Lorsque la modélisation est réalisée, l’un des objectifs est d’être capable de reconnaître
les évènements de processus chirurgicaux similaires. Pour ce faire, des méthodes de re-
connaissance automatique connues sous le nom d’apprentissage automatique peuvent
être employées. Ces méthodes, majoritairement utilisées pour reconnaître les phases et
activités au sein des processus chirurgicaux [Lalys 2012, Quellec 2014], peuvent également
s’appliquer dans le cadre de la reconnaissance des gestes chirurgicaux. Afin de mieux com-
prendre leur fonctionnement et leur utilisation, nous introduisons dans le paragraphe sui-
vant le vocabulaire employé dans ces travaux nécessaire à la compréhension du geste chi-
rurgical. Puis, nous présentons les différentes étapes intervenant dans le processus de re-
connaissance du geste chirurgical.
2.1.2.1 Notions de surgeme et dexeme
Afin de comprendre la réalisation d’un geste nous souhaitons introduire deux notions.
Ces notions viennent en complément du schéma de la figure 2.3, et sont spécifiques à
l’analyse du geste chirurgical. Ainsi, de la même manière qu’une procédure comporte un
ensemble de primitives telles que des phases, des étapes, des activités et des gestes, nous
décomposons le geste en deux catégories.
Dans un premier temps, nous définissons la notion de surgeme, présentée précédemment
dans les travaux de Lin et al. [Lin 2006] ainsi que de Reiley et al. [Reiley 2008]. Un surgeme 2
représente un geste chirurgical réalisé à une main, avec un unique instrument, compor-
tant une action et un but chirurgical précis et agrémenté d’une sémantique explicite. Iden-
tique à la notion de geste retenue par Lalys et al. [Lalys 2014], nous préférons l’utilisation
de ce terme qui, en complément de la prochaine notion, fournit plus de sens aux travaux
de ce manuscrit. De plus, ce terme a maintenant été adopté par la communauté, permet-
tant ainsi d’utiliser un vocabulaire commun pour représenter des notions similaires. À titre
d’exemple, nous illustrons nos propos avec la figure 2.4 qui représente la trajectoire d’un
instrument robotisé de chirurgie laparoscopique durant la réalisation d’une tâche d’en-
traînement pour le transfert d’objet. Ce type de tâche est régulièrement employé en la-
paroscopie pour évaluer les compétences psychomotrices des apprentis [Derossis 1998].
Dans cet entraînement, l’activité chirurgicale principale à réaliser est le transfert d’un pion
en silicone, d’un point de départ jusqu’à une cible prédéfinie. Cette activité se répète alors
plusieurs fois pour évaluer les compétences techniques du chirurgien. Afin d’accomplir
cette tâche, l’un des surgemes à réaliser est l’insertion du pion dans la cible en utilisant le
2. Le mot “surgeme" provient de la composition des mots anglais “surgical" et “gesteme", où ce dernier
fait référence à la notion de primitive de geste.
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FIGURE 2.4: Décomposition en surgemes d’une tâche de transfert d’objet pour l’entraîne-
ment en chirurgie laparoscopique.
porte-aiguille de la main gauche.
Dans un second temps, nous définissons la notion de dexeme, présentée initialement dans
les travaux de Reiley et al. [Reiley 2009b] ainsi que de Varadarajan [Varadarajan 2009]. Un
dexeme 3 représente une partie d’un surgeme, réalisé à une main avec un instrument,
et dénué de sens médical. Ces dexemes ne sont pas spécifiques aux surgemes mais per-
mettent, une fois la séquence de dexeme exécutée, d’accomplir un surgeme. En reprenant
l’exemple précédent du transfert d’objet présenté avec la figure 2.4, là où le surgeme cor-
respond à l’insertion du pion dans la cible en utilisant l’instrument gauche, un premier
dexeme sera de se déplacer vers le bas pour atteindre la cible. Les dexemes représentent
des gestes primitifs, simples, sans objectif médical prédéterminé, traduisant une intention
directe de l’opérateur.
3. Le mot “dexeme" provient de la composition des mots anglais “dexterous" et “gesteme".
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FIGURE 2.5: Processus généralisé pour la reconnaissance des gestes chirurgicaux.
Source: Schéma inspiré et adapté de Penet [Penet 2013].
Dans la suite de ce manuscrit, nous emploierons les notions de surgeme et dexeme pour
l’analyse et la reconnaissance des gestes chirurgicaux.
2.1.2.2 Description du processus de reconnaissance
Les principes de reconnaissance et d’apprentissage automatiques ont été appliqués
à une multitude de domaines tels que la segmentation des phonèmes pour la recon-
naissance de mots [Andre-Obrecht 1988, Kamakshi Prasad 2004], la détection de piéton
[Benenson 2012, Benenson 2014], en passant par la reconnaissance d’évènement dans les
vidéos pour la détection de violence [Penet 2013], ainsi que la reconnaissance de concepts
et d’objets divers pour la compréhension de la situation et de l’environnement [Fang 2014].
À des fins de compréhension, ces principes sont rappelés dans les paragraphes suivants.
Schématisation du processus
Pour clarifier l’ensemble des étapes intervenant dans le processus de reconnaissance des
gestes chirurgicaux, nous appuyons notre description sur le schéma de la figure 2.5.
La première étape du processus concerne l’acquisition de données. Cette étape est primor-
diale car elle permet d’injecter des données à traiter dans le système de reconnaissance. De
plus, il est nécessaire que les spécifications techniques pour l’acquisition soient connues
(type de données, caractéristiques intrinsèques, fréquence d’acquisition) afin d’assurer le
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bon conditionnement des données.
La seconde étape permet de segmenter les données. Cette segmentation assure le décou-
page des données d’entrée en plusieurs sous-ensembles, dont les tailles peuvent varier
suivant les besoins définis par l’utilisateur. Ce découpage peut être structuré ou non fait
appel à des algorithmes basés sur l’apprentissage, suivant la méthode employée. À noter
que cette étape est facultative et dépend des objectifs de l’utilisateur.
La troisième étape est l’extraction d’attributs. Elle calcule des caractéristiques permettant
de représenter les données dans un espace de dimension fixe, tout en maximisant leur de-
gré de discrimination. Dans le cas où le processus de reconnaissance contient une étape
de segmentation et une étape d’extraction d’attributs, ces deux étapes deviennent indisso-
ciables dans le sens où les attributs extraits sont dépendant de la segmentation effectuée
en amont, caractérisant alors les segments retenus.
La quatrième étape du processus réalise la classification, que l’on appelle également ca-
ractérisation. Cette étape clé du processus permet d’associer aux données d’entrée des
étiquettes, ou labels, suivant leur appartenance réelle. La classification est une étape d’ap-
prentissage dont les différents modes sont décrits ci-dessous.
Additionnellement, la cinquième étape du processus de reconnaissance est l’intégration
temporelle et/ou multimodale. Cette étape permet de prendre en compte l’aspect tempo-
rel des données afin d’améliorer les capacités de reconnaissance du système. Cette prise
en compte peut être précoce (après l’extraction d’attributs) ou tardive (en aval de la clas-
sification). De plus, le système peut également prendre en compte différentes modalités.
Dans ce cas, une synchronisation des données est requise.
Il est à noter que ce schéma est une généralisation du processus de reconnaissance. Dans
certains cas, des méthodes hybrides peuvent être employées pour segmenter et classer si-
multanément.
Modes d’apprentissage
Il existe quatre grands modes d’apprentissage qui se caractérisent par le retour dont on
dispose sur les données :
— L’apprentissage supervisé : à partir des couples d’entrée-sortie disponibles, le sys-
tème apprend une fonction afin de pouvoir, avec un jeu de données, reproduire les
sorties associées. Dans ce cas, le système cherche à minimiser l’erreur en généralisa-
tion ;
— L’apprentissage semi-supervisé : à partir des données, dont une partie des couples
d’entrée-sortie est connue et l’autre non, le système a pour objectif de généraliser
un modèle appris sur les couples connus. Cependant, ces couples ne sont pas repré-
sentatifs d’une vérité générale puisqu’une partie seulement est connue. Le système
cherche alors à modifier le modèle généralisé et à réorganiser les hypothèses effec-
tuées sur le modèle de départ afin de minimiser l’erreur moyenne sur la base de tests
(couples dont on ne connaît que les entrées) ;
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— L’apprentissage non-supervisé : à partir des données, ne connaissant pas les couples
d’entrée-sortie, le système cherche à apprendre une structure permettant d’expli-
quer leurs relations. Une méthode de classification courante dans ce cas est la détec-
tion de groupes 4 ;
— L’apprentissage par renforcement : à partir des données, le système apprend un mo-
dèle évolutif par une série de récompenses ou de punitions. Les punitions et ré-
compenses indiquent les points de renforcement (positifs ou négatifs) à prendre en
compte dans le modèle pour répondre au problème donné.
Parmi ces modes, l’apprentissage supervisé est le plus couramment utilisé dans la littéra-
ture. Son intérêt réside dans une meilleure maîtrise du modèle dans le sens où la fonction
dépend majoritairement du jeu de données employé pour l’apprentissage. Néanmoins, les
capacités de généralisation sont limitées et dépendent de la variabilité des données. Dans
ce cas, l’apprentissage semi- ou non-supervisé se prête mieux à la généralisation, mais de-
mande un effort plus important à la mise en place, et ne peut généralement pas se révéler
aussi fiable. Dans le contexte de reconnaissance des gestes chirurgicaux, l’apprentissage
par renforcement n’a jamais été employé à notre connaissance.
Les notions d’apprentissage introduites vont nous permettre de présenter, avec le niveau
de détail nécessaire à la compréhension, l’état de l’art des travaux s’intéressant à la problé-
matique de reconnaissance des gestes dans le cadre de l’entraînement en chirurgie.
2.2 Etat de l’art des travaux pour la reconnaissance des
gestes chirurgicaux
La reconnaissance des gestes chirurgicaux est une thématique très récente, mais ac-
tuellement en pleine expansion notamment avec l’apparition des robots au bloc opéra-
toire destinés à l’assistance. Néanmoins, la frontière entre la reconnaissance d’activités
et de gestes chirurgicaux est parfois ambigüe suivant l’interprétation des définitions et le
vocabulaire employé par chaque équipe. Dans cet état de l’art, nous analysons unique-
ment les travaux abordant la reconnaissance de surgemes et dexemes. De ce fait, nous
avons exclus les travaux abordant l’apprentissage des compétences techniques chirurgi-
cales utilisant une modélisation statistique du niveau d’expertise, sans prendre en compte
la détection du geste chirurgical. Excluant la reconnaissance sémantique, ce type d’ap-
proche infère généralement un niveau de compétence au travers de facteurs physiques
[Megali 2006, Reiley 2009b, Malpani 2014, Uemura 2014].
Les publications présentes dans cet état de l’art introduisent des travaux réalisés entre Jan-
vier 2000 et Juin 2015. Avec initialement 54 articles, nous avons affiné notre champ d’ana-
lyse en sélectionnant les travaux traitant explicitement de la reconnaissance des gestes chi-
rurgicaux. Nous présentons dans cet état de l’art 25 travaux en lien avec le développement
4. “Clustering" en anglais
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de méthodes pour la segmentation et la détection de gestes chirurgicaux. De plus, afin
de faciliter l’analyse de ces travaux, nous avons décrit ces derniers à travers trois grandes
catégories que sont les conditions de l’étude, le processus de reconnaissance et le proces-
sus de validation. Chaque catégorie est représentée par plusieurs descripteurs, eux-mêmes
caractérisés par plusieurs critères permettant de décrire de manière structurée le contenu
des travaux. Afin d’améliorer la lisibilité, nous avons également choisi de présenter cette
analyse à travers trois tableaux distincts reprenant les catégories citées précédemment. À
noter que dans certains cas, suivant l’avancement des travaux et le niveau de détail fourni
dans les publications, certaines données peuvent être absentes ou manquer de précision.
Nous renvoyons le lecteur vers la publication correspondante pour plus d’information.
2.2.1 Conditions d’étude
Afin de décrire les conditions des études considérées dans cet état de l’art, nous utili-
sons deux descripteurs que sont le contexte médical et la méthodologie d’acquisition des
données, incluant une partie de la description des données. Le tableau 2.1 fournit un ré-
sumé des différentes conditions d’études considérées dans les travaux de la littérature.
2.2.1.1 Contexte médical
Le contexte médical décrit le scénario de l’étude d’un point de vue clinique. Afin de
le caractériser, nous utilisons trois critères : le domaine médical ciblé, l’application médi-
cale envisagée par les travaux et le type de données recueilli durant les expériences. Cette
description permet au lecteur d’interpréter la méthodologie utilisée suivant le contexte ex-
périmental des travaux.
Domaines d’application
La reconnaissance des gestes chirurgicaux a été appliquée à plusieurs domaines médi-
caux. Parmi ces travaux, 80% d’entre eux ont été réalisés uniquement dans le cadre de la
chirurgie laparoscopique. Nous retiendrons notamment ceux de Rosen et al. [Rosen 2001,
Rosen 2002, Rosen 2006] qui ont instauré des pistes méthodologiques intéressantes tout
en étant les précurseurs de la plupart des travaux.
Concernant la chirurgie ophtalmique, impliquant également les travaux de microchirur-
gie, seuls 12% des travaux ont été appliqués à ce domaine. On citera ici les travaux de
Hundtofte et al. [Hundtofte 2002], de Kragic et al. [Kragic 2003] ainsi que ceux de Novi et
al. [Novi 2012].
Dans cet état de l’art, seule une publication, celle de Ahmadi et al. [Ahmadi 2009], s’attaque
à deux domaines médicaux différents que sont la chirurgie laparoscopique et la neurochi-
rurgie. Enfin, Holden et al. [Holden 2014] sont les seuls à appliquer leur méthodologie dans
le cadre de la radiologie interventionnelle.
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Applications envisagées
Le critère d’application envisagée désigne l’objectif de ces travaux. En d’autres termes, il
décrit leur bénéfice du point de vue médical et leur intérêt dans un futur proche ou loin-
tain tel qu’il est envisagé par les auteurs. Parmi ces travaux, 60% d’entre eux ont pour ob-
jectif l’analyse de compétences. De plus, 93% d’entre eux sont appliqués au domaine de
la laparoscopie, montrant l’intérêt grandissant pour cette thématique et l’importance de
l’évaluation de compétences dans le cadre de la chirurgie robotisée. Nous citerons notam-
ment les travaux de Rosen et al. [Rosen 2001, Rosen 2002, Rosen 2006] ainsi que ceux de
Reiley et al. [Reiley 2008] et de Lea et al. [Lea 2015].
D’après les auteurs, 36% des travaux sont destinés à fournir une assistance robotisée. Des
applications très intéressantes sont présentées par Nomm et al. [Nomm 2008], ainsi que
par Padoy et al. [Padoy 2011]. Enfin, Ahmadi et al. [Ahmadi 2009] ne prônent aucune ap-
plication concrète et décrivent simplement le bénéfice de leur méthodologie dans le cadre
de la reconnaissance du contexte chirurgical à des fins techniques et administratives.
Dans cet état de l’art, seuls les travaux de Ahmadi et al. [Ahmadi 2009], Lea et al. [Lea 2015]
ainsi que Varadarajan et al. [Varadarajan 2009] ont développé des méthodes de reconnais-
sance et évalué ces dernières dans le cadre applicatif envisagé par leur étude.
Types de données
Nous utilisons ce critère pour représenter la viabilité des données par rapport à un scéna-
rio clinique, positionnant ainsi le réalisme des données par au contexte médical corres-
pondant [Jannin 2008]. Là où les études sur fantôme permettent de gérer l’environnement
et d’améliorer la qualité des données acquises, les études en clinique intègrent plus de
variabilité et de complexité du fait de l’acquisition des données dans un environnement
non contraint. Ainsi, 80% des travaux publiés ont acquis des données sur fantôme uni-
quement, impliquant un contexte d’étude maîtrisé, manquant de réalisme et induisant
des biais par rapport à la réalité. À l’inverse, l’acquisition de données dans un environne-
ment réel admet d’importantes contraintes en termes de disposition et d’hygiène, mais
permet d’évaluer les travaux dans un environnement réaliste. Dans ce cadre d’acquisition,
16% des travaux présentent des acquisitions dans un environnement in-vivo, aussi bien
sur animaux [Rosen 2001, Rosen 2002, Rosen 2006] que sur patient [Nomm 2008]. Enfin,
seuls Ahmadi et al. [Ahmadi 2009] (4%) présentent des acquisitions à la fois sur fantôme et
en environnement in-vivo.
2.2.1.2 Acquisition des données
Dans cette paragraphe, nous décrivons les travaux du domaine suivant la méthodolo-
gie d’acquisition des données employée. Pour ce faire, nous utilisons plusieurs critères que
sont le système d’acquisition utilisé, sa nature, la nature des données acquises, le référen-
tiel d’acquisition considéré et enfin les spécifications techniques des données.
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Systèmes d’acquisition
Parmi les systèmes d’acquisition recensés dans la littérature, le robot da Vinci est employé
dans 56% des travaux. Dans le même esprit, Rosen et al. [Rosen 2006] utilisent le Blue
DRAGON développé en interne afin d’acquérir des données lors d’interventions laparo-
scopiques sur animaux. De manière similaire mais plus expérimentale, Van Den Berg et al.
[Van Den Berg 2010] utilisent des Berkeley Surgical Robots, tentant de reproduire les ca-
pacités obtenues avec le robot da Vinci. Nous noterons que seuls Dosis et al. [Dosis 2005]
utilisent deux systèmes d’acquisition, que sont le robot da Vinci et le système ICSAD des-
tiné à l’acquisition de données pour l’entraînement en laparoscopie. Abordant également
l’entraînement en chirurgie laparoscopique, les travaux de Saggio et al. [Saggio 2011] se
concentrent exclusivement sur la description d’un système d’acquisition pour la recon-
naissance de gestes basée sur le gant HITEG. Novi et al. [Novi 2012] s’attaquent de la
même manière à la notion d’entraînement aux gestes mais appliquée à la chirurgie ocu-
laire grâce l’utilisation de l’Ocular Trauma Simulator. En restant dans le cadre de la chirur-
gie oculaire et de la microchirurgie, Hundtofte et al. [Hundtofte 2002] ainsi que Kragic et
al. [Kragic 2003] ont utilisé le JHU Steady Hand Robot pour l’acquisition de données.
Dans littérature, certaines publications ciblent l’acquisition de données à partir d’instru-
ments chirurgicaux [Rosen 2001, Rosen 2002] et d’aiguilles [Holden 2014], en se basant sur
l’intégration et l’adaptation de capteurs pour la mesure d’informations. De manière moins
intrusive, Ahmadi et al. [Ahmadi 2009] emploient des accéléromètres pour capturer les
mouvements du chirurgien. Enfin, seuls Nomm et al. [Nomm 2008] utilisent des caméras
afin de capturer des informations permettant, à l’usage, de remplacer l’infirmière du bloc
opératoire par un robot d’assistance.
Nature des systèmes
Les systèmes présentés précédemment peuvent se classer en différentes catégories, selon
leur utilisation. Ainsi, 56% des travaux emploient uniquement un robot de téléopération
(le robot da Vinci ou les Berkeley Surgical Robots) pour réaliser l’acquisition de données.
En effet, l’utilisation de ce type de système est fort intéressante car elle permet d’amélio-
rer le confort d’utilisation grâce à une console séparée, améliorant également la précision
manuelle du chirurgien durant l’intervention. Nous remarquons que parmi ces travaux,
seulement une publication décrit l’utilisation d’un robot de téléopération qui n’est pas le
système da Vinci de chez Intuitive Surgical.
Néanmoins, il existe certaines alternatives, et notamment des robots conçus pour rester
à proximité du patient. C’est le cas des robots de comanipulation utilisés dans 12% des
travaux de la littérature. Ces robots permettent d’augmenter la dextérité du clinicien grâce
à l’utilisation d’un dispositif actif, généralement sous la forme d’un instrument robotisé.
Ce type de système s’utilise en parallèle ou dans le prolongement du membre supérieur,
permettant d’assister la manipulation des instruments chirurgicaux.
L’acquisition de données peut se faire également aux moyens de systèmes moins perfec-
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tionnés qu’un robot. C’est le cas dans 20% des travaux où les auteurs ont décidé d’utili-
ser différents systèmes instrumentés tels que des gants et outils médicaux, ainsi que des
capteurs de type accéléromètre, afin d’acquérir des données sans encombrer le bloc opé-
ratoire. Enfin, dans le cadre de l’entraînement chirurgical, seulement 12% des travaux em-
ploient un système d’acquisition de type simulateur. À noter qu’un seul des travaux de la
littérature aborde l’acquisition de données sur deux systèmes que sont un robot de télé-
opération et un simulateur [Dosis 2005].
Nature des données
La nature des données correspond à leur représentation physique. Dans les travaux de la
littérature étudiant la reconnaissance des gestes chirurgicaux, une majorité atteignant 88%
recueille une partie des données liées aux trajectoires d’instruments ou de parties ana-
tomiques humaines mises en jeu au cours de l’intervention. Nous entendons ici par tra-
jectoire l’ensemble ou un sous-ensemble des variables géométriques acquises durant un
mouvement dans l’espace cartésien. Ainsi les informations de position, rotation, vitesse
(linéaire et/ou angulaire), accélération (normale et/ou tangentielle), jerk, et toutes autres
variables se rapportant au déplacement d’un objet dans l’espace sont entendus.
Complémentaire aux trajectoires, la mesure de forces fournit des informations impor-
tantes sur l’exécution du geste. Ainsi, deux des publications retenues emploient uni-
quement des capteurs d’efforts pour analyser les forces et couples exercés au cours de
la procédure [Rosen 2001, Rosen 2002]. Très proche de la mesure d’efforts, Saggio et al.
[Saggio 2011] présentent leur gant instrumenté, équipé de capteurs permettant de mesu-
rer la pression exercée par chaque doigt durant la manipulation. Enfin, 16% des travaux
utilisent des données vidéo pour effectuer la reconnaissance des gestes en se basant sur
l’analyse d’images peropératoires.
La technologie embarquée dans certains des systèmes présentés précédemment permet
également d’effectuer l’acquisition de données multimodales, afin d’améliorer la percep-
tion de l’environnement. Ainsi, 16% des travaux combinent l’acquisition de trajectoire et
d’efforts afin de reconnaître les gestes chirurgicaux, et 75% de ceux qui utilisent la vidéo
l’agrémente d’informations de trajectoire. C’est notamment le cas de Tao et al. [Tao 2013],
Zappella et al. [Zappella 2013] et Lea et al. [Lea 2015] qui acquièrent les trajectoires et vi-
déos provenant du robot da Vinci afin de reconnaître les gestes exécutés. Bien que l’utili-
sation de données multimodales impose certaines contraintes introduites précédemment
dans ce chapitre, les travaux de l’université de John Hopkins prouvent que la fusion d’infor-
mation améliore significativement la reconnaissance des gestes [Zappella 2013, Lea 2015].
Référentiels d’acquisition
L’acquisition de données dépend également du référentiel choisi. Ainsi, les mesures de
trajectoires ou de forces peuvent s’effectuer à plusieurs emplacements. Dans la littérature
abordant la reconnaissance des gestes chirurgicaux, 84% des travaux utilisent l’acquisi-
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tion d’informations provenant au moins de l’instrument ou de l’outil chirurgical. Deux
exemples représentatifs sont ceux des récents travaux de Rosen et al. [Rosen 2006] utili-
sant la mesure de trajectoires et de forces provenant de l’instrument, ainsi que les travaux
de Holden et al. [Holden 2014] mesurant la position ainsi que l’orientation sous forme de
quaternion des mouvements de l’aiguille.
Cependant, l’acquisition de données peut également s’effectuer au niveau de l’interface
de commande, principalement dans le cadre de l’utilisation de robots de téléopération.
Lin et al. [Lin 2005, Lin 2006] ont été les premiers à étudier cette thématique en utilisant
les données du robot da Vinci. De manière complémentaire, la vidéo ciblant le référentiel
de la tâche à réaliser peut s’utiliser en complément des données précédentes. Ainsi Tao et
al. [Tao 2013], Zappella et al. [Zappella 2013] et Lea et al. [Lea 2015] se sont appuyés sur les
référentiels des instruments, des interfaces mais également de la tâche à exécuter.
Néanmoins, l’acquisition de trajectoires peut s’effectuer dans un autre référentiel. Ainsi,
Ahmadi et al. [Ahmadi 2009] ont acquis des données provenant d’accéléromètres placés à
la taille et aux poignets du chirurgien. De manière similaire, Nomm et al. [Nomm 2008] ont
placé des capteurs sur le corps, sur le bras et sur le poignet du chirurgien afin d’en recon-
naître les gestes. Enfin, seuls Saggio et al. [Saggio 2011] ont introduit l’utilisation d’un gant
équipé de capteurs permettant la mesure des trajectoires des mains ainsi que la mesure de
pressions exercés par les doigts. Nous constatons alors que l’acquisition de données avec
plusieurs référentiels permet d’étendre la perception de l’environnement afin de favoriser
la compréhension et la reconnaissance des gestes chirurgicaux.
Spécifications des données
Le dernier descripteur permettant de décrire l’acquisition est la spécification des données.
Ici, trois critères sont utilisés : la fréquence d’acquisition, le nombre de signaux acquis et la
résolution des systèmes de capture d’images. Il est nécessaire de préciser que le nombre de
signaux correspond au nombre de variables acquises durant l’expérience, provenant d’un
seul instrument chirurgical, d’une seule main ou d’un seul membre.
Par ce tableau, nous remarquons que l’acquisition des données est réalisée à des fré-
quences comprises entre 5Hz et 100Hz. Cependant, d’après Loram et al. [Loram 2006],
les mouvements humains oscillent entre 0Hz et 10Hz, avec un maximum de 4.5Hz pour
les mouvements de la main [Xiong 2006]. Ainsi, une acquisition à 30Hz serait suffisante
car elle permet de respecter le théorème d’échantillonnage de Nyquist-Shannon, tout en
capturant l’ensemble des fréquences fondamentales nécessaires à la description de mou-
vements humains.
Concernant le nombre de signaux, cette valeur est disparate et dépend du système d’ac-
quisition considéré, ainsi que des informations disponibles. Cependant, nous constatons
que là où certains travaux se contentent d’utiliser 7 variables [Holden 2014], d’autres en
utilisent 39 afin d’effectuer leur reconnaissance [Tao 2012].
Enfin, lorsque le système en est équipé, l’enregistrement vidéo est acquis à des résolutions
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de 320x240 [Béjar Haro 2012, Tao 2013, Zappella 2013] et de 640x480 [Lea 2015], suffisantes
pour la détection d’informations mais également de tailles raisonnables afin de limiter les
temps de calcul.
2.2.2 Processus de reconnaissance
Le processus de reconnaissance se base sur les notions introduites précédemment
dans ce chapitre. Afin de présenter l’ensemble des méthodes utilisées, nous avons décom-
posé notre analyse en quatre descripteurs que sont le prétraitement des données, l’ex-
traction d’attributs, la méthodologie employée pour l’apprentissage et les spécifications
du processus de reconnaissance. L’ensemble de ces informations est présenté dans le ta-
bleau 2.2.
2.2.2.1 Prétraitement des données
Suite à l’acquisition de données, il est parfois nécessaire d’appliquer des techniques
de traitement de signal et d’image afin d’améliorer la qualité des données et d’augmenter
leur capacité de discrimination pour l’étape de reconnaissance. Afin de décrire le prétrai-
tement des données, nous avons considéré quatre critères : la présence d’une technique
de filtrage, l’utilisation d’un fenêtrage temporel des données, l’utilisation d’une méthode
de normalisation et enfin la possibilité de réduire la quantité d’informations en sortie en
employant une technique de réduction de dimension.
Filtrage
L’utilisation de techniques de filtrage permet de réduire la quantité de bruit contenu dans
le signal. En analysant les travaux du domaine, seules deux publications font référence à
l’emploi d’un filtre. Pour Holden et al. [Holden 2014], l’utilisation d’un filtre à moyenne
glissante permet de réduire la quantité de bruit blanc contenu dans les signaux acquis.
Pour Van Den Berg et al. [Van Den Berg 2010], l’utilisation d’un filtre de Kalman basé sur
une représentation d’état du système considéré permet de lisser les trajectoires, grâce à la
double fonction prédiction/correction de la méthode, dans le cadre de la planification de
trajectoire pour l’exécution de gestes.
Néanmoins, nous supposons que la plupart des travaux utilisent des techniques de fil-
trage afin d’améliorer le conditionnement des données et d’augmenter le rapport signal
sur bruit. Cependant aucune information n’est fournie dans les autres publications.
Fenêtrage temporel
Le fenêtrage temporel est une technique permettant d’associer plusieurs échantillons,
temporellement proches, dans le but de construire un unique échantillon reprenant les
caractéristiques de chacun. Dans la littérature, seuls les travaux de Lin et al. [Lin 2005,
Lin 2006], Reiley et al. [Reiley 2010], Varadarajan et al. [Varadarajan 2009] et Tao et al.
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Tableau 2.2: Résumé des processus de reconnaissance utilisés dans la littérature ciblant la
reconnaissance de gestes chirurgicaux.
[Tao 2013] décrivent l’utilisation d’une telle méthode. Bien que cette approche soit com-
plètement dépendante de la tâche et des données, ils analysent néanmoins l’impact de la
taille de fenêtre considérée sur les performances de reconnaissance.
Normalisation
Le critère de normalisation permet d’indiquer si les données ont été modifiées afin de
prendre en compte la variabilité intra- mais aussi interpersonnelle, en appliquant une
technique de normalisation. Comme dans le cas précédent, très peu de travaux donnent
accès à cette information. Ainsi, nous relevons uniquement ceux de Lin et al. [Lin 2005,
Lin 2006] ainsi que de Novi et al. [Novi 2012]. La technique employée dans chaque cas
consiste à soustraire chaque échantillon par la moyenne du signal et de le diviser par
l’écart-type. Cela permet d’obtenir une représentation des signaux sous la forme de va-
riables centrées réduites.
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Réduction de dimension
Généralement, l’emploi d’un nombre important de signaux implique une quantité impor-
tante d’informations à traiter. De plus, toutes ces informations ne sont pas nécessaire-
ment représentatives du geste chirurgical. L’intérêt de la réduction de dimension est de
trouver un espace, généralement de dimension inférieure, permettant de représenter l’en-
semble des données afin d’augmenter leur degré de discrimination. L’une des techniques
employées est l’Analyse Discriminante Linéaire. Cette méthode permet la classification,
mais également l’identification de caractéristiques représentant les différents groupes, sur
la base de variables explicatives [Lin 2005, Lin 2006, Reiley 2008].
2.2.2.2 Extraction d’attributs
Comme présenté précédemment dans ce chapitre, l’extraction d’attributs permet de
représenter un signal ou un ensemble de signaux dans un espace de dimensions fixes,
en extrayant certaines caractéristiques. L’objectif est d’augmenter le degré de discrimi-
nation des données afin d’améliorer les performances de classification. Dans la littéra-
ture concernant la reconnaissance des gestes chirurgicaux, plusieurs types de transfor-
mations ont été employés. Bien que certains attributs soient spécifiques aux travaux dé-
veloppés, d’autres sont plus couramment utilisés. C’est notamment le cas des caracté-
ristiques spatio-temporels. Ces attributs permettent de caractériser une image ou une
vidéo avec un fort degré de discrimination, en prenant en compte l’aspect temporel
[Béjar Haro 2012, Tao 2013, Zappella 2013, Lea 2015]. Dans les travaux de Ahmidi et al.
[Ahmidi 2013], l’utilisation combinée d’une transformation dans le repère de Frénet et
d’un encodage descriptif pour les courbes permet de représenter les variations de trajec-
toires en un vecteur spécifique. Grâce à ce vecteur, la reconstruction du mouvement est
également possible. D’autres travaux comme ceux de Dosis et al. [Dosis 2005] présentent
une extraction d’attributs peu commune en se basant sur la description des rotations de
l’avant-bras. Ces caractéristiques, plus spécifiques, permettent néanmoins d’obtenir de
bons résultats dans leur contexte d’étude.
2.2.2.3 Méthodologie d’apprentissage
La méthodologie d’apprentissage est composée de deux critères qui sont les algo-
rithmes utilisés pour la reconnaissance des gestes ainsi que le critère de connaissance a
priori.
Algorithmes de reconnaissance et de reconstruction
L’état de l’art des travaux présente un ensemble d’algorithmes pour la classification qui
peuvent être composés de différentes étapes distinctes (segmentation et classification),
se retrouvant parfois fusionnées pour former un algorithme dit hybride. Parmi les tra-
vaux de la littérature, 72% des travaux emploient des méthodes statistiques basées sur
2.2. ETAT DE L’ART DES TRAVAUX POUR LA RECONNAISSANCE DES GESTES
CHIRURGICAUX 45
les réseaux bayésiens et leurs variantes temporelles, avec parmi eux, 56% qui utilisent
des Modèles de Markov Cachés dans lequel le système modélisé est supposé être un
processus markovien de paramètres inconnus. Dans ce cas, les états ne sont pas acces-
sibles mais sont représentés par des observations. Ce procédé permet de représenter l’en-
semble des états et leurs probabilités de transitions en prenant en compte l’aspect tempo-
rel de l’exécution des gestes. Dans ce cadre nous pouvons citer les travaux de Rosen et al.
[Rosen 2001, Rosen 2002] ainsi que ceux de Padoy et al. [Padoy 2011]. Il est à noter que ce
type d’algorithme est également régulièrement utilisé pour la reconnaissance d’activités
et phases chirurgicales. En effet, la création du modèle mathématique est directement ex-
traite du processus chirurgical et les paramètres sont ensuite calculés grâce à l’utilisation
d’algorithmes tiers.
Outre les variantes des réseaux bayésiens, certaines approches utilisent de manière inté-
ressante les machines à vecteurs de Support [Béjar Haro 2012, Zappella 2013] afin de ré-
soudre le problème de discrimination. Le principal avantage de cette technique réside
dans la possibilité d’utiliser un ensemble de noyaux pour la projection des données afin
de trouver l’espace le plus séparateurs pour résoudre le problème de classification. D’une
manière plus simplifiée, l’Analyse Discriminante Linéaire utilisé par Lin et al. [Lin 2005,
Lin 2006], Reiley et al. [Reiley 2008] ainsi que Varadarajan et al. [Varadarajan 2009] permet
également de résoudre le problème de discrimination. Enfin, un algorithme très employé
pour le regroupement non-supervisé de données est l’algorithme des K-Moyennes. Cet
algorithme peut aussi bien s’utiliser pour segmenter [Holden 2014] que pour classer les
échantillons [Zappella 2013].
Enfin, certains travaux abordent la reconnaissance mais également la reconstruction du
geste chirurgical à des fins d’évaluation, mais également d’assistance. Pour ce faire, Rei-
ley et al. [Reiley 2010], Van Den Berg et al. [Van Den Berg 2010] ainsi que Padoy et al.
[Padoy 2011] utilisent l’algorithme de Déformation Temporelle Dynamique permettant de
calculer les variations spatio-temporelles existantes entre deux séries temporelles. Pour les
autres algorithmes plus rarement employés, nous renvoyons le lecteur au tableau 2.2 et aux
travaux correspondants.
Connaissances a priori
Le critère de connaissances a priori fournit une information sur les modes d’apprentissage
utilisés pour le processus de reconnaissance. Dans le cas des travaux se basant sur des
Modèles de Markov Cachés, la majorité d’entre eux nécessitent de connaître les couples
d’entrée-sortie pour réaliser un apprentissage supervisé. De plus, il est nécessaire de dé-
finir la structure du réseau en s’appuyant sur des connaissances a priori concernant la
tâche à réaliser. Dans ce cas, nous considérons que l’implémentation requiert une com-
plète connaissance du contexte d’exécution des gestes. C’est notamment le cas dans les
travaux de Dosis et al. [Dosis 2005], Padoy et al. [Padoy 2011], Saggio et al. [Saggio 2011]
ainsi que Lea et al. [Lea 2015].
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À l’inverse, certains processus de reconnaissance des gestes chirurgicaux ne nécessitent
pas d’avoir toutes les informations pour la mise en place de l’apprentissage. C’est notam-
ment le cas avec les travaux de Holden et al. [Holden 2014] qui adoptent une approche
mélangeant apprentissage supervisé et regroupement non-supervisé, également utilisée
par Rosen et al. [Rosen 2001, Rosen 2002, Rosen 2006].
2.2.2.4 Spécification du processus
La spécification permet de quantifier la complexité du processus. Elle se base sur deux
critères que sont le nombre d’étape du processus et la difficulté du paramétrage pour la
mise en place de la méthodologie.
Nombre d’étapes
De par la variabilité du nombre d’étapes employées afin de construire le processus, la
discussion de ce critère est complexe et dépend de l’approche adoptée par les auteurs.
Néanmoins, dans la plupart des travaux le processus général de segmentation présenté est
retrouvé, avec toutefois quelques ambiguïtés. Ainsi, certains travaux emploient des mé-
thodes hybrides de segmentation et classification, ne permettant pas de distinguer sépa-
rément chaque composante. Dans le cas des chaînes de Markov Cachés, la segmentation
est généralement associée à la classification. Dans le cas où le nombre d’étapes est faible
[Nomm 2008, Tao 2012], cette distinction peut s’avérer complexe. À l’inverse, lorsque le
nombre d’étapes augmente, il est plus simple de distinguer chaque composante du pro-
cessus [Ahmidi 2013, Holden 2014].
Difficulté du paramétrage
La difficulté du paramétrage est un critère qualitatif que nous avons défini afin d’appré-
hender la complexité des développements réalisés dans les travaux de la littérature. Il
permet de fournir une indication sur la complexité du processus développé mais égale-
ment la difficulté du paramétrage. Ce critère garde un lien étroit avec le nombre d’étapes
incluses dans le processus. Ainsi, plus le nombre d’étapes est important, plus le pa-
ramétrage et la mise en place de la méthodologie peuvent s’avérer difficiles. On peut
voir que dans certains travaux le paramétrage et la mise en place restent très simples
[Hundtofte 2002, Novi 2012], alors que dans d’autres, le processus complet de reconnais-
sance est également agrémenté d’un processus de reconstruction qui complexifie l’implé-
mentation [Reiley 2010, Padoy 2011].
2.2.3 Processus de validation
Afin de valider la qualité des travaux présentés dans cet état de l’art, nous souhaitons
analyser les processus de validation utilisés. Pour ce faire, nous définissons deux descrip-
teurs que sont les conditions expérimentales et la stratégie de validation employée pour
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Tableau 2.3: Résumé des processus de validation employés la littérature pour qualifier et
quantifier la reconnaissance des gestes chirurgicaux.
valider les résultats. Le tableau 2.3 fournit un résumé des différents processus de valida-
tion employés.
2.2.3.1 Conditions expérimentales
Les conditions expérimentales regroupent toutes les informations permettant de défi-
nir l’application des travaux incluant les types de tâches, la taille du vocabulaire de gestes
et le niveau de granularité utilisés dans les études, le nombre de candidats ainsi que leurs
niveaux d’expertise et le nombre de sessions acquises pour construire la base de données.
Types de tâches
Le type de tâche envisagée pour la validation des travaux dépend fortement du disposi-
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tif utilisé lors des expériences. Nous constatons deux grandes familles de données : des
données acquises durant des tâches d’entraînement, représentant 88% des travaux, et des
données acquises durant des interventions sur animaux ou sur patients (12%).
Dans le cadre d’acquisition durant des sessions d’entraînement, nous remarquons que les
tâches les plus récurrentes sont la suture, la réalisation d’un nœud ainsi que le transfert
d’objet, et plus particulièrement d’aiguille. Effectivement, deux de ces trois tâches font par-
tie intégrante du programme de formation adopté par la SAGES [Derossis 1998].
Pour les études employant des données acquises en environnement in-vivo [Rosen 2001,
Rosen 2002, Rosen 2006, Ahmidi 2013], ce sont les procédures de cholécystectomie par
voie laparoscopique, fundoplicature et vertébroplastie qui ont été retenues.
Taille du vocabulaire
Dans le cadre de la reconnaissance des gestes chirurgicaux, la taille du vocabulaire uti-
lisé pour la description des actions a un impact direct sur la complexité du proces-
sus de validation. Ainsi, reconnaître un geste parmi un dictionnaire de gestes contenant
uniquement deux surgemes n’est que peu significatif. Cependant, certains travaux pré-
sentent des dictionnaires conséquents avec 15 voire 16 surgemes, permettant ainsi d’in-
clure plus de variabilité et de diversité dans l’exécution [Reiley 2010, Béjar Haro 2012,
Tao 2013, Zappella 2013, Lea 2015].
Niveaux de granularité
Bien que les travaux présents dans cet état de l’art traitent tous au minimum la reconnais-
sance de surgemes, certains s’intéressent également à la reconnaissance de niveaux de gra-
nularité inférieurs (le dexeme), mais également supérieurs (la tâche). C’est notamment le
cas pour Novi et al. [Novi 2012] qui s’attachent à la reconnaissance de tâches, surgemes et
dexemes. Pour Varadarajan et al. [Varadarajan 2009] et Dosis et al.[Dosis 2005], la recon-
naissance est réalisée au niveau des surgemes et également des dexemes. Enfin, seuls 8%
des travaux réalisent une reconnaissance multi-granularité.
Nombre de candidats, niveaux d’expertise et nombre de sessions
L’apprentissage nécessite d’acquérir une quantité importante de données contenant une
variabilité non nulle, afin de généraliser au mieux l’ensemble de la population représen-
tée. Pour ce faire, l’acquisition de données doit faire intervenir un maximum de candi-
dats, avec des niveaux de compétences différents. Dans les travaux de la littérature, 89%
d’entre eux ont précisé ces informations dans leurs publications et ont réalisé des acqui-
sitions avec différents intervenants médicaux (généralement des chirurgiens) de niveaux
de compétences variés. Ces niveaux de compétences sont caractérisés par Reiley et al.
[Reiley 2009a], où un chirurgien est considéré comme expert après 100 heures de pratique
sur un robot da Vinci, là où un chirurgien intermédiaire (résident) doit avoir une pratique
comprise entre 0 et 100 heures. Le novice est alors décrit comme un candidat n’ayant au-
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cune compétence médicale ni aucune expérience dans le domaine de la robotique. De
plus, la grande majorité de ces travaux contiennent un nombre important de sessions, gé-
néralement au-delà de 25 sessions par tâche d’entraînement, nécessaire à la généralisa-
tion des performances de reconnaissance et à son évaluation sur une population variée
[Dosis 2005, Béjar Haro 2012, Tao 2012, Tao 2013, Zappella 2013, Lea 2015].
2.2.3.2 Stratégie de validation
La stratégie de validation décrit le procédé employé pour qualifier et quantifier les per-
formances de reconnaissance. Nous avons défini cinq critères pour caractériser les stra-
tégies adoptées : le type d’analyse effectuée, la méthode de référence sélectionnée, la na-
ture des références, le modèle de validation employé et les métriques d’évaluation utilisées
pour quantifier les performances.
Types d’analyses
Jannin et al. [Jannin 2006] distinguent trois types d’analyses : La vérification, la validation
et l’évaluation. La vérification consiste à analyser si un système est construit en accord
avec son cahier des charges. La validation consiste à analyser un système et quantifier
que ce dernier respecte ses fonctions principales. Enfin, l’évaluation consiste à analyser
un système et quantifier son acceptation auprès de l’utilisateur final, durant la réalisation
de ses fonctions principales. Dans cet état de l’art, seuls Ahmadi et al. [Ahmadi 2009], Lea
et al. [Lea 2015] ainsi que Varadarajan et al. [Varadarajan 2009] évaluent les performances
de leurs approches dans le contexte d’application présenté. Dans le cas d’Ahmadi et al.
[Ahmadi 2009], l’évaluation est réalisée lors d’une intervention réelle, alors que dans les
deux autres cas les auteurs ont évalué et quantifié les performances de reconnaissance
dans un cadre d’entraînement, qui est l’environnement ciblé pour leur application. D’un
autre côté, 75% des travaux ont effectué une vérification de leur processus de reconnais-
sance dans des conditions d’entraînement en se basant sur des métriques d’évaluation
variées. Enfin, 17% ont effectué une simple vérification en décrivant de manière qualita-
tive les performances de leur méthode. Enfin, seulement 12% des travaux ont réalisé une
double étude de leur méthode. C’est notamment le cas de Holden et al. [Holden 2014] et de
Van Den Berg et al. [Van Den Berg 2010] où deux études ont été réalisées dans chacune des
publications, la première servant de vérification du procédé et la deuxième permettant de
quantifier dans un environnement simulé, proche de la réalité, les performances de leur
méthode.
Méthodes de référence
Afin de quantifier les performances d’une méthode, il est généralement nécessaire de com-
parer les résultats obtenus avec une référence, souvent appelée vérité terrain. Dans les tra-
vaux de la littérature, 96% d’entre eux effectuent une comparaison des résultats avec une
segmentation des gestes réalisée par un ou plusieurs experts. Par cette approche, il est fait
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l’hypothèse que ces experts possèdent les compétences et les connaissances nécessaires
à la réalisation de la tâche. Cependant, la réalisation d’une segmentation manuelle a pos-
tériori entraîne inévitablement des incertitudes et un biais dans la construction de cette
vérité terrain. Ainsi, uniquement un travail de la littérature effectue une comparaison avec
une segmentation en ligne réalisée manuellement. Hundtofte et al. [Hundtofte 2002] pro-
posent alors aux candidats de réaliser les gestes et d’indiquer, durant l’exécution, les pé-
riodes de transitions d’un geste à l’autre. Dans ce cas, bien que ce type de système puisse
inclure un délai de réaction, la volonté de l’utilisateur coïncide avec la segmentation des
gestes qui en est faite, permettant de réduire au maximum l’incertitude et le biais durant
la construction de la vérité terrain.
Natures des références
La nature des références fait appel à la notion de nature de données définies précédem-
ment, mais utilisées cette fois-ci pour construire la référence nécessaire à l’évaluation. De
ce fait, nous distinguons deux natures. D’une part la vidéo, qui est employée seule dans
82% des travaux construisant une référence pour l’analyse des performances. D’autre part,
13% des travaux segmentent manuellement les trajectoires afin d’annoter les différents
surgemes. Enfin, seule une publication (5%) décrit l’utilisation d’une segmentation double
provenant de la vidéo et des trajectoires [Dosis 2005].
Modèles de validation
Le modèle de validation détermine le processus utilisé pour quantifier la validité externe
de la méthode. Le premier modèle employé dans les travaux de reconnaissance des gestes
chirurgicaux est la séparation des données en deux bases distinctes : la base d’entraîne-
ment et la base de test. Le modèle est entraîné sur une base, et testé sur une autre dont les
données n’ont jamais été observées auparavant. Cette approche n’est que peu utilisée dans
les travaux de la littérature [Dosis 2005, Varadarajan 2009]. Le second modèle majoritaire-
ment employé est la validation croisée. Cette technique consiste à reprendre le concept
de la première méthode, à savoir de séparer les données en deux sous-ensembles. Le pre-
mier sous-ensemble est destiné à l’entraînement du modèle et le second sert à quantifier
les performances de reconnaissance. Cependant, l’approche de validation croisée réalise
ensuite une rotation entre les données d’entraînement et les données d’évaluation, cela
afin de tester l’ensemble des combinaisons possibles d’entraînement et d’évaluation. La
validation croisée peut se faire en testant une session ou bien sur un utilisateur spécifique.
Cette approche favorise la confiance que l’on peut avoir dans les résultats de reconnais-
sance.
Métriques de validation
La métrique de validation est une fonction permettant de mesurer la distance entre les
résultats obtenus en sortie du processus de reconnaissance et la vérité terrain construite
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préalablement. La plus utilisée dans la littérature, à hauteur de 67%, est le taux de re-
connaissance, calculé à partir du ratio entre le nombre d’échantillons bien détectés sur le
nombre d’échantillons global. Néanmoins, utilisée seule, cette métrique n’est pas complè-
tement représentative des performances. L’emploi de l’écart-type en complément permet
alors de mieux quantifier les performances [Holden 2014].
D’autres travaux utilisent la mesure de recouvrement, autorisant le calcul de la similarité
de leur détection avec la vérité terrain correspondante [Lin 2005, Lin 2006, Nomm 2008,
Varadarajan 2009, Tao 2013, Holden 2014]. De manière différente, les matrices de confu-
sion permettent d’évaluer les problèmes de classification et d’utiliser les métriques de rap-
pel et précision pour quantifier le degré de confusion entre les gestes. Cependant, le rappel
et la précision ne sont pas utilisés dans les travaux de la littérature.
Enfin, la mesure de déviation, aussi bien en pixel qu’en millimètre, permet de fournir
des informations complémentaires sur les performances de la méthode. D’autres mesures
isolées sont également employées par Ahmidi et al. [Ahmadi 2009] ainsi que Reiley et al.
[Reiley 2010].
2.2.4 Analyse et discussion
L’état de l’art des travaux abordant la thématique de reconnaissance des gestes chirur-
gicaux soulève de nombreux points de discussion. Ces points portent aussi bien sur les
conditions d’étude qui ont été considérées que sur la méthodologie mise en place pour
résoudre la problématique, faisant appel à une stratégie de validation afin de qualifier et
quantifier les performances des méthodes proposées.
2.2.4.1 Conditions d’étude
La chirurgie laparoscopique est en constant développement, accéléré notamment par
l’utilisation de robots chirurgicaux au sein du bloc opératoire. Bien que ces robots puissent
être de différentes natures, les systèmes de téléopération restent tout de même prépondé-
rants. Leur intérêt réside dans le confort et la précision qu’ils amènent à l’utilisation. Dans
le cas du robot da Vinci, bien que son apport pour le patient soit encore discutable, il four-
nit néanmoins des avantages avérés pour le chirurgiens dans le cadre d’interventions la-
paroscopiques. De plus, la mise en place du kit de développement proposé par Kazanzides
et al. [Kazanzides 2014] ouvre les capacités de ce robot. Cela simplifie alors l’acquisition
de données, aussi bien dans un contexte clinique que dans un environnement d’entraîne-
ment.
Cependant, l’utilisation du da Vinci dans le cadre de la recherche est très limitée car l’accès
au robot et le coût d’achat freinent drastiquement les possibilités. Des alternatives ont ré-
cemment émergé permettant d’accéder, à moindre coût, aux informations provenant des
capteurs embarqués dans des robots aux architectures similaires. C’est notamment le cas
du robot de téléopération Raven, développé en partenariat par les universités de Washing-
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ton et Santa-Cruz [Hannaford 2013], conçu spécifiquement pour la téléopération dans le
cadre de la chirurgie laparoscopique robotisée. De cette manière, l’acquisition des don-
nées est facilitée, centralisée et évite le développement d’instruments spécifiques comme
ceux présentés dans la littérature [Rosen 2001, Rosen 2002], ou bien l’utilisation de sys-
tèmes d’acquisition encombrants pour le chirurgien et pouvant perturber la pratique chi-
rurgicale [Ahmadi 2009]. Il est cependant à noter que le Raven a été initialement conçu
pour la recherche en robotique chirurgicale. Son utilisation sur patient avec les versions
existantes est donc impossible, ne laissant la place qu’à une utilisation dans le cadre de
l’entraînement en chirurgie robotisée.
Un deuxième point à soulever est la nature des données à acquérir et du ou des référen-
tiel(s) à considérer. D’après Zappella et al. [Zappella 2013] ainsi que Lea et al. [Lea 2015],
qui avaient accès aux informations de trajectoire des instruments et interfaces ainsi qu’à
la vidéo endoscopique du da Vinci, la fusion de ces deux modalités fournit d’excellents
résultats pour la capture et la reconnaissance des gestes chirurgicaux. La perception de
l’environnement est quasiment complète (il manquerait l’acquisition audio) et les infor-
mations sur les différents surgemes réalisés arrivent à être extraites, interprétées et recon-
nues. Ainsi l’acquisition de données multi-référentiels semblent fournir des résultats inté-
ressants, permettant d’augmenter la perception de la scène et d’améliorer la compréhen-
sion de l’environnement ainsi que des évènements. Toutefois, l’emploi de différentes mo-
dalités nécessite une synchronisation précise des différents signaux. Dans le cas où les mo-
dalités sont acquises par un robot, les délais d’acquisition sont réduits et des techniques
de synchronisation sont mises en place afin de rendre cette stratégie d’acquisition viable.
Il est à noter que le cadre de ce type de travaux reste privilégié et difficilement accessible
par les autres équipes de recherche.
2.2.4.2 Processus de reconnaissance
L’attrait clinique et scientifique pour l’assistance aux gestes chirurgicaux a permis
d’explorer un nombre conséquent de méthodes destinées à la fouille de données et à l’ex-
traction de connaissances, afin de segmenter et classer les gestes chirurgicaux. Cependant,
les étapes précédant la reconnaissance ne sont pas à négliger.
Un point également intéressant à soulever est le faible intérêt d’utilisation d’outils pour le
prétraitement des données, et particulièrement le filtrage. Le qualité des données utilisées
en entrée d’un processus de segmentation suivi de classification est déterminant pour
obtenir de bonnes performances. Lors de l’acquisition de données cinématiques ainsi
que d’efforts, bien que les systèmes robotisés soient équipés de capteurs généralement
répétables, dont la résolution permet une mesure précise des informations, l’emploi d’une
chaîne d’acquisition de mesures inclut un bruit systématique. De ce fait, l’étape de filtrage
semble inévitable afin d’augmenter le rapport signal sur bruit. Néanmoins, très peu de
travaux aborde ce point, pourtant clé en mécatronique.
De manière similaire, très peu de publications stipulent l’emploi de techniques pour la
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normalisation des signaux. Cela reste surprenant car la variabilité intrapersonnelle est
rarement nulle, d’autant plus que vient s’ajouter la variabilité interpersonnelle dans le cas
d’études impliquant plusieurs opérateurs avec des niveaux de compétence variés. Bien
que l’extraction d’attributs permette de réduire cet effet, la normalisation reste le moyen
le plus direct pour gérer le problème. Ainsi, Lin et al. [Lin 2005, Lin 2006] exploitent une
méthode très intéressante pour transformer chaque signal acquis dans un référentiel com-
mun, par utilisation de la moyenne et de la variance. L’avantage majeur de cette méthode
est que les données obtenues sont indépendantes de l’unité ou de l’échelle choisie. De
plus, cela n’a aucune incidence sur les profils de variation inclus à l’intérieur des signaux,
et les corrélations existantes entre les signaux avant filtrage demeurent inchangées.
Un autre point d’analyse concerne la réduction de dimension. Typiquement, pour Lin et
al. [Lin 2005, Lin 2006] et Varadarajan et al. [Varadarajan 2009], le nombre de variables
cinématiques acquises est important et une redondance dans les données reste envi-
sageable. De ce fait, l’utilisation de méthodes pour la réduction de dimension semble
intéressante. De cette manière, les données sont projetées dans des espaces de dimen-
sions différentes, afin de sélectionner les dimensions représentant au mieux l’organisation
et la répartition des données. Cependant, les notions physiques des données (position,
vitesse, accélération, etc.) sont alors perdues, remettant en question l’intérêt de l’acqui-
sition d’un nombre conséquent de signaux. Une solution peut être d’utiliser ces données
cinématiques et de trouver une représentation permettant de réduire la dépendance spa-
tiale afin d’assurer, quel que soit le type de mouvements réalisés, l’obtention de données
spatialement similaires (l’aspect temporel reste alors dépendant de l’opérateur). Ainsi,
l’étape de transformation n’a plus lieu d’être et permet de conserver le sens physique
des signaux, augmentant au passage la vitesse de calcul pour une possible application en
temps-réel.
Abordant l’aspect temps-réel, la plupart des méthodes de reconnaissance employées dans
la littérature permettent ce type d’exécution, mais nécessitent la création et l’entraînement
d’un modèle au préalable. Dans cet objectif, Padoy et al. [Padoy 2011] ainsi que Holden
et al. [Holden 2014] laissent envisager des possibilités d’applications intéressantes de par
l’utilisation en temps-réel de processus de reconnaissance pour respectivement automa-
tiser certains gestes chirurgicaux réalisés avec un robot, et également réaliser la détection
des gestes pour la compréhension du processus médical, la formation et l’évaluation des
compétences techniques. Néanmoins, ces variantes des réseaux bayésiens dynamiques
restent problématiques car il faut définir en amont la structure du réseau (bien que cer-
tains algorithmes permettent d’inférer une structure à partir d’un ensemble de données)
et prendre en compte l’évolution temporelle lors de l’exécution d’un geste. Ainsi, un mo-
dèle mal conçu ou paramétré ne pourra en aucun cas détecter l’enchaînement de certains
gestes puisque les probabilités liant lesdits gestes seront nulles. Des représentations par
sac de mots semblent alors plus intéressantes d’un point de vue reconnaissance. L’en-
semble des gestes que l’on souhaite reconnaître est appris et la séquence de détection est
indépendante du temps et du geste considéré, améliorant les performances de reconnais-
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sance du processus.
2.2.4.3 Processus de validation
Les conditions expérimentales et les stratégies d’analyse employées dans la littérature
pour la reconnaissance des gestes chirurgicaux sont variées. Cependant, bien que des
pistes similaires soient fournies pour structurer le protocole d’analyse dans le cadre du
traitement d’images médicales [Jannin 2006], il n’existe actuellement aucune méthode de
référence pour évaluer correctement la qualité de reconnaissance des gestes chirurgicaux,
évitant tout biais ou incertitudes lors de la comparaison avec une référence. De ce fait, les
travaux de la communauté s’orientent de plus en plus vers une approche différente pour
l’évaluation du niveau de compétences des chirurgiens afin de valider leur méthode de
détection. Pour ce faire, ils comparent leur reconnaissance des gestes, sans validation spé-
cifique, avec le niveau de compétences du chirurgien. Ce dernier est quantifié au travers
des méthodes telles qu’OSATS ou GRS présentées dans le chapitre précédent. Leurs éva-
luations deviennent objectives mais contournent le problème de reconnaissance du geste
car leurs détections ne sont pas spécifiquement confrontées avec une vérité terrain conte-
nant les surgemes réalisés. Ce type d’approche a donc été exclue de notre analyse de l’état
de l’art. Notons également que les métriques actuellement utilisées permettent de quan-
tifier les performances globales, mais ne fournissent que peu d’indications sur la recon-
naissance spécifique de chaque geste. Ainsi, l’utilisation de métriques telles que le rappel
et la précision pourrait apporter des informations supplémentaires sur les performances
de reconnaissance.
Parmi les travaux que nous avons analysés, la grande majorité d’entre eux réalisent uni-
quement une validation de leur méthode durant l’entraînement chirurgical, alors que l’ob-
jectif vise majoritairement une utilisation en clinique. Néanmoins, bien que l’acquisition
de données d’entraînement reste un obstacle aux développements scientifiques, l’acqui-
sition de données en conditions peropératoires requiert des ressources et des développe-
ments qui ne sont que peu accessibles, mais tendent à se développer avec l’intégration
de nouvelles technologies au sein du bloc opératoire. Des pistes d’évolution ont été ré-
cemment proposées pour palier le manque de données. En effet, l’équipe de Hager de
l’université de John Hopkins a mis gratuitement à disposition sa base de données d’entraî-
nement acquise avec le robot da Vinci [Gao 2014]. Cette base de données a, par ailleurs,
déjà été employée dans certains travaux du domaine [Béjar Haro 2012, Tao 2012, Tao 2013,
Zappella 2013, Lea 2015]. Elle contient les acquisitions de trajectoires et vidéos provenant
du robot da Vinci lors de la réalisation de tâches d’entraînement en chirurgie laparosco-
pique telle que la suture, la réalisation d’un nœud et le transfert d’aiguille d’un instrument
à l’autre, de manière répétée. Ces données, acquises au travers de différents candidats avec
des niveaux d’expertise variés, sont annotées et segmentées pour faciliter le travail des uti-
lisateurs lors de l’apprentissage de leur modèle. Bien que cela soit une avancée importante
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dans le domaine, ces données ne servent aujourd’hui qu’à valider la méthodologie de re-
connaissance. En effet, à l’heure actuelle il n’existe aucune base de données regroupant
des signaux vidéos et trajectoires, construite à partir d’acquisitions réalisées au cours d’in-
terventions sur patient.
Enfin, le dernier point soulevé dans cette discussion concerne l’approche adoptée pour
la reconnaissance et les niveaux de granularité étudiés. En mettant de côté l’approche
multi-granularité de Novi et al. [Novi 2012], qui repose sur de nombreuses hypothèses
et une reconnaissance basée sur la comparaison de seuils définis préalablement à la
main, uniquement deux travaux de la littérature s’attèlent à la détection de dexemes
[Dosis 2005, Varadarajan 2009]. En analysant la revue de Lalys et al. [Lalys 2014], les ap-
proches traitant de la reconnaissance d’étapes chirurgicales abordent cette problématique
en utilisant une approche ascendante, en commençant par détecter les différentes acti-
vités. Cette reconnaissance d’activités leur permet ensuite de réaliser la reconnaissance
d’étapes chirurgicales. Ce type d’approche pour la reconnaissance des gestes n’a été que
peu exploré et pourrait présenter certains intérêts pour la détection.
2.3 Conclusion et problématiques de la thèse
Alors que le chapitre 1 aborde le contexte clinique des travaux et présente le besoin
de systèmes et méthodes d’entraînement adaptés à la chirurgie robotisée, ce chapitre
présente l’état de l’art de la reconnaissance des gestes médico-chirurgicaux. Pour ce faire,
une description de la modélisation des processus chirurgicaux permet d’introduire une
méthodologie générale, employée pour reconnaître plus spécifiquement les gestes. L’ana-
lyse des travaux de la littérature est structurée en trois catégories que sont les conditions
d’études, les processus de reconnaissance et les processus de validation utilisés. Chaque
catégorie est composée d’un ensemble de critères permettant de décrire et de classer
les travaux existants, mettant ainsi en avant les stratégies adoptées pour la détection des
gestes médico-chirurgicaux.
Les travaux présentés dans cet état de l’art nous ont permis de soulever plusieurs limi-
tations concernant les méthodes actuellement développées pour la reconnaissance des
gestes médico-chirurgicaux. Tout d’abord, nous remarquons que peu d’entre elles se
basent sur une approche ascendante pour la reconnaissance des gestes, comme cela peut
se faire avec les activités et étapes chirurgicales. La prise en compte des dexemes dans le
processus de reconnaissance pourrait cependant apporter un gain d’information et aug-
menter les performances de reconnaissance. De plus, les algorithmes employés pour la
reconnaissance nécessitent généralement l’apprentissage de modèles statistiques structu-
rés et temporels, dépendant de la tâche. La question d’une nouvelle approche ascendante,
multi-granularité et indépendante du temps peut alors se poser. Nous souhaitons égale-
ment prêter une attention particulière à l’acquisition, au prétraitement des données, ainsi
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qu’à la validation et l’évaluation de notre approche. Dans le cas de l’acquisition, une partie
non négligeable des travaux de la littérature acquièrent des données qui peuvent s’avérer
redondantes, voire possiblement non représentatives des gestes réalisés. Nous désirons
donc travailler sur la mise en place d’une acquisition permettant d’extraire des signaux
pertinents par rapport à notre application d’entraînement. Pour le prétraitement des don-
nées, nous souhaitons améliorer la qualité des signaux que nous acquérons en utilisant
des techniques de filtrage. Nous désirons également intégrer une étape de normalisation
afin de réduire la variabilité des données, permettant une plus grande généricité dans
notre approche Enfin, nous souhaitons mettre en place une analyse détaillée des perfor-
mances de notre approche en utilisant certaines métriques globales introduites dans la
littérature, couplées à des métriques locales permettant de quantifier les performances de
chaque geste au regard de notre référence.
Une partie des travaux de ce manuscrit va donc se focaliser sur la reconnaissance des
gestes chirurgicaux, en proposant une méthodologie scientifique inexplorée jusqu’à
présent. Le chapitre 3 présente une approche ascendante pour la reconnaissance des
surgemes, partant de la détection des dexemes. En se basant sur une nouvelle méthode
de segmentation non-supervisée, et couplée à des algorithmes d’apprentissage, cette
approche vient en complément des travaux de la littérature et s’attaque à certaines limita-
tions présentées précédemment.
Le chapitre 1 nous a également également permis de mettre en avant certaines limitations
concernant les dispositifs d’entraînement actuellement disponibles, notamment de par
leur coût économique. Un exemple de ce type de dispositif est le da Vinci Skills Simulator
qui requiert l’utilisation d’une console da Vinci ainsi que du simulateur en complément.
De plus, un robot da Vinci n’est que peu accessible pour la formation en hôpital car ce
dernier est régulièrement utilisé en intervention, laissant peu de temps libre aux internes
pour s’entraîner. Il est donc nécessaire de s’équiper de dispositifs, généralement de type
simulateur, permettant la formation. De nouvelles alternatives, moins onéreuses et plus
accessibles, ont vu le jour tel que le Xron proposé par la société BBZ Medical Technolo-
gies. Ce simulateur peut s’utiliser sur un ordinateur standard, ne nécessitant que l’achat
d’une interface de commande permettant de reproduire les mouvements réalisables avec
un robot da Vinci. De cette manière, chaque chirurgien et interne peut se former durant ses
créneaux libres, avec son propre dispositif d’entraînement portable, accessible à moindre
coût.
Dans le cadre de la formation pour la chirurgie robotisée, nous proposons dans le cha-
pitre 4 l’évaluation d’une nouvelle interface homme-machine manuelle et sans contact
pour la commande de robots chirurgicaux, également adaptable aux logiciels de simula-
tion. Pour ce faire, nous analysons les performances réalisées avec ce dispositif et les com-
parons avec un système de référence, déjà employé en environnement clinique.
Deuxième partie
Méthodes pour la reconnaissance et la
réalisation de gestes destinées à
l’entraînement en chirurgie robotisée
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CHAPITRE
3
Segmentation automatique et
reconnaissance des gestes
chirurgicaux
Préambule
Ce chapitre aborde notre première contribution pour la reconnaissance des gestes chi-
rurgicaux. Nous présentons dans un premier temps une nouvelle approche pour la
segmentation non-supervisée des trajectoires des outils chirurgicaux. Dans un second
temps, nous utilisons cette segmentation pour réaliser l’apprentissage et la reconnais-
sance des gestes chirurgicaux. Nous évaluons notre approche au travers de deux études
permettant de qualifier et quantifier les performances de notre méthode.
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3.1 Introduction et description de la méthode
À partir de l’état des travaux sur la reconnaissance des gestes médico-chirurgicaux
présenté dans le chapitre précédent, nous avons souligné les limitations des méthodes
actuelles. Ces dernières portent notamment sur la détection des gestes à un seul niveau
de granularité, l’utilisation de modèles statistiques structurés temporels dépendant de la
tâche, ainsi que l’emploi de techniques d’acquisition, de prétraitement des données et de
validation généralement perfectibles et incomplètes. Dans ce chapitre, nous présentons
une nouvelle approche permettant de résoudre ces limitations. Cette contribution s’ap-
puie sur la mise en place d’un processus complet pour la reconnaissance des gestes chi-
rurgicaux à partir des informations de trajectoires des instruments chirurgicaux. Pour ce
faire, nous avons tout d’abord réalisé des expérimentations afin d’acquérir un ensemble de
trajectoires pour créer notre base de données. Nous avons employé la plateforme robotisée
disponible au LIRMM et demandé à plusieurs sujets d’effectuer une tâche d’entraînement
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robotisé de transfert d’objets telle que proposée dans la littérature. À partir des données
cinématiques acquises, nous avons mis en place une méthode composée de deux phases
distinctes : une phase de segmentation non-supervisée et une phase de reconnaissance
pour la détection des gestes chirurgicaux. Afin de clarifier la compréhension de ces tra-
vaux et de faciliter leur lecture, la méthodologie mise en place est détaillée au travers de la
figure 3.1.
3.1.1 Segmentation non-supervisée
Dans ce chapitre nous présentons une nouvelle méthode pour la segmentation de tra-
jectoires provenant d’outils chirurgicaux. L’objectif de cette approche est de capturer les
différentes dexemes réalisés par l’utilisateur au travers des signaux mesurés et calculés du-
rant l’étape d’acquisition. L’intérêt de cette approche réside dans le fait qu’elle n’utilise
aucune information a priori pour segmenter les trajectoires des instruments et se base uni-
quement sur les informations contenues dans les signaux d’entrée. Pour accomplir cette
tâche, nous avons développé une méthode de segmentation non-supervisée reposant sur
quatre composantes, visibles sur la figure 3.1.
Tout d’abord, les signaux d’entrée sont prétraités (étape A de la figure 3.1). Pour cela, nous
effectuons une extraction d’information à partir des données brutes afin de construire de
nouveaux signaux invariants dans l’espace cartésien. Puis l’ensemble de ces signaux bruts
et invariants sont filtrés et normalisés pour la suite du processus afin de réduire leur varia-
bilité.
Une fois le prétraitement effectué, nous détectons des points caractéristiques dans ces
signaux afin de définir les différents dexemes réalisés par l’utilisateur (étape B de la fi-
gure 3.1). Pour cela nous nous appuyons sur des notions récemment publiées de traite-
ment de signal permettant d’extraire un ensemble de points persistants contenus dans
des signaux. Néanmoins, ces points caractéristiques sont pertinents à l’intérieur du signal
dans lequel ils ont été extraits mais peuvent être insignifiants dans les autres signaux d’en-
trée.
De ce fait, nous établissons ensuite une mesure de similarité entre l’ensemble des si-
gnaux en se basant sur les points caractéristiques précédemment capturés (étape C de
la figure 3.1). Cette mesure de similarité permet de quantifier le degré de significativité de
chaque point caractéristique par rapport aux déformations spatio-temporelles existantes
dans les signaux.
Enfin, nous sélectionnons les points caractéristiques les plus pertinents au regard de leur
évaluation spatio-temporelle grâce à une technique de sélection spécifique capturant uni-
quement les scores les plus importants (étape D de la figure 3.1). Ces points caracté-
ristiques nous permettent de définir les limiteurs temporels des différents dexemes. Ces
dexemes sont ensuite transférés à la phase de reconnaissance.
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3.1.2 Classification et reconnaissance
A partir de l’ensemble des dexemes, nous cherchons à reconnaître les surgemes réa-
lisés par l’opérateur. D’après notre hypothèse de décomposition, nous supposons qu’un
surgeme peut être constitué d’un ou plusieurs dexemes. Ainsi, la détection et reconnais-
sance des différents dexemes nous permettent de reconstituer et reconnaître le surgeme
correspondant. Pour ce faire, nous proposons une approche en trois étapes comme indi-
qué sur la figure 3.1.
La première étape consiste à caractériser les dexemes extraits précédemment (étape E de la
figure 3.1). Nous employons une méthode permettant de caractériser chacun des signaux
contenus à l’intérieur de ce dexeme, de manière à extraire un vecteur de taille fixe.
Ce vecteur est ensuite utilisé pour la classification (étape F de la figure 3.1). Cette classi-
fication permet de définir l’appartenance de ce dexeme à un surgeme existant grâce aux
capacités de discrimination des algorithmes. Pour cette application, nous étudions plu-
sieurs algorithmes existants afin d’évaluer leurs performances de reconnaissance.
Enfin, une séquence de dexemes annotés est récupérée en sortie de classification. Cepen-
dant, afin de réduire les bruits et erreurs de classification, nous réalisons un filtrage sur
la séquence afin d’obtenir une détection homogène des différents dexemes (étape G de la
figure 3.1). La séquence en sortie représente alors l’ensemble des dexemes annotés per-
mettant de reconstituer les surgemes réalisés par l’opérateur.
3.2 Approche non-supervisée pour la segmentation de
trajectoires
L’approche de segmentation non-supervisée proposée dans ces travaux s’appuie sur
l’hypothèse qu’un surgeme est construit sur la base d’un ou plusieurs dexemes consécu-
tifs. Dans ces travaux, nous nous efforçons de limiter la quantité de connaissances a priori
nécessaire pour réaliser la segmentation des gestes.
La suite de ce chapitre suppose que les expérimentations et l’acquisition des données ont
été réalisées avec la plateforme présentée dans le chapitre 4, durant une tâche d’entraî-
nement que nous présentons dans ce chapitre. Nous disposons donc d’un ensemble de
données cinématiques acquises avec un robot de téléopération destiné à la recherche ainsi
qu’à l’entraînement en chirurgie robotisée.
3.2.1 Prétraitement des données
Afin de segmenter automatiquement les trajectoires, nous réalisons dans un premier
temps un prétraitement des données. Ce prétraitement passe par l’utilisation de trois fonc-
tions. La première permet d’extraire, à partir des données cinématiques, un ensemble de
signaux afin d’obtenir une représentation des mouvements invariante en rotation et trans-
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lation dans l’espace cartésien. Une fois cette représentation calculée, nous appliquons un
filtre afin d’atténuer le bruit contenu à l’intérieur de chaque signal. Enfin, la dernière fonc-
tion permet de normaliser l’ensemble des signaux afin de réduire les variabilités intra- et
interpersonnelles existantes.
3.2.1.1 Variables cinématiques
Dans cette partie, nous distinguons deux types de signaux : les signaux d’acquisition
bruts provenant directement de la plateforme robotisée, et les signaux calculés en post-
traitement permettant une représentation complémentaire des trajectoires des instru-
ments chirurgicaux.
Signaux d’acquisition.
Lors de la réalisation des tâches d’entraînement, le robot acquiert à chaque instant un
ensemble d’informations cartésiennes provenant des instruments chirurgicaux. Ces infor-
mations sont représentées sous formes de matrice de transformation, de la forme :
T =

r11 r12 r13 x
r21 r22 r23 y
r31 r32 r33 z
0 0 0 1
 (3.1)
où rij correspond à l’élément i, j de la matrice de rotation et x,y,z correspondent aux po-
sitions cartésiennes de l’instrument. De plus, lors de l’acquisition, nous capturons l’angle
d’ouverture et fermeture de la pince, noté α. Ces informations sont acquises pour les deux
instruments chirurgicaux employés durant l’entraînement. Enfin, pour des informations
de sécurité, nous relevons également l’état de la pédale de commande qui n’est cependant
pas utilisé dans la suite de ces travaux.
De ces informations, nous souhaitons construire une représentation cartésienne com-
pacte pour la suite du traitement. Cifuentes et al. [Cifuentes 2013] ont démontré que l’uti-
lisation des quaternions pour représenter la rotation était intéressant pour l’analyse du
geste lors d’exercices de rééducation. En se basant également sur l’ouvrage de Khalil et
Dombre [Khalil 1999], nous transformons la matrice de rotation en quaternion en utilisant
la formule suivante :
q=

qx
qy
qz
qw
=

kxsin(θ/2)
kysin(θ/2)
kzsin(θ/2)
cos(θ/2)
=

1
2sign(r32− r23)
√
r11− r22− r33+1
1
2sign(r13− r31)
√
−r11+ r22− r33+1
1
2sign(r21− r12)
√
−r11− r22+ r33+1
1
2
√
r11+ r22+ r33+1
 (3.2)
où kx,ky et kz sont les composantes unitaires du vecteur de rotation et θ l’angle de rota-
tion autour de ce vecteur. Cette représentation plus compacte a également pour avantage
d’éviter la présence de singularité dans la représentation, intégrant néanmoins de la re-
dondance dans l’information.
3.2. APPROCHE NON-SUPERVISÉE POUR LA SEGMENTATION DE TRAJECTOIRES 65
Calcul d’invariants 3D.
À partir des informations cartésiennes acquises avec le robot, nous souhaitons calculer,
en complément des signaux de position, des signaux représentant l’évolution temporelle
des positions indépendamment de la position ou de l’orientation choisie. Nous appuyons
notre approche sur les travaux de Calabi et al. [Calabi 1998], où une version revue et corri-
gée a été proposée par Boutin [Boutin 2000]. L’objectif est de construire le repère de Frénet
pour chaque échantillon afin d’extraire les informations de courbure et de torsion des tra-
jectoires, ainsi que leurs dérivées premières. Considérant une trajectoire libre définie par
Γ(t), avec t ∈ [1,L] où L est la longueur de la trajectoire, une signature euclidienne S in-
variante en rotation et translation peut être définie par : la courbure (κ), la torsion, (τ) et
leurs dérivées premières respectives (κs and τs) par rapport à l’abscisse curviligne s, sous
la forme :
S= {κ(t),κs(t),τ(t),τs(t) | t∈ [1,L]} (3.3)
où
κ(t) =
‖−→Γ ′(t)∧−→Γ ′′(t)‖
‖−→Γ ′(t)‖3 (3.4)
τ(t) =
(
−→
Γ ′(t)∧
−→
Γ ′′(t)) ·−→Γ ′′′(t)
‖−→Γ ′(t)∧−→Γ ′′(t)‖2 (3.5)
κs(t) =
dκ(t)
ds
=
dκ(t)
dt
· dt
ds
=
dκ(t)
dt
· 1
‖−→Γ ′(t)‖ (3.6)
τs(t) =
dτ(t)
ds
=
dτ(t)
dt
· dt
ds
=
dτ(t)
dt
· 1
‖−→Γ ′(t)‖ (3.7)
Dans le cadre de ces travaux, nous avons choisi d’employer des estimateurs numériques
de chaque composante en se reposant sur des approximations locales développées par Wu
et al. [Wu 2009]. De cette manière, la signature euclidienne S est construite en évitant les
dérivées partielles et temporelles, gourmandes en temps de calcul. Les 12 signaux retenus
pour représenter les mouvements de chaque instrument en entrée de notre méthode sont
compactés dans la trameD :
Di =
{
xi,yi,zi,qxi,qyi,qzi,qwi,κi,τi,κis,τ
i
s,α
i | i∈ [1,2]} (3.8)
3.2.1.2 Filtrage
Une fois les signaux acquis et calculés, nous souhaitons filtrer chacun d’eux afin de
réduire les bruits d’acquisition et de mesure. Nous considérons et comparons deux types
de filtre : un filtre de Kalman et un filtre passe-bas à réponse impulsionnelle finie.
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Filtre de Kalman.
Le filtre de Kalman employé dans ces travaux se base sur la représentation d’état discrète
d’un système linéaire de la forme :
Xk =AXk−1+Wk−1 (3.9)
oùA représente la matrice d’état du système,Xk le vecteur d’état à l’instant k etWk le bruit
de procédé supposé blanc et suivant une distribution de probabilité normale de covariance
Q. Dans notre cas, la matrice A du système a été construite à partir de l’équation linéaire
du mouvement :
xk = xk−1+δt vk−1 (3.10)
où xk est la position, vk la vitesse et δt la période d’échantillonnage du système. D’autre
part, le vecteur Z de mesure est également défini tel que :
Zk =HXk+Vk (3.11)
où H est la matrice d’observation et Vk le bruit de mesure supposé blanc et suivant une
distribution de probabilité normale de covariance R. De plus,Wk et Vk sont supposés in-
dépendants. Dans cette configuration, le filtre de Kalman joue le rôle d’estimateur récur-
sif. En utilisant la représentation d’état du système observé, il estime l’état courant grâce à
l’état précédent et la mesure courante. Le filtre possède deux phases distinctes de calcul :
une phase de prédiction et une phase de correction. D’une part, la phase de prédiction uti-
lise l’état estimé de l’instant précédent pour calculer une estimation de l’état courant de la
forme :
Xˆ−k =AXˆ
−
k−1 (3.12)
P−k =APk−1A
T +Q (3.13)
D’autre part, une fois l’estimation réalisée, l’objectif est de corriger le modèle afin d’opti-
miser la prédiction en se basant sur la mesure courante :
Kk = P
−
kH
T (HP−kH
T +R)−1 (3.14)
Xˆk = Xˆ
−
k +Kk(Zk−HXˆ
−
k ) (3.15)
Pk = (Id−KkH)P
−
k (3.16)
où Kk est appelé gain de Kalman.
Pour notre système, nous avons estimé les matrices de covariance en fonction des données
acquises à partir de la plateforme robotisée. Nous avons ensuite implémenté les équations
pour filtrer chacun des signaux.
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Filtre Passe-bas.
Par définition, le filtre passe-bas est adapté au filtrage des mouvements humains. En ef-
fet, ces mouvements ont des fréquences oscillant entre 0Hz et 10Hz [Loram 2006], avec
un maximum de 4,5Hz pour les mouvements de la main [Xiong 2006]. Du fait que notre
système d’acquisition échantillonne à une fréquence de 100Hz, ce filtre convient à nos be-
soins et permet de garder les fréquences fondamentales des mouvements humains tout en
rejetant les perturbations. Cependant, bien que le filtre soit programmé pour fournir une
réponse impulsionnelle finie grâce à l’utilisation de coefficients réels pour la convolution,
il introduit un déphasage linéaire. Même si cela n’est pas problématique à l’intérieur du
signal, des pertes d’informations auront lieu aux extrémités. Nous optons donc pour l’uti-
lisation d’un filtre de type forward-backward permettant de filtrer le signal dans un sens,
puis dans l’autre, afin d’obtenir un déphasage nul en sortie. Les paramètres du filtre ont été
définis de la même manière que dans les travaux de Yang et al. [Yang 2013], à savoir une fré-
quence de coupure de 1,5Hz, un gain en bande passante unitaire et une forte atténuation
après 10Hz.
Choix du filtrage.
Nous appliquons ces deux types de filtre sur les signaux acquis lors de la réalisation d’une
tâche d’entraînement de transfert d’objet utilisant la plateforme robotisée. Pour simpli-
fier la lisibilité, la figure 3.2 ne présente que le filtrage d’un signal représentant l’évolution
de la position cartésienne de l’instrument chirurgical à travers le temps. En regardant le
graphique, nous constatons que le filtre passe-bas permet une réduction importante des
bruits, tout en évitant les dépassements dus aux erreurs de prédiction du filtre de Kalman.
Bien que ces erreurs soient minimes, le filtre passe-bas correspond à nos besoins pour le
filtrage des données cinématiques. De plus, il n’entraîne aucun déphasage sur le signal en
sortie.
3.2.1.3 Normalisation
La dernière fonction dans notre processus de prétraitement des données est la normali-
sation des signaux. Cette normalisation est réalisée par un centrage réduit afin de diminuer
les variabilités existantes entre les trajectoires provenant d’un même sujet, ainsi que de su-
jets différents. Considérant Ri un signal brut de longueur L, la normalisation appliquée est
définie par :
Ni(t) =
1
σ2i
(Ri(t)−µi)) t∈ [1,L] (3.17)
où µi et σ
2
i sont respectivement la moyenne et la variance du signal d’origine, et Ni cor-
respond au signal normalisé en sortie. La figure 3.3 présente la normalisation d’un signal
de position cartésienne préfiltré. Le centrage et la réduction permettent alors d’exprimer
l’ensemble des signaux dans un repère commun. Nous constatons que le profil et les va-
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FIGURE 3.2: Filtrage de la position cartésienne de l’instrument chirurgical selon l’axe X du
repère du robot.
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FIGURE 3.3: Normalisation du signal pour obtenir une représentation centrée réduite.
riations du signal sont conservés, impliquant que les corrélations existantes entre signaux
sont également conservées.
3.2.2 Sélection de délimiteurs temporels
Dans cette étape, nous cherchons à sélectionner un ensemble de points caractéris-
tiques représentant le temps initial et le temps final de chacun des dexemes réalisés par
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FIGURE 3.4: Illustration du principe de persistance topologique en 1D.
l’utilisateur. Grâce à ces points, nous pouvons construire un vecteur de délimiteurs tem-
porels contenant l’ensemble des temps caractéristiques définissant lesdits dexemes.
3.2.2.1 Notion de persistance
Schulz et al. [Schulz 2010] ainsi que Lin et al. [Lin 2014] ont développé des méthodes
en se basant sur les variations des vecteurs vitesse et accélération. Ainsi, les délimiteurs
temporels d’un segment de trajectoire sont définis par une vitesse ou une accélération
nulle, qui indique un changement d’intention de la part de l’utilisateur. Pour notre mé-
thode, nous avons considéré une approche similaire en nous appuyant sur la détection
de maximum et minimum locaux ainsi que globaux dans les trajectoires, ce qui équivaut
à un changement de signe du vecteur vitesse correspondant. Pour cette approche, nous
nous basons sur les travaux de Edelsbrunner et al. [Edelsbrunner 2002] introduisant la no-
tion de persistance topologique. Ils décrivent une métrique permettant une simplification
topologique de signal en se basant sur la suppression d’attributs grâce au calcul de leur
durée de vie après filtrages successifs. Nous utilisons la figure 3.4 pour décrire le procédé
développé.
L’idée est de créer des paires d’extrema, qui sont contenus dans le signal. Il est important
de noter que les paires créées ne comportent pas des points caractéristiques obligatoi-
rement adjacents (figure 3.4). Ces paires sont ensuite évaluées à travers la métrique de
persistance. Des filtrages successifs sont appliqués au signal afin de supprimer le bruit. Si
la paire d’extrema est rapidement détruite, alors la persistance temporelle associée à ces
points est faible. À l’inverse, si ces points restent présents leur persistance augmente sui-
vant le nombre de filtrage appliqués. À la fin, les paires sont triées dans un tableau suivant
le score de persistance obtenu.
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FIGURE 3.5: Évolution de la sélection des points caractéristiques en utilisant le seuil de
persistance.
3.2.2.2 Utilisation en pratique
Pour l’implémentation, nous nous basons sur les travaux de Weinkauf et al.
[Weinkauf 2010], avec un algorithme optimisé pour une utilisation en deux dimensions.
Cependant, la partie concernant la reconstruction du signal n’est pas utilisée dans le cadre
nos travaux car nous ne souhaitons pas déformer les signaux acquis. Cette implémenta-
tion nous permet de sélectionner, au travers d’un seuil de persistance, un ensemble de
points caractéristiques d’un signal comme présenté sur la figure 3.5. Dans cet exemple,
une sinusoïde convoluée d’un bruit blanc contient un ensemble d’extrema. Nous souhai-
tons retrouver les points caractéristiques permettant de décrire au mieux ce signal. Pour
cela, nous modifions le seuil de persistance afin de capturer les points les plus pertinents
contenus dans ce signal.
À partir de cet algorithme, nous définissons expérimentalement un seuil pour chaque
signal, qui restera identique durant la durée des expérimentations. Nous extrayons ensuite
l’ensemble des points caractéristiques de chaque signal comme présenté sur la figure 3.6,
définissant ainsi les délimiteurs temporels. Ces points sont ensuite stockés et utilisés dans
la suite de notre méthode de segmentation.
3.2.3 Analyse par similarité spatio-temporelle
Une fois l’ensemble des délimiteurs temporels défini, nous souhaitons évaluer leur per-
tinence vis-à-vis du critère de déformations spatio-temporelles. Autrement dit, le point sé-
lectionné est caractéristique dans le signal, mais les segments définis par ces délimiteurs
sont-ils identiques à l’échelle spatiale et également temporelle ? Pour réaliser cette étape,
nous nous appuyons sur l’utilisation de métriques de similarité, que nous appellerons éga-
lement métriques de dissimilarité du fait de leur utilisation opposée.
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FIGURE 3.6: Extraction des points caractéristiques des signaux pour obtenir un vecteur de
délimiteurs temporels.
3.2.3.1 Métriques de similarité spatio-temporelle
Les métriques de similarité spatio-temporelle sont particulièrement employées pour
l’analyse, la comparaison et l’évaluation de séries temporelles. Dans ce cadre, les travaux
de Wang et al. [Wang 2013] fournissent une excellente description de l’ensemble des me-
sures de similarité, ainsi qu’une classification suivant leurs propriétés. Dans nos travaux,
nous nous concentrons sur l’utilisation et la comparaison de trois métriques de similarité
pour les séries temporelles que sont la distance de Hausdorff, la distance de Fréchet et la
Déformation Temporelle Dynamique 1.
Distance de Hausdorff.
Le choix de la métrique de Haudsorff repose sur l’analyse de travaux de la littérature. Tout
d’abord, les résultats obtenus par Khalid et al. [Khalid 2005b] montrent que cette métrique
fournit d’excellents résultats lorsqu’elle est utilisée pour comparer deux séries temporelles.
Chen et al. [Chen 2011] utilisent également cette métrique afin d’effectuer le regroupe-
ment non-supervisé de séries temporelles similaires, avec des résultats encourageants.
Nous choisissons donc d’utiliser la distance de Hausdorff comme l’une des métriques pos-
sibles afin d’évaluer les segments de trajectoires. En considérant deux séries temporelles
A= {a1,a2, . . . ,aM} et B= {b1,b2, . . . ,bN}, la distance de Hausdorff est définie par :
h(A,B) =max
a∈A
(min
b∈B
‖a−b‖) (3.18)
1. “Dynamic Time Warping (DTW) en anglais.
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FIGURE 3.7: Illustration de la distance de Hausdorff entre deux séries temporelles.
Cependant, toute distance considérée comme métrique doit respecter la propriété de sy-
métrie. Pour restaurer la symétrie, nous utilisons :
h(A,B) =max(h(A,B),h(B,A)) (3.19)
Schématiquement, la distance de Hausdorff correspond à la distance maximale de l’en-
semble des distances minimales qui existent entre deux séries temporelles, comme pré-
senté sur la figure 3.7. Dans cet exemple, nous pouvons distinguer 8 mesures spécifiques.
Ces distances peuvent également être appelées distances de Hausdorff relatives. Néan-
moins, la distance de Hausdorff correspond à la plus grande de ces distances relatives, qui
dans le cas présent est la distance notée d3. Toutefois, nous constatons qu’en réalisant le
même calcule avec la seconde courbe (en rouge), la distance de Hausdorff serait sensible-
ment différente, d’où l’intérêt d’instaurer une symétrie pour le calcul de la distance globale.
Distance de Fréchet.
La seconde métrique considérée dans ces travaux est la distance de Fréchet. Cette dis-
tance est initialement utilisée pour comparer deux formes continues telles que des courbes
ou surfaces. Du fait que la distance de Fréchet prenne en compte la continuité des
courbes, cette dernière est généralement plus satisfaisante que la distance de Hausdorff
car elle permet de quantifier localement et globalement la similarité de deux séries tem-
porelles. Une variante de cette métrique est la distance de Fréchet discrète employée
pour comparer deux séries temporelles discrètes. Considérant deux séquences discrètes
P = {p1,p2, . . . ,pM} et Q = {q1,q2, . . . ,qN}, le couplage C des composantes de chaque
séquence P et Q est un ensemble de composantes C = {c1,c2, . . . ,cK} avec Cr = {pi,qj},
k∈ [1,K] et i∈ [1,M] et j∈ [1,N] respectant :
— Les conditions limites :C1 = (p1,q1) etCK = (pM,qN),
— La récursivité :Cr = (pi,qj) etCr+1 ∈ {(pi+1,qj),(pi,qj+1),(pi+1,qj+1)}.
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FIGURE 3.8: Illustration de la distance de Fréchet discrète entre deux séries temporelles.
La distance de Fréchet discrète est alors définie par :
F(P,Q) = min
couplage C
max
(pi,qj)∈C
|pi−qj| (3.20)
Un exemple de cette distance est illustré par la figure 3.8. La distance de Fréchet est la
distance minimale de la somme de couplages (appelées également distances de cordes),
permettant de parcourir les deux séquences suivant leurs abscisses curvilignes respectifs.
Cette métrique permet une mesure prenant en compte l’aspect global mais également lo-
cal des courbes.
Déformation Temporelle Dynamique.
La dernière métrique considérée dans ces travaux pour analyser les segments consécutifs
de trajectoires est la métrique de Déformation Temporelle Dynamique (DTD) [Sakoe 1978].
Dans la littérature, un grand nombre de travaux exploitent cet algorithme pour compa-
rer des trajectoires [Sankararaman 2013], mais également pour réaliser l’alignement de sé-
quences dans le cadre de la détection de mouvements humains [Zhou 2012] ainsi dans
celui de l’analyse de gestes liés à la rééducation [Cifuentes 2013]. Les deux avantages prin-
cipaux de cet algorithme sont la capacité de prise en compte des déformations spatiales et
temporelles ainsi que l’alignement de signaux à des fins de classification et d’évaluation.
Considérant deux séquences A = {a1,a2, . . . ,aM} et B = {b1,b2, . . . ,bN}, l’alignement de
ces séquences est calculé récursivement par :
D(Ai,Bj) = δ(ai,bj)+min

D(Ai−1,Bj−1)
D(Ai,Bj−1)
D(Ai−1,Bj)
 (3.21)
où δ(ai,bj) est la norme de la distance euclidienne entre les éléments ai et bj, avec i ∈
[1,M] et j∈ [1,N]. A noter que dans ces travaux nous utilisons la distance euclidienne, plus
cohérente pour la comparaison de signaux cartésiens. Cependant, d’autres distances telles
que la distance de Manhattan ou la covariance peuvent également être employées. La si-
milarité complète des deux séries temporelles est donnée parD(A|A|,B|B|) =D(AM,BN).
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FIGURE 3.9: Illustration de l’utilisation de l’algorithme de Déformation Temporelle Dyna-
mique entre deux séries temporelles.
Schématiquement, l’algorithme de Déformation Temporelle Dynamique permet de re-
chercher le chemin le plus court permettant d’aligner les éléments de chacune des sé-
quences. La figure 3.9 illustre le principe. Nous constatons ici que l’alignement entre les
deux courbes dépend de la localisation spatiale et temporelle des points contenus dans
chacune des séquences. L’alignement qui en résulte peut être, suivant les cas, une défor-
mation non-linéaire par rapport au temps, à l’espace ou bien les deux à la fois.
3.2.3.2 Choix de la dimension du problème
Pour quantifier la dissimilarité, nous désirons minimiser la similarité. Pour cela nous
employons les trois métriques présentées précédemment et allons étudier leur perfor-
mance. Cependant, les performances dépendent également de la dimension utilisée pour
réaliser l’analyse. Ainsi, deux cas sont envisagés : une analyse unidimensionnelle et une
analyse multidimensionnelle des signaux. Ces deux cas sont représentés par la figure 3.10.
Dans le premier cas, l’ensemble des délimiteurs temporels est utilisé en entrée afin d’éva-
luer leur pertinence au regard de chacun des signaux, indépendamment les uns des autres
(figure 3.10a). Considérant le cas d’un délimiteur temporel, nous mesurons la dissimilarité
entre le segment précédent et le segment suivant pour chaque signal. Le score du délimi-
teur est alors la somme des scores obtenus par chacun des signaux. Plus le score est élevé,
plus le délimiteur temporel indique de fortes variations.
Dans le cas d’une comparaison multidimensionnelle, le calcul est plus complexe. On
considère d’abord un signal de plusieurs dimensions (la figure 3.10b présente un exemple
de trois dimensions) ainsi qu’un délimiteur temporel particulier. Le calcul de sa dissimi-
larité est alors réalisé en comparant l’ensemble des segments précédents avec l’ensemble
des segments suivants, de manière dépendante et directe. Le délimiteur obtient donc un
score unique quantifiant la similarité des segments considérés.
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(a) Calcul de dissimilarité en se basant sur un ensemble de signaux unidimension-
nels.
(b) Calcul de dissimilarité en se basant sur un signal multidimensionnel.
FIGURE 3.10: Illustration du calcul de dissimilarité suivant le choix de la dimension du pro-
blème.
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Dans ces travaux, l’analyse de la dimension est importante car cette dernière indique le
point de vue de l’analyse, qui sera local dans le cas unidimensionnel et global dans le cas
multidimensionnel. En étudiant les travaux de la littérature, Ten Holt et al. [Ten Holt 2007]
ainsi que de Shokoohi-Yekta et al. [Shokoohi-Yekta 2015] présentent une approche mul-
tidimensionnelle plus performante. Toutefois, pour obtenir de tels résultats, les auteurs
indiquent que les signaux doivent être exprimés dans un référentiel commun. Dans notre
cas, la normalisation centrée réduite permet de respecter cette contrainte, nous incitant
donc à employer une analyse multidimensionnelle des signaux pour le calcul de dissimi-
larité.
3.2.4 Sélection automatique
La dernière étape de notre méthode de segmentation non-supervisée consiste à sélec-
tionner les délimiteurs en se basant sur leur score de dissimilarité respectif. Afin d’éviter
tout a priori sur le nombre de délimiteurs en sortie, sur la taille minimale ou maximale des
segments, ainsi que sur la dispersion temporelle des points, nous désirons nous focaliser
uniquement sur les scores de dissimilarité obtenus précédemment afin de fournir une
segmentation indépendante de l’application considérée.
Dans notre approche, nous employons une technique de sélection basée uniquement sur
les scores de dissimilarité. L’objectif est de sélectionner les délimiteurs avec les scores les
plus importants, indiquant des variations importantes entre les signaux avant et après ces
délimiteurs. Pour ce faire, nous utilisons la technique de Suppression de Non-Maxima 2
employée dans le filtre de Canny. Cependant, cet algorithme possède plusieurs variantes.
Pour notre méthode, nous utilisons l’approche par paire présentée dans les travaux de
Neubeck et al. [Neubeck 2006]. L’algorithme consiste à définir une fenêtre glissante, dont
la taille est fixée par l’utilisateur, puis à réaliser une analyse des scores à l’intérieur de cette
fenêtre. Si le score le plus important est contenu à l’intérieur de la fenêtre, ce score est
gardé. Dans le cas contraire, si le score est à l’extrémité de la fenêtre, alors cette dernière se
déplace pour réaliser une nouvelle analyse des scores voisins. L’intérêt de cette sélection
réside dans une approche semi-locale pour la comparaison.
Un exemple de sélection automatique des scores de dissimilarité est présenté sur la fi-
gure 3.11. D’un côté les scores de dissimilarité des délimiteurs temporels sont récupérés
en sortie de l’étape précédente (figure 3.11a). De ces scores, nous désirons garder les plus
importants et rejeter les plus faibles. Nous utilisons ici l’algorithme de Suppression de
Non-Maxima avec une fenêtre de taille 3. L’algorithme effectue alors la sélection et renvoie
les scores tel que présenté sur la figure 3.11b. Nous récupérons les délimiteurs temporels
représentés par ces maxima, nous permettant ainsi de délimiter les différents dexemes au
sein des signaux d’entrée.
2. “Non-Maximum Suppression (NMS) en anglais.
3.2. APPROCHE NON-SUPERVISÉE POUR LA SEGMENTATION DE TRAJECTOIRES 77
0 20 40 60 80 100
0
50
100
150
200
250
300
350
400
450
Délimiteur
S
co
re
de
di
ss
im
ila
rit
é
(a) Scores de dissimilarité bruts.
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(b) Scores de dissimilarité après suppression.
FIGURE 3.11: Sélection automatique des délimiteurs temporels en utilisant l’algorithme de
Suppression de Non-Maxima.
3.2.5 Vérification de la méthode de segmentation
Nous souhaitons analyser les capacités de segmentation de l’approche non-supervisée
présentée dans ce chapitre. Pour cela, nous proposons une méthode de vérification afin
d’évaluer les résultats obtenus sur plusieurs trajectoires. Nous décrivons le protocole ex-
périmental ainsi que les données recueillies pour réaliser la segmentation.
3.2.5.1 Protocole expérimental
Cette étude porte sur une vérification visuelle des résultats obtenus avec la méthode
de segmentation supervisée proposée dans ce chapitre. Afin d’acquérir des données pour
cette étude, nous avons dans un premier temps demandé à un sujet de réaliser une tra-
jectoire aléatoire en utilisant la plateforme robotisée. Cette trajectoire n’a aucun objec-
tif précis et le sujet a été libre de ses mouvements. De cette manière, nous analysons les
performances de la méthode de segmentation non-supervisée sur une trajectoire générée
aléatoirement. Ce jeu de données est appelé TrajectoireAleatoire.
Dans un second temps, nous avons demandé à trois experts de dessiner, dans le vide, la
lette "R" en utilisant la même plateforme robotisée de téléopération. Ces experts sont com-
posés de deux urologues utilisant le robot da Vinci en intervention, ainsi qu’un expert en
système de téléopération. Le dessin de cette lettre a pour objectif d’évaluer deux caractéris-
tiques. La première est la capacité à distinguer les différentes parties de la lettre (courbes,
lignes droites). La seconde est la prise en compte de variabilité dans les données, amenant
à qualifier la robustesse de notre approche. Nous emploierons le terme TrajectoiresLettre
pour décrire ce jeu de données dans la suite de l’étude.
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3.2.5.2 Données
Comme décrit précédemment, nous disposons de deux jeux de données : TrajectoireA-
leatoire et TrajectoiresLettre. Le premier est composé d’une seule trajectoire et le second
de trois trajectoires provenant de trois opérateurs différents. L’ensemble de ces trajectoires
ont été réalisées en utilisant uniquement un instrument, laissé au choix de l’utilisateur.
Pour la segmentation, l’algorithme se base sur les données acquises avec la plateforme
robotisée. Néanmoins, dans cette étude, l’étape de prétraitement des données n’utilise
qu’une partie des signaux d’acquisition présentés. En effet, l’exécution de ces trajectoires
est très largement dépendante de la position de l’instrument mais en aucun cas de son
orientation. De plus, les tâches à réaliser ne requièrent pas l’utilisation de la pince. Nous
retirons donc l’emploi des quaternions et également l’angle d’ouverture et fermeture de
l’instrument pour cette étude. La trame D utilisée pour la segmentation est alors définie
par :
Di =
{
xi,yi,zi,κi,τi,κis,τ
i
s | i= 1
}
(3.22)
où les signaux d’acquisition sont décrits dans le paragraphe 3.2.1 de ce chapitre.
3.2.5.3 Résultats
Nous présentons dans cette partie les résultats de segmentation obtenus sur les deux
jeux de données en utilisant notre approche non-supervisée. Bien que cette étude ne soit
qu’une vérification, elle permet néanmoins d’appréhender l’approche proposée et de vi-
sualiser les performances de segmentation sur différentes données intégrant de la variabi-
lité. Il est également à noter que par souci de visibilité uniquement, seuls les résultats uti-
lisant la métrique de dissimilarité Déformation Temporelle Dynamique seront présentés.
En effet, en comparant les différentes métriques pour ces jeux de données, les différences
de segmentation en utilisant la métrique de Hausdorff et celle de Fréchet sont respective-
ment de 1,2% et 2,7% par rapport à la longueur de la trajectoire, ce qui n’est pas significatif
pour cette étude de vérification.
Jeu de données TrajectoireAleatoire.
Nous présentons deux figures afin d’analyser les résultats de segmentation pour ce jeu de
données. Dans un premier temps, la figure 3.12a présente la segmentation de trajectoire
obtenue à l’aide des étapes A, B et C de la figure 3.1, ne réalisant pas la sélection des déli-
miteurs en se basant sur les scores de dissimilarité obtenus.
Cette figure présente la trajectoire réalisée ainsi que les différents segments délimités par
les points. Bien que les résultats soient intéressants en termes de cohérence visuelle de la
segmentation (en prenant en compte l’aspect global de la courbe), certains délimiteurs
semblent néanmoins plus pertinents que d’autres notamment lors de la réalisation de
courbes avec une courbure importante. Dans ce cas, les segments retenus semblent si-
milaires, indiquant que ces délimiteurs ne sont pas appropriés pour la segmentation.
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Dans un second temps, en appliquant la technique de sélection automatique sur les scores
de dissimilarité, nous obtenons une segmentation présentée sur la figure 3.12b. Dans ce
cas, nous remarquons que le nombre de délimiteurs a été réduit. De plus, ces derniers per-
mettent de segmenter de manière plus naturelle la trajectoire dans le sens où les courbes
ne sont pas composées de plusieurs segments similaires. La segmentation est alors plus
cohérente d’un point de vue visuel.
Jeu de données TrajectoiresLettre.
Ce jeu de données nous permet d’analyser la prise en compte de variabilité dans la seg-
mentation. Chaque participant a dessiné la lettre "R" et nous observons les résultats
de segmentation en utilisant notre approche non-supervisée. Dans cette analyse, nous
utilisons la totalité du processus de segmentation, à savoir les étapes A, B, C et D de la
figure 3.1. Les résultats de segmentation sont visibles sur la figure 3.13, où les trajectoires
sont présentées en deux dimensions pour plus de visibilité.
En analysant les figures, nous remarquons tout d’abord que les trajectoires réalisées pour
dessiner la lettre "R" comportent une variabilité interpersonnelle évidente. Néanmoins, en
comparant les positions des différents délimiteurs détectés dans chacune des trajectoires,
nous constatons que leurs emplacements sont similaires. Cela nous fournit alors une in-
dication quant à la robustesse de la segmentation. Typiquement, les demi-cercles réalisés
n’ont pas la même forme mais sont segmentés de façon similaire. De la même manière,
la barre oblique terminant la lettre est reconnue comme un seul segment. Enfin, dans
le cas de la courbe verticale permettant de débuter la lettre, nous constatons que pour
l’opérateur N◦3, cette dernière ne forme qu’un segment alors que pour les deux autres,
deux segments sont détectés. Toutefois, nous notons que pour les opérateurs N◦1 et 2, ces
ondulations générées durant le tracé ne sont pas négligeables, expliquant l’apparition de
ces points caractéristiques.
De manière générale, nous voyons par cette étude de vérification que l’approche déve-
loppée dans ces travaux pour la segmentation non-supervisée de trajectoires fournit des
résultats encourageants. Dans des cas simples, l’algorithme décompose les trajectoires de
manière cohérente, proche de ce que pourrait faire un humain dans la réalité. Dans la suite
de ce chapitre, nous utiliserons les segments définis par l’algorithme pour réaliser l’ap-
prentissage et la reconnaissance des gestes chirurgicaux.
3.3 Classification et reconnaissance des surgemes
À partir de l’algorithme de segmentation non-supervisée introduit précédemment,
nous désirons maintenant détecter les différents dexemes afin de reconnaître les surgemes
réalisés. Pour cela, nous présentons une approche en trois étapes (figure 3.1) avec une pre-
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(a) Segmentation non-supervisée avant la sélection de points
pertinents.
−2
−1.5
−1
−0.5
0
0.5
1
1.5 −3
−2
−1
0
1
2
−2
−1
0
1
2
3
Y
X
Z
(b) Segmentation non-supervisée après la sélection de points
pertinents.
FIGURE 3.12: Analyse de la segmentation sur une trajectoire aléatoire. L’algorithme de sé-
lection des scores permet une détection pertinente des points caractéristiques (en noirs),
qui définissent les différentes dexemes.
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(a) Opérateur N◦1.
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(b) Opérateur N◦2.
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FIGURE 3.13: Trajectoires acquises durant la réalisation de la lettre "R" en utilisant la plate-
forme robotisée de téléopération.
mière étape d’extraction d’attributs, une seconde étape de classification et une troisième
étape d’association des dexemes pour obtenir les surgemes.
3.3.1 Extraction d’attributs caractéristiques
L’extraction d’attributs est une étape importante dans le processus de reconnaissance.
En effet, il est important que les données utilisées portent l’information nécessaire avec
un degré de discrimination significatif. De plus, l’étape de classification ne s’applique que
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dans une dimension unique, obligeant alors à extraire une signature de taille fixe quelque
soit la taille des données en entrée. Ainsi, nous devons extraire des caractéristiques des
dexemes dans un espace de taille fixe, indépendamment de la taille de ces derniers. Nous
réalisons cette étape en deux temps. Tout d’abord, nous transformons l’ensemble des
dexemes (et donc des signaux contenus à l’intérieur) pour pouvoir ensuite les exprimer
dans un référentiel commun. Ceci afin d’en extraire, dans un second temps, des caracté-
ristiques représentatives de chacun.
3.3.1.1 Transformation des signaux
Chaque dexeme est constitué d’un ensemble de signaux. Cependant, afin de réaliser
une extraction homogène, nous devons exprimer ces signaux dans un même référentiel
avec une même origine. Pour cela, nous avons réalisé une transformation sur chaque signal
contenu dans chacun des dexemes afin de le translater dans son repère d’origine, ayant
ainsi pour origine l’abscisse zéro. De ce fait, nous pouvons comparer des signaux de même
nature (les positions par exemple) en évaluant leurs déformations par rapport à une même
origine.
3.3.1.2 Approximation polynômiale
Les signaux représentant les dexemes sont exprimés dans un référentiel commun, avec
la même origine. Nous souhaitons maintenant extraire des caractéristiques représenta-
tives de chaque signal afin de matérialiser l’information qu’il porte, décrivant ainsi une
partie du dexeme associé. L’idée est donc d’employer une modélisation mathématique
pour représenter ces signaux. En analysant la littérature, il existe une multitude d’attributs
permettant de caractériser un signal. Cependant, en se concentrant sur les travaux abor-
dant la caractérisation de signaux de trajectoires, nous avons relevé des modélisations plus
pertinentes et performantes que d’autres.
Khalid et al. [Khalid 2005a] ainsi que Naftel et al. [Naftel 2005] effectuent une analyse
de plusieurs types d’extraction sur des trajectoires. Ils comparent la modélisation par
une transformée de Fourier discrète à celle par un polynôme de Chebyshev et par une
approximation polynômiale aux moindres carrés. Ils effectuent ensuite une reconnais-
sance (utilisant des regroupements non-supervisés) pour évaluer la qualité de l’extraction.
Leurs résultats montrent que l’approximation polynômiale fournit de meilleurs résultats
[Naftel 2005]. Dans nos travaux, nous utiliserons donc l’approximation polynômiale par
moindres carrés.
Considérons S(x) une séquence de données de taille x ∈ [1,n]. Cette dernière peut être
approximée par un polynôme de la forme y= a0+a1x+ ...+amx
m, oùm < n en utilisant
la méthode des moindres carrés. Pour expliciter l’approche multidimensionnelle utilisée
dans ces travaux, nous nous basons sur la figure 3.14. Chaque dexeme est représenté par
un ensemble de signaux. En cherchant à caractériser le dexeme, nous cherchons à caracté-
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FIGURE 3.14: Schéma de construction du vecteur caractéristique représentant un dexeme
à partir de données multidimensionnelles.
riser l’ensemble des signaux. Nous utilisons l’approche des moindres carrés sur chacun des
signaux appartenant aux dexemes afin d’en extraire un vecteur d’attributs correspondant
aux coefficients des polynômes (figure 3.14). Enfin, pour construire le vecteur d’attributs
représentant le dexeme complet, nous concaténons l’ensemble des coefficients de chaque
signal (figure 3.14). Ainsi, nous obtenons une signature descriptive du dexeme, représen-
tant l’ensemble des signaux qu’il contient.
Dans la suite de ces travaux, nous évaluons l’impact de l’ordre d’approximation sur les
performances de reconnaissance des surgemes.
3.3.2 Algorithmes de classification
Le processus de reconnaissance repose majoritairement sur l’étape de classification.
Dans ce manuscrit, nous avons déjà argumenté notre choix d’utiliser le moins de connais-
sance a priori pour réaliser la reconnaissance des surgemes. Ainsi, nous n’utiliserons pas de
réseaux bayésiens (dynamiques ou non) ainsi que de Modèles de Markov Cachés comme
cela a été entrepris dans les travaux de la littérature. Ces algorithmes se basent sur la créa-
tion d’un modèle statistique temporel et nécessitent donc soit de définir une structure du
réseau, soit d’utiliser des algorithmes tiers pour réaliser l’apprentissage du modèle en se
basant sur un ensemble de données et leurs annotations. Dans notre cas, nous employons
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FIGURE 3.15: Schéma de fonctionnement de l’algorithme des K-Plus Proches Voisins.
des méthodes standard de classification qui ont fait leurs preuves dans de précédents tra-
vaux [Zappella 2013]. Nous étudions l’emploi de Machines à Vecteurs de Support ainsi que
l’utilisation de l’algorithme des K-Plus Proches Voisins.
3.3.2.1 K-Plus Proches Voisins
L’algorithme des K-Plus Proches Voisins (K-PPV) est une technique très utilisée pour
réaliser l’attribution d’étiquettes. Nous illustrons le principe au travers de la figure 3.15.
Dans notre exemple, les échantillons sont exprimés dans l’espace des attributs. Chaque
échantillon représente donc un vecteur de taille fixe. Nous considérons que, dans cet es-
pace, trois classes existent, chacune d’elles étant représentée par une couleur. L’objectif est
alors de classer le nouvel échantillon P. Nous paramétrons tout d’abord le nombre de voi-
sins k que nous désirons étudier (dans notre exemple k= 7). Puis nous sélectionnons, en
utilisant une métrique de distance, les k voisins les plus proches de l’échantillon P. Enfin,
nous analysons leur étiquette et effectuons un vote majoritaire. Dans l’exemple proposé,
nous voyons que deux voisins appartiennent à la classe 1, deux voisins appartiennent à la
classe 3 et trois voisins à la classe 2. L’échantillon P sera donc classé comme un élément de
la classe 2, correspondant alors à un surgeme spécifique.
Cette approche, très simple, admet néanmoins des variantes. Tout d’abord le nombre de
voisins influe directement sur la classification. Ainsi sélectionner un paramètre d’un voisin
peut être risqué dans le sens où si ce voisin est une donnée non représentative (aberrante)
de la classe, les risques de mauvaise classification du nouvel échantillon sont élevés. De
plus, l’attribution de l’étiquette s’effectuant par un vote majoritaire, il est préférable de
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FIGURE 3.16: Schéma de fonctionnement de l’algorithme des Machines à Vecteurs de Sup-
port.
sélectionner un nombre de voisins impair. D’autre part, la métrique considérée pour sé-
lectionner les plus proches voisins peut également influencer les performances. Il existe
différentes métriques dans la littérature, dont notamment la distance Euclidienne, la dis-
tance de Manhattan ainsi que la distance de Mahalanobis. Enfin, il est à noter que pour
réaliser cette classification avec ce type d’algorithme, il est nécessaire d’avoir au préalable
une base de données avec la totalité des échantillons annotés.
Dans la suite de nos travaux, nous évaluons l’impact du paramètre k du nombre de voisins
sur les performances de reconnaissance. De plus, nous utiliserons la distance Euclidienne
comme métrique de comparaison car cette dernière semble plus cohérente pour l’analyse
de trajectoires réalisées dans l’espace cartésien.
3.3.2.2 Machines à Vecteurs de Support
Le second algorithme que nous employons pour réaliser la classification est l’algo-
rithme des Machines à Vecteurs de Support (MVS) [Bennett 2000], et plus spécifiquement
de type I appelé plus communément C-MVS. Son principe est illustré par la figure 3.16.
Dans notre exemple, nous considérons un cas de classification binaire simple avec deux
classes : une classe bleue et une classe rouge. Cet algorithme d’optimisation cherche à
séparer ces deux classes en utilisant la notion d’hyperplan. Dans le cas en deux dimen-
sions, cet hyperplan est alors une droite séparatrice. De manière générale, cet hyperplan
est construit en se basant sur des vecteurs supports, c’est-à-dire des échantillons représen-
tant les limites de chacune des classes. Dans notre exemple, la solution du problème est
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alors d’optimiser la position de cette droite afin de maximiser la marge, représentant le de-
gré de discrimination des deux classes (figure 3.16). L’algorithme détermine une fonction
linéaire de la forme f(x) =wTx+b, oùw est le plan séparateur, x les exemples d’apprentis-
sage and b un offset. Cependant, certains problèmes ne sont pas linéairement séparables.
Dans ce cas, une astuce est d’employer un noyau de projection afin de trouver un nouvel
hyperplan dans un espace ou sous-espace différent. En notant ce noyau φk(·), la classifi-
cation est réalisée en résolvant le problème :
minimiser
w,b,z
1
2
wTw+C
N∑
i=1
zi
sous contrainte yi(w
Tφk(xi)−b)+zi > 1
zi > 0, i= 1, ...,N
(3.23)
où zi est un paramètre de relâche non-négatif qui pénalise la mauvaise classification de
l’échantillon i, etC est une matrice permettant la pondération des erreurs de classification.
Dans nos travaux, nous utilisons l’astuce du noyau avec des fonctions de bases radiales.
Ces fonctions permettent de classer deux échantillons u et v qui ne sont pas linéairement
séparables en utilisant la transformation définie par :
K(u,v) = exp
(
γ‖u−v‖2) (3.24)
où γ = − 1
2σ2
permet la déformation des frontières (hyperplans). Nous utiliserons γ =
1
Nb class , fournissant le meilleur ratio entre performance et complexité pour la modélisa-
tion des classes.
Dans ces travaux, nous évaluons également l’impact du paramètre C de pondération des
erreurs de classification sur les performances de reconnaissance.
3.3.3 Association de dexemes
La dernière étape pour la reconnaissance consiste à réaliser l’association des diffé-
rents dexemes pour reconstituer les surgemes. Cependant, afin de prévenir d’éventuelles
erreurs de classification, nous appliquons un filtrage sur les étiquettes des dexemes. Pre-
nons l’exemple d’un surgeme composé d’une séquence de dexemes. Si l’un d’eux relève
d’un autre surgeme, alors ce dexeme est sujet à une erreur de classification. Pour pallier ce
problème, nous appliquons un filtrage en nous basant sur un fenêtrage de trois voisins. De
cette manière, les étiquettes aberrantes sont modifiées afin d’obtenir une séquence homo-
gène, permettant de reconstituer le surgeme dans sa totalité.
3.3.4 Validation de la méthode de reconnaissance
Dans ce paragraphe, nous considérons que les données ont été acquises préalablement
durant des sessions d’entraînement robotisé. Pour valider notre approche, nous avons réa-
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lisé deux études distinctes. La première étude concerne la validation et la quantification
des performances de la phase de classification uniquement. La seconde étude permet de
valider l’approche complète de segmentation non-supervisée et reconnaissance des sur-
gemes.
Dans les paragraphes suivants, nous présentons le type de tâche d’entraînement, le voca-
bulaire des surgemes que nous utilisons pour l’apprentissage, les stratégies de validation
des deux études, les données et référentiels choisis, les métriques d’évaluation pour quan-
tifier les performances et enfin nous présentons les résultats.
3.3.4.1 Type de tâche et vocabulaire
Pour décrire la construction du vocabulaire ainsi que la référence d’évaluation, nous
allons préalablement définir la tâche d’entraînement réalisée à l’aide de la plateforme ro-
botisée. Cette tâche s’inspire directement des protocoles d’évaluation utilisés par la SAGES
et décrit par Derossis et al. [Derossis 1998]. Cette tâche d’entraînement implique le trans-
fert d’objets (ici des pions en silicone) à différents emplacements (figure 3.17). Pour cela,
les pions sont préalablement empilés au même endroit (point de départ en bas sur la fi-
gure figure 3.17)). L’opérateur doit ensuite réaliser la tâche en respectant les consignes sui-
vantes :
1. Attraper le premier pion avec l’instrument gauche et l’insérer dans la cible 1 (fi-
gure 3.17) ;
2. Attraper le second pion avec l’instrument droit et l’insérer dans la cible 2 ;
3. Attraper le dernier pion avec l’instrument gauche ou droit (au choix), se déplacer au
centre du plateau, transférer le pion au second instrument et insérer ce dernier dans
la cible 3 ;
Durant la réalisation de cette tâche, nous effectuons l’acquisition des données cinéma-
tiques avec la plateforme robotisée et enregistrons la vidéo, capturée avec la caméra en-
doscopique. Les vidéos sont ensuite découpées et synchronisées manuellement avec les
données cinématiques. À partir des enregistrements, nous annotons manuellement les vi-
déos permettant de transférer directement ces annotations sur les données cinématiques,
construisant ainsi notre référence appelée vérité terrain. Pour cette référence, nous avons
établi un vocabulaire de 12 surgemes présentés dans le tableau 3.1, et représentant les dif-
férents gestes à réaliser pour achever la tâche d’entraînement :
3.3.4.2 Stratégie de validation
La stratégie de validation se décompose en deux parties : la description des études et
la description des paramètres pris en compte pour optimiser les performances de recon-
naissance.
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1
2
3
FIGURE 3.17: Illustration de la tâche d’entraînement chirurgical.
N◦ Définition N◦ Définition
1 Attendre 7 Se positionner sur la cible
2 Atteindre le pion 8 Insérer le pion dans la cible
3 Se positionner pour attraper le pion 9 Relâcher le pion
4 Attraper le pion 10 Se déplacer pour attendre
5 Extraire le pion 11 Se déplacer vers le centre
6 Se déplacer vers la cible 12 Se déplacer pour terminer
Tableau 3.1: Vocabulaire de surgemes utilisé pour décrire la tâche de transfert d’objet.
Études de validation.
Notre étape de validation comporte deux études distinctes (figure 3.1). La première étude,
que nous nommerons ValidationClassification vise à étudier et quantifier les performances
de classification uniquement, en analysant la reconnaissance des surgemes et en les com-
parant à la vérité terrain préalablement construite. La seconde étude, que nous nomme-
rons ValidationReconnaissance vise à étudier et quantifier les performances de notre pro-
cessus complet de segmentation et classification, en analysant la reconnaissance des sur-
gemes et en les comparant à la vérité terrain.
Afin d’acquérir des données pour réaliser nos validations, nous avons demandé à trois ex-
perts de réaliser la tâche d’entraînement présentée précédemment en utilisant la plate-
forme robotisée de téléopération. Ces experts sont composés de deux urologues utilisant
le robot da Vinci en intervention, ainsi qu’un expert en système de téléopération. En amont
de l’acquisition, nous avons fourni à chaque sujet des explications sur le fonctionnement
du système ainsi que les consignes pour réaliser la tâche d’entraînement. Nous les avons
ensuite laissés s’entraîner pendant plusieurs minutes afin de progresser dans les courbes
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Moyenne [s] Écart-type
Opérateur N◦1 44,40 3,33
Opérateur N◦2 39,81 4,61
Opérateur N◦3 31,13 1,44
Tableau 3.2: Statistiques sur les durées des trajectoires pour la tâche d’entraînement.
d’apprentissage (apprentissage du système et apprentissage de la tâche). Nous avons ac-
quis un jeu de données composé de trois trajectoires par sujet, soit un ensemble de neuf
trajectoires avec les annotations manuelles correspondantes. La moyenne et l’écart-type
de la durée des tâches réalisées par chaque opérateur sont données dans le tableau 3.2.
Nous pouvons y voir que les écarts-types sont faibles, notamment pour l’opérateur N◦3.
Cela indique alors que la variabilité intraopérateur n’est pas importante. Cependant, nous
remarquons qu’en moyenne plus de 13 secondes séparent l’opérateur le plus rapide de
l’opérateur le plus lent sur la même tâche d’entraînement, indiquant une variabilité inter-
opérateur significativement importante.
À partir de ces données, nous avons donc mené deux études, employant un apprentissage
avec différents classifieurs, et évalué les performances au travers d’un modèle de valida-
tion croisée sur tous les opérateurs. Ce modèle de validation utilise huit trajectoires pour
l’apprentissage et la dernière pour réaliser les tests. Les données d’apprentissage et de test
sont ensuite mélangées et nous effectuons une rotation des données afin de tester notre
approche de reconnaissance sur l’ensemble des données. Dans la suite de ce chapitre, nous
fournissons les résultats globaux pour chacune des expériences.
Paramètres d’optimisation.
Dans ce paragraphe, nous distinguons deux types de paramètres : les paramètres pour la
segmentation et les paramètres pour la classification.
L’étude ValidationReconnaissance fait appel à la totalité du processus de reconnaissance
décrit par la figure 3.1. Cela signifie que, dans cette étude, nous ferons varier la métrique
de dissimilarité spatio-temporelle afin d’évaluer son impact sur les performances de re-
connaissance. Pour rappel, les métriques de dissimilarité sont : la distance de Hausdorff,
la distance de Fréchet et Déformation Temporelle Dynamique.
La phase d’apprentissage possède également plusieurs paramètres variables. Nous sou-
haitons, de la même manière, quantifier leur influence sur les performances de recon-
naissance mais également déterminer les paramètres optimaux à employer pour notre ap-
proche. Dans les deux études, ValidationClassification et ValidationReconnaissance, nous
considérons les paramètres de classification suivants :
— Degré d’approximation polynômiale, oùm∈ {1,3,5,7,9} ;
— Nombre de voisins k pour le classifieur K-PPV, où k∈ {1,3,5,7} ;
90
CHAPITRE 3. SEGMENTATION AUTOMATIQUE ET RECONNAISSANCE DES GESTES
CHIRURGICAUX
— Pondération des pénalités de classification C pour le classifieur C-MVS, où C est
échantillonné de manière uniforme dans l’espace log10 de 10
−5 à 1010.
3.3.4.3 Données
Comme décrit précédemment, nous disposons d’un même jeu de données pour les
deux études de validation : ValidationClassification et ValidationReconnaissance. Ce jeu de
données est constitué de neuf trajectoires, trois par opérateur. À partir des acquisitions ci-
nématiques, nous calculons la trame complète permettant d’appliquer l’approche de seg-
mentation proposée. La trameD est définie par :
Di =
{
xi,yi,zi,qxi,qyi,qzi,qwi,κi,τi,κis,τ
i
s,α
i | i∈ [1,2]} (3.25)
où les différents signaux d’acquisition sont décrits dans le paragraphe 3.2.1 de ce chapitre.
3.3.4.4 Métriques d’évaluation
Nous souhaitons quantifier les performances de nos deux études de validation. Pour
cela, nous utilisons plusieurs métriques d’évaluation dont la plupart sont communes aux
deux études.
Nous employons la métrique de reconnaissance pour les études ValidationClassification et
ValidationReconnaissance. La reconnaissance est la capacité de prédire correctement une
hypothèse validée. Elle représente la performance globale sur un problème de classifica-
tion binaire ou multiclasse, et est définie par :
Reconnaissance=
Dexemes correctement attribués
Dexemes total
(3.26)
Nous utilisons aussi la métrique de rappel permettant de représenter les performances lo-
cales de reconnaissance (par classe). Cette métrique est utilisée dans chacune des études
de validation. Le rappel, appelé également sensibilité en statistique, est une métrique lo-
cale permettant de mesurer la capacité à fournir un résultat positif lorsqu’une hypothèse
est vérifiée. Le rappel est défini par :
Rappeli =
Dexemes correctement attribués à la classe i
Dexemes appartenant à la classe i
(3.27)
En complément du rappel, nous calculons la précision, également utilisée dans chacune
de nos études de validation. La précision est une métrique locale permettant de mesurer la
capacité de prédiction d’une hypothèse, qu’elle soit vraie ou fausse. La précision est définie
par :
Précisioni =
Dexemes correctement attribués à la classe i
Dexemes attribués à la classe i
(3.28)
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De plus, afin de prendre en compte les deux dernières métriques dans les études Valida-
tionClassification et ValidationReconnaissance, nous calculons le score F1. Cette métrique
correspond à la moyenne harmonique du rappel et de la précision en utilisant des pondé-
rations identiques (ici équivalente à 1). Le score F1 est défini par :
ScoreF1i =
2∗ (Précisioni ∗Rappeli)
(Précisioni+Rappeli)
(3.29)
Enfin, nous utilisons une dernière métrique, appelée recouvrement, et qui ne sera em-
ployée que dans l’étude ValidationReconnaissance. Cette métrique permet d’évaluer la cor-
respondance des annotations entre notre approche de reconnaissance et la vérité terrain,
en prenant en compte l’aspect temporel de la tâche. Le score de recouvrement est défini
par :
Recouvrement(ti,gi) =
|∩ (ti,gi)|
longueur(gi)
(3.30)
où ∩ dénote le recouvrement entre la séquence de surgemes ti et sa vérité terrain corres-
pondante gi. Le tout est normalisé par la longueur de la séquence. De cette manière, un
recouvrement de 1 indique que la totalité des gestes ont été reconnus correctement du-
rant la tâche d’entraînement, sans décalage temporel.
Il est à noter que l’ensemble des résultats associés à ces métriques sera exprimé en pour-
centage (%).
3.3.4.5 Résultats
Les différentes études ont été effectuées post-entraînement. L’analyse des trajectoires
comprenant segmentation et classification a été implémentée sous MATLAB R2012b. Les
calculs ont été réalisés avec un processeur Intel Core i7-3770 @ 3,40GHz, permettant d’ef-
fectuer la segmentation et la reconnaissance des surgemes provenant d’une trajectoire en
moins de 5 secondes. Par souci de lisibilité, nous ne montrerons que la reconnaissance des
surgemes provenant d’une des deux mains utilisables, la seconde réalisant une séquence
similaire afin d’accomplir la tâche d’entraînement.
Étude ValidationClassification.
Cette étude utilise la vérité terrain comme entrée pour réaliser la classification. Nous ap-
prenons donc à classer les surgemes et évaluons les performances de l’apprentissage à
travers différentes métriques d’évaluation.
La figure 3.18a montre les performances de reconnaissance en utilisant le classifieur des
K-Plus proches Voisins (K-PPV), faisant varier le nombre de voisin ainsi que le degré d’ap-
proximation utilisé pour l’extraction d’attributs. Nous constatons que les résultats sont éle-
vés et qu’en utilisant peu de voisins, typiquement un, les performances atteignent 97,4%
en moyenne, sans prendre en compte le degré d’approximation polynômiale. Toutefois,
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(b) Performance de classification avec C-MVS.
FIGURE 3.18: Graphique des performances de reconnaissance avec les deux classifieurs
étudiés.
lorsque le nombre de voisins augmente, le taux de reconnaissance diminue. Bien qu’un
nombre faible de voisins permette une meilleure classification, la réponse du classifieur
se veut plus robuste lorsque le nombre de voisins est élevé car la comparaison se fait avec
un plus grand nombre d’échantillons. Cependant, cela montre également que les classes
de surgemes ne sont pas si éloignées les unes des autres dans l’espace de représentation.
Employer un voisin semble donc plus performant, mais dans la pratique ce paramètre aug-
mentera la sensibilité aux erreurs de classification. Dans notre cas, utiliser 3 ou 5 voisins
semble cohérent par rapport à la taille de la base de données. En analysant le degré d’ap-
proximation employé pour réaliser l’extraction d’attributs caractéristiques, nous consta-
tons également que les performances sont variables, favorisant alors les polynômes de de-
gré faible, en l’occurrence Poly1 et Poly3.
Dans le cas de la figure 3.18b, nous constatons que, lorsque les erreurs de classification
sont peu pénalisées, les performances sont très faibles, de l’ordre de 18%, quel que soit le
degré d’approximation employé. Néanmoins, lorsque nous cherchons à pénaliser les mau-
vaises classifications en augmentant la valeur deC, nous voyons que les performances aug-
mentent mettant en avant l’importance des échantillons situés à l’intersection des classes.
Le paramètreC affecte les frontières des classes en les déformant afin d’éviter les erreurs de
classification. Ainsi, lorsque C ∈ [103,1010], indiquant une forte pénalisation des erreurs,
les performances de reconnaissance sont similaires avec l’emploi d’un classifier K-PPV. De
la même manière qu’avec le précédent classifieur, les performances augmentent égale-
ment lorsque le degré d’approximation polynômiale est réduit. De ce fait, en utilisant un
polynôme de degré 1, les performances de reconnaissance atteignent 96,2%.
Nous remarquons donc que l’impact du degré d’approximation polynômiale influe de ma-
nière significative sur les performances des classifieurs. Là où un polynôme d’ordre 7 ou
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5xPPV ]%%E%% ± %E%% 9%E74 ± ]4E]% 95E]5
MVS 95E%% ± ]%E%% 88E89 ± g3E57 9]E84
5xPPV 88E89 ± ]6E67 96E3% ± ]]E]] 9gE44
MVS 85E93 ± ggE47 9gE59 ± ]4E7% 89E]3
5xPPV 89E8] ± ]5E47 88E89 ± ggE%5 89E35
MVS 96E3% ± ]]E]] 94E44 ± ]6E67 95E36
5xPPV ]%%E%% ± %E%% 94E44 ± ]6E67 97E]4
MVS ]%%E%% ± %E%% 94E44 ± ]6E67 97E]4
5xPPV 96E3% ± ]]E]] ]%%E%% ± %E%% 98E]]
MVS 96E3% ± ]]E]] ]%%E%% ± %E%% 98E]]
5xPPV ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
MVS 88E89 ± 33E33 88E89 ± 33E33 88E89
5xPPV 96E3% ± ]]E]] ]%%E%% ± %E%% 98E]]
MVS 96E3% ± ]]E]] ]%%E%% ± %E%% 98E]]
5xPPV ]%%E%% ± %E%% 94E44 ± ]6E67 97E]4
MVS ]%%E%% ± %E%% 94E44 ± ]6E67 97E]4
5xPPV ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
MVS ]%%E%% ± %E%% 94E44 ± ]6E67 97E]4
5xPPV ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
MVS ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
5xPPV ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
MVS ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
5xPPV ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
MVS ]%%E%% ± %E%% ]%%E%% ± %E%% ]%%E%%
5-PPV 97,61 ± 4,53 97,07 ± 6,72 97,29
MVS 96,56 ± 8,26 95,68 ± 11,52 96,07
Performance moyenne
Vérité terrain A
Classification
Se déplacer pour attendre
Vérité terrain A
Classification
Se déplacer vers le centre
Vérité terrain A
Classification
Se déplacer pour terminer
Vérité terrain A
Classification
Se positionner sur la cible
Vérité terrain A
Classification
Insérer le pion dans la cible
Vérité terrain A
Classification
Relâcher le pion
Vérité terrain A
Classification
Attraper le pion
Vérité terrain A
Classification
Extraire le pion
Vérité terrain A
Classification
Se déplacer vers la cible
Vérité terrain A
Classification
Attendre
Vérité terrain A
Classification
Atteindre le pion
Vérité terrain A
Classification
Se positionner pour
attraper le pion
Vérité terrain A
Classification
F]
[v]
Surgeme Méthode Classifieur
Précision
[Moyenne ± Ecartxtype v]
Rappel
[Moyenne ± Ecartxtype v]
Tableau 3.3: Rappel, précision et score F1 pour chaque surgeme en utilisant la vérité terrain.
9 permet de modéliser avec plus de précision les signaux, un polynôme d’ordre 1 ou 3
généralisera cette modélisation. L’impact se fait ressentir puisque ce sont les polynômes
d’ordre inférieur qui permettent de généraliser les signaux, autorisant des scores de re-
connaissance plus élevés. Pour la suite de l’étude, nous souhaitons réaliser un compromis
entre performance et généralisation. Nous utiliserons donc un polynôme de degré 5 pour
modéliser les signaux dans l’étape d’extraction d’attributs. De plus, afin d’éviter une étude
exhaustive, nous avons également choisi le paramètre optimal à employer pour chaque
classifieur en se basant sur les résultats des figures 3.18a et 3.18b. Ainsi, le K-PPV se fera
avec 5 voisins et le C-MVS utilisera une pénalisation deC= 103.
L’analyse détaillée des performances de reconnaissance de chaque surgeme est présentée
dans le tableau 3.3, ainsi que les matrices de confusion correspondantes dans la figure 3.19.
Les résultats présentés sont moyennés sur l’ensemble des sessions utilisées dans le modèle
de validation croisée. Nous fournissons moyenne et écart-type pour chaque valeur de rap-
pel et précision extraite à partir des matrices de confusion des figures 3.19a et 3.19b. En
analysant le tableau, nous remarquons que les scores de rappel et précision sont élevés,
certains atteignant 100% quel que soit le classifieur utilisé. Logiquement, les scores F1 sont
également élevés montrant la qualité d’apprentissage et de reconnaissance de l’approche
développée. Néanmoins, nous remarquons que dans certains cas, l’écart-type est élevé, in-
diquant de fortes variations. Dans ce cas, nous supposons que cela provient des données
et qu’une ou plusieurs trajectoires ne permettent pas d’obtenir des scores aussi élevés,
remettant en cause la qualité desdites données. Les performances moyennes sont légère-
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(b) Matrice de confusion avec les C-MVS.
FIGURE 3.19: Matrices de confusion représentant les répartitions de classification par rap-
port aux surgemes de référence en se basant sur la vérité terrain.
ment meilleures avec le classifieur K-PPV utilisant 5 voisins, avec lequel nous atteignons
des moyennes de 97,61%, 97,07% et 97,29% en rappel, précision et score F1 respectivement.
Les matrices de confusion des figures 3.19a et 3.19b montrent les scores de reconnaissance
pour chaque classe de surgeme. Nous constatons que la plupart des surgemes sont très
bien reconnus (les valeurs sur la diagonale indiquant les taux de reconnaissance). Néan-
moins, le surgeme Attendre entraîne quelques vrais négatifs, c’est-à-dire des confusions
dans la prédiction avec d’autres surgemes similaires et proches, de l’ordre de 8% à 11%
suivant le classifieur utilisé. Bien que ces valeurs soient minimes, elles indiquent néan-
moins que nous devons prêter attention à ces surgemes dans la suite de notre étude.
Au travers de ces premiers résultats, nous constatons que notre système est largement
capable d’apprendre et de reconnaître les surgemes lorsque nous utilisons la vérité ter-
rain comme référence d’entrée. Nous souhaitons donc évaluer de la même manière les
performances de reconnaissance en utilisant en amont la méthode de segmentation non-
supervisée proposée, afin de l’appliquer cette fois-ci aux dexemes.
Étude ValidationReconnaissance.
Cette étude utilise la totalité du processus décrit dans ce chapitre. Partant des données,
nous segmentons les trajectoires pour en extraire les dexemes. Nous classifions ensuite
ces derniers afin de reconnaître les surgemes réalisés. De la même manière que l’étude
précédente, nous évaluons les performances de reconnaissance globale et nous analysons
également les résultats obtenus pour chaque surgeme.
D’après les courbes des figures 3.20a, 3.20b et 3.20c, nous constatons que la métrique de
segmentation employée pour sélectionner les meilleurs délimiteurs temporels influe sur
les performances de reconnaissance. Avec la métrique de Hausdorff (figures3.20a), les per-
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(a) K-PPV + Hausdorff.
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(b) K-PPV + Fréchet.
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(c) K-PPV + DTD.
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(d) C-MVS + Hausdorff.
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(e) C-MVS + Fréchet.
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(f) C-MVS + DTD.
FIGURE 3.20: Graphique des performances de reconnaissance avec les deux classifieurs
étudiés ainsi que les différentes métriques de segmentation utilisées.
formances de reconnaissance atteignent 76,7% pour un nombre de 7 voisins et un degré
d’approximation polynômiale de 7. En utilisant la métrique de Fréchet, nous atteignons
un score de 78,4% avec 5 voisins et un degré d’approximation de 7. Enfin, en utilisant la
métrique de Déformation Temporelle Dynamique, les scores de reconnaissance atteignent
78,2% avec un paramètre de 5 voisins pour le K-PPV et une approximation polynômiale de
degré 5. En analysant la tendance générale des courbes, nous voyons également que sui-
vant le paramètre et la métrique de similarité choisie, l’influence des paramètres est dis-
cutable. Dans le cas de la figure 3.20c, les variations sont faibles quels que soient les para-
mètres d’extraction d’attributs et de classification. Cela indique donc une meilleure robus-
tesse dans l’apprentissage, favorisant l’utilisation de cette configuration. De manière gé-
nérale, ce sont cette fois-ci les approximations d’ordres 5 et 7 qui fournissent les meilleurs
résultats, en se basant sur un nombre de 5 voisins pour la classification.
De l’autre côté, les figures 3.20d, 3.20e et 3.20f ne sont pas très différentes les unes des
autres. En effet, la tendance générale est similaire quelle que soit la configuration utili-
sée, favorisant néanmoins la métrique de Déformation Temporelle Dynamique qui per-
met d’atteindre un maximum de 77,5% lorsque C ∈ [103,1010]. De plus, dans cette plage
de pénalisation, nous remarquons que le classifieur C-MVS atteint des limites et que les
différents paramètres n’influent que très peu sur la reconnaissance.
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5hPPV 85âF[ ± 6â%5 9]â77 ± 4â%] 89â[7
MVS 8]â7% ± 5â47 94â%5 ± 6â64 88â67
5-PPV 72,75 ± 18,73 81,39 ± 21,03 76,83
MVS 75,93 ± 14,10 77,22 ± 24,89 76,57
5-PPV 31,48 ± 24,22 41,67 ± 39,53 35,86
MVS 32,96 ± 19,82 45,37 ± 36,59 38,18
5hPPV 64â8[ ± [8â99 65â74 ± [7â4F 65â%7
MVS 56â]F ± ][â77 ]8â89 ± [9â98 46âFF
5-PPV 89,07 ± 16,81 73,33 ± 11,37 80,44
MVS 72,04 ± 13,28 85,74 ± 13,95 78,29
5-PPV 85,19 ± 22,74 83,33 ± 25,00 84,25
MVS 82,59 ± 26,97 88,89 ± 22,05 85,63
5hPPV 6%â96 ± 4[â48 57â4[ ± ]7â[4 6FâF6
MVS 6[â]F ± ]9â]F 66â67 ± 4[â46 6]â87
5-PPV 68,52 ± 24,22 82,22 ± 26,82 74,75
MVS 62,96 ± 33,10 65,56 ± 36,09 64,23
5hPPV 77âF4 ± %8âF6 54â6] ± %5âF4 6]â9]
MVS 74âF7 ± %6â5F 54â6] ± []â89 6%â88
5-PPV 100,00 ± 0,00 68,52 ± 24,22 81,32
MVS 100,00 ± 0,00 79,63 ± 24,69 88,66
5-PPV 92,59 ± 14,70 94,44 ± 16,67 93,51
MVS 96,30 ± 11,11 87,96 ± 19,14 91,94
5-PPV 100,00 ± 0,00 92,59 ± 14,70 96,15
MVS 100,00 ± 0,00 87,04 ± 20,03 93,07
5-PPV 77,45 ± 18,02 74,09 ± 21,93 75,13
MVS 74,85 ± 18,45 72,65 ± 23,28 73,17
Performance moyenne
SegE Auto R
Classification
Se déplacer pour attendre
SegE Auto R
Classification
Se déplacer vers le centre
SegE Auto R
Classification
Se déplacer pour terminer
SegE Auto R
Classification
Se positionner sur la cible
SegE Auto R
Classification
Insérer le pion dans la cible
SegE Auto R
Classification
Relâcher le pion
SegE Auto R
Classification
Attraper le pion
SegE Auto R
Classification
Extraire le pion
SegE Auto R
Classification
Se déplacer vers la cible
SegE Auto R
Classification
Attendre
SegE Auto R
Classification
Atteindre le pion
SegE Auto R
Classification
Se positionner pour
attraper le pion
SegE Auto R
Classification
F[
[d]
Surgeme Méthode Classifieur
Précision
[Moyenne ± Ecarthtype d]
Rappel
[Moyenne ± Ecarthtype d]
Tableau 3.4: Rappel, précision et score F1 pour chaque surgeme en utilisant notre approche
de reconnaissance.
D’après cette analyse, nous remarquons que notre choix dans l’étude précédente se ré-
vèle cohérent. En effet, quel que soit le classifieur choisi ou son paramètre, l’approxima-
tion polynômiale d’ordre 5 permet un bon compromis entre généralisation des données et
spécificité. De la même manière que dans l’étude précédente, nous utiliserons donc ce pa-
ramètre pour l’étude approfondie des surgemes, ainsi qu’un nombre de voisins de 5 pour
le K-PPV et une pénalisation de C = 103 pour le C-MVS, nous permettant d’atteindre des
scores de reconnaissance de 78,2% et 77,1% avec la métrique de Déformation Temporelle
Dynamique.
Comme l’étude précédente, le tableau 3.4 et la figure 3.21 présentent une analyse détaillée
des performances de notre approche de segmentation non-supervisée, combinée à la clas-
sification. D’après le tableau 3.4, nous remarquons que le K-PPV avec un nombre de 5
voisins offrent des performances légèrement supérieures, de l’ordre de 2% en moyenne,
à celles du classifieur C-MVS avec le paramètre optimal. Les scores de rappel et préci-
sion sont néanmoins inférieurs ici d’environ 20% en moyenne du fait de l’utilisation de
la technique de segmentation. Néanmoins, les scores sont très encourageants car certains
surgemes tels que Se déplacer pour attendre et Se déplacer pour terminer sont appris puis
reconnus avec un rappel et une précision de 100%. À l’inverse, d’autres surgemes tels que
Se positionner pour attraper le pion, Attraper le pion et Se positionner sur la cible atteignent
des scores de rappel et précision plus faibles. Ces résultats sont discutés dans le paragraphe
suivant. Enfin, nous constatons que les surgemes les plus importants tels que Extraire le
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(a) Matrice de confusion avec les K-PPV.
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(b) Matrice de confusion avec les C-MVS.
FIGURE 3.21: Matrices de confusion représentant les répartitions de classification par rap-
port aux surgemes de référence avec notre approche de reconnaissance.
pion, Se déplacer vers la cible et Insérer dans la cible sont reconnus avec des scores élevés.
En complément, les matrices des figures 3.21a et 3.21b présentent les mêmes caractéris-
tiques, avec des scores moins élevés que lors de l’utilisation de la vérité terrain, mais très
largement acceptables. De plus, grâce à ces matrices, nous observons que le surgeme At-
tendre crée toujours des perturbations dans la reconnaissance, réduisant les scores de rap-
pel d’autres surgemes. Ces effets sont également discutés dans le paragraphe suivant.
Pour notre dernière étude, nous souhaitons également analyser la qualité de la reconnais-
sance en prenant en compte l’aspect temporel de la tâche. Pour cela, nous utilisons la mé-
trique de recouvrement. La figure 3.22a permet d’analyser la chronologie des surgemes
provenant de l’annotation manuelle (en rouge) avec la chronologie reconnue par notre
approche de reconnaissance (en noir). Dans ce cas, la configuration utilisée repose sur
le paramétrage obtenu avec la métrique DTD pour la segmentation, le classifieur K-PPV
avec 5 voisins et l’approximation polynômiale d’ordre 5. Le score de recouvrement pour
l’exemple présenté est de 81,1%, ce qui signifie que nous avons reconnu le bon geste au
bon moment plus de 8 fois sur 10. De manière plus générale, la moyenne du recouvre-
ment sur l’ensemble de la base de données est de 81,9% avec un écart-type de 2,4% sur
la totalité des trajectoires. De plus, afin de visualiser le résultat en trois dimensions, nous
utilisons la trajectoire correspondante à la chronologie de la figure 3.22a sur laquelle nous
avons coloré chacun des surgemes. Cette trajectoire est visible sur la figure 3.22b. Ainsi,
nous pouvons comparer cette dernière avec son homologue de la figure 3.22c, coloré grâce
aux reconnaissances des surgemes en utilisant l’approche proposée dans ces travaux.
Pour conclure, nous constatons que notre approche de classification fournit de très bonnes
performances, et que la combinaison de la segmentation non-supervisée avec la classifi-
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(b) Visualisation 3D des surgemes de référence.
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(c) Visualisation 3D des surgemes reconnus.
FIGURE 3.22: Comparaison spatiale et temporelle des surgemes de références et des sur-
gemes reconnus par notre approche de reconnaissance.
cation atteint un score d’environ 75% (score F1), très encourageant pour la poursuite de
ces travaux.
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3.3.5 Analyse et discussion
Dans cette partie, nous abordons certains aspects de notre méthode de reconnaissance
en détaillant les points clés ainsi que les modifications envisageables. Nous discutons éga-
lement des résultats présentés précédemment.
3.3.5.1 Segmentation non-supervisée
L’approche de segmentation et reconnaissance proposée dans ces travaux est inno-
vante dans le sens où, à notre connaissance et au moment de la rédaction de ce manuscrit,
aucune publication ne fait référence à une telle méthodologique pour la reconnaissance
des gestes chirurgicaux. Toutefois, de récents travaux [Zhou 2015b] abordent l’aspect de
segmentation en appliquant des algorithmes de classification. De cette manière, les au-
teurs cherchent à détecter les points caractéristiques des courbes, puis à segmenter cette
dernière en apprenant à reconnaître ces points. Cette approche, complexe et particulière-
ment supervisée, fournit des résultats mitigés en termes de rappel et précision, montrant
que l’approche développée comporte encore quelques faiblesses. De plus, aucune analyse
de gestes n’a été réalisée à partir de cette méthode. L’approche proposée dans ce manus-
crit diffère des travaux de la littérature en ce sens qu’elle introduit une nouvelle approche
multi-granularité, indépendante de l’aspect temporel durant la réalisation de la tâche et
mettant en avant les étapes nécessaires pour le prétraitement des données. Nous souhai-
tons dans la suite aborder certains points méthodologiques développés au travers de ce
chapitre.
Prétraitement des données.
Le prétraitement des données est une étape très importante dans la phase de segmenta-
tion. Les données cinématiques et le calcul de signaux invariants en rotation et transla-
tion peuvent fournir une quantité d’informations importantes pour la reconnaissance des
gestes chirurgicaux.
Lors d’analyses préliminaires, nous cherchions à évaluer l’impact des signaux sur la re-
connaissance. Partant de l’intuition que seules les positions peuvent suffire pour réaliser
la segmentation et la reconnaissance, nous avons réalisé les études présentées précédem-
ment. Néanmoins, s’appuyer sur les informations de position uniquement fût un échec car
les scores de reconnaissance ne dépassaient pas les 35%. Nous avons donc modifié notre
structure de données en nous appuyant sur les travaux de Cifuentes et al. [Cifuentes 2013]
qui utilisent les quaternions pour la représentation des orientations, réduisant le nombre
de signaux à traiter. De plus, nous remarquons que la majorité des travaux développés à
l’université de John Hopkins [Lin 2005, Lin 2006, Reiley 2008, Reiley 2010, Béjar Haro 2012,
Tao 2012, Tao 2013, Zappella 2013, Lea 2015] utilisent une quantité d’informations ciné-
matiques très importante (78 variables cinématiques au total), représentant notamment
positions, orientations et vitesse des instruments ainsi que des interfaces de manipulation.
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Afin de réaliser l’apprentissage, leurs approches emploient généralement une réduction de
dimension comme présenté dans le chapitre 2, perdant alors toute information quant à la
pertinence de certains signaux ainsi que des grandeurs physiques correspondantes. Dans
notre cas, l’utilisation de ce type d’approche n’a apporté aucune amélioration pour la re-
connaissance des gestes chirurgicaux.
Dans nos travaux de thèse, nous nous concentrons sur l’utilisation de variables signifi-
catives. Un total de 24 variables nous permet de représenter les mouvements des outils
de manière complète et utilisable dans le cadre de la reconnaissance comme le prouvent
les résultats présentés. Cette trame plus courte permet également d’accélérer les temps de
calcul. Bien que la méthodologie ne soit actuellement applicable que hors-ligne, nous sou-
haiterions y remédier dans une poursuite de ces travaux.
Enfin, notre approche de filtrage, suivie d’une normalisation, comme précédemment em-
ployée par Lin et al. [Lin 2005, Lin 2006] nous permet de réduire la variabilité intra- et in-
terpersonnelle, nous autorisant également à effectuer l’analyse des signaux de manière
multidimensionnelle sans contraintes d’échelles.
Sélection des délimiteurs temporels par persistance.
Utilisant la notion de simplification topologique associée à la notion de persistance, la
sélection des délimiteurs temporels est l’étape clé du processus de segmentation non-
supervisée. Nous avons souhaité évaluer les performances de ce type d’approche pro-
metteuse, permettant de fournir des informations intéressantes d’un point de vue spatio-
temporel. Néanmoins, cette sélection est réalisée par l’utilisation d’un seuil de persistance
qui doit être défini en amont par l’utilisateur. Nous avons entrepris plusieurs expériences
afin d’estimer de manière empirique les seuils à utiliser pour chacun des signaux contenus
dans la trame de traitement. Il est à noter que pour l’ensemble des expériences, les seuils
de segmentation sont restés identiques.
Une amélioration de ces travaux peut également concerner l’évaluation du seuil optimal
à utiliser pour chaque signal. L’utilisation d’algorithmes évolutionnistes peut être une al-
ternative intéressante pour faire évoluer le jeu de paramètres et observer les résultats de
reconnaissance [Cully 2015]. La convergence de ces algorithmes peut alors permettre de
détecter le jeu de paramètres optimal à utiliser, en se basant sur une base de données plus
importante.
Métriques de similarité.
Les métriques de Hausdorff et de Fréchet ont été rapidement exclues au vu de leurs taux
de reconnaissance inférieurs à ce que nous pouvons atteindre en utilisant les Déforma-
tions Temporelles Dynamiques. Cette dernière métrique a d’ailleurs prouvé sa supériorité
dans certains travaux de la littérature [Morris 2009, Wang 2013]. Cependant, l’algorithme
de Déformation Temporelle Dynamique possède deux principaux inconvénients. Le pre-
mier est le temps de calcul qui, par l’emploi de méthodes plus évoluées et l’utilisation
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de contraintes pour l’alignement des séquences temporelles pourrait être réduit. De plus,
l’utilisation de cet algorithme pour l’analyse multidimensionnelle peut s’avérer complexe
et demande quelques prérequis. Ten Holt et al. [Ten Holt 2007] ainsi que Shokoohi-Yekta
et al. [Shokoohi-Yekta 2015] ont étudié le problème de reconnaissance de gestes humains
en se basant sur des comparaisons multidimensionnelles. Leurs résultats confirment que
cette approche est supérieure à une analyse unidimensionnelle seulement dans le cas où
les signaux sont normalisés, comme dans notre approche. Ils affirment également que la
présence de bruits dans les données peut rapidement perturber l’algorithme, faussant les
résultats. Encore une fois, notre fonction de filtrage permet de minimiser ces problèmes,
motivant d’autant plus l’intérêt du prétraitement des données. De futurs travaux peuvent
tout de même évaluer l’influence de la dimension d’analyse en termes de performances de
reconnaissance.
Étude de vérification.
Notre étude de vérification nous permet d’analyser la qualité de la segmentation d’un point
de vue visuel. En effet, dans ce contexte d’étude, réaliser une comparaison avec une seg-
mentation manuelle faite par un opérateur n’a que peu de sens, pour plusieurs raisons. La
première est que nous faisons l’hypothèse que les segments de trajectoires (les dexemes)
permettent de représenter une intention dans le geste. Nous cherchons alors des points
caractéristiques permettant de définir les limites de ces intentions, nous donnant ainsi un
ensemble de délimiteurs temporels de la trajectoire. Cependant, l’intention n’est pas uni-
quement indiquée par des points caractéristiques dans une trajectoire mais plutôt par une
volonté, dirigée par l’expérience de l’opérateur, sa dextérité ainsi que ses connaissances
procédurales de la tâche en cours. La seconde raison est que la segmentation manuelle est
subjective et dépend de l’opérateur employé pour réaliser cette tâche. Ainsi, chaque per-
sonne effectuera une segmentation différente suivant sa perception, son apprentissage et
son expertise dans le domaine. Enfin, la troisième raison est que le niveau d’échelle pour
l’analyse entre notre segmentation et une référence experte est différent. Là où l’homme
observe, analyse et comprend la totalité de la trajectoire, les algorithmes s’emploient à
trouver des points caractéristiques ou définir des segments pertinents, ne prenant généra-
lement en compte qu’une sous-partie de la trajectoire. Ces travaux s’applique uniquement
à l’analyse visuelle du résultats sur les trajectoires, mais une évaluation plus poussée devra
être menée afin de quantifier les performances de l’approche de segmentation proposée.
3.3.5.2 Classification et reconnaissance
Bien que la segmentation non-supervisée soit la principale contribution de ce chapitre,
nous souhaitons également discuter certains points concernant l’étape de classification
pour la reconnaissance.
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Extraction d’attributs.
Dans ce travail, nous nous concentrons sur le calcul d’extraction d’attributs caractéris-
tiques provenant des signaux à des fins de classification. L’approche utilisée par approxi-
mation polynômiale fournit une description complète et vraisemblablement discrimi-
nante des surgemes considérés dans cet entraînement. Comme nous l’avons présenté dans
les résultats, l’ordre d’approximation influence fortement les performances des différents
classifieurs. D’un côté, nous pouvons argumenter que l’utilisation d’un ordre élevé permet
de représenter au mieux les données, avec le moins de perte d’information. Cependant,
l’idée générale est de détecter des gestes humains dans une base de données impliquant
de la variabilité dans l’exécution. De ce fait, nous souhaitons modéliser du mieux pos-
sible les différents gestes afin de pouvoir généraliser la reconnaissance à d’autres opéra-
teurs ainsi que d’autres tâches d’entraînement. Dans notre cas, l’utilisation de polynômes
d’ordres faibles a permis de réaliser cette généralisation, améliorant les performances
de reconnaissance. Toutefois, afin de maximiser le ratio entre performance et générali-
sation, nous avons choisi l’utilisation d’un polynôme d’ordre 5 afin d’éviter les effets de
sur-apprentissage. En sortie, nous obtenons un vecteur caractéristique de 72 coefficients
par instrument (polynôme de degré 5 impliquant 6 coefficients par signal, avec 12 signaux
par instrument), suffisant pour représenter l’ensemble des informations et de taille raison-
nable pour pouvoir réaliser par la suite du calcul en ligne.
Néanmoins, une alternative à notre approche peut être d’étudier en détail les différents
descripteurs qui existent, tels que ceux implémentés dans la librairie PCL, afin de définir
un vecteur d’attribut peut être plus pertinent et performant pour notre approche.
Algorithmes de classification.
Nos études de validation comprennent l’utilisation de deux classifieurs que sont les K-Plus
Proches Voisins, ainsi que les Machines à Vecteurs de Support. Les C-MVS sont très em-
ployées dans le domaine de la classification de par leur paramétrage complet, leur rapidité
de résolution d’un problème de discrimination et leur capacité de réduction des informa-
tions. Les classes ne sont ainsi plus représentées par des échantillons annotés mais par un
ensemble d’hyperplans adaptatifs. De l’autre côté, l’algorithme des K-Plus Proches Voisins
s’appuie sur l’ensemble des données pour la classification, rendant les calculs parfois
longs lorsque l’on emploie un nombre de voisins important. Ces approches ne nécessitent
aucun modèle statistique temporel de la tâche, les rendant ainsi très intéressantes dans
notre application visant une méthode non-supervisée. Le K-PPV possède également des
avantages indéniables que nous discutons dans la suite de ce paragraphe.
Petitjean et al. [Petitjean 2011, Petitjean 2014] montrent que l’utilisation des K-PPV asso-
ciée à une analyse en utilisant l’algorithme de Déformation Temporelle Dynamique peut
accélérer la classification. Dans ces travaux, les auteurs construisent grâce aux DTD une
séquence moyenne des signaux, puis réalisent une comparaison avec les K-PPV basée uni-
quement sur cette séquence. L’intérêt est double. Tout d’abord la vitesse d’exécution est
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améliorée car les comparaisons ne s’effectuent qu’entre deux échantillons : l’échantillon à
tester et l’échantillon moyen, permettant de réaliser une classification par rapport à cette
distance. Le deuxième avantage est sans aucun doute la construction d’une séquence
moyenne en prenant en compte les caractéristiques spatio-temporelles des différentes
séquences de la base de données. Une application directe de ces travaux est l’utilisation
d’un tel type d’algorithme pour construire un ensemble de dexemes moyens, considérés
alors comme optimaux, afin de réaliser la comparaison d’un nouvel échantillon avec ces
représentations optimales. L’intérêt réside tout particulièrement dans la généralisation du
geste et la vitesse de calcul, mais également dans la construction d’une trajectoire opti-
male à réaliser. Ainsi, ces trajectoires peuvent être employées pour fournir un retour visuel
à l’opérateur. De telles applications ont déjà été introduites par Padoy et al. [Padoy 2011]
où le système affiche la trajectoire qu’il réalisera automatiquement. Ce type d’approche
mériterait plus d’attention dans les années à venir pour parfaire les systèmes d’entraîne-
ment en chirurgie robotisée.
Études de validation.
Nos études de validation ont été réalisées avec une base de données de neuf trajectoires
provenant de trois sujets ayant des niveaux d’expertise différents. Néanmoins, cela reste
peu par comparaison avec les travaux de la littérature où certains acquièrent plus de
25 répétitions par tâche [Dosis 2005, Béjar Haro 2012, Tao 2012, Tao 2013, Zappella 2013,
Lea 2015]. Ainsi, cette étude n’est qu’une première étape à de futurs développements
sur des bases de données plus importantes, notamment celle présentée par Gao et al.
[Gao 2014].
Concernant les performances de reconnaissance des surgemes, les résultats démontrent
que l’approche basée sur la segmentation non-supervisée fournit des performances in-
férieures à un apprentissage direct des surgemes provenant de la vérité terrain, comme
c’est le cas dans la très grande majorité des travaux de la littérature. Néanmoins, les per-
formances obtenues, de l’ordre de 75% de reconnaissance et d’un recouvrement d’environ
82%, permettent d’encourager ce type d’approche, même si actuellement une disparité
existe dans les performances de reconnaissance de chaque surgeme. C’est notamment le
cas avec les surgemes Se positionner pour attraper le pion, Attraper le pion et Se positionner
sur la cible où les scores de rappel et précision sont les plus faibles. Ces erreurs sont dues à
la nature du geste mais également à la méthode de segmentation.
Durant une tâche bimanuelle de téléopération, l’opérateur possède ce que nous appe-
lons une main dominante et une main non-dominante [Ní Choisdealbha 2011]. Alors
que le contrôle de la main dominante est pleinement dépendant des compétences psy-
chomotrices de l’opérateur, la main non-dominante peut additionnellement être influée
par les problèmes de coordination, de découplage des mouvements et de spatialisation
[Jarrassé 2014, Dupin 2014]. Ces effets, principalement mis en avant lors d’exercices éva-
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luant la latéralité bimanuelle, s’appliquent tout particulièrement dans le cadre de la télé-
opération, générant ainsi des "perturbations" dans certains mouvements demandés. Dans
notre exercice, lorsque la main dominante est en mouvement et que la main-dominée est
supposée rester stable, cette dernière génère toutefois des trajectoires, similaire à celles
de la main dominante mais à échelle réduite. Il en résulte un "bruit" dans le mouvement,
non représentatif du geste à réaliser, qui affecte directement nos performances de recon-
naissance. Toutefois, l’approche de segmentation non-supervisée proposée est également
remise en cause. En effet, l’utilisation de l’ouverture et de la fermeture de la pince ne re-
présente pas une caractéristique assez forte parmi les 11 autres signaux utilisés dans notre
approche. Il serait donc intéressant d’augmenter son influence afin d’améliorer les capa-
cités de détection des surgemes Attraper le pion et Relâcher le pion. De la même manière,
les surgemes Attendre et Se positionner pour attendre son confondus. Cet effet est causé
par la technique de segmentation qui prend en compte l’aspect spatial des données, mais
néglige totalement l’aspect temporel. Ainsi, des informations complémentaires, comme la
norme de la vitesse, peuvent fournir des informations discriminantes pour améliorer leurs
distinctions.
Dans nos travaux, les surgemes les plus importants sont néanmoins correctement recon-
nus, avec des performances relativement élevées, laissant présager des applications spé-
cifiques destinées à améliorer l’entraînement pour l’acquisition des compétences tech-
niques nécessaires en chirurgie robotisée.
3.4 Conclusion
Dans ce chapitre, nous présentons une nouvelle approche pour la segmentation et
la reconnaissance des gestes à partir des trajectoires des instruments chirurgicaux. Cette
approche s’appuie dans un premier temps sur une segmentation non-supervisée, prenant
en compte uniquement les variations incluses dans les signaux acquis. Nous prétraitons
les données et calculons des signaux complémentaires invariants en rotation et transla-
tion permettant d’obtenir une signature complète pour le traitement et la reconnaissance
des surgemes. Afin de segmenter les trajectoires, nous utilisons une méthode récente de
détection de points caractéristiques que nous appliquons afin d’extraire un ensemble
de délimiteurs temporels dans ces trajectoires. Ces délimiteurs sont ensuite évalués avec
trois métriques caractérisant les déformations spatio-temporelles afin de garder les points
permettant de décrire les segments de trajectoires les plus hétérogènes.
Dans un second temps, nous réalisons une classification des différents segments. Nous
extrayons des attributs caractéristiques des signaux de chaque segment, puis nous em-
ployons des techniques d’apprentissage automatique pour la classification des segments.
Enfin, nous associons l’ensemble de ces segments classés afin de reconstituer les différents
gestes chirurgicaux.
Nous évaluons notre approche à travers deux études de validation permettant de quantifier
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les performances de notre méthode de classification, ainsi que d’évaluer les performances
complètes de la méthodologie proposée dans ce chapitre. Enfin, bien que les résultats
soient très encourageants, certaines évolutions sont envisagées afin d’améliorer les per-
formances de reconnaissance obtenues.
L’approche pour la reconnaissance des gestes chirurgicaux présentée dans ce chapitre a
pour objectif d’aider à l’évaluation des compétences techniques lors de l’entraînement en
chirurgie robotisée. Cependant, pour appliquer cette méthodologie, il est nécessaire d’ac-
quérir au préalable les trajectoires des instruments chirurgicaux, à l’aide d’un système ro-
botisé ou au minimum instrumenté. Le chapitre suivant présente notre seconde contribu-
tion scientifique qui aborde l’évaluation d’une nouvelle interface manuelle et sans contact
pour la commande de robots chirurgicaux, dans le cadre de l’entraînement en chirurgie
laparoscopique robotisée. Cette étude a pour objectif de mettre en avant l’utilisation de ce
type d’interface, moins onéreuse et très accessible, afin de contrôler un robot ou bien un
simulateur chirurgical.

CHAPITRE
4
Évaluation d’une nouvelle interface
sans contact pour l’entraînement en
chirurgie robotisée
Préambule
Ce chapitre présente notre seconde contribution pour l’entraînement en chirurgie ro-
botisée, en évaluant une nouvelle interface de commande destinée au contrôle des ro-
bots chirurgicaux et des simulateurs. Nous réalisons dans un premier temps l’état de
l’art des différents systèmes existants pour la commande de ces systèmes. Nous intro-
duisons ensuite la plateforme robotique de téléopération mise en place pour l’entraî-
nement aux gestes chirurgicaux. Puis, au travers d’une première étude de faisabilité,
nous démontrons l’utilisation de cette interface et quantifions les performances en en-
traînement. Enfin, nous montrons dans une seconde étude comment ce système peut
permettre d’évaluer le niveau d’expertise de l’opérateur.
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4.1 État de l’art des interfaces homme-machine pour la
commande des robots chirurgicaux
Dans le chapitre 3, nous avons introduit le développement d’une nouvelle approche
pour la segmentation et la reconnaissance des gestes chirurgicaux. Toutefois, cette métho-
dologie requiert au préalable l’acquisition de trajectoires des instruments chirurgicaux.
Dans ce chapitre, nous introduisons l’utilisation d’une nouvelle interface de commande
sans contact afin de contrôler les robots et simulateurs chirurgicaux, dans le but de géné-
rer ces trajectoires. À partir des données acquises, nous réalisons également une étude de
faisabilité pour l’utilisation de cette interface dans le cadre de l’entraînement en chirurgie
laparoscopique robotisée.
Depuis l’utilisation des premiers robots pour le médical [Kwoh 1988, Sackier 1994], les sys-
tèmes destinés à la chirurgie ont évolué ainsi que leurs dispositifs de commande. Ces dis-
positifs, appelés interfaces homme-machine, peuvent être de différentes natures selon leur
utilisation et leurs caractéristiques. Dans ce chapitre, nous décrivons de manière non-
exhaustive les différents types d’interfaces homme-machine existants pour les robots de
téléopération en chirurgie uniquement. Nous ne traiterons pas des systèmes de réhabi-
litation et rééducation, ni des systèmes de comanipulation qui répondent à des besoins
spécifiques et possèdent des architectures matérielles distinctes. Pour plus d’informations
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sur ces dispositifs, et pour une analyse exhaustive des systèmes existants notamment hap-
tiques, nous renvoyons le lecteur aux publications de Coles et al. [Coles 2011], Tobergte et
al. [Tobergte 2011], Simorov et al. [Simorov 2012] ainsi qu’aux travaux de thèse très détaillés
de Santos-Carreras [Santos-Carreras 2012b].
Après analyse de la littérature, nous avons classé les interfaces homme-machine permet-
tant de contrôler les robots chirurgicaux en deux grandes catégories. La première repré-
sente les interfaces dites haptiques, faisant intervenir, d’une part, le canal de communi-
cation qu’est le geste et, d’autre part, nécessitant une préhension manuelle et donc un
contact entre la main de l’opérateur et le dispositif. À l’inverse, la seconde catégorie re-
groupe l’ensemble des interfaces dites sans contact (ne nécessitant pas de contact tactile
entre l’opérateur et le dispositif), faisant intervenir des canaux de communication diffé-
rents telles que l’information vocale, l’information oculaire, l’information posturale ainsi
que l’information gestuelle.
4.1.1 Commande par interface haptique
La majorité des dispositifs robotisés destinée à la chirurgie emploient une ou des in-
terfaces haptiques. Ces interfaces permettent le contrôle généralement en position ou en
vitesse des instruments chirurgicaux. Ce type de dispositif est majoritairement répandu
par le fait qu’il autorise un retour kinesthésique provenant de l’interaction entre le corps et
le dispositif en question, interaction facilitant alors le retour proprioceptif vers l’opérateur.
Ces interfaces peuvent également permettre, suivant la technologie embarquée, un retour
d’effort vers l’opérateur pour améliorer l’interaction entre l’homme et l’environnement.
Nous présentons dans la suite de cette partie un aperçu de la littérature en décrivant les
systèmes les plus couramment utilisés. Nous structurons notre analyse suivant l’architec-
ture mécanique utilisée pour la conception de ces manipulateurs. Ces derniers peuvent
être de nature série ou parallèle (figure 4.1). La différence entre ces architectures est le
nombre de chaînes cinématiques employées pour relier l’opérateur à la console. Le choix
d’une architecture où d’une autre s’effectue en prenant en compte les caractéristiques
techniques de fonctionnement mais également l’espace de travail disponible et souhaité
pour le contexte de téléopération.
Manipulateur à structure mécanique série.
Les manipulateurs à structure mécanique série sont des systèmes robotisés composés d’un
ensemble de corps mécaniques reliés par des articuliations, constituant une chaîne ciné-
matique unique comme présentée sur la figure 4.1a. Comparées aux architectures méca-
niques parallèles, les architectures séries autorisent généralement un espace de travail plus
important avec un faible encombrement. Toutefois, les efforts utiles appliqués sur et ap-
plicables par l’effecteur sont généralement plus faibles ainsi que leur précision. Leur prin-
cipal avantage reste le prix, habituellement inférieur à celui des structures parallèles.
Dans la catégorie des manipulateurs séries mécaniques, nous pouvons citer les interfaces
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Opérateur
Console
(a) Manipulateur de type série.
Console
Opérateur
(b) Manipulateur de type parallèle.
FIGURE 4.1: Les principales architectures cinématiques des manipulateurs haptiques.
du robot Zeus (figure 4.2a) et du robot da Vinci (figure 4.2b) [Guthart 2000, Freschi 2013].
Ces dispositifs ont été certifiés pour une utilisation au bloc opératoire. La principale ca-
ractéristique qui les différencie est la cinématique de l’effecteur pour la préhension du
dispositif. Dans leurs versions actuelles, aucun retour d’effort n’a été développé pour ces
interfaces.
La commande des robots, et plus particulièrement chirurgicaux, peut également s’effec-
tuer à partir d’interfaces standardisées, adaptables à plusieurs plateformes robotisées.
C’est principalement le cas des interfaces industrielles développées par SensAble (fi-
gure 4.3a) et Haption (figure 4.3b).
Ces interfaces possèdent 6 degrés de liberté dans l’espace opérationnel cartésien, permet-
tant un contrôle total en rotation et translation de l’effecteur du robot. Les degrés de liberté
complémentaires correspondent à la réalisation d’une action comme l’ouverture ou la fer-
meture de la pince du robot. En complément, certains dispositifs sont équipés pour fournir
un retour d’effort dans l’espace opérationnel. Dans le cas du Phantom Omni, seuls les 3 de-
grés de liberté en translation sont soumis au retour d’effort, là où le Virtuose 6D fournit un
retour d’effort complet sur les 6 degrés de liberté dans l’espace opérationnel.
Manipulateur à structure mécanique parallèle.
En complément des manipulateurs séries, il existe également les manipulateurs à struc-
ture mécanique parallèle. Dans ce cas, les membres de l’opérateur sont reliés à la console
au travers plusieurs chaînes cinématiques comme indiqué sur la figure 4.1b. De plus en
plus utilisé comme interface de téléopération, ce type de dispositifs possède plusieurs
avantages. Ils permettent des mouvements plus rapides et autorisent des dynamiques
plus élevées du fait de la réduction du poids, notamment grâce au déport de l’actionne-
ment sur la base. De plus, comparée aux architectures mécaniques séries, la présence de
chaînes cinématiques fermées augmente les capacités de charge du robot et garantit une
meilleure précision.
Parmi les manipulateurs parallèles, nous retrouvons principalement des interfaces stan-
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(a) Console du robot Zeus.
Source: Université de Pittsburgh.
(b) Console du robot da Vinci Xi.
Source: Intuitive Surgical.
FIGURE 4.2: Interfaces de commande séries de robots chirurgicaux.
(a) Dispositif Phantom Omni.
Source: SensAble.
(b) Dispositif Virtuose 6D.
Source: Haption.
FIGURE 4.3: Dispositifs mécaniques séries pour la commande de robots.
dardisées, adaptables à plusieurs plateformes robotisées. C’est notamment le cas des
interfaces développées par Force Dimension, qui sont considérées comme l’une des réfé-
rences dans le domaine.
La principale différence entre les deux dispositifs présentés à la figure 4.4 est le nombre
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(a) Dispositif Omega.7.
Source: Force Dimension.
(b) Dispositif Sigma.7.
Source: Force Dimension.
FIGURE 4.4: Dispositifs mécaniques parallèles pour la commande de robots.
de degrés de liberté dans l’espace opérationnel soumis au retour d’effort. Dans le cas de
l’Omega.7, seules les translations et l’ouverture et fermeture de la pince en sont équipés.
Dans le cas du Sigma.7, les 7 degrés de libertés en sont équipés. Il est à noter qu’une ver-
sion modifiée de l’Omega.7, appelée Omega.3, autorise un retour d’effort sur 3 degrés de
liberté dans l’espace opérationne, et est actuellement utilisé en clinique pour manipuler
le Sensei Robotic Catheter System développé par Hansen Medical.
Dans le cadre de l’entraînement en chirurgie robotisée, il existe également des structures
mécaniques parallèles dites à câbles. C’est notamment le cas du SPIDAR [Murayama 2004]
et du dV-Trainer de chez Mimic Technologies (figure 4.5). Ces interfaces utilisent unique-
ment des câbles pour transmettre les mouvements de l’opérateur et permettent également
un retour d’effort.
Parmi les interfaces haptiques, il existe également une minorité de systèmes ne rentrant
pas dans les catégories présentées ci-dessus et faisant appel à d’autres technologies. C’est
notamment le cas du Maglev 200, développé par Butterfly Haptics, qui utilise le principe de
lévitation de Lorentz [Hollis 1993] et fournit 6 degrés de liberté dans l’espace opérationnel
tout supprimant les frottements.
4.1.2 Commande par interface sans contact
À l’opposé des interfaces haptiques, les interfaces dites sans contact permettent la
commande des robots en utilisant d’autres canaux de communication telles que l’infor-
mation vocale, l’information oculaire, l’information posturale ainsi que l’information ges-
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(a) Dispositif SPIDAR-G&G.
Source: Institut de Technologie de Tokyo.
(b) Plateforme d’entraînement dV-Trainer.
Source: Mimic Technologies.
FIGURE 4.5: Dispositifs à structures parallèles à câbles pour la commande de robots.
tuelle. Nous présentons dans la suite quelques exemples pour chaque canal de communi-
cation permettant la manipulation des robots chirurgicaux.
Manipulation par interface vocale.
Le contrôle des robots chirurgicaux peut se faire de manière vocale. Pour cela, le chirurgien
possède un micro fixé autour du cou ou au niveau de la tête afin de définir vocalement les
actions souhaitées. Initialement développé pour la commande du robot porte-endoscope
AESOP [Nathan 2006], ce type de manipulation a été ensuite utilisé pour contrôler le robot
LER (Light Endoscopic Robot) [Berkelman 2003]. La version industrielle du LER, nommée
ViKY, est développée et produite par la société EndoControl et également certifiée pour
une utilisation au bloc opératoire (figure 4.6). La commande vocale est disponible sur les
deux versions du robot : la version porte-endoscope et la version pour le positionnement
de l’utérus lors d’interventions gynécologiques.
À l’inverse d’une commande basée sur la gestuelle, la commande vocale ne permet pas un
positionnement fin du robot. Cette contrainte est notamment due à un manque d’infor-
mation lors de la communication car le vocabulaire employé est trop restreint pour réali-
ser des mouvements précis. Enfin, uniquement 3 degrés de liberté peuvent être facilement
pilotés par la voix.
Le principal avantage de la commande vocale reste la suppression de l’interface hap-
tique, libérant les mains du chirurgien ou de l’assistant durant l’intervention pour réaliser
d’autres actions.
Manipulation par suivi de la tête ou du regard.
De manière très similaire, les mouvements de la tête peuvent servir à commander des ro-
bots. Ce type d’interface a été employé par Nishikawa et al. [Nishikawa 2001] pour contrô-
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FIGURE 4.6: Robot ViKY porte endoscope contrôlé via une interface vocale.
Source: Endocontrol.
ler en temps-réel un système robotisé porte-endoscope à partir de marqueurs visuels que
sont les yeux du chirurgien et d’un marqueur placé sur son calot. Dans le même objectif,
Elle et al. [Elle 2002] ont équipé le chirurgien d’un capteur magnétique placé sur sa tête
pour réaliser le suivi des mouvements. Cette approche a été employée pour contrôler le
robot porte-endoscope EndoAssist [Gilbert 2009], comme présenté sur la figure 4.7.
Bien que ces interfaces ne requièrent aucune action manuelle de la part du chirur-
gien, elle peuvent entraîner de la fatigue et des troubles musculo-squelettiques (TMS)
[Santos-Carreras 2012a]. De plus, ce type de commande semble moins naturel du fait que
l’opérateur doit ixer le moniteur tout en déplaçant sa tête, ce qui peut entraîner perte d’at-
tention et fatigue oculaire.
Une solution alternative est d’utiliser l’information du regard qui est plus naturelle. Despi-
noy et al. [Despinoy 2013] présentent une plateforme robotique pilotée grâce à une com-
mande hybride basée sur le suivi du regard combiné à une interface haptique. Certains
mouvements sont automatisés par le regard, les autres sont pilotés via l’interface manuelle.
Il est à noter que dans les deux cas, pour le suivi de la tête et le suivi du regard, l’exécution
de gestes fins n’est pas réalisable du fait de la faible précision dans les mouvements de
la tête ainsi que du bruit important contenu dans le suivi du regard, obligeant également
l’opérateur à regarder un point fixe pour éviter le mouvement du robot.
Manipulation par suivi des mains.
L’analyse de la littérature fait également apparaître de nouvelles interfaces de commande
basées sur la capture de mouvements humains à partir de caméras. Plus spécifiquement
dans le cadre de la téléopération, les auteurs cherchent à détecter et suivre les mains
et les doigts de l’opérateur afin de reproduire leurs mouvements au travers du robot.
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FIGURE 4.7: Commande du robot EndoAssist par le suivi de la tête.
Source: Prosurgics.
Du et al. [Du 2012] utilisent une caméra Kinect de Microsoft pour suivre les mouve-
ments des mains de l’opérateur et contrôler un robot industriel. De la même manière,
Dragan et al. [Dragan 2013] comparent l’utilisation d’une Kinect avec des interfaces ma-
nuelles pour contrôler les mouvements d’un bras robotisé industriel. Enfin, Hernoux et
al. [Hernoux 2013] utilisent la Leap Motion pour capturer les mouvements d’un doigt de
l’opérateur durant une tâche d’écriture afin de reproduire la trajectoire générée avec un
robot industriel.
L’utilisation de ce type de manipulation est encore trop éloignée des applications médi-
cales. Ainsi, Padoy et Hager de l’Université John Hopkins ont travaillé sur la mise au point
d’une interface sans contact utilisant une Kinect pour contrôler les mouvements d’un bras
du robot da Vinci (figure 4.8 1). Cependant, leur travail ne traite de la commande que d’un
seul bras robotisé utilisé pour l’insertion d’une aiguille dans le cadre d’une suture, et né-
cessite quand même l’emploi des deux mains de l’opérateur, là où une interface haptique
n’en requerrait qu’une. L’ouverture et la fermeture de la pince est commandée par deux
états uniquement (main ouverte ou fermée, sans position intermédiaire), et tous les degrés
de liberté de l’instrument chirurgical ne sont pas commandés. L’utilisation de ces travaux
dans un contexte clinique n’est pas envisageable dans l’état actuel.
4.1.3 Analyse et discussion
Il existe différentes interfaces de commande dans la littérature permettant de piloter
les robots, et plus particulièrement les robots chirurgicaux. Ces interfaces sont classées ici
1. À notre connaissance, ces travaux n’ont fait l’objet d’aucune publication. Cependant, une vidéo est
accessible sur Internet à l’adresse suivante : https://youtu.be/YsY_A0kLh-g.
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FIGURE 4.8: Interface sans contact pour la commande d’un instrument du da Vinci.
Source: Travaux de Padoy et Hager, 2011
en deux grandes catégories que sont les interfaces haptiques dites avec contact, et les in-
terfaces sans contact ne requérant aucune interaction tactile entre la main de l’opérateur
et le dispositif. Dans le cas des interfaces haptiques, le chirurgien commande l’effecteur
du robot en mimant ses mouvements à travers l’interface mécanique, en contact direct
avec ses mains. Ce type de manipulation permet la réalisation de gestes fins et précis ce
qui est idéal pour l’utilisation en chirurgie laparoscopique robotisée. Cependant, dans le
cadre d’une utilisation au bloc opératoire, la nécessité du contact entre le dispositif et la
main du chirurgien ne permet plus à ce dernier d’être stérile. Une solution serait de draper
l’interface dans une housse stérile, ce qui réduirait drastiquement les capacités de mani-
pulation du clinicien. De plus, le coût de ces dispositifs est important du fait notamment
des coûts de recherche et développement, des coûts du matériel embarqué et des coûts de
maintenance.
Afin de résoudre ces problèmes, des développements ont été entrepris pour proposer de
nouvelles solutions innovantes, permettant de manipuler les systèmes robotisés tout en
supprimant l’interaction tactile entre la main de l’opérateur et le dispositif. C’est notam-
ment le cas des systèmes commandés par la voix ainsi que par les mouvements de la tête et
du regard. Néanmoins dans la pratique, ces types d’interactions ne permettent que la ma-
nipulation d’instrument (souvent la caméra endoscopique) qui nécessite moins de préci-
sion et de répétabilité qu’un geste chirurgical. Il est également à noter que ces interactions
ne favorisent pas une utilisation prolongée, car elles peuvent entraîner fatigue et TMS pour
le praticien.
De ce fait, certains travaux tentent de combiner les capacités de manipulation fine four-
nies par les interfaces haptiques avec l’emploi d’interfaces sans contact. Ces dernières, gé-
néralement basées sur des caméras (caméras stéréoscopiques ou caméras avec carte de
profondeur), capturent des images permettant le suivi des membres de l’opérateur, et no-
tamment de ses mains. Bien qu’améliorant l’espace de travail, la précision, la répétabilité
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et l’ergonomie, des développements sont néanmoins nécessaires pour améliorer le suivi
des mains et permettre la manipulation fine des instruments chirurgicaux à 7 degrés de
liberté.
Dans cette optique, Zhou et al. [Zhou 2014, Zhou 2015a] ont présenté une nouvelle ap-
proche, chronologiquement postérieure aux travaux présentés dans ce chapitre. Ces re-
cherches traitent du suivi des mains d’un opérateur afin de contrôler des instruments chi-
rurgicaux robotisés. Ce type d’interaction sans contact permet une commande complète
des 7 degrés de liberté de chaque instrument, tout en garantissant une hygiène et un envi-
ronnement stérile lors de la manipulation. De plus, le coût moindre du ou des dispositifs
employés (une ou deux caméras le cas échant), en fait une approche intéressante pour la
commande des robots chirurgicaux. Dans la suite de ce chapitre, nous présentons dans
un premier temps une étude de faisabilité pour l’utilisation d’une interface manuelle sans
contact associée à une plateforme robotisée destinée à l’entraînement aux gestes chirurgi-
caux. Une seconde étude démontre l’utilisation d’une méthodologie visant à différencier
les niveaux d’expertise en se basant sur les trajectoires acquises au travers de cette inter-
face.
4.2 Étude d’une nouvelle interface sans contact pour
l’entraînement en chirurgie robotisée
Dans cette partie nous décrivons en premier lieu la plateforme expérimentale mise en
place pour l’entraînement aux gestes chirurgicaux. Nous détaillons ensuite les dévelop-
pements apportés pour l’intégration d’une nouvelle interface manuelle sans contact afin
de piloter le robot Raven-II. Nous présentons enfin une première étude de faisabilité dans
laquelle nous comparons l’utilisation de cette interface sans contact avec une interface
haptique de référence.
4.2.1 Plateforme expérimentale pour l’entraînement en chirurgie
robotisée
La plateforme d’entraînement aux gestes chirurgicaux est composée d’un robot Raven-
II et de son contrôleur, d’une console avec un ordinateur et un moniteur, ainsi que de deux
interfaces homme-machine Sigma.7 (figure 4.9). Pour cette étude de faisabilité, nous com-
parons l’utilisation de cette interface haptique avec l’emploi d’une nouvelle interface ma-
nuelle sans contact qu’est la Leap Motion.
4.2.1.1 Le robot Raven-II
Le Raven-II est un robot de téléopération pour la chirurgie laparoscopique. Initiale-
ment développé dans le cadre d’un partenariat entre l’université de Washington et l’uni-
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FIGURE 4.9: La plateforme robotisée pour l’entraînement aux gestes chirurgicaux.
versité de Santa Cruz, ce système est aujourd’hui produit par la société Applied Dexterity.
L’objectif de ce robot est de fournir un système similaire au da Vinci, à moindre coût, auto-
risant la recherche et développement en robotique chirurgicale [Hannaford 2013]. Testé en
conditions extrêmes de téléopération [Lum 2009], nous utilisons ici ce robot dans le cadre
de l’entraînement aux gestes pour la chirurgie laparoscopique robotisée.
Le Raven-II (figure 4.10), se compose de deux bras articulés, tous deux conçus sur des ar-
chitectures mécaniques à câbles actionnées par 7 moteurs. Chaque bras dispose de 7 de-
grés de liberté dans l’espace opérationnel permettant de reproduire, de la même manière
que le robot da Vinci, tous les mouvements nécessaires à la réalisation de gestes chirurgi-
caux. Les principaux avantages de ce robot résident notamment dans sa conception très
compacte, sa faible inertie facilitée par le déport des actionneurs grâce à une transmission
par câbles, ainsi que son architecture logicielle ouverte permettant la modification du code
source pour l’implémentation de commandes avancées.
Du point de vue logiciel, le robot Raven-II repose sur un système Linux 10.04 LTS temps-
réel (application d’un patch préemptif) permettant d’effectuer la commande des moteurs
à une fréquence de 1kHz. Dans le cadre de la téléopération, les informations cartésiennes
des interfaces homme-machine sont utilisées pour réaliser la commande en position rela-
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Bras robotisé
Actionneurs
Tâche d’entraînement
Caméra + lumière froide
Contrôleur robot
Instrument chirurgical
FIGURE 4.10: Le robot Raven-II utilisé pour l’entraînement aux gestes en chirurgie laparo-
scopique robotisée.
tive du robot.
En complément de son architecture logicielle ouverte, le Raven-II possède des instruments
chirurgicaux interchangeables, qui grâce à un adaptateur autorise le montage des instru-
ments da Vinci. Dans sa version originale, le système est livré avec deux instruments porte-
aiguille que nous utiliserons dans la suite de ces travaux.
4.2.1.2 Les interfaces homme-machine
Pour commander les instruments chirurgicaux du Raven-II, nous disposons d’une
console équipée de deux interfaces Sigma.7 de chez Force Dimension, de trois écrans et
d’un repose bras (figure 4.11). Alors que l’écran central permet le retour visuel de l’image
endoscopique (fourni ici par caméra 3D), les écrans périphériques autorisent l’affichage
d’informations diverses. Cette console est également équipée d’une pédale pour activer le
fonctionnement du robot, permettant également de débrayer les interfaces afin de les re-
positionner dans leur espace de travail. Cette fonction, appelée "débrayage", sera utilisée
dans la suite de ces travaux. Dans le cadre de notre étude de faisabilité, nous avons égale-
ment équipé cette console d’une Leap Motion afin de réaliser la commande manuelle sans
contact du robot Raven-II.
L’interface haptique Sigma.7 dispose de 7 degrés de liberté générant avec 3 translations,
3 rotations et l’ouverture et fermeture de la pince. Idéal pour contrôler les instruments
chirurgicaux du Raven-II, cette interface possède des résolutions cartésiennes élevées
(0,0015mm en translation, 0,013deg en rotation et 0,006mm pour la préhension) permet-
tant d’obtenir une excellente précision pour l’acquisition du mouvement, réalisée à 100Hz
pour notre application. Les données constructeurs permettent également de représenter
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FIGURE 4.11: Console de commande avec deux Sigma.7 pour le contrôle des instruments
chirurgicaux.
l’espace de travail simplifié d’une interface Sigma.7 (figure 4.12a). Il est à noter que pour
notre application, les deux interfaces Sigma.7 sont agencées afin d’éviter toutes intersec-
tions entre leur espace de travail, supprimant tout risque de collision. De plus, dans la suite
de ces travaux, nous n’utiliserons pas les capacités d’acquisition et de retour d’efforts au-
torisées par ces interfaces n’employant ainsi que les positions cartésiennes des effecteurs.
La Leap Motion dispose quant à elle de deux caméras stéréoscopiques et trois LEDs in-
frarouges permettant la reconstruction de l’environnement en trois dimensions. À partir
de ces informations et d’un algorithme interne de détection des mains, le système est
capable de suivre les mouvements de l’utilisateur avec une précision inférieure au milli-
mètre [Guna 2014], et une fréquence d’acquisition d’environ 110Hz. À partir des données
constructeur, une version simplifiée de l’espace de travail de l’interface est présentée sur
la figure 4.12b. Il est à noter que l’espace de travail effectif est inférieur à l’espace de travail
indiqué par le constructeur du fait de la réduction du score de confiance dans la détection
des mains aux extrémités. De plus, l’espace de travail est commun aux deux mains, ce qui
peut générer des occlusions et des collisions durant la manipulation.
Les récents travaux de Kim et al. [Kim 2014] ont comparé les performances d’une Kinect et
d’une Leap Motion afin de valider leur utilisation dans le domaine de la chirurgie téléopé-
rée. D’après leurs analyses, aucun des dispositifs ne possède pas la précision requise pour
être employé comme interface de commande. Toutefois, les conditions de manipulation
présentées dans ces travaux sont différentes des nôtres. Pour notre étude, nous construi-
sons un modèle précis à partir des informations de l’interface, nous permettant alors de
contrôler précisément chaque degré de liberté de l’effecteur, incluant également l’ouver-
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(a) Espace de travail du Sigma.7.
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1040 mm
(b) Espace de travail de la Leap Motion.
FIGURE 4.12: Représentation des espaces de travail simplifiés des interfaces homme-
machine.
ture et la fermeture de la pince. De plus, nous ajoutons une étape de filtrage afin de réduire
le bruit généré durant l’acquisition.
Nous utilisons les informations fournies par le logiciel embarqué de la Leap Motion (ver-
sion 1.0.8+7665 pour cette étude) afin de reconstruire un référentiel cartésien, similaire à
celui acquis avec l’interface mécanique Sigma.7 (figure 4.13a), pour la commande des ins-
truments chirurgicaux. Grâce à la capture des informations du pouce, de l’index et de la
paume des mains, nous créons pour chaque main un repère 3D comme présenté sur la fi-
gure 4.13b, autorisant 7 degrés de liberté dans l’espace opérationnel. Les 6 premiers étant
les 3 translations et les 3 rotations, le septième autorise l’ouverture et la fermeture de la
pince. Ce mouvement est ici défini par l’angle généré entre le pouce et l’index. Ainsi, dans
cette configuration, les instruments chirurgicaux sont contrôlés par mimétisme des doigts
de l’utilisateur, la pince étant représenté par le pouce et l’index.
Nous utilisons ensuite un filtre passe-bas basé sur une méthode autorégressive à moyenne
mobile (ARMA), avec une atténuation de 25dB à 2Hz [Bó 2011] afin de filtrer les mouve-
ments de la main de l’utilisateur, dont les fréquences fondamentales se situent entre 0 et
10Hz [Loram 2006]. Nécessaire lors de l’utilisation de l’interface sans contact, ce filtrage
n’est néanmoins pas utilisé dans le cas des interfaces mécaniques car, l’impédance générée
par le système est non nulle assurant un filtrage naturel du mouvement à basse fréquence,
ce qui améliore les performances lors de la manipulation [Howard 2014].
4.2.1.3 La tâche d’entraînement chirurgical
La tâche d’entraînement définie pour l’entraînement aux gestes chirurgicaux est la
même que celle utilisée dans le chapitre 3. Nous allons néanmoins la redéfinir briève-
ment. Cette tâche s’inspire directement des protocoles d’évaluation utilisés par la SAGES
[Derossis 1998]. Nous n’employons ici que l’exercice impliquant le transfert d’objets (des
pions en silicone) à trois emplacements tel que présenté sur la figure 4.14. Les pions sont
préalablement empilés au même endroit (point de départ en bas). L’opérateur doit ensuite
réaliser la tâche en respectant les consignes suivantes :
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(a) Interface Sigma.7. (b) Interface Leap Motion.
FIGURE 4.13: Schéma d’acquisition des informations cartésiennes avec les interfaces pour
la commande du robot.
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RAVEN-II DEMO
Start
1 2
3
(c) Transfert pion N◦3.
FIGURE 4.14: Illustration de la tâche de transfert de pions.
1. Attraper le premier pion avec l’instrument gauche et l’insérer dans la cible 1 (fi-
gure 4.14a) ;
2. Attraper le second pion avec l’instrument droit et l’insérer dans la cible 2 (fi-
gure 4.14b) ;
3. Attraper le dernier pion avec l’instrument gauche ou droit (au choix), se déplacer au
centre du plateau, transférer le pion au second instrument et insérer ce dernier dans
la cible 3 (figure 4.14c).
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4.2.2 Évaluation pour l’entraînement en chirurgie robotisée
Afin d’évaluer l’utilisation de la Leap Motion, nous entreprenons dans un premier
temps une étude comparative entre cette interface et l’interface Sigma.7. Cette étude de
faisabilité vise à quantifier les performances d’utilisation des deux interfaces au travers
de critères quantitatifs et qualitatifs. Nous présentons ci-dessous le protocole des expé-
riences, les données acquises, les métriques d’évaluation ainsi que les résultats.
4.2.2.1 Protocole expérimental
Pour ces expérimentations nous avons demandé à 10 chercheurs du LIRMM, possé-
dant des compétences variées, de réaliser la tâche d’entraînement décrite précédemment
en utilisant chacune des interfaces. Nous leur avons, dans un premier temps, présenté le
système et fourni les instructions nécessaires à la réalisation de la tâche. Puis, l’ordre de
passage des interfaces a été défini de manière aléatoire, afin d’éviter tout biais d’apprentis-
sage dans l’analyse. À la suite de cela, chaque sujet a bénéficié de 5 minutes d’entraînement
libre afin de se familiariser avec le robot, la tâche ainsi que l’interface de commande. Ce
temps d’entraînement lui a permis de progresser sur sa courbe d’apprentissage et d’amé-
liorer ses performances.
4.2.2.2 Données et métriques d’évaluation
À la suite de cet entraînement libre, nous avons acquis trois trajectoires par sujet afin
d’évaluer chacune des interfaces au travers de métriques quantitatives et qualitatives. Les
données, enregistrées automatiquement et pour chaque tâche, comportent la durée d’exé-
cution, la réussite de la tâche et le nombre de débrayages. Nous définissons la durée d’exé-
cution comme le temps compris entre le premier appui sur la pédale et le dernier relâche-
ment pour l’arrêt du robot. La réussite de la tâche correspond au score de réalisation. Ainsi,
une tâche réalisée sans faute permet d’obtenir 100%, là où une tâche réalisée avec 4 fautes
ou plus entraîne un score de 0% (nous considérons que le pion ne peut tomber qu’une fois
d’un instrument, la tâche obligeant à réaliser 4 préhensions). Le nombre de débrayages
est enfin défini par le nombre de relâchement enchaîné par un appui sur la pédale, per-
mettant l’arrêt puis la reprise du robot. Ces informations nous permettent de définir les
critères quantitatifs associés pour évaluer les interfaces. À la fin de l’exercice, chaque sujet
s’est vu évaluer également les interfaces au travers d’un questionnaire, composé de cinq
critères qualitatifs que sont :
— la réactivité : capacité de réagir rapidement aux mouvements ;
— la précision : capacité d’exécution de gestes minutieux ;
— l’intuitivité : capacité de manipuler facilement, sans effort cognitif ;
— la robustesse : capacité de reproduction des gestes ;
— le confort : capacité de manipuler facilement, sans effort physique.
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À partir de ces métriques, nous comparons les performances de l’interface sans contact
Leap Motion avec celles du Sigma.7 pour l’entraînement en chirurgie robotisée.
4.2.2.3 Résultats
Les résultats de l’étude sont présentés en deux parties. La première aborde l’analyse des
critères quantitatifs et la seconde présente les résultats obtenus avec les critères qualitatifs.
Évaluation quantitative.
Nous posons comme hypothèses de départH0 que pour chaque métrique considérée, les
performances des interfaces sont identiques. Afin de valider ou réfuter cette hypothèse,
nous utilisons le test non-paramétrique des rangs sommés de Wilcoxon. Dans le cas où
l’hypothèse est réfutée, impliquant une valeur-p inférieure à 5%, nous qualifions le degré
de significativité avec trois seuils de valeur-p que sont 0,001, 0,01 et 0,05 notre valeur li-
mite.
La figure 4.15a présente les durées d’exécution réalisées avec chacune des interfaces sous
forme de moyennes et écarts-types. Nous constatons dans ce cas que l’hypothèse H0 est
rejetée car la valeur-p est de 0,0172. Ainsi, nous en déduisons qu’il existe deux populations
distinctes, et que le temps d’exécution moyen avec chacune des interfaces est significati-
vement différent. Dans le cas du Sigma.7, la moyenne des temps d’exécution est de 101,66
secondes, ce qui est environ 14 secondes plus rapide que dans le cas de la Leap Motion,
réalisant une moyenne de 115,76 secondes.
L’analyse du succès est représentée par la figure 4.15b. De la même manière que précé-
demment, nous utilisons le test de Wilcoxon pour évaluer la distinction des populations.
Dans ce cas encore, les populations sont largement distinctes puisque la valeur-p est de
0,0089. Ici, c’est la Leap Motion qui permet de réaliser le moins de fautes durant la réalisa-
tion de la tâche, avec un score de 94%, là où le Sigma.7 n’atteint que 82%.
La figure 4.15c montre le nombre de débrayages réalisés en utilisant chacune des inter-
faces. Dans le cas Sigma.7, les sujets ont réalisé en moyenne 5,75 débrayages par entraî-
nement, là où la Leap Motion a entraîné plus de 15,38 débrayages. De ce fait, en utilisant
le même test non-paramétrique, nous constatons que la valeur-p est de 0,0017 indiquant
que cet écart de 9,63 est significativement favorable à l’utilisation du Sigma.7.
Évaluation qualitative.
Pour cette évaluation, nous avons demandé à chaque sujet d’évaluer les performances de
l’interface suivant cinq critères. Ces notes s’étalent sur une plage de 0 à 10, où 0 corres-
pond à la note la plus faible et 10 la meilleure. De la même manière que pour l’évaluation
quantitative, nous posons l’hypothèse que les performances des interfaces sont identiques
(hypothèse H0). Par le test de Wilcoxon, nous cherchons alors à savoir si cette hypothèse
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FIGURE 4.15: Comparaison des interfaces en utilisant les métriques quantitatives.
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FIGURE 4.16: Comparaison des interfaces en utilisant les métriques qualitatives.
est validée ou rejetée. En analysant la figure 4.16, nous constatons que la réactivité des in-
terfaces n’a pas été jugée significativement différente (valeur-p au-dessus de 5%). Concer-
nant la métrique de précision, la valeur-p est de 0,0003 indiquant que les interfaces four-
nissent une précision significativement différente pour la réalisation des gestes. De ce fait,
les interfaces Sigma.7 sont mieux adaptées à l’exécution précise des gestes. Dans le cas de
l’intuitivité, la valeur-p de 0,0077 indique un écart significatif, favorisant l’utilisation de la
Leap Motion. Pour la robustesse, la valeur-p est de 0,0004 indiquant alors que l’écart si-
gnificatif joue largement en défaveur de la Leap Motion. Nous aborderons ce résultat dans
l’analyse présentée dans le paragraphe suivant. Enfin, en analysant la métrique de confort,
nous remarquons qu’aucune généralisation ne peut être faite à partir de ces expériences,
avec une valeur-p supérieure à 5%.
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4.2.2.4 Analyse et discussion
Dans cette partie, nous discutons des résultats et analysons les facteurs influant sur les
performances. Notre analyse s’étend également l’étude de facteurs techniques et environ-
nants non discutés jusqu’à présent.
Évaluation quantitative.
L’analyse des métriques quantitatives acquises durant les expériences montre que le
Sigma.7 permet d’être plus rapide et de réaliser moins de débrayages que la Leap Motion.
Cet effet est en pratique largement discutable. Tout d’abord, il est à noter que nous avons
considéré comme débrayage les appuis et relâchements de la pédale ainsi que les occlu-
sions avec la Leap Motion, nous obligeant alors à arrêter le robot afin d’assurer la sécurité
du matériel. Ainsi, le nombre de débrayages calculé avec la Leap Motion est la somme des
débrayages intentionnels et des débrayages générés par la manipulation avec une inter-
face sans contact. Ce nombre de débrayages justifie également le temps d’exécution plus
long avec la Leap Motion. En pratique, nous devons faire évoluer notre analyse en distin-
guant les débrayages intentionnels des occlusions et problèmes de suivi des mains lors du
dépassement de l’espace de travail. Toutefois, bien que le nombre de débrayages réalisé
avec la Leap Motion soit environ trois fois supérieur à celui réalisé avec le Sigma.7, la diffé-
rence en termes de durée est seulement de 14%. Cela indique alors que même si le système
est plus régulièrement arrêté, l’interface permet une exécution des gestes proche de ce que
nous pouvons accomplir avec le Sigma.7. En se plaçant dans un cadre interventionnel, une
différence de 14% en termes de durée d’exécution représente un allongement d’une durée
de 1 heure et 30 minutes sur une chirurgie initialement réalisée en 10 heures. Bien que cela
ne soit pas acceptable dans le cadre d’une intervention, 14% d’allongement sur une tâche
d’entraînement durant 1 minute 30 secondes représente moins de 13 secondes d’écart ce
qui est plus largement acceptable dans ce contexte. Concernant le score de réussite en
faveur de la Leap Motion, nous supposons que l’attention requise pour la manipulation
favorise le bon déroulement de la tâche, là où le Sigma.7 autorise plus de rapidité mais en
contrepartie provoque plus d’erreurs au cours de l’exercice.
Bien que l’analyse des critères quantitatifs favorise plutôt l’utilisation de l’interface hap-
tique Sigma.7, nous souhaitons toutefois aborder un facteur important, non discuté jus-
qu’à présent. En se concentrant sur le cadre d’entraînement aux gestes en chirurgie la-
paroscopique robotisée, la Leap Motion fournit un avantage conséquent qui est son prix,
soit moins de 70 euros sur le marché grand public pour contrôler les deux instruments
chirurgicaux. Une console composée de deux interfaces Sigma.7 pour une manipulation
bimanuelle nécessite quant à elle un budget d’environ 100000 euros. Ce prix important,
majoritairement justifié par la conception, l’utilisation de pièces mécaniques de précision
et la technologie de retour d’effort embarquée, freine cependant le développement des
systèmes d’entraînement pour la chirurgie robotisée, les rendant moins accessibles. Bien
que des alternatives soient plus accessibles, telle que le Phantom Omni (environ 1500 eu-
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ros l’unité), la Leap Motion reste plus intéressante et autorise une manipulabilité proche
de ce qui est faisable avec une console Sigma.7 ou da Vinci. Le rapport prix/performance
devient donc très favorable pour l’utilisation durant l’entraînement robotisé.
Évaluation qualitative.
Les résultats du questionnaire d’évaluation mettent également en avant des points que
nous souhaitons analyser et discuter. Tout d’abord, l’appréciation de la précision de
l’interface fait ressortir que le Sigma.7 semble plus adapté à la réalisation de tâches minu-
tieuses. Cette remarque est justifiée par le fait que l’interface mécanique, de par l’inertie
et les frottements des pièces mécaniques mises en mouvement, génére une impédance
non nulle et facilite la manipulation [Howard 2014]. De plus, la résolution en translation,
rotation et préhension, est largement supérieure à la résolution du suivi d’objet réalisé par
la Leap Motion. Néanmoins, bien que les caractéristiques techniques soient largement en
faveur de l’interface haptique, la Leap Motion réalise un score encourageant, qu’il serait
intéressant de recalculer après amélioration du logiciel de suivi et de détection embarqué.
Concernant la robustesse, la stabilité de la détection et du suivi des mains (dans le cas
statique), bien que compensée par le filtrage mis en place, reste faible et certaines per-
turbations sont encore largement visibles affectant directement les résultats obtenus. De
plus, la gestion des occlusions n’est pas prise en compte avec la version du micrologiciel
utilisé durant cette étude. Il est donc nécessaire d’améliorer ces aspects dans le cadre de
futures expériences avec la Leap Motion.
Concernant l’intuitivité, nous remarquons que ce critère penche significativement en fa-
veur de la Leap Motion. En se basant sur les discussions avec les sujets, il en est ressorti que
l’implémentation réalisée avec la Leap Motion simplifie la manipulation, rendant intuitifs
les gestes à réaliser. Ici, le pouce et l’index de l’opérateur représentent directement la pince
de l’instrument, facilitant ainsi le mimétisme des mains et réduisant la réflexion. Cette
modélisation permet d’obtenir une manipulation très similaire à ce qui est réalisable avec
un dV-Trainer ou une console da Vinci.
Enfin, la réactivité et le confort d’utilisation vont en faveur de l’interface haptique Sigma.7.
Toutefois, l’étude statistique menée montre néanmoins qu’une discussion sur ces points
n’est pas justifiée compte tenu des écarts non significatifs observés.
Pour conclure, cette étude met en avant les capacités de l’interface haptique par rapport
à l’interface sans contact. Mis à part l’intuitivité de la commande, les interfaces Sigma.7
surpassent la Leap Motion pour la commande du robot Raven-II. Néanmoins, certains
faibles écarts de performances nous incitent à penser qu’avec des améliorations, ce dis-
positif sans contact pourrait être utilisé au sein de systèmes d’entraînement destinés à la
chirurgie laparoscopique, aussi bien sur simulateur qu’avec robot. Cette configuration per-
mettrait alors d’améliorer l’accès à la formation en chirurgie robotisée.
Bien que cette étude de faisabilité montre certaines faiblesses de la Leap Motion, nous dé-
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sirons néanmoins poursuivre le développement afin de pallier les problèmes mis en avant
dans cette première étude. Pour cela, nous proposons une seconde étude se focalisant
plus spécifiquement sur l’analyse des trajectoires des instruments chirurgicaux réalisées
avec chacune des interfaces. L’objectif est de mettre en avant de possibles différences dans
l’exécution de la tâche pour compléter notre étude de faisabilité.
4.3 Vers une analyse des trajectoires pour l’évaluation du
niveau d’expertise
Dans cette partie, nous présentons une seconde étude avec l’interface manuelle sans
contact Leap Motion. En se basant sur une approche non-supervisée, nous souhaitons
analyser les trajectoires des instruments chirurgicaux réalisées avec chacune des interfaces
afin de quantifier les variations dans les mouvements, et d’étudier s’il est possible de clas-
ser automatiquement les exercices suivant leur réalisation. Nous introduisons d’abord les
changements opérés avec l’interface sans contact pour améliorer la commande du robot.
Puis, nous présentons la méthodologie mise en place pour analyser les trajectoires afin de
les classer en différents groupes. Enfin, nous décrivons l’étude visant à quantifier les varia-
tions d’exécution de la tâche, qui pourrait faire un lien direct avec le niveau d’expertise des
opérateurs.
4.3.1 Amélioration de la commande sans contact
Nous réalisons quelques modifications dans le processus d’acquisition des informa-
tions avec la Leap Motion, afin d’améliorer la commande du robot de téléopération Raven-
II. Pour cela, nous décrivons d’abord la modification du modèle pour la commande, puis
nous introduisons une autre méthode de filtrage des mouvements afin d’améliorer les per-
formances lors de la télémanipulation.
4.3.1.1 Modification du modèle
Lors de l’étude précédente, nous avons défini un modèle à 7 degrés de liberté permet-
tant de piloter les mouvements de l’instrument chirurgical à partir de la Leap Motion. Ce-
pendant, au cours des expériences, nous avons remarqué des mouvements parasites, ve-
nant gêner la réalisation de certaines gestes. Le principal inconvénient de l’approche pro-
posé réside dans le choix du pouce comme référence du système de coordonnées. Ce der-
nier, lors d’une phase de préhension, génère des translations involontaires, complexifiant
la commande des instruments chirurgicaux. La figure 4.17 présente l’ancien et le nouveau
modèle dans lequel le centre du repère a été ramené au plus proche du poignet, au ni-
veau de la paume de la main. Cette modification du centre instantané de rotation permet
de réduire au maximum les mouvements parasites involontaires et potentiellement aussi
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(a) Ancien modèle basé sur le pouce. (b) Nouveau modèle basé sur la main.
FIGURE 4.17: Schéma d’acquisition des informations cartésiennes avec l’interface sans
contact Leap Motion.
d’améliorer l’intuitivité et la précision de cette interface. Afin d’évaluer ce changement,
il serait néanmoins nécessaire d’entreprendre une seconde étude comme celle présentée
précédemment.
4.3.1.2 Filtrage des tremblements
La fréquence d’acquisition de 110Hz utilisée lors des premiers essais étant instable,
nous avons réduit à 60Hz pour réaliser un compromis entre vitesse d’acquisition (au moins
deux fois plus importante que la bande passante des mouvements) et stabilité, respectant
le théorème de Nyquist-Shannon.
Nous modifions également le filtrage des tremblements. Nous faisons évoluer l’emploi du
filtre ARMA vers un filtre de Kalman, tel que présenté dans la méthodologie du chapitre 3.
L’avantage de cette approche récursive réside dans le filtrage en temps-réel, prenant éga-
lement en compte un double aspect prédiction et correction, très utile lors du filtrage des
mouvements. La matrice de covariance pour les bruits de mesures a été estimée à partir de
données précédemment acquises [Welch 2001]. Dans le cas de la matrice de covariances
pour les bruits de procédé, nous utilisons des valeurs empiriques nous permettant le suivi
de la trajectoire d’origine, tout en réduisant au maximum le bruit du procédé.
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4.3.2 Méthodologie d’analyse des trajectoires
Cette partie décrit la méthodologie employée pour analyser les trajectoires du robot
à partir des deux interfaces homme-machine. Une fois les trajectoires préalablement ac-
quises, nous extrayons les positions {Xi,Yi,Zi | i∈ 1,2} des effecteurs du robot pour l’ana-
lyse et la classification.
Notre méthodologie repose sur un processus en trois phases. La première phase consiste à
prétraiter les données acquises en entrée, comme réalisé dans le chapitre 3. La seconde
phase consiste à construire une matrice de distance globale entre chacune des trajec-
toires acquises avec les différentes interfaces. À partir de cette matrice, la troisième phase
consiste à regrouper de manière non-supervisée les trajectoires similaires (dont les dis-
tances sont proches) afin de créer des classes, sans aucune connaissance a priori sur le
système ou la tâche d’entraînement.
4.3.2.1 Prétraitement des données
À partir des informations de position des instruments chirurgicaux, nous utilisons la
même méthode de filtrage et de normalisation que celle présentée dans le chapitre 3 : un
filtre passe-bas avec une fréquence de coupure de 1,5Hz, un gain en bande passante uni-
taire et une forte atténuation après 10Hz [Yang 2013].
Nous normalisons ensuite les signaux afin de réduire la variabilité intra- et interperson-
nelle. De ce fait nous utilisons la même approche que présentée dans le chapitre 3, à savoir
une normalisation basée sur la moyenne et l’écart-type pour un centrage réduit des don-
nées.
4.3.2.2 Approche non-supervisée pour la classification
Une fois le filtrage et la normalisation appliqués, nous souhaitons regrouper les tra-
jectoires par groupe de similitude. Pour cela, nous employons l’approche en deux étapes
décrite dans les travaux de Forestier et al. [Forestier 2012, Forestier 2013], que nous appli-
quons aux trajectoires des instruments chirurgicaux. Cette approche consiste à construire
une matrice de distances entre les différentes trajectoires en s’appuyant sur une métrique
de similarité entre les signaux. La seconde étape consiste à classer les éléments de cette
matrice en s’appuyant sur les distances de similarité.
Matrice de similarité.
Dans le chapitre 3, nous avons étudié trois métriques de similarité que sont Hausdorff,
Fréchet et Déformation Temporelle Dynamique. Suite aux résultats, nous en avons conclu
que DTD est la métrique la plus adaptée pour la mesure de similarité spatio-temporelle
entre séquences. Nous utilisons donc uniquement la métrique de DTD pour l’analyse des
similarités locales et globales dans les signaux de positions, reposant sur la distance Eucli-
dienne pour la mesure entre points.
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FIGURE 4.18: Illustration pour la construction de la matrice de similarité.
Nous construisons alors la matrice de similarité comme illustré par la figure 4.18. Dans
un premier temps, nous calculons les distances paires à paires des trajectoires en utilisant
la métrique DTD. Dans notre exemple, nous étudions les trajectoires T2 et T5. Puis nous
remplissons les champs de la matrice de similarité correspondantsM(2,5) etM(5,2), qui
donnent la distance de similarité spatio-temporelle de ces deux trajectoires. A noter ici que
la matrice est symétrique ce qui permet de diviser approximativement par deux le temps
de construction. Le résultat final est une matrice des distances spatio-temporelles entre
chacune des trajectoires.
Comme présenté dans l’analyse et discussion du chapitre 3, nous souhaitons évaluer l’im-
pact du nombre de dimensions simultanément utilisées dans le calcul de la similarité.
Nous envisageons donc deux approches. La première repose sur la comparaison indépen-
dante des signaux de position. Dans ce cas, les signaux X, Y et Z sont comparés séparé-
ment entre les trajectoires. La distance de similarité est alors définie comme la somme des
similarités de chaque signal. Nous considérons cette approche comme unidimensionnelle
dans le sens où chaque signal est comparé avec son homologue d’une autre trajectoire. Le
score global prend alors en compte l’ensemble des signaux. La seconde approche repose
sur une analyse multidimensionnelle. Dans ce cas, nous calculons directement la distance
euclidienne entre l’ensemble des signaux X,Y,Z d’une trajectoire avec ceux d’une autre.
La similarité est alors estimée sans calcul intermédiaire. Dans la suite de ce chapitre, nous
utilisons les abréviations 1D-DTD pour représenter l’approche unidimensionnelle et MD-
DTD pour l’approche multidimensionnelle.
Classification non-supervisée.
Il existe plusieurs algorithmes permettant de réaliser du regroupement non-supervisée.
L’un des plus employés est les K-Moyennes. L’objectif est de définir un nombre de groupes,
puis de faire évoluer l’appartenance des points aux groupes jusqu’à convergence. L’algo-
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FIGURE 4.19: Schéma de fonctionnement de l’algorithme de classification ascendante hié-
rarchique.
rithme cherche alors à maximiser la variance interclasse tout en minimisant la variance
intraclasse. Bien que cet algorithme soit très simple d’emploi, une contrainte forte reste
l’étape d’initialisation. D’un côté, l’algorithme peut choisir des points spécifiques dans les
données pour créer le partitionnement des groupes. Dans ce cas, il devient complètement
déterministe. D’un autre côté, une variante consiste à initialiser les centres des groupes
aléatoirement, puis à faire évoluer ces centres afin de converger vers un partitionnement.
Le souci de cette approche réside dans la sélection aléatoire qui, à chaque initialisation,
pourra fournir un résultat différent sur le même jeu de données. Nous avons donc orienté
notre étude vers l’utilisation d’un algorithme de regroupement plus stable, telle que la clas-
sification ascendante hiérarchique.
Le principe de la classification hiérarchique est illustré par la figure 4.19. Dans notre
exemple, nous souhaitons réaliser le regroupement de 5 points. Utilisant comme entrée
la matrice de similarité, nous cherchons les points les plus proches, puis les rassemblons
dans un groupe. Cette étape, appelée agrégation, peut reposer sur plusieurs critères de dis-
tance. Dans notre cas, nous utilisons le critère de Ward qui cherche à maximiser l’inertie
interclasse, en se basant sur la distance euclidienne. Nous itérons cette approche jusqu’à
regrouper l’ensemble des points dans un unique groupe. Dans le cas présenté ici, nous
employons une approche agglomérative, également appelée ascendante, où les échan-
tillons les plus proches sont fusionnés au fur et à mesure. La classification est alors re-
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présentée par le dendrogramme faisant apparaître des groupes, dont des distances spatio-
temporelles sont quantifiées ici en ordonnée.
Grâce à cet algorithme, nous tentons de distinguer les trajectoires similaires permettant de
créer des groupes par similarité d’exécution.
4.3.3 Vérification de l’interface et du niveau d’expertise
L’étude des compétences techniques chirurgicales est un domaine en pleine expan-
sion. Une récente analyse de la littérature par Reiley et al. [Reiley 2011] montre que la ma-
jorité des travaux cherchent à modéliser les compétences du chirurgien aux travers de mo-
dèles mathématiques souvent complexes. Dans cette étude, nous ne faisons aucune hy-
pothèse et analysons les résultats obtenus pour tirer des conclusions quant à l’utilisation
d’une telle méthode pour l’évaluation du niveau d’expertise.
4.3.3.1 Protocole expérimental
Afin de tester les modifications apportées avec l’interface sans contact Leap Motion,
nous réalisons une nouvelle étude comparative des interfaces. Dans cet objectif, nous de-
mandons à trois experts de réaliser la tâche d’entraînement pour le transfert de pion. Ces
experts sont composés de deux chirurgiens otorhinolaryngologistes utilisant le da Vinci
(nommés "C3" et "C8" dans la suite de l’étude), et un expert en système de téléopération
(nommé "C1"). Nous avons ensuite, de la même manière que dans l’étude précédente,
demandé aux experts de réaliser la tâche d’entraînement de transfert d’objets cinq fois,
en utilisant les Sigma.7 et la Leap Motion. Cette approche permet également de tester la
reproductibilité de la méthode. Notre objectif est d’analyser les variations des trajectoires
afin d’en déduire, le cas échéant, des différences aussi bien en termes de manipulation que
du niveau de compétence.
4.3.3.2 Données
Au cours de ces sessions, nous avons acquis les positions cartésiennes {X,Y,Z}des deux
instruments chirurgicaux provenant des mouvements du robot Raven-II. À partir des don-
nées, nous construisons deux matrices de similarité, chacune utilisant une approche dif-
férente se basant sur la métrique de Déformation Temporelle Dynamique : une approche
unidimensionnelle (1D-DTD) et une approche multidimensionnelle (MD-DTD).
4.3.3.3 Résultats
Nous présentons les résultats de la classification non-supervisée des trajectoires en
utilisant les deux approches pour la métrique de similarité. Dans un premier temps, afin
de qualifier ce que nous appelons similarité spatio-temporelle dans les trajectoires, nous
présentons trois trajectoires distinctes. La figure 4.20a permet d’appréhender ce que nous
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(b) Trajectoires avec une grande similarité.
FIGURE 4.20: Analyse de la similarité entre deux trajectoires d’un même instrument, pro-
venant de deux opérateurs différents.
considérons comme des trajectoires avec une similarité faible, où la trajectoire rouge re-
présente l’opérateur C3 avec l’interface Leap Motion, et la trajectoire en vert représente
l’opérateur C8 avec le Sigma.7. Inversement, la figure 4.20b permet d’appréhender une si-
milarité spatio-temporelle forte, où la même trajectoire de l’opérateur C8 avec le Sigma.7
en vert est comparable avec une seconde trajectoire du même opérateur utilisant la même
interface, en bleu.
En premier lieu, nous utilisons la métrique 1D-DTD pour classer les trajectoires des trois
opérateurs. Sur la figure 4.21, l’axe des abscisses représente la distance spatio-temporelle.
En regardant les groupes formés par la classification ascendante hiérarchique, nous
constatons tout d’abord que chaque groupe se compose d’un opérateur, ce qui montre
que chaque opérateur possède une manière d’exécuter la tâche qui lui est propre et qui
est largement distinguable des autres opérateurs. Nous constatons également que chaque
groupe est défini par une interface. Cela indique également que chaque interface possède
sa propre "signature", et permet une exécution qui lui est propre. De manière globale,
chaque groupe est donc caractérisé par un opérateur et une interface distincte. Plus préci-
sément, nous remarquons que les opérateurs C1 et C8 ont réalisé des trajectoires distinctes
avec le Sigma.7, mais qui ont des ressemblances qui permettent de créer une catégorie les
regroupant. De la même manière, la seconde catégorie regroupe les opérateurs C1 et C8 qui
ont utilisé la Leap Motion, ainsi que l’opérateur C3 utilisant le Sigma.7. Enfin, la dernière
catégorie comporte uniquement les trajectoires de l’opérateur C3 avec la Leap Motion.
De manière similaire, la métrique MD-DTD construit un dendrogramme avec des groupes
distincts (figure 4.22), et proches de ceux générés avec la métrique 1D-DTD, permettant
de conclure que l’approche utilisée pour calculer la métrique n’influe que très peu sur la
classification en sortie. Toutefois, nous préférerons employer l’approche MD-DTD pour le
calcul de la matrice de similarité, moins gourmande et plus efficace en temps de calcul (là
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C3 Leap
C3 Sigma
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C8 Sigma
FIGURE 4.21: Regroupement des trajectoires basé sur la métrique 1D-DTD.
C3 Leap
C3 Sigma
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C1 Sigma
C8 Sigma
FIGURE 4.22: Regroupement des trajectoires basé sur la métrique MD-DTD.
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où nous calculons une mesure de similarité entre deux trajectoire, nous en calculons trois
avec 1D-DTD). De plus, nous remarquons que les groupes sont plus homogènes, plaçant
les deux trajectoires "aberrantes" dans un groupe séparé.
4.3.3.4 Analyse et discussion
D’après ces résultats, nous pouvons extraire quatre informations majeures. La pre-
mière est que la variabilité intraopérateur est faible, montrant que chaque opérateur est
capable de reproduire l’exercice, sans inclure d’importantes variations dans ses mou-
vements. À l’inverse, la variabilité interopérateur est forte, permettant de construire un
groupe distinct par opérateur. Ajouté à cela, nous constatons également que la variabilité
intrainterface est faible, indiquant que chaque interface permet une répétabilité dans la
réalisation de la tâche. Enfin, nous remarquons que la variabilité interinterface est forte,
permettant d’associer chaque groupe à une interface distincte.
Nous pouvons déduire que l’association d’un opérateur et d’une interface crée une signa-
ture spécifique dans la trajectoire, distinguable à travers l’utilisation d’autres interfaces et
la comparaison avec d’autres opérateurs. De plus, les trajectoires des instruments chirur-
gicaux provenant des interfaces Sigma.7 et de la Leap Motion sont significativement diffé-
rentes, indiquant que la Leap Motion n’autorise pas une exécution similaire à ce que peut
proposer l’interface haptique Sigma.7 pour un exercice d’entraînement de transfert d’ob-
jets.
Dans l’état actuel des travaux, les compétences des opérateurs n’ont pas été préalable-
ment évaluées au travers de métriques cliniques dédiées à l’évaluation de compétences
techniques telles que GOALS ou OSATS. L’association de ces données aux résultats présen-
tés précédemment aurait pu nous permettre de conforter notre intuition, à savoir que la
méthode proposée est capable de distinguer l’interface utilisée ainsi que l’opérateur, im-
pliquant alors un niveau de compétence spécifique.
L’approche méthodologique proposée dans cette étude admet deux principaux avantages.
D’une part, la méthode de classification proposée est générique, ne reposant sur aucune
information a priori. Cela indique donc qu’elle est applicable à une autre plateforme, sous
réserve d’acquérir les trajectoires des instruments chirurgicaux. D’autre part, d’après les
premiers résultats obtenus, l’approche proposée semble montrer un chemin vers une éva-
luation automatique des compétences techniques de l’opérateur, n’utilisant que les trajec-
toires comme données d’analyse. Toutefois, il sera nécessaire d’entreprendre une nouvelle
étude afin de valider le lien entre le niveau d’expertise de l’opérateur et le classement réa-
lisé par notre approche non-supervisée.
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4.4 Conclusion
Dans ce chapitre, nous proposons l’analyse et l’étude d’une nouvelle interface homme-
machine sans contact qu’est la Leap Motion, pour réaliser une tâche d’entraînement en
chirurgie laparoscopique robotisée. Après le développement d’une méthodologie permet-
tant l’utilisation du dispositif pour la commande du robot, nous présentons une première
étude de faisabilité permettant de quantifier et qualifier les performances de cette interface
ainsi que celle d’une interface haptique de référence qu’est le Sigma.7. Suite aux résultats,
nous constatons que le dispositif autorise l’exécution précise de gestes, mais admet des
performances en dessous de l’interface haptique. Toutefois, bien que cette dernière sur-
passe la Leap Motion en termes d’utilisation, l’écart reste faible et parfois non significatif.
Dans une seconde étude, nous avons analysé les trajectoires des instruments chirurgicaux
lors de la manipulation avec chacune des interfaces afin d’étudier les variations induites
lors de l’exécution. L’approche de classification non-supervisée proposée dans ces tra-
vaux permet de créer des groupes, décrit par un opérateur et une interface spécifique. Ces
groupes semblent donc générer une signature unique, distinguable au sein d’une base de
données de trajectoires. La méthodologie proposée semble montrer un chemin vers une
évaluation automatique du niveau d’expertise, en se basant uniquement sur les trajec-
toires des instruments chirurgicaux. Toutefois, des études complémentaires sont néces-
saires pour corréler les groupes obtenus avec une représentation formelle du niveau de
compétence acquis au travers de techniques actuellement validées en clinique.
Ce chapitre nous permet de conclure que l’utilisation de la Leap Motion dans le cadre de
l’entraînement en chirurgie robotisée est faisable. Bien que les analyses présentent les fai-
blesses du dispositif, nous avons réussi à proposer un cadre d’entraînement utilisable par
les chirurgiens. Ces travaux ouvrent donc des portes vers l’utilisation de ce type d’interface
pour le déploiement de nouveaux systèmes d’entraînement, accessibles à moindre coût,
et autorisant une manipulation proche de ce qui peut être obtenu avec les systèmes de
référence existants.

Conclusion et perspectives des
travaux
Dans ce manuscrit, nous avons présenté des travaux en lien direct et étroit avec la
robotique chirurgicale et la modélisation de processus chirurgicaux. Nous avons abordé
ces thématiques en présentant deux contributions majeures visant l’assistance aux gestes
pour l’entraînement en chirurgie laparoscopique robotisée. Dans ce chapitre, nous rappe-
lons brièvement chacune de ces contributions avant de présenter des perspectives d’évo-
lutions à court terme, mais également à long terme.
Contributions principales
Ces travaux présentent deux contributions principales. La première est la mise en place
d’une méthodologie pour la segmentation automatique de trajectoires des instruments
chirurgicaux et la reconnaissance associée aux gestes dans le cadre de l’entraînement en
chirurgie robotisée. La seconde contribution traite en premier lieu de l’étude d’une nou-
velle interface homme-machine sans contact pour les systèmes de téléopération, ainsi
qu’une méthodologie pour l’analyse des trajectoires réalisées dans le cadre de l’entraîne-
ment en chirurgie robotisée.
Segmentation automatique et reconnaissance des gestes chirurgicaux
Dans notre première contribution, nous nous sommes intéressés à l’analyse des gestes
chirurgicaux dans le cadre de l’entraînement. Pour cela, nous avons créé un environne-
ment d’entraînement physique similaire à ce que nous pouvons trouver sur les simulateurs
en utilisant la plateforme robotisée disponible au LIRMM composée d’un robot Raven-II
et des interfaces Sigma.7. Nous avons ensuite construit une tâche de transfert d’objets, ici
des pions en silicone, afin de travailler et entraîner les compétences de manipulation et
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de coordination au travers d’un système de téléopération. Enfin, durant la réalisation de
sessions d’entraînement, nous avons acquis les trajectoires des instruments chirurgicaux
afin de développer notre méthode de reconnaissance des gestes chirurgicaux.
À partir de ces trajectoires, nous développons une méthode de segmentation des gestes
chirurgicaux, appelés surgemes, en un ensemble de composantes primitives appelées
dexemes. Cette approche de segmentation non-supervisée repose sur quatre étapes et ne
nécessite aucune connaissance a priori, ni sur la tâche d’entraînement, ni sur le système
robotisé. La première étape réalise un prétraitement des données pour calculer de nou-
veaux signaux invariants en rotation et translation, et permet également de filtrer et nor-
maliser les signaux pour réduire les variabilités intra- et interpersonnelles. La deuxième
étape consiste à détecter des points caractéristiques dans chacun des signaux en utilisant
la notion de persistance développée dans des travaux de la littérature. Cette méthode nous
a permis de construire un ensemble de points que nous considérons comme des déli-
miteurs temporels des dexemes. La troisième étape permet de mesurer la pertinence de
ces délimiteurs en utilisant des métriques d’analyse spatio-temporelle des signaux. Pour
cela, nous avons comparé trois métriques de similarité que sont les distances de Haus-
dorff, de Fréchet et les Déformations Temporelles Dynamiques. Grâce à ces métriques,
nous quantifions la similarité des signaux de trajectoire définis par les délimiteurs tempo-
rels. La dernière étape de la segmentation consiste à sélectionner les délimiteurs temporels
ayant les scores les plus importants. Pour cela, nous avons employé une méthode de Sup-
pression des Non-Maxima sur les scores de similarité afin d’obtenir en sortie un ensemble
de dexemes représentant des portions de trajectoires distinctes les unes des autres. Nous
avons vérifié notre approche sur des jeux de données acquis avec le système robotisé, au
travers de plusieurs opérateurs. Nous en avons conclu que notre approche fournit une seg-
mentation robuste et cohérente d’un point de vue observateur humain.
Nous avons ensuite combiné l’approche de segmentation développée avec une phase
d’apprentissage et de reconnaissance, composée de trois étapes. La première étape permet
d’extraire des attributs caractéristiques de l’ensemble des signaux composant un dexeme.
Ces attributs sont construits en utilisant une approximation polynômiale de chaque si-
gnal, afin d’en récupérer une signature unique composée des coefficients du polynôme.
Grâce à cette signature, nous pouvons apprendre les différents dexemes présents dans la
trajectoire. Nous avons ensuite testé deux algorithmes de classification que sont les K-Plus
Proches Voisins et les Machines à Vecteurs de Support. Grâce à ces algorithmes d’appren-
tissage automatique, nous sommes capables d’annoter chaque dexeme avec son apparte-
nance à un surgeme. La dernière étape consiste à robustifier la séquence de dexemes en
sortie. Pour ce faire, nous filtrons la séquence de dexeme en sortie de notre processus afin
de supprimer les bruits de classification. En sortie, la séquence de dexemes générée per-
met de reconstituer l’ensemble des surgemes réalisés par l’opérateur.
À travers deux études de validation, nous avons quantifié notre approche pour la recon-
naissance des gestes. Ainsi, nous avons mesuré les performances de notre phase d’ap-
prentissage et reconnaissance en utilisant une référence de surgemes construite manuel-
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lement. Dans un second temps, nous avons mesuré les performances de notre approche
complète incluant la segmentation non-supervisée et la reconnaissance. Nous sommes ca-
pables de distinguer la séquence de surgemes réalisée durant l’entraînement avec un taux
de reconnaissance de 81,9%. Nous avons constaté que grâce à cette approche, les gestes les
plus importants réalisés durant la tâche d’entraînement peuvent être très bien reconnus.
Toutefois, nous souhaitons proposer des évolutions à ces travaux, visant à étendre ces re-
cherches et à améliorer la méthodologie mise au point destinée à la reconnaissance des
gestes chirurgicaux à des fins d’évaluation des compétences techniques chirurgicales.
Étude d’une nouvelle interface sans contact pour la téléopération
Pour notre seconde contribution, nous nous sommes intéressés à l’utilisation d’une
nouvelle interface manuelle sans contact qu’est la Leap Motion, afin de commander un
robot chirurgical pour l’entraînement aux gestes. Dans ce contexte, nous avons utilisé la
plateforme de téléopération du LIRMM. Cette plateforme est composée d’un robot Raven-
II destiné à la recherche en robotique chirurgicale, auquel nous avons connecté l’interface
sans contact pour piloter les instruments. Nous avons ensuite mis en place des méthodes
fonctionnelles pour réaliser la commande du robot à partir de cette interface. Dans un
premier temps, nous filtrons les signaux acquis par l’interface afin de réduire les mouve-
ments parasites et capturer uniquement les fréquences fondamentales des mouvements
humains. Nous avons ensuite défini un modèle permettant de contrôler finement les 7 de-
grés de liberté des deux instruments chirurgicaux du robot Raven-II.
À travers une première étude de faisabilité, nous avons quantifié les performances de ce
dispositif en le comparant à une interface haptique de référence qu’est le Sigma.7. Pour ce
faire, nous avons mis en place la tâche d’entraînement de transfert d’objets liée à l’entraî-
nement aux gestes chirurgicaux. Puis, nous avons acquis plusieurs variables quantitatives
durant les exercices. Nous avons également relevé des informations sur le ressenti des su-
jets au travers d’un questionnaire, afin d’évaluer les dispositifs via différents critères qua-
litatifs. Suite à cette première étude, nous en avons conclu que, bien que les performances
globales de l’interface en contact soit en dessous des performances de l’interface haptique
Sigma.7, les faibles écarts nous incitent à poursuivre ces travaux afin d’améliorer la com-
mande des instruments.
Dans une seconde étude, nous avons modifié certaines caractéristiques afin d’améliorer la
manipulation offerte par l’interface Leap Motion. Grâce à cela, nous avons réalisé de nou-
velles expériences visant cette fois-ci à analyser les trajectoires des instruments chirurgi-
caux réalisées avec chacune des interfaces. À partir de nouvelles acquisitions provenant
d’exercices d’entraînement de transfert d’objets, nous avons mis en place une méthodo-
logie permettant d’évaluer les caractéristiques spatio-temporelles des trajectoires afin de
les classer par groupe de similarité. Pour cela, nous construisons au préalable une matrice
de distance, et appliquons ensuite une technique de classification non-supervisée sur ces
données. Sans aucune information a priori sur le système, l’opérateur et la tâche à réaliser,
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nous sommes capables de distinguer les différents sujets, ainsi que l’interface employée
durant l’exercice. Cette approche, générique et indépendante de la plateforme d’entraî-
nement, nous a également révélé que chaque interface de commande possède sa propre
signature lors de l’exécution, nous permettant de distinguer chacune d’elle. Nous en avons
conclu que la Leap Motion ne permet pas la réalisation de trajectoires similaires à celles du
Sigma.7. Toutefois, les améliorations apportées à la commande basée sur la Leap Motion
nous laissent à penser que cette interface, accessible à moindre coût, peut être une alter-
native très intéressante pour la commande de robot ou de simulateur dans le cadre de
l’entraînement aux gestes en chirurgie laparoscopique robotisée.
Ces approches, complémentaires, contribuent à l’amélioration des techniques et disposi-
tifs existants destinés à la reconnaissance des gestes pour l’apprentissage des compétences
et la formation en chirurgie robotisée.
Perspectives des travaux
Les contributions développées dans ce manuscrit amènent de nombreuses perspec-
tives, aussi bien cliniques et technologiques que scientifiques. Nous tentons d’en fournir
un aperçu global afin de proposer des pistes d’améliorations directes de nos travaux, ainsi
que des perspectives à plus long terme pour l’intégration et l’utilisation des méthodes dans
un cadre d’entraînement aux gestes, mais également dans un cadre clinique.
Perspectives scientifiques à court terme
Les contributions présentées dans ce manuscrit sont des premières étapes pour l’évo-
lution des méthodes et dispositifs destinés à l’entraînement en chirurgie robotisée. Nous
proposons ci-après quelques perspectives scientifiques à court terme permettant l’amé-
lioration des recherches entreprises jusqu’à présent.
Évolution de la base de données de trajectoires.
Bien que ces travaux introduisent de premiers développements pour la mise en place
de techniques et dispositifs pour l’entraînement en chirurgie robotisée, nous sommes
conscients que les bases de données employées ne contiennent qu’un faible nombre d’ob-
servations et de sujets. L’analyse de l’état de l’art dans le chapitre 2 a mis en avant le déve-
loppement de méthodes utilisant des données acquises lors de multiples entraînements,
avec plusieurs sujets possédant des niveaux d’expertise variés. L’une des évolutions di-
rectes de nos travaux peut être l’utilisation d’une base de données de trajectoires plus im-
portante, comportant plus de gestes, d’exercices, et également de variabilité grâce à un
plus grand nombre d’opérateurs. Les travaux de Gao et al. [Gao 2014] ont ouvert de nou-
velles perspectives pour la communauté grâce à la mise à disposition d’un jeu de données
conséquent, qui a déjà été utilisé dans une partie des travaux de la littérature traitant de
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la reconnaissance des gestes chirurgicaux. A partir de cette initiative, plusieurs développe-
ments peuvent être entrepris afin de tester et d’évaluer notre approche sur un plus grand
nombre de données. De plus, la création et la mise à disposition d’un système de "Bench-
mark" à la communauté permettrait de comparer et d’évaluer les performances des diffé-
rents algorithmes développés par les équipes à travers le monde, sur une même base de
données.
Utilisation de données cinématiques complémentaires.
Ayant concentré une partie de nos efforts sur le choix de signaux pertinents pour la seg-
mentation et la reconnaissance, une possibilité d’amélioration peut être l’intégration de
signaux complémentaires telles que la vitesse, l’accélération ou le jerk afin de fournir plus
d’informations pour l’étape de segmentation non-supervisée des primitives de gestes. De
plus, ces données pourraient également servir au perfectionnement de l’apprentissage des
gestes en améliorant leur degré de discrimination, ce qui suggèrerait de meilleures perfor-
mances pour la reconnaissance des gestes chirurgicaux.
Extraction d’attributs caractéristiques locaux et globaux.
Dans notre approche de reconnaissance, nous avons employé l’approximation polynô-
miale afin d’extraire certaines caractéristiques des signaux. Alors que d’autres travaux ont
tenté d’utiliser les polynômes de Tchebychev [Naftel 2005], ainsi que la transformée de
Fourier [Khalid 2005a] pour obtenir une représentation pertinente des signaux dans un
espace de dimension fixe, une possibilité d’amélioration peut être l’étude et l’évaluation
d’un ou d’une combinaison de descripteurs pour l’extraction d’attributs. Dans cet objec-
tif, l’étude des descripteurs locaux et globaux implémentés dans la librairie PCL 2 pourrait
fournir des améliorations dans le processus de reconnaissance et augmenter les scores de
rappel et de précision pour chaque geste considéré.
Reconnaissance des gestes en temps-réel.
Nos travaux de segmentation et reconnaissance des gestes chirurgicaux ont été appliqués
dans un contexte de reconnaissance a posteriori de la tâche d’entraînement. L’un des prin-
cipaux freins à une utilisation en temps-réel réside dans la technique de segmentation
employée faisant appel au critère de persistance. L’approche de sélection des points ca-
ractéristiques par persistance requiert la totalité des signaux, et dans sa version actuelle,
ne peut être implémentée pour une segmentation en temps-réel. Toutefois, des modifica-
tions sont possibles pour mettre de côté cette approche et utiliser une méthodologie de
détection de points caractéristiques adaptée aux contraintes temps-réel. Dans ce cas, une
fois la segmentation et l’apprentissage du modèle réalisés, le système pourrait être capable
d’effectuer la reconnaissance des gestes chirurgicaux au cours de l’entraînement, ouvrant
2. Point Cloud Library : http://pointclouds.org/
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alors un champ d’application intéressant pour le développement d’un dispositif d’entraî-
nement aux gestes chirurgicaux avec retour d’information en temps-réel.
Amélioration de l’étude de faisabilité.
L’étude de faisabilité présentée dans le chapitre 4 présente les premiers développements
pour l’utilisation d’une interface sans contact destinée à la commande de robots et simula-
teurs chirurgicaux. Toutefois, nous sommes également conscients que suite à la première
étude, des modifications ont été apportées pour la commande basée sur la Leap Motion,
qui nécessiteraient de nouvelle analyse pour qualifier et quantifier les améliorations en
termes de manipulation. De plus, des possibilités d’améliorations du protocole expéri-
mental pour l’évaluation des dispositifs est envisageable. Ainsi, l’utilisation de métriques
plus adaptées comme celles présentées dans le livre de Samur [Samur 2012] autoriserait
une évaluation complémentaire à celle présentée dans ces travaux, permettant ainsi d’ana-
lyser plus en détail les performances de la Leap Motion pour la commande de systèmes
chirurgicaux robotisés.
Évolutions de l’interaction sans contact.
Dans sa version actuelle, la Leap Motion permet l’acquisition de données cartésiennes de
la main grâce à la détection et au suivi des mouvements. L’un des intérêts de ce type d’in-
teraction est que ce système s’adapte à toutes les morphologies de main, évitant ainsi de
possibles complications d’adaptation aux dimensions de la main de l’opérateur. De plus,
dans un cadre d’utilisation clinique, l’asepsie et l’hygiène ne sont plus des contraintes
puisque toute interaction physique est supprimée avec l’interface. Toutefois, nous avons
constaté que l’utilisation d’une interaction sans contact supprimant tout retour haptique
vers l’opérateur pouvait perturber la manipulation, du fait d’une impédance nulle ne favo-
risant ni la proprioception ni la stabilisation des mouvements. Howard et al. [Howard 2014]
s’attachent à évaluer l’impact de certains canaux de communication lors de la réalisa-
tion d’une tâche d’entraînement pour la chirurgie laparoscopique. Leur étude a permis
de mettre en avant l’intérêt du retour visuel de la scène, ainsi que l’importance d’un retour
kinesthésique vers l’opérateur (via des moteurs vibrotactiles) améliorant la proprioception
lors de la manipulation. Une poursuite de nos travaux pourrait viser à combiner les retours
d’informations développés dans leurs travaux afin de compenser le manque d’information
haptique durant la manipulation. De plus, une étude plus poussée pourrait permettre de
distinguer et quantifier l’importance de chaque canal d’interaction lors de l’interaction
sans contact pour la commande d’un système de téléopération.
Perspectives d’applications à long terme
Les contributions introduites dans ce manuscrit amènent également de nombreuses
perspectives à plus long terme, principalement orientées vers l’intégration et l’application
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des méthodes dans un cadre clinique. Nous proposons ci-après quelques pistes de déve-
loppement à partir des travaux introduits dans ce manuscrit.
Construction de bases de données expertes.
Notre approche pour la segmentation non-supervisée et la reconnaissance des gestes chi-
rurgicaux peut s’intégrer dans le cadre de la construction de bases de données expertes,
utilisables pour l’entraînement aux gestes mais également adaptables à une utilisation cli-
nique. L’enregistrement de multiples sessions peut permettre, grâce à la détection et la
reconnaissance des gestes, de construire une base de données conséquente permettant de
futures évaluations. Cette base de données peut comporter plusieurs exemples du même
geste, ou en combinant notre approche avec les travaux de Petitjean et al. [Petitjean 2011],
créer une séquence moyenne optimale pour chaque geste. Cette séquence peut ensuite
être utilisée pour la reconnaissance des gestes, permettant ainsi de construire des gestes
optimaux, compressant la taille de la base de données et facilitant la recherche et la classi-
fication d’éléments [Petitjean 2014].
Apprentissage personnalisé des gestes.
Notre approche pour la segmentation non-supervisée et la reconnaissance des gestes chi-
rurgicaux peut également s’intégrer dans le cadre d’un apprentissage personnalisé des
gestes. Il serait intéressant d’utiliser ce type d’approche pour le développement d’outils
pédagogiques destinés à l’apprentissage des gestes chirurgicaux. Nous donnons ci-après
un exemple concret dans le cadre d’un entraînement pour la chirurgie laparoscopique ro-
botisée. Lorsqu’un opérateur novice exécute un geste, le système pourrait détecter et re-
connaître le geste en cours, mais également évaluer la qualité du geste. De ce fait, si ce
geste est mal réalisé le système peut proposer de présenter le geste optimal à exécuter.
Muni d’une base de données experte conséquente, le système pourrait alors superposer
en réalité augmentée le geste à réaliser afin que le novice puisse visuellement l’appréhen-
der et la reproduire. En s’appuyant sur les récents travaux de Padoy et al. [Padoy 2011] ainsi
que de Pauly et al. [Pauly 2014], il serait possible de mettre en place un retour visuel via de
la réalité augmentée pour améliorer et faciliter l’apprentissage de la gestuelle.
Évaluation des compétences procédurales et documentation automatique.
Notre contribution pour la reconnaissance des gestes chirurgicaux a pour principal ob-
jectif d’aider à l’évaluation des compétences techniques, et notamment de la dextérité.
Toutefois, ce type de méthodologie peut également s’employer pour réaliser l’apprentis-
sage des compétences procédurales. En modifiant notre approche de classification et en
nous basant sur des algorithmes nécessitant un modèle temporel de la tâche en cours,
l’approche proposée serait adaptable pour évaluer la qualité ainsi que l’enchaînement des
gestes, aussi bien dans un cadre d’entraînement que dans un contexte clinique lors d’une
intervention robotisée. En complément, ce type d’approche pourrait permettre la création
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de compte-rendus automatisés afin de faciliter les démarches administratives pour la ges-
tion du patient.
Évolution des systèmes d’entraînement pour la chirurgie robotisée.
Notre contribution pour l’analyse et l’évaluation d’une nouvelle interface homme-
machine sans contact pour la téléopération annonce des perspectives d’application inté-
ressantes. En effet, dans ces travaux nous utilisons un dispositif très peu coûteux qu’est la
Leap Motion. Nous montrons alors par ces premiers résultats que ce type d’interface peut
être utilisé dans le cadre de l’entraînement pour la chirurgie robotisée. L’intérêt principal
de ce système réside dans la commande sans contact préservant l’hygiène et l’asepsie
durant la manipulation. Toutefois, nous pouvons également envisager l’utilisation de ce
dispositif dans le cadre de la création d’un simulateur robotisé portable à moindre coût.
Sa portabilité et son coût en font une interface de choix pour ce marché, permettant ainsi
aux apprentis de s’entraîner facilement, sans contrainte d’accès à un matériel tel que le da
Vinci. Cette interface peut également servir à la formation sur simulateur, dans le cadre
du compagnonnage. Un exemple très direct est la mise en place d’une seconde console
pour l’aide à la gestuelle. Dans ce scénario, l’apprenti est aux commandes du simulateur et
l’expert connecte l’interface sans contact pour lui enseigner de manière directe la gestuelle
à adopter pour réaliser une tâche. Dans ce cas, le dispositif sert alors d’interface d’appoint
à l’accompagnement et l’apprentissage des compétences techniques.
Nous espérons que les développements entrepris dans ce manuscrit contribueront au dé-
ploiement de nouvelles méthodes, dispositifs et applications afin d’améliorer les condi-
tions durant l’entraînement aux gestes pour la chirurgie laparoscopique robotisée.
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Abstract
Integration of robotic systems in the operating room changed the way that surgeries
are performed. It modifies practices to improve medical benefits for the patient but also
brought non-traditional aspects that can lead to serious adverse events. Recent stud-
ies from the French authorities for hygiene and medical care highlight that these events
mainly come from surgeons’ technical skills, which question surgical robotic training and
teaching. To overcome this issue, surgical simulators help to train practitioner through dif-
ferent training tasks and provide feedback to the operator. However the feedback is partial
and do not help the surgeon to understand gestural mistakes. Thus, we want to improve the
surgical robotic training conditions. The objective of this work is twofold. First, we devel-
oped a new method for segmentation and recognition of surgical gestures during training
sessions based on an unsupervised approach. From surgical tools kinematic data, we are
able to achieve gesture recognition at 82%. This method is a first step to evaluate techni-
cal skills based on gestures and not only on the global execution of the task as it is done
nowadays. The second objective is to provide easier access to surgical training and make it
cheaper. To do so, we studied a new contactless human-machine interface to control sur-
gical robots. In this work, the interface is plugged to a Raven-II robot dedicated to surgical
robotics research. Then, we evaluated the performance of such system through multiple
studies, concluding that this interface can be used to control surgical robots. In the end,
one can consider to use this contactless interface for surgical training with a simulator. It
can reduce the training cost and also improve the access for novice surgeons to technical
skills training dedicated to surgical robotics.
Keywords: Medical robotics, Teleoperation, Human-machine interface, Machine learning,
Surgical gesture, Laparoscopy.
Résumé
L’intégration de systèmes robotiques au sein du bloc opératoire a modifié le déroule-
ment de certaines interventions, laissant ainsi place à des pratiques favorisant le bénéfice
médical rendu au patient en dépit des aspects conventionnels. Dans ce cadre, de récentes
études de la Haute Autorité de Santé ont mis en avant les effets indésirables graves interve-
nant au cours des procédures chirurgicales robotisées. Ces erreurs, majoritairement dues
aux compétences techniques du praticien, remettent ainsi en cause la formation et les
techniques d’apprentissage pour la chirurgie robotisée. Bien que l’utilisation abondante
de simulateurs facilite cet apprentissage à travers différents types d’entraînement, le re-
tour fourni à l’opérateur reste succinct et ne lui permet pas de progresser dans de bonnes
conditions. De ce fait, nous souhaitons améliorer les conditions d’entraînement en chirur-
gie laparoscopique robotisée. Les objectifs de cette thèse sont doubles. En premier lieu,
ils visent le développement d’une méthode pour la segmentation et la reconnaissance des
gestes chirurgicaux durant l’entraînement en se basant sur une approche non-supervisée.
Utilisant les données cinématiques des instruments chirurgicaux, nous sommes capables
de reconnaître les gestes réalisés par l’opérateur à hauteur de 82%. Cette méthode est alors
une première étape pour l’évaluation de compétences basée sur la gestuelle et non sur l’en-
semble de la tâche d’entraînement. D’autre part, nous souhaitons rendre l’entraînement
en chirurgie robotisée plus accessible et moins coûteux. De ce fait, nous avons également
étudié l’utilisation d’une nouvelle interface homme-machine sans contact pour la com-
mande des robots chirurgicaux. Dans ces travaux, cette interface a été couplée au Raven-II,
un robot de téléopération pour la recherche en robotique chirurgicale. Nous avons évalué
les performances du système à travers différentes études, concluant ainsi à la possibilité
de téléopérer un robot chirurgical avec ce type de dispositif. Il est donc envisageable d’uti-
liser cette interface pour l’entraînement sur simulateur afin de réduire le coût de la for-
mation, mais également d’améliorer l’accès et l’acquisition des compétences techniques
spécifiques à la chirurgie robotisée.
Mots clefs : Robotique médicale, Téléopération, Interface homme-machine, Apprentissage
automatique, Geste chirurgical, Laparoscopie.
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