Estimation of nite population totals in the presence of auxiliary information is considered. A class of estimators based on local polynomial regression is proposed. Like generalized regression estimators, these estimators are weighted linear combinations of study variables, in which the weights are calibrated to known control totals, but the assumptions on the superpopulation model are considerably weaker. The estimators are shown to be asymptotically design-unbiased and consistent under mild assumptions. A variance approximation based on Taylor series linearization is suggested and shown to be consistent for the design mean squared error of the estimators. The estimators are robust in the sense of asymptotically attaining the Godambe-Joshi lower bound to the anticipated variance. Simulation experiments indicate that the estimators are more e cient than regression estimators when the model regression function is incorrectly speci ed, while being approximately as e cient when the parametric speci cation is correct.
Introduction

Background
In many survey problems, auxiliary information is available for all elements of the population of interest. The U.S. Consumer Expenditure Survey and other household surveys conducted by the Census Bureau are drawn from the decennial census, which (prior to the year 2000) contained auxiliary information on contract rent and value of owned home; population registers in some countries contain age and taxable income; geographic information systems contain elevation or other spatially explicit data for all locations; and so forth. Use of this auxiliary information in estimating parameters of the nite population of study variables is a central problem in surveys.
One approach to this problem is the superpopulation approach, in which a working model describing the relationship between the auxiliary variable x and the study variable y is assumed. Estimators are sought which have good e ciency if the model is true, but maintain desirable properties like asymptotic design unbiasedness (unbiasedness over repeated sampling from the nite population) and design consistency if the model is false. Typically, the assumed models are linear models, leading to the familiar ratio and regression estimators (e.g., Cochran, 1977) , the best linear unbiased estimators (Brewer, 1963; Royall, 1970) , the generalized regression estimators (Cassel, S arndal, and Wretman, 1977; S arndal, 1980; Robinson and S arndal, 1983) , and related estimators (Wright, 1983; Isaki and Fuller, 1982) . The papers cited vary in their emphasis on design and model, but it is fair to say that all are concerned to some extent with behavior of the estimators under model misspeci cation. Given this concern with robustness, it is natural to consider a nonparametric class of models for , because they allow the models to be correctly speci ed for much larger classes of functions. Kuo (1988) , Dorfman (1992) , Dorfman and Hall (1993) , and Chambers, Dorfman, and Wehrly (1993) have adopted this approach in constructing model-based estimators.
This paper describes theoretical properties of a new type of model-assisted nonparametric regression estimator for the nite population total, based on local polynomial smoothing. Local polynomial regression is a generalization of kernel regression. Cleveland (1979) and Cleveland and Devlin (1988) showed that these techniques are applicable to a wide range of problems. Theoretical work by Fan (1992 Fan ( , 1993 and Ruppert and Wand (1994) showed that it has many desirable theoretical properties, including design adaptation, consistency and asymptotic unbiasedness. Wand and Jones (1995) provide a clear explanation of the asymptotic theory for kernel regression and local polynomial regression. The monograph by Fan and Gijbels (1996) explores a wide range of application areas of local polynomial regression techniques. However, the application of these techniques to model-assisted survey sampling as described in this article is new.
In Section 1.2 we introduce the local polynomial regression estimator and in Section 1.3 we state assumptions used in the theoretical derivations of Section 2, in which our main results are described. Section 2.1 shows that the estimator is a weighted linear combination of study variables in which the weights are calibrated to known control totals. Section 2.2 contains a proof that the estimator is asymptotically design unbiased and design consistent, and Section 2.3 provides an approximation to its mean squared error and a consistent estimator of the mean squared error. Section 2.4 establishes asymptotic normality of the local polynomial regression estimator in the case of simple random sampling. We show that the estimator is robust in the sense of asymptotically attaining the Godambe-Joshi lower bound to the anticipated variance in Section 2.5. Section 3 reports on a simulation study of the design properties of the estimator, which is competitive with the classical survey regression estimator when the oopulation regression function is linear, but dominates the regression estimator when the regression function is not linear.
Proposed Estimator
Consider a nite population U N = f1; : : :; i; : : :; Ng. For each i 2 U N , an auxiliary variable x i is observed. In this article, we explore the case in which the x i are scalars. But it will be clear from the de nition of the estimator later in this section that there is no inherent reason to do so, except to make the theory more tractable. Most of the properties of the estimator we will discuss are also expected to hold for multi-dimensional x i . This topic will be explored at a later date.
Let t x = P i2U N x i . A probability sample s is drawn from U N according to a xed-size sampling design p N ( ), where p N (s) is the probability of drawing the sample s. Let (Horvitz and Thompson, 1952 
It is of interest to improve upon the e ciency of the Horvitz-Thompson estimator by using the auxiliary information. 
which is well-de ned as long as X 0 Ui W Ui X Ui is invertible.
If these m i 's were known, then a design-unbiased estimator of t y would be the generalized 
which we would expect to be smaller than (2), because the y i 's should be \close to" the m i 's for any reasonable smoothing procedure under the model . The population estimator m i is the traditional local polynomial regression estimator for the unknown function m( ), widely discussed in the nonparametric regression literature. In the present context, it cannot be calculated, because only the y i in s U N are known. 
The sample estimator in (6) di ers in one important way from the traditional local polynomial regression estimator. The presence of the inclusion probabilities in the \smoothing weights" w o si make this estimator asymptotically design-unbiased for m i . In principle, this estimator can be unde ned for certain i 2 U N , even if the population estimator in (3) is de ned everywhere: if for some sample s, there are less than q + 1 observations in the support of the kernel at some x i , then the matrix X 0 si W si X si will be singular. This is not a problem in practice, because it can be avoided by selecting a bandwidth that is su ciently large to make X 0 si W si X si invertible at all locations x i . However, that situation cannot be excluded theoretically as long as the bandwidth is considered xed for a given population. Therefore, for the purpose of the theoretical derivations in Section 2, we will consider an adjusted sample estimator that is guaranteed to exist for any sample s U N .
The adjusted sample estimator for m i is given bŷ 
for some small > 0. The terms N ?2 in the denominator are small order adjustments that ensure the estimator is well-de ned for all s U N . This adjustment was also used by Fan (1993) for the same reason when the x i are considered random. Another possible adjustment would consist of replacing the usual choice of a kernel with compact support by one with in nite support such as the Gaussian kernel. In practice, however, such kernels have been found to increase the computational complexity of local polynomial tting and result in less satisfactory ts compared to those obtained with compactly supported kernels.
The adjustment proposed here maintains the sparseness of the smoothing vector w si , and its e ect can be made arbitrarily small by choosing accordingly. We let
denote the local polynomial regression estimator that uses the adjusted sample smoother in (8). The remainder of this article will be concerned with studying the properties oft y (andt o y when appropriate).
Notation and Assumptions
Our basic approach to study the design and model properties of the estimators will be to use a rst order Taylor series approximation for the sample smootherm i . Note rst that we can write m i = f(N ?1 t i ; 0) andm i = f(N ?1t i ; ) for some function f, where the comes from the adjustment in equation (8) in particular, their empirical distribution function satis es a standard law of the iterated logarithm (e.g., Ser ing, 1980, p. 62) . This assumption plus the compactly supported errors are used to establish uniform integrability needed to allow taking expectations through Taylor series expansions. Alternatively, it is possible to modify A2, A3 and A4 to include additional assumptions about smoothness of the rst derivatives of the various functions, which are normally not required for local polynomial regression. In addition, A5 would be modi ed by a factor of log log N= log N in the bandwidth rate. These adjustments, together with moment assumptions on the " k , would guarantee uniform convergence of the nonparametric regression components of the estimator. Such assumptions were used in Opsomer and Ruppert (1997) for the same purpose in the context of additive model tting. The assumptions are based on the uniform convergence results of Pollard (1984) . Remark: Assumptions A6 and A7, which involve rst through fourth-order inclusion probabilities of the design, hold for simple random sampling without replacement. Let k denote the kth order inclusion probability of k distinct elements under simple random sampling without replacement. Then A6 is well-known, and it is easy to check that the rst expression in A7 becomes 2 Main Results
Weighting and Calibration
Note from (7) Because the weights are independent of y i , they can be applied to any study variable of interest. In particular, they can be applied to the auxiliary variables 1; x i ; : : :; x q i . Then it is straightforward to verify that for the local polynomial regression estimatort o y , X i2s 8 < : for`= 0; 1; : : :; q. That is, the weights are exactly calibrated to the q + 1 known control totals N; t x ; : : :; t x q . Calibration is a highly desirable property for survey weights, and in fact motivates the class of estimators considered by Deville and S arndal (1992) . Part of the desirability of the calibration property comes from the fact that if y i is exactly a qth degree polynomial function of x i , thent o y = t y for every possible sample. In addition, the control totals are often published in o cial tables or otherwise widely disseminated as benchmark values, so reproducing them from the sample is reassuring to the user. While the local polynomial regression estimatort y is no longer exactly calibrated, it remains approximately so, in the sense that its weights reproduce the control totals to terms of o( N ?1 ). We omit the proof.
Asymptotic Design Unbiasedness and Consistency
The price for usingm i 's in place of m i 's in the generalized di erence estimator (4) which converges to zero using A6. The last term of (14) converges to zero by Lemma 3, and the second term converges to zero by an application of the Cauchy-Schwarz inequality. Combining this with Lemma 4, the second term on the right of (15) converges to zero as N ! 1, and the theorem follows.
Asymptotic Mean Squared Error
In this section we derive an asymptotic approximation to the mean squared error of the local polynomial regression estimator and propose a consistent variance estimator. We begin with a technical lemma.
Lemma 5 (10), using the Cauchy-Schwarz inequality for its two cross-products. In b 1N , we consider separately the cases of one, two, three, and four distinct elements in (i; j; k;`). Straightforward bounding arguments like those in Lemma 3 show that each such case converges to zero. We omit the details. The term b 3N converges to zero by Lemma 3 and A6. The cross-product term b 2N goes to zero by an application of the Cauchy-Schwarz inequality, and the result is proved.
We now show that the asymptotic mean squared error of the local polynomial regression estimator is equivalent to the variance of the generalized di erence estimator, given in (5). Additional conditions on the design are required; for example, conditions which ensure that the design is well-approximated by unequal probability Bernoulli sampling conditioned to the xed sample size n N , or by successive sampling with stable draw-to-draw selection probabilities (e.g., Thompson, 1997, p. 62) . In this section, we establish a central limit theorem for the pivotal statistic under simple random sampling.
Theorem 4 Assume that the design is simple random sampling without replacement, and assume that A1{A7 hold. from which the Lyapunov condition (3.25) of Thompson (1997) can be deduced. It follows from Theorem 3.2 of Thompson (1997) The right-hand side of the above expression is the Godambe-Joshi lower bound, which attains its minimum value when i / v 1=2 (x i ). Conditions under which generalized regression estimators asymptotically attain this lower bound have been studied by Wright (1983) , Tam (1988) , and others. In what follows, we prove that the local polynomial regression estimator is robust in the sense that it asymptotically attains the Godambe-Joshi lower bound. We begin by establishing some lemmas. 
Simulation Results
In this section, we report on some simulation experiments comparing the performance of the local linear regression estimator with the Horvitz-Thompson estimator given in (1) and the classical (linear) regression estimator (Cochran, 1977, p. 193) . We will use the estimatort o y in equation (7) for these simulations, since the e ect of the adjustment is negligible, and in practice, the adjustment would usually be omitted. departures from the linear model. For m 2 , the trend is quadratic, so that an assumed linear model would be misspeci ed over the whole range of the x k , but would be reasonable locally. The function m 3 is linear over most of its range, expect for a \bump" present for a small portion of the range of x k . The nal mean function, m 4 , is not smooth. The population x k are uniformly distributed over their range. The population values y k are generated from these mean functions by adding normally distributed, independent errors. We evaluate two possible values for the standard deviation of the errors: 1 = 0:1; 2 = 0:4. The population is of size N = 1000. The samples are generated by simple random sampling using the sample sizes n 1 = 100; n 2 = 200; n 3 = 500.
For each combination of mean function, standard deviation and sample size, 100 replicate samples are selected and the estimators are calculated. Note that for each sample, a single set of weights is computed and applied to all four study variables, as would be common practice in applications.
As the population is kept xed during these 100 replicates, we are able to evaluate the design-averaged performance of the estimators. Speci cally, we estimate the design bias, design variance and design mean squared error.
For all cases in this simulation, the percent relative design biases were less than one percent for all estimators, and are not tabled. decreases as the model variance increases. The classical regression estimator and the local linear estimator have similar e ciency when the underlying function is linear, but when the underlying function is not linear, the local linear estimator is more e cient. The e ciencies of all estimators become more similar as the model variance increases, however. Table 2 shows the ratio of the mean of the estimated standard errors from Theorem 4 to the simulation standard errors. The ratios are generally close to one, though there is a fairly large amount of variability at the smallest sample size.
One common concern when using nonparametric regression techniques is how sensitive the results are to the choice of the smoothing parameter. This is especially important in the context of survey sampling, because the same set of regression weights (with a single choice for the bandwidth) are often used for a large number of di erent variables, as was done in the simulation experiment described above. Figure 1 shows the design MSE for di erent bandwidths for the four mean functions, at sample size n 2 and model variance 2 2 . Bandwidth values range from 0.05 to 1.5 (note that the range of the x k is 1). For comparison, the plots also show the design MSE for the linear regression estimator. As the bandwidth becomes large, the local linear regression estimator becomes equivalent to the classical regression estimator, and the MSE's converge. Clearly, the bandwidth has an e ect on the MSE of the local linear regression estimator, but similar design MSEs are achieved across a broad range of bandwidths. Note also the local linear regression estimator has a smaller MSE than the classical linear regression estimator for all bandwidth values for functions m 2 , m 3 and m 4 in this case. This again shows that the local linear regression estimator is likely to be an improvement over Horvitz-Thompson and classical regression estimation when the relationship between the auxiliary variable and the variable of interest is non-linear. 
