In the present paper, we investigate the statistical properties of interlaced and progressive image sequences in order to determine what is the most e cient format from a coding point of view. Intra and inter coding modes are both considered. The main result is that, for both intra and inter images, the coding of progressive images outperforms the coding of interlaced ones for low bitrates and large motion vectors. Particular attention is paid to inter coding with subpel accuracy, where the e ects of non ideal interpolation lters and nite precision of the motion vector are taken into account.
Introduction
In most present sequence coding algorithms, two categories of images are considered: intra and inter images. This is the case for the popular MPEG 2 coding algorithm 1, 2]. In intra images, no temporal decorrelation is performed. They are used as periodical refresh and as entry points in the sequence. In inter images, the motion estimation and compensation are crucial steps for the temporal decorrelation. The motion of the current image with respect to the previous decoded one is rst estimated. By means of the motion vector estimates, the motion is compensated and the prediction error between the current image and its motion compensated prediction is then transformed, quantized, entropy coded and transmitted. Important re nements can be implemented. For example, if the motion estimation is not relevant for some parts of the image, it is possible to code, on a macroblock by macroblock basis, the current image itself rather than a prediction error. This feature is known as inter/intra switching.
Moreover, as the displacement between successive images is not necessarily a multiple of the pel distance, it has been proposed to perform motion estimation and compensation with subpel accuracy. It means that the content of the current image is compared not only with existing points of the previous image but also with information obtained by means of interpolation. It should be kept in mind that the motion vectors have to be transmitted as side information and therefore, there is a tradeo between the reduction of the energy of the prediction error and the cost associated with more accurate motion vectors. In the case of progressive pictures, motion compensation with subpel accuracy is straightforward and very e ective. Interpolation is performed within a frame and, assuming there is no noise and the motion is translational, it is possible to get a zero prediction error if the motion vector is estimated with an in nite precision 3, 4] . For interlaced pictures, the problem is more "tricky" because vertical aliasing is present within each eld and there is a temporal o set between the two elds of the same frame. More or less intuitive approaches have been proposed. For example, motion compensation can be applied within a eld or within merged elds on a macroblock by macroblock basis 1, 2]. An additional side information is necessary to indicate which solution is adopted. Field operations are more e ective when the motion is important whereas merged elds operations are more often applied in slow moving areas. However, this way of doing is somewhat ad hoc and it is not possible in general to have a zero prediction error even if the motion vector is correctly estimated with an in nite precision 5, 6 ].
In 7], it has been shown how the motion estimation and compensation have to be carried out when interlaced images are processed under the assumption of a translational motion: the information contained in two elds is used to recover exactly the analog signal "hidden behind the sampling". The philosophy of the method is based on the periodic nonuniform sampling theory 8, 9] . Based on the same approach, the authors have proposed a deinterlacing algorithm 10], up-and downsampling methods 11] and a 50 to 60 Hz converter 12]. For all these problems, the interpolation lters are of the in nite impulse response type. In 11] , it has been shown how nite impulse response lters could be designed for a mean squared error criterion.
For many years, transmission standards for video signal broadcasting have been based on interlaced sources because it was the most interesting solution to achieve data compression with regard to the available technology. Interlaced frames theoretically o er the same vertical resolution as that of progressive formats while permitting a saving of the bandwidth (actually, the vertical resolution is reduced with respect to the possible de nition by a factor close to 0:7 known as the Kell factor). At present, much attention is paid to the progressive format. Both interlaced and progressive formats have their respective advantages and drawbacks 21]. Concerning the picture quality, progressive scanning o ers the bene ts of an improved vertical resolution, especially on moving parts of the picture for which intra eld aliasing is avoided. The improved quality of sources and displays makes the viewer much less tolerant of the defects of interlaced pictures (like line crawling and interline twitter 13]), especially for large displays, at close viewing distance and high brightness levels. The display of progressive formats allows the removal of these artifacts. Concerning the image capture aspects, progressive tube cameras introduce a substantial SNR loss. However, the introduction of CCD technology reduces the performance gap between the two formats. Concerning signal processing aspects, like vertical ltering, slow motion, frame rate conversion, hierarchical coding, and so on, progressive scanning makes these operations much easier than interlaced scanning. However, the progressive system must work at a doubled clock frequency, increasing drastically the complexity. Concerning the display aspects, the cathodic rate tube (CTR) technology risks to be replace by new promising technologies like active matrix LCTV or plasma display devices for which a progressive format is preferred. Moreover, even if progressive formats contain twice as many lines as interlaced formats, some results 5, 14, 15] indicate that it is possible to achieve lower bitrates with progressive formats. Intuitive reasons are the following. Coding moving interlaced pictures as merged elds generates a range of high frequencies and increases the number of bits that are required to transmit the picture. As mentioned above, one can code elds independently but the increased spatial distance between eld lines makes decorrelation operators less e cient. Further, the increased temporal distance between elds of same parity degrades the e ciency of the motion compensation and the existence of eld aliasing makes the research of the true motion vectors less e cient 14]. On the other hand, a progressive encoder has to cope with the doubling of the number of points of the source. Do the increased temporal and vertical correlations provide a signi cant improvement on the coding e ciency to compensate the increased number of samples? This paper shows theoretical results on this topic.
To succeed in this task, we investigate the e ect of the motion vector onto the statistical properties of intra and inter pictures in the interlaced and progressive cases. As a matter of fact, the power spectral density (psd) is useful to compute the spectral atness measure, or its inverse, the maximum achievable coding gain. It is therefore very important to know the potential for coding a source 16]. For the case of intra images, results are well-known and the reader will be reminded of them. For the case of prediction errors, the problem has already been handled in 3, 4] in the progressive formats case. One of the purposes of the present paper is to explore it for interlaced images and investigate the e ect of a motion vector estimate which is di erent from the true motion vector as well as the e ect of truncated interpolation formulas. Preliminary results have already been presented in 18]. Afterwards, interlaced and progressive formats will be compared from a coding gain point of view.
The paper is organized as follows. In section 2, we will present the assumptions of work and the notations. In section 3, the reader is reminded of the processing of sequences produced by periodic nonuniform sampling. In section 4, the statistical properties of progressive images will be reviewed. A distinction will be made between intra and prediction error images and between progressive and interlaced formats. Section 5 will cover the same aspects for interlaced sources. On the basis of these calculations, computational results will be furnished in section 6 with simple assumptions on the autocovariance function of the source signal. We will compare the coding e ciency of progressive and interlaced formats. Again, a distinction will be made between intra and prediction error images. In section 7 some remarks are made.
Assumptions and notations
In this section, the notations used for all the following calculations will be presented. Moreover, a theoretical analysis needs the de nition of some assumptions on the input signal. These assumptions will also be presented in this section.
We will suppose that the digital television picture is obtained by the spatio-temporal sampling of an analog scene moving with a constant translational motion. The sampling matrices 17] (1) where w and h are the horizontal and vertical sampling distances between two samples of a frame.
Vector r = x y] T is the 2-dimensional location variable.
For a progressive format, we will denote the motion vector between two successive frames by r 0 = x 0 y 0 ] T . Therefore, if the analog luminance signal at the time of frame 1 is l a (r), it will be l a (r?r 0 ) at the time of frame 2. The sequences of samples y 1 (n) and y 2 (n) corresponding to frame 1 and frame 2 are de ned by
where n is a vector of integers. For an interlaced format, we will denote the motion vector between two successive elds by r 0 = x 0 y 0 ] T . We also de ne a vector v 1 = 0 h] T which is the spatial o set between two elds. Therefore, if the analog luminance signal at the time of eld 1 is l a (r), it is given by l a (r ? r 0 ), l a (r ? 2r 0 ) and l a (r ?3r 0 ) at the time of elds 2, 3 and 4, respectively, and the corresponding two-dimensional sequences of samples are de ned by y 1 (n) = l a (V i n + v 1 ) y 2 (n) = l a (V i n ? r 0 ) y 3 (n) = l a (V i n + v 1 ? 2r 0 ) y 4 (n) = l a (V i n ? 3r 0 ) (3) for elds 1, 2, 3 and 4.
An additional assumption must be made on the autocovariance of the analog signal. We will assume a very simple two-dimensional separable model (the variance of the signal is supposed equal to one) 
where
Two dimensional interlaced image prediction
Considering that each eld in an interlaced frame contains vertical aliasing, the interpolation formulas recalled in the previous section have been used to interpolate and predict interlaced images.
Let us assume that r 0 is the correct motion vector. This means that samples of y 1 located in V i n + v 1 would be located at V i n + v 1 + 2r 0 at the time of eld 3 and at V i n + v 1 + 3r 0 at the time of eld 4. Similarly, samples of y 2 located in V i n would be located at V i n + r 0 at the time of eld 3 and at V i n + 2r 0 at the time of eld 4. From the information that elds 1 and 2 provide at the time of elds 3 and 4 we can compute the exact samples of elds 3 and 4. Interpolation operations are nevertheless required because the points obtained after projection of elds 1 and 2 on elds 3 and 4 are not in the right position in the most general situation.
No aliasing is present in the horizontal direction of interlaced images. Hence, the interpolation process along the horizontal direction is carried out according to the classical Shannon sampling theorem 9]. If a signal is sampled at a rate 1=T and with a phase T 0 , we know the sequence x s (n)
de ned by x s (n) = x(nT + T 0 ):
The analog signal can be recovered by means of the following interpolation formula
By means of this horizontal interpolation step, eld 1 provides us with samples located in (n x w; n y 2h? h + 2y 0 ) at the time of eld 3, and in (n x w; n y 2h ? h + 3y 0 ) at the time of eld 4. Similarly, eld 2 provides us with samples located in (n x w; n y 2h+y 0 ) at the time of eld 3, and in (n x w; n y 2h+2y 0 )
at the time of eld 4.
Vertical interpolation can then be carried out according to the generalized sampling approach 
Similarly, eld 4 can be computed by means of equation (5) (10) If the motion vector is correct and if the in nite summations induced by the convolutions is performed, the exact values of the samples of elds 3 and 4 are found. Conversely, if the impulse responses are truncated and/or the motion vectors are estimated with a nite accuracy, an error will be made on the estimated samples.
By means of the tools developed up to now, we will try to characterize psds of intra coded and motion compensated coded images, for both interlaced and progressive formats.
In particular, we will analyze how the nite accuracy of motion vectors and the truncation of interpolation lters impact the psd of motion compensated images. For the sake of conciseness, we will give the results for the autocovariance functions only. The corresponding psds are obtained in a straightforward way by taking the Fourier transform.
4 Statistical properties of progressive images
Intra coded images
The well-known result 17] of the autocovariance function ? I;p (n) of a progressive image is ? I;p (n) = ? la (V p n) (11) where ? la ( ) is the autocovariance function of the luminance signal.
Prediction error
The results will be presented di erently from the way they are in 4] for the ease of comparison with the interlaced case. We would like to estimate samples of frame 2 from samples of frame 1. As no aliasing is present in a progressive sampling, we can use the classical Shannon sampling theorem (equation (8)) vertically and horizontally: samples of frame 2 are exactly interpolated from samples of frame 1 by
with c 21 (p) = sinc w (p x w ? x 0 ) sinc h (p y h ? y 0 ) : (13) With our assumptions (translational motion, no noise), if the motion vectors were estimated with in nite accuracy, and the interpolation would be performed with an in nite number of taps, equation (12) would provide the exact value of the point to be estimated. However, in practice, equation (12) can not be used for motion compensation, because of the in nite summation: truncation is necessary. Moreover, motion estimation fails to estimate the true motion vector r 0 = (x 0 ; y 0 ) but nds an estimater 0 = (x 0 ;ŷ 0 ). The estimated motion vectorr 0 is di erent from the true one for two reasons. Firstly, it is not possible to estimate the motion vector with an in nite precision. Moreover, the motion vector must be quantized to be transmitted to the decoder. Secondly, for macroblocks located on the border of moving objects with di erent true motions, the motion estimation usually fails and the error may be large. In the rest of the paper, the hat (^) will denote estimated values. Therefore, frame 2 will be estimated and compensated by means of
withĉ 21 (p) being interpolation lters depending on the estimated motion vectorr 0 and the quantization. The prediction error is constructed by computing the di erence between existing samples and estimated samples. (16) 5 Statistical properties of interlaced images
Intra
When intra coding is considered, two di erent ways of coding the signal may be used : eld coding or merged eld coding (also known as frame coding) 1]. Merged eld coding means that the decorrelation operator is applied to areas taken within the frame made of the two merged elds. The eld autocovariance ? I;i (k) has the same form as that of a progressive signal except that the distance between two lines is double 17]:
The merged eld signal y m (n) is de ned as follows:
y m (n x ; 2n y + 1) = y 1 (n x ; n y ) y m (n x ; 2n y ) = y 2 (n x ; n y ): The expression of ? e4 (k) is completely similar: 3 has to be replaced by 4 everywhere.
As mentioned above, in many coding schemes, it is allowed to switch between eld and frame coding. Therefore, we also compute the covariance function of the prediction error signal obtained after merging the two prediction error elds together. We de ne this signal e m (n) as follows :
e m (n x ; 2n y + 1) = e 3 (n x ; n y ) e m (n x ; 2n y ) = e 4 (n x ; n y ):
The autocovariance ? em (k) is computed as follows. For k = k x ; 2k y ] T , we de ne k' = k x ; k y ] T and An equivalent expression for ? e4e3 (k) can be obtained.
These equations are somewhat complex because the summations are in nite and non-separable. They depend on the true and the estimated motion vector and on interpolation lters used to perform the motion compensation.
6 Coding e ciency
The purpose of this section is to compare the coding e ciency that can be expected when interlaced or progressive images are coded. As for intra coding, it will be assumed that a transformation is used (frame or eld transformation). Concerning motion compensated prediction images and the progressive format, the sensitivity of the error variance to truncated interpolation lters and quantized motion vectors will be shown. As for interlaced motion compensated prediction images, the sensitivity of the power spectral density of the error signal to truncated interpolation lters and quantized motion vectors will also be investigated, as well as the e ect on the error variance. As a matter of fact, as most of the time not much is to be gained by applying a transformation to prediction error images, we will assume that PCM encoding is used and the variance of the signal is an indication of the e ciency that can be expected.
6.1 Intra coding
Coding gain comparison
In this section we compare the coding gains obtained by transform coding of interlaced and progressive intra sources, the progressive format containing twice as many pixels as the interlaced format.
According In these expressions, the bitrate of interlaced source coding R MF (or R F ) is taken as a reference and, as the progressive format has twice as many pixels as the interlaced format, the available bitrate per sample for progressive source coding is half that of the reference. (11), (17), (19) and (20) respectively). It has also been assumed that the transformations under consideration are unitary.
Computational results
For computations, the correlation factors of equation (4) have been arbitrarily selected to be w h = 0:9 and h v = 0:95. According to equation (37), gure 1 represents an unit-gain surface (every point on the surface has G p;I;MF = 1) for an 8 8 frame-DCT. The quantization performance factors 2 are supposed to be the same (if it is not the case, the surface will be shifted). As equation (37) shows, this surface depends on the bitrate and on the motion vector r 0 . For each point of the space above the unit-gain surface, coding merged eld interlaced sources gives a lower distortion than coding progressive sources and conversely. Figure 1 shows that progressive coding is more e ective for low bitrates and large motion vectors. This theoretical result was experimentally con rmed by some authors 15, 19] . The calculation of G p;I;F ( eld coding) can be made in a similar way. Figure 2 represents the curve G p;I;F = 1 as a function of the vertical motion vector and the interlaced bitrate, for an 8 8 DCT. The horizontal motion vector is supposed to be zero. As a comparison, the curve G p;I;MF = 1 is also represented. Three regions are observable : a low-bitrate region where progressive coding is better, a high-bitrate region where interlaced coding with merged eld DCT is preferable and an intermediate region where interlaced coding with pure eld DCT is better. If pure eld or merged elds coding is selected on a macroblock by macroblock basis, the equivalent curve between interlaced and progressive is obtained by taking, for all y 0 , the minimum of the two curves of gure 2. The conclusions are unchanged but the region where the progressive coding is better is reduced.
Motion compensated coding
In this section we investigate the gain that may be achieved by coding motion compensated prediction images. For progressive images, assuming that the prediction error images are PCM encoded, we limit our investigations to the in uence of di erent parameters on the error variance. For interlaced images, we illustrate the in uence of the same parameters on the psd. Then we also analyze the sensitivity of the variance error.
Progressive format
We rst compute the variance of the prediction error as a function of the true and the estimated motion. The estimated motion vector is supposed to be obtained by quantization of the true motion. For gure 3, the horizontal component of the motion vector has been quantized with a step q x0 = 0:25 w and the vertical component with a step q y0 = 0:25 h. It (12) (for the simulations, summations must be limited. The lter weights are considered to be negligible after 31 taps in both directions). The following comments can be made about these results: the closer the estimated value to the true value, the smaller the error variance. This is true for both the horizontal and the vertical components, it is possible to have a zero error variance when the motion vector is correctly estimated (there is no noise in our model), the same quantization error (x 0 ?x 0 ; y 0 ?ŷ 0 ), corresponds to the same error variance. It is no longer the case for interlaced pictures (subsection 6.2.2), As mentioned above, in nite lters (equation (12)) are not implementable. Figure 4 shows the e ect of truncating the lters with the same characteristics as those of gure 3 except the fact that only two-tap lters are used. This bilinear interpolation is used in most of present coding schemes. We can observe that it is no longer possible to have a zero error variance even if the motion vector is perfectly estimated. It is only possible if the vertical motion vector is a multiple of h and the horizontal motion vector is a multiple of w.
Interlaced format
Power spectral density The shape of the psd is a good indication on the performance of coding schemes exploiting waveform redundancy 16]. The target of this subsection is to show the frame psd for some values of the true and the estimated motion vectors. The frame psds are plotted in dB for the normalized 2D frequencies ranging from (0; 0) to (0:5; 0:5).
For gures 5 to 7, the motion compensation is supposed to be performed by means of the in nite ideal lters. In the case of gure 5, it has been assumed that the horizontal motion was estimated to its correct value, namelyx 0 = x 0 = 0. The situation in the vertical direction corresponds to a true component y 0 = 0:075 2h quantized toŷ 0 = 0. To some extent, we can say that this psd has a high-pass shape for the vertical frequencies. As it was foreseen, motion compensation is a good tool to suppress low frequencies but fails for high frequencies when the motion vector is quantized. This psd has also a decreasing shape for horizontal frequencies. This is due to the perfect estimation of the horizontal motion vector and the decreasing shape of the analog signal spectrum. Figure 6 shows the e ect of a quantization error on the horizontal motion vector, namely x 0 = 0:075 w and x 0 = 0. The vertical motion vector is estimated to its correct value,ŷ 0 = y 0 = 0. The observation of the gure shows a high pass shape for the horizontal frequencies but also the presence of high vertical frequencies. This last point is easily explained by the fact that an error on the horizontal vector does not a ect the two elds in the same way. By merging the two elds, vertical high frequencies appear. Figure 7 shows the e ect of an estimation error on the motion vector. It has been assumed that the vertical motion was estimated to its correct value,ŷ 0 = y 0 = 0 but the estimation of the horizontal motion vector is incorrectly estimated, x 0 = 1:5 w andx 0 = 0. The shape of the psd becomes highly perturbed. The larger the estimation error, the more the psd is perturbate.
Coding gain From the knowledge of the power spectral density of the prediction error, it is possible to compute the optimum gain G opt which is the inverse of the spectral atness measure 16].
Moreover, the maximum achievable gain have been given by equation (36). Table (1) gives the values of the gains achieved by means of a two-dimensional non-separable 8 8 Karhunen-Loeve transform (KLT) optimized for the autocovariance of the signal and a two-dimensional separable 8 8 DCT for some combinations of the estimated and the true motion vectors 16]. We can see that the higher the error on the motion vector, the higher the gain, and that the gain obtained by an 8 8 static DCT is close to the gain obtained by an 8 8 non-separable KLT.
It is important to point out that this study is theoretical. In reality, the true motion vector is unknown. It is then impossible to calculate the autocovariance function of the prediction error and obtain the coding gains announced. Even if the coding gain with an 8 8 static DCT can be important, it needs an optimal bit allocation and then the knowledge of the autocovariance function. As a conclusion, with the assumptions of this paper (uniform translational motion) and if the di erence between the true and the estimated motion vector is not too important, we consider that no supplementary gain could be obtained by means of transform coding. Besides, when we evaluate the psd on real prediction error images by a Welch method for example, we obtain a rather at function con rming that, to have a signi cant gain, we should adapt the transformation and the bit allocation on a block by block basis. If PCM only is used, the prediction error variance is then a good measure of the minimum achievable transmission bitrate. It will be analyzed in the next subsection and compared with that of a progressive format.
Variance of the prediction error the closer the estimated value to the true value, the smaller the error variance. This is true for both the horizontal and the vertical components, it is possible to have a zero prediction error variance when the motion vector is correctly estimated (our model does not take noise into account). It is not possible for all values of the motion vector if static lters are used as in 5], concerning the vertical component, it appears that the e ect of a given quantization error produces a larger increase of the variance when the true motion is close to 0:5 2h. The sensitivity of the interpolation formulas when the vertical motion is close to an odd multiple of h has already been pointed out 7].
The rst two comments are similar to those made for a progressive format. This is due to the fact that we use complete ideal interpolation formulas that get rid o the aliasing. Only one thing is di erent: the higher sensitivity of these formulas to a false motion vector. Figure 10 shows the e ect of the quantization stepsize of the motion vector. As a matter of fact, the horizontal and vertical quantization steps are divided by two (q x = 0:125 w and q y = 0:0625 2h).
If we estimate approximately a mean prediction error variance by averaging the six curves for gures 9 and 10, we establish, roughly, a diminution of this value by a factor four when the quantization stepsize is divided by two. This means, roughly, decreasing the bitrate by 1 bit/pel (for high bitrates). Figure 11 shows the e ect of the truncation of lters based on the generalization of the sampling theorem. Figure 11 has the same characteristics as those of gure 9 except the fact that only one-tap lters are used. The following comments can be made: the truncation of generalized sampling based lters leads to an increase of the prediction error variance, especially for y 0 > 0:2 2h, as for progressive formats, it is no longer possible to have every time a zero error variance even if the motion vector is perfectly estimated. It is only possible if the vertical motion vector is a multiple of 2h and the horizontal motion vector is a multiple of 0:5 w, in general, the minimal variance abscissa is not obtained when y 0 =ŷ 0 and x 0 =x 0 . Sometimes, it is better not to estimate a true vector by the nearest quantized value, as for the in nite lters, the prediction error variance is higher when the vertical motion is close to an odd multiple of h. as for generalized sampling based bilinear lters ( gure 11), there is a bias in the estimation of the motion: the nearest quantized motion vector is not necessary the best one from a variance point of view. This fact has already been reported by Hartwig 5] .
In most of present coding schemes, generalized sampling based interpolation formulas are not used. Two types of alternative interpolation lters are more often applied: eld interpolation bilinear static lters with motion compensation between elds of same parity and frame (merged elds) interpolation bilinear static lters. These cases have already been analyzed in 5]. Here, we have chosen to present results with frame interpolation bilinear static lters ( gure 12). The other characteristics are the same as those of gure 9. The following comments can be made: compared to generalized sampling based bilinear lters, the prediction error variance is higher, especially for y 0 > 0:2 2h, the prediction error goes on increasing for y 0 > 0:5 2h. It is not the case for motiondependent lters.
Finally, we can estimate the prediction error variance when the error on the motion vector is higher than a single quantization. Table 2 gives the variance for two cases where both in nite generalized sampling theorem based lters and frame bilinear static lters are tested. The table establishes that the rst ones are not necessary better than the last ones. As a matter of fact, when a high estimation error is made, theŵ ij lters are completely di erent from the w ij lters and the choice of the supposed better lters does not necessarily bring improvements.
Computation results
As mentioned in section 6.2.2, if the di erence between the true and the estimated motion vector is not too important, the gain obtained by a non-adaptive orthogonal transform can be considered as unitary. Thus, we will suppose that we encode the prediction error by a pulse code modulation (PCM) technique. In that case, the variance of the quantization error at high bitrates is given by 
where the bitrate of interlaced source coding R MF is taken as a reference. A gain G p;ym;F can also be de ned for interlaced eld coding.
Before calculating a unit-gain curve, we should give our de nition of the accuracy of a motion vector in interlaced and progressive formats. For example, let us suppose a half-pel accuracy. For progressive formats, a motion of half a pel corresponds to a displacement of h=2 between two pictures distant of T. For interlaced formats, this motion corresponds to a displacement of h=2
between two pictures distant of 2T. As the value of 2 x;MF depends on the true motion and on the estimated motion, the unit-gain surface should be represented in a ve-dimensional domain. To simplify the representation, we will suppose that the horizontal true and estimated motion vectors are zero, the vertical true motion vector is a Gaussian random variable with a variance 2 y0 and a zero mean, and that the estimated motion vector is obtained by quantization of the true motion vector. With these simpli cations, gure 13 shows two unit-gain curves of the prediction error coding as a function of the bitrate and the variance 2 y0 . Motion compensation is supposed to be performed with static bilinear lters. The solid line is for pel accuracy whereas the dashed line is for half-pel accuracy. For each point of the space above the unit-gain curve, coding merged eld interlaced sources gives less distortion than coding progressive sources and conversely. By observing the gure, we can see that the progressive format becomes more e cient with a increased accuracy of the vertical motion vectors, the progressive format using half-pel motion estimation is more e ective than the interlaced format for a large range of bitrates, the same dependence on the motion vector and the bitrate as the one of intra pictures is observed. That conclusion was also experimentally con rmed in 15].
Discussion
The results obtained above are based on equations valid for high bitrates only. For example, we know that higher-order transform coe cients are negligible for most of practical bitrates. For those coe cients, the quantization noise is not independent of the signal and equation (33) is not valid. For those lower bitrates, we have some saturation of the coding performance both for interlaced and progressive formats but it is more prejudicial for this last format on account of the doubling of samples. It is the reason why an intra progressive source coding is practically never better than an intra interlaced source coding. Nevertheless, equations (37), (38), (39) and gures 1, 2, 13 can be considered as a trend of the coding e ciency according to the motion vector and the bitrate. These theoretical results are con rmed by experimental ones like those reported in 20] mentioning that progressive coding outperforms interlaced coding when di cult sequences are processed. As it turns out that the di cult sequences are mainly those that contain a lot of motion, this experimentation con rms the trend obtained by the present theoretical analysis.
Conclusions
In the present paper, we have analyzed the statistical properties of digital pictures. Interlaced and progressive scanning formats have been considered. For the two cases, intra and prediction error pictures have been treated. For intra pictures, the expression of the error covariance has been recalled to the reader. For prediction error pictures, an expression on the covariance has been derived as a function of the covariance of the input signal and of the true and the estimated motion vectors. From these developments, the power spectral density and the variance of the prediction error have been calculated for some cases and assuming a decreasing exponential autocovariance of the analog signal. Finally, a comparison between (merged elds) interlaced and progressive formats at higher bitrates according to the coding gain has shown that the last one is more e ective for lower bitrates and large motion vectors. 
