The present paper contains a detailed study of the (right) skew polynomial rings over semisimple rings (see definitions below). In a sequel to this paper, we shall consider skew polynomial rings over right orders in right Artinian rings. The results of this paper as well as its sequel were announced in Ref. [8] .
Skew polynomial rings over skew fields have been the subject of study for quite some time; therefore, the rings considered here may be of some interest on their own right.
1Ve briefly indicate the contents and layout of this paper. In Section 1, we recall some definitions and explain some notation. In Section 2 we look at the skew polynomial ring Q[x, p] assuming that Q is a self-basic semisimple ring and p induces a cycle on the set of primitive idempotents of Q. The series considered in Lemma 2.3 may be of independent interest. In Section 3, it is shown that the skew polynomial rings over arbitrary semisimple rings are finite direct sums of matrix rings over the type of rings considered in Section 3.
Although we have treated skew polynomial rings only, all our results can be adopted to skew power series rings over semisimple rings; this requires minor changes which are omitted. Some (1) d,, 6 : II, for all i, j; (2) tl,, t zI1, if i j. It is straightfor\vard to check that P is indeed a subring of -U,,,(D,,,). \Yc shali denote I' t,y (K, , w, y, 3:. Such rings have been considered by ('lark [2] \t-hen li, .'. I<,,, is a skew iicld and y id.; howcvcr, their relation to skcx polynomial rings seems to be ncn;; see Theorem 2. I (a).
1f:'e fix some terminology. X se~~z's~~~rp/e (rcsp. si~pk) I-ing means ;I right ArCnian ring with no nilpotent ideals (wsp. 110 proper ideals). All idempotents arc assunncd to bc nonzero. An idempotcnt e in a right A4rtinian ring is pritnitiw if it can not be written as a sum of t\vo orthogonal idempotcnts.
-An idempotent ,f in a semisimple ring Q is semiprimitiw if it is primitive in the center of (,,. X se&basic semisimplp rirzg is a direct sum of a finite number of skew fields; in such a ring, every idempotent is central.
For a positive integer n, WC let I,, stand for the set (I ,..., 711.
A SPECIAL &x
In this section, we consider the skew polynomial rings Q[x, p], assuming that Q is a self-basic semisimple ring and p : Q---f Q is a monomorphism which induces a cycle on the set of all primitive idempotcnts of Q. Theorem 2.1 describes the structure and properties of these rings as well as the structure of finitely generated right projcctives over them. Theorem 2.2 describes ideals and Theorem 2.4 shows that certain factor rings are generalized right uniserial rings. ". k;,, and 9 is an automorphism. We proceed to define a map [ : R + ~l~,,~(K~,,[z, ~1); it will be shown that [ : R ---> [ki, , m, v', z> is an isomorphism. Since (fi : i E I,,,) is a set of orthogonal idempotents with CrL,,fj = 1, therefore R =: @,"l,=, fiRfj as Abelian groups. Thus, every Y E R can be uniquely expressed as r = Cl:;-, yij with ri, E fiRfj . 'To define t(r), WIG have to look more closely at each yij . Since rij E R, we have yij = C x"g,, , V q7, E Q. Then Cntil further notice, WC shall identify K xvith if<, , WI, ~1, zj I)!-the isnmorphism 4. Notice that after this identification, .f, is the matrix with (i, i)-th entry 1 and all other cntrics zero.
(1~) Put il; z-m K,[2, ~1, VliEI,,, . It is \heli-known [S, p. 29; that Di has a right Euclidean algorithm so that it is a PA-domain and a right order in a skew field. Let {fij : i, j EI,,,} be the usual system of matris units in zlir,,,(ll,,,). 'Then ,f;, E R if i. .i j and fsj $ R but zfjfij E R if i > j. It follol.vs that every nonzero two-sided ideal of R has a nonzero intersection with f,,~Ul,~,~,,! .
Thus K is a prime ring. Let '-1 be the subring of R, consisting of all the diagonal matrices. Th en z~ r% 31:" 1 Di lvhich is a p&ring.
Evidently, R is a finitely generated right /l-module.
It follows that R is a right Soetherian ring and so a right order in a simple ring by Goldie's theorem [4 or 91. Let E be the subset of A, consisting of all those nonzero diagonal matrices diag ni satisfying the condition deg d, .'. == deg d,,, . It is easily seen that I? is an exhaustive right divisor set in z3. iYe claim that E: is an cshaustive right divisor set in R. Let d ~ diag d, L R and Y =mm (s?,) t R. Then, for each fixed,; t I,,, , djzf'~J), is an essential right ideal of 1); . So, tl,sij : s,,dt for some s:.,EzQ'~~~ and 0 _~ d;, E D, L:sing the right common multiple property (cf, [6, p. 2631 or [9] ), we get 0 m+ d,* t D, and sij E ,zf,~Dj such that deg d,*
.'. ~: deg d,,,* and d,skj : s,)dj* for all Z, j EJ,,, . Putting 1.' (~1,) and nV -7: diag nl*, we have dr' == rrl" with I' E R and d* E B. Thus E is a right divisor set in .-l as well as R. Let A and l? be the right quotient rings of A4 and R, respectively, w.r.t. E. '1Yc may consider -? canonically as a subring of /?. Then ii is a finitely generated right rf-module. Since A3 is a right order in a scmisimple ring and E is an exhaustive right divisor set in -4, therefore A is scmisimplc. Thus, I? is right Artinian. Since R is a prime ring, l? has to be a simple ring. It follows [13] that R is a right order in the simple ring ii and that E is an exhaustive right divisor set in R. Since C?(R) is a semigroup of regular elements of R and B i P(R), therefore, P(R) is an exhaustive right divisor set in R. While proving part (c), we shall show that I? is a right hereditary ring. Since Q is self-basic, fjQ $ f,Q f or i :j: j. The structure theorem for semisimple modules now yields ni = li for all i EI,,
The assertion about the isomorphism classes of uniform projectives is now clear. This completes the proof.
We remark that the property of 9(R) proved in Theorems 2.1 (b) and 3.3 will play a crucial role in the sequel to this paper [8] .
The following theorem is adopted from Ref. ITurther information concerning ideals in R can be adopted from Ref.
[2]. For information concerning ideals in skew polynomial I-ings over skew fields, see Refs. [5] and [7] . \Ve note that the elements gii , i, j E I,,, , in Theorem 2.2, are uniquely determined by the ideal A =m (g,,D,). If each gjj is of the form z"zj, II,, 0, then A z (g;,D,) is called a homogeneous ideal of R. \Ve shall bc particularly inter-ested in the structure of R/A, R-here **I is a homogeneous ideal of R. For this, we need a preliminary result. This completes the proof.
We remark that f,,R E Mi for each i E I, so that a series, similar to the series (flf,$ : s E Z .$, is available for each fiiR, i E I,, .
We shall call a ring S a generalized right z&serial ring if the unity of S can be decomposed into a sum of a finite number of orthogonal indecomposible idempotents ei , i = I,..., n such that each e$S' has a unique composition series of right ideals of S. 
THE GENERAL CXSE
In this section, we consider the ring Q[x, p], where Q is an arbitrary semisimple ring and p : Q -Q is a monomorphism. The main result of this section is Theorem 3.3.
We need a definition. A positive integer k is the right rank of a ring A if k is the smallest positive integer such that every right ideal of A can be generated by at most k elements. If no such integer exists, then the right rank of .il is infinite. II matrices with entries in a skew polynomial ring over a skew field. It follows that 1' is a pri-ring (cf, [5] or [9] ). Now-R can be canonically The following lemma shows how the general case can be handled using Lemma 3.1; the lemma is clear if p happens to be an automorphism. ~ATECAoNaAK LEN>IA 3.2. Let Q De u semisimple ring, ifi ,..., j,,,) be the set vj all the distinct semiprimitive idempotents of 0 and p : 0 --F 0 be un arbitrur? monomorphism. Then there exists a unique permutation n on I,,, such that p(.j,)
,fzC,, $2, all i t I,,, .
Let 7i 7r1 . . . 77, be a decomposition of 7~ into mutually disjoirrt cyrles (we write I -Cycles also). Put where i t STY means i occurs irz the cycle notation oj 7~~ Then, fey each 1 G I, , p(g,) 1 g, , p induces a monomorphism pi : QgI + QgL , { ji , i E 7~~) is the set of all the distinct semipvimitize idempotents in QgL and p,(j,) ~:~m ji-:(o for all it: 7~~ , Further, Proof. Let {ei : i E 1,i be a set of orthogonal primitive idempotents in Q with x: 1 ei 1; by reindexing if necessary, we haye integers 0 k, < k, -:.. '. -< li,,, : n such that, for each h E I,,, , Observe that (p(eJ : i E 1,) is also a set of orthogonal primitive idempotents in Q with xy~ 1 p(e,) = 1. Thus [6, p. 591, there exists a unit u in Q and a permutation y on I, such that, putting sl, 1 jl p, we have $(r,) e,.(,) for all i E 1, .
It is immediate from the LTTcdderburn-Artin theorem that ei and e, belong to the same block of Q if and only if eiQej # (0). Evidently, e,,ci) Qe.,,(,) 71 (0) if eiQej # (0). Thus, for each h EI,,, , there exists a unique p E 17,I such that if k,_, + 1 si i :< lz, then k,_, -f 1 s< y(i) < k, . Since y is a permutation on a finite set, it is readily seen that y establishes a bijection of the set (k,-, + I ,..., k,} with {k,_, + l,..., k,). Hence $(fn) = fU . Since .f, belongs to the center of Q, this yields p(j,J = j, . The required permutation TT on I,,, is defined by n(h) = CL.
It is now easy to complete the proof. Notice that the permutation T depends not only on p but also on the indexing of the set of the semiprimitive idempotents in Q; however, the positive integers t and max{length r1 : 1 E 1,) depend upon p alone ; these will be called the orbiting index and the shz@ing index of p, respectively. The sequence (length TT~ : I E I,} is determined by p upto a permutation; it will be called the sequence of orbit lengths of p. Clearly, m = C:_, length r1 .
1T:e now have the following result. (c) Q has m =m= z,i-I m, blocks. For each i E I,, , let ei be a primitive idempotent in the i-th blocfz of Q. Then any finitely generated projective right R-module ;PI can be uniquely expressed as ushere k, are nonnegative integers. R has precisely m isomorphism classes oj uniform right projectives; {e,R : i E I,,) is a representative set of these isomorphism classes.
Proof. Immediate from Lemma 3.1 and 3.2. Sotice that ideals and special types of factor rings of R can be described by using Theorems 3.3, 2.2, and 2.3.
