Integral operators with the generalized sine-kernel on the real axis by Slavnov, N. A.
ar
X
iv
:1
00
5.
50
47
v1
  [
ma
th-
ph
]  
27
 M
ay
 20
10
Integral operators with the generalized sine-kernel
on the real axis
N. A. Slavnov1
The asymptotic properties of integral operators with the generalized sine kernel
acting on the real axis are studied. The formulas for the resolvent and the
Fredholm determinant are obtained in the large x limit. Some applications of
the results obtained to the theory of integrable models are considered.
Keywords: Fredholm determinant, resolvent, asymptotic expansion
1 Introduction
Integral operators with a sine kernel arise in many areas of mathematical physics. The sine
kernel has the form
S(λ, µ) =
sin x2 (λ− µ)
π(λ− µ)
, (1.1)
where λ and µ are integration variables, x is a real parameter. The operator I + γS, where I is
the identity operator and γ is a complex number, acts on an interval (or a system of intervals)
ℓ of the real axis on functions from L2(ℓ).
The Fredholm determinant of the integral operator I − S appears in random matrix theory
[1]. In the scaling limit, detℓ(I−S) gives the probability that a matrix belonging to the Gaussian
unitary ensemble has no eigenvalues in the interval xℓ [2]. The kernel (1.1) also appears in the
theory of quantum integrable systems. In particular, the determinant detℓ(I + γS) describes
various zero temperature correlation functions of the impenetrable Bose gas model [3, 4].
In the interpretations of the sine kernel mentioned above the most interesting question is
related to the large x behavior of the Fredholm determinant detℓ(I + γS). This problem was
studied in numerous works (see e.g. [1, 2], [5]–[12]). A very nice connection of the sine kernel
to the Painlevé V equation was investigated in [4, 13]. The methods of the asymptotic analysis
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of detℓ(I + γS) are based on the fact that at x large the kernel S becomes rapidly oscillating.
Note however that the kernel has no saddle points, and shifts of the integration contour do not
make it exponentially small. Therefore standard methods of asymptotic estimates of oscillating
integrals fail in this case.
Various generalizations of the kernel (1.1) preserving its oscillating structure are known in the
literature. One of such generalizations arises in the theory of truncated Wiener–Hopf operators
[14, 15], where the integral operator acts on R and the complex number γ is replaced by some
function γ(λ). Other generalizations of the sine kernel were basically used for the description of
correlation functions of matrix models or quantum integrable systems equivalent to free fermions
(see e.g. [16]–[24]). Most of these kernels can be presented in the form
V (λ, µ) =
√
F (λ)F (µ)
2iπ(λ− µ)
[
e+(λ)e−(µ)− e−(λ)e+(µ)
]
, (1.2)
where
e±(λ) = exp
(
±
ixp(λ)
2
±
g(λ)
2
)
, (1.3)
and the operator I + γV acts on some contour C. We call the kernel (1.2) the generalized
sine kernel (GSK). The large x asymptotic behavior of the Fredholm determinant detC(I + γV )
where studied in the works mentioned above for certain particular choices of functions F , p, and
g and the contour C. It was shown in [25] that the Fredholm determinant asymptotic expansion
depends only on the analytic properties of the functions F , p, and g in an neighborhood of the
contour C. Knowing these properties one can evaluate the asymptotic behavior without using
the explicit form of these functions.
In the present article we focus our attention on a particular case of the GSK where the
integral operator I + γV acts on the whole real axis. We also set p(λ) = λ, because just this
situation occurs in the most of applications. This case is more simple than the one of a finite
interval (moreover a union of finite intervals). The matter is that for a finite interval ℓ the
large x asymptotic behavior of detℓ(I + γV ) mostly follows from the analytic properties of the
resolvent to the operator I + γV in vicinities of the endpoints of ℓ. Although the methods of
such analysis are now well developed (see e.g. [12, 24]), they are rather complicated technically.
As a result even in the simplest cases usually it is possible to obtain explicitly only first several
terms of the asymptotic expansion.
In the case of operators acting on R this difficulty disappears due to the absence of the
endpoints. Due to this one can obtain uniform asymptotic estimates for the resolvent on the
whole real axis up to exponentially small corrections. As a result it is possible to promote much
further in studying of the Fredholm determinant asymptotic behavior. In some particular cases
one can obtain even the complete asymptotic expansion.
Similar picture arises in the case of the GSK acting on closed contours C. For these kernels
the function p(λ) usually is such that |eixp(λ)| = 1 for λ ∈ C. The methods of the asymptotic
analysis proposed in this paper can be used in such cases as well.
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This article is organized as follows. In section 2, we announce the main results of the paper,
namely, the asymptotic formula for the resolvent of the operator I + γV and two types of the
asymptotic expansion of detR(I + γV ). The proofs of these results are given in sections 3–5. In
section 6 we consider two applications of the results obtained.
2 Notations and main theorems
In this section we specify some properties of the functions g(λ) and F (λ) entering the kernel
(1.2). Recall that we have set p(λ) = λ.
Let g(λ) be holomorphic in a strip |ℑ(λ)| < a, a > 0. Assume also that g(λ)/λ → 0 as
ℜ(λ) → ±∞ and |ℑ(λ)| < a. The function F (λ) is holomorphic in the same strip except
n+ +n− simple poles in the points r
±
j separated from the real axis
1. We assume that the points
r+j , j = 1, . . . , n+ lie in the upper half-plane and r
−
k , k = 1, . . . , n− lie in the lower half-plane
(see Fig. 1). The complex number γ is supposed to be small enough, such that zeros s±j of the
function 1+γF (λ) are slightly shifted from the poles r±j (see Fig. 1). The zeros s
+
j , j = 1, . . . , n+
belong to the upper half-plane and s−k , k = 1, . . . , n− belong to the lower half-plane. Finally we
assume that F (λ)→ 0 as ℜ(λ)→ ±∞, |ℑ(λ)| < a in such a way that | trV | <∞.
r+1
◦
s+1
b
s−1r
−
1
◦
b
Γ
(2)
13;12
Γ
(1)
2;1
R
r+3◦
s+2 b
s+3
r+2◦
b
r−2◦
s−2
b
s−3 r
−
3◦b
Figure 1: The poles r±j are shown by ◦, the zeros s
±
j of 1 + γF (λ) = 0 are shown by •. The integration
contour Γ
(2)
13;12 (solid line) bypasses the points s
+
1 , s
+
3 from above and s
−
1 , s
−
2 from below. The contour
Γ
(1)
2;1 (dotted line) bypasses the point s
+
2 from above and s
−
1 from below.
Under the conditions listed above the Fredholm determinant detR(I + γV ) exists and it
is an entire function of γ. Since at γ = 0 this determinant is equal to 1, we conclude that
detR(I + γV ) 6= 0, if γ belongs to some vicinity of the origin. Hence, the resolvent to the
operator I + γV exists at least for γ small enough.
1The case of higher order poles can be analyzed by taking the limits r±j → r
±
k . We do not consider this case,
because the explicit formulas become much more cumbersome.
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Let us introduce now several functions used below. First, we define functions ν(λ) and α(λ)
as
ν(λ) =
−1
2πi
log
(
1 + γF (λ)
)
, α(λ) ≡ α([ν], λ) = exp
( ∫
R
ν(µ) dµ
µ− λ
)
. (2.1)
The branch of the logarithm in (2.1) is fixed by the condition ν(+∞) = 0. Clearly α(λ) has a
cut on the real axis, and its limiting values α±(λ) from the upper and lower half-planes enjoy
the property
α−(λ) = α+(λ)
(
1 + γF (λ)
)
, λ ∈ R. (2.2)
The limiting values α±(λ) can be continued to the upper (resp. to the lower) half-plane, where
they are non-vanishing. At λ→∞ the function α(λ) behaves as
α(λ) = 1 +
α1
λ
+O(λ−2), λ→∞, where α1 = −
∫
R
ν(µ) dµ. (2.3)
Let us also define (n+ × n−)-matrix A
− and (n− × n+)-matrix A
+ as
A−jk =
h−k e
2
−(s
−
k )
s+j − s
−
k
, A+jk =
h+k e
2
+(s
+
k )
s−j − s
+
k
, where h±k = −
(
α±(s
±
k )
)∓2
γF ′(s±k )
. (2.4)
We also introduce a set of contours Γ
(n)
J ;K with n = 0, 1, . . . ,min(n+, n−). Here J and K are
multi-indexes: J = {j1, . . . , jn} with 1 ≤ js ≤ n+, and K = {k1, . . . , kn} with 1 ≤ ks ≤ n−. We
set by definition Γ(0) = R. The contour Γ
(n)
J ;K is a deformation of the real axis such that moving
R to Γ
(n)
J ;K we cross only the roots s
+
j1
, . . . , s+jn and s
−
k1
, . . . , s−kn , while other roots s
±
ℓ and all the
poles r±ℓ should not be crossed (see Fig. 1).
Finally let
AC([g], [ν]) = −
∫
C
(
ix+ g′(λ)
)
ν(λ) dλ+
∫
C
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ. (2.5)
Here the contour C is one of Γ
(n)
J ;K. The symbol µ+ means that µ is slightly shifted to the left
from the integration contour C. Note that one can always choose the cuts of the function ν(λ)
in such a way that the contour C does not cross them.
Now we are ready to formulate the main theorems on the asymptotic behavior of the resolvent
and detR(I + γV ).
Theorem 2.1. Let x→∞ and
R(λ, µ) + γ
∫
R
V (λ, ξ)R(ξ, µ) dξ = V (λ, µ). (2.6)
Then R(λ, µ) has the following form:
R(λ, µ) =
√
F (λ)F (µ)
2iπ(λ− µ)
[
f+(λ)f−(µ)− f−(λ)f+(µ)
]
, (2.7)
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where
f±(λ) = α
∓1
∓ (λ)e±(λ)

1 + n∓∑
j=1
D±j h
∓
j e
2
∓(s
∓
j )
λ− s∓j

+ α±1± (λ)e∓(λ)
n±∑
j=1
C±j h
±
j e
2
±(s
±
j )
λ− s±j
+O
(
e−ax
)
,
(2.8)
uniformly for λ ∈ R. The constants C±j and D
±
j can be found from the systems{
C+j −
∑n+
k=1AjkC
+
k = 1,
D+j −
∑n+
k=1A
+
jkC
+
k = 0,
{
C−j −
∑n−
k=1 A˜jkC
−
k = 1,
D−j −
∑n−
k=1A
−
jkC
−
k = 0,
(2.9)
where A = A−A+ and A˜ = A+A−.
This theorem is proved in the next section.
Remark. The entries of the matrices A± are exponentially small for x large enough. Therefore
det(I −A) 6= 0 and det(I − A˜) 6= 0, and hence, each of the systems (2.9) has a unique solution.
Theorem 2.2. Let x→∞. Then the Fredholm determinant of the operator I + γV behaves as
detR(I + γV ) = e
AR([g],[ν]) det
n+
(I −A)
(
1 +O
(
e−ax
))
. (2.10)
Here the functional AR([g], [ν]) is given by (2.5) with C = R.
The proof of this theorem is given in section 4.
Remark. In (2.10) the determinant of (n+ × n+)-matrix I − A can be replaced by the
determinant of (n− × n−)-matrix I − A˜.
Theorem 2.3. Let x→∞. Then the Fredholm determinant of the operator I + γV behaves as
detR(I + γV ) =
∑
C
eAC([g],[ν])
(
1 +O
(
e−ax
))
, (2.11)
where the functional AC([g], [ν]) is given by (2.5) and the sum is taken with respect to all possible
contours C ∈ {Γ
(n)
J ;K} including Γ
(0) = R.
The proof of this theorem is given in section 5.
3 Asymptotic formula for the resolvent
This section is devoted to the proof of Theorem 2.1. The operator I + γV belongs to the class
of completely integrable operators [23, 27]. It is known [18, 23, 27] that for such operators the
kernel of the resolvent has the form (2.7), where functions f±(λ) solve an integral equation
f±(λ) +
γ
2πi
∫
R
e+(λ)e−(µ)− e−(λ)e+(µ)
λ− µ
F (µ)f±(µ) dµ = e±(λ). (3.1)
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Thus, to prove Theorem 2.1 we should solve asymptotically the equation (3.1) up to O (e−ax)
terms.
Proof of Theorem 2.1. Since for γ small enough detR(I+γV ) 6= 0, the solution of (3.1) exits
and unique. Therefore it is enough to substitute (2.8) into the integral equation (3.1) and to
check that the last one holds up to terms of order O (e−ax).
Consider, for instance, the equation for f+(λ). Making the substitution we find
f+(λ)− e+(λ) =
1
2πi
∫
R
γF (µ)α−1− (µ) dµ
µ− λ+ i0

1 + n−∑
j=1
D+j h
−
j e
2
−(s
−
j )
µ− s−j

 (e+(λ)− e−(λ)e2+(µ))
+
1
2πi
∫
R
γF (µ)α+(µ) dµ
µ− λ− i0
n+∑
j=1
C+j h
+
j e
2
+(s
+
j )
µ− s+j
(
e+(λ)e
2
−(µ)− e−(λ)
)
+O
(
e−ax
)
. (3.2)
For convenience we have shifted µ−λ by +i0 in the first integral and by −i0 in the second one.
Consider the coefficient at e+(λ). We have
α−1− (λ)

1 + n−∑
j=1
D+j h
−
j e
2
−(s
−
j )
λ− s−j

− 1 = 1
2πi
∫
R
γF (µ)α−1− (µ) dµ
µ− λ+ i0

1 + n−∑
j=1
D+j h
−
j e
2
−(s
−
j )
µ− s−j


+
1
2πi
∫
R
γF (µ)α+(µ)e
2
−(µ) dµ
µ− λ− i0
n+∑
j=1
C+j h
+
j e
2
+(s
+
j )
µ− s+j
+O
(
e−ax
)
. (3.3)
The integral in the first line of (3.3) can be taken explicitly by use of γF (λ)α−1− (λ) = α
−1
+ (λ)−
α−1− (λ). Since α±(λ) are analytical and non-vanishing in the corresponding half-planes and due
to the condition (2.3) we obtain,
1
2πi
∫
R
γF (µ)α−1− (µ) dµ
µ− λ+ i0

1 + n−∑
j=1
D+j h
−
j e
2
−(s
−
j )
µ− s−j


=
1
2πi
∫
R
dµ
α−1+ (µ)− 1− (α
−1
− (µ)− 1)
µ− λ+ i0
+
1
2πi
∫
R
dµ
α−1+ (µ)− α
−1
− (µ)
µ− λ+ i0
n−∑
j=1
D+j h
−
j e
2
−(s
−
j )
µ− s−j
= α−1− (λ)

1 + n−∑
j=1
D+j h
−
j e
2
−(s
−
j )
λ− s−j

− 1− n−∑
j=1
α−1− (s
−
j )D
+
j h
−
j e
2
−(s
−
j )
λ− s−j
. (3.4)
Thus, the equation (3.3) takes the form
n−∑
j=1
α−1− (s
−
j )D
+
j h
−
j e
2
−(s
−
j )
λ− s−j
=
1
2πi
∫
R
γF (µ)α−(µ)e
2
−(µ) dµ(
1 + γF (µ)
)
(µ− λ− i0)
n+∑
k=1
C+k h
+
k e
2
+(s
+
k )
µ− s+k
+O
(
e−ax
)
.
(3.5)
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Here we have used α+(µ) = α−(µ)
(
1 + γF (µ)
)−1
. The remaining integral can be computed
asymptotically by the residues at 1 + γF (µ) = 0 in the lower half-plane. Comparing then the
coefficients at every (λ− s−j )
−1 we obtain
D+j =
n+∑
k=1
A+jkC
+
k . (3.6)
Similar calculation of the coefficient at e−(λ) in (3.2) leads us to equations
C+j = 1 +
n−∑
k=1
A−jkD
+
k . (3.7)
The equations (3.6), (3.7) yield immediately the first of the systems (2.9). The second system
(2.9) follows from the analysis of the integral equation for the function f−(λ), what can be done
by the same method. 
4 The first asymptotic formula for the determinant
The leading terms of the Fredholm determinant detR(I + γV ) asymptotic expansion were ob-
tained in the work [25] (see also [28] for the case g(λ) = 0)
log detR(I + γV ) = AR([g], [ν]) + o(1), x→∞. (4.1)
Thus, we need only to prove that the corrections to this formula have the form of the finite size
matrix determinant det(I −A).
Proof of Theorem 2.2. The corrections to the equation (4.1) can be computed from the
following identity [18, 23]:
∂x log detR(I + γV ) =
γ
2π
∫
R
f+(λ)e−(λ)F (λ) dλ. (4.2)
Substituting here (2.8) for f+(λ) we obtain
∂x log det(I + γV ) =
1
2π
∫
R
γF (λ)α−1− (λ)

1 + n−∑
j=1
D+j h
−
j e
2
−(s
−
j )
λ− s−j

 dλ
+
1
2π
∫
R
γF (λ)α−(λ)e
2
−(λ)
n+∑
j=1
C+j h
+
j e
2
+(s
+
j )
λ− s+j
+O
(
e−ax
)
. (4.3)
Let us give several comments on the calculation of the integral
1
2π
∫
R
γF (λ)α−1− (λ) dλ. (4.4)
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We have
γF (λ)α−1− (λ) = α
−1
+ (λ)− α
−1
− (λ) =
(
α−1+ (λ)− 1 +
α1
λ− λ0
)
−
(
α−1− (λ)− 1 +
α1
λ− λ0
)
, (4.5)
where λ0 is an arbitrary complex number with positive imaginary part. Observe that due to
(2.3) both terms in the r.h.s. of (4.5) behave as O(λ−2) as λ→∞. Therefore one can integrate
each of these terms separately. The integral of the second term vanishes, since the integrand is
analytical in the lower half-plane. The first term in (4.5) has only one simple pole in the upper
half-plane, therefore
1
2π
∫
R
γF (λ)α−1− (λ) dλ =
1
2π
∫
R
(
α−1+ (λ)− 1 +
α1
λ− λ0
)
dλ = iα1. (4.6)
Other integrals in (4.3) can be computed similarly to the ones considered in the previous section.
Using the equations (2.9) we obtain after simple algebra
∂x log det(I + γV ) = iα1 −
n+∑
j=1
A′jjC
+
j +O
(
e−ax
)
, (4.7)
where prime means the derivative over x. Using the explicit expression (2.4) for A one can easily
convince himself that
A′jj = A
′
ℓj + i(s
+
ℓ − s
+
j )Aℓj . (4.8)
Then due to (2.9) we have
∂x log det(I + γV )− iα1 = −
n+∑
j,ℓ=1
[
A′ℓj + i(s
+
ℓ − s
+
j )Aℓj
]
(I −A)−1jℓ +O
(
e−ax
)
= ∂x tr log(I −A) + i
n+∑
j,ℓ=1
(s+ℓ − s
+
j )
(
δℓj −Aℓj
)
(I −A)−1jℓ +O
(
e−ax
)
= ∂x log det(I −A)− i
n+∑
j=1
s+j + i
n+∑
ℓ=1
s+ℓ +O
(
e−ax
)
= ∂x log det(I −A) +O
(
e−ax
)
. (4.9)
Integrating over x we arrive at
log det(I + γV ) = ixα1 +C + log det(I −A) +O
(
e−ax
)
, (4.10)
and comparing (4.10) with (4.1) we find the integration constant C
C = −
∫
R
g′(λ)ν(λ) dλ +
∫
R
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ = AR([g], [ν])
∣∣∣
x=0
. (4.11)
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Thus, we have found the corrections to (4.1), and it remains to prove that the determinant of
(n+ × n+)-matrix I − A is equal to the determinant of (n− × n−)-matrix I − A˜. For this it is
enough to present det(I−A) as a determinant of a block-matrix of the size (n++n−)×(n++n−):
det(I −A) = det(I −A−A+) = det
(
I A+
A− I
)
= det(I −A+A−) = det(I − A˜), (4.12)
what ends the proof. 
5 The second asymptotic formula for the determinant
Define a set of analogs of the function α(λ) (2.1)
α
(
λ; Γ
(n)
J ;K
)
= exp
( ∫
Γ
(n)
J;K
ν(µ) dµ
µ− λ
)
, (5.1)
where ν(λ) is still given by (2.1). Obviously,
1 + γF (λ) =
α−
(
λ; Γ
(n)
J ;K
)
α+
(
λ; Γ
(n)
J ;K
) , λ ∈ Γ(n)J ;K. (5.2)
Here α± are the limiting values of the function α
(
λ; Γ
(n)
J ;K
)
on the contour Γ
(n)
J ;K from the left
(resp. from the right). The function α− is analytical and non-vanishing in the domain to the
right from Γ
(n)
J ;K, it has zeros at λ = s
+
ℓ , ℓ /∈ J and poles at λ = r
+
ℓ , ℓ = 1, . . . , n+. Similarly
α−1+ is analytical and non-vanishing in the domain to the left from Γ
(n)
J ;K, it has zeros at λ = s
−
ℓ ,
ℓ /∈ K and poles at λ = r−ℓ , ℓ = 1, . . . , n−.
Lemma 5.1. Let ν(λ) be given by (2.1). Then
exp
{
A
Γ
(n)
J;K
([g], [ν]) −A
Γ
(n−1)
Jˆ;Kˆ
([g], [ν])
}
=
α2−
(
s−n ; Γ
(n−1)
Jˆ ;Kˆ
)
α−2+
(
s+n; Γ
(n−1)
Jˆ ;Kˆ
)
(s+jn − s
−
kn
)2γ2F ′(s+jn)F
′(s−kn)
e2+(s
+
jn
)e2−(s
−
kn
),
(5.3)
where Jˆ = J \ jn and Kˆ = K \ kn.
Proof. Consider the first term in (2.5) setting C = Γ
(n)
J ;K and C = Γ
(n−1)
Jˆ;Kˆ
. The contour Γ
(n)
J ;K
is obtained from Γ
(n−1)
Jˆ ;Kˆ
by crossing the roots of 1+ γF (λ) at s+jn and s
−
kn
(see Fig 2). Therefore
we have
−
( ∫
Γ
(n)
J;K
−
∫
Γ
(n−1)
Jˆ;Kˆ
)(
ix+ g′(λ)
)
ν(λ) dλ =
s+jn∫
s−
kn
(
ix+ g′(λ)
)
dλ = log
(
e2+(s
+
jn
)e2−(s
−
kn
)
)
. (5.4)
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Figure 2: Integration contours Γ
(2)
12;12 (solid line) and Γ
(3)
123;123 (dotted line)
Let us transform now the double integral in (2.5). To lighten the notations we set
α
(
λ; Γ
(n)
J ;K
)
= α
(
λ;n), α
(
λ; Γ
(n−1)
Jˆ ;Kˆ
)
= α
(
λ;n− 1). (5.5)
We can present ν(λ) on the contour Γ
(n−1)
Jˆ ;Kˆ
as
ν(λ) =
−1
2πi
log
α−(λ;n − 1)
α+(λ;n − 1)
, λ ∈ Γ
(n−1)
Jˆ;Kˆ
. (5.6)
Using this representation one can integrate over λ in the double integral in (2.5)∫
Γ
(n−1)
Jˆ;Kˆ
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ =
∫
Γ
(n−1)
Jˆ;Kˆ
ν(µ) · log′ α+(µ;n− 1) dµ. (5.7)
Substituting here ν(µ) via (5.6) we arrive at∫
Γ
(n−1)
Jˆ;Kˆ
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ =
−1
2πi
∫
Γ
(n−1)
Jˆ;Kˆ
logα−(µ;n− 1) · log
′ α+(µ;n − 1) dµ. (5.8)
Similarly we have on the contour Γ
(n)
J ;K∫
Γ
(n)
J;K
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ =
−1
2πi
∫
Γ
(n)
J;K
log α−(µ;n) · log
′ α+(µ;n) dµ. (5.9)
In order to compare (5.8) and (5.9) we first observe that
α±(λ;n) = α±(λ;n − 1)
(
λ− s−kn
λ− s+jn
)
. (5.10)
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Let us introduce now αˆ±(λ) by
α−(λ;n− 1) = αˆ−(λ)
(
λ− s+jn
λ− r+jn
)
, α+(λ;n− 1) = αˆ+(λ)
(
λ− r−kn
λ− s−kn
)
. (5.11)
Due to (5.10) we also have
α−(λ;n) = αˆ−(λ)
(
λ− s−kn
λ− r+jn
)
, α+(λ;n) = αˆ+(λ)
(
λ− r−kn
λ− s+jn
)
. (5.12)
It is easy to see that αˆ−(λ) is analytical and non-vanishing to the right from Γ
(n−1)
Jˆ ;Kˆ
and Γ
(n)
J ;K,
while αˆ−1+ (λ) is analytical and non-vanishing to the left from Γ
(n−1)
Jˆ ;Kˆ
and Γ
(n)
J ;K . Moreover, both
αˆ±(λ) are analytical and non-vanishing in the interior between Γ
(n−1)
Jˆ;Kˆ
and Γ
(n)
J ;K .
Substituting (5.11), (5.12) into (5.8) and (5.9) we obtain
∫
Γ
(n−1)
Jˆ;Kˆ
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ =
−1
2πi
∫
Γ
(n−1)
Jˆ;Kˆ
log′ αˆ+(µ) · log αˆ−(µ) dµ + log
(
α−(r
−
kn
;n− 1)αˆ+(s
+
jn
)
α−(s
−
kn
;n− 1)αˆ+(r
+
jn
)
)
,
(5.13)
and∫
Γ
(n)
J;K
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ =
−1
2πi
∫
Γ
(n)
J;K
log′ αˆ+(µ) · log αˆ−(µ) dµ + log
(
α−(r
−
kn
;n)αˆ+(s
−
kn
)
α−(s
+
jn
;n)αˆ+(r
+
jn
)
)
. (5.14)
Using that log αˆ±(µ) is holomorphic in the interior between Γ
(n−1)
Jˆ;Kˆ
and Γ
(n)
J ;K we find
( ∫
Γ
(n)
J;K
−
∫
Γ
(n−1)
Jˆ;Kˆ
)
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ = log
(
α−(s
−
kn
;n − 1) · α−(r
−
kn
;n) · αˆ+(s
−
kn
)
α−(r
−
kn
;n− 1) · α−(s
+
jn
;n) · αˆ+(s
+
jn
)
)
. (5.15)
The last step is to express the obtained answer in terms of α±(λ;n − 1) via (5.10), (5.11).
We will also need the following evident equations:
αˆ−(s
+
jn
) = (s+jn − r
+
jn
) ddλα−(λ;n − 1)
∣∣
λ=s+
jn
,
αˆ−1+ (s
−
kn
) = (s−kn − r
−
kn
) ddλα
−1
+ (λ;n − 1)
∣∣
λ=s−
kn
,
(5.16)
and
γF ′(s+jn) = α
−1
+
(
s+jn ;n− 1) ·
d
dλα−(λ;n − 1)
∣∣
λ=s+jn
,
γF ′(s−kn) = α−(s
−
kn
;n− 1) ddλα
−1
+ (λ;n− 1)
∣∣
λ=s−
kn
.
(5.17)
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Substituting these formulas into (5.15) we obtain after simple algebra
( ∫
Γ
(n)
J;K
−
∫
Γ
(n−1)
Jˆ;Kˆ
)
ν(λ)ν(µ)
(λ− µ+)2
dλ dµ = log
(
α2−(s
−
kn
;n− 1)α−2+ (s
+
jn
;n− 1)
(s+jn − s
−
kn
)2γ2F ′(s+jn)F
′(s−kn)
)
. (5.18)
Combining this result with (5.4) we arrive at the statement of Lemma. 
Corollary 5.1. Let α(λ) be defined by (2.1). Then
exp
{
A
Γ
(n)
J;K
([g], [ν]) −AR([g], [ν])
}
=
(
det
1
s+ja − s
−
kb
)2 n∏
m=1
(
α−(s
−
km
)
α+(s
+
jm
)
)2
e2+(s
+
jm
)e2−(s
−
km
)
γ2F ′(s+jm)F
′(s−km)
.
(5.19)
Proof. Applying successively Lemma 5.1 to the exponents
exp
{
A
Γ
(m)
j1,...,jm;k1,...,km
([g], [ν]) −A
Γ
(m−1)
j1,...,jm−1;k1,...,km−1
([g], [ν])
}
for m = 1, . . . , n we have
exp
{
A
Γ
(n)
J;K
−AR
}
=
n∏
m=1

α−(s−km; Γ(m−1)j1,...,jm−1;k1,...,km−1)
α+
(
s+jm; Γ
(m−1)
j1,...,jm−1;k1,...,km−1
)


2
e2+(s
+
jm
)e2−(s
−
km
)
(s+jm − s
−
km
)2γ2F ′(s+jm)F
′(s−km)
.
(5.20)
It follows from (5.10) that
α±
(
λ; Γ
(m−1)
j1,...,jm−1;k1,...,km−1
)
= α±(λ)
m−1∏
a=1
(
λ− s−ka
λ− s+ja
)
. (5.21)
It remains to substitute this into (5.20) and to use the equation
det
j1,...,jn
k1,...,kn
1
s+ja − s
−
kb
=
n∏
a>b
(s+ja − s
+
jb
)(s−kb − s
−
ka
)
n∏
a,b=1
(s+ja − s
−
kb
)
. (5.22)

Proof of Theorem 2.3. The asymptotic behavior of the Fredholm determinant (4.10) contains
the determinant det(I−A) with A = A−A+. Let for definiteness n+ ≤ n− (otherwise det(I−A)
can be replaced by det(I − A˜) with A˜ = A+A− due to (4.12)). Then one has
det
n+
(I −A) =
n+∑
n=0
n+∑
jn>···>j1
det
a,b=1,...,n
(
−
n−∑
k=1
A−ja,kA
+
k,jb
)
(5.23)
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Substituting here A± from (2.4) we obtain
det
n+
(I −A) =
n+∑
n=0
n+∑
jn>···>j1
n−∑
k1,...,kn=1
n∏
a=1
h−kah
+
ja
e2−(s
−
ka
)e2+(s
+
ja
)
s+ja − s
−
ka
det
a,b=1,...,n
(
1
s+ja − s
−
kb
)
(5.24)
It remains to use the explicit expressions (2.4) for h± and to make the replacement
n∏
a=1
(s+ja − s
−
ka
)−1 7→
1
n!
det
a,b=1,...,n
(
1
s+ja − s
−
kb
)
. (5.25)
Such the replacement is possible, since we take the sum over all jℓ and kℓ. Then due to (5.19)
we arrive at
det
n+
(I −A) =
n+∑
n=0
n+∑
jn>···>j1
n−∑
kn>···>k1
exp
{
A
Γ
(n)
J;K
([g], [ν]) −AR([g], [ν])
}
. (5.26)
Taking into account (2.10) we obtain the statement of Theorem. 
6 Examples
In this section we consider applications of the results obtained.
6.1 Temperature correlation function of impenetrable bosons
The operator of number of particles Qx on an interval [0, x] plays an important role in the theory
of quantum one-dimensional integrable systems [29]–[31]. The expectation value of eβQx , where
β is a complex parameter, is a generating function for some correlation functions of such models.
In the model of impenetrable bosons at finite temperature this expectation value is given by the
Fredholm determinant of the operator I + γV (1.2) with g(λ) = 0 and
γF (λ) =
eβ − 1
e
λ2−h
T + 1
, (6.1)
where h is the chemical potential and T is the temperature. The leading terms of the large x
asymptotic expansion of this determinant were calculated in [18, 19, 31]. The formulas (2.10),
(2.11) give the complete asymptotic expansion. Hereby
ν(λ) =
−1
2πi
log

eλ2−hT + eβ
e
λ2−h
T + 1

 , (6.2)
and the function α(λ) is given by (2.1). The roots of the equation 1+γF (λ) = 0 form two series
s±j,i, i = 1, 2:
s+j,1 =
√
h+ βT + iπT (2j + 1), j = 0, 1, . . . , (6.3)
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and s+j,2 = −(s
+
j,1)
∗, s−j,1 = (s
+
j,1)
∗, s−j,2 = −(s
−
j,1)
∗. The equations (2.10), (2.11) are valid for
arbitrary N = n+ = n−. For N fixed we neglect the roots s
±
N+1, whose contribution is of order
eix(s
+
N+1,j−s
−
1,k). Therefore one can set a = ℑ(s+N+1,1 − s
−
1,1) in the reminder O(e
−ax).
6.2 Normalization factor in the XXZ spin chain
Our second example is related to the XXZ spin-1/2 Heisenberg chain in an external magnetic
field. In the thermodynamic limit correlation functions of this model contain a normalization
factor proportional to the Fredholm determinant det[−x/2,x/2](I + K) [32], where the operator
K(t− t′) acts on the interval [−x/2, x/2] and has the kernel
K(t− t′) =
sin 2ζ
2π sinh(t− t′ − iζ) sinh(t− t′ + iζ)
. (6.4)
Here 0 < ζ < π and cos ζ = ∆, where ∆ is the anisotropy parameter of the model. The length
of the interval x depends on the value of the external magnetic field. If the last one goes to zero,
then x→∞.
The operator I + K belongs to the class of truncated Wiener–Hopf operators. They can
be reduced to the operators with the GSK by the Fourier transform. Let χ[−x
2
,x
2
](t
′) be the
characteristic function of the interval [−x/2, x/2]. Then
det[−x
2
,x
2
](I +K) = detR(I + V ), (6.5)
where the operator I + V acts on R and
V (λ, µ) =
1
2π
∫
R
eitλK(t− t′)χ[−x/2,x/2](t
′)e−it
′µ dt dt′. (6.6)
Calculating the integral in (6.6) we find
V (λ, µ) = F (λ)
sin x2 (λ− µ)
π(λ− µ)
, (6.7)
where
F (λ) = Kˆ(λ) =
sinh[λ(π/2 − ζ)]
sinh[λπ/2]
. (6.8)
Thus, up to the similarity transformation we obtain the GSK with g(λ) = 0 and F (λ) given by
(6.8). Hence, if x is large enough (what corresponds to a small magnetic field), we can calculate
the original determinant det[−x/2,x/2](I +K) asymptotically.
Just like in the previous example the formulas (2.10), (2.11) give the complete asymptotic
expansion. We have
ν(λ) =
−1
2πi
log
(
2 sinh[λ(π − ζ)/2] cosh[λζ/2]
sinh[λπ/2]
)
. (6.9)
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The function α(λ) can be found explicitly in terms of Γ-functions
α−(λ) =
√
2(π − ζ)
(
π
ζ
)− iλζ
2pi
(
π
π − ζ
)− iλ(pi−ζ)
2pi Γ
(
1 + iλ2
)
Γ
(
1
2 +
iλζ
2π
)
Γ
(
1 + iλ(π−ζ)2π
) , (6.10)
and α−1+ (λ) = α−(−λ). Similarly to the case considered above the roots of the equation 1 +
γF (λ) = 0 form two series s±j,i, i = 1, 2. If π/ζ is not a rational number, then
s+j,1 =
2πi
π − ζ
(j + 1), s+j,2 =
πi
ζ
(2j + 1), j = 0, 1, . . . , (6.11)
and s−j,i = (s
+
j,i)
∗. If π/ζ is a rational number, then one should omit in (6.11) such s±j,i that satisfy
the condition sinh(πs±j,i/2) = 0. The asymptotic estimates (2.10), (2.11) are valid for arbitrary
N = n+ = n−. Similarly to the case considered above one can set a = mini,i′=1,2ℑ(s
+
N+1,i−s
−
1,i′)
in the reminder is O(e−ax).
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