ABSTRACT In this paper, neural networks (NNs)-based adaptive backstepping control problem is investigated for uncertain high-order stochastic nonlinear time-delay systems in nonstrict-feedback form. The control design problems appeared in our considered system are 1) high-order nonstrict-feedback structure; 2) completely unknown nonlinear functions; 3) full-state time delays; and 4) stochastic disturbances. The NNs are directly utilized to cope with the completely unknown nonlinear functions and stochastic disturbances existing in systems. The problem raised by full-state time delays is addressed by combining the appropriate Lyapunov-Krasovskii functional with hyperbolic tangent functions. In addition, the variable separation technique is employed to handle the nonstrict-feedback structure of the system. At last, on the basis of stochastic Lyapunov function method, an adaptive neural controller is developed for the considered system. It is shown that the designed adaptive controller can guarantee that all the signals remain semi-globally uniformly ultimately bounded (SGUUB) and the desired signal can be tracked with a small domain of the origin. The simulation results are offered to illustrate the feasibility of the newly designed control scheme.
I. INTRODUCTION
Backstepping based adaptive control has gained great attention for nonlinear systems due to the important fact that almost all practical systems have a common nonlinear characteristic, such as aircraft control system and beam system, and many significant results were proposed in the literature, for instance, [1] - [6] and the references therein. On the other hand, in engineering system modeling and analysis, stochastic disturbance and system uncertainties are very common problems which could seriously influence system performance, and even lead to severe effect on the system. Besides, the model of most actual systems can be described by the high-order stochastic nonlinear systems. Thus, this paper will concern with the adaptive backstepping control problem for uncertain high-order stochastic nonlinear systems with timedelay and nonstrict-feedback structure.
The associate editor coordinating the review of this manuscript and approving it for publication was Ding Zhai.
It is pointing out that our considered system can be seen as a more general case by comparing with the existing related results in the literature. When the system order is one, the general stochastic nonlinear system can be obtained, see, [7] - [11] . For example, the result on global asymptotic stabilization in probability was proposed in [8] for stochastic nonlinear strict-feedback systems by combining quadratic Lyapunov function with backstepping method. As for high-order nonlinear systems, the adaptive control and stabilization problem was solved by using a power integrator technique and a variety of valuable developments have been achieved [12] , [13] . Zhang [14] developed global adaptive control scheme for high-order systems. The problem of adaptive stabilization for high-order uncertain nonlinear systems was addressed in [15] . However, in most of aforementioned results, these control designs are not applicable when the system model cannot be simplified into a linear model precisely or the unknown system parameters are completely appear nonlinearly. Hence, it is an active issue to develop the approximation-based control strategies.
Recently, a variety of different types of nonlinear systems have been explored in [16] - [22] , [24] - [27] by using neural networks (NNs) or fuzzy logic systems (FLS) based adaptive backstepping technique, where NNs (or FLS) are used as effective solutions to deal with unknown nonlinearities. In [16] and [17] , an adaptive controller was designed for strict-feedback nonlinear systems via neural networks technique. In [18] , based on NNs, the robust adaptive decentralized controller was studied for interconnected nonlinear systems. In [19] , an adaptive control based on NNs theory was used in Bimanual Robots systems. In [20] , an adaptive actorcritic controller by using NNs approach was proposed for continuous-time nonlinear systems. A class of strict-feedback stochastic nonlinear systems was considered in [26] , and the NNs based adaptive control method were simplified to deal with input saturation in them. Meanwhile, some fuzzybased adaptive control problem was investigated for a range of nonlinear systems, e.g., [2] , [21] - [23] . Observer-based fuzzy adaptive stabilization of uncertain switched stochastic nonlinear systems was studied in [23] . Particularly, Duan and Min [28] gave the NNs based decentralized adaptive control for high-order large-scale stochastic nonlinear systems. Qin and Min [29] presented a state feedback control scheme for stochastic high-order nonlinear systems. A class of switched high-order stochastic nonlinear systems has been solved in [30] . However, the most of the aforementioned works have a common restriction, which neglect the effects of time delay terms, especially in dealing with the high-order stochastic nonlinear systems. Especially, the existence of stochastic disturbances phenomenon in the physical systems limits the tracking performance severely and therefore worth considering. Meanwhile, time delay is also a very common physical phenomena which often unavoidably resides in many real systems. However, to the best of our knowledge, there are few published works investigating the control design of high-order nonstrict-feedback stochastic nonlinear systems include time-delays and completely unknown uncertainties, which partly motivate us for this paper.
Inspired by the above discussion, in this paper, we will develop adaptive NNs tracking control for a class of nonstrictfeedback high-order stochastic nonlinear time-delay systems with unknown uncertainties. In the control design process, the considered system consists of nonstrict-feedback structure and the nonlinear functions are completely unknown, which can satisfy the actual systems with more complex structures. Based on the Lyapunov-Krasovskii theorem and adaptive backstepping method, the designed controller can guarantee that all the signals remain bounded-input boundedoutput (BIBO) stable in probability and the desired signal can be tracked with a small domain of the origin.
The main contributions of this paper lie in the following: (1) Different from some existing results, such as [16] - [18] , by introducing the technique of adding a power integrator and stochastic Lyapunov stability theorem, we successfully develop an adaptive NNs tracking control algorithm for uncertain stochastic high-order time-delay nonlinear systems.
By comparing with [29] , [31] , full-state time delays and stochastic disturbances are considered simultaneously in this paper, which is more practical in engineering. (2) Different from the existing control approach in [15] , [32] , the completely unknown system uncertainties are handled by using radial basis function neural networks for high-order nonlinear systems. (3) Different from the existing control design for high-order systems [30] , this paper presented an effective approach with only one adjustable parameter in the process of backstepping design, which greatly overcome the problem of over-parameterization. Finally, simulation results are offered to illustrate the feasibility of the newly designed control scheme.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following high-order stochastic uncertain timedelay nonlinear systems:
where
are the system states. y ∈ R and u ∈ R are the system output and the control input, respectively. p i is a positive odd integer. ω is an m-dimensional standard Wiener process defined on the complete probability space ( , F, {F t } t≥0 , P) with being a sample space, F being a σ -field, {F t } t≥0 being a filtration, and P being a probability measure.
∈ R n are state delay vectors and τ i are unknown constant time delays. g i (·), f i (·), h i (·) and ψ i (·) are all unknown smooth nonlinear functions with f i (0) = 0,
Remark 1: Noted that some related results [36] where the nonlinear time-delay functions h i (x i (t −τ i )) only consider the time-delay states x i (t − τ i ), while in this paper, the nonlinear time-delay functions h i (x(t − τ i )) contain full-state time delays of the overall system, which is of a more general structure than the existing results.
The control objective is to construct an adaptive neural controller such that the output y of system (1) tracks a reference signal y r within a small compact set and all the signals of the closed-loop system remain bounded.
Consider the following stochastic system:
where x ∈ R n is the state, f (x) : R n → R n and h(x) : R n → R n×r satisfy locally Lipschitz conditions on x, and the initial conditions are f (0) = h(0) = 0.
Definition 1: [33] For any V (x, t) ∈ C 2,1 associated with the stochastic nonlinear system (2), define the differential VOLUME 7, 2019 operator L as follows:
Lemma 1: [34] For the stochastic nonlinear system (2), suppose there exists a
for all x ∈ R n and t > t 0 . Then, there is an unique strong solution of system (2) for each x 0 ∈ R n and it satisfies
, the following inequality holds:
The target signal and its time derivatives up to the nth order are continuous and uniformly bounded. There exist a positive constant
Remark 2: Generally, the robust adaptive control cannot be directly designed for the uncertain nonlinear system (1) due to the unknown nonlinear functions g i (·), f i (·), h i (·) and ψ i (·). In accordance with the characteristic of direct adaptive tracking control, the reference signal y r (t) and its time derivatives y Lemma 3: [38] Let p ∈ R * q ∈ R + : q ≥ 1 and q is an odd integer , c ≥ 1, and x, y be real-valued functions, the following inequalities hold:
Assumption 2: [37] For functions f i (x) and ψ i (x) in (1), there exist strictly increasing smooth functions ρ i (·) and
Remark 3: The property of
is a smooth function and ρ i (0) = 0, there exist a smooth function h i (s) such that ρ i (s) = sh i (s), which results in
Lemma 4: [39] For any continuous function q(ς 1 , . . . ,
Remark 4: According to Lemma 4, the time-delay term
In the controller design and stability analysis procedure, RBF neural networks will be used to estimate the continuous nonlinear function. The following useful lemmas are first introduced.
Lemma 6: [41] Consider the radial basis function:
where b j is the width of the Gaussian function, and
T is the center vector. A continuous function f (Z ) can be approximated by an ideal RBF neural network on a compact set Z ∈ Z ⊂ R q with the neural node number l > 1. For any δ > 0, the following inequality holds:
T is the ideal constant weight vector, δ(Z ) denotes the NN intrinsic approximation error which is bounded over a compact set, i.e., |δ(Z )| ≤ ξ with ξ > 0 an unknown constant.
Lemma 7: For any q ∈ R and λ > 0, the following inequality holds:
III. MAIN RESULTS
In this section, we will give the control design procedure for (1) based on backstepping technique. First, we define p = max p i , i = 1, 2, . . . , n . Subsequently, a set of the variable change of coordinates is defined as z i = x i − α i−1 , α 0 = y r , 1 ≤ i ≤ n. For clarity, the functions g i (x i ) are abbreviated as g i and S i (Z i ) = S i , respectively. Define the common virtual control functions α i and the controller u as
where c i , γ i , η i are positive design parameters;θ i is the estimation of θ i withθ i = θ i −θ i . The adaptive law is given aṡ
where l i and µ i are positive design parameters. For the variable transformations z i = x i − α i−1 , i = 1, 2, . . . , n, the following inequality holds:
. . , n − 1, and ϒ n = 1.
Theorem 1:
Consider the uncertain high-order stochastic nonlinear time-delay system (1) with the virtual control law (15) , and the adaptive update law in (16) . Then, for all bounded initial conditions, the following statements hold.
(1) All closed-loop system signals are BIBO stable in probability and
(2) The output tracking error y(t) − y r (t) satisfies
where β 1 and a 0 will be specified in the following proof.
Proof: The process of backstepping design is placed in the Appendix and we will demonstrate the stability of the closed-loop system in the following. Consider the Lyapunov function candidate
LV is given in the Appendix
It is noted that the hyperbolic tangent terms in (21) may be positive or negative which depends on the size of z j , and it can be rewritten as follows
Based (22), consider the following two cases: Case 1: z i ∈ zi = {z i ||z i | < λ i τ i } for any positive constant τ i and λ i defined in Lemma 5. z i is bounded and I is also bounded.
Case 2: z i / ∈ zi . By using Lemma 5 and the fact that ζ j ≥ 0, we can obtain J ≤ 0.
Therefore, there exists a positive parameter β * 0 such that β 0 + I < β * 0 . Then (21) can be rewritten as
According to [42] , we can obtain the following inequality:
Then, we have
which means that all the signals in the closed-loop system are SGUUB. Furthermore, we have
and the tracking error z 1 satisfies
The proof is completed here. Remark 5: This paper focuses on solving the tracking control problem for uncertain stochastic high-order time-delay nonlinear systems. The design difficulties exhibited in this paper due to the nonstrict-feedback structure with fullstate time delays are dealt with by combining LyapunovKrasovskii theorem with hyperbolic tangent functions. Besides, completely unknown nonlinearities and stochastic disturbances are also taken into account. All these factors make the design more difficulty.
Remark 6: To ensure the closed-loop stability, for j = 1, . . . , n, the corresponding design parameters l j > 0, c j > 0, VOLUME 7, 2019 γ j > 0 are chosen to be sufficiently large. Though µ j > 0 is required to be chosen as a small positive constant, a very small µ j may not be enough to prevent the NN weight estimates from drifting to very large values in the presence of the NN approximation errors, and a larger c j might result in the high-gain phenomenon in the initial stage. Therefore, how to choose a set of optimal ones to guarantee a good performance is still an open problem. In the simulation, a trial-and-error method is used.
IV. SIMULATION STUDY
In this section, two simulation examples are presented to show the effectiveness of our developed controller.
Example 1: Consider the following high-order stochastic nonlinear time-delay system be of the form:
where x 1 and x 2 are the system states; u represents the input and y is the system output;ω is chosen as the one dimensional Gaussian white nose with zero mean and variance 1;
2 e −0.5x 1 ; h 1 = x 1 (τ 1 )x 2 (τ 1 ), h 2 = cos(x 1 (τ 2 ))x 2 (τ 2 ) with τ 1 = 1 and τ 2 = 0.2; ψ 1 = 0.5x 1 , ψ 2 = 0.5x 1 sinx 2 . The desired reference trajectory is y r (t) = 0.6(cos(0.5t) − 0.6cos(1.5t)).
In simulation, the initial conditions are selected as The design parameters are chosen as c 1 = 10, c 2 = 12,
The simulation results are shown in Figs. 1-4 . Fig. 1 depicts the responses of tracking performance. Fig. 2 shows the curves of the tracking error, Fig. 3 displays the control signal u. Fig. 4-5 are the curves of parametersθ 1 andθ 2 .
Example 2: Consider the following stochastic nonlinear system introduced from [43] : where x 1 and x 2 are the system states; u represents the input and y is the system output;ω is chosen as in Example 1;
63996 VOLUME 7, 2019 FIGURE 5. Adaptive lawθ 2 .
FIGURE 6. System output y 1 follows desired output y r .
FIGURE 7.
Trajectory of tracking error z 1 = x 1 − y r .
FIGURE 8. Control input u.
h 1 = x 2 1 (τ 1 )sin(x 2 (τ 1 )), h 2 = x 2 1 (τ 2 )x 2 (τ 2 ) with τ 1 = 1 and τ 2 = 0.3; ψ 1 = 0.5x 1 , ψ 2 = 0.5x 2 . The desired reference trajectory is y r (t) = 0.5(sin(t) + sin(2t)).
First, the simulation results are shown by using our results, and then the method in [43] with the same used parameters FIGURE 11. System output x 1 follows desired output y r by using the method in [43] .
FIGURE 12.
Trajectories of tracking error z 1 = x 1 − y r by using the method in [43] .
is given. The design parameters in our results are given as The simulation results are shown in Figs. 6-12 , respectively. Fig. 6 shows the tracking performance is satisfactory. Fig. 7 plots the tracking error z 1 . Figs. 8 shows control signal u. Fig. 9 -10 gives the time trajectories of the adaptive parametersθ 1 ,θ 2 . From Figs. 6-10 , it can be seen that all signals of closed-loop system in [43] are bounded by using our approach. However, by comparing Fig. 6 and Fig. 11 , it is noted that our proposed method can guarantee a better tracking performance than the control design in [43] . From  Fig. 7 and Fig. 12 , our method can ensure the tracking error be achieved an adjustable neighborhood with a smaller overshoot. Thus, the control design in [43] is not suitable for our considered systems.
V. CONCLUSION
This paper designs a backstepping-based adaptive NNs tracking control approach for high-order nonstrict-feedback stochastic nonlinear systems with full-state time delays terms. Only one adjustable parameter is developed in the process of backstepping design, which greatly overcome the problem of over-parameterization. The completely unknown system uncertainties existing in systems are handled by using radial basis function neural networks. On the basis of stochastic Lyapunov function method, an adaptive neural controller is developed for the considered system. The future work includes how to develop the observer-based control method for the system (1) with both state time-delay, and how to develop efficient intelligent control strategies for the highorder stochastic nonlinear systems.
APPENDIX
Step 1: Consider a Lyapunov function candidate as
where l 1 is a positive design parameter, and a LyapunovKrasovskii functional V Q1 is chosen as follows
The time derivative of V Q1 iṡ (32) where κ 1 is a positive constant.
By using (3), one has
By applying Assumption 2, Lemma 2, (17), we have
Based on Lemma 7, one has
Using the Young's inequality, we have
and
Combining (34)- (37), we get
where 
and the unknown nonlinear functionf 1 (Z 1 ) defined as
will be defined later. RBFNN T 1 S 1 (Z 1 ) to approximatef 1 (Z 1 ), the following equation can be obtained
where δ 1 (Z 1 ) is the approximation error, δ 1 (Z 1 ) ≤ ξ 1 . Using the Young's inequality, one has
where θ 1 = Combining (38)- (42), one has
Then, design the virtual control signal as
whereθ 1 is the estimation of θ 1 ; c 1 > 0 is the design parrameter; b 1 is the lower bounds of the function g 1 . The adaptive law is designed aṡ
where l 1 and µ 1 are the positive design parrameters. By substituting (44) and (45) into (43) Step j: (j = 2, 3 
