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1 Abstract
Semiparametric spectral methods seem particularly appropriate for the analysis of
long financial time series, providing they are robust to a variety of forms of conditional
heteroscedasticity, which is generally recognized as a dominant feature of financial re-
turns. This paper analyses the averaged periodogram statistic in the framework of a
generalized linear process with (possibly long memory) conditional heteroscedasticity
in the innovations. It is shown that the averaged periodogram statistic is appropriate
for asymptotically normal estimation of the spectrum of a weakly dependent process
at frequency zero and for consistent estimation of long memory and stationary coin-
tegration in strongly dependent processes. The asymptotic results are coupled with
extensive small sample investigations of the performance of the estimates considered.
2 Introduction
The issue of temporal dependence and persistence of shocks on financial time series
has recently been the focus of considerable attention. Tests of market efficiency (and,
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conversely, of return predictability) have been based on models aimed at disentangling
short run dependencies, seasonal components and long run characteristics of the
process under investigation (see Fama (1991) for a survey on the subject). In view
of the emphasis on component by component time dependence analysis, and in view
of the increasing length and reliability of the data series available, it seems that
nonparametric and semiparametric frequency domain methods are particularly well
suited for this type of analysis.
These methods have been greatly developed recently, primarily for the analysis of pos-
sible long memory in time series, they rely on a local (if any) parametric specification
of the spectral density in a neighbourhood of the frequency of interest. Therefore,
such methods can be applied to the analysis of singularities in the spectral density
at frequency zero (to identify long memory) or at frequencies other than zero (to
identify periodicities in the data). They can also serve as the basis for the estima-
tion of regular parts of the spectrum. One thereby avoids inconsistency that might
arise from misspecification of dynamics at frequencies other than the frequency under
focus. This local specification entails a loss of efficiency with respect to fully para-
metric (or full band) estimates, but in the case of long financial time series, this loss
of efficiency may be offset by the greater robustness properties.
However, if semiparametric and nonparametric frequency domain methods are to be
valid tools for inference in this field, they need to allow for various forms of conditional
heteroscedasticity, which is now generally recognized as a dominant feature of asset,
foreign exchange and bond returns. This paper derives robustness results for spectral
estimates of short and long memory applied to covariance stationary time series
with non predictable Wold innovation displaying (possibly long memory) conditional
heteroscedasticity of general form.
The next section discusses the nonparametric specification chosen to model condi-
tional heteroscedasticity in the Wold innovations of the weakly stationary times series
considered. In that framework, section 4 considers traditional estimation of the spec-
tral density and gives an asymptotic normality result for the averaged periodogram
estimate of the spectral density at frequency zero. Section 5 considers Robinson's
average periodogram based estimate of long memory (see Robinson (1994)) in this
framework, and provides a consistency result and a small sample assessment of the
effects of (possibly long memory) conditional heteroscedasticity in the innovations.
In section 6, an application to the identification of a long run relationship between
weakly stationary long memory processes is given with a small sample simulation
study. Section 7 concludes, and proofs of theorems are collected in the appendix.
3 Conditional heteroscedasticity specification
A covariance stationary process is written in infinite moving average form:
xt = E(xt) -
j=o j=o
and we assume that the et satisfy at least
t-i) = 0 almost surely (a.s.). (3.2)
However, many limit results for generalized linear processes under 3.2, such as Hannan
(1979)'s, require the assumption of constant conditional variance
E(e2tITt-i) = or2 a.s. (3.3)
that many time series, in particular long financial time series where a large degree
of temporal dependence is (and can be) observed, are generally believed to violate.
Financial returns, constructed from first differenced logged asset prices or foreign
exchange bank quote midpoints sampled at weekly, daily or intra-daily frequencies,
typically exhibit thick-tailed distributions and volatility clustering, i.e. conditional
variances changing over time in such a way that periods of high movement are followed
by periods displaying the same characteristic, and periods of low movement also. One
therefore needs to allow for time varying volatilities for the innovations, and 3.3 needs
to be replaced by
E{ellFt-i) = o* a.s. (3.4)
where <j\ is a stochastic process whose temporal dependence properties can in turn
be considered. The conditional variance a\ can be allowed to depend on some la-
tent structure, as Taylor (1980)'s "stochastic volatility" model in which the latent
variable at can be construed as embodying the flow of heterogeneous information
arrivals on the market, as in the work of Clark (1973). The latent variable at can
also be allowed to depend on the lagged values of the innovations. This approach was
chosen by Engle (1982) in a form he called autoregressive conditional heteroscedas-
ticity (ARCH), and generalised by Bollerslev (1986) who introduced lagged values
of of thereby introducing a latent ARMA structure for the squared innovations (the
GARCH model). A model ensuring the positivity of of and producing skewed con-
ditional distributions is the exponential generalised autoregressive conditional het-
eroscedasticity model (EGARCH) proposed by Nelson (1991), and some nonlineari-
ties were introduced by Sentana (1995) with an extensive study of quadratic ARCH
models and by Zakoian (1995) with the threshold ARCH class of models. An exten-
sive review of the literature in this field of econometric research is given by Bollerslev,
Engle, and Nelson (1994). All of the above are based on a parameterisation of the one
step-ahead forecast density, a particularly appealing feature -as pointed out by Shep-
hard (1996)- as much of finance theory is concerned with one step-ahead moments
or distributions defined with respect to the economic agent's information. Asymp-
totic theory for parametric ARCH modelling was proposed by Weiss (1986), Lee and
Hansen (1994) Lumsdaine (1996) and Newey and Steigerwald (1994). Bollerslev,
Chou, and Kroner (1992) give reviews of the GARCH modelling approach.
A nonparametric specification encompassing both ARCH and GARCH as special
cases was proposed by Robinson (1991) where of is an infinite sum of lagged values
This can be reparameterised as
M 2 - i (3-6)
3=1
and includes both standard ARCH (when tpj\ — 0, j > p, for finite p) and GARCH
(for which the ipj decay exponentially) models. However, as Robinson (1991) in-
dicated, long memory behaviour is also covered. This, and the semi-strong ARMA
representation for the squared innovations implied by the above specification, is made
apparent in the following reparameterisation. If, for complex valued z,
oo
*{*) = i - E ^ ' (3-7)
3 = 1
satisfies
| # * ) | ^ 0 , |s| < 1 , (3.8)
define
oo
) " 1 ' ^ = 1 - ( 3 - 9 )
j=0
Then, Robinson (1991) rewrote 3.5 as
J=0
where
vt = e,2 - a] (3.11)
satisfies
E(yt\Tt-x) = 0 a.s., (3.12)
by construction. As a result, the chosen specification does not include all weak
GARCH processes as defined by Drost and Nijman (1993) as processes with the
same linear projections as ordinary GARCH. However, as for weak ARMA processes,
limiting distribution theory for weak GARCH processes, provided, for instance, by
Francq and Zakoi'an (1997), relies on mixing assumptions which may preclude the
high levels of temporal dependence in the squares which are allowed by 3.10 with a
suitable choice of filtering weights. To allow for specific types of nonlinearities in the
squares, Robinson (1991) also proposed a quadratic version of 3.5:
a.s. (3.13)
which endogenises the positivity constraint on of. It is apparent in the empiri-
cal literature on ARCH modelling of financial series, surveyed by Bollerslev, Chou,
and Kroner (1992), that the degree of dependence in second moments is too large
to be modelled in terms of mixing behaviour or with a latent stationary ARMA
structure (and therefore exponentially decaying weights). Parameter estimates from
GARCH(1,1) models on asset returns and foreign exchange, the most popular mod-
elling technique, lie close to the boundary of stationarity for the process, prompting
the introduction of a unit root in the autoregressive moving average equation describ-
ing the behaviour of the squares. Lumsdaine (1996) shows asymptotic normality of
the quasi-maximum likelihood estimator in the integrated GARCH(1,1) model. How-
ever, the IGARCH model implies full persistence of shocks on the variance in a sense
defined by Bollerslev and Engle (1993). According to Nelson's distinction (Nelson
(1990)), it corresponds to persistence of shocks on both forecast moments of of and
on forecast distributions of erf. A long memory representation of volatility, replacing
for instance the unit root by a fractional filter in the equation for the squares, rec-
onciles a high degree of temporal dependence in volatilities with lack of persistence
and, possibly, with covariance stationarity. Denoting st = erf — er2 and \t — ^1 ~~ (j2?
for / > 0, we have
CO
st+i = i>ixt + J2i>jXt-j+i a.s. (3-14)
Now as under 3.5, ipiXt —>• 0 almost surely when / —> oo, x ls persistent in the volatility
according to none of the definitions adopted by Nelson (1990), i.e. persistence in
probability, in Lp-norm or almost surely.
Besides, the analogy is apparent between the clustering of volatilities of financial re-
turns and what Mandelbrot (1973) described as the "Joseph effect". And, effectively,
Whistler (1990), Lo (1991), Ding, Granger, and Engle (1993) and Lee and Robinson
(1996), are among the first to show how well the long memory representation per-
forms empirically. A general fractionally integrated GARCH model is obtained as a
special case of specification 3.5 with the 4>(z) polynomial defined as
#*) = (l-z)-*M (3.15)
for 0 < de < | and finite order polynomials a(z) and b(z) whose zeros lie outside
the unit circle in the complex plane. Note that the degree of fractional integration
is called d£ in this case to distinguish long memory in the squared innovations from
long memory in the levels. Baillie, Bollerslev, and Mikkelsen (1996) apply 3.15 to
asset prices with the addition of a drift parameter
(1 - L)d*a(L)e] = fi + h{L)vt. (3.16)
Nelson (1990) proves almost sure convergence of the conditional variance a\ in the
short memory case d£ in 3.15 with a(z) and b(z) of degree one. Apart from 3.15, the
requirement
oo
0 < J > ? < oo (3.17)
j=O
includes the other traditional long memory specification of moving average coeffi-
cients, the fractional noise case with autocorrelations satisfying
1
\corr (del,) = % ™ =  {\j ~ l?M - l i | + 1 + \i + l|2d+1} • (3-18)
Robinson (1991) developed Lagrange multiplier tests for no-ARCH against alterna-
tives consisting of general finite parameterisation of 3.5, specialising to 3.15 and 3.18.
In both these cases, the autoregressive weights ifij satisfy
£>;l<oo (3.19)
Under 3.19 and




— ( / l l V ?
3=0 3=0
< K (3.21)
where K is a generic constant, so the innovations vt in 3.10 are square integrable
martingale differences, e\ is well denned as a covariance stationary process and its
autocorrelations can exhibit the usual long memory structure implied by 3.15 or
3.18. Even if 3.20 does not hold, the "autocorrelations" Y^o&fa+j/' Z)£o ^? a r e
well denned under 3.17. Both parametric representations 3.15 and 3.18 have the





 ~ cj2d''1 as j -+ oo (3.22)
Ei=o Pi
which in turn implies a rate of decay for the innovations filtering weights of
fa = O(jd'~l) as j -> oo. (3.23)
This is taken as a characterisation of long memory in the process e\ when d£ > 0 and
it implies nonsummability of weights fa and autocovariances
T - = covfe 2 e2 •). f3.24)
The rate of convergence of the sample mean is also characteristic of long memory
processes when fa satisfies 3.23. Indeed, 3.12 and 3.21 imply that the partial sums
of the squared innovations have variance
n n oo









under 3.23. Therefore, we have the following rate upper bound:
- a
2) = Op(nd-+l>). (3.28)
This result, and nonsummability of the <^'s, is to be contrasted with standard latent
ARMA representations for the squares, where weights decay exponentially and are,
therefore, absolutely summable. In view of the empirical evidence and the focus on
possible long memory in financial returns xt, it seems appropriate to allow for possible
long memory in the e\ also.
Therefore, the specification proposed for the time series under investigation is the
following: it satisfies 3.1 with innovations et following 3.2 and 3.4 with of specified
as in 3.5 such that 3.19 holds and such that the </>s's defined by 3.9 satisfy 3.17.
4 Averaged periodogram estimation of short memory
In this section, the spectral density of xt with autocovariances satisfying
cov(zt, xt+j) = r /(A) cos(jX)dX j = 0, ± 1 , . . . , (4.1)
J — 7T
is supposed to be bounded and positive at zero frequency. For a realization of size n,
we consider the discrete Fourier transform of xt be defined as
(4.2)
t=i
and the periodogram as
K (A)|2. (4.3)




where Xj = 27rj/n, n is the sample size and [x] denotes the largest integer smaller
or equal to x. Because Ix(Xj) is invariant to location shift, no mean correction
is necessary for 4.4. F(X) is a discrete analogue of the more widely documented
continuously averaged periodogram (see Ibragimov (1963)) where 4.3 is replaced by
its demeaned version. The estimate
-I m
/(0) = F(Am)/Am = - £ IX{X3), (4.5)
mi=i
were m is the bandwidth sequence satisfying at least
m1  i A c\1 ^0 as n —>• oo, (4.6)
m n
was proposed for /(0) by Grenander and Rosenblatt (1966) and is readily generalis-
able to a wide class of weighted periodogram spectral estimates defined below. Let
A'(A) be a bounded function satisfying
/ K(\)d\ = l, K{-\) = K(\). (4.7)
J —oo
Defining
Km(X) = m 2^ K(m(X + 27rj)) (4.8)
i=-oo
where m is a positive integer called the bandwidth, weighted periodogram estimation
of /(0) is given by
2?r n - 1
W n
 ^ 1 m 3 x 3
The class of kernel functions such that
Km(X) = 0 for A > Am (4.10)
provides a basis for estimation of /(0) under specification 5.1 with dx = 0. Supposing
4.6 is satisfied, a set of sufficient conditions for
/«,(0)-»P/(0) as n-+oo (4.11)
includes absolute summability of fourth cumulants
cnm(x1,x1+h,x1+i,xl+j)\ < oo. (4.12)
Suppose that a local Lipschitz condition is imposed on the spectral density in the
form,
/(A) = /(0)(l + EpX13) + o(\0) as A-^0 + , (4.13)
with
/?G(0,2], 0 < / ( 0 ) < o o , 0 < ^ < o o ,
and suppose the bandwidth m satisfies
>0 as n -^ oo. (4.14)
m
Under the conditions above, asymptotic normality of /(0) given by 4.5
m^( / (0 ) - / (0 ) )^ d iV(0 , / (0 ) 2 ) as n 4 o o (4.15)
occurs under the two following sets of sufficient conditions: Brillinger (1975), Theo-
rem 5.4.3, page 136 assumes summability of all moments and cumulants of xt\ Hannan
(1970), Theorem 13, page 224, assumes that xt follows 3.1 with i.i.d. innovations.
Hannan (1970), Theorem 13', page 227 also proves 4.15 under uniform mixing and
fourth order stationarity with absolutely summable fourth cumulants as in 4.12. How-
ever, he needs the additional assumption that the spectral density of the process xt,
/(A), be absolutely continuous for all A. Such a global condition is undesirable in this
semiparametric framework where one wishes to allow for discontinuities in the spec-
trum, and indeed for any kind of behaviour for the spectrum at non zero frequencies,
providing it remains integrable (a consequence of covariance stationarity).
The following theorem shows that the discretely averaged periodogram given by 4.5
remains an asymptotically normal estimate for the spectral density at frequency zero
of an observed generalised linear process with conditional heteroscedastic innovations.
We make the following assumptions:
Assumption A1 / satisfies 4.13. In addition, in a neighbourhood (0,5) of the
origin, a(A) is different!able and
^ ^ a sA-^0 + , (4.16)
where a(A) = £Jlo<*je*'A.
Assumption A2 m satisfies 4.14 and
m
 , 0<d£<l (4.17)
n
l-2d.
Assumption A3 xt satisfies 3.1, 3.2, 3.4, 3.5, 3.10, 3.17 and 3.19. In addition, 3.23
holds with the same dE as in 4.17 and
e?<oo, (4-18)
E (4eu |^_i) = E (eAtelev\Ft-l) = 0, a.s, t > u > v, (4.19)
and the oij are quasi monotonically convergent, that is, aj—>0 as j->oo and there
exists J < oo and B < oo such that for all j < J,
ai+1 < a} (l + y ) • (
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Consistency of F(Xm)/\m holds when /(A) is only continuous at frequency zero,
but a Lipschitz condition is necessary for asymptotic normality. 4.16 is needed for
the treatment of fourth cumulant moments of the errors, to justify the martingale
approximation. 4.14 is a minimum requirement for asymptotic normality in view of
the fact that an optimal bandwidth rate is
 n
2/3/2P+1
 at which rate bias and asymptotic
variance have the same order of magnitude. 4.17 strengthens 4.14 unless d£ < 1/(4/?+
2). 4.17 is required for the left-hand side of 4.15 to converge to a finite random
variable. Quasi-monotonicity of the Fourier coefficients ctj of / , and boundedness of




The requirement 4.19 that conditional odd moments be non stochastic up to seventh
order is restrictive, but satisfied if et has a conditionally symmetric density, or, more
specially, if
et^t-i ~ #(0,<7t2). (4.22)
Note that 4.18 itself entails a restriction on the magnitude of the <j>3-\ see for in-
stance the results of Engle (1982), Bollerslev (1986) for ARCH(l) and GARCH(1,1)
processes under 4.22, and of Nelson (1990) under more general distributional as-
sumptions. However, 4.18 is only a sufficient condition in this setting. The quasi-
monotonicity assumption on the aj entails (see Yong (1974)), for all sufficiently
large j ,
| a , - a i + 1 | < A ^ . (4.23)
In fact, we believe that this requirement could be removed or relaxed by a more
detailed proof, but the quasi-monotonicity requirement does not seem very onerous,
while 4.17 is also needed when the el have long memory, and there always exists an
m sequence satisfying both 4.14 and 4.17.
Theorem 1 Under Assumptions A1-A3, 4.15 holds.
Robinson (1983) gives a survey of the possible applications of spectral estimation.
Some of the major applications of 4.5 are documented by Robinson and Velasco
(1996). They show how a consistent estimate of the spectral density at frequency
zero of a weakly dependent process is instrumental in location inference, linear re-
gression and more complex econometric models. For instance, the sample mean of
11
a process with nonparametric autocorrelation provides an asymptotically normal, if
not efficient, estimation of the population mean where misspecified autocorrelation-
corrected estimates might prove misleading. Another obvious application of zero
frequency spectral estimation is long run variance estimation in a Beveredge-Nelson
type decomposition. This can be particularly useful in the investigation of financial
market efficiency.
5 Averaged periodogram estimation of long memory
In this section, long memory in a weakly stationary time series #t, t = 0, ± 1 , . . . , with
autocovariances satisfying 4.1 will be modelled semiparametrically by
/(A) - L(\)\~2d* as A -+ 0+, with 0 < dx < i (5.1)
A 2
where L(A) > 0 is a slowly varying function at infinity defined by
LUX)
-y-f- -> 1 as A -> oo for all t> 0. (5.2)
L(X)
Under 5.1, /(A) has a pole at A = 0 for 0 < dx < | (when there is long memory in
xt). In case /(A) satisfies 5.1, the singularity at zero naturally precludes estimation of
/(0), but the strength of the dependence in the process is embodied in the slope of the
spectrum in a neighbourhood of frequency zero. Properties of the discrete Fourier
transforms in this framework are discussed in Rosenblatt (1981). Yajima (1989)
proves a central limit theorem for discrete Fourier transforms of strictly stationary
processes with finite moments of all orders and absolutely summable higher-order
cumulants at fixed non zero frequencies, whereas Theorem 2 of Robinson (1995b)
gives the orders of magnitude
E[v(\j)B(\k)] = Sj^ + O ^ ) (5.3)
(5.4)
- • - - • • -
 K
for moments of discrete Fourier transforms in a neighbourhood of frequency zero
under 5.1, and very weak additional regularity conditions. Their asymptotic distri-
bution under the current framework is still an open question. However, as shown
in Robinson (1994), the slope of the spectrum at frequency zero can be consistently
estimated using the averaged periodogram statistic providing
^ 4 ->P 1 as n -> oo. (5.5)
F(Xm)
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This paper proves that 5.5 continues to hold when 3.3 is replaced by 3.4 with 3.5.
Robinson (1994) proved 5.5 under minimal moment conditions capable of delivering
convergence in probability only, whereas this chapter requires 3.20. This is unfortu-
nate, as 3.20 reduces the scope of GARCH specifications covered by 3.5 and is not
always supported by empirical evidence on financial returns (see He (1997) for an
investigation of the fourth moment structure of the GARCH model).
We now consider the case where the observed process xt displays long memory, with
the degree of temporal dependence embodied in the long memory parameter dx. The
following theorem shows that the weak consistency result 5.5 continues to hold when
the error process et displays (possibly long memory) conditional heteroscedasticity.
The following assumptions are introduced:
Assumption Bl / satisfies 5.1, for 0 < dx < \. In addition, 4.16 holds for a(X) =
Assumption B2 ra satisfies 4.6.
Assumption B3 xt satisfies 3.1, with 3.2, 3.5-3.10, 3.17, 3.19 and 3.20. In addition
either
E (ezt\Ft-i) = E{e\) a.s., * = 0 , ± l . . . , (5.6)
or
; l < o o . (5.7)
Assumptions Bl and B2 correspond to assumptions A and B in Robinson (1994)
with the addition of 4.16 which is used to control the martingale approximation term
A.32 below. 4.16 is added here for clarity of the proof. It is not strictly necessary
for the consistency results of Theorems 2 and 3. Only the magnitude of the sin-
gularity is specified for the spectrum at frequency zero while Assumption B2 is a
minimal assumption for semiparametric estimation based on a degenerating band of
harmonic frequencies. Assumption B3 relaxes the restriction on fourth cumulants
(condition C(ii) in Robinson (1994)) through the introduction of conditional het-
eroscedasticity. Robinson only assumed the innovations are uncorrelated, whereas
in Assumption B3, they follow a martingale difference sequence. Condition C(iii) in
Robinson (1994) is replaced by the fourth moment condition 3.20. Assumption A3
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implies Condition C(iv), as
n
E (e2 - a2) = op(n) (5.8)
t=i
Indeed, left side of 5.8 has mean zero and variance
E E MkEfa-jVs-k) = E Hhh+s-tEivlj) (5.9)
t,5=lj,A:=O i,s=l j=0
in view of 3.2, with <f>j = 0, j < 0. In view of 3.21 and the Cauchy inequality, 5.9 is,
with ^ = (j2Zj $)*, equal to
(
by the Toeplitz lemma and 5.7, thus verifying 5.8.
Again, the requirement 5.6 that conditional third moments be nonstochastic is re-
strictive, but again is satisfied if et has a conditionally symmetric density, or, more
specially, if it follows 4.22. The alternative requirement 5.7 rules out long memory in
e
2
 but covers standard ARCH and GARCH specifications as well as many processes
for which autocorrelation in squares decays more slowly than exponentially. As noted
above, 3.20 entails a restriction on the magnitude of the <f>j. However, 3.20 is not
a necessary condition, and indeed, under 5.7 it can be shown to be unnecessary by
means of a longer argument, involving truncations, than that in the proof of the
following theorem.
Theorem 2 Under Assumptions B1-B3, 5.5 holds.
The consistency result of Theorem 2 is sufficient for a number of applications, in-
cluding consistent estimation of dx, the long memory parameter which determines
the extent of temporal dependence in the observable process xt. However, in order to
determine the scale of the hyperbolic pole of its spectral density in the neighbourhood
of frequency zero, it is necessary to derive an upper bound for the rate of convergence
of F(Xm)/F(Xm) to 1. To derive this upper bound, a smoothness assumption is added
to Assumption Bl and a rate of decay is given for the <^ j, coefficients of the infinite
moving average decomposition for the squares of the errors e2. This rate of decay
controls the degree of temporal dependence in the squared error process.
Assumption Cl /(A) satisfies
d (3
 as n - ^ o o , (5.10)
14
for some {3 € [0,2), with 0 < dx < \ and 4.16 holds.
Assumption C2 4.6 holds.
Assumption C3 Assumption B3 holds. In addition, when 5.7 does not hold, 3.23
does with de < | .
Assumption Cl is weaker than Condition A' in Robinson (1994) while 3.23 is needed
to derive the upper bound 3.28 for the partial sums of squared innovations.
Theorem 3 Under Assumptions C1-C3,
rn\/3 \
— ) 4- m~ I as n —>• oo
F(Xm) P V
for S<{\- 4) / (3 - 24).




 2 log q
motivated by the fact that F(qX)/F(X) ~ q2id*-h) for any q > 0. From Theorem 1,
(4.3) of Robinson (1994) and Slutzky's Theorem, it is immediate that
Corollary 1 Under Assumptions B1-B3,
dxq ~^-p 4 as n -> oo, for any q £ (0,1).
Under the additional requirement
m = 0(n7), 0 < 7 < 1 (5-11)
on the bandwidth, and
L{X) = GM(A), G > 0, (5.12)
and M(X) is a known function, a rate can be specified for the convergence of dXq and
G can be consistently estimated by




Corollary 2 Under Assumptions C1-C3, 5.11 and 5.12,
dXq — dx = Op(n~ ) as n -» oo, for some S > 0,
Gq —>p G as n - i oo, for any q £ (0,1).
This estimate is particularly convenient for its great computational simplicity com-
pared to the local Whittle estimate proposed by Kiinsch (1987) which is not defined
in closed form. Its asymptotic distribution under Gaussianity (see Lobato and Robin-
son (1996)), however, is only normal when 0 < dx < 1/4 and, unlike that of the local
Whittle estimate (see Robinson (1995a)), it is not free of dx. When 1/4 < dx < 1/2,
its asymptotic distribution is influenced by the Rosenblatt process.
While the weak consistency result proposed for dXq in Corollary 1 is valuable for the
investigation of long financial time series, it is of interest to examine its relevance
to series of more moderate length. Moreover, as Corollary 1 does not provide any
limiting distributional result1, it is important to provide simulation values for stan-
dard errors, and thereby to investigate the robustness of distributional results given
by Lobato and Robinson (1996).
The finite sample results presented here do not consider the sensitivity of the estimate
to the choice of the constant q (q = 1/2 is chosen arbitrarily), but concentrate on the
sensitivity to conditional heteroscedasticity in the errors. Robustness to departures
from finite fourth moment condition is also considered.
Finite sample performance of dXq was examined under the presumption of no con-
ditional heteroscedasticity (and indeed unconditional Gaussianity of the errors) in
Lobato and Robinson (1996). We present here results of a Monte Carlo study
of the averaged periodogram estimate applied to simulated series xt following an
ARFIMA(0,(4,0) parametric version of 3.1 with innovations et satisfying following
five models for the conditional variance a2 specified and discussed below.
In the first three cases, the et are supposed conditionally normal (as in 4.22) with
conditional variance a?.
(i) IID: of = a2. The et are independent and identically distributed, so that
there is no conditional heteroscedasticity. We can take a2 — 1 with no loss of
generality.
:It is only conjectured that dxq remains asymptotically normal for 0 < dx < 1/4.
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(ii) GARCH: a2 = .3 + .2e2_x + .5of_r The et are GARCH(1,1), with (moderately)
strong autocorrelation in the e2 at "short" lags; they satisfy 3.20 (Bollerslev
(1986)).
(iii) LMARCH: a2 = {l - (1 - L)A5}e2. The et have very long memory ARCH
structure satisfying 3.5-3.10 and 3.15 with a(z) — b(z) — 1, so that the e2 follow
the ARFIMA(0,4,0) structure discussed in Section 4 of Robinson (1991), with
de = .45, close to the stationarity boundary.
In model (iv), the innovations are simulated from a t4 distribution with constant
conditional variance in order to compare the effect on d of thick tails in the innovations
distribution to the effect of conditional heteroscedasticity as specified in models (i),
(ii) and (iii). It also allows to investigate the effect of a failure of the fourth moment
condition 3.20.
As noted in Robinson and Henry (1999), the model specification 3.5 adopted here
for the conditional variance a2 does not allow for asymmetric response of conditional
variances to positive and negative returns. This effect is reported in the empirical
finance literature as the leverage effect. The local Whittle estimate of long memory
is nonetheless applied to series xt following an ARFIMA(0,^4,0) parametric version
of 3.1 with conditionally Gaussian innovations following a specific form of Nelson's
EG ARCH, which models the leverage effect, and which will be denoted model (vi).
(v) EGARCH: et = crtzt, zt are independent standard normal variables, and In of =
— .5 + .9h\(72_l — .5zt~i + -5|-^ t: I|- The coefficient of zt-\ induces a strong lever-
age effect, i.e. volatility rises in response to unexpectedly low returns. In case
of unexpectedly high returns, the volatility behaves as in a simple first order
autoregressive stochastic volatility model, with autoregressive coefficient cali-
brated on typical values in the empirical literature on financial volatilities, which
are nearly always larger than .9 (see Ghysels, Harvey, and Renault (1996)). The
innovations et have finite unconditional moments of arbitrary order.
So far as the ARFIMA(0,c?;r,0) model for xt is concerned, so that in relation to 3.1,
Y^jLoaj^ = (1 — L)~dx, we consider:
(a) "Moderate long memory": dx=.2,
(b) "Very long memory": dx=Ab.
The choice of dx=.2 in model (a) is motivated by the standard asymptotic result
given in Lobato and Robinson (1996) for 0 < dx < .25.
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Table 1: Moderate long memory averaged periodogram biases
Monte Carlo BIASES for the averaged periodogram estimate of long memory applied to an ARFIMA(0, .2, 0) series
































































Table 2: Moderate long memory averaged periodogram RMSEs
Monte Carlo ROOT MEAN SQUARED ERRORS for the averaged periodogram estimate of long memory applied to
































































We study each of (i)-(v) with (a)-(b), covering a range of long/very long memory in
xt and a range of short/long memory in e\.
Tables 1-2 and 3-4 deal respectively with each of the two dx values (a)-(b). In each
case the results are based on n=64, 128 and 256 observations, with bandwidths m=
ra/16, ra/8, n/4, and 10000 replications. In tables 1-2 and 3-4, we report, for the con-
ditional variance specifications (i)-(v), Monte Carlo bias of the averaged periodogram
estimate and Monte Carlo root mean squared error.
Table 5 reports relative efficiency of the averaged periodogram estimate of long mem-
ory with respect to the local Whittle estimate of Robinson (1995a), discussed in this
framework in Robinson and Henry (1999). The relative efficiency is defined as the
ratio of Monte Carlo mean squared errors. We make the comparison with the local
Whittle estimate for each of the two dx values (a) and (b) and models (i), (ii) and (iii)
for the innovations, because an asymptotic result is given in these cases in Robinson
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Table 3: Very long memory averaged periodogram biases
Monte Carlo BIASES for the averaged periodogram estimate of long memory applied to an ARFIMA(O, .45, 0) series

































































In case of i.i.d. errors et, the relative efficiency results reported are to be compared
with theoretical ratios of asymptotic variances based on Theorem 2 of Robinson and
Henry (1999) for the local Whittle estimate on the one hand (i.e. l/4m for all values
of dx), and Theorem 1 of Lobato and Robinson (1996) for the averaged periodogram
estimate on the other hand. When dx = .2, the ratio of asymptotic variances is
(l/4)/((3 - 21-4)(.3)2/(-21og22)) ~ .74. With the choice q= A (instead of q = .5
which is chosen here) which is the asymptotic variance minimizing value for q when
dx — .2 (see Lobato and Robinson (1996)), the theoretical relative efficiency is .76
instead.
For models (i), (ii), (iii) and (v), the errors et were sampled from a conditionally
normal distribution (see 4.22) with conditional variance of in a recursive procedure
with iid normal startup values subsequently discarded. Namely, for t = —1000 to 0,
et were generated as iid normal and of were identically set to one; and for t = 1 to
2n, of = a2 + P{L)e2 and et = yVtVt, where rjt are iid normal and <J2 and P(L)
are the relevant intercept and operator in cases (i) to (iii), truncated to 1000 lags
in the long memory cases (iii). In case of (iv), et = crtzt, zt are iid normal, and
In of = —.5 + .9L(lnof) — .5z*_i + .5|zt_i|. The Gauss random number generator
RNDN was used with random seed starting at the value 12145389. A method based
2 / \ 2n
on the Cholevsky decomposition (rriij)^^ of the Toeplitz matrix \p\i-j\) . . , where
Pj are the autocovariances of an ARFIMA(0,ck,0), was then used to simulate xt from
the errors £t as xt = E;=i ™ti£i, < = 1 , . . . , 2rc, the first n values being subsequently
discarded. For each of the series simulated, the periodogram was computed by the
Gauss Fast Fourier Transform algorithm.
19
Table 4: Very long memory averaged periodogram RMSEs
Monte Carlo ROOT MEAN SQUARED ERRORS for the averaged periodogram estimate of long memory applied to
































































Table 5: Relative efficiencies
RELATIVE EFFICIENCY of the averaged periodogram compared to the local Whittle estimate of long memory













































































Table 6: Averaged periodogram relative efficiencies for larger sample sizes
RELATIVE EFFICIENCY of the averaged periodogram compared to the local Whittle estimate of long memory













Monte Carlo biases seem relatively unaffected by the model specification for the
errors. Biases are all negative. They are identical for all error specifications in 5
cases out of the 18 n, m and dx combinations, and the largest discrepancy never
exceeds 0.03. Monte carlo RMSEs are largest for LMARCH errors in 11 cases and tie
largest in 6 cases, which is due to the higher degree of dependence in the errors, but
the discrepancy with iid errors never exceeds 0.03. The failure of the fourth moment
conditions in the t± specification does not seem to have any effect in small samples.
£4 biases are identical to or smaller than iid normal biases in 16 cases, and t4 RMSEs
are identical to or smaller than iid normal RMSEs in all cases. EGARCH results lead
to similar observations: EGARCH biases are identical to or smaller than iid normal
biases in 8 cases, and EGARCH RMSEs are identical to or smaller than iid normal
RMSEs in 11 cases.
Finally, the relative efficiency of the averaged periodogram estimate of long memory
compared to the local Whittle estimate for dx = .2 is significantly larger in small
samples than would be expected from the theoretical value in the i.i.d. case. The
average periodogram even performs equally well as the local Whittle in 15 cases. The
relative performance is always at least 5% higher than the known theoretical value
for the i.i.d. case. There is no evidence of a worsening of relative efficiency with
sample size for the sample sizes reported.
To see whether this pattern persists, relative efficiencies are reported also for a sample
size of n = 1000 in table 6 and one observes that in the case dx = .2, relative
efficiencies become close to the theoretical value given for i.i.d. errors, conditional
heteroscedasticity appearing to have again no significant effect. In no cases does
the model chosen for the errors seem to influence relative efficiency, supporting the
conjecture that the asymptotic normality result given in Lobato and Robinson (1996)
for 0 < dx < \ continues to hold when the errors are conditionally heteroscedastic.
For dx = .45, where the asymptotic distribution is non standard even for i.i.d. errors
(see Lobato and Robinson (1996)), relative efficiency of the average periodogram
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decreases steadily with sample size and bandwidth and reaches values as low as 16%
for a sample size of n = 1000.
6 Averaged periodogram estimation of stationary cointegra-
tion
Another main application of the averaged periodogram statistic in a long memory en-
vironment is the estimation of stationary cointegrating relationships. A large strand
of literature has recently investigated the possibility of long run relationships between
nonstationary variables. In the equation
yt = /3zt + xu (6.1)
yt and zt were typically assumed to have a unit root, and xt to be weakly dependent.
This notion of cointegration was extended by Granger (1987) to cases where xt can
be a long memory process, and prompted a new type of investigation of the Long
Run Purchasing Power Parity Hypothesis (see e.g. Cheung and Lai (1993)). For
stationary yt and zt series, a notion of cointegration can be defined as in Robinson
(1994) when all three variables are possibly long memory covariance stationary time
series, providing xt has a lesser degree of dependence. A similar idea was proposed by
Gourieroux and Peaucelle (1991) to identify codependence between moving average
series in the sense that a linear combination of the original variables has a lower
moving average order.
However, ordinary least squares estimation of the fractional cointegration coefficient j3
is inconsistent in the stationary case unless zt and xt are orthogonal. Robinson (1994)
pointed out that one should envisage the equilibrium relation between yt and zt at
high lags only, and carry out the regression in the frequency domain on a degenerating
band of frequencies. We assume that yt and zt follow the same assumptions as xt
with long memory parameters dXy and dXz such that 0 < dx < dXy < dxz < 1/2, and
we denote by
IyzW = Wy(\)wz(\) (6.2)
the cross periodogram of yt and zt, and by
K*W = — £ UA) (6.3)
71
 3 = 1
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the dicretely averaged cross periodogram of yt and zt. If, moreover, FZ(X) denotes




is the low-pass frequency domain least squares estimate of j3. More precisely, we
make the following assumptions on the process zt:
Assumption BT zt has spectral density fz(X) satisfying
fz(X) ~ L z { \ ) \ - 2 d * * a s A-+0+ w i t h 4 < d X z < \
and LZ(X) is a slowly varying function at infinity.
Assumption B3'
and the conditions in Assumption B3 are satisfied when cr2, aj, et, ipj and <f)j are
replaced by a2z, aZj, eZt, tpZj and <j>Zj respectively.
We can now state the following Corrolary to Theorem 2:
Theorem 4 Under Assumptions Bl, Bl ' , B2, B3 and B3\
(3—>p(3 a s n—>-oo.
We investigate the relevance of this result to small sample sizes in a Monte Carlo
experiment. Theorem 3 does not provide standard errors, so we have to rely on Monte
Carlo RMSEs to assess the significance of (3 construed as a regression coefficient in
the long run relationship between the two long memory variables y* and zt in 6.1.
The time series xt and zt are respectively simulated according to an ARFIMA(0,4,0)
and ARFIMA(0,4,0) parametric versions of 3.1, with 0 < dx < dz < | . We perform
two types of experiments, generating xt and zt independently in one case, and with
significant correlation in two other cases.
In the first experiment, xt and zt are generated independently, and the aim is to
assess the extent of the loss of efficiency due to the local specification with respect
to a simple full band OLS procedure, bearing in mind that in case m = [rc/2], the
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two procedures are identical. The innovation sequences eXt and eZt for xt and zt
respectively are simulated independently, but according to the same nodels for the
conditional variances a\t and a\t. The conditional variances follow models (i) to (v),
as described in section 5. As regards the ARFIMA parametric versions of 3.1 for xt
and zt, we consider three cases:
(a) dz = .2 and dx = 0, so that zt has moderate long memory and xt has short
memory.
(b) dz = .45 and dx = 0, so that zt has very long memory and xt has short memory.
(c) dz = .2 and dx = 0, so that zt has very long memory and xt has moderate long
memory.
The series are simulated according to the same procedure as in section 5. The sim-
ulations are repeated 10000 times, on the same combinations of sample size and
bandwidth as in section 5. Finally, in all that follows, f3 is taken to be equal to 1.
Tables 7, 10 and 13 report Monte Carlo biases for /2. Tables 8, 11 and 14 report Monte
Carlo RMSEs for (3. Tables 9, 12 and 15 report Monte Carlo relative efficiencies of
the full band OLS estimate of (3 with respect to (3.
It appears that, even for very small sample sizes, Monte Carlo biases are negligible
with respect to variances, so that we only discuss Monte Carlo RMSEs (which are
entirely due to variability) and relative efficiencies of the full band OLS procedure.
Again, the first and foremost observation is that conditional heteroscedasticity in the
forms that are covered by our asymptotic theory (i.e. models (i), (ii) and (iii)) has
no apparent effect on RMSEs or relative efficiencies.
LMARCH errors produce RMSEs which are largest in 15 cases and tie largest in 12
cases out of the 27 m, n, dx and dz combinations, but the largest discrepancy with
RMSEs produced when errors are iid normal is 0.04 and occurs only once (in case z
has moderate long memory with sample size 64 and bandwidth 4). In the same way,
among the error specifications covered by our asymptotic theory, relative efficiencies
never differ by more than 7%.
On the other hand, the averaged periodogram of stationary cointegration seems to
perform substantially better in terms of RMSEs when the errors follow the two models
which are not covered by our asymptotic theory. In particular, RMSEs are smallest
for EGARCH errors in 26 cases and tie smallest (with thoses produced by t4 errors)
in the remaining case. Moreover, the discrepancy with iid normal errors can be as
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Table 7: Biases with moderate long memory in z.
Monte Carlo BIASES for the averaged periodogram estimate of (3 in 6.1. z% follows and ARFIMA(0,.2,0) and xt is
































































large as 0.09, again in case in case z has moderate long memory with sample size 64
and bandwidth 4. However, for EGARCH errors, it seems that OLS performs even
better in relative terms: even though RMSEs are always smaller with RMSEs than
with iid normal errors, the relative efficiencies are larger in all but two cases.
One observes a typical decay of RMSEs and of relative efficiencies with sample size
for all specifications of the errors. The typical decay of relative efficiencies with
bandwidth is due to the fact that m approaches n/2 in which case the two procedures
are identical.
Finally, there is a clear increase both in absolute and relative efficiencies of the
semiparametric procedure when the difference in memory between x and z increase.
RMSEs are always smaller when dz = .45 and dx = 0 than in the other two cases,
and results for dz = .45 and dx = .2 dominate results for dz = .2 except in case errors
are EGARCH. As for relative efficiencies, they decrease with degree of memory in z
but they seem unaffected by the degree of memory in x.
In a second experiment, xt and zt are no longer generated independently. The inno-
vation structures are assumed to be the same, i.e. sZt = eXt for all t = 0, ± 1 , . . . , in
an attempt to simulate a process which is the sum of two different reponses (with
different weight structures) to the same impulses, where one response has a higher
degree of long memory, and is therefore retrievable through a long run analysis. eXt
is again generated according to the five innovation structures described in models (i)
to (v). As for the ARFIMA parametric version of 3.1, in this second experiment, we
only consider the cases where dz — .45, so that zt has very long memory, and dx = 0,
so that xt has short memory.
Tables 16, 17 and 18 report biases, RMSEs of /3 and relative efficiencies of the OLS
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Table 8: RMSEs with moderate long memory in z.
Monte Carlo ROOT MEAN SQUARED ERRORS of the averaged periodogram estimate of (3 in 6.1. zt follows and
































































Table 9: Relative efficiencies with moderate long memory in z.
RELATIVE EFFICIENCIES of the OLS with respect to the averaged periodogram estimate of (3 in 6.1. z% follows
































































Table 10: Biases with very long memory in z.
Monte Carlo BIASES for the averaged periodogram estimate of /3 in 6.1. zt follows and ARFIMA(0,.45,0) and xt is

































































Table 11: RMSEs with very long memory in z.
Monte Carlo ROOT MEAN SQUARED ERRORS of the averaged periodogram estimate of j3 in 6.1. zt follows and
































































Table 12: Relative efficiencies with very long memory in z.
RELATIVE EFFICIENCIES of the OLS with respect to the averaged periodogram estimate of j3 in 6.1. zt follows
































































Table 13: Biases with long memory in x and z.
Monte Carlo BIASES for the averaged periodogram estimate of (3 in 6.1. zt follows and ARFIMA(0,.45,0) and xt

































































Table 14: RMSEs with long memory in x and z.
Monte Carlo ROOT MEAN SQUARED ERRORS of the averaged periodogram estimate of (3 in 6.1. zt follows and
































































Table 15: Relative efficiencies with long memory in x and z.
RELATIVE EFFICIENCIES of the OLS with respect to the averaged periodogram estimate of p in 6.1. zt follows

































































Table 16: Single input biases
Monte Carlo BIASES for the averaged periodogram estimate of /? in 6.1. zt follows and ARFIMA(0,.45,0) and xt is

































































In this experiment, RMSEs are mostly explained by the bias, and variance is very
small. As all biases are positive, we once again only discuss RMSEs and relative
efficiencies.
Again, we hardly observe any impact of the choice of specification, and this time
this observation includes all five models for the errors. RMSEs are identical for
all specifications of the errors in 3 cases out of the 9 n and m combinations, and
they never differ by more than 0.05. Relative efficiencies are identical for all error
specifications in two cases and never differ by more than 7%.
Again one observes a typical decay of RMSEs and relative efficiencies with sample
size. In this specification however, RMSEs typically increase with bandwidth, due
to the fact that they are almost entirely explained by the strong positive bias. As a
result, relative efficiencies of the OLS procedure increases with bandwidth from values
as low as 0.49 to 1 when m = [n/2]. This tends to show that the semiparametric
procedure can be highly preferrable even in small sample sizes.
Finally, in the third experiment, we consider the sum of a short memory process
and its long memory conditional variance. In this case, xt = eXt and the eXt's are
simulated according to model (iii), and zt = of, so that zt has very long memory
while xt has short memory (taking zt = x\ yields similar results).
Table 19 reports biases, RMSEs and relative efficiencies for n = 64, 256 and 1024,
and m = n/16, n/8 and n/4.
This last experiment shows a case where even though the xt and zt are highly auto-
correlated, the semiparametric procedure dominates OLS only for sample sizes larger
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Table 17: Single input RMSEs
Monte Carlo ROOT MEAN SQUARED ERRORS of the averaged periodogram estimate of j3 in 6.1. zt follows and
































































Table 18: Single input relative efficiencies
RELATIVE EFFICIENCIES of the OLS with repect to of the averaged periodogram estimate of (3 in 6.1. zt follows

































































Table 19: Nonlinear regression
Monte Carlo biases, RMSEs of and relative efficiency of the OLS with repect to the averaged periodogram estimate











































than 1000, which remains, however, a very moderate sample size for financial time
series.
7 Conclusion
This paper has focused on the simple averaged periodogram statistic insofar as it
provides insights into the dependence structure of a time series. It was shown that the
averaged periodogram is an asymptotically normal estimate of the spectral density at
zero frequency for a weakly dependent process. The conditions of this theorem do not
presume anything on the short memory structure, and, more importantly allow for a
very high degree of temporal dependence (including long memory) in the conditional
variance and higher moments. It is conjectured that this property continues to hold
when one focuses on non zero frequencies where the spectral density is continuous.
However, to gain insights into the short memory structure of the process, functional
estimation of the spectral density would then be required, and global conditions on
the smoothness of the spectral density would have to be imposed. This paper has also
extended the applicability of Robinson (1994)'s results on the averaged periodogram
statistic in the presence of long range dependence. It has been shown that all the
results in Robinson (1994) still hold for long memory processes with (possibly long
memory) conditionally heteroscedastic errors. This permits consistent estimation
of long memory and stationary cointegration which proves especially useful in the
investigation of dependence and codependence in foreign exchange rate returns.
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Appendix
Proof of Theorem 1














Because E(Is(\j)) = <T2/2TT, the third term has first absolute moment bounded by
m
3=1
1 - /(o) - O = o(l),
from 4.13 and 4.14. The second term has first absolute moment bounded by
m





where the second equality is derived from application of 3.1, the third equality is
derived from application of 3.2 and the last inequality follows from 4.21. Therefore,
A.5 is bounded by
/(0) = O (m
0+in-0) = o(l),




Robinson (1995a) proves that this is o(l) under assumptions such that
cum(£n£s,£ t,£u) = K, when r = s = t = u and zero otherwise. Under 3.4, with
of defined by 3.5, however,
cum(£ r ,£ s ,£ t ,£j = K if r = s = t = u, (A. 7)
= 7r_s if r = t ^ s = u, (A.8)
= 7 r- i if r = s y£ t = u, (A.9)
= 7r_s if r = u / £ = 3, (A.10)
and zero otherwise. The complete fourth cumulant contribution to A.6 is the follow-
ing:
I m -i n
V J2 cmn(xr,xs,xuxu)ei{r-s)x>-l{t-u)Xk(A.n)
J^  ST I I V^ r n m ^ P P P \ i{r-s)XJ-i(t-u)Xk (\ io\
) j,k=l r,s,t,u=l
1 m 1 2?T n /
\ /.,,rv!/^ £ X X )6 > 3~ t\l u)Ak I p. 1 Qj
_ 1 _ 2 7 T
Now, applying 3.1,
r s t u
cum(xr,xs,xt,xu) =
p= — oo g = —oo / = —oo v= — oo
— AC p= — oo
~r /
 v Tp—9 v^-r—pC^s—pC^t—qr^u—g T" C^ r— p ^ s — q ^ t — p ^ u —
in view of A.7-A. 10 and with the convention that otj = 0, j < 0. In the same way,
t
cum(er,ss,xuxu) = Yl ^2 ott-pau-qcnm(er,ss,€p,eq)
p= — oo q= — oo
m'm(t,u)
p = —oo
4- 7r_s(Q!i_rau_s + a/_sau_
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and a symmetric expression can be written for cum(xr,xs,£t,eu). The contributions











.^ f(\k) f- t 7f"u
2m~ln~2 m 1 n min^-u)
From 4.21, the four contributions above are O (mn~l Y%L\ |7*D? which is O(n2dt~1m)
by 3.23, and therefore, from 4.17, it is o(l) as required.
There remains to prove that
),1). (A.19)
3=1
The left-hand side is a martingale equal to Y%=i zt with zt = e i E l z i ^ Q - s , where
cs = 2m~1/2(j,s//(0) and /is = ^ Z)^ =i f(^j) cos^Aj. We wish to show that as n-^oo
t=\
which, following Brown's Martingale Central Limit Theorem (in Brown (1971)),
implies A.19. By the Schwarz inequality, E (zf) < (Ee%)*(E£f)*. Because & =




< KE{Y,clselY < maxEe»(±c])'.
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Now, putting f3 = /(A,)/ /(0),
8=1 S=l \j=l )
m n
— Am~ m~ \ f^ \ rr\o c\ • ( A c)c)\
j=l s=l
m n
+ 2m n > Jijk/ \cos s[Xj + Xk) + cos si Aj — Xk)\.
jyfc S = l
1
A.22 is O(l/n) whereas, using trigonometric identities in Zygmund (1977) p. 49,
n
^2 [cos s(Xj + Afc) + cos s(Xj — Xk)] =
s=l
2sin !(Aj + A*;) 2sin|(Aj —Ajt)
for j / fc, so that
1
which in turn implies
(A.23)
s=l
to verify A.20. To check A.21, write
E
From (4.14) and (4.15) of Robinson (1995a),
J 2 { } ^ » (A.24)
t=l t=l U=l J t=2rits




where 7j = cov(e2,£2+J). Y17=i rn-t can be written




Robinson (1995a) shows that
n— 1 n—t
< = 1 S = l
n — 1 n — t
( n - l f
4 '








, as n —Y oo.
As, moreover,
< A^o^j = O (j as oo
(A.26)
(A.27)
by 4.18 and 3.23, it follows from the Toeplitz lemma that A.25 tends to zero. Clearly,




This follows from the corresponding derivation in Robinson (1995a), but upper bound-







t_rCf_s + A 2_^ 2_^ 2_^ \ct-rCt-sCu-rCu-i (A.29)
1
From A.23, the left-hand side is 0(1/n). By summation by parts, we have
m —1 ? m





Now |£/=i<:ossA/| = O(n/s) for 1 < j < m and 1 < s < n/2 by Zygmund (1977)




cs\ = m^^^n-^s-1 + m-ll2s-1) = O(m-ll2s-1). It is immediate to
is also 0{mll2n~l). Therefore, from Robinson's derivation (in Robinson










as n—>-oo, so that A.28 is 0 (m 1/3J in view of A.23. It remains to show that
The remainder of the proof of Theorem 2 of Robinson and Henry (1999) applies to
establish this result because the quantities ct and rt have tighter upper bounds than
the equivalently denoted ones in Robinson and Henry (1999).









The first parts of Propositions 1 and 2 of Robinson (1994) carry through to Assump-
tions Al to A3, so that A.34 is o(F(Xm)).
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From (3.17) of Robinson (1995a) and Theorem 2 of Robinson (1995b) whose proofs




= O\f(XJ) V i ) ) '
so that A.32 is Ov (^ £™=1 f{X3) ( i 2 f i ) ' ) - From 5.1 and lemma 3(11) in Robinson
(1994), A.32 is therefore 0p ( ( ^ ) * F(Am)) which is o p ( m ^ F ( A m ) ) , for any 77 > 0.
There remains to prove that A.33 is op(F(Xm)). The left-hand side of A.33 is pro-
portional to
f 1 m 1 1 n 9
S ~" 2^t J\A3) \ 2 Z-^v£f — cr J H j ZL^  £t£sl^t-s-, [A.60)
where fa = ^ Y^=\ f(Xj) cos ^Aj. In view of 5.8, it is sufficient to show that
t-8 = op(nF(Xm)). (A.36)
s<t
The left hand side of A.36 has variance
E(e26seu)fit^t-U (A.37)
s<t t>s>u
from 3.2. Substituting 3.10 in the second term of A.37 yields






where the first equality applies nested conditional expectations and 3.2 for j > t — s,
and 3.12 for j < t—s, whereas the second equality employs 3.11 and nested conditional
expectations with 3.2 to verify E(cr2essu) = 0 for u < s. Under 5.6, this is identically
zero. Under 5.7, it is bounded in absolute value by






where the first inequality follows from fit = O(F(Xm)) from Proposition 1 in Robinson
(1994).
Now, following Robinson (1994),
Y,\tJL.\ = o(rF{\m) + n max |^ |) (A.39)
S = l V r<t<n/2 J
for n/m < r < ra/2, where the first term on the right follows again from \it —
O(F(Am)), and, be Lemma l(ii) of Robinson (1994),
max \ut\ = 0(r2^dx~^) as r->oo.
r<t<n/2 '
Choosing r ~ nmSl~2dx^^2dx~2\ which is indeed larger than n/m, yields the tightest
bound for A.39, i.e. O(nF(Am)m(2^-1)/(2"2^). It follows that A.38 is O(n2F(Xm)2
m(2dx-i)/(2-2dx)j w h i c h i s 0^F(\m)2) as required.
The first term in 5.9 is Op (n^JLj fi2), which is proven in the same way to be
^)), which is also o(n2F(Am)2) as required.
Proof of Theorem 3 The proof of Theorem 3 in Robinson (1994) still applies to
show that A.34 is Op[((^)/3 + m~s)F(\m)]. The proof of Theorem 1 established that
A.32 was (^(m77") for any 77 > 0, so that A.32 is Op(m~5) for any 5 < ( | — dx)/(3 —
2 4 ) as 4 G (0, | ) . As for A.33, the first term in A.35 is O(nd'-^F(\m)) from 3.28,
whereas the second is shown to be 0([m(2«*.-i)/(3-4d.) + m(«W)/(2-2«k)]F(Am)) in the
proof of Theorem 2. The result follows from the inequalities ( | — 4 ) / ( 3 — 2 4 ) <
( | - 4 ) / ( l - 2 4 ) < ( | - 4 ) / ( 3 - 4 4 ) for any 4 € (0, | ) .







by the Cauchy inequality. The result is therefore an immediate consequence of The-
orem 2 applied to both xt and zt.
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