ABSTRACT. Current calibration methods for single and replicate 14C dates are compared. Various forms of tabular and graphic output are discussed. Results from all the methods show reasonable agreement but further methodological development and improvements in computer output are required. Comparison of existing techniques for a series of non-contemporaneous dates showed less agreement amongst participants on this issue. We recommend that calibrated dates should be presented as a combination of graphs and ranges, in preference to mean and standard deviation.
INTRODUCTION
Three automatic calibration methods for 14C dates were presented at the 2nd international symposium, Archaeology and 14C, held in Groningen, 1987 (van der Plicht, Mook & Hasper; Michczynska, Pazdur & Walanus; Warner, ifl press). Two automatic methods for calibration had already been suggested (Otlet, pers commun; Robinson,1986) during the 12th international 14C conference in Trondheim in 1985. There is now the widely distributed program, CALIB, for 14C age calibration (Stuiver & Reimer, 1986) . Finally, Aitchison, Ottaway and Scott (in press) suggested an extension of the quartile interval method, dealing with groups of 4C dates and their subsequent calibration. It is important that these various methods should be compared and contrasted. THE DATA It was suggested at Groningen to bring together these methods and compare them on the same data. The resultant sets sent out by B S Ottaway ( (Lanting & Mook,1977: 62-63 ) (Ottaway, (ms) 1986) Sample no. A summary of the questionnaire can be found in Table 2 . The first three questions give technical calibration details.
All groups provide some form of printout of the results (Table 2 .4). We illustrate the presentation for date A3 (GrN 6483: 4790±40) in Table 3 , which also demonstrates the different approaches. However, the graphic output best illustrates the underlying philosophy. Using date A3, Leese (Fig  1) gives a histogram showing the distribution of the calibrated values. Otlet (Fig 2) reproduces the appropriate part of the calibration curve and presents the results as a probability distribution quoting its mean and standard deviation (SD). He also gives the 95% confidence range but this is obtained directly from the ±2 SD limits of the 14C determination, taking the widest intercepts given by the curve band width at each end of the range. Pazdur (Fig 3) plots the initial probability distribution of the conventional 14C age, together with the appropriate part of the calibration curve and the resulting probability distribution of the calibrated age. He then gives a second graph where the same probability distribution as in Figure 3 is shown together with the cumulative distribution function of the calibrated age. (Note: Pazdur plans to adjust these graphs slightly to improve presentation). Van der Plicht, Mook and Hasper also plot the probability distribution of the 14C age and that of the calibrated age together with the relevant part of the calibration curve all on one graph. The same probability distribution is printed out on a second graph together with the cumulative probability. Thus, the approaches of Pazdur and van der Plicht are almost identical. The Groningen code has now been upgraded to include a third graph with the same calibrated probability distribution, analyzed at 68.3 and 95.4% confidence levels. The corresponding age ranges are printed out. (For more details, see van der Plicht & Mook, this issue).
Robinson's (Fig 4) graphic printout shows the probability distribution, in histogram form, of the calibrated age, with the relevant part of the calibration curve and indicates the point estimate computed as the centroid of the probability distribution. Stuiver and Reimer show the probability distribution indicating multiple ranges with the percent of the area under the curve for each range (Fig 5) . Weninger plots the normalized and non-normalized probability distribution of the 4C age and of the resulting calibrated age. (Robinson) Finally, Aitchison, Ottaway and Scott use the graphs from (Fig 6) to provide an appropriate confidence interval for the calibrated age with the width of the interval about the 14C age determining the confidence probability. This method (Aitchison & Scott, 1987) requires no computing and can be carried out directly from the appropriate graph.
The underlying theory behind the calibration methods cannot be discussed in detail here. In summary, the approach of van der Plicht, Mook and Hasper (in press) is very close to that of Michczynska, Pazdur and Walanus (in press ). Stuiver and Reimer's (1986) approach is somewhat similar to that of Leese (1988) . Robinson (1986) ends up with only one range by excluding a percentage from either end of the calibrated distribution. Aitchison, Ottaway and Scott (in press) follow Ottaway's (1972) earlier simple approach. Otlet (pers commun) and Weninger (1986, 1987) There is a basic philosophical question about whether or not the probability associated with a particular 14C activity within the total span should be divided between the several alternative real dates representing that activity. Reimer and Stuiver, Warner and Weninger think it should be divided, whereas van der Plicht and Pazdur do not. R Warner (pers commun) feels that until the underlying philosophy of that question is resolved, only range calibrations should be used. This opinion was not shared by most of the authors.
In an effort to compare directly the results of all the groups,we plotted the 68% confidence intervals of the calibrated ages in data set A as bars ( (Fig  7.1) showed remarkable agreement; the largest variation is 29yr on the upper part of the scale and 47 on the lower part. Date A2 (Fig 7. 2) had a very large error (± 140yr). Consequently, the calibrated age intervals span 300-500yr and agreement was poor. Two groups were unable to calibrate this date, since the 99.7% range BP took them outside the limits of the present calibration curve.
Agreement on the calibrated age ranges of data A3 & A4 (Fig 7.3, 7 .4) is excellent and does not vary more than a maximal 30yr at either end of the 68% confidence interval bar. Date AS (2480±35 BP) (Fig 7.5 ) lies in a part of the calibration curve that is almost horizontal. Any small variation in the treatment of the error will thus be more noticeable, leading to a greater variation in the resulting calibrated age intervals. Consequently, the intervals vary by as much as 60 and 120yr, respectively, at the upper and lower part of the cal BC scale. Date A6 (Fig 7.6 ) again shows good agreement among the eight groups.
Thus, comparing the 68% confidence intervals for the individual dates in Data Set A, we find an overall agreement of the results. If we were to consider, the scientifically more acceptable 95.7% confidence intervals, There is also agreement on treatment of replicate dates, dating the same artifact, which after calculation of the weighted mean and SD, should be treated as a single value. Calculation of the weighted mean and its accompanying new standard deviation is only advised if the dates are genuine replicates, ie, the same object/sample. It is NOT advised for dates of material from one archaeological layer, context or horizon of dates.
Groups B1-B4 (Table 1) were included to deal with the problem of noncontemporaneous dates. These would be used to quantify duration of time and when combined with other data, might answer questions of contemporaneity of cultures.
Pazdur & Michczynska (1989) , van der Plicht, (1988 ), Weninger (1987 and Aitchison, Ottaway and Scott (in press) , have developed methods for calibrating such dates. The latter three authors felt that the comparison of the methods should be based on a single archaeologically meaningful quantity. The floruit (Ottaway, 1972) , the period over which the middle 50% of all the culture's datable artifacts were produced, was chosen. Figure 9 shows the floruit and its mathematical definition: the period between the two quar- tiles of the frequency distribution of the culture's artifacts. A major assumption underlies our use of the sampled dates to estimate the floruit, namely, that the artifact sampling process provides us with a representative sample of the entire population of cultural artifacts. Table 4 shows results of four groups of dates. Some participants did not return estimates of the floruit and point estimates had to be derived from the supplied information. In addition, Aitchison et al provided interval estimates for the floruit. Details of this approach are to appear soon. Resulting estimates are shown in Figure 10 . Some differences in the results are apparent, particularly for series B2, which is due, in part, to a very small wiggle at the limit of the calibration limits for this series.
It is clear that further work is necessary in this area of archaeological interest to make available the techniques necessary to construct interval estimates for the floruit as well as to clarify and use the cultural frequency distribution.
CONCLUSIONS
In comparing eight methods of calibrating 14C dates, we found reasonably good agreement between the methods in calibrating single dates. Genuine replicate dates gave equally good agreement, after calculation of the weighted mean and standard deviation and subsequent treatment as single dates. Series of 14C dates pertaining to the duration of a period could only be meaningfully handled by four groups.
Further calibration work is needed to ensure a sound methodological base to deal with the remaining procedural and interpretational problems. Many of the methods described here are being developed further. Stuiver and Reimer's program will be revised to include Aitchison et al's strategy for series of dates and the calculation of weighted mean and standard deviation. Layouts and graphics will also be improved. The general recommendation for presentation of calibrated dates from the 14C laboratories to the archaeological users is a combination of graphs and ranges. The use of quoting a calibrated age as a mean and SD is recommended only if the graph on the absolute time scale shows an approximately Gaussian distribution.
