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1. INTRODUCTION 
A boundary-value problem 
x’ =f(t, x, A>, (1.1) 
x( 1) = $qx(O>, A>, (1.2) 
wheref:IRXIR”XA~IR”,~:iR”X/i + IR” are sufficiently regular functions 
will usually have isolated solutions for a fixed value of the parameter ,I. But 
in some cases the problem (l.i), (1.2) has, for some values of A, families of 
solutions depending on one or several parameters. The principal results of 
this paper are conditions under which (l.l), (1.2) has such a family of 
solutions for all values of k near 2 = 0, and also conditions under which 
there is a family of solutions for ,I= 0, but not for small nonzero ,I. The 
important condition is the existence of a first integral for (1. l), V(t, x, I), 
such that V is “preserved” by the boundary condition (1.2). i.e. 
V( 1,$(x, A), 2) = V(0, x, A) for a relevant set of values of (x, A). 
Let x,(t) be a solution of (l.l), (1.2) for A = 0, and let x*(t, {, A) be that 
solution of (1.1) which at t = 0 takes the value x,(O) + c. Then, for d near 
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zero, the solutions of (1.1) (1.2) will have initial conditions determined by 
solving 
M(l, A> = 0, (1.3) 
where M(<, A) = x*(1, <, A) - #(x,(O) + <, A). Since M(0, 0) = 0, we seek, for 
small 1, all the small solutions of (1.3). When D,M(O, 0) is a nonsingular 
matrix (invertible operator on R”), Eq. (1.3) has a unique solution near zero 
for all small A. Bifurcation and families of solutions occur only when 
D,M(O, 0) is singular. 
The relation (1.3) can be considered as “n equations in n unknowns,” 
which will usually have isolated solutions. But, if there is “functional depen- 
dence” among the components of M, there will be a larger family of 
solutions. 
In Section 2, an abstract theorem is given which puts the idea of 
functional dependence into a Banach space setting with consideration of 
families of solutions. In Section 3, the theorems of Section 2 are applied to 
the existence of families of solutions of (l.l), (1.2). In Section 4, the question 
of families of solutions of linear boundary-value problems is studied, and a 
condition on the ranks of matrices appearing in the boundary conditions is 
derived. Section 5 is an example of a specific nonlinear system which is 
shown to have families of solutions for linear boundary conditions exactly 
(with trivial exceptions) when the conditions of the theorems are satisfied. 
Finally, in Section 6, the results of Section 3 are applied to the question of 
existence of families of periodic solutions of (1.1) when f is periodic in t. 
The presence of families of solutions has interesting consequences in bifur- 
cation theory. Suppose that, for A = 0, (1. I), (1.2) has a family of solutions. 
The question of the behavior of bifurcated solutions for small nonzero 1 is 
quite complicated. Depending on the mode of approach of A to zero, a bifur- 
cated solution may approach various members of the family, or it can 
approach the entire family in a more or less complicated manner. This 
question is considered in the references [3], [4], [S], and 161. 
2. ABSTRACT THEOREMS 
In this section we obtain an abstract theorem concerning mappings from 
one Banach space to another, and derive from it conditions that an equation 
in a Banach space have a k-parameter family of solutions. 
THEOREM 1. Let Y and Z be Banach spaces. Let M,.: Y-+ Z, i= 1,2, 
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be continuous maps such that M,(O) = 0, i = 1,2. Define. the map 
M:Y+Zby 
M(Y) = M,(Y) -M,(Y). 
Let II/: Y x Z + Rk be of class C’, and assume that 
(9 vb4 M,(Y)) = w(u, M2(y)) for all y E Y, 
(ii) Im(D, y/(0,0)) = Rk. 
Let Q, E 9(Z) be a projection such that 
WQJ = NV, ~(0~0)). 
Then there is a neighborhood R of 0 in Y such that for y E 0, 
is equivalent to 
M(Y) = 0 (2.1) 
QoWy> = 0. (2.2) 
Proof Define the map 0: Y X Z -+ R k X N(D, ~(0, 0)) by 
@‘(Y, 2) = (w(Y, ~1, Qoz>. 
Differentiating with respect to z we find 
D, W, 0) z = (D, ~(0, 0) r; Q,,F) for all Z E Z. 
It is clear from hypothesis (ii) that D, @(O, 0) is an isomorphism between 
Z and Rk X N(D, ~(0, 0)). It follows that, for each y in a sufficiently small 
neighborhood a,, of 0 in Y, the map @,,, defined by Q,,(z) = @(y, z), is a 
diffeomorphism between a neighborhood V, of 0 in Z and a neighborhood of 
(~(0, 0), 0) in Rk x N(D, ~(0, 0)). Therefore, for y E Q, and for z1 and z2 in 
V,,, we have 
z1 = z2 0 WY, z,) = WY, z2>. 
Now both of M, and M, are continuous, and M,(O) = M*(O) = 0. Hence 
we can find neighborhoods R, and R, of Y such that M,(y) E V, for 
yEDi,i= 1,2. It follows that, for yEa=Q,nL?,nQ,, we have 
M,(Y) = M,(Y) 0 WY, M,(Y)) = @(Y, M,(Y)). 
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Hypothesis (i) and the definition of Sp imply that this last equality is 
equivalent to Q, M, ( y) = Q,M,( y). S’ mce Q, is linear, this gives that for 
Y E Q, 
M(y) = 0 e Q,,M( y) = 0. 
This completes the proof. 
Remark. The foregoing proof shows that it is sufficient for ~(y, z) to 
have a continuous partial derivative with respect o the second variable. 
LEMMA 1. Let the hypotheses of Theorem 1 be satisjled. In addition, 
assume that Y = X x A, where X and A are Banach spaces, assume that M, 
and M, are of class Cl, and let L =D,M(O, 0). Then Im(L) c Im(Q,) = 
w, VP, 030)). 
Proof. From the relation t//(x, A, M,(x, A)) = u/(x, A, M,(x, A)), we find 
that 
D, ~(0, 0, 0) f + D, ~(0, 0, 0) D,M, t&O) E 
= D, ~(0, 0, 0) X + D, ~(0, 0,O) D,M,(O, 0) X 
for all 2 E X. Using the definition of L this gives D, t&0,0,0) LX = 0 for all 
R in X. 
LEMMA 2. Let the hypotheses of Lemma 1 be satisfied. Also, let L be a 
Fredholm operator with index 0. Then, 
(i) dim N(L) > k; 
(ii) QJ = D,(Q&)tO~ 0) E .WX, Im(Qd> 
is a Fredholm operator with index k. 
Proof It follows from Lemma 1 that 
dim N(L) = codim Im(L) > codim N(D, ~(0, 0, 0,O)) = k. 
Moreover Q,,Lx = Lx for all x E X, and the codimension of Im(Q,L) with 
respect o Im(Q,) is equal to the codimension of Im(L) with respect o 2 
minus k. 
THEOREM 2. Let the hypotheses of Lemma 2 be satisfied. Assume that 
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dim N(L) = codim Im(L) = k. Then, for each A near the origin in /i, the 
equation 
M(x, A) = 0 (2.3) 
has a k-parameter family of solutions near x = 0. 
Proof: By Theorem 1, Eq. (2.3) is, for (x, A) near (0,O) equivalent to the 
equation 
Q, 44(x, A) = 0. (2.4) 
Let X = N(L) @ V, and write x = u + U, with u E N(L) and u E V. It is clear 
from Lemma 2 that Im(L) = Im(Q,) and that the restriction of Q,,L to V is 
an isomorphism between V and Im(Qo). Apply the implicit function theorem 
to the equation 
Q,M(u + u, A) = 0 (2.5) 
to be solved for u in terms of (u, A). For each (u, 2) near (0,O) in N(L) x/i, 
(5) has a unique solution u = v*(u, A) near 0 in V. Then, for each A near 0, 
the set 
{ 24 + zI *(u, 1)I u E N(L), u near 0) 
forms the desired k-parameter family of solutions, since dim N(L) = k. 
We now give a result of an opposite character; namely a condition under 
which there is a family of solutions of M(x, 1) = 0 when A = 0, but not for 
small nonzero values of 2. 
THEOREM 3. Let M: X X R -+ Z be of class C2, and assume the 
following: 
(i) M(O,~)=Oforall~ER; 
(ii) L = D,M(O, 0) is a Fredholm operator with dim N(L) = 
codim Im(L) = 1; 
(iii) if u, E X spans N(L), then D,D,M(O, 0) u0 CG Im(L); 
(iv) M(x, 0) = M,(x) - M2(x), where Mi: X+ Z are of class C2, and 
M,(O) = 0; 
(v) there exists a Cl-map w: X X Z-+ R such that t&x, M,(x)) = 
~(x, M,(x)) for all x E X and D, ~(0, 0) # 0. 
Then the equation 
M(x, A) = 0 (2.6) 
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has for A= 0 a one-parameter family of solutions containing x = 0, while for 
A f 0 and near zero, the equation has only the trivial solution x = 0 in a 
neighborhood of the origin. 
Proof. Hypotheses (i)-(iii) are precisely the conditions of the Cran- 
dall-Rabinowitz theorem [ 1) on bifurcation from a simple eigenvalue. 
Application of that theorem shows that the nontrivial solutions of (2.6) near 
(0,O) in XX IR are given by 
where X = span (u,} @ I’, and where ~7: IR -+ V and 1: iR --f F? are C’ maps 
defined for a near 0, and such that v’(0) = 0 and x(O) = 0. Because of 
conditions (iv) and (v) we can apply Theorem 2 to the equation M(x, 0) = 0 
to give the following l-parameter family of solution 
{(au0 + u*(a), O>la E R la/ <q}. 
Since the Crandall-Rabinowitz result gives all nontrivial solutions near 
(0, 0), it follows that &a) = 0, C(a) = v*(a), ] al < a,. This completes the 
proof. 
Remark. In Theorem 2 the conditions allowing for a family of solutions 
are assumed to hold for all ;1 in a neighborhood of zero. In Theorem 3 the 
Crandall-Rabinowitz conditions prevent the conditions for existence of a 
family from holding for small nonzero A. 
3. BOUNDARY-VALUE PROBLEMS WITH FAMILIES OF SOLUTIONS 
In this section we apply the theorems of Section 2 to obtain conditions 
that a boundary-value problem have a family of solutions. We consider the 
boundary-value problem 
It is assumed that 
x' =f(t, x, A), (3.1) 
4 1) = $wO), A>. (3.2) 
(a) f: F? X IF?” X li + F?” is of class C2 in a neighborhood of [0, l] x 
(0) X (0) in IR x IR” X LI, and that 
f (60, A) = 0 for all t and 1; 
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(b) 4: R” x A + R” is of class C2 in a neighborhood of (0,O) and that 
#(O, A> = 0 for all A. 
These assumptions guarantee that (3.1), (3.2) has the solution x = 0 for all A. 
Let @(t, A) denote the fundamental matrix of the related variational system 
Y’ = D,f (4 O,~>Y (3.3) 
which satisfies @(O, A) = I,, . Define A (A) and L by 




We now have, as an application of Theorem 2, 
THEOREM 4. Consider the boundary-value problem (3.1), (3.2) and 
assume the following: 
(i) dim N(L) = 1; 
(ii) Equation (3.1) has a first integral V: F? X F?” X A + F? of cfass 
C’, i.e., 
D, V(t, x, A> + D, V(t, x, A)f(t, x, A> = 0; 
(iii) V(0, x, A) = V( 1,0(x, A), A) for all (x, A); 
(iv) D, V(1, 0,O) # 0. 
Then the boundary-value problem (3.1), (3.2) has, for each 1 near 0 in A, a 
one-parameter family of solutions in the neighborhood of x(t) = 0. 
ProoJ: It follows from the assumption (a) that for each (x0, A) near (0,O) 
the Cauchy problem 
x’ = f (t, x, A), (3.6) 
x(O) = x0 9 (3.7) 
has a unique solution x*(t; x0, A), defined at least for t E [0, I]. Moreover 
x* is of class Cz in its arguments. 
The problem (3. l), (3.2) reduces to that of finding (x0, A) near (0,O) in 
R” x/i, such that 
x*(l;x,,~>=g(x,,~). (3.8) 
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We shall show that Eq. (3.8) satisfies the conditions of Theorem 2 with 
k = 1. This will prove the theorem. 
We take X=Z=R”, M,(x,,I)=x*(l;x,,L), and M&,,,jl)=#(x,,,A). 
Since V(t, x, 1) is a first integral, we have for each (x0, A): 
by hypothesis (iii). As a consequence we can take v/: Z x /i -+ If? as 
v(z, A> = V( 1, Z? A), (Z,L)E R” x-4. 
(We note that w does not depend explicitly on x E X as in Theorem 2). 
Hypothesis (iv) corresponds to the nondegeneracy condition (ii) in 
Theorem 1. 
Since DXOx*(t; 0,O) satisfies the matrix equation X’ = D, f (t; 0,O) X and 
the initial condition X(0) = I,, we conclude that DXOx*(t; 0,O) = @(t, 0) and 
that the operator L given by (3.5) coincides with DX0A4(0, 0), where 
M(x,, A) = x*( 1, x0, A) - $(x0, 1). Hence hypothesis (i) gives us the 
condition of Theorem 2. We also note that by Lemma 2, hypotheses (ii)- 
imply that dim N(L) > 1. This completes the proof. 
Before proceeding to the application of Theorem 3, we note that the 
hypothesis (iii) of that theorem can be put into a different form. Hypotheses 
(ii) and (v) of Theorem 3 imply that codim Im(L) = codim N(D, ~(0, 0)) = 1. 
Then Lemma 1 implies that Im(L) = N(D,v(O, 0)). Using this, we may 
rewrite hypothesis (iii) of Theorem 3 as (iii)’ if a,, spans N(L), then 
D, ~(0, 0) D,D,M(O, 0) uo z 0. 
THEOREM 5. Consider the boundary-value problem (3.1), (3.2) with 
A E R, and assume the following: 
(i) dimN(L) = 1; 
(ii) Equation (3.1) has, for A = 0, a first integral V: R X R” * R of 
class Cl, i.e., 
D, V(t, x) + D, V(t, x) f (2, x, 0) = 0 for all (t, x); 
(iii) V(0, x) = V( 1,4(x, 0)) for all x; 
(iv) D,V(l,O)#O; 
(v) D, V( 1, O)(D, @( 1,O) - D,A (0)) X0 # 0, where .Yo E R ’ spans 
N(L). 
Then the problem (3.1), (3.2) has, for A = 0, a one-parameter family of 
solutions containing x(t) s 0. For A # 0 near 0, the problem (3. l), (3.2) has 
only the trivial solution in a neighborhood of x(t) = 0. 
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Proof: The proof is similar to the proof of Theorem 4, except that 
Theorem 3 is used instead of Theorem 2. The hypothesis (v) of Theorem 5 
corresponds to the modified form (iii)’ of hypothesis (iii) of Theorem 3. 
4. LINEAR BOUNDARY-VALUE PROBLEMS WITH FAMILIES OF SOLUTIONS 
From the point of view of the results of Section 3, a linear boundary-value 
problem presents no difficulties. Whenever a homogeneous linear boundary- 
value problem has nontrivial solutions, it always has a linear family of 
solutions of some dimension greater than zero. What we study in this section 
is conditions on the ranks of matrices in the boundary conditions that will 
permit families of solutions of various dimensions. 
Consider the linear boundary-value problem 
x’ = C(t) x, (4.1) 
Ax(O) + Bx( 1) = 0, (4.2) 
where x E I?“, C(f) is a continuous n X n matrix for 0 < t < 1, and A and B 
are n x n matrices such that the n X 2n matrix A: B has rank n. Let Q(t) 
denote that fundamental matrix of (4.1) such that Q(O) = I,,. It is well 
known that Q(t) is nonsingular for all t. Also any solution of (4.1) is given 
by 
x(t) = Q(t) x(0). (4.3) 
Using (4.3), the problem (4.1), (4.2) is reduced to finding x(0) E R” such 
that 
(A + B@( 1)) x(0) = 0. (4.4) 
The problem (4.1), (4.2) will have a k-dimensional space of solutions if 
and only if (4.4) has a k-dimensional space of solutions, i.e., if and only if 
the matrix 
R=A+B@(l) has rank (n-k). (4.5) 
We determine conditions on A and B so that (4.5) is satisfied. For A and 
B n x n matrices, the n X 2n matrix (A: B) is defined by the relation 
(A: B)(x,y) = Ax + By. Here x and y are in R”, and the vector in R2” 
formed by the components of x followed by the components of y is written 
(x, y) rather than as a column. 
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For any matrix A we denote the image (or range) of A by Im A. Im A is a 
linear subspace and the rank of A is defined by RkA = dim Im A. In (4.2) we 
ask that (A: B) have rank n so that there will in fact be a set of n linearly 
independent boundary conditions. 
LEMMA 3. Let A and B be n x n matrices. Then 
Rk(A: B) = RkA + RkB - dim(Im A n Im B). (4.6) 
Proof: This follows immediately from 
A consequence of Lemma 3 is that 
max(RkA, RkB) < Rk(A : B) < min(n, RkA + RkB). (4.7) 
LEMMA 4. Let A, B, C, and R be n x n matrices with C nonsingular, and 
such that A + BC = R. Then Im(A : B) = Im(A : R) = Im(R : B). 
Proof: Define the nonsingular (2n x 2n) matrices T, and T, by 
where I, and 0, denote the n x n identity matrix and the n x n zero matrix, 
respectively. T, and T, are constructed so that 
(A:B)T,=(A+BC:B)=(R:B), 
(A:B)T,=(A:A+BC)=(A:R). 
Since T F?“’ = T iR*” = F?‘” we have Im(A : B) = Im(A : B) T, = Im(R : B) 
and 1mlA : B) = ;m(A : B) Ti = Im(A : R). 
LEMMA 5. Let A,B,C, and R be as in Lemma 4. Let RkR = n- k, 
where 0 < k < n. Then the following are equivalent 
(i) RkA = a, RkB = b, Rk(A : B) = n; 
(ii) dim(Im A n Im B) = a + b - n, 
dim(Im A n Im R) = a - k, 
dim(ImBnImR)=b-k. 
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Proox By Lemma 3 
dim(Im A n Im B) = RkA + RkB - Rk(A : B), 
dim(Im A n Im R) = RkA + RkR - Rk(A : R), (4.8) 
dim(Im B n Im R) = RkB + RkR - Rk(R : B). 
If we assume (i), RkA = a, RkB = b, RkR = n - k, Rk(A : B) = n, and by 
Lemma 4, Rk(A : R) = Rk(R : B) = n. Substitute these into the right 
members of (4.8). The result is (ii). 
If we solve (4.8) for RkA, RkB, and Rk(A : B), we obtain, using Lemma 4, 
that 
RkA = dim(Im A n Im B) - dim(Im B f7 Im R) + RkR, 
RkB = dim(Im A f7 Im B) - dim(Im A n Im R) + RkR, 
Rk(A : B) = dim(Im A n Im B) - dim(Im A n Im R) 
(4.9) 
- dim(Im B n Im R) + 2RkR. 
If we assume (ii), and use RkR = IZ - k, substitution into (4.9) gives (i). 
In order that the problem (4.1), (4.2) have a k-dimensional set of 
solutions, it is necessary and sufftcent that A + B@(l) = R have rank 
(n -k). We now give a condition on the ranks of A and B in order that 
given R and a nonsingular C ( = Q(1)) we can find A and B such that 
A+BC=R. 
THEOREM 6. Let A, B, C, and R be n x n matrices with C nonsingular, 
A+BC=R,Rk(A:B)=n,andRkR=n-kforsomek,O<k<n. Then 
RkA>k, RkB>k, RkA+RkB>n. 
Conversely, let C and R be n x n matrices with C nonsingular and 
RkR = n - k. Let a and b be integers such that k,<a <n, k< b Q n, 
a + b > n. Then there exist n X n matrices A and B such that RkA = a, 
RkB=b, Rk(A :B)=n, andA+BC=R. 
ProoJ: The first part of the theorem is an immediate consequence of 
Lemma 5, since the dimension of any subspace is nonnegative. For the 
converse, it is sufftcient o construct A and B for the case that C = I,, and R 
has the block diagonal form 
R, = 
Z n-k On-k,k 
0 k.n-k I Ok * 
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For suppose that A, and B, of ranks a and b, respectively, are such that 
Rk(A,:B,)=nandA,tB,=R,. 
Let M and N be nonsingular n x n matrices such that MRN = R, . Then 
take A = M-‘A,N-‘, B = M-‘B,N-‘C-l. Then because M, N, and C are 
nonsingular, RkA = u and RkB = b. A + BC = M-‘(A, t B,) N-’ = 
M-‘R,N-‘=R,andbyLemma3Rk(A:B)=Rk(A,:B,)=n. 
We complete the proof of the theorem by exhibiting explicit matrices A 
and B such that A and B and (A : B) have the required ranks, and 
A + B = R, . Each matrix is written as a block matrix. All blocks explicitly 
given are diagonal matrices of the indicated sizes. All blocks not given are 
all zeros. 




















I atb-n 1, 
0 n+k-a-b 
-la+b-n 1 
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Case III. n + k = a + b. 
A=[*n-b on-, lk ] = r-k 0,-k ,1. 
B= [on-b I,-, ,] = [“-’ Ib-k -,1. 
In each case it is immediate that RkA = a, RkB = b, and that A + B = R, . 
The fact that Rk(A : B) = n in each case is verified by selecting a submatrix 
of (A : B) made up of appropriate nonzero columns from A and B. This 
completes the proof. 
Remarks. 1. The ranks of A and B are more restricted for larger values 
of k. In the extreme case that k = n, which means R = 0, we must have both 
A and B of rank n and the boundary condition must be equivalent to x(l) = 
@( 1) x(0). The most usual case for the ranks of A and B is that each has 
rank n. This combination of ranks is permitted for all values of k. 
2. An important case of a linear boundary-value problem is the case of the 
variational problem associated with (3. l), (3.2) 
This corresponds to B = -1, A = D,#(O, 0) = A(0) in the notation of 
Section 3, and R = A + B@(l) = -L in the notation of Section 3. Note that 
the hypothesis of Theorem 2 has dim N(L) = k, which corresponds to 
rank R = n - k. In this case, since B = --I, b = n, so that a + b > n, b > k, 
and Rk(A : B) = n automatically. The only requirement from Theorem 6 that 
remains to be satisfied is that the rank of A be not less than k. 
5. EXAMPLES 
In this section we give an example of a system in R2 with a linear 
boundary condition which has families of solutions. We shall also show that 
the only linear boundary conditions which allow for families of solutions are 
the ones which satisfy the conditions of Theorem 4. The system to be studied 
is 
x’ = y2, y’ = -xy. (5.1) 
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The system (5.1) has the integral V(x, y) = x2 + y2. If a is any angle such 
that 0 < Ial < x, the boundary conditions 
x( 1) = x(0) cos a + y(0) sin a, 
y( 1) = -x(O) sin a + y(O) cos a, 
and also the boundary conditions 
(5.4 
x( 1) = x(0) cos a + y(O) sin a, 
y( 1) = x(0) sin a -y(O) cos a 
(5.3) 
satisfy the condition that x( 1)’ + y( 1)’ = ~(0)~ + y(O)‘, i.e., the boundary 
condition preserves the integral as in hypothesis (iii) of Theorem 4. 
The orbits of the system (5.1) are equilibrium points on the x-axis or are 
open semicircles with center at the origin, lying either above the x-axis or 
below the x-axis. 
For a = 0, the problem (5.1), (5.2) and the problem (5.1), (5.3) have the 
family of equilibrium point (x,,, 0) as solutions. For a > 0 the problem (5. l), 
(5.2) has two families of solutions given by 
x(t)=rtanh [r (l-;) fcosh-’ (sinh$cot:)], 
y(t)=rsech [r (t--+1 +coshh’ (sinhfcot4) 1. (5*4) 
the solutions existing for r such that sinh r/2 > tan a/2. In each case the 
orbit lies on the circle x2 + y* = r*. For a < 0, the problem (5.1), (5.2) has 
two families of solutions given by 
x(t)=rtanh [r (r-+j fcoshh’ (--sinh$cot+)] 
y(t)=-rsech [r (I-t) fcoshP1 (--sinhfcot:)], (5’5) 
the solutions existing for r such that sinh r/2 > -tan a/2. For each r the 
orbit lies on the circle x2 + y2 = r*, 
The initial conditions (x(O), y(O)) of the solutions (5.4) and (5.5) lie on the 
curves (in polar coordinates) 
r=2tanh-’ 
sin a/2 
sin(f9 - a/2) 
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where a < 8 < 7~ for a > 0 (5.4), and -rc ( B < a for a < 0 (5.5). The 
problem (5.1), (5.3) has the solutions 
x(t)=rtanh [r (f-r) +sinhh’ (coshGcot+)], (56) 
’ y(t)=rsech [r (I-r) +sinhh’ (,,shGcotp)], 
and also the solutions 
x(t)=rtanh r t---i [ ( 2)-sinh-’ (cosh$cot+-1, (57) 
’ y(t)=-rsech [r b--+) -sinh-’ /cosh+cot+)]. 
Each solution exists for all positive values of r for every choice of a in the 
range --7L < a < 7c, a # 0. 
The initial points, (x(O), y(O)) for the solutions (5.6) and (5.7) lie on the 
curves 
r=2tanh-r 
sin(8 - a/2) 
sin a/2 . 
The solutions (5.6) correspond to the ranges a/2 ( 0 < a for a > 0 and to 
the range a/2 + 7c < 0 < 7c for a < 0. The solutions (5.7) correspond to the 
ranges --7~ < 13 < a/2 - 71 if a > 0 and to the range a < 0 < a/2 when a < 0. 
It is interesting to see that the boundary conditions (5.2) and (5.3) are the 
only linear boundary conditions for the system (5.1) for which there are 
nonisolated solutions, other than the family of equilibrium solutions. The 
latter family is generated by the boundary conditions 
and 
x(O)=x(l)+eY(l), Y(O) = DA 113 
and the only case where these agree with (5.2) and (5.3) is in the latter two 
cases when B=O and D=fl. 
In the system (5.1) make the change of variables x = r tanh u, y = r sech 
U. This restricts solutions to those with y > 0, and also eliminates all the 
equilibrium solutions other than (0,O). The solutions for y < 0 can be 
considered with the use of y = -r sech U. With this change the system (5.1) 
becomes r’ = 0, U’ = r with solutions r = const., u = U, + rt. 
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Let us consider boundary conditions 
x( 1) = ax(O) + by(O), y( 1) = cx(0) + dy(0). 
These give the following conditions on r and u,: 
tanh(u, + r) = a tanh u0 + b sech u,,, 
sech(u, + r) = c tanh u, + d sech u,. 
If we square and add, r is eliminated and we obtain 
(a’ + c* - 1) sinh’ u, + 2(ab + cd) sinh u, t (b* + d* - 1) = 0. 
Now unless all three coefficients of this quadratic equation are zero, at 
most two values of u,, are determined, and hence the boundary-value problem 
has at most two solutions. But if all three coefficients are zero, u, is 
arbitrary, and a corresponding value for r can be found for many values of 
ZQ,, which gives a family of solutions. Note that the boundary conditions 
coincide with (5.2) or (5.3) if and only if a2 t c* = 1, b* + d* = 1, 
ab+cd=O. 
The above analysis shows that when there is a family of solutions, 
ab - bc # 0. The only other linear boundary conditions that need to be 
considered are 
ax(O) + by(O) = 0, cx(1) t dy(1) = 0, 
where neither (a, b) nor (c, d) is (0,O). These give the relations 
u tanh u0 t b sech u,, = 0, c tanh(u, t r) t d sech(u, = r) = 0, 
and these determine u,, and r uniquely, except in the case a = c = 0, which 
leads to the family of equilibrium solutions. 
6. FURTHER APPLICATIONS 
The results of Section 3 apply in particular to the case that f(t, x, A) is l- 
periodic in t, and 4(x, A) = x for each (x, A). Then the problem (3. l), (3.2) 
becomes the problem of finding l-periodic solutions of Eq. (3.1). The 
condition on the first integral V(t, x) will be satisfied if V(t, x) is l-periodic 
in t. Usually, bifurcation problems for periodic solutions are reformulated in 
terms of operations on spaces of periodic functions. Our abstract results also 
apply to this alternative formulation, as we will now show. 
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Consider the problem of finding l-periodic solutions of the equation 
x’ =f(t, x, I); (6.1) 
where we assume that f: R X R” X II -+ I?” is of class C’, is l-periodic in t, 
and is such that 
.I-(& o,n) = 0 for all (t, A). (6.2) 
Assume that (6.1) has a first integral V(t, x, A), of class C’, which is l- 
periodic in f. Let 2 be the space of continuous l-periodic functions 
z : R -+ R”, and let X be the subspace of such functions that are continuously 
differentiable. Define M: X x /i + Z by 
qx, n)(t) = x’(t) -.I-(& x(t), A), tE R. (6.3) 
The problem can then be rewritten as 
M(x, A) = 0. (6.4) 
Also define ty:XxA XZ+lR by 
y/(x, 1, z) = 1’ D, V(t, x(t), A) z(t) dt. (6.5) 
0 
Since V(t, x, A) is a first integral for (6.1), it follows that for each 
(x, A) E X x A we have 
1’ D, W, x(t), l).f(t, x(t), A) dt = - j’ D, W, x(t), 1) & 
0 0 
and 
v(x, 4 M(x, A)) = 1’ {D, J’(t, x(t), A) x’(t) + D, v(t, x(t), A)} dt 
0 
= I : $ (V(t, x(t), A)) dr = 0. 
Thus the basic identity of our abstract heory is satisfied (take M, = M and 
M, = 0). Also ~(x, 1, z) is linear in z and continuous, and 
Im(D, ~(0, 0, 0)) = WvP, 0, 0)) = R 
provided that D, V(t, 0,O) f 0. Under such conditions our abstract results 
can be applied to give results similar to Theorem 4 and 5. For example, if 
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equation (6.1) has k first integrals Vi(t, x, A) 1 & i < k, we can define 
y:XxA x Z+ lRk by 
vf(x, A, z = 
i 
’ D, vi(t, x(t), A) z(t) dt, l<igk. 
0 
The condition that Im(D, ~(0, 0,O) = Rk will be satisfied of, e.g., the k 
vectors D, V,(t, 0, 0), 1 < i < k, are linearly independent for some t. Under 
such conditions Theorem 1 applies. An application of the Ljapunov-Schmidt 
method to the equation 
QoWx, A> = 0 
gives the reduced set of bifurcation equations referred to by Hale in 
[2, pp. 271-2721. 
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