This paper discusses extensions of standard Markov switching models that allow estimated probabilities to reflect parameter breaks at or close to the end of the sample, too close for standard maximum likelihood techniques to produce precise parameter estimates. The basic technique is a supplementary estimation procedure, bringing additional information to bear to estimate the statistical properties of the end-of-sample observations that behave differently from the rest. Empirical results using real-time data show that these techniques improve the ability of a Markov switching model based on GDP and GDI to recognize the start of the 2001 recession.
Introduction
This paper discusses extensions of standard Markov switching models that allow estimated probabilities to reflect parameter breaks at or close to the end of the sample, too close for standard maximum likelihood techniques to produce precise parameter estimates. The basic technique is a supplementary estimation procedure, bringing additional information to bear to estimate the statistical properties of the end-of-sample observations that behave differently from the rest; the additional information required is the historical values of the end-of-sample observations over the entire length of the time series employed. For example, assume that the first official estimate of GDP growth for a given quarter behaves differently than later-vintage estimates that have been revised a number of times, so a differential treatment of these vintages is appropriate. The Reserve. These forecasts are released to the public with a lag of roughly five years, so this application is not meant to be of real-time use to anyone outside the Fed; it is merely meant to illustrate how a long history of forecasts may be used in conjunction with the paper's estimation techniques. The Board staff closely tracks the source data used to compute GDP growth, producing near-term GDP growth forecasts that are quite accurate. Updating probabilities of recession with these forecasts for the current quarter, instead of waiting to update until the official GDP data is released, has the potential to substantially increase the timeliness of the estimated probabilities.
The third application studies a bivariate Markov switching model estimated using GDP and gross domestic income (GDI), following Nalewaik (2007) Section 5 discusses alternative procedures for incorporating vintage differences and forecasts into Markov switching models, and points out reasons why the approach described here may be preferable. Section 6 concludes.
The Basic Problem
The standard Markov switching model outlined in Hamilton (1994) describes the vector of n variables of interest Y t for periods t = 1, . . . , T . Reviewing the standard model briefly, the joint density of Y t conditional on the state of the world in the current period, S t , is f (Y t |S t ). Past states of the world, S t−k , have no effect on this conditional density.
There exist J states of the world in the model, and let the estimated probability of state j in period t − 1, conditional on history though period t − 1, be:
where
Stack the J probabilities π t−1=j|t−1 into a column vector ξ t−1|t−1 . The set of probabilities of state j occuring next period, conditional on state i today, can be gathered into a J × J Markov transition matrix P , with typical element p ij = prob (S t = j|S t−1 = i). Application of the transition matrix yields:
Given the J elements of ξ t|t−1 , the likelihood function for time t conditioned on its history through time t − 1 is:
The likelihood is a function of parameters θ, the union of the set of parameters that governs the J conditional likelihood functions.
Each probability π t=j|t−1 may be updated with respect to the current realization of Y t as follows:
.
Given ξ 1|0 , recursively updating each element with (2) and projecting forward with (1) gives ξ t|t−1 and ξ t|t for periods t = 1, 2, . . . , T , as well as the likelihood function, governed by parameters θ, the elements of P , and π 1|0 .
The model would be standard if period T were the last period under consideration.
However assume that there are τ additional time periods in the sample, and in these periods, Y t is not observed. A vector consisting of n substitute variables, Y f t , is observed instead, and the conditional likelihoods of these variables are governed by θ f rather than θ. Y f t could be a set of forecasts of Y t , or a set of preliminary estimates that will be revised in a significant way at a later date.
One can interpret this model as including a set of breaks in the parameters θ, occuring at a known point in the sample, with the transition matrix P remaining the same across the break. The log-likelihood function for this model is:
We maintain the assumption that only the current state of the world affects the conditional densities of the Y f t , so we may write f Y f t |S t , θ f . The usual way to proceed would be to estimate θ, θ f , the elements of P , and π 1|0 by maximum likelihood of (3).
Smoothed probabilities π t=i|T +τ that use information from the entire sample could be computed using the standard algorithm of Kim (1994) .
The issue in the applications considered below is small τ : there are too few observations to provide reliable estimates of θ f through maximization of (3). In some cases of interest τ = 1; with more than one state of the world, sensible parameter estimates are obviously then infeasible. However assume that we have some supplementary information at our disposal: the time series values of Y f t for all periods t = 1, . . . , T + τ . The estimation procedure outlined in the next section exploits this additional information to estimate θ f .
Supplementary Estimation of the Required End-

Of-Sample Parameters
The first stage of the proposed procedure side-steps the small τ problem by maximizing (3) through period T, producing parameter estimates for θ, P and π 1|0 . Hamilton (1990) proves that the maximum likelihood estimates of θ satistfy:
where the derivatives are evaluated at θ, and where π t=i|T are the smoothed probabilities computed using information from the entire sample through period T . These π t=i|T are complicated functions of the model parameters, and are clearly unknown prior to estimation. However if we did treat these smoothed probabilities as given, note that the first order conditions (4) are also the first order conditions for maximization of the following log criterion function:
or the following criterion function:
With no regime-switching, so that J = 1, this reduces to a standard likelihood function.
The smoothed probabilities provide the basis for a within-observation weighting of this standard likelihood, assigning some fraction π i=t|T of observation t to each state i. Since J i=1 π t=i|T = 1 for each period t, these smoothed probabilities comprise proper weights. For some additional motivation, Appendix A draws an analogy to the use of weighted averages in another context, that of computing means from a survey sample.
These facts motivate the second stage estimation procedure for θ f . The proposed estimator of θ f minimizes:
with first order conditions solving:
As noted earlier, these π t=i|T are functions of parameters estimated in the first stage;
proper but cumbersome notation would write π t=i|T θ, P , π 1|0 . Standard errors for θ f are computed treating (7) as a standard log likelihoood function, accounting for the variance of parameters estimated in the first stage entering through π t=i|T using the two-step maximum likelihood formulas in Murphy and Topel (1985) .
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With θ f now in hand as well as θ, P and π 1|0 from the first stage, the usual recursion and smoothing techniques are applied to produce estimated probabilities through period T + τ , with the overall likelihood for the data as in (3) . Probabilities π t=j|t−1 and π t=j|t through period T are produced in the standard way using (1) and (2) . For periods T + 1, . . . , T + τ , the updating changes to employ the likelihood of the end-of-sample data:
Smoothed probabilities π t=i|T +τ are computed from these one-step ahead and contemporaneous probabilities using the standard algorithm of Kim (1994) , with the data as in the likelihood (3). These techniques are identical to those that would be applied if estimation of parameters had been straightforward through maximization of (3). Only the estimation of θ f is non-standard; computation of all probabilities is done in the usual way.
This is the basics of the procedure. Before moving on to the empirical applications below, a couple of additional points should be noted. First, in some situations discussed below I conducted first stage estimation on the entire sample T + τ , imposing θ = θ f for the last τ periods. Of course, in the second stage θ f was computed in the same manner as outlined above and so was allowed to differ from θ. This modification did not pose any problems to the basic procedure, and since the ratio τ T was small in each case, the estimated θ in the first stage largely reflect θ rather than the θ f that govern the last τ observations. Second, it is clear that the second-stage procedure can be repeated as many times as desired. Assume that the analyst suspects that k different types of data inhabit the last τ k observations of the sample under consideration, so the likelihood is of the form:
This situation could be handled easily with first stage estimation as before, and k ap-plications of the second stage estimation solving (8) , using each of the full time series of
Probabilities are then computed as in (9) with the appropriate density, and smoothing is as before.
Empirical Applications
The first two applications considered below show estimation results using (8) , and the third application shows estimation results and a sequence of smoothed probabilities around the start of the 2001 recesssion, using (9) and the algorithm of Kim (1994) .
Application 1: Vintage Differences in Real GDP Growth
The U.S. Bureau of Economic Analysis (BEA) releases a number of different vintages of quarterly real GDP growth for any given quarter. The first three, the "advance", "preliminary", and "final" current quarterly estimates, are released about a month, two months, and three months after the end of the quarter, respectively. The "final" current quarterly estimates then stand until the summer, when the BEA releases an annual revision. Any given quarter is revised at its first three annual revisions (so 1999Q4 is revised Assume that estimates that have passed through at least one annual revision are governed by a common set of parameters θ.
2 Conditional on the state of the world, the 2 In principle we could treat differently data that have been through different numbers of annual and distribution of real GDP growth, ∆y t , is Gaussian, so:
There are two states of the world, expansion (S t = 1) and recession (S t = 2), and the mean growth rate µ St switches depending on the state of the economy. Simplifying the notation for the estimated probabilities, label:
, and:
The Markov transition matrix contains two parameters, p 11 = prob (S t = 1|S t−1 = 1) and p 22 = prob (S t = 2|S t−1 = 2); application of the transition matrix yields:
Estimating this model through period T , equation (4) yields:
These are simple weighted averages computed using the smoothed probabilities as weights.
benchmark revisions.
Consider the BEA's time series after a "final" current quarterly release. "Final" growth rates inhabit the last τ quarters of the sample -i.e. the quarters where data have not passed through an annual revision yet. The distribution of "final" current quarterly GDP growth ∆y f t is governed by θ f :
The likelihood is as in (3).
Consider two examples of how ∆y f the same weighted averages as in (11):
These conditional moments θ f tell us how ∆y (11) and (12) . For the most part, these line up well with the NBER's start and end dates for recessions.
4
The top panel of table 2 shows θ f for the "final" current quarterly growth rates using (12) on the sample through 2005Q4. Comparing these parameters to those in the second panel of table 1, we see no evidence that these "final" growth rates are noisy, as they have lower conditional variance than the revised growth rates. However they do pick up less of the variation in mean GDP growth arising from expansions (µ St=1 ) and recessions (µ St=2 ). The next two panels show results for the "preliminary" and "advance" growth rates. These estimates have smaller conditional variances than the "final" growth rates, and they pick up slightly less of the mean growth differences across states.
Overall it seems that treating these current quarterly growth rates as if they were heavily revised should entail little loss of accuracy in estimating probabilities of recession, as their conditional moments are not so dissimilar. However this will not necesarily be the case for other time series. For example Faust, Rogers, and Wright (2005) report that, for a number of G-7 countries, preliminary GDP growth rates contain a substantial amount of noise that is later revised away. In such cases accounting for vintage differences may be quite important in avoiding misleading inferences about whether these economies are in recession.
Application 2: Greenbook Forecasts of Real GDP Growth
This application considers adding forecasts of GDP onto the end of the BEA's officially published time series. For example, at the end of March 1995, the BEA released its "final" current quarterly estimate of real GDP growth for 1994Q4. Plenty of data on 1995Q1 was available by the end of that March, so a forecast of 1995Q1 based on that data would likely be reasonably accurate, and a probability of recession estimated using that forecast quite informative. However, in all likelihood, the statistical properties of the forecast will differ from the statistical properties of the officially published data in prior quarters, as the officially published data are based on much more complete information. Assuming no the vintage differences, with τ = 1 for the forecast appended to the officially published time series, the likelihood is as in (3) . Tacking on additional forecasts is an option as well -1995Q2, 1995Q3, etc. The likelihood will be as in (10), The second panel of Figure 2 shows one-quarter ahead Greenbook forecasts plotted again with the "final" growth rates (the one-quarter ahead forecast for 1995Q2 is reported in the March 1995 Greenbook, for example); the moments of these forecasts are shown in the second panel of Table 3 . These one-quarter ahead forecasts pick up a considerable amount of business cycle variation in real GDP growth. The two-and three-quarter ahead forecasts are plotted in Figure 3 , with estimated moments in the last two panels of Table 3 . As expected, the gap between the recession and expansion mean growth rates diminishes at longer forecast horizons, as it becomes more difficult to forecast the state of the economy farther into the future. As this gap between the mean growth rates converges to zero, the updating (9) converges to no updating at all, as the forecasts are not informative about the future state of the world. To the extent that these forecasts are informative, though, the accuracy of the estimated probability of recession for the current quarter will be improved by smoothing using the information in forecasts for future quarters. So even if the goal is simply to estimate the probability of recession for the current quarter as accurately as possible, as opposed to estimating probabilities of recession for future quarters, forecasts may be informative. However it is clear from these tables that when appending published time series with forecasts several quarters ahead, the differential information content of the forecasts vis-a-vis official data needs to be taken into account when computing probabilities.
Before continuing, it should be mentioned that parameter stability is an obvious concern here: if the techniques used to produce Greenbook forecasts have changed over time, parameters estimated from historical forecasts may not be useful in evaluating the information content in current forecasts. This is probably more of a concern for the one-to three-quarter ahead forecasts than for forecasts of the current quarter, which are mostly a matter of carefully adding up publicly-released data that BEA uses to compile its estimates. This adding up is unlikely to have changed much over time. A more thorough outline of the bivariate model can be found in Nalewaik (2007).
Briefly, real GDP growth ∆y 1 t and real GDI growth ∆y 2 t are jointly normally distributed as:
The Markov transition matrix is as in application 1. Applying (4), the maximum likelihood estimates of the parameters of the model satisfy:
T , for i = 1, 2;
As before, first stage maximum likelihood estimation of the model gives θ, P and π 1|0 . Applying (8) to each different vintage type or forecast at the end of the sample yields θ f k ; again these are simple weighted averages, using the same weighs as in (13):
for i = 1, 2;
The top panel of Table 4 Table 4 shows θ f for the "final" current quarterly growth rates computed from (14). 7 Compared to the first panel, the parameters for real GDI growth are closer to those for real GDP growth: while the conditional variance remains smaller and the gap between the high-and low-growth means remains larger, these advantages of real GDI as a signal of the state of the world are diminished. This is an important caveat to the results in Nalewaik (2007) showing that GDI outperforms GDP in recognizing the start of recessions.
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The third and fourth panels of Table 4 show θ f for the "preliminary" current quarterly growth rates. In the BEA's "preliminary" estimates for fourth quarters, corporate profits and a couple other components of GDI are left missing because of poor data quality.
These gaps were filled in with predictions as described in Appendix B. In the third panel, the time series of actual BEA releases is employed in (14), with predicted values substituting for actual releases only in fourth quarters; these parameters are similar to those for the "final" current quarterly growth rates. The fourth panel shows results through 2005Q4 using the full time series of "preliminary" predicted values. The missing information on corporate profits is important, as the gap between the high-and low-growth means for GDI growth contracts appreciably, and is now smaller than the gap for GDP. 9 The last panel here shows shows θ f for the "advance" current quarterly growth rates; these employ predicted values as they have the same missing components as fourth quarter "preliminary" releases, so it is not surprising that these parameter estimates are similar to those in the prior panel. Figure 8 . The solid line, in black, shows smoothed probabilities that account for vintage differences but employs no forecasts of GDP or GDI or its components. In "advance" releases where GDI is unavailable, the probability of recession for that quarter is updated with respect to GDP alone using the two-stage updating procedure described in Nalewaik (2007) . The dashed line in 9 In the real time estimates of the model shown in Figures 8-12 , when a predicted value is the last time series observation in the sample -i.e. when the sample period ends in a fourth quarter, a full time series of predicted values is employed to compute parameters in equation (14); when the sample ends in a first, second, or thid quarter, so the last time series observation in the sample is the actual value from a BEA "preliminary" release, the time series of actual BEA releases is employed in (14), with predicted values substituting for actual releases only in fourth quarters.
blue shows smoothed probabilities that account for vintage differences and employ the forecasts as well, extending the time series forward one additional quarter. 10 To get a better sense of the timing involved here, written in the label for each time series is the month when that data release occured. data; it is notable that the probability of recession ticks down if we do not employ the forecasts, perhaps leading to some additional doubt about whether or not the economy is in recession. If we employ the forecasts, however, there is little doubt, with estimated probabilities of recession in the first three quarters of the year consistently above 80%.
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These results indicate that even a simple, small-scale forecasting model for GDP and GDI growth one quarter ahead has the potential to significantly increase the timeliness of estimated probabilities of recession from basic Markov switching models. More comprehensive forecasting models could presumably do an even better job.
world, the distribution is as an early indicator of the state of the economy before much other data on the period is available. Using such a survey for forecasting in that way seems reasonable, but placing it on an equal footing with GDP or GDI in computing historical estimates of probabilities of recession is an entirely different matter.
The multi-step nature of the procedure outlined in this paper has some appeal as well, as it allows the econometrician to handle an arbitrary number of different types of end-of-sample data at essentially zero computational cost. Often nothing more complicated than taking weighted means and variances is required to compute parameters estimated in stages beyond the first, although computation of standard errors is more complicated. Furthermore, the sequential estimation procedure may reduce parameter estimation error compared to such a case where all parameters are estimated jointly.
Consider the time series after an "advance" or "preliminary" release in application 3,
described as a bivariate model with three different types of data at the end of the sample.
the transition matrix P as functions of variables such as the X t in application 3, and
Hamilton and Perez-Quiros (1996) have studied models where the state of the world shifts at different times for different variables. The concerns discussed earlier, of estimated probabilities depending on inferior data, are less of a concern in these models, as the most comprehensive variables like GDP and GDI can be treated differently from the variables used to forecast them. However some concerns along these lines remain. In addition, the added complexity of these models may reduce their robustness; for example Hamilton (2005) reports that models where the transition probabilities are functions of variables suffer from imprecise parameter estimates. A virtue of the procedures discussed in sections 2-4 is their simplicity; as the different applications show, the simplicity and robustness of the estimation techniques allows them to handle complicated situations with relative ease.
Conclusions
This paper outlines techniques to account for differences between the statistical proper- 
Appendix A: Comparison with Simple Weighted Averages
To better understand equation (6), perhaps it would be useful to consider for a moment a problem quite different from the one at hand, one where the use of weighted averages is widespread. The problem is that of estimating the population mean and variance of a variable X from a sample i = 1, 2, . . . , I of population members X i , and where individuals' probabilities of selection into the sample differ. This problem is ubiquitous in the statistics literature on sampling; if the probabilities of selection are known, weights π i for each population member may be constructed, and the population mean and variance are estimated straightforwardly as:
and: (A.1)
Assume that X follows a normal distribution with parameters µ and σ 2 , so:
Given this distributional assumption, we can work backward and ask what likelihood function produces formulas (A.2) and (A.3); the answer is:
This is a standard likelihood function except for the weights π i ; we could employ some type of normalizing constant to account for the presence of the weights in the likelihood, but this would impact neither the maximum likelihood estimates nor their standard errors. Since the likelihood is a multiplicative function of the f (X i ), the π i enter the likelihood as geometric weights. This is intuitive; as an example consider the portion of the likelihood for observations i and i + 1, and say π i = 1 and π i+1 = 2, so:
The weights indicate that observations of type i + 1 are twice as prevalent in the overall population as observations of type i, so as the above manipulations indicate, the weights effectively produce an extra observation for X i+1 . The general logic carries over to the case where the weights take on any positive values, not just integers.
Returning to the problem at hand and the likelihood (6), the similarity to (A.3) is evident. The major difference is that the Markov switching model implements a withinobservation weighting; for the two-state case, the model assigns some fraction π t|T of observation t to the expansion state, and the remaining 1 − π t|T of observation t to the recession state.
Appendix B: Computation of Forecasts for Real GDP and Real GDI Growth
Some components of GDI are missing in some BEA releases; before proceeding to the forecasts, this Appendix discusses computation of the predicted values for these missing components. Corporate profits is missing in the "advance" releases and fourthquarter "preliminary" releases; to predict these, a time series consisting of the growth rates of "final" vintage corporate profits is regressed on the appropriate vintage (either "advance" or "preliminary" depending on which set of missing values we are trying to fill) of other available components of GDP and GDI. 12 These explanatory variables are the growth rates of private consumption of fixed capital, and a couple of other cyclically sensitive variables -residential investment and personal consumption expenditures for durable goods. 13 Since 1992, net factor income from abroad has been missing in the same releases as corporate profits, and from 1992 to 2002 net interest is missing in these releases as well. Predicted values for these two variables are computed in the same way in a similar fashion; for net factor income the explanatory variables are taxes on production and imports less subsidies and two lags of net factor income ("final" vintage), and for net interest the explanatory variables are one of its lags and employee compensation growth. These regressions are obviously somewhat ad hoc, and are just meant to be a rough attempt to fill in the missing data.
The forecasts are then constructed as follows. At the time of the "advance" release for quarter t, almost a months worth of weekly data on new claims for unemployment insurance in quarter t + 1 is available. The Federal Reserve Bank of Philadelphia's Business Outlook Survey for the first month of the quarter is typically available as well; the explanatory variables in the "advance" information set are the Survey's diffusion index measuring general business activity and the average value for claims. 14 At the time of the "preliminary" release for quarter t, initial claims and the Business Outlook Survey are available for the first two months of the quarter. In addition, a wide range data on the first month of the quarter is available, including industrial production and non-farm payroll employment; 15 employment growth added little explanatory power, so I used the average of the two months of initial claims, the latest available Business
Outlook Survey, and the latest available three month growth rate of industrial production as explanatory variables. One month of additional data on all these variables is available at the time of the "final" release for quarter t; the information set employed there is the latest three month growth rates of industrial production and payroll employment (growth rates from the middle month of quarter t to the middle month of quarter t + 1), and the latest available Business Outlook Survey, from the last month of quarter t + 1.
A history of predicted values was stored from rolling regressions forecasting GDP and GDI using each information set. 15 I employ real-time data on these variables from the Federal Reserve Bank of Philadelphia's dataset. 16 As before, the time series of predicted values consists of in-sample predicted values from 1978 to 1988, and out-of-sample predicted values from the rolling regressions from 1989 to 2005. For GDP, the time series of either "advance", "preliminary", or "final" GDP growth is regressed on the appropriate set of variables (again the strategy suggested in Koenig, Dolmas, and Piger (2003)). For GDI, "final" vintage growth rates are the dependent variable in all specifications; since "final" GDI for period t is not available with the "advance" and "preliminary" time t releases, the rolling regressions employ an in-sample period through t − 1 only. 2 0 0 5 NBER Estimated from GDP and GDI Extended model with Forecasts
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