Abstract. In this chapter, we investigate the effects of facial prominence cues, in terms of gestures, when synthesized on animated talking heads. In the first study a speech intelligibility experiment is conducted, where speech quality is acoustically degraded, then the speech is presented to 12 subjects through a lip synchronized talking head carrying head-nods and eyebrow raising gestures. The experiment shows that perceiving visual prominence as gestures, synchronized with the auditory prominence, significantly increases speech intelligibility compared to when these gestures are randomly added to speech. We also present a study examining the perception of the behavior of the talking heads when gestures are added at pitch movements. Using eyegaze tracking technology and questionnaires for 10 moderately hearing impaired subjects, the results of the gaze data show that users look at the face in a similar fashion to when they look at a natural face when gestures are coupled with pitch movements opposed to when the face carries no gestures. From the questionnaires, the results also show that these gestures significantly increase the naturalness and helpfulness of the talking head.
Introduction
There is currently considerable interest in developing animated agents to exploit the inherently multimodal nature of speech communication. As animation becomes more sophisticated in terms of visual realism, the demand for naturalness in speech and gesture coordination increases.
It has long been recognized that visual speech information is important for speech perception [1] [2] . There has been an increasing interest in the verbal and non-verbal interaction between the visual and the acoustic modalities from production and perception perspectives. Studies have reported possible correlations between acoustic prosody and certain facial movements. In [3] , correlation between f0 and eye-brows movements is discussed. In [4] , correlations between f0 movements and head-movements dimensions are reported and such movements are found to increase speech-in-noise intelligibility. Such coupling of movements in the acoustic and the visual modalities is usually highly variable, but an understanding of the redundancy of information in these two modalities can greatly help in developing audio-visual human-human and human-machine interfaces to guarantee a maximum amount of interaction. More recently, the contribution of facial prosody to the perception of the auditory signal has been investigated. In [4] it was shown that head movements can be used to enhance speech perception by providing information about the acoustic prosodic counterpart. In [5] and more recently in [6] , it is shown that even these movements at the top of the head can aid speech comprehension. Moreover, people can highly discriminate the acoustic prosody of an utterance only by looking at a video showing the top of the head. All these studies suggest a highly shared production and perception of prosody between the acoustic and the facial movements, while knowledge on how to quantize this strong relation, and on how to deploy it in systems is still highly greatly lacking.
Audio Visual Prominence

Acoustic Prominence
Prominence is traditionally defined as when a linguistic segment (a syllable, a word or a phrase) stands out of its context, as defined by [7] , others use prominence as the perceptual salience of a linguistic unit [8] .
Since the studies in this work are done in Swedish, we present an overview of the acoustic correlates to prominence in the Swedish language. In Swedish, prominence is often categorized with three terms corresponding to increasing levels of prominence: stressed, accented and focused. Research has reported that the most consistent acoustic correlate of stress in Swedish is segmental duration [9] . In addition, overall intensity differences have also been studied among the correlates of stress, although these differences may not be as consistent as the durational differences [9] . As to accented syllables, according to the Swedish intonation model in [10] , the most apparent acoustic difference for accented from an unaccented foot is the presence of an f0 fall, referred to as a word accent fall. Thus, accent as a higher prominence level than just stress is signaled mainly by f0, although an accented foot is usually also longer than an unaccented one [11] . Finally, in focal accent, which is the highest level of prominence, the primary acoustic correlates for distinguishing 'focused' from 'accented' words is a tonal one -a focal accent or a sentence accent rise following the word accent fall [10] . However, this f0 movement is usually accompanied by an increased duration of the word in focus, [12] , and by moderate increases in overall intensity [13] . In our studies, we deal with prominence as a perceptual continuum, which is separate from its underlying semantic function. Looking at prominence from this stand has been suggested and used previously in [14] .
Visual Prominence
Recently, there has been an increasing focus on the relation between the visual modality (the face) and acoustic prominence [15] . In [16] , results on Swedish showed that in all expressive production modes, words which are produced with a focal accent exhibit greater variation in the facial parameters movements (articulators, eyebrows, head, etc.) than when the word is in a non-focused position. In [17] , eyebrows movements and head nods, added to a talking head, are found to be a powerful cue to enforce the perception of prominence. In [18] and [19] , an investigation on the interaction between the acoustic and the visual cues of prominence is conducted, the results of this study suggest that, during production, when a word is produced with a visual gesture, the word is also produced with a higher acoustic emphasis. The results also suggests that, from a perception perspective, when people see a visual gesture over a word, the acoustic perception of the word's prominence is increased. In [20] , it is shown that visual movements do not only enhance the perception of focus, but can even decrease the reaction time in detecting focus; and in [21] it was shown that focus can be detected, not only through head or eyebrow movements, but even through lips movements.
Acoustic Detection of Prominence
The detection and quantification of prominence phenomena in speech can play an important role in many applications since it concerns the question of how speech is produced and how segments are contrasted, e.g. decoding in speech recognition, and hence can be used for syntactic parsing [22] , speech comprehension [23] , and more recently, research is focusing on the audio-visual function of prosody, for example, in [24] it was found that visual prominence can enhance speech comprehension if coupled with the acoustic. Hence, it is important for speech driven avatars to detect prominent segments in the speech signal to drive gestures.
Many studies have investigated the acoustic-prosodic cues to prominence on a syllable or on a word level, some using lexical and higher level linguistic information. This study focuses on estimating prominence using syllable based units, since in some applications, the segmental information words might not be available. This presents a theoretical challenge since such a method requires sufficient information about prominence inside the boundaries of the syllable unit. In addition, some prominence categories (levels) are perceptually based on word level, and hence reliably transcribed data on a syllable or vowel level is not available.
Prominence Model
In this work, we suggest a linear model for describing syllable prominence, and post integration of the estimated syllable prominence will estimate the underlying word prominence. Linear simple models have already shown good performance, as in [25] on English read and spontaneous speech.
If x is an observation sample from a random parameter X, we define the level of prominence of x as:
Where f x is the normalized likelihood of x in the random distribution of X. If x is a feature vector of n independent features x = {x 1 , x 2 , .., x n }, the prominence level of the observation vector x is:
While w xi is the weighting of x i . Since the data has only word level annotations, in the case when x is a syllable level observation, we assume that the syllable with the higher prominence level in the word containing it provides the prominence of the word. In this case, the weights w xi can be tuned to minimize the error of estimating the word prominence when using only syllable level features.
Feature Set
As shown in the Swedish prominence model in section 2.1, duration, loudness and F0 movements are major acoustic correlates of prominence. In this study, sets of either syllable level or word level features have been used. Features representing the syllables are taken from the syllable vowel, since vowels represent the nuclei and the acoustically stable part of the syllable: The set of features used include syllable duration, syllable loudness, and syllable F0 features including: average F0, average delta F0, and F0 range.
Experiments and Results
200 sentences were selected from a corpus containing news texts and literature, read by a professional Swedish actor. The corpus contains high-quality studio recordings for the purpose of voice creation for speech synthesis systems. The speech files from the 200 sentences dataset were phonetically aligned, and the acoustic features, were extracted over all the syllables. Half Gaussian distributions were estimated for each of the features, and the likelihood of each feature was calculated, and hence the prominence level per features. The data in all the tests was split into 4 cross validation folds giving 25% test set size. The baseline in this study was simply taken as the average word prominence for the whole dataset. This gives a fixed prominence value for all the words in the test set.
The weights were estimated by assuming that the syllable which has the highest averaged weighted prominence holds the underlying word prominence, in this case, the weights were optimized using a grid-search optimization to minimize the error on this post-integration function.
The 100% percentage accuracies for estimating word prominence for syllable features are presented in Figure 1 , By looking at the results, it is shown that loudness, and mean F0 are unable to increase the accuracies beyond the baseline; it is good to mention that the distribution of the prominence values per word is highly unbalanced where most words are not prominent, and hence this simple baseline gave an accuracy of 72%. Nonetheless, syllable F0 range performed individually better, and the performance was increased for the syllable duration. The best performance of 86% was reached using all the syllable features combined, with optimized weights equal to: Loudness: 0.13, Duration: 0.52, delta F0: 0.21, F0: 0, and F0 range: 0.14.
As a result, this model allows for detecting the syllables with the highest prominence in an utterance, which then allows the addition of facial gestures on these syllables as visual correlates for prominence. The investigation of effects of such gestures is carried out in the following studies.
Visual Prominence and Intelligibility
As mentioned earlier, several studies support the strong relation between the auditory and the visual modalities in perceiving prominence. These studies though, only report that the perception of prominence as a non-verbal prosodic phenomenon is highly aided by certain visual movements, and hence, the visual modality supports the realization of the acoustic prominence which exists in the audio stream.
Since prominence is manifested differently depending on the linguistic segment underlying it, and perceiving prominence aids speech comprehension, an interesting study is whether perceiving cues of prominence through the visual modality can increase speech intelligibility when the acoustic prominence is degraded. And hence, visualizing prominence on the talking head will not only be useful to deliver the function of its acoustic counterpart, but also support speech perception of the acoustic signal.
To investigate such effects, a speech intelligibility experiments was conducted with the help of a lip synchronized animated talking head.
Method and Setup
In this study, a lip-synchronized talking head was used as the medium for the visual modality; this allows for manipulating the visual modality and keeping the acoustic one unchanged. The talking head used has been shown to provide increased intelligibility in several previous studies [26] , [27] . This experiment design deploys the approach of presenting human subjects with a vocoded speech signal, while the subjects are looking at a talking head [28] .
40 semantically complete sentences, ranging in length from 6 and 10 words, were selected from the same database used for the detection experiments above.
The speech files of the 40 sentences were force-aligned using an HMM aligner [29] to guide the talking head lips movement generation procedure [30] . The audio was processed using a 4-channel noise excited vocoder [31] to reduce intelligibility. The number of channels was decided after a pilot test to ensure an intelligibility rate between 25% and 75%, that is to avoid any floor or ceiling limit effects.
All the sentences were presented to subjects with an accompanying talking head. The first 10 sentences were presented without any facial gestures, as a training session, to eliminate any quick learning effect for the type of signal vocoding used. The 30 sentences left were divided into 6 groups; every group contained 5 sentences, with a balanced number of words in each group (35-40 words) . For each group, 6 different visual stimuli were generated (details in section 4.3). These groups were systematically permuted among 12 normal hearing subjects with a normal or corrected to normal vision, so that every subject listened to all 30 sentences, but with each group containing different visual stimuli. During the experiment, the sentences were randomized for every subject. The subjects had one chance to listen to the sentence, and report what they have perceived as text from the audio visual stimuli.
Marking Prominence
For the purpose of this study, the gestures which are included in the stimuli are fixed in length and amplitude. And since visual correlates to prominence must be synchronized with their acoustic counterpart, we decided to limit the size of the prominent segment from the whole word to its most prominent syllable, so the gestures are associated with prominent syllables not with words.
To establish that, a native Swedish speech expert had listened to all the 30 test sentences, and marked them temporally for prominence. In this study, the annotation of only one annotators was taken. By investigating the prominence markers, all sentences have received between 1 to 3 prominence marks, and the overall number of marks in the 30 sentences summed to 60.
Conditions
Following is a detailed description of these variants. It is important to note that, when a sentence received gestures, the number of the gestures that this sentence received was identical in all the conditions (except for the control condition). -No Gesture (N): The first condition is 'articulators-only' where the face is static, except for the lips-jaw area for the purpose of phonetic articulation. This condition is intended to be a control measurement for the rest of the conditions. Figure 2a displays the talking head in the neutral position. -Prominence with Head-nods (PH): In this condition, a head-nod was synthesized in synchrony with the place of the prominence markers in each sentence. The design of the headnod gesture was near-arbitrary, consisting of subtle lowering and rising to the original location, the complete motion length was set to 350 ms, which is an estimate of the average length of a stressed syllable in Swedish. Figure 2b shows the talking head at the lower turning point of the head nod. -Prominence with Eyebrows Raise (PEB): The stimulus in this condition matches the one of the head-nod, except that the gesture in this stimulus is an eyebrow raising, with a matching design in length of trajectories as the head-nod gesture. Figure 2c shows the eyebrow raising gesture at its top turning point. -Automatically detected prominence with Eyebrows (AP): In this condition, prominent syllables were automatically detected using the automatic prominence detection method explained earlier (section3), and eyebrow raising gesture was coupled with these syllables. -Pitch Movement (PM): In this condition, eyebrow raise gestures were temporally placed over steep pitch movements. The advantage of this condition is that it is automatically detected, and so it can easily be used for real-time visual speech synchrony in talking agents. -Random Eyebrows Raise (R): This conditions adds the eyebrow raising gesture randomly on syllables. This condition is made to investigate whether random gestures would benifit or hinder the perception of the acoustic signal.
Analysis and Results
A string based percentage correct word recognition scoring was manually applied to the answer of each of the sentences of the subjects, and the average recognition rate per sentence was then calculated. As a result, every condition received 60 samples (12 subject * 5 sentences per condition). An ANOVA with normalized recognition rates (Z-scored over subjects) as a dependent variable, and Condition (5 levels: No Gesture, Random, Pitch Movements, Prominance Head-nod, and Prominence EyeBrows raise) as an independent variable was applied. Subjects were not included as a factor since persubject z-score normalization was applied to effectively remove within-subject differences.
Condition gave a significant main effect: F(4,295)=4.4, p <.01. An LSD post hoc test showed that the conditions: No-Gesture against Prominence Head-nods, No-Gesture against Prominence EyeBrows raise, No-Gesture against Pitch Movements, and Prominence Head-nods against Random eyebrows, are all different using a significance level of .05. It is interesting to notice that the only condition which had significant difference from the random condition (R) was the head-nod (PH) condition, which, in terms of mean recognition rate, had the highest value among all the other conditions ( Figure 3 ). This can be explained by the fact that head-nods actually aid the perception of prominence more than eyebrows, and that more test subjects should be considered to reach a significant difference.
These results mainly indicate that adding head-nods or eyebrow raising on prominent syllables or accented syllables increases speech intelligibility compared to looking at the talking head without gestures at all. On the other hand, adding these gestures randomly over speech, does not increase intelligibility compared to not adding any gestures.
In this study nonetheless, the gestures employed are not optimal or identical to movements employed by humans, but it is still plausible to assume that these movements to some degree carry the same communicative information contained in human gestures.
Gestures and facial movements are a characteristic of audio-visual interaction, and they might have other roles which affect intelligibility and comprehension than indicating prominence. Which might be the reason why there was no significant difference between the random condition and the prominence and pitch movements eyebrows conditions.
Since these facial movements correlate with acoustic prominence, and as concluded in the previous tests, they support speech intelligibility, a natural question to these results is: how will these movements support the interaction between humans and talking heads and in what ways would they affect it.
To study such effects, a follow up study was conducted by using a talking head as a speech synchronized visual support for an audio-based story.
Naturalness and Gaze Behavior
To investigate the perceived non-verbal effect of synthesizing the gestures coupled with auditory prominence, an ecological experimental setup was designed by using the SynFace speech driven talking head [27] designed as a visual support for hard of hearing persons [32] . The talking head used in SynFace is the same talking head used in the previous experiment, but SynFace applies a real-time phoneme recognition on the input speech signal to drive the talking head, rather than forced alignment, as was the case in the previous experiment.
The experiment setup is based on presenting an audio novel (audio-book). The audio-book is presented to moderately hearing impaired subjects and the subjects have to evaluate the talking head in different conditions. During listening to the audiobook, the subjects' eye-gaze is tracked using a Tobii T120 1 eye-gaze tracker, which is integrated into the monitor on which the talking head was presented. At the end of listening to each of the audiobook conditions, the subjects were presented with a questionnaire form, Table 1 shows the questions included in the questionnaire form.
Stimuli and Setup
Subjects firstly had the option to choose one of a long list of audiobooks obtained from the Swedish Library of Audio-and Braille books 2 . The first 15 minutes of each of the audio-books chosen by the subjects were split into 3 parts, each of 5 minutes. The three parts are then randomly manipulated into three conditions: Only audio, audio and talking head (articulatory movements only), and audio and talking head (articulatory movements and gestures). Refer to section 5.2 for a detailed explanation on how the gestures are generated.
After generating the stimuli, 6-speakers stereo babble noise was added to the audio signal to reduce the understanding level of the audiobook. To decide the SNR level of the audio-book, a small speech-in-noise intelligibility experiment was conducted for each subject to calibrate the SNR level.
For the calibration experiments, 15 short Swedish everyday sentences were used, these sentences were between 7-9 syllables in length, and developed specifically for intelligibility testing, based on [2] , and used in several previous intelligibility experiments (c.f. [26] ), each of these sentences contains three keywords. The SNR was calibrated with a step of 1dB starting initially at an SNR equal to 0dB to reach an approximate 50% keyword intelligibility rate. After calibration, the audio-book SNR level was changed to the calibrated value for each subject plus 2dB to allow for an easier understanding of the signal (which in principle should be supported further by viewing the talking head).
A set of 10 moderately hearing impaired male subjects took part in the experiment, with an average age of 71.2 years old. Subjects were seated approximately 60 cm from the screen.
Gesture Generation
For all the audio-book parts, pitch movements were detected using the method described in section 4.3. Since the automatic detection function showed that it enhances speech intelligibility significantly when coupled with an eyebrow raising, this gives the possibility of automatically detecting pitch movements which allows for a direct implementation in talking heads.
As to what gestures to be synthesized, in [16] , all facial parameters seemed to exhibit big variations under prominent words, and in the previous experiment, head-nods and eyebrow raising, have shown to enhance speech comprehension. In addition to these cues, eye blinks have been used as a correlate to stress, and used in talking heads as in [33] based on a model suggested by P. Ekman in [34] . Eye blinks are important biological movements, that have been suggested to synchronize with speech production [35] . They play an important role in the perception of natural facial movement, in speaking, reading and listening situations and are highly correlated with the cognitive state of the speaker [36] .
To introduce variability to the facial movements in the talking head, headnods, eyebrow raising, and eye blinks are coupled with the automatically detected pitch movements. And in order to regulate the amount of gestures and avoid unnatural movement, a maximum of one gesture was allowed to be synthesized inside a moving window of 1 second, that is depending on the steepness the pitch movements detected inside this window (see 4.3). After deciding on the place where the gesture will be added, a uniform random function chooses one of the head-nods, eyebrow raising, or blinks to be added.
Gaze Analysis
The gaze tracking data of the audiobook sessions was collected for all 10 subjects, and divided into 2 parts for each subject: gaze for a talking head with gestures, and gaze for the talking head without gestures. The first test split the data into two Areas Of Interest (AOI): Face and Not Face, as displayed on the right in Figure 4 . The second test split the data into three AOI: Mouth region, Eyes region, and Other. Other represents gaze movements outside the mouth and eyes regions. The left side of Figure 4 shows the location of these AOIs. Two types of visualizations are applied to present the gaze data, the first one is called a Gaze Plot which visualizes the fixations as circles and the saccades as lines between fixations, the size of the circles defines the length of the fixation, so the bigger the circle longer the fixation. The other type is called Gaze Heat Map where the face is cleared in regions where there is higher intensity of gaze and shadowed on less visited areas. Both visualizations are generated from the same data. Figure 5 shows the Gaze Plot and Heat Map for all the subjects for the two SynFace versions (left: without gestures, right: with gestures). In this figure, it is clear that a wider area of the face was scanned by the subjects in the SynFace with gestures, specially around the eyes, this behavior is more similar to the normal eye-gaze behavior during audio-visual speech perception in noise that is reported in the literature [36] [37] . While in the talking head with no gestures condition (left), the subjects only focused on the mouth, which could be due to the understanding that information about the audio signal is only present in and around the lips and articulators. In the talking head with gestures condition, the subjects browsed the face at all time by fixations and saccades from the mouth to the eyes. It is also clear in the plot, that the saccades into external regions outside the face have been significantly lessened with the use of gestures in the face. To measure the time the user spent looking at the face during listening to the audio-book, the sum of the fixation length is measured for the areas of interest for all subjects, and for both versions of the face. The left side of Figure 6 presents the average percentage of time in and outside the face for both versions of the face. The figure shows that the time spent by the subjects looking at the face increased from 76% to 96% when gestures are present. And the right side of Figure 6 presents the average percentage of time on the defined regions of the eyes, mouth and the rest of the face. It is interesting to see that the eyes region has received gaze significantly more in time than the face with no gestures, and the area outside the face has received significantly less. This can be explained in that subjects were more engaged with the talking head so that the time spent not looking at the face was lessened when gestures were present. It is also interesting to see that the time spent looking at the mouth has lessened when gestures are present, this means that when gestures are generally present on the face, they draw the gaze away from the mouth. This, nonetheless, does not mean that the information extracted from the mouth region is reduced when gestures are synthesized since peripheral vision can still help perceiving lip movements even if the eyes are not fixated on the lips, as found in [38] . 
Questionnaires Analysis
Looking at Table 1 , the questions in the questionnaire target the subjective opinions of the test subjects after listening to the audio-book for each version of the face. Figure 7 shows the mean and standard deviation of the difference between the ratings for the with gestures face and the no gestures face for all the questions, hence the 0 point represents the rating of the no gestures condition for each of the questions.
An ANOVA was performed with question rating and subject as a dependent variable, and condition ( with gestures, without gestures) as an independent variable on each of the questions. The results show a significant mean effect The results of the questionnaires show that subjects spend more time watching the face when gestures are synthesized. This is Consistent with the results from the gaze analysis. Additionally, the gestures over pitch movements result in a animated talking face which is significantly more natural, and subjectively presents a more understandable face than the face with no gestures.
Discussions and Remarks
The results from the intelligibility experiment indicate that when head-nods and eyebrow raise gestures are visualized during prominent syllables, they can aid speech perception. On the other hand, the results do not present a strong evidence on whether visualizing them during non-prominent syllables may hinder or aid perception.
The speech signal in this test was vocoded, and no pitch information was available to the listener, which may result in a decreased amount of information about the syllabic boundaries in the signal. The visualization of gestures then might be a possible source of voicing information (which aligns with the significant increase of the condition with pitch movements (PM) over the the condition with no gestures (N). We believe that an important function of gestures is temporal resolution and segmentation of the acoustic stream. If gestures during prominence provide information about the syllable boundaries of the prominent syllable, this can, in addition to providing semantic and pragmatic information about the sentence provide segmental information (syllabification) of the underlying acoustic stream.
In Japanese [39] , it was found that pitch movement can help in the selection of word candidates. In Swedish, syllables in words are contrasted through lexical stress. It is possible that visual prominence, aligned with prominent syllables, can provide information about the segmental structure of the underlying word, and hence help in shortening the candidate list for the mental lexicon access.
It was shown before that the perception of head movements can increase speech intelligibility [4] , and that the motion at only the top of the head can do the same but more reliably in expressive sentences [5] . These studies have used, as stimuli, human recordings of head movements, and hence could not provide quantified information on when these movements communicated their effect. The present experiment, in addition to showing that visual cues of acoustic prominence can aid speech intelligibility, also quantifies this effect through the use of a minimal model of fixed head nods and eye-brows raise movements on well-defined instants in time.
In [40] , there is neuro-physiological evidence that matching visual information speeds up the neural processing of auditory information, although where and when the audio-visual representation of the audio-visual signal is created remains unsolved, it is evident that perceiving visual information increases the processing of the auditory stream and hence provides more temporal resolution; from this view, visualizing prominence may also provide information about speech rhythm and syllables boundaries of the underlying linguistic segment.
Going from the verbal effects of visual prominence to the interaction effects, we conducted the audio-book experiment. It has long been recognized now that there is much information present in the face, in addition to the articulators, which provide information about the speech. Animating this visual information makes virtual characters more human-like by exhibiting more variant, complex and human like behavior. In this study, we demonstrated that when gestures are coupled with prominence in acoustically degraded stimuli, the gaze behavior of subjects significantly changed into patterns which closely resemble those used when looking at a real human face; moreover, this also lessened the time the subjects spent looking away from the face. This suggests that the subjects' engagement with the talking head is increased when these gestures are visualized, while these gestures added to the naturalness and helpfulness of the talking face. Many subjects have reported after the experiments that they did not notice that the talking head had embedded gestures in it, which might be a possible indication that the perception of these gestures is realized on a subconscious level; while other subjects have reported that they were excited by perceiving gestures manifested by the face, and that was an indication of some sort of intelligence of the virtual agent.
Conclusion
We have investigated whether visual correlates to prominence can increase speech intelligibility. The experimental setup in this study used a lip synchronized talking head. By conducting an audio-visual speech intelligibility test, using facial gestures during prominent syllables, it was found that head-nods and eyebrow raising gestures significantly increased recognition rate. These results reveal new evidence that information about the verbal message is carried by non-verbal visual gestures. The experiment also provides a possibility to deploy these gestures in talking heads which would provide a medium for audio-visual speech perception. We also investigated the effects of synthesizing these gestures over syllables with steep pitch movements on the eye-gaze behavior and on the subjective opinions of moderately hearing impaired subjects; the results show that users' eye gaze extends from only the mouth region in the articulatory only face to the eyes and mouth in the gestural face. In addition to that, the subjects' opinions through questionnaires show an increase in intelligibility of the face when these gestures are added.
This result opens the possibility for talking heads to use visual correlates to prominence to support visual speech perception and aid the communication of prominence through the facial modality. An important application is to synthesize these cues in multimodal speech synthesis and speech synchrony systems, which requires developing real-time automatic prominence detection systems.
While the experiments show the roles of gestures synchronized with prominence, the question of how exactly users parse this audio-visual information and enhance their speech perception using it still need to be investigated. Another interesting question is the study of the rate, design and amplitude of these gestures, and to find what is optimal to provide a more natural and useful animated systems.
