The method of weak asymptotics is used to find singular solutions of the shallow-water system which can contain Dirac-δ distributions (Espinosa & Omel'yanov, 2005) . Complex-valued approximations which become real-valued in the distributional limit are shown to extend the range of possible singular solutions. It is shown, in this paper, how this approach can be used to construct solutions containing combinations of classical hyperbolic shock waves and Dirac-δ distributions. Uniqueness is obtained in a smaller class of distributions which satisfies a condition of Oleinik type and minimizes the number of δ-singularities.
Introduction
The standard theory of hyperbolic conservation laws is concerned with solutions which are at worst locally integrable. However, this theory is far from being complete, as even some rather simple problems cannot be resolved in a satisfactory manner (see, e.g. Korchinski, 1977; Keyfitz & Kranzer, 1989; Dal Maso et al., 1995; Mitrovic & Nedeljkov, 2007; Danilov & Mitrović, 2008) . In these works and in many others, the problem of existence of solutions was overcome by expanding the space of possible solutions to the space of Radon measures. In particular, the new solutions are allowed to contain Dirac δ-distributions.
One convenient tool for the study of such low-regularity solutions is the method of weak asymptotics (Danilov et al., 2003; Danilov & Mitrović, 2005; Panov & Shelkovich, 2006; Garcia & Omel'yanov, 2009; . In this article, the method is applied to find singular solutions of the classical shallow-water system 
(2.1)
In addition, initial data are to be satisfied, so that we need u ε (x, 0) u(x, 0) and v ε (x, 0) v(x, 0) . (2.2)
The weak convergence indicated here means convergence in the sense of distributions as ε → 0 . This notation will be adhered to in the remainder of this article. Unlike previous definitions of the weak asymptotic solution (Danilov & Shelkovich, 2005; Panov & Shelkovich, 2006) , Definition 2.2 explicitly allows the approximating distributions to be complexvalued. Although the imaginary parts of (u ε ) and (v ε ) will disappear in limit as ε → 0, this definition effectively broadens the class of possible singular solutions of (1.1).
In order to apply this definition, we will make an ansatz for a candidate weak solution. First, let ρ : R → R be a smooth, non-negative even function such that
The first example of a weak asymptotic solution for the shallow-water equations is a stationary delta distribution in v, centred at the origin.
Proposition 2.1 Define the constant a 0 = ± 1 2 ρ 0 . Let p = 1 and q = 0 when a 0 < 0, and let p = 0 and q = 1 when a 0 > 0. The pair of families of smooth functions given by
represents a weak asymptotic solution of (1.1).
Proof. Consider the first equation in (2.1). Note first that ∂ t u ε = 0. Moreover, from (2.5), we have
as ε → 0. Assume first that a 0 > 0, so that p = 0 and q = 1. From the last two relations, and the definitions of a 0 and ρ 0 , it can be concluded that the first equation of (2.1) is satisfied in the sense of Definition 2.1. The proof of the second relation is straightforward since ∂ t v ε = 0 and u ε 0 as ε → 0. Moreover, u ε v ε ≡ 0 as observed in (2.4). Finally, it is also immediate that the initial data are satisfied in the sense required by (2.2). The case when a 0 < 0 is proved in exactly the same way.
While this simple example is actually a special case of the next example, we have chosen to include it as a separate result because it shows so clearly the utility of the complex-valued extension of the weak asymptotic method. Indeed, note that if only real-valued distributions were allowed as weak asymptotic solutions in this example, then this would force the coefficient a 0 to be negative.
In the next example, we shall show that the weak asymptotic framework allows the construction of more general solutions than the one given by (2.6). In addition to the Dirac-δ initial data in v, a jump discontinuity is specified in u. Thus let initial data be given by
where we assume u 2 < u 1 for the sake of simplicity. In order to construct the weak asymptotic solution, let c =
2 )/(u 1 − u 2 ) be given as usual from the Rankine-Hugoniot conditions (Holden & Risebro, 2002) , and take the functions R ε and δ ε as in the previous example. Next, we define a regularized step function G ε which takes the values
and is smoothly continued in (−5ε, −3ε) and (3ε, 5ε) so that u 1 G ε u 2 .
Proposition 2.2 Define
where α(t) = (u 1 − u 2 )t + a 0 , and p and q are chosen such that ρ 0 (p + iq) 2 = −2α. Then (u ε ) and (v ε ) represent the weak asymptotic solution to the shallow-water system (1.1) with initial data (2.7) and (2.8).
H. KALISCH AND D. MITROVIC
Proof. To prove that (u ε ) and (v ε ) represent the weak asymptotic solution of the shallow-water system for an appropriate choice of p, q and α, we substitute the given ansatz for (u ε ) and (v ε ) into equation (2.1). Since R ε 0 and R ε G ε ≡ cR ε 0, it needs to be shown that
(2.10)
Focusing first on the first equation of (2.10), note the following limits:
Thus, these terms cancel in the limit if p and q are chosen such that
Of course, α is not yet known, but will be determined from the second equation in (2.10). Nevertheless, choosing p and q in this way, reduces the first equation to
and that u represents a weak solution to the Burgers equation ∂ t u + ∂ x u 2 /2 = 0 so long as c is chosen to be (u 1 + u 2 )/2. This immediately implies that (2.12) is satisfied, from which it follows that the first equation in (2.10) is satisfied.
Letting ε → 0 in the second equation in (2.10) gives
which yields the required formula for α(t).
Contemplating the expression for α(t) derived in the proof, it appears that for certain choices of a 0 , u 1 and u 2 , the coefficient α(t) multiplying the delta distribution will be equal to zero for some positive time t 0 > 0. At that moment, the δ-shock disappears and one may continue the solution for t t 0 by solving the usual Riemann problem for the shallow-water system. On the other hand, the distributional limits of (u ε ) and (v ε ) represent the weak solution along the entire temporal axis, and we may take them as global solutions to our problem. The resulting non-uniqueness will be resolved in Section 3 in Definition 3.2 by introducing a solution concept which calls for minimization of singularities of a solution. Finally, note that similar solutions exist for more complicated Riemann-type initial data, such as combinations of jumps and delta distributions in both u and v.
Generalized weak solutions
In this section, it will be shown that the weak asymptotic solutions constructed in the previous section represent solutions to the shallow-water system also in the framework introduced in Danilov & Shelkovich (2005) . Following Danilov & Shelkovich (2005) , suppose Γ = {γ i | i ∈ I} is a graph in the closed upper half-plane, containing Lipschitz continuous arcs γ i , i ∈ I, where I is a finite index set. Let I 0 be the subset of I containing all indices of arcs that connect to the x-axis, and let Γ 0 = {x 0 k | k ∈ I 0 } be the set of initial points of the arcs γ k with k ∈ I 0 . Denote the singular part of the solution by α(x, t)δ(Γ ) = i∈I α i (x, t)δ(γ i ). Finally, the expression ∂ϕ(x, t)/∂l denotes the tangential derivative of a function ϕ on the graph γ i , and γ i connotes the line integral over the arc γ i .
Definition 3.1 A graph Γ and a pair of distributions (u, v) where v is represented in the form
is called a generalized δ-shock wave solution of system (1.1) with initial data u 0 (x) and V 0 (x)
and
An appropriate version of this definition with the singular part contained in u may also be given, but we focus here on the more traditional view of solutions that are singular in the second variable, i.e. in v. The main reason for this is that we are able to obtain uniqueness for a certain class of these solutions by adding suitable requirements in Definition 3.2. Now regarding the example defined in Proposition 2.1, it is straightforward to verify that it represents a weak solution in the sense of Definition 3.1. Note first that if u ε and v ε are defined as in (2.6), then u ε 0 and v ε a 0 δ. Thus, u and V are zero, and all terms in (3.1) are therefore zero. The relation (3.2) reduces to
which is obviously true. Thus, we have the following proposition:
Proposition 3.1 The weak asymptotic solution to (2.1) defined in (2.6) converges to the pair of distributions
which is a solution of the shallow-water equations in the sense of Definition 3.1. Proposition 3.2 The weak asymptotic solution to (2.1) defined in (2.9) converges to the pair of distributions
which is a solution of the shallow-water system in the sense of Definition 3.1 with initial data (2.7) and (2.8).
Proof. As already observed in the proof of Proposition 2.2, the Rankine-Hugoniot condition c = (u 1 + u 2 )/2 guarantees that (3.1) is satisfied since V is identically zero. Next, it can be seen that (3.2) reduces to
This relation can be verified by elementary integration.
As Definition 3.1 appears to be a natural generalization of the classical weak solution concept, it is no surprise that uniqueness does not hold. However, for the shallow-water system, the problem of uniqueness of weak solutions can be resolved in some special cases. Following ideas from Huang (2001), an additional condition guaranteeing uniqueness will be put forward in Definition 3.2. First, however, to prove non-uniqueness in the present definition, we show that there is an infinite family of functions satisfying equation (1.1) in the sense of Definition 3.1 with zero initial data.
Proposition 3.3 Let u 1 > 0 be arbitrary, and let a 0 = 2u 1 . The pair of functions
represents a solution of the shallow-water equations (1.1) in the sense of Definition 3.1 with zero initial data.
Proof. First, note that in the case at hand, the regular part V of the distribution v is equal to zero. Therefore, (3.1) reduces to (3.5) where the second integral is zero. The relation (3.5) is true since the function u satisfies the RankineHugoniot conditions at its jumps and (3.5) is exactly the integral formulation of the Burgers equation.
Next, substituting u and v from (3.4) into the second equation in Definition 3.1, we see that we need to check whether
Noticing that
and recalling that a 0 = 2u 1 , we conclude that (3.6) holds.
Observe that the non-uniqueness exhibited in this example is due to the lack of an entropy condition on the shock. Since the first equation of the system (1.1) reduces to the Burgers equation if the regular part V (x, t) of v is identically zero, this kind of degeneracy may be resolved by requiring an admissibility condition of Oleinik type. However, even this requirement is not sufficient to guarantee uniqueness since Definition 3.1 suffers from the further problem that the solution may contain additional singularities. This problem is illustrated by the following example.
Proposition 3.4 Let u 1 and u 2 be arbitrary, and let c = (u 1 + u 2 )/2. Then, for any three real numbers β 1 ,c 1 andc 2 , the distributions
are solutions of the shallow-water system in the sense of Definition 3.1 with initial data (2.7) and (2.8).
The proof of this proposition is similar to the proof of Proposition 3.3, and is therefore omitted. To prohibit the kind of singular behaviour shown in the last example, the admissibility condition to be defined incorporates the requirement that the number of singularities be minimal. In combination with an Oleinik entropy condition on the regular part of the solution, this will be sufficient to obtain uniqueness in a suitable class of solutions.
, to (1.1) in the sense of Definition 3.1. Then, we say that (u, v) is an admissible weak solution if the function u satisfies
for almost every x 1 , x 2 ∈ R, and v contains a minimal number of delta distributions.
Definition 3.2 demands that in addition to the Oleinik condition satisfied by the regular part of the solution, the number of delta distributions be minimal. In other words, (u, v) is admissible if V ≡ 0, and if given any other solutionṽ(x, t) = i∈Ĩα i (x, t)δ(γ i ) of (1.1) in the sense of Definition 3.1, then the inequality card(I) card (Ĩ) holds. Of course, here only those i ∈ I andĩ ∈Ĩ for which α i ≡ \ 0 andα˜i ≡ \ 0 are counted. Now in the framework of Definitions 3.1 and 3.2, it is possible to prove the following theorem. Proof. Since the function u must satisfy (3.1) and the Oleinik admissibility conditions, the standard theory of conservation laws shows that
where c = (u 1 + u 2 )/2. Next, since we demand V = 0, the integral relation (3.2) implies that for every ϕ ∈ C 1 0 (R + × R):
where γ k , k ∈ I, are manifolds where δ-shocks forming the solution are supported. From the latter expression, we conclude that v must contain at least one delta distribution supported on the curve {(x, t) : x = ct, t ∈ R + }. Having established this fact, the same computation as in the proof of Proposition 2.2 implies that the coefficient must be given by α(x, t) = (u 1 − u 2 )t + a 0 , i.e. the solution can be constructed by the use of only one delta distribution which makes it unique (since any other solution must contain the term α(x, t)δ(x − ct)).
If u 1 < u 2 , then the admissible solution to the Burgers equation is the rarefaction wave connecting u 1 and u 2 . Therefore, the function u in Definition 3.1 must be the rarefaction wave, and hence u x ∈ L ∞ (R + × R). Thus integrating by parts in the third term of (3.2), and bearing in mind that V = 0, we see that (3.2) reduces to
Furthermore, since u x | = 0 on an open set, a test function ϕ can be chosen which is equal to zero on γ k , k ∈ I, but such that ϕu x > 0 on a set of positive measure which does not contain γ k , k ∈ I. Thus, it can be concluded that the relation (3.8) cannot be satisfied for all test functions ϕ.
Finally, note that previous results on existence of δ-shock wave solutions for the Riemann problems included assumptions such as overcompressivity (Keyfitz & Kranzer, 1989; Liu & Xin, 1990; Danilov & Shelkovich, 2005; Danilov & Mitrović, 2008) , demanding that the speed c of the δ-shock satisfy the relation λ k (u 2 , v 2 ) < c < λ k (u 1 , v 1 ), (3.9)
where λ k , k = 1, 2 denote the characteristic speeds for the left and right states (u 1 , v 1 ) and (u 2 , v 2 ), respectively. This condition actually means that the characteristics from both sides of the δ-shock enter the shock trajectory implying that concentration effects are present. In the case of the shallow-water system, as we have already noticed, every Riemann problem admits standard Lax-admissible solution. In the case of initial data (2.7) and (2.8), an admissible solution in the sense of Definition 3.2 satisfies (3.9). Indeed, the regular parts are (u 1 , 0) for the left state, and (u 2 , 0) as the right state, and c is given by c = (u 1 + u 2 )/2. For such states, the characteristic speeds are equal to λ 1 (u 1 , 0) = λ 2 (u 1 , 0) = u 1 and λ 1 (u 2 , 0) = λ 2 (u 2 , 0) = u 2 (see Holden & Risebro, 2002) , and it is plain that u 2 < c = u 1 + u 2 2 < u 1 , unless u 1 = u 2 . Thus the overcompressivity assumption is fulfilled.
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