Abstract. Green's review: This paper addresses one of the reviewer's favourite questions, which has been referred to as "Chowla's cosine problem". Let A ⊆ N be an arbitrary set of n positive integers, and let
The Problem
Now consider, for an increasing sequence of integers A := (a 1 , a 2 , . . . , a n )
cos(a i x).
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(The m n of the cosine problem is the minimum of the M (p n ) over all p n of the above form.)
As usual for positive α, the L α norm is defined by
and for a cosine polynomial
the L 2 norm on [0, π) is also given by
Now suppose
There are three ways that terms in the above expansion can contribute in a non zero fashion. There is a term M (p n ) 3 , there are terms of the form M (p n ) * cos(a k ) 2 and there are terms of the form cos (at) cos (bt) cos (ct) with
In particular
Observe also from
and Littlewood's conjecture it is immediate that
Observe also that if a cosine polynomial, Q, has only odd frequencies that Q(x) := −Q(π − x) so the max on the interval [0, π] is the same as the min.
varients
As above, for any odd terms 0
So with a i :
In particular M (p n ) √ n since #{a i + a j = a k } = 0 and
Use cos(x + y) = cos x cos y + sin x sin y to change odds to evens. That is 
Golomb Rulers -B 2 Sets
Consider polynomials of the form
where 0 ≤ α 1 < α 2 < · · · < α k . Let G k denote the collection of all such polynomials.
Recall that the associated autocorellation coefficients are
a j a j+h and c −h := c h .
where a j = 1 for each a j ∈ {α 1 , . . . α k } and a j = 0 otherwiae.
Note that c h = 1 if and only if the difference
occurs exactly once. And more generally c h = h if and only if
with equality iff all differences of pairs of elements of A := {α 1 , α 2 , . . . , α k } are distinct. The problem of finding the minimum value of α k for which there exists a set {0 = α 1 < α 2 < · · · < α k } of integers such that the differences α j − α i are all distinct is sometimes called the Golomb ruler problem.
A Golomb ruler is a B 2 set (see Guy page 65) that is a set where
and all the sums a i + a j , i ≤ j are distinct. Then, for the smallest possible α k , it is known that
In this language Erdős offers $500 for showing that
A Golomb ruler has the property that all non trivial autocorrelations are either 0 or 1. So they are the natural analogs of Barker polynomials. Also
Optimal (shortest possible) solutions are known to 24. The trivial lower bound of k(k − 1)/2 can only be achieved for k up to 4. The first 24 lengths are [1, 3, 6, 11, 17, 25 
where 0 < γ 1 · · · < γ k(k−1)/2 . And
Note that if p is a Golomb ruler than the above form must be nonnegative for z of modulus 1 (because p(z)p
