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S t r e s z c z e n i e
Niniejsza praca omawia podstawowe postulaty teorii homeostazy na gruncie współczesnej fizyki. Analizowane jest pojęcie
homeostazy, oparte na fizycznym założeniu fluktuacji wokół położenia równowagi oraz rozszerzające je pojęcie homeody-
namiki. Wprowadzono postulat fazoczułości oddziaływań, który dopełnia postulat ich toniczności.
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A b s t r a c t
We discuss the foundations of the theory of homeostasis within the framework of modern physics. We analyse the paradigm
of homeostasis, which is based on the physical assumption that the internal environment undergoes random fluctuations
around a steady state equilibrium. We show how the notion of homeodynamics extends the concept of homeostasis. We
introduce the paradigm of the phase sensitivity of regulatory activity which supplements the classical paradigm of the tonic
character of such activity.
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WSTĘP
Fizyka i fizjologia mają korzenie w jednej dysyplinie nauko-
wej: filozofii przyrody. Choć dziś wydają się odległe od sie-
bie, jeszcze w XIX wieku wiele praw fizycznych sformułowali
badacze, którzy badali żywy organizm i opisywali go języ-
kiem fizyki. Przykładem jest choćby prawo Poiseuille’a, opi-
sujące przepływ laminarny cieczy, czy teoria elastyczności ciał
stałych Younga — obydwie teorie zostały wprowadzone na
potrzeby hemodynamiki. Kiedy w XIX wieku nauki przyrod-
nicze, rozgraniczone niegdyś przez Arystotelesa, oddalały się
od siebie, pojęcie „filozofia przyrody” stało się jedynie for-
malnością. Dziś język fizjologii to raczej język biochemii, bio-
logii molekularnej czy genetyki, czego wymownym wyrazem
jest zastępowanie zajęć z fizyki na studiach medycznych
zajęciami z innych nauk podstawowych. Co za tym idzie,
matematyka w medycynie jest zredukowana głównie do sta-
tystyki. Wpływa to na utrudnione porozumienie między fi-
zykami a lekarzami. Podejmowane obecnie badania inter-
dyscyplinarne są w pewnym stopniu próbą „wytyczania
dróg” pomiędzy naukami przyrodniczymi, które czynią
z nich znów filozofię przyrody w zakresie dostępnym rozu-
mowi ludzkiemu.
Celem niniejszej pracy jest, po pierwsze, odczytać na grun-
cie nowoczesnej fizyki paradygmat homeostazy, a po drugie,
opisać za pomocą terminologii fizycznej takie zjawiska, jak
zmienność rytmu serca i jego związek z rytmem oddechowym.
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W klasycznej teorii homeostazy sformułowanej przez
Cannona [1] zakłada się, postulowaną jeszcze w XIX wieku
przez Bernarda, stałość środowiska wewnętrznego organizmu
żywego oraz toniczność czynników kontrolnych, które nie-
ustannie przeciwdziałają odejściu od stanu równowagi, co ma
na celu utrzymanie owej stałości środowiska.
Wpisane w kartę pacjenta sformułowanie: „rytm zato-
kowy miarowy” w istocie odnosi się właśnie do postulatu sta-
łości środowiska wewnętrznego. Jak często powtarza współ-
pracownik autorów, kardiolog, naprawdę miarowy rytm za-
tokowy nie występuje u zdrowych ludzi, bo jeśli ktoś nie ma
żadnej zmienności rytmu, to najprawdopodobniej jest cięż-
ko chory (albo stymulatorozależny).
W fizjologii znanych jest obecnie wiele zmienności: ob-
serwuje się zmienność rytmu serca, zmienność ciśnienia tętni-
czego, zmienność rytmu oddechowego, dobową zmienność
temperatury. Wszystkie te wielkości są stałe (według fizyka) je-
dynie w sensie wartości średniej: średnia dobowa częstość ryt-
mu zmierzona dzień do dnia wykaże niewielką zmienność,
mimo że zmienność w obrębie każdej doby będzie większa.
DYNAMIKA UKŁADÓW FIZYCZNYCH
I SPOSÓB JEJ OPISU
W ramach fizyki analizą zmienności zajmuje się dynamika
zajmująca się przyczynami ruchu rozumianego jako wszelka
zmienność w czasie. Analizę ruchu zaczyna się od pytania
o źródło tego ruchu: czy siły działające na układ są determi-
nistyczne czy stochastyczne.
Deterministyczny jest na przykład ruch wahadła: pod
wpływem (deterministycznej, bo stałej w czasie) siły ciężko-
ści wykazuje oscylacje, które zanikają na skutek rozpraszania
(dyssypacji) energii — przez tarcie na osi obrotu, opór powie-
trza i inne czynniki. Wahadło rozpoczyna ruch z pewnego
warunku początkowego: w chwili t = 0 jest odchylone o pe-
wien kąt, a następnie wykonuje oscylacje gasnące, jeśli zaś
w modelu matematycznym zaniedba się tarcie, rozwiązaniem
tego modelu będą oscylacje nieskończone, opisane funkcją
sinus, o stałej amplitudzie i w pełni powtarzalne (okresowe).
Znając stan układu deterministycznego w danej chwili, moż-
na przewidzieć jego stan w dowolnej następnej chwili za po-
mocą deterministycznych reguł, zapisanych w postaci mate-
matycznej: równania różniczkowego, którego rozwiązaniem
jest położenie wahadła jako pewna funkcja czasu. Jeśli jed-
nak zawiesi się wahadło na gałęzi drzewa, można zaobser-
wować wpływ wielu czynników zewnętrznych, które mogą
być przypadkowe: prędkość wiatru w miejscu zawieszenia
wahadła zależy od tak wielu czynników, że nie można go
precyzyjnie opisać. Choć formalnie rzecz biorąc, zderzenia
cząstek gazu mają charakter deterministyczny, nie jest możli-
we komputerowe modelowanie ich ewolucji. W praktyce do
opisu dynamiki gazu używa się fizyki statystycznej (zajmują-
cej się opisem dynamiki bardzo wielu ciał, np. cząsteczek
wchodzących w skład 1 mola gazu), która wykorzystuje ra-
chunek prawdopodobieństwa i zakłada, że siły mają charak-
ter losowy. Układ deterministyczny poddany losowej sile nie
jest już w pełni deterministyczny, ponieważ nie można ściśle
przewidzieć zmian jego położenia pod wpływem wiatru, któ-
rego siła zmienia się losowo. Można jedynie wyznaczyć praw-
dopodobieństwo znalezienia wahadła w danym położeniu,
rozkład tego prawdopodobieństwa zaś jest zmienny w cza-
sie: taki ruch ma charakter stochastyczny (mimo występują-
cej w nim deterministycznej składowej). Dynamika układów
stochastycznych to często losowe fluktuacje wokół pewnej
wartości średniej, wyznaczającej położenie równowagi ukła-
du. Losowość fluktuacji oznacza, że kolejne zmierzone war-
tości są niezależne od siebie (nieskorelowane w czasie —
z pomiaru wartości w chwili t nie można wnioskować o war-
tości pomiaru w chwili późniejszej t + t). Rozkład statystycz-
ny tych fluktuacji jest rozkładem Gaussa. Wahadło z naszego
przykładu, z uwzględnieniem tarcia, zatrzyma się w położe-
niu równowagi, a pod wpływem wiatru będzie wykonywać
jedynie niewielkie wahnięcia.
Opisany obraz dynamiki był znany od XIX wieku, czyli
od czasów Bernarda, i z pewnością wpływał na jego wizję
świata przyrody. Od tamtej pory jednak w dynamice poczy-
niono wiele odkryć. Okazało się, że układy deterministycz-
ne, których zachowanie można w pełni przewidywać, stano-
wią jedynie niewielki ułamek świata przyrody. Cechą, która
odróżnia układy deterministyczne przewidywalne od nieprze-
widywalnych, jest nieliniowość. Przykładem relacji nieliniowej
jest chociażby odruch baroreceptorowy: spadek ciśnienia po-
woduje wzrost częstości rytmu tylko w pewnym zakresie ciś-
nień. Poza nim spadek ciśnienia nie powoduje dalszego wzro-
stu częstości rytmu. W konsekwencji zależności między nimi
nie da się opisać linią prostą w całym zakresie ciśnień, a jedy-
nie krzywą sigmoidalną — relacja jest nieliniowa.
Nieliniowość wykazują na przykład reakcje autokatali-
tyczne [2]: takie, w których prędkość zależy od stężenia re-
agentów. W konsekwencji zmiana stężenia w równaniach
kinetyki reakcji zależy nie od stężenia (jak w równaniach
liniowych), tylko od kwadratu stężenia. Takie równania (i ukła-
dy fizyczne opisane za ich pomocą) matematyka określa jako
nieliniowe. Równań nieliniowych w ogólnym przypadku nie
da się ściśle rozwiązać.
Równaniami nieliniowymi można opisać wzajemnie po-
wiązane łuki odruchowe. Jeśli na przykład rozpatruje się ki-
netykę stężeń 2 neurotransmiterów, z których jeden blokuje
wydzielanie drugiego, w równaniach kinetycznych wystąpi
iloczyn stężeń, a to już jest nieliniowość.
W 1965 roku, podczas badań Lorenza nad fizyką atmos-
fery [3], odkryto nowy stan dynamiczny zwany chaosem de-
terministycznym. Charakteryzuje się on tym, że dla pewnego
zakresu parametrów kontrolnych nieliniowego układu dyna-
micznego zmienne dynamiczne opisujące stan układu, choć
związane w pełni deterministyczną relacją (bez sił losowych),
zmieniają się w sposób nieprzewidywalny, a zatem pozornie
losowy. Aby bowiem w pełni przewidzieć stan układu, nale-
żałoby znać jego położenie początkowe z nieskończoną do-
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kładnością, a to jest fizycznie niemożliwe. W stanie chaotycz-
nym wielkości opisujące układ dynamiczny mogą się zmie-
niać nie tylko sinusoidalnie (jak to było w przypadku ukła-
dów liniowych). Mogą one przypominać szum, choć za po-
mocą różnych metod analizy sygnału (miar złożoności) moż-
na wykazać, że nim nie są.
Odkrycie wielu układów nieliniowych w naukach przy-
rodniczych i wielu dziedzinach techniki oraz badanie ich
matematycznych uogólnień doprowadziły w latach 70. mi-
nionego stulecia do wyodrębnienia dynamiki nieliniowej:
dziedziny znajdującej się pomiędzy klasyczną mechaniką
a wszystkimi tymi dziedzinami.
Ważnym pojęciem wprowadzonym przez teorię chaosu
jest pojęcie bifurkacji. Jeśli zmienia się wybrany parametr
kontrolny układu (np. długość wahadła), to zmienia się okres
drgań, ale ich postać (regularne oscylacje) pozostaje taka sama.
Jeżeli jednak zmieni się parametr kontrolny układu nielinio-
wego, to jego stan może się zmienić jakościowo — np. ze
stanu regularnego przejść do stanu chaotycznego lub odwrot-
nie. Zmiana ta jest nagła — występuje, gdy parametr kontrol-
ny układu przekroczy pewną wartość. Taką jakościową zmia-
nę stanu nazwano bifurkacją. Przykładem bifurkacji wystę-
pującej w fizjologii jest zmiana charakteru aktywności wazo-
motorycznej: przy wzroście parametru kontrolnego,
związanego z aktywnością współczulną. Powyżej wartości
krytycznej tego parametru komórki mięśnia gładkiego ściany
naczynia krwionośnego rozpoczynają rytmiczne i zsynchro-
nizowane skurcze [4]. Układ przechodzi od stanu równowa-
gi (czyli punktu stałego) do oscylacji (czyli cyklu graniczne-
go). W fizyce i technice znanych jest wiele rodzajów bifurka-
cji, różniących się od siebie mechanizmem powstawania nie-
stabilności. Z punktu widzenia opisu matematycznego
bifurkacja występująca w naczyniach to bifurkacja Hopfa.
Innym przykładem tej bifurkacji jest zjawisko flatter: gdy pręd-
kość samolotu przekracza wartość krytyczną, końcówki skrzy-
deł tracą stabilność i zaczynają drgać. Stan układu po bifur-
kacji też jest stacjonarny: jeśli pojawiły się oscylacje, to utrzy-
mują się one tak długo, aż nie zostanie ponownie zmieniony
parametr kontrolny.
HOMEOSTAZA I HOMEODYNAMIKA
Intuicyjnie każdy dobrze rozumie pojęcie równowagi. Jeśli
wrzuci się metalową kulkę do miski, będzie ona oscylować
wokół położenia równowagi, aż się w nim zatrzyma. Energia,
początkowo wysoka, będzie rozpraszana (tracona) wskutek
tarcia i oporu powietrza, aż osiągnie minimum. Taki rodzaj
równowagi jest charakterystyczny dla układów dysypatywnych
— tracących energię do otoczenia. Układy takie nazywa się
też układami otwartymi, w przeciwieństwie do układów za-
mkniętych, których energia pozostaje stała. Jeśli odciągnie się
kulkę od położenia równowagi, zarazem dostarczając ukła-
dowi porcję energii, to kulka po pewnym czasie powróci do
tego położenia.
Z punktu widzenia fizyki statystycznej organizm żywy jest
układem otwartym — jego istnienie jest podtrzymywane przez
ciągłe dostarczanie energii [5]. Dobrym przykładem układu
otwartego jest płomień świecy, który mimo że sam może być
pozornie nieruchomy, istnieje dzięki nieustannie przebiega-
jącemu procesowi spalania — przemiany materii. Ze wględu
na to, że organizmy żywe są układami otwartymi, a wielkości
charakteryzujące ich środowisko wewnętrzne podlegają
zmienności, jako rozszerzenie pojęcia homeostazy proponuje
się wprowadzić pojęcie homeodynamiki [6, 7], którego orę-
downikiem w Polsce od lat jest fizjolog, profesor Trzebski.
Pojęcie homeodynamika ma kilka znaczeń (używa się go m.in.
w genetyce), zaś w omawianym tu znaczeniu do medycyny
wprowadził je Yates. W homeostazie stan środowiska we-
wnętrznego organizmu jest stały — środowisko jest w rów-
nowadze, natomiast wychylenia z położenia równowagi są
tłumione — kompensowane przez łuki odruchowe. Jeżeli
występuje zmienność, to jedynie w postaci niewielkich fluk-
tuacji wokół położenia równowagi, których nie udało się
skompensować. Homeodynamika z kolei zakłada, że para-
metry opisujące stan organizmu są wzajemnie powiązane za-
leżnościami o charakterze dynamicznym. Równowaga wy-
stępująca pomiędzy nimi nie jest statyczna (typowa dla ukła-
dów zamkniętych), a wychylenia z położenia równowagi nie
muszą być tłumione. Stan równowagi nie zawsze jest stały
w czasie. Może on podlegać zmienności (takiej jak zmiana
wartości równowagowej) albo pod wpływem bifurkacji cał-
kowicie zmienić dynamikę (np. pojawiają się oscylacje). Na
przykład chwilowa częstość rytmu serca jest wypadkową wielu
nieustannie działających odruchów regulacyjnych, które
w szczególności mogą wpływać na siebie nawzajem (nielinio-
wość), stan równowagi zaś, rozumiany jako lokalny wzorzec
rytmu serca, zmienia się chociażby na granicy stadiów snu [8].
Homeostaza pozostaje szczególnym przypadkiem homeody-
namiki: kiedy możliwy jest tylko jeden stan dynamiczny.
W homeostazie zmienność sprowadzała się do niewiel-
kich fluktuacji wokół położenia równowagi. W niniejszej pracy
autorzy przeanalizują dynamikę układu krążenia, rozważając
kolejno te pojęcia: najpierw fluktuacje, a później położenie
równowagi.
Fluktuacje
Zgodnie z zasadami dziewiętnastowiecznej fizyki stanów rów-
nowagowych fluktuacje wokół położenia równowagi mają
charakter losowy, zaś ich kolejne wartości są niezależne sta-
tystycznie — nie występują w nich żadne korelacje czasowe.
We współczesnej fizyce statystycznej znacznie rozwinął
się opis procesów losowych (stochastycznych). W takich pro-
cesach mogą występować korelacje: kiedy wartość zmierzo-
na w chwili t + t zależy od tego, jaka wartość wystąpiła
w chwili t. Korelacje te świadczą o tym, że kolejne obserwa-
cje „wiedzą o sobie” — sygnały takie charakteryzują się nie-
zerową wartością funkcji autokorelacji i określa się je jako
S 394
www.kardiologiapolska.pl
Teodor Buchner, Jan J. Żebrowski
„szum skorelowany”. Przebiegi zmienności obserwowane
w fizjologii wykazują silne korelacje czasowe. Zastosowanie
metod statystycznych wykazuje w rytmie serca charakter ta-
kiego „szumu skorelowanego” [9, 10], co oznacza, że w jego
dynamice występują zarówno składowe deterministyczne, jak
i stochastyczne. Zbadanie widma mocy pozwala odnaleźć
w rytmie serca i oddechu cechy szumu 1/f występującego
w wielu układach fizycznych i elektronicznych [11, 12]. W ana-
lizie korelacji liniowych dla zmienności rytmu serca czy dla
ciśnienia tętniczego stwierdzono, że korelacje są tym silniej-
sze, im większa jest amplituda arytmii oddechowej, natomiast
maleją tym szybciej, im większa jest zmienność rytmu odde-
chowego [13]. Jeśli wykreśli się portret fazowy dla odcinka RR,
widać charakterystyczną spiralę, która powstaje w wyniku ko-
relacji w czasie związanej ze zmiennością oddechową rytmu
serca (ryc. 1).
Korelacje w sygnale mogą także przybierać formę samo-
podobieństwa: sygnał oglądany w różnych skalach (zakresach
częstotliwości) jest podobny do siebie. Zależność różnych
wielkości opisujących sygnał od skali obserwacji, określana
jako skalowanie, stanowi wyraz ich własności fraktalnych.
Fraktale występują powszechnie w naturze, skalowanie wy-
kazują kalafior, chmura, drzewo oskrzelowe, drzewo tętni-
cze i żylne, sygnał zmienności rytmu serca i wiele innych
kształtów i rytmów [14–16].
Natura rozmaitych zmienności, obserwowanych w ukła-
dzie krążenia, jest zazwyczaj bardzo złożona i w przedstawio-
nej argumentacji trudno uznać je za całkowicie losowe fluktu-
acje wokół położenia równowagi, ponieważ wykazują korela-
cje czasowe oraz niezwykle złożoną dynamikę. W zmienność
najważniejszych parametrów, takich jak ciśnienie tętnicze
i chwilowa częstość rytmu, są zaangażowane różne pętle
odruchowe, działające w różnych skalach czasowych: na przy-
kład odnerwienie baroreceptora u szczurów nie wpływa wi-
docznie na zmienność ciśnienia w paśmie oddechowym
(> 0,1 Hz) [17].
Opracowań dotyczących oscylacji w układzie sercowo-
-naczyniowym pojawiło się w ubiegłym wieku bardzo wiele.
Pracę przeglądową na ten temat napisali Cohen i Taylor [18],
a badania nad falami Meyera podsumował Julien [19]. Wy-
stępowanie wielu różnych stanów dynamicznych w naczy-
niach krwionośnych stwierdzono doświadczalnie i na pod-
stawie modeli [20]. Badaniem oscylacji w układzie sercowo-
naczyniowym zajmuje się European Study Group on Cardio-
vascular Oscillations (ESGCO) [21], natomiast problemy
dotyczące zastosowania dynamiki nieliniowej w diagnostyce
i ocenie ryzyka w ostrych stanach klinicznych są głównym
przedmiotem zainteresowania stowarzyszenia Society for Com-
plexity in Acute Illness (SCAI) [22]. Stowarzyszenie to szczególnie
zajmuje się wprowadzaniem metod dynamiki nieliniowej na
oddziałach intensywnej opieki, modelowaniem rozwoju posocz-
nicy oraz rozwoju stanów zapalnych.
We współczesnej fizyce bada się wiele nieliniowych
układów o złożonej dynamice. W konsekwencji, rozwinęło
Rycina 1. Fragment tachogramu z widocznymi oscylacjami (A), typowego dla rytmu zatokowego, oraz portret fazowy (B). Oscylacje
są widoczne w postaci spiralnego skręcenia trajektorii. Fragment trajektorii z gwałtownymi zmianami odpowiada arytmii komoro-
wej, uwidocznionej pod koniec tachogramu (wyniki własne)
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się wiele metod matematycznych badania sygnałów, które
pod nazwą „metod nieliniowych” wykorzystywane są także
do sygnałów fizjologicznych [23]. Trzeba przyznać, że przy
obecnym stanie wiedzy można jedynie w ograniczonym
stopniu powiązać konkretne mechanizmy regulacji z wy-
znaczanymi wartościami indeksów fraktalnych lub innych
miar opisujących stopień uporządkowania (regularności)
sygnału. W badaniach zmienności rytmu serca w różnych
sytuacjach klinicznych wiele spośród miar złożoności wy-
kazuje statystyczną korelację ze stanem klinicznym pacjen-
ta [24]. Dopóki nie wiadomo, które z własności sygnału są
istotne z punktu widzenia fizjologii badanego układu, ja-
kość tych metod można mierzyć jedynie przydatnością kli-
niczną, szczególnie wartością rokowniczą, która w niektó-
rych przypadkach bywa istotna [25].
Położenie równowagi
W fizjologii nie zawsze można znaleźć homeostatyczne po-
łożenie równowagi, wokół którego miałaby oscylować dana
wielkość. Dobrego przykładu dostarcza rozważenie położe-
nia równowagi rytmu zatokowego. Oceniając tachogram,
chociażby w badaniu holterowskim, wyznacza się średnią
częstość rytmu. Rozkład RR w ciągu doby jest najczęściej bi-
modalny (dwugarbny), ale w ciągu dnia i w ciągu nocy jest
opisany w przybliżeniu rozkładem Gaussa [25]. Intuicyjnie
można by stwierdzić, że średnia wartość tego rozkładu wy-
znacza położenie równowagi dla dnia i dla nocy.
Na węzeł zatokowy oddziałują układy: współczulny
i przywspółczulny. Układ przywspółczulny w warunkach
fizjologicznych istotnie wpływa na średnią częstość rytmu.
Pokazano [26], że czasowe wychłodzenie nerwu błędnego
powoduje „odhamowanie” węzła zatokowego i wzrost czę-
stości rytmu do częstości własnej (intrinsic frequency). Tę wła-
śnie wielkość można uważać za równowagową częstość ryt-
mu efektora sercowego [27] (ryc. 2). Kiedy jednak podda się
ten efektor kontroli odruchowej za pośrednictwem nerwu
błędnego, wytwarza się stan równowagi dynamicznej, charak-
teryzujący się niższą średnią częstością rytmu — i tylko ten
stan widać w pomiarach częstości rytmu. W konsekwencji war-
tość średnia rytmu nie odzwierciedla fizycznego pojęcia „stan
równowagi” (jako równowagi statycznej), które stanowi pod-
stawę pojęcia homeostazy. Powyższe rozważania są dobrym
punktem wyjścia do badań nad kolejnym postulatem klasycz-
nej homeostazy: toniczności czynników kontrolnych.
Podsumowując, można stwierdzić, że z dziewiętnasto-
wiecznego założenia o losowych fluktuacjach wokół stałego
położenia równowagi w fizjologii nie zostaje wiele: fluktu-
acje ogólnie nie są losowe (mogą bowiem mieć charakter
chaosu deterministycznego), zaś położenie równowagi, jakie
obserwujemy i uważamy za stałe, może być wynikiem od-
działywań, których usunięcie ujawni inne, faktycznie stałe po-
łożenie równowagi.
TONICZNOŚĆ CZYNNIKÓW KONTROLNYCH
Dyskutując postulat toniczności czynników kontrolnych,
warto poruszyć 3 zagadnienia: wpływ opóźnienia na dyna-
mikę sprzężenia zwrotnego, występowanie fazoczułości oraz
synchronizacji.
Rycina 2. A. Wynik obustronnego ochłodzenia nerwu błędnego: interwał RR (góra), oddech (dół). Okres ochłodzenia wskazano
strzałkami. Wyeliminowana zmienność oddechowa rytmu serca, zredukowana średnia częstość rytmu. Ponowne ogrzanie przywra-
ca stan pierwotny [26] (przedrukowano za zgodą American Physiological Society); B. Porównanie własnej częstości rytmu serca
(trójkąty i średniej dobowej częstości rytmu serca — kółka) [27] (przedrukowano za zgodą wydawnictwa Via Medica)
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Opóźnienie w sprzężeniu zwrotnym
Sprzężenie zwrotne jest powszechnie używanym pojęciem
w fizjologii, zasługującym zaś na odczytanie na nowo. Jest
ono najprostszym modelem kontroli układów dynamicznych.
Przykładem takiego sprzężenia jest próba utrzymania w pio-
nie ołówka na palcu. Jeżeli ołówek odchyla się, trzeba prze-
suwać palec do przodu lub do tyłu, żeby zrekompensować
tę zmianę. Sygnał na wyjściu układu (kąt nachylenia) oddzia-
łuje na wejście (położenie palca) z przeciwnym znakiem:
wzrost kąta przekłada się na takie przesunięcie, które spowo-
duje spadek kąta (ryc. 3). Tego samego modelu używa się
także do opisu odruchowej kontroli pozycji ciała w pozycji
wyprostowanej [28–30].
W dynamice nieliniowej odkryto, że pojawienie się opóź-
nienia podczas przenoszenia sygnału między wejściem ukła-
du a jego wyjściem może wprowadzać niestabilność, zamiast
ją tłumić [31, 32]. Przy pewnej granicznej wielkości opóźnie-
nia zachodzi bifurkacja Hopfa indukowana opóźnieniem [11,
12] i kąt — zamiast fluktuować wokół stałej wartości — za-
czyna oscylować. Przy dalszym wzroście opóźnienia układ
przechodzi kolejne zmiany stanu (bifurkacje) prowadzące do
zmian jakościowego charakteru oscylacji lub ich zaniku, na-
tomiast dla niektórych przedziałów parametru kontrolnego
wykazuje chaos deterministyczny. W fizjologii takie zjawisko
obserwuje się w zaskakująco wielu sytuacjach: przy próbach
utrzymania równowagi w pozycji wyprostowanej [28–30],
przy patologii kontroli narządów ruchu wywołanych uciskiem
na struktury piramidowe w rdzeniu kręgowym, co może pro-
wadzić do opóźnień w przesyłaniu sygnałów wzdłuż rdzenia
i nerwów obwodowych, a także w ważnej z punktu widzenia
układu krążenia pętli odruchowej — regulacji wentylacji przez
chemoreceptor, która prowadzi do oddechu Cheyne-Stoke-
sa [33]. Teoria tego odruchu, stworzona w interdyscyplinar-
nym zespole Francisa i wsp. [34], przewidziała zaskakujący
wynik, który może wytłumaczyć jedynie model fizyczny:
wzrost stężenia dwutlenku węgla we wdychanym powietrzu
powoduje ustanie oddechu Cheyne-Stokesa. Praca ta wyraź-
nie pokazuje wartość dodaną badań interdyscyplinarnych.
Odruch Cheyne-Stokesa jest przykładem zjawiska, któ-
rego nie wytłumaczy klasyczny model sprzężenia zwrotne-
go, zakładający natychmiastowe przekazywanie informacji
z wyjścia na wejście. Zachowanie pętli regulacji krytycznie
zależy od czasu przepływu informacji: sygnał nerwowy może
mieć odpowiednie natężenie (tonus), ale jeśli zostanie do-
starczony w niewłaściwym czasie (np. zbyt późno), spowo-
duje destabilizację pętli odruchowej.
Fazoczułość
Ważnymi przykładami, ujawniającymi mechanizmy regula-
cji, są działanie wspomnianego już nerwu błędnego i jego
wpływ na układ bodźcoprzewodzący serca, a szczególnie na
węzeł zatokowy. Ze względu na opisaną już różnicę pomię-
dzy średnią częstością rytmu przed blokadą układu przywspół-
czulnego i po niej, aktywność przywspółczulną określa się
jako tonus nerwu błędnego.
Wydaje się, że wyniki, które uzyskali Jalife i wsp. [35]
oraz Michaels i wsp. [36] z lat 80. ubiegłego stulecia pozwa-
lają na postawienie hipotezy, że mechanizm regulacji przy-
współczulnej rytmu serca, a także kilka innych ważnych me-
chanizmów nie mają charakteru tonicznego. Sygnał regulacji
jest przenoszony w postaci ciągu impulsów nerwowych. Czę-
stość tych impulsów (cecha dynamiczna) odgrywa rolę tonu-
su (własność statyczna). Należy jednak podkreślić, że częstość
impulsów nerwowych na ogół nie jest stała w czasie,
a więc już na tym poziomie widać różnice pomiędzy postu-
latem toniczności a rzeczywistością fizjologiczną. Co więcej,
w swoich badaniach Jalife i wsp. [35] oraz Michaels i wsp.
[36] stwierdzili, że odpowiedź rytmu serca na impulsowe draż-
nienie nerwu błędnego zależy od fazy cyklu sercowego, pod-
czas której impuls został dostarczony (ryc. 4). Podobne bada-
nie, w którym wykazano, że odpowiedź na odbarczenie baro-
receptorów szyjnych także zależy od fazy cyklu oddechowe-
go, przeprowadzili Trzebski i wsp. [37]. W podobny sposób
badano także wpływ bodźców somatycznych na ośrodek od-
dechowy [38]. Wiele wskazuje na to, że informacja regulacyj-
na jest zakodowana nie w częstości impulsów, ale w ich fazie.
Innymi słowy: informacja musi zostać dostarczona w odpo-
wiedniej fazie pewnego cyklu (zegara) związanego z regulowa-
nym efektorem lub ośrodkiem. Układy o takiej własności określa
się jako fazoczułe. Oczywiście, impulsy nerwowe muszą być
podane w odpowiedniej fazie i mieć jednocześnie odpowied-
nie natężenie (liczbę impulsów na jednostkę czasu). Jak widać,
fazoczułość i toniczność są ze sobą związane.
Wynika z tego, że rozmaite zmienne regulacyjne lub re-
gulowane w organizmie żywym są ze sobą związane relacją
Rycina 3. Odwrócone wahadło. Aby doprowadzić kąt q do
0 (pozycja pionowa) zmieniane jest położenie punktu podparcia
(x). Wprowadzenie opóźnienia pomiędzy odczytanie kąta q,
a zmianę x powoduje powstanie oscylacji kąta q
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dynamiczną: zmienność jednych wpływa na zmienność dru-
gich. Aby zrozumieć to zjawisko i móc przewidzieć zacho-
wanie układu przy różnych wartościach parametrów kontrol-
nych, w fizyce proponuje się stworzenie modelu dynamicz-
nego zjawiska. Przykładem modelu dynamicznego są rów-
nania kinetyki reakcji chemicznych. Modele fizyczne siłą
rzeczy zawierają wiele przybliżeń (mówi się nawet, że fizyka
to sztuka stosowania przybliżeń) i nie można oczekiwać od
nich doskonałego odwzorowania rzeczywistości. Ważne jest,
aby przybliżenie było wystarczająco dokładne dla rozważa-
nego problemu — tak aby prawidłowo pokazywało efekty,
które się studiuje. Głównym argumentem za prawidłowością
modelu, używanym także w dyskursie pomiędzy fizyką teo-
retyczną a doświadczalną, jest odnalezienie w doświadcze-
niu efektów przewidzianych przez teorię.
Synchronizacja w układach biologicznych
W badaniach nad zjawiskiem synchronizacji sercowo-odde-
chowej (cardiorespiratory synchronization) [39] stwierdza się,
że zjawisko fazoczułości i wynikająca z niego możliwość syn-
chronizacji 2 układów dynamicznych, chociażby tak istotnych
dla homeostazy jak rytm serca i rytm oddechowy, mogą ode-
grać istotną rolę w fizjologii. Synchronizacja może dotyczyć
pracy organów (np. praca serca i płuc) [39], części organów
(gdy sprzężenie występuje np. pomiędzy sąsiednimi kłębusz-
kami nerkowymi) [40] czy fragmentów tkanki: synchronicz-
ny i rytmiczny skurcz komórek mięśnia gładkiego, wędrujący
wzdłuż naczynia krwionośnego, jest często obserwowaną
formą aktywności wazomotorycznej [4]. Skutki fazoczułości
— zależność ewolucji układu od fazy pobudzenia (czyli
w jakiej fazie potencjału czynnościowego przyjdzie zewnętrz-
ne pobudzenie) — można obserwować w dynamice mięśnia
sercowego. Pobudzenie komórek w fazie refrakcji względnej
potencjału czynnościowego może być przyczyną przedwcze-
snego skurczu, który często rozchodzi się przy tym po tkance
mięśnia z inną prędkością oraz inną drogą niż pobudzenie
fizjologiczne, ze względu na nieukończone procesy repola-
ryzacji tkanki. Tkanka robocza mięśnia sercowego czy ściana
naczynia krwionośnego i wędrujące w niej pobudzenie
z punktu widzenia fizyki stanowią tzw. ośrodek aktywny.
Ośrodki takie rozważa się także w chemii, w której analizuje
się reakcje oscylacyjne (np. Biełousowa-Żabotyńskiego [2]),
oraz w biologii. Kompendium wiedzy na temat synchroniza-
cji oraz dynamiki ośrodków aktywnych stanowi skierowana
do biologów monografia Winfree [41], opatrzona piśmien-
nictwem liczącym ponad 1500 pozycji! Poważny wkład wnio-
Rycina 4. Odpowiedź rytmu zatokowego u królika na pobudzenie nerwu błędnego szeregiem impulsów dla 2 różnych czasów
trwania szeregu impulsów: 75 ms (A) i 50 ms (B) [35, 36]; pozioma kreska — położenie szeregu impulsów. Na osi rzędnych
odłożona jest faza pobudzenia nerwu błędnego wyrażona w ms, czyli odstęp w czasie chwili drażnienia w stosunku do chwili
poprzedniego pobudzenia zatokowego, które miało miejsce w chwili 0 na osi odciętych. Symbolami oznaczono chwile w czasie
5 kolejnych pobudzeń zatokowych. W zależności od tego, w jakiej fazie cyklu (potencjału czynnościowego węzła) zaaplikowano
bodziec, następne pobudzenie zatokowe jest opóźnione, zaś wartość opóźnienia doznaje skoku przy fazie 300 ms (A). Wartość
opóźnienia pierwszego pobudzenia zatokowego (czarne kółko) w funkcji fazy stanowi krzywą odpowiedzi fazowej. Dla układów
niewykazujących fazoczułości jest to funkcja stała (przedrukowano za zgodą wydawnictwa Lippincott Williams & Wilkins)
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sły także publikacje Glassa ([42] i inne) dotyczące propagacji
potencjału czynnościowego w mięśniu sercowym.
Badania opóźnionego sprzężenia zwrotnego, jak i fazo-
czułości wykazują, że w fizjologii istotna jest nie tylko zmiana
natężenia tonicznego czynnika kontrolnego (która może mieć
znaczenie dla pętli regulacji niewykazujących fazoczułości),
ale także ściśle określony czas zajścia tej zmiany, co umożli-
wia synchronizację w tych pętlach regulacji, które wykazują
fazoczułość. Prawdopodobnie toniczność i fazoczułość to
dwie równorzędne cechy definicyjne regulacji odruchowej,
których uwzględnienie jest konieczne, aby w pełni odzwier-
ciedlać jej istotę.
FIZYKA I FIZJOLOGIA
W niniejszej pracy pokazano jedynie kilka przykładów z bo-
gatego zbioru zjawisk dynamicznych znanych współczesnej
fizyce. Ich poznawanie rozbudza wyobraźnię i pozwala
wszystkim naukom przyrodniczym rozpoznać i prawidłowo
sklasyfikować zjawiska dynamiczne, z którymi się zetkną. To
z kolei daje możliwość oparcia się na wynikach pochodzących
z zupełnie różnych dziedzin, w których wykryto podobne za-
chowania, pozwala na przewidywanie stanu równowagi (sta-
nu asymptotycznego, ale niekoniecznie statycznego) i jego
zmian w funkcji parametru kontrolnego (ciąg bifurkacji). W tym
obszarze połączenie fizyki i fizjologii może przynieść najwięk-
sze efekty. W fizyce z kolei z ciekawością poszukuje się no-
wych układów dynamicznych o interesujących własnościach.
W istocie fizjolodzy korzystają w pracy z metod fizyki,
fizyków zaś inspiruje materia ożywiona, którą chętnie badają
i której własności, takie jak niestacjonarność lub przestrzen-
na rozciągłość, stanowią dla nich nie lada wyzwanie.
PODSUMOWANIE
Autorzy niniejszej pracy starali się pokazać stanowisko współ-
czesnej fizyki, a zwłaszcza dynamiki nieliniowej i fizyki staty-
stycznej stanów nierównowagowych, wobec niektórych pro-
blemów fizjologii oraz wobec jej klasycznego paradygmatu,
jakim jest homeostaza. Przedstawili również obszary fizjolo-
gii, w których fizyka ze swoim aparatem pojęciowym z dzie-
dziny dynamiki nieliniowej może być pomocna. Zdaniem au-
torów między obydwoma kierunkami istnieje niezwykle in-
teresująca przestrzeń badawcza. Wypełnienie tej przestrzeni
przez badania interdyscyplinarne może przybliżyć do jedno-
ści nauk przyrodniczych.
Praca finansowana w ramach grantu Ministerstwa Nauki
i Szkolnictwa Wyższego nr 496/N-COST/2009/0.
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