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GEOMETRIC PROPERTIES OF GELFAND’S PROBLEMS WITH PARABOLIC APPROACH
SUNGHOON KIM AND KI-AHM LEE
Abstract. We consider the asymptotic profiles of the nonlinear parabolic flows
(eu)t = △u + λe
u
to show the geometric properties of minimal solutions of the following elliptic nonlinear eigenvalue
problems known as a Gelfand’s problem:
△ϕ + λeϕ = 0, ϕ > 0 inΩ
ϕ = 0 on Ω
posed in a strictly convex domain Ω ⊂ Rn. In this work, we show that there is a strictly increasing
function f (s) such that f −1(ϕ(x)) is convex for 0 < λ ≤ λ∗, i.e., we prove that level set of ϕ is convex.
Moreover, we also present the boundary condition of ϕ which guarantee the f -convexity of solution
ϕ.
1. Introduction
We will investigate the geometric properties of parabolic flows and derive related geometric
properties for the asymptotic limits of such evolutions. More precisely, we consider the nonnega-
tive solutions u(x, t) of the following equation
(1.1) (eu)t = △u + λe
u
posed on a strictly convex and bounded domain Ω with zero boundary condition
(1.2) u = 0 on ∂Ω,
and initial data
(1.3) u(x, 0) = u0(x) > 0
In the limit, these flows converge to solutions of the well-known Gelfand’s problems
(GPλ)
△ϕ(x) = −λe
ϕ(x) in Ω
ϕ(x) = 0 on ∂Ω.
By this relation, it is natural to expect that the solution of the parabolic flow above have a lot
in common with those of the Gelfand’s problems, (GPλ). The aim of the paper is to provide
geometric properties of solutions of the Gelfand’s problems by using the parabolic method which
is introduced by Lee and Va´zquez, [LV].
Recently, there has been a lot of studies of the problem (GPλ) because of its wide applications.
It arises in many physical models: it describes problems of thermal self-ignition [Ge], a ball
of isothermal gas in gravitational equilibrium proposed by lord Kelvin [Ch], the problem of
temperature distribution in an object heated by the application of a uniform electric current [KC]
and Osanger’s vortex model for turbulent Euler flows [CLMP].
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Let us summarize some known results to (GPλ). It is well-known that there exists a finite
positive number λ∗, called the extremal value, such that Gelfand’s problem (GPλ) has at least a
classical solution which is minimal among all possible positive solutions if 0 ≤ λ < λ∗, while no
solution exists, even in the weak sense, for λ > λ∗. Let us call the minimal solution ϕ
λ
. The family
of such solutions depends smoothly and monotonically on λ, and in particular
ϕ
λ
< ϕ
λ′
if λ < λ′.
Their limit as λ ր λ∗ is the external solution ϕλ∗ and it can be either classical or singular (i.e.
unbounded). It is known that ϕ∗ ∈ L∞(Ω) for everyΩ if n ≤ 9, while ϕ∗ = log
(
1
|x|2
)
and λ∗ = 2(n−2)
if n ≥ 10 and Ω = B1. Brezis and Va´zquez [BV] investigated the existence and regularities of
extremal solutions when they are unbounded. The regularity theory for the Gelfand’s problem
was improved by S. Nedev [Ne] who proved that, for general smooth domain Ω, ϕ∗ is a classical
solution if n ≤ 3, while ϕ∗ ∈ H1
0
(Ω) if n ≤ 5.
The ultimate goal in this article is to establish the geometric properties of ϕ
λ
for λ < λ∗.
Especially, we’d like to show that
f (ϕ
λ
) = e
− 12ϕλ : convex.
From now on, we call it f -convexity shortly. We also refer to the minimal solution ϕ
λ
of the
Gelfand’s problem (GPλ) as ϕ for the rest of the paper. Since the minimal solution ϕ can be
obtained as the limit of solution u to (1.1)-(1.3) as t → ∞, we will concentrate on showing f -
convexity of u under the assumption that the initial value u0 has the following property
f (u0) = e
− 12u0 : strictly convex.
Large number of literatures on the convexity properties of the solutions of semilinear elliptic
equations can be found. We refer the reader to the papers of Caffarelli and Friedmann [CF] and
Korevaar [Ko1], [Ko2] for the geometric results which are related with our work.
The parabolic approximation method introduced in [LV] relies on the fact that the nonlinear
elliptic problem (GPλ) can be described the asymptotic profile of a corresponding parabolic flow
in a bounded domain and we use that possibility as follows: we select an initial data for the
parabolic flow having the desired geometric property. Then, the corresponding solution u of (1.1)
will converge eventually to the minimal solution ϕ as t → ∞. If the evolution preserves the
f -convexity property under investigation, the result for the problem (GPλ) will be obtained in the
limit t →∞.
To investigate the f -convexity of solutions to the corresponding parabolic flow, we will split it
into two steps. The step 1 will be devoted to the study of the f -convexity of solution u on the
boundary. On ∂Ω, the second derivatives of f (u) can be written in the form
[
f (u)
]
αα =
1
2
e−
1
2u
(
1
2
u2α − uαα
)
,
(
Deαu = uα
)
.
Hence, the geometric properties of solutions on the boundary can be determined by the balances
between quantities, uα and uαα. However, the difference between them is very subtle in this prob-
lem. Therefore, there is little room for perturbing quantities. Thus, it is very difficult to investigate
the geometric properties of solution on the boundary without some boundary condition. In this
paper, we will focus on the solutions of (1.1) having the conditions not only (1.2), (1.3) but also
(1.4) G(u, λ,Ω) =
1
2
u2ν + λ + (n − 1)uνH(∂Ω) + Kuν > 0 on ∂Ω
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for sufficiently large K > 0 where ν is the outer normal vector to ∂Ω and H(∂Ω) is the mean
curvature of Ω at the boundary. Here the constant K is related to the shape of boundary ∂Ω.
As the second step, we extend the geometric result on the boundary to the interior of Ω. Since
the continuity of the second derivatives of f (u), it is expected that if there are some problems or
difficulties then theymay occur at the region far away from the boundary. Hence, the equation that
describe the parabolic flow plays a very important mathematical role in the study of the geometric
properties of solution in the interior.
1.1. Outlines. This paper is divided into three parts: In Part 1 (Section 2) we study the convexity
of solution to the degenerate equation
(1.5) wt = ρ(w)a
i j(∇w)wi j + b1(w)|∇w|
p
+ b2(w)|∇w|
2
+ b3(w)
on a strictly convex domain Ω. It is a simple observation that the convexity of solution will
be strongly effected by the coefficients. Hence, proper conditions need to be imposed to the
coefficients of (1.5) for the result. The Part 2 (Section 3) is devoted to the proof for the f -convexity
of the minimal solution to the Gelfand’s problem with boundary condition (1.4). As will be
mentioned later, the main equation of Gelfand’s problem is a special form of (1.5). Thus, the proof
will be focused on the f -convexity of solution on the boundary. In Part 3, we will discuss the
boundary condition (1.4) of a solution
2. Convexity for degenerate equation
In this section, we will study degenerated equations of the form
(2.1) wt = ρ(w)a
i j(∇w)wi j + b1(w)|∇w|
p
+ b2(w)|∇w|
2
+ b3(w),
(
p ≥ 2
)
on the bounded cylinder Ω × [0,∞), where Ω is a bounded strictly convex domain in Rn with
smooth boundary. The subindices i, j ∈ {1, · · · , n} denote differentiation with respect to the space
variables x1, · · · , xn and the summation convention is used. We assume that the coefficient matrix(
ai j
)
is strictly positive and all coefficients ai j, b, c and d belong to appropriate Ck, (k = 1, · · · ) space
which will be defined later. The degeneracy of the equation is carried through the function ρ(w)
which is assumed to be smooth on Ω.
We assume further that the coefficients of (2.1) satisfies the following conditions:
I.1 b1(s), b2(s) and b3(s) are convex,
I.2 ρ′′ −
(
ρ′
)2
2ρ
= 0.
Denoting by L the operator
Lw = wt −
(
ρ(w)ai j(∇w)wi j + b1(w)|∇w|
p
+ b2(w)|∇w|
2
+ b3(w)
)
,
(
p ≥ 2
)
,
we can now state the main result in this section:
Lemma 2.1. LetΩ be a strictly convex bounded domain in Rn with smooth boundary and suppose that the
coefficients ai j, b, c and d of the operator L are smooth and satisfy the elliptic condition
ai jξiξ j ≥ c0 |ξ|
2 > 0 ∀ξ ∈ Rn\{0}
for some positive constant c0. In addition, assume that ρ is a smooth function in R and strictly positive on
R\{0}. Letw be a positive smooth solution of (2.1) satisfying the conditions conditions I.1-2. Ifw is convex on
the parabolic boundary ofΩ×[0,∞), i.e., if inf∂lΩ×[0,∞) inf|eα|=1 wαα(x, t) > 0 and infΩ inf|eα|=1 wαα(x, 0) > 0,
then w is convex in the space variable for all t > 0, i.e., infΩ×[0,∞) inf|eα|=1 wαα(x, t) ≥ 0.
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Proof. By direct computation, (2.1) implies that the evolution of wαβ is given by the equation
w,αβt =ρ(w)a
i j(∇w)wαβ,i j + ρ(w)a
i j
k
(∇w)(wαkwβi j + wβkwαi j)
+ ρ′(w)ai j(∇w)(wαwβi j + wβwαi j) + ρ
′(w)wαa
i j
k
wkβDi jw + ρ
′(w)wβa
i j
k
wkαwi j
+ ρ(w)a
i j
k
(∇w)wkαβwi j + ρ(w)a
i j
kl
(∇w)wkαwlβDi jw
+ ρ′(w)wαβa
i j(∇w)Di jw + ρ
′′(w)wαwβa
i j(∇w)Di jw + b
′
1(w)|∇w|
pwαβ
+
[
pb1(w)|∇w|
p−2
+ 2b2(w)
] (
∇wα · ∇wβ + ∇w · ∇wαβ
)
+ p(p − 2)b1(w)wkwlwkαwlβ |∇w|
p−4
+
[
pb′1(w)|∇w|
p−2
+ 2b′2(w)
]
(wα∇w · ∇wβ + wβ∇w · ∇wα)
+ b′′1 (w)|∇w|
p−2wαwβ + b
′
2(w)wαβ|∇w|
2
+ b′′2 (w)wαwβ|∇w|
2
+ b′3(w)wαβ + b
′′
3 (w)wαwβ
(2.2)
To estimate the minimum of the second derivatives of wwith respect to space variables, we take a
look at the following quantity, for a positive function ψ(t),
inf
x∈Ω,s∈[0,t]
inf
eβ∈Rn ,|eβ|=1
[
wββ + ǫψ(t)
]
= wαα(x0, t0) + ǫψ(t0)
We need to show that there are a function ψ(t) and ǫ0 such that
wαα(x0, t0) + ǫψ(t0) > 0 ∀0 < ǫ < ǫ0.
To get a contradiction, suppose that
(2.3) wαα(x0, t0) + ǫψ(t0) = 0.
Observe that the minimum is taken at (x0, t0) with direction α. By the assumption that w is convex
on the parabolic boundary of Ω × [0,∞), the minimum point of wαα is little way off the boundary.
Hence, we can put x0 without loss of generality. On the other hand, the parabolic equation wαα
contains third order derivatives which is difficult to be controlled by the information ofwαα. Hence
we are going to perturb the direction of the derivative to create extra terms, keeping the minimum
point and minimum zero. For the perturbation, we take the function which is introduced in [LV].
We now use the function
Z = w,αβη
αηβ + ǫψ(t)|η|2
where the modifying functions ηβ(x) are constructed as follows: at x = 0 we assume that the ηβ
satisfy the system
(2.4) η
β
,i
= (cγη
γ)δβi, η
β
,i j
= (clη
l)cγδγ iδβ j,
where the subscripts are space derivatives. Putting also ηβ(0) = δαβ, it follows that
η
β
,i
(0) = cγδα,γδβi, η
β
,i j
(0) = cαcγδγiδβ j,
and
ηβ(x) = δαβ + cαx
β
+
1
2
cαcγx
γxβ .
Hence, at x = 0,
Z,i = w,αβiη
αηβ + 2w,βicαη
αηβ + ǫψ(t)
(
|η|2
)
i
Z,i j = w,αβi jη
αηβ + 2cαw,βi jη
αηβ + 2cβw,αi jη
αηβ
+ 2c jcαw,βiη
αηβ + 2cicαw,β jη
αηβ + 2cαcβw,i jη
αηβ + ǫψ(t)
(
|η|2
)
i j
.
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(2.5)
Z,t − ǫψ
′|η|2 =ρai jDi jZ + ρa
i j
k
[
wαkwβi jη
αηβ + wβkwαi jη
αηβ
]
+ ai j
[
ρ′wα − 2ρcα
]
wβi jη
αηβ + ai j
[
ρ′wβ − 2ρcβ
]
wαi jη
αηβ
+ ai j
[
ρ′′wαwβ − 2ρcαcβ
]
wi jη
αηβ − 2ρai jc jcαw,βiη
αηβ − 2ρai jcicαw,β jη
αηβ
− ǫψai j
(
|η|2
)
i j
+ ρa
i j
k
wkαβwi jη
αηβ + ρakli jwkαwlβwi jη
αηβ
+ ρ′wαβa
i jwi jη
αηβ + ρ′a
i j
k
wαwkβwi jη
αηβ + ρ′a
i j
k
wβwkαwi jη
αηβ
+
[
pb1(w)|∇w|
p−2
+ 2b2(w)
]
(∇w · ∇Z) + p|∇w|p−2
[(
b′1(w)wα − cαb1(w)
)
∇w · ∇wβη
αηβ
]
+ p|∇w|p−2
[(
b′1(w)wβ − cβb1(w)
)
∇w · ∇wαη
αηβ
]
+
[(
b′2(w)wα − cαb2(w)
)
∇w · ∇wβη
αηβ
]
+
[(
b′2(w)wβ − cβb2(w)
)
∇w · ∇wαη
αηβ
]
− ǫψ
[
pb1(w)|∇w|
p−2
+ 2b2(w)
]
(∇w · ∇|η|2)[
pb1(w)|∇w|
p−2
+ 2b2(w)
] (
∇wα · ∇wβ
)
ηαηβ + p(p − 2)b1(w)|∇w|
p−4wkwlwkαwlβη
αηβ
+
[
b′′1 (w)|∇w|
p−2
+ b′′2 (w)|∇w|
2
+ b′′3 (w)
]
wαwβη
αηβ +
[
b′1(w)|∇w|
p
+ b′2(w)|∇w|
2
+ b′3(w)
]
wαβη
αηβ.
We are now going to choose cα such that
(2.6) ρ′wα − 2cαρ = 0
at (x0, t0). Then, by the conditions I and (2.5),
(2.7)
Z,t − ǫψ
′|η|2 ≥ρai jDi jZ + ρa
i j
k
[
wαkwβi jη
αηβ + wβkwαi jη
αηβ
]
− 2ρai jc jcαw,βiη
αηβ − 2ρai jcicαw,β jη
αηβ
− ǫψai j
(
|η|2
)
i j
+ ρa
i j
k
wi j
[
Zk − 2cαwβkη
αηβ − ǫψ
(
|η|2
)
k
]
+ ρa
i j
kl
wkαwlβwi jη
αηβ
+ ρ′wαβa
i jwi jη
αηβ + ρ′a
i j
k
wαwkβwi jη
αηβ + ρ′aki jwβwkαwi jη
αηβ
+
[
pb1(w)|∇w|
p−2
+ 2b2(w)
]
(∇w · ∇Z) + p|∇w|p−2
[(
b′1(w)wα − cαb1(w)
)
∇w · ∇wβη
αηβ
]
+ p|∇w|p−2
[(
b′1(w)wβ − cβb1(w)
)
∇w · ∇wαη
αηβ
]
+
[(
b′2(w)wα − cαb2(w)
)
∇w · ∇wβη
αηβ
]
+
[(
b′2(w)wβ − cβb2(w)
)
∇w · ∇wαη
αηβ
]
− ǫψ
[
pb1(w)|∇w|
p−2
+ 2b2(w)
]
(∇w · ∇|η|2)[
pb1(w)|∇w|
p−2
+ 2b2(w)
] (
∇wα · ∇wβ
)
ηαηβ + p(p − 2)b1(w)|∇w|
p−4wkwlwkαwlβη
αηβ
+
[
b′1(w)|∇w|
p
+ b′2(w)|∇w|
2
+ b′3(w)
]
wαβη
αηβ.
Suppose that the minimum of the second derivatives of w is taken along a direction α at (0, t0).
Then, eα is an eigen direction of the symmetric matrix D
2w(0, t0). Thus, at (0, t0), we have
Z = wαα + εψ(t0) = 0,
wαβ = 0 if α , β and eβ ∈ R
n,
D2Z ≥ 0, △Z ≥ 0, ∇Z = 0 and Zt ≤ 0.
In addition, we get
(
|η|2
)
i j
= 2nc2
α
+
cα(ci + c j)
2
and ∇xw · ∇x|η|
2
= 2cαwα at (x0, t0).
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Since ai j is uniformly positive, by (2.7), we have
(2.8)
−ǫψ′ ≥2ρa
i j
α
wαi jwαα − 4ρc
2
α
aααwαα − ǫψa
i j
(
|η|2
)
i j
− 2cαρa
i j
α
wi jwαα
− ρa
i j
k
wi jǫψ
(
|η|2
)
k
+ ρa
i j
αα
wi jw
2
αα
+ ρ′ai jwi jwαα + 2ρ
′wαa
i j
α
wi jwαα
+ 2p|∇w|p−2
(
b′1(w)wα − cαb1(w)
)
wαwαα + 2
(
b′2(w)wα − cαb2(w)
)
wαwαα
− ǫψ
[
pb1(w)|∇w|
p−2
+ 2b2(w)
]
(∇w · ∇|η|2) +
[
pb1(w)|∇w|
p−2
+ 2b2(w)
]
w2
αα
+ p(p − 2)b1(w)|∇w|
p−4w2
α
w2
αα
+
[
b1(w)
′|∇w|p + b′2(w)|∇w|
2
+ b′3(w)
]
wαα
:= − Kǫψ − Lǫ2ψ2
where
K1 =2ρa
i j
α
wαi j − 4ρc
2
α
aαα − 2cαρa
α
i jwi j + ρ
′ai jwi j + 2ρ
′wαa
i j
α
wi j
+ 2p|∇w|p−2
(
b′1(w)wα − cαb1(w)
)
wα + 2
(
b′2(w)wα − cαb2(w)
)
wα + b
′
1(w)|∇w|
p
+ b′2(w)|∇w|
2
+ b′3(w)
+ ai j
(
2nc2
α
+
cα(ci + c j)
2
)
+ 2cαwα
[
pb1(w)|∇w|
p−2
+ 2b2(w)
]
and
L = −ρa
i j
αα
wi j −
(
pb1(w)|∇w|
p−2
+ 2b2(w)
)
− p(p − 2)b1(w)|∇w|
p−4w2
α
.
By the boundary condition, theminimum point (0, t0) appears far away from the boundary. Hence,
we can choose a compact subset S in Ω such that
(x0(t), z0(t)) ∈ S and w(x, t) : bounded above and below by positive constants in S.
The equation (2.1), when restricted on S, is nondegenerate. Therefore, the classical estimates for
linear parabolic equations give
|Dw(0, t)| ≤ C‖w‖L∞(S) and |D
2w(0, t)| ≤ C‖w‖L∞(S)
for constant C > 0. Hence, the quantity K and L are under control, i.e., there exists a constant M
such that
|K| , |L| ≤M at (0, t0).
Hence, if we choose the function ψ(t) having the property
ψt(t) > |K|ψ + |L|ψ
2,
then, contradiction arises. Therefore, the time t = t0 satisfying (2.3) doesn’t exist. Thus,
inf
x∈Ω,s∈[0,t]
inf
eβ∈Rn ,|eβ|=1
wββ > −ǫ sup
0≤s≤t
ψ(s), ∀t > 0.
Letting ǫ→ 0, we can get a desired conclusion. 
3. Geometric Property of Gelfand Problem
In previous section, we discussed the positivity of the second derivatives of solutions for de-
generated parabolic equation. It is a very useful tool for investigating the geometric properties of
solutions to Gelfand’s problem. We now address the long-time geometrical properties of solutions
for the initial value problem with exponential growth:
(3.1) (eu)t = △u + λe
u in Q = Ω × (0,∞)
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posed in a strictly convex bounded domain Ω ⊂ Rn with
(3.2) u = 0 on Ω, u > 0in Ω
and inital data
(3.3) u(x, 0) = u0(x) ≤ ϕ(x)
where ϕ is the minimal solution of the Gelfand’s problem (GPλ).
In this section, we aim at providing the f -convexity of the minimal solution ϕ to the problem
(GPλ) which also satisfies the boundary condition (1.4), i.e., we want to show that
e−
1
2ϕ(x) : convex with respect to space variables.
If we try to show the f -convexity of ϕ in (GPλ), we can put v = e
− 12ϕ and replace ϕ by −2 log v in
the equation. Then
v△v − |∇v|2 −
λ
2
= 0.
By direct computation, we get
v△wαα + 2vα△vα − 2∇v · ∇vαα − 2∇vα∇vα = 0.
Unfortunately, there are many terms, for example △vα, which are out of control. We don’t even
have any information about vαα. Hence, infering the geometric properties of ϕ from the equation
(GPλ) directly is very hard. However, according to the arguments in Lee and Va´zquez’s paper,
[LV], the geometric properties of solutions to the nonlinear elliptic problem can be obtained by the
geometric properties of the solution to the corresponding problem with parabolic flow. To apply
their arguments to the Gelfand’s problem, we start by showing the relation between the solution
u of (3.1)-(3.3) and ϕ of (GPλ).
Lemma 3.1 (Approximation lemma). Let u(x, t) be a solution of (3.1) and let ϕ be the minimal solution
of (GPλ). Then, we have the following properties: For any sequence {tn}
∞
n=1
with tn → ∞, we have a
subsequence {tnk}
∞
k=1
such that
(3.4) lim
k→∞
|u(x, tnk) − ϕ(x)| → 0
uniformly in compact subset of Ω.
Proof. Define the functional F(φ) by
F(φ) = −
∫
Ω
(
1
2
φ△φ + λeφ
)
dx
and let g(t) = F(u(·, t)). Then a simple computation yields
(3.5) g′(t) = −λ
∫
Ω
eu(x,t) [ut(x, t)]
2 dx ≤ 0.
Uniformly ellipticity of the coefficients in (3.1) show that
∫
Ω
eu(x,t) dx is bounded for all t ≥ 0. Hence,
for some constantM > 0,
(3.6) g(t) > −M ∀t > 0.
Therefore, by (3.5) and (3.6), limt→∞ g(t) exists and g
′(t) → 0. Hence, for any sequence of times
{tn}
∞
n=1
, tn →∞, g
′(tn)→ 0.
Observe that the equation (3.1) is uniformly parabolic in Ω. Thus, by the comparison principle,
there exists a uniform constant C such that
(3.7) 0 ≤ u(x, t) ≤ ϕ(x) ≤ C.
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Moreover, by the Schauder estimates for parabolic equation [LSU], the sequence u(·, tn) is equi-
Ho¨lder continuous on every compact subset K of Ω. Hence, by the Ascoli Theorem, the sequence
{u(·, tn)} has a subsequence {u(·, tnk)} that converges to some function h uniformly on every compact
subset of K which is non-trivial. The readers can easily check the non-triviality of h.
Multiplying equation (3.1) by any test function η ∈ C∞
0
(Ω) and integrate in space. Then for each
tnk ,
(3.8) λ
∫
K
euutη dx =
∫
K
u△η dx + λ
∫
K
euη dx.
Since the absolute value of the left hand side of (3.8) is bounded above by
(3.9) λ
(∫
Ω
η2eu dx
) 1
2
(∫
Ω
eu (ut)
2 dx
) 1
2
and the second term of (3.9) has limit zero as tnk →∞, we get in the limit tnk →∞
0 =
∫
K
h△η dx + λ
∫
K
ehη dx,
which is weak formulation of the equation
(3.10) △h + λeh = 0 in K.
By the arbitrary choice of a compact subsetK inΩ, (3.10) holds inΩ. Therefore, h is a weak solution
of the Gelfand’s problem which is smaller than the minimal solution ϕ because of (3.7). Since ϕ is
the minimal solution of Gelfand’s problem, u(x, tnk) converges uniformly on every compact subset
of Ω to ϕ as tnk →∞ and the lemma follows. 
3.1. geometric property. We first establish some estimates for the solution u of (3.1) which plays
an important role for the geometric properties of solution u on the boundary.
Lemma 3.2. Let u ∈ C2 (Ω) × (0,∞)) be a solution of (3.1)-(3.3). Then, there exists a constant C > 0 such
that
|uτkν(x, t)| ≤ C|uν(x, t)|, ∀x ∈ ∂Ω (k = 1, · · · , n − 1)
where ν and τk are normal and tangential directions to ∂Ω at (x, t), respectively.
Proof. Without loss of generality, we may assume that x = 0 and outer normal direction eν = en.
For any 1 ≤ k ≤ n − 1, we consider the directional derivative
∂Tku = P(x) · ∇u,
(
P(x) = (p1(x), · · · , pn(x))
)
which is the same as a tangential derivative on the boundary ∂Ω. By the strictly convexity of
domain Ω, we can find the largest circle of radius R = Rk that touches the domain Ω from inside
at x = 0 in the plane generated by two directions eτk and eν. Note that the reciprocal of R lies on
between principle curvatures at x = 0. Moreover, (R − xn)uk + xkun is a tangential derivative on
the circle. Thus, the directional derivative ∂Tku can be expressed in the form
∂Tku(x, t) =
(
R − xn +O(|x|
2)
)
uk(x, t) +
(
xk +O(|x|
2)
)
un(x, t)
near the point x = 0.
For a constant 0 < ρ < 1 and a time t0 > 0, let Bρ = Bρ(0) be the ball of radius ρ centered at 0 and
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define the new functions h± and H± by
(3.11)
h± = ∂Tku ±
n−1∑
l=1
(
∂Tlu
)2
,
H± = η
2h± ± µx
2
n,
where η(x, t) =
(
ρ2 − |x|2
) (
t − t0 + ρ2
)
. Then, it can be easily checked that
(3.12) |H±(x, t)| ≤ −
µρ2
2
xn.
on
{
∂(Ω ∩ Bρ)
}
× [t0 − ρ2, t0] and
{
Ω ∩ Bρ
}
× {t = t0 − ρ2}
Let us now show that LH+ ≥ 0 and LH− ≤ 0 in Ω ∩ Bρ where L is defined by
L f = △ f + λeu f − ft.
By direct computation, we can find a constant ρ1 > 0 such that
n−1∑
l=1
∣∣∣∂Tlu∣∣∣2 ≥ R
2
4
n−1∑
l=1
|∇ul|
2 − C1
(
1 + |∇u|2
)
∀0 < ρ ≤ ρ1
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for some constant C1 > 0. Thus, we have, for some constant c > 0,
LH+ ≥ η
2 (△h+ + λe
uh+ − (h+)t) + 2h+
(
η△η + |∇η|2 − ηηt
)
+ 4η∇η · ∇h+ + 2µ
≥ 2η2
n−1∑
l=1
∣∣∣∇∂Tlu∣∣∣2
− cη2
[
1 + 2
(
R|∇x′u| + ρ|un|
) ] 
n−1∑
l=1
|∇u| + ρ

n∑
i=1
|uli| +
n−1∑
i=1
|uin| + |△x′u| + λe
u
+ |ut|



− λη2eu
(
R2|∇x′u|
2
+ 2Rρ|∇x′u||un| + ρ
2|un|
)
− 4n(n + 3)ρ6
(
R|∇x′u| + ρ|un| + R
2|∇x′u|
2
+ 2Rρ|∇x′u||un| + ρ
2|un|
2
)
− 16ρ3η
(
R|∇x′u| + ρ|un|
) n−1∑
l=1
∣∣∣∣∇ (∂Tlu)
∣∣∣∣
− 8ρ4η

n−1∑
i=1
|uni| + |△x′u| + λe
u
+ |ut|
 − 8Rρ3η
n−1∑
i=1
|uki| − 8ρ
3η|∇u| + 2µ
≥
η2
n−1∑
l=1
∣∣∣∇∂Tlu∣∣∣2 − 16ρ3η (R|∇x′u| + ρ|un|)
n−1∑
l=1
∣∣∣∣∇ (∂Tlu)
∣∣∣∣ + µ
2

+
R
2η2
8
n−1∑
l=1
|∇ul|
2 − 3cρη2
[
1 + 2
(
R|∇x′u| + ρ|un|
) ] n−1∑
l=1
|∇ul| +
µ
2

+
R
2η2
8
n−1∑
l=1
|∇ul|
2 − 8ρ3η
(
R + ρ
) n−1∑
l=1
|∇ul| +
µ
2

+
µ
2
− 2ρ6
[
K0 + K1ρ + K2ρ
2
+ K3ρ
3
+ K4ρ
4
]
where
K0 = 4n(n + 3)
(
R|∇x′u| + R
2|∇x′u|
2
)
K1 = 4 [n(n + 3) (|un| + 2R|∇x′u||un|) + 2|∇u|] ,
K2 =
C1
2
(
1 + |∇u|2
)
+ 4n(n + 3)|un|
2
+ λR2eu|∇x′u| + 8 (λe
u
+ |ut|) + c(n − 1)(1 + 2R|∇x′u|)|∇u|,
K3 = c(n − 1) [|un||∇u| + (1 + 2R|∇x′u|) (λe
u
+ |ut|)] + 2Rλρe
u|∇x′u||un|
and
K4 = c(n − 1)|un| (λe
u
+ |ut|) + λe
u|un|.
We now choose a constant ρ2 such that , ∀0 < ρ ≤ ρ2,
ρ|∇u|2 ≤ 1, 27
(
R|∇x′u| + ρ|un|
)2 < |un(0, t0)|,
36c2ρ4
R2
[
1 + 2
(
R|∇x′u| + ρ|un|
) ]2
≤ |un(0, t0)|, 2
8
(
1 +
ρ
R
)2
≤ 29
and
K0 + K1ρ + K2ρ
2
+ K3ρ
3
+ K4ρ
4 <
|un(0, t0)|
4
GEOMETRIC PROPERTIES OF GELFAND’S PROBLEMS WITH PARABOLIC APPROACH 11
in
{
Ω ∩ Bρ
}
× [t0 − ρ2, t0]. Thus, for 0 < ρ < min
{
ρ1, ρ2
}
,
(3.13) L (H+) ≥ 0 if µ ≥ max{|un(0, t0)|ρ6, 29ρ6} = 2C1|un(0, t0)|ρ
6.
Hence, by (3.12) and (3.13),
H+(x, t) ≤ −C1|un(0, t0)|ρ
8xn onΩ ∩ Bρ × (t0 − ρ2, t0].
This immediately implies that
h+(x, t) ≤ C1un(0, t0)xn in Ω ∩ B ρ
2
×
(
t0 −
ρ2
4 , t0
]
Similarly, we can also show that
h−(x, t) ≥ −C2un(0, t0)xn in Ω ∩ B ρ
2
×
(
t0 −
ρ2
4 , t0
]
for some constant C2 > 0. Therefore
−CRun(0, t0)xn ≤ v−(x, t) ≤ v+(x, t) ≤ CRun(0, t0)xn in Ω ∩ B ρ
2
×
(
t0 −
ρ2
4 , t0
]
.
for constant C = 1R max{C1,C2}. Taking the normal derivative ∂n at (0, t0), we obtain
|ukn(0, t0)| =
∣∣∣∣∣ (v+)n (0, t0)R
∣∣∣∣∣ ≤ C|un(0)|, ∀1 ≤ k ≤ n − 1
and the lemma follows. 
Next, coming to our subject, we have the following result about preservation of f- convexity,
which is easy but allows to present the basic technique. Our geometrical results will be derived
under the extra assumption thatΩ is strictly convex.
Lemma 3.3. LetΩ be a strictly convex bounded subset in Rn and assume that u is a solution of (3.1)-(3.3)
with the boundary condition (1.4). Let u = −2 logw. Then, for every t > 0, as x→ x0 ∈ ∂Ω
(3.14) wαα(x, t) =
1
2
e−
1
2u
(
1
2
u2α − uαα
)
≥ δ0 > 0, (α = eα ∈ R
n, and |eα| = 1)
for a uniform constant δ0 depending on ∂Ω.
Proof. By direct computation, we have
wαα(x, t) =
1
2
e−
1
2u
(
1
2
u2α − uαα
)
, on ∂Ω.
If eα = τ, a tangent direction at x0 to ∂Ω, then uα = 0. Hence, we need to estimate uαα. For this, we
use the fact that ∂Ω is strictly convex. Without loss of generality, we may assume that x0 = 0 and
the tangent plane is xn = 0. Wemay also assume that the boundary is given locally by the equation
xn = f (x
′), and x′ = (x1, · · · , xn−1). We introduce the change of variables
(3.15) x˜α = xα, x˜n = xn − f (x
′), g(x˜′, x˜n, t) = u(x
′, xn, t).
Then along tangent directions we have
uαα(x
′, xn, t) =gαα(x˜
′, x˜n, t) − 2gαx˜n (x˜
′, x˜n, t) fα(x
′)
+ gx˜nx˜n(x˜
′, x˜n, t)( fα(x
′))2 − gx˜n(x˜
′, x˜n, t) fαα(x
′).
Since fα(0) = 0 and fαα(0) are nonzeros along all tangent directions, we get
(3.16) uαα(0, 0, t) = −gx˜n(0, 0, t) fαα(0) = −uxn(0, 0, t) fαα(0).
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Since u is a solution to a parabolic equation with uniformly elliptic coefficients, by the Hopf’s
lemma for the classical partial differential equation, 0 < c0 ≤ |∇u|. Hence
uττ(x0, t) = −uν(x0, t) fττ(0) < 0
and
(3.17) wττ(x, t) =
1
2
e−
1
2u
(
1
2
u2τ − uττ
)
>
c0 fττ(0)
2
as x → x0 ∈ ∂Ω.
Let eα = ν. On ∂Ω
0 = λ (eu)t = △u + λe
u
= △u + λ.
Thus, we have
1
2
u2ν − uνν =
1
2
u2ν + λ +
n−1∑
i=1
uτiτi =
1
2
u2ν + λ + (n − 1)uνH(∂Ω) on ∂Ω,
where H(∂Ω) is the mean curvature of ∂Ω at x0. By the boundary condition (1.4), we can obtain
(3.18) wνν(x, t) =
1
2
e−
1
2u
(
1
2
u2ν − uνν
)
=
1
2
(
1
2
u2ν + λ + (n − 1)uνH(∂Ω)
)
> 0 on ∂Ω.
Finally, we check the case that the minimum of the second derivatives of w occurs along a
general direction eα at x0. Since the outer normal direction eν is vertical to the tangent plane, we
can express a general direction eα by
(3.19) eα = k1eατ + k2eν,
(
k21 + k
2
2 = 1
)
.
where eατ is a direction contained on the tangent plane to the graph of u at (0, t). Hence, the second
derivatives of w can be written in the form
wαα = k
2
2wνν + 2k1k2wατν + k
2
1wατατ
=
1
2
e
1
2u
[
k22
(
1
2
u2ν − uνν
)
+ 2k1k2
(
1
2
uατuν − uατν
)
+ k21
(
1
2
u2ατ − uατατ
)]
.
Thus, at x = x0, we have
(3.20) wαα =
1
2
e
1
2u
k
2
2
2
u2ν − k
2
2uνν − 2k1k2uατν − k
2
1uατατ
 .
By Lemma 3.2, there exists some constant C1 > 0 such that
(3.21)
∣∣∣uατν(0, t)∣∣∣ = ∣∣∣vατν(0, t)∣∣∣ ≤ C1 |vν(0, t)| = C2 |uν(0, t)|
Combining (3.21) with (3.20), we can get
wαα =
e−
1
2u
2
[
k22
(
1
2
u2ν + λ + (n − 1)H(∂Ω)uν
)
− C1k1k2|uν| + k
2
1 fατατuν
]
at x = x0.
Therefore, if u satisfies the boundary condition (1.4) for
K ≥
C2
1
4
∣∣∣ fατατ(0)∣∣∣ ,
then the result (3.14) holds for all eα ∈ R
n, (|eα| = 1) and the lemma follows. 
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Theorem 3.4. Let Ω be a convex bounded domain and let u0 ≥ 0 be a continuous and bounded initial
function which satisfies (3.3). Then, the solution u of (3.1)-(3.3) with the boundary condition (1.4) is
f -convex in the space variable for all t ≥ 0, i.e.,
(3.22) D2
(
e−
1
2u
)
≥ 0.
Proof. Let w = e−
1
2u Then, the new function w satisfies
(3.23) λwt = w
2△w − w|∇w|2 −
λ
2
w.
Hence,w is a solution to the equation (2.1) with ρ(w), ai j(∇w), b1(w), b2(w) and b3(w) being replaced
by w2, In, 0, −w and −
λ
2w respectively. Here, In is the n × n identity matrix.
Wenoware going to check that the condition I.1 and I.2 given in Section 2 hold for the coefficients
in the equation (3.23). It is trivial that
b1(w) = 0, b2(w) = −w, b3(w) = −
λ
2
w : convex.
In addition, by direct computation, it can be easily shown that
ρ′′ −
(ρ′)2
2ρ
= 2 −
4w2
2w2
= 2 − 2 = 0.
Hence, the equation (3.23) have the condition I and II. On the other hand, Lemma 3.3 tells us
that the solution of the equation (3.23) with zero boundary condition is convex on the boundary.
Therefore, by Lemma 2.1, it is also convex in the interior of domain Ω and the lemma follows. 
Corollary 3.5. IfΩ is convex, the theminimal stationary profileϕ(x) of u(x, t) is f -convex, i.e., D2
[
e−
1
2ϕ(x)
]
≥
0.
Proof. Take the initial data as before. By the asymptotic result, Lemma 3.1, we have uniform
convergence between ϕ(x) and u(x, t). Hence, the conclusion follows. 
Note that ϕ satisfies the equation
△ϕ + λeϕ = 0 in Ω.
Then w = f (ϕ)2 = e−ϕ satisfies
w△w −
∣∣∣∇w∣∣∣2 − λw = 0 in Ω.
It has the similar form to the equation in (3.12) of the paper [LV]. Hence, by an argument similar to
the proof of Lemma 3.6 in [LV], we have the following strictly f -convexity for theminimal solution
ϕ of Gelfand’s problem.
Lemma 3.6 (Strictly f -convexity). If Ω is smooth and strictly convex, then the minimal solution ϕ(x) is
strictly f -convex: there exists a constant c1 > 0 such that
D2 f (ϕ) = D2
(
e−
1
2ϕ
)
≥ c1I.
The constant c1 depends only on the shape of Ω.
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4. Boundary Condition for the Geometric Properties
Through the previous sections, we investigated the f -convexity of the minimal solution of
Gelfand’s problem, (GPλ), under the assumption that the minimal solution has the property (1.4)
which we call boundary condition. As mentioned before, if we have the boundary condition
removed from our setting, it is very difficult to get the f -convexity of theminimal solution of (GPλ)
on the boundary. Thus, we had no choice but to add the boundary condition (1.4) for the result.
However, the problem is that we couldn’t guarantee the existence of the minimal solution of (GPλ)
having the boundary condition (1.4). Therefore, we need to check whether it is possible to satisfy
conditions, (GPλ) and (1.4), simultaneously. Otherwise, it is meaningless to apply our geometric
results in physical models.
Before we finish this work, we will introduce the existence of solution to Gelfand’s problem
(GPλ) having the boundary condition (1.4) in this last section of the paper. We are now ready to
state and prove the main result in this section.
Lemma 4.1. Let Ω be a ball with radius r > 0, i.e., Ω = Br, and let λ∗(Br) be the extremal value of the
Gelfand’s problem (GPλ) in a ball Br. Then, there exists λ = λ(Br) with 0 < λ ≤ λ
∗(Br) such that
(4.1) G(ϕλ, λ,Br) > 0 ∀0 < λ < λ
where ϕλ is the minimal solution of the Gelfand’s problem inΩ = Br. Here, the constant λ is depending on
the radius r and, by scaling arguments, is equal to
λ(B1)
r2
, i.e., λ(Br) =
λ(B1)
r2
.
Proof. For the convenient, we assume in this proof thatBr = Br(0) a ball of radius rwhich is centered
at 0. For the minimal solution ϕλ, letMλ,r be such that
(4.2) Mλ,r =
∥∥∥ϕλ∥∥∥L∞(Br) .
Consider the scaled function
ϕ(x) = ϕλ(rx).
Then, ϕ is a function defined on the ball B1 and satisfies
△ϕ + λr2eϕ = 0 in B1.
Thus, by (4.2),
Mλr2,1 =
∥∥∥ϕ∥∥∥
L∞(B1)
=
∥∥∥ϕλ∥∥∥L∞(Br) =Mλ,r.
Note that the minimal solution ϕλ converges to 0 uniformly as λ → 0. Thus, we can choose a
constant λ1 > 0 such that
(4.3) eMλ,r <
n
n − 1
∀0 < λ < λ1.
Define the functions θλ, θλ : Br → R by θλ(x) =
λ
2n
(
r2 − |x|2
)
, θλ(x) =
λeMλ,r
2n
(
r2 − |x|2
)
, respectively.
Then, by a direct computation
△θλ(x) = −λ and △θλ(x) = −λe
Mλ,r .
Then, by the maximum principle for the super-harmonic function, we have
θλ ≤ ϕλ ≤ θλ in Br and θλ = ϕλ = θλ on ∂Br.
This immediately implies that
(4.4) −
λeMλ,rr
n
≤ ϕλ,ν ≤ −
λr
n
on ∂Br
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where ν is the outer normal vector at the boundary ∂Br.
Since the minimal solution ϕλ is unique and is defined in a ball, it is radially symmetric. Thus,
ϕλ,τiν = 0 on ∂Br ∀i = 1, · · · , n ⇒ K = 0
where τi, (i = 1, · · · , n), are tangential directions and K is the constant in the boundary condition
(1.4). Combining this with (1.4), we have
G(ϕλ, λ,Br) =
1
2
ϕ2λ,ν +
n − 1
r
ϕλ,ν + λ =
1
2
(
ϕ2λ,ν +
2(n − 1)
r
ϕλ,ν + 2λ
)
=:
1
2
G.
Observe that G can be referred to as a quadratic polynomial with respect to ϕλ. Suppose that
λ < (n−1)
2
2r2
. Then, G is strictly positive if
ϕλ,ν < −
n − 1
r
−
√
(n − 1)2
r2
− 2λ or −
n − 1
r
+
√
(n − 1)2
r2
− 2λ < ϕλ,ν < 0.
By (4.4), it suffices to show that there exists a constant λ > 0 such that
(4.5) −
n − 1
r
+
√
(n − 1)2
r2
− 2λ < −
λeMλ,rr
n
∀0 < λ < λ.
Simple computation gives us that
(4.6)
n − 1
r
−
λeMλ,rr
n
> 0 if λ < n(n−1)
eMλ,r r2
and, by (4.3),
(4.7)
(
n − 1
r
−
λeMλ,rr
n
)2
>
(n − 1)2
r2
− 2λ if λ < λ1.
Let’s define the constant λ > 0 by
λ = min
{
λ1,
(n − 1)2
2r2
,
n(n − 1)
eMλ,rr2
}
.
Then, by (4.6) and (4.7), (4.5) holds for 0 < λ < λ and the lemma follows. 
We give next the generalization of the previous lemma for a strictly convex bounded domainΩ
with smooth boundary. For x ∈ ∂Ω, we denote by
rΩ(x) = sup{r ∈ R : Br ⊂ Ω and Br ∩ ∂Ω = {x}} and rΩ = inf
x∈∂Ω
rΩ(x).
We also denote by
RΩ(x) = inf{R ∈ R : Ω ⊂ BR and BR ∩ ∂Ω = {x}} and RΩ = sup
x∈∂Ω
RΩ(x).
Then, we easily conclude that
H(∂Ω) ≤
1
rΩ
and
−
λeMλRΩ
n
≤ ϕλ ≤ −
λrΩ
n
on ∂Ω, Mλ =
∥∥∥ϕλ∥∥∥L∞(Ω)
16 SUNGHOON KIM AND KI-AHM LEE
for the minimal solution ϕλ of the Gelfand’s problem (GPλ). Moreover, by Lemma 3.2, Lemma
3.3 and Lemma 4.1, one can easily checked that the constant K in the boundary condition (1.4) is
closely related to the difference RΩ − rΩ and
K → 0 as |RΩ − rΩ| → 0
Hence, following the similar computation as in the proof of Lemma 4.1, we can easily extend the
results for the boundary condition on a ball to more general boundary setting.
We finish this work with stating the following result.
Theorem 4.2. Let Ω be a strictly convex bounded subset of Rn and let λ∗(Ω) be the extremal value of the
Gelfand’s problem (GPλ) in Ω. Then, there exists a constant λ with 0 < λ ≤ λ
∗(Ω) which is depending on
the difference |RΩ − rΩ| such that
G(ϕλ, λ,Ω) > 0 ∀0 < λ < λ
where ϕλ is the minimal solution of the Gelfand’s problem in Ω.
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