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ABSTRACT
Smart phones, gaming consoles, wireless routers are ubiq-
uitous; the increasing diﬀusion of such devices with lim-
ited resources, together with society’s unsatiated appetite
for new applications, pushes companies to miniaturize their
programs. Miniaturizing a program for a hand-held device
is a time-consuming task often requiring complex decisions.
Companies must accommodate conﬂicting constraints: cus-
tomers’ satisfaction may be in conﬂict with a device’s limited
storage and memory. This paper proposes a process, MoMS,
for the multi-objective miniaturization of software to help
developers miniaturize programs while satisfying multiple
conﬂicting constraints. The process directs: the elicitation
of customer pre-requirements, their mapping to program fea-
tures, and the selection of the features to port. We present
two case studies based on Pooka, an email client, and SIP
Communicator, an instant messenger, to demonstrate that
MoMS supports miniaturization and helps reduce eﬀort by
77%, on average, over a manual approach.
Categories and Subject Descriptors
D2.7 [Distribution, Maintenance, and Enhancement]:
Portability; Restructuring, reverse engineering, and reengi-
neering
General Terms
Management; Measurement
∗Blue text highlights the diﬀerence between this technical
report and the conference paper.
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1. INTRODUCTION
Society’s reliance and dependence on computers is nowhere
more obvious than in the ubiquity of hand-held devices. The
typical teenager will go no more than a few minutes per day
without touching either a cell phone, an MP3 player, a gam-
ing console, or all three (perhaps in the form of just one de-
vice). From texting to listening to music, this part of society
is literally “attached” to at least one hand-held device most
of the time. Society also relies heavily on “smart” devices:
wireless routers, GPS navigation systems, etc. with mini-
mal operating systems and limited storage/memory. While
smart phones and MP3 players have ample storage (e.g.,
iPhone 4 or Nokia N900 have over 30 GB of ﬂash disk and
256 MB of memory), routers or GPS navigation systems
have storage ranging between two and 64 MB, (e.g., the
Lynksys WRT54GS v2.0 router has 40 MB while the Garmin
eTrex Vista HCx hand-held GPS has 24 MB).
As many people also use desktop computers, either at
home or at work, it is not surprising that many programs
are ported to hand-held or other limited-resource devices.
Consumers demand more programs on desktop computers,
more features in newer versions of these programs, and more
similar programs for their hand-held devices. However, ﬁt-
ting “heavy” programs into such devices is a diﬃcult task
because it requires complex decisions to satisfy many con-
tradictory constraints [7]: the choice of the features to port
constrained by the storage space, memory size, computing
power, screen size, or network connectivity of the hand-held
devices. For example, Microsoft Oﬃce Mobile only provides
a limited set of features compared to its desktop version,
e.g., footnotes, endnotes, headers, footers, page breaks can
neither be displayed nor added in Word Mobile. Similarly,
Lynksys, Netgear, and D-Link routers can run miniaturized
versions of Linux (e.g., OpenWRT1) and “tiny versions of
many common UNIX utilities” (e.g., BusyBox2).
1http://openwrt.org/
2http://www.busybox.net/
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This paper presents MoMS, a novel process for the multi-
objective miniaturization of software. MoMS directs (1) the
elicitation of a set of pre-requirements (PRs) from multiple
customers, including program concepts and environment,
customer expectations, etc., (2) the consolidation of these
PRs, (3) the identiﬁcation of the implementation units corre-
sponding to each PR (if any) to obtain features [19], (4) the
identiﬁcation of the device properties required by features
and device constraints, (5) the selection of the features to
port through a multi-objective optimization and generation
of the miniaturized program.
The problem of selecting the (near) optimal set of fea-
tures with the objective of satisfying customers and some
resource constraints is a constrained multi-objective opti-
mization problem. Diﬀerent customers may require diﬀer-
ent features: a company might not satisfy one customer by
providing her the set of required features (while meeting
constraints imposed by the device) without dis-satisfying
other customers. Also, satisfying some customers’ PRs may
cause an increase of device resource usage by the program.
A project manager could painstakingly try to identify the
“best” set of features satisfying most of her customers but,
without an automated approach, she would never know if
she has truly chosen the best set of features.
The paper is organized as follows. Section 1.2 presents
a motivating example. Section 2 describes the steps of the
MoMS process. Section 3 presents a reference implemen-
tation of MoMS. Section 4 presents the case studies and
threats to their validity while Section 5 discusses the ad-
vantages and limitations of MoMS. Section 6 summarizes
related work. Section 7 concludes and describes future work.
1.1 Contributions and Organization
The contributions of this paper are:
1. A process (MoMS), described in Section 2, supporting
the selection of features to port to hand-held devices
for the ﬁrst time, as discussed in Section 6;
2. A reference implementation of MoMS, with state-of-
the-art techniques for PRs elicitation, dependency anal-
ysis, and multi-objective optimization; described in
Section 3;
3. Two case studies illustrating the MoMS process to
miniaturize two open-source programs, Pooka (an email
client) and SIP (an instant messenger); presented in
Section 4;
4. Discussions of the inﬂuences on the miniaturization
process of factors such as PR traceability and source
code quality; detailed in Section 5.
1.2 Motivating Example
Let us imagine a company, MobileMail, that wants to
miniaturize an email client, Pooka, to port it to some hand-
held devices with disk storage limitations. We assume that
MobileMail has determined that there is a market/demand
for such a product and that it has: (1) the source code of
Pooka, (2) access to customers who will provide PRs for
Pooka, and (3) quantiﬁed constraints of the hand-held de-
vices, for example their storage capacity.
Pre-requirement Elicitation: Not too surprisingly, Mobile-
Mail does not have a documented set of PRs for either the
Figure 1: MoMS Process in a Nutshell
desktop or hand-held version of Pooka. Consequently, Mo-
bileMail uses available tools to elicit the PRs from some of
its customers; e.g., using a survey. It also assigns a value to
each customer for later use in balancing their satisfaction.
Pre-requirement Consolidation: MobileMail then merges
these elicited PRs into a set of unique PRs, with an in-
dication of the number (and values) of the customers who
requested them. Also, MobileMail distinguishes compulsory
PRs, without which an email client would be of no interest,
e.g., sending and receiving emails, from optional ones.
Feature Identiﬁcation: Next, MobileMail determines what
classes in the Java source code of desktop Pooka must be
part of hand-held Pooka, i.e., what classes implement the
PRs. If no classes can be found, then the implementation-
less PRs are put aside as requests for enhancement. If some
classes can be found, then MobileMail performs dependency
analysis to identify all the classes implementing the PR, thus
identifying Pooka features.
Feature Property Analysis: Then, MobileMail experts as-
sociate to each feature their required property values, i.e.,
the storage space for the compiled classes and their related
libraries. They also identify the constraints imposed by the
hand-held devices, say a maximum storage capacity of 3 MB.
Selection of Feature Combinations: MobileMail now deter-
mines a set of features satisfying its customers as much as
possible within the constraints imposed by the hand-held
devices. It starts with the compulsory features and com-
pletes them with (near) optimal sets of optional features by
performing a multi-objective optimization. If more than one
combination of optional features is found, MobileMail uses
other criteria to select one combination: for example, one
customer could be more valued than others and her needs
are only met by one of the combinations. The result is a set
of features (and their related classes and libraries) compos-
ing hand-held Pooka.
2. MoMS
Figure 1 shows a high-level diagram of the MoMS minia-
turization process. It consists of ﬁve steps, which we now
describe providing their actors, their inputs/outputs, their
activities, and an example.
2.1 Pre-requirement Elicitation
Actors: Customers, project manager.
Output: Customers’ PRs, customers’ values.
Process: A project manager in charge of providing a minia-
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Figure 2: Excerpt of the results of a survey used
during PR elicitation
Figure 3: Excerpts of the screen shots of a consol-
idated PR for Pooka (left) and of a feature and its
corresponding Java classes (right)
turized version of a program collects a set of PRs for the
miniaturized program from (potential) customers, e.g., us-
ing a survey. She also assigns an importance value to each
customer, e.g., based on her company’s strategic plan.
Example: An example of collected PR for the Pooka email
client is: “it should have spam ﬁlter option” and an example
of a survey is shown in Figure 2.
2.2 Pre-requirement Consolidation
Actors: Program experts.
Input: Customers’ PRs.
Output: Groups of labeled PRs.
Process: Program experts use the following sub-process to:
merge similar PRs, distinguish functional from non-functional
PRs, and identify compulsory PRs.
1. Experts merge similar PRs.
2. Experts add a unique label to each grouped PR.
3. Experts manually tag grouped PRs as functional or
non-functional.
4. Experts distinguish compulsory PRs, which must be
ported, from optional ones, which may be ported.
For the sake of clarity and without loss of generality, we
only consider functional requirements in this work.
Example: Figure 3 shows a subset of the (optional) PRs
collected and consolidated for hand-held Pooka concerning
the presence of an anti-spam ﬁlter and the number of cus-
tomers requesting it. Program experts manually tagged Pre-
requirements such as PR (1) in Figure 2 (“it shall allow me
to send emails”) as compulsory for an email client like Pooka.
2.3 Feature Identiﬁcation
Actors: Program experts.
Input: Pre-requirements and program source code.
Output: Features traced to the source code.
Process: First, program experts trace PRs to implemen-
tation units in the source code, i.e., classes, methods, or
functions. Without loss of generality with respect to other
programming languages/paradigms, we consider only Java
classes in this work and the following sub-process:
1. Experts trace PRs to classes. Each traced PR corre-
sponds to a software feature.
2. Experts manually validate the features and their traces.
Second, experts associate each feature to the complete set
of classes (including other classes and libraries) implement-
ing this feature using dependency analysis.
Example: Figure 3 shows a feature and its related classes.
2.4 Feature Property Analysis
Actors: Program experts.
Input: Features, source code and executable of the program,
and any other source of relevant information.
Output: Properties required by the features of the program,
in terms of storage space, memory size, etc.
Process: Experts must assess the impact of each feature
(and its implementation) on the constraints imposed by the
hand-held devices. These constraints can include the device
storage property, its memory size, its screen size/resolution
(some features may just require too much of those), its pro-
cessor speed (some features may perform intensive computa-
tions), the characteristics of the Web browser used as client
for the program (which may not support plug-ins), and so
on. Experts can determine the values of some feature prop-
erties, e.g., the storage property, by analyzing the size of the
corresponding Java class ﬁles. For other properties, such as
memory occupation, experts may have to resort to a manual
process, e.g., analyzing both source code and documentation
as well as proﬁling the program.
Example: Program experts measure feature’s disk occupa-
tion as the sizes of the corresponding class ﬁles (and libraries,
possibly). Pooka compulsory features of sending/receiving
emails require 2, 130, 533 bytes.
2.5 Selection of Feature Combinations
Actors: Program experts.
Input: Properties of the features, constraints of the devices,
customers’ values, source code of the program.
Output: A miniaturized program.
Process: Experts determine that the program satisﬁes a set
of L customers, C ≡ {c1, c2, . . . , cL}. The program must
implement a set of compulsory features ComF , identiﬁed by
the experts from among the customers’ PRs. In addition,
each customer requires a set Fi ≡ {fi,1, . . . , fi,Ni} of Ni
optional features that the hand-held version of the program
must implement. OF is the set of all Fis:
OF ≡
⋃
Fi.
A possible miniaturized program can implement F ′ op-
tional features, where F ′ ⊆ OF . In theory, there exist 2|OF |
possible sets F ′. However, only some of these sets of features
meet the constraints imposed by the hand-held devices on
their properties (e.g., the size of the Java class ﬁles) with an
acceptable level of customer satisfaction.
The project manager ranks customers according to their
value, vali, to her project and her company, where 1 ≤
vali ≤ Vmax and Vmax is a maximum value:
V al ≡ {val1, val2, . . . , valL}.
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Then, she deﬁnes a Customer Satisfaction Rate (CSR),
to measure her customers’ satisfaction level, as:
CSR(F ′) =
∑L
i=1
|Fi
⋂
F ′|
|Fi| × valiVmax
L
that is the average proportion of customers’ requested fea-
tures that the combination F ′ contains, weighted by the
customers’ relative value.
The porting requires dealing with a set of property values
P ⊂ RK concerning the device usage, such as disk occu-
pation, and with a set of constraints HC ≡ {hc1, . . . hcK},
each of them imposing a set/interval hcj of acceptable values
on the corresponding property values. The program is com-
posed of M implementation units IU ≡ {iu1, iu2, . . . , iuM}.
Function Impl is a continuous function that takes as input
a set of features and returns the corresponding implementa-
tion units. Function Prop returns the set of property values
of a program:
Prop : IU ′ → P
We deﬁne a miniaturized program as:
IU ′ = Impl(F ′∪ComF ) =
(⋃
Impl(f ′i,j)
)
∪ Impl(ComF )
i.e., the implementation of the selected optional features F ′
and of the compulsory features ComF .
Consequently, the project manager can obtain all (near)
optimal combinations of the features of the program by re-
solving the problem:
min
F ′∈2OF
(−CSR(F ′), P rop(Impl(F ′ ∪ ComF )))
such that ∀pi | Prop(Impl(F ′ ∪ ComF ))) =
[p1, . . . , pi, . . . , pK ] : pi ∈ hci.
of which solutions are miniaturized programs, implementing
subsets of the features of the original program, so that each:
• satisﬁes the constraints HC ≡ {hc1, . . . hck};
• maximizes customers’ satisfaction CSR(F ′), i.e., min-
imizes their dissatisfaction, −CSR(F ′); and
• minimizes a given set of property values Prop(Impl(F ′∪
ComF )), e.g., reduces as much as possible the disk oc-
cupation of the miniaturized program.
Finally, the project manager chooses one of the solutions
to build a compilable version of the miniaturized program
by combining the classes and libraries of the features in the
selected combination.
Example: Figure 4 shows a Pareto front built for Pooka that
solves the previous problem with a disk storage constraint
of 3 MB. The origin of the y-axis of the graph is the size
of the compulsory features ComF . A Pareto front includes
non-dominated solutions, i.e., two solutions cannot be found
such that one solution is better than the other for both ob-
jectives represented on the x- and y-axis, customers’ satis-
faction and program size in our case. Solution B describes a
miniaturized version of Pooka with CSR = 0.50, including
19 features, for a program size of 2, 975, 249 bytes.
3. IMPLEMENTATION
Figure 4: Pareto fronts of Pooka under diﬀerent as-
sumptions (discussed in Section 5). The two hori-
zontal lines constrain the program size
Figure 5: Excerpt of a survey for PR elicitation
We use state-of-the-art techniques to build a reference im-
plementation of MoMS, without loss of generality with re-
spect to other existing techniques. We support some of the
steps with a novel tool, FacTrace3, for PR management.
3.1 Pre-requirement Elicitation
We collect PRs from potential customers using the sur-
vey feature of FacTrace. FacTrace lets project managers
create surveys for their customers using an embedded im-
plementation of LimeSurvey. Figure 5 shows an excerpt of
the FacTrace survey used to collect PRs for an email client.
3.2 Pre-requirement Consolidation
We used Prereqir [19] to perform PR consolidation. Pre-
reqir begins by representing PRs as vectors of weighted words,
using a common sub-process that includes tokenizing, stop
word removing, stemming, weighting of the obtained words
through tf -idf indexing [16], and applying an agglomerative
nesting clustering algorithm (Agnes [23]). We manually dis-
tinguish functional/non-functional and compulsory/optional
PRs:
To perform clustering, FacTrace represents PRs in a sim-
ilarity matrix sm, in which cell smi,j indicates the cosine
3http://www.ptidej.net/research/factrace
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Figure 6: Excerpt of the screen shot of a PR con-
solidation tool
Figure 7: Excerpt of the screen shot of a PR trace-
ability validation tool
similarity between PR i and PR j. Then, it clusters PRs
using an agglomerative nesting clustering algorithm, Agnes,
which can be called directly from FacTrace to produce clus-
tered PRs. Agnes takes the sm matrix as input and gen-
erates clusters of similar PRs. It starts by creating sin-
gleton clusters and then keeps merging the closest clusters.
The stopping criterion described in Prereqir [19] is used to
establish a threshold, which indicates the cut-point of the
dendrogram built by Agnes. Finally, once PR are clustered,
experts assign labels that represent whole clusters or select
any PR that represents whole cluster. Figure 6 shows the
user-interface provided by FacTrace to experts to label clus-
tered PRs, ﬁx erroneous clusters, and tag clusters.
3.3 Feature Identiﬁcation
We reuse an approach based on information retrieval to
trace PRs to the source code [1]. The approach has been
implemented in the FacTrace Tool. First, using an identiﬁer
splitter [31], we collect the identiﬁers from the source code.
These identiﬁers are split and abbreviations are expanded
automatically.
Second, each clustered PR is compared against the term
vectors representing each class in the source code using VSM
cosine similarity. We again use FacTrace to assess each
traced cluster. Figure 7 shows an excerpt of the user-interface
provided by FacTrace to validate the traceability links be-
tween a PR and some classes.
We perform the dependency analysis using our previous
tool, AURA [32], to ensure that each feature is traced to all
classes and libraries implementing it. AURA traces depen-
dencies at the method-level (and hence at the class-level).
The traced PRs are features required by some customers to
be ported to the hand-held devices.
3.4 Feature Property Analysis
For the sake of illustration, we only consider one property
for each feature: its disk space occupation. (We only count
the sizes of classes used by multiple features in a miniatur-
ized program once.)
3.5 Selection of Feature Combinations
We support the last step of MoMS by representing so-
lutions of our multi-objective optimization problem [29] as
bit-vectors
→
xi = {xi,1, . . . , xi,|OF |} ∈ {0, 1}, where xi,j in-
dicates if feature fj ∈ OF is included in the combination
of features represented by the solution
→
xi: xi,j = 1 if it is
included, 0 otherwise.
Let
→
x be a solution to our problem, i.e., a feature combi-
nation, and Sel a function converting a bit-vector
→
x into the
corresponding set of features F ′, then we deﬁne CDR (Cus-
tomer Dissatisfaction Ratio) and BCS (Byte Code Size) as:
CDR(
→
x) = −CSR(Sel(→x))
BCS(
→
x) = Bytecode Size of Impl(Sel(
→
x) ∪ ComF )
i.e., BCS(
→
x) is the additional bytecode (with respect to
compulsory features) required by the features in
→
x .
The problem objective is to ﬁnd a set X of solutions
→
x ,
whose elements are Pareto-optimal, i.e., ∀→y ∈ X,→y 
= →x :
(CDR(
→
x) < CDR(
→
y ) ∧BCS(→x) ≤ BCS(→y ))
∨ (CDR(→x) ≤ CDR(→y ) ∧BCS(→x) < BCS(→y )).
All Pareto-optimal
→
x constitute the Pareto front. We use
the Non-dominated Sorting Generic Algorithm II (NSGA-II)
[10] and its JMetal4 implementation, in which we use X as
a set of chromosomes. NSGA-II evolves the initial popula-
tion of randomly-generated solutions through a polynomial
mutation operator [11] and a simulated binary crossover op-
erator [9]. A binary tournament selection operator selects
the solution candidate for reproduction. The two ﬁtness
functions (to be minimized) are CDR(
→
x) and BCS(
→
x).
4. CASE STUDIES
We now introduce two case studies whose goal is to inves-
tigate the usefulness of MoMS in miniaturizing programs.
The quality focus is the balance between customers’ satisfac-
tion and the disk occupation of the miniaturized programs
as well as the eﬃciency of MoMS wrt. a manual miniatur-
ization process. The perspective is that of a project man-
ager who wants to miniaturize two programs for some hand-
held devices and of researchers who want to understand the
(dis)advantages of combining state-of-the-art techniques to
address the problem of software miniaturization.
The context concerns the miniaturization of two open source
programs, the Pooka email client and the SIP Communicator
instant messenger. The two programs belong to two diﬀer-
ent domains and gathering PRs for such programs is possible
by surveying potential customers possessing little technical
background. This context does not reduce the applicability
of MoMS to other kinds of programs.
4http://jmetal.sourceforge.net/
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Table 1: Statistics describing Pooka and SIP
Pooka SIP
Version 2.0 1.0
Number of Classes 298 1,771
Number of Methods 20,868 31,502
Source Code Sizes
244,870 LOCs 486,966 LOCs
5.39 MB 27.3 MB
Binary Sizes
Java Only 2.91 MB 11.1 MB
With Libs 4.1 MB 14.3 MB
Imposed Size Constraint 3 MB 6 MB
Pooka5 is an email client written in Java using the Java-
Mail API. It supports email through the IMAP and POP3
protocols. Outgoing emails are sent using SMTP. It sup-
ports folder search, ﬁlters, context-sensitive colors, etc. It
also supports diﬀerent user interfaces, in particular Eudora-
and Outlook-like interfaces. It partially implements an ad-
dress book.
SIP6 is an audio/video Internet phone and instant messen-
ger that supports some of the most popular instant messag-
ing and telephony protocols, such as SIP, Jabber, AIM/ICQ,
MSN, Yahoo! Messenger, Bonjour, IRC, RSS. It is based on
the OSGi7 architecture and its Apache Felix8 implementa-
tion. SIP is LGPL9.
We chose them because we could readily ask our colleagues
and students to act as customers of such programs, when
compared to, e.g., routers, which are mostly perceived as
“black boxes” even by most computer scientists. Table 1
provides some general descriptive statistics for the two pro-
grams and the disk occupation constraints that we suppose
the programs must meet: 3 MB and 6 MB for Pooka and
SIP. We used Pooka to motivate our work in Section 1.2
and to illustrate the MoMS process and its implementation
in Sections 2 and 3. For the sake of completeness and of
the discussions of the diﬀerences between applying MoMS
on Pooka and SIP, we provide further results on Pooka.
The research questions are:
• RQ1: Does the MoMS process and its reference imple-
mentation allow one to obtain compilable miniaturized
programs balancing customers’ satisfaction and con-
straints imposed by some hand-held devices?
• RQ2: How much time does the MoMS process save a
project manager and her program experts during pro-
gram miniaturization when compared to performing
the miniaturization process entirely manually?
We address RQ1 by measuring and optimizing two diﬀer-
ent dependent variables: customer satisfaction (see Section
2.5) and the sizes of the ported programs. We study how
MoMS allows one to select a subset of features that, on the
one hand, satisﬁes customers and, on the other hand, meets
device constraints with reduced disk occupation.
We address RQ2 by comparing the time needed to per-
form the porting activities when applying our reference im-
plementation of MoMS with the time needed to perform the
5http://www.suberic.net/pooka/
6http://sip-communicator.org/
7http://www.osgi.org
8http://felix.apache.org
9http://www.gnu.org/licenses/lgpl.html
activities manually. We report the average manual and au-
tomatic completion times for each step of the process. All
but the fourth and sixth authors acted as experts and per-
formed each step together manually, using only simple tools
usually available to project managers and developers, such
as Microsoft Windows Search and Excel.
All data is available on-line at http://www.ptidej.net/
downloads/experiments/icse11/.
4.1 Pre-requirement Elicitation
We conducted an online survey to gather PRs for an email
client and an instant messenger using FacTrace. We sent 350
invitations to 250 computer science professors/researchers
and 100 students. Of the 350 recipients, 151 responded, of
which 73 completed the entire survey.
Among the 73 respondents, there were 28 females and 45
males. Statistics analysis of participants and their back-
ground revealed some interesting observations: 45.21% were
students, 28.7% researchers, and 26.02% industry-related
people; 22.6% had no experience whereas 75.34% had one
year or more of experience; 70.08% and 80.82% do not ac-
tively contribute to the development of an email client and–
or an instant messenger, respectively; 71.23% and 72.60%
have experience with Java and C programming, respectively.
The majority of the respondents, 72.60%, use Microsoft Win-
dows. Surprisingly, respectively 22 (9.59%) and 7 (6.85%)
respondents do not use either an email client or an instant
messenger. We excluded these respondents from our analy-
sis due to their lack of expertise. The remaining 59 and 66
respondents spent an average of 10 and 9 minutes to write
PRs for the email client and instant messenger, respectively.
Average completion time of the survey is 20 minutes. The
respondents wrote 599 and 639 PRs for the email client and
instant messenger, respectively.
In our case studies, to minimize the impact of customer
value on subsequent steps, we chose to randomly divide the
customers into 7 groups and randomly assigned them a value
on a 7-point Likert scale.
Manual Time: Project managers have access to Web surveys
to collect PRs. Our survey took ∼ 17 and ∼ 20 hours to set
up and design for an email client and an instant messenger.
Automatic Time: With MoMS, we did not save time during
this step with respect to a manual approach because we
essentially use a similar survey.
4.2 Pre-requirement Consolidation
Approaches for PR consolidation usually rely on cluster-
ing techniques [17, 19]. We clustered the 599 email client
and 639 instant messenger PRs using FacTrace, which calls
Agnes and displays the obtained clusters for their analysis
and the identiﬁcation of a cut-oﬀ threshold. The best thresh-
olds were 41% and 46% in our case studies, below which
Agnes mixed diﬀerent PRs. We thus recovered 221 and 235
clusters for an email client and an instance messenger.
We used FacTrace to manually tag PRs as functional/non-
functional and compulsory/optional and to label each clus-
ter. There were 93 functional, 25 non-functional, and 6
spurious PRs for the email client; 82 functional, 20 non-
functional, and 9 spurious PRs for the instant messenger.
Manual Time: A manual clustering and tagging/labeling of
the PRs took us all ∼ 9 hours each for the email client and
the instance messenger.
Automatic Time: It took ∼ 6 and ∼ 8 hours to generate,
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analyze, and manually validate clusters for the email client
and the instance messenger.
4.3 Feature Identiﬁcation
To evaluate the performance of the feature identiﬁcation
implemented in MoMS in terms of precision and recall [16]
as well as to gain insight about the time required for this
step, we manually created an oracle of features for Pooka
(our email client) and SIP (our instant messenger): we split
the 93 and 82 functional PRs for Pooka and SIP into three
batches and three authors built and voted on each other’s
traced features. We created 318 feature traces leading to
41 features and 830 feature traces leading to 51 features for
Pooka and SIP.
In parallel, we applied our automated approach to feature
identiﬁcation and recovered 128 traces (30 features) and 363
traces (36 features) for Pooka and SIP. Using the feature
validation interface of FacTrace, we manually discarded false
traces and created missed traces.
We then compared the automated and the manually re-
covered traces: the automated approach recovered 40% and
44% correct feature traces for Pooka and SIP, i.e., 128 and
363 traces, with a precision of 7%. We chose a cut-oﬀ thresh-
old of 39% and 42% for Pooka and SIP to balance precision
and recall and obtained 28 and 34 features. We favored recall
over precision because we preferred to associate more classes
to each feature and thus have a compilable implementation,
rather than associate less classes with a feature and miss
some important classes. Missing classes are not found by
the dependency analysis, because if a class is missed, then
no dependency may lead to it.
We performed dependency analysis using AURA [32], which
yields the minimum, average, and maximum number of classes
per feature of 7, 143, and 405 for Pooka and 12, 344, and 863
for SIP. These values show that some features require more
classes than others, but never the entire program: the classes
of the two programs are not fully coupled and thus various
combinations of features would lead to diﬀerent miniaturized
versions of the programs.
Manual Time: We took ∼ 135 and ∼ 171 hours to recover
the 318 and 830 feature traces for Pooka and SIP.
Automatic Time: It took us ∼ 21 and ∼ 30 hours to gen-
erate and to manually validate the feature traces and corre-
sponding features for Pooka and SIP.
4.4 Feature Property Analysis
This step is straightforward in the context of our case
studies. We sum the sizes of the class ﬁles corresponding
to the classes participating in the implementation of each
feature to measure the storage required by the features. We
use this measure because it is simple yet does not lessen the
generality of our process. The minimum, average, and max-
imum size of class ﬁles per feature are 2,449 bytes, 765,039
bytes, and 1,791,848 bytes, for Pooka, and 30,466 bytes,
1,204,657 bytes, and 2,840,149 bytes for SIP. We chose the
features “it shall allow me to send emails” and “it shall allow
me to receive emails” for Pooka and corresponding PRs for
SIP (related to sending and receiving instant messages) as
compulsory features, whose sizes are respectively 2, 130, 533
and 3, 265, 635 bytes.
Manual Time: The time required by this step depends on
the chosen properties: disk storage only requires summing
the sizes of class ﬁles, i.e., a negligible amount of time.
Figure 8: Pareto Fronts of SIP
Automatic Time: Summing class ﬁle sizes can be done easily
with existing tools, for example TreeSize10, at no cost.
4.5 Selection of Feature Combinations
We applied NSGA-II to the optional features and their
related classes and computed various Pareto fronts with mu-
tation probability of 4%, crossover probability of 90%, pop-
ulation size of 100, and evaluation number of 25,000 (the
default values of JMetal NSGA-II). We ensured that larger
iteration numbers did not yield better solutions.
Project managers and program experts beneﬁt from these
Pareto fronts that assist them to immediately select com-
binations of features that satisfy customers’ PRs and the
constraints of the hand-held devices. The combinations on
the Pareto front include, on average, 14 features for Pooka
and 17 for SIP. Without considering the constraints on BCS,
the sizes of the miniaturized Pooka and SIP with external
libraries vary from 2,131,397 to 3,430,686 bytes and from
3,387,158 to 7,149,752 bytes, respectively, i.e., when satisfy-
ing the minimum and maximum number of customers.
Figure 4 shows the Pareto front for Pooka, when taking
into account libraries. Its y-axis origin is the BCS of the
compulsory features in Pooka. It comprises two increasing
regions connected by one relatively ﬂat region. Combina-
tions belonging to this ﬂat region can satisfy more customers
with a small increase of BCS than those in the steep regions:
50% increase of CSR (from 0.23 to 0.32) only costs 0.4% in-
crease of BCS (from 2,595,844 to 2,607,052 bytes).
As shown in the upper part of Table 2, Solution B is
the closest to the intersecting point of the Pareto front and
the constraint on BCS. It is the most interesting solution
for a project manager, because it provides the highest CSR
with an acceptable BCS. Solution A and the others below
B are also acceptable because their BCS is smaller than the
constraint, although these solutions satisfy less customers.
Solution C is ruled out, because its BCS violates the given
size constraint.
Figure 8 shows the Pareto front of SIP (including libraries).
Its y-axis origin is the BCS of the compulsory features in SIP.
This front does not have an evident ﬂat part when compared
to Pooka. Thus, a project manager can choose Solution B,
10http://www.jam-software.com/treesize_free/
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Table 2: Example solutions for Pooka and SIP. These sets of features would complete the set of compulsory
features in the miniaturized programs
Programs Solutions Characteristics
Pooka
Solution A
(Acceptable)
CSR Customers BCS (in bytes) Features
0.21 43/59 2,518,099 < 3,000,000 15/30
It shall have wide range of formatting options for composing emails
It shall allow choosing the protocol POP or IMAP and specify their settings
The system shall allow email to be sorted by sender date received size or thread
Solution B
(Best)
CSR Customers BCS (in bytes) Features
0.50 51/59 2,975,249 < 3,000,000 19/30
Print emails with printer
Auto save of uncompleted messages
It should have spam ﬁlter option
Solution C
(Unacceptable)
CSR Customers BCS (in bytes) Features
0.56 51/59 3,269,939 > 3,000,000 23/30
Create directories to store emails
It should be possible to deﬁne email ﬁlters
Auto completion of email address from global address list ( or ldap server ) and contact list
SIP
Solution A
(Acceptable)
CSR Customers BCS (in bytes) Features
0.20 28/66 3,617,152 < 6,000,000 10/36
It shall support communication over secure protocol (ssh)
Inclusion of fonts (change color, text style and size) and smilies for text chatting
SMS facility on mobile or phones from chatting
Solution B
(Best)
CSR Customers BCS (in bytes) Features
0.49 43/66 5,998,796 < 6,000,000 23/36
The system shall allow the display of a contact public information
The system shall allow to receive instant message from other connected and approved users
Create and manage discussions chat rooms
Solution C
(Unacceptable)
CSR Customers BCS (in bytes) Features
0.56 48/66 6,285,599 > 6,000,000 31/36
Integration with a OS to open URL
Send chat invitation to a contact
The system shall allow to receive instant message from other connected and approved users
which is closest to the constraint and achieves the best CSR.
The bottom part of Table 2 describes three possible solutions
for SIP. The project manager can use any solution to build a
compilable version of the miniaturized program by putting
together the corresponding classes.
Manual Time: To obtain such combinations of features man-
ually, it took us ∼ 42 and ∼ 53 hours for Pooka and SIP.
Automatic Time: Execution time is less than 15 minutes on
a laptop with an Intel Duo 1.5 GHz processor and 4 GB of
memory, running Microsoft Windows XP.
4.6 Answers to the Research Questions
To conclude the case studies, we can answer the two re-
search questions as follows:
• RQ1: We answer this question positively. We showed
that MoMS results in combinations of features that
balance customers’ satisfaction and device resource oc-
cupation, satisfying constraints imposed by the de-
vice itself. Depending on her needs, the manager can
choose combinations favoring customer satisfaction or
combinations favoring device resource usage. These
combinations are by construction compilable because
they include, for each feature, the set of all classes im-
plementing the feature.
• RQ2: We also answer this question positively.
It took 17 + 9 + 135 + 0 + 41 = 202 hours and 20 +
9+ 171+ 0+ 53 = 253 hours to manually perform the
miniaturization of Pooka and SIP, respectively.
With MoMS and its reference implementation, it took
17+ 6+21+0+0.25 = 44.25 hours and 20+ 8+30+
0+ 0.25 = 58.25 hours to perform the miniaturization
of Pooka and SIP.
Overall, we saved 177 hours of work, i.e., 77%, us-
ing MoMS. Moreover, MoMS describes systematically
for the ﬁrst time the steps for miniaturizing programs,
thus further saving time for the project managers who
would have, without it, had to progress haphazardly
and build their own process.
4.7 Threats to Validity
Threats to construct validity can be due to imprecision in
the measurements performed in the study. The degree of
imprecision of the automatic feature location approach was
quantiﬁed by means of a manual evaluation of the precision
and recall of the approach. For tasks such as PR consoli-
dation, the clusters were manually labeled and assessed by
three authors. Also, we made sure that each combination
produced by the optimization correctly compiles.
There is a single group threat to internal validity. Wemin-
imized this threat by examining the amount of eﬀort saved
for a project manager and program experts at various steps
of the process, e.g., during feature identiﬁcation. Fatigue ef-
fect could aﬀect the measurement of time needed to perform
the tasks manually; we limited such a threat by performing
the diﬀerent MoMS tasks on diﬀerent days but we cannot
guarantee that repeating the process multiple times would
give the same results.
Threats to external validity concern the generalization of
our answers. We cannot claim that MoMS would be ef-
fective in the same way on all programs and properties. We
applied MoMS to two diﬀerent programs belonging to diﬀer-
ent domains. Programs having diﬀerent characteristics, e.g.,
commercial programs, programs from diﬀerent domains, and
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diﬀerent languages, could lead to diﬀerent results. Similarly,
diﬀerent results could be achieved using requirements vali-
dated by project managers instead of PRs, although PRs are
more realistic when one wants to perform a porting based on
customers’ requests. The only device property considered in
our case studies was disk occupation. It would be desirable
to perform further studies with diﬀerent sets of properties.
Besides other threats concerning RQ2, the eﬀort required
for miniaturization is also aﬀected by threats to external va-
lidity as developers/experts with diﬀerent skills, knowledge
of the programs, and of MoMS would perform diﬀerently.
5. DISCUSSION
We now discuss the impact of various factors on the minia-
turization process and outline issues not addressed by MoMS
when porting programs.
5.1 Factors Impacting MoMS
Desktop vs. Hand-held Pre-requirements: We also col-
lected PRs concerning the desktop version of the program
to port to hand-held devices and not PRs dedicated to the
hand-held devices. This was done because customers may
not be aware of the constraints imposed by hand-held de-
vices nor of the properties of such devices. Therefore, we
suggest that one resort to more general PRs. However, we
could also collect PRs speciﬁc to some hand-held devices,
but these may lead to less features if they are too special-
ized wrt. the desktop program.
Similarity among Pre-requirements and Source-code Arti-
facts: Manual validation may be infeasible for large pro-
grams with hundreds of PRs and thousands of classes. Con-
sequently, we favor high recall to obtain a hand-held ver-
sion of a program that may be bigger than required but
that is compilable. Favoring precision over recall would lead
to hand-held programs with just the minimum number of
classes – but some classes could be missing. Dependency
analysis could be used to recover these missing classes. But,
if a class central to a feature is missed, no dependency anal-
ysis may be able to retrieve it.
In our reference implementation of MoMS, we use natural-
language processing techniques to consolidate PRs and to
trace PRs to source code. We thus assume that there is
some textual similarity between the words in the PRs and
the identiﬁers in the source code. This assumption is at
the heart of most techniques in PR engineering, so it is not
directly a threat to our process. Moreover, in the three
ﬁrst steps, we include sub-steps of manual validation by the
project manager and program experts to ascertain that each
feature is traced to the corresponding implementation units
with perfect recall, even at the expense of precision.
Code Coupling: Class coupling [8] impacts the results of
MoMS. A high coupling means that the sizes of the feature
combinations will increase quickly as new features are added
to satisfy more customers, because each new feature will
bring many new classes. After a certain CSR value, the
increase in size will slow down dramatically because most of
the classes are already present in the combinations. On the
contrary, a low coupling means that the sizes of the feature
combinations will increase slowly but ﬁnally rise quickly as
more features are included to satisfy more customers.
Figures 4 and 8 show that coupling impacts the results
of the optimization sub-process. While the Pooka Pareto
fronts have a ﬂat region, those of SIP do not. This can
Figure 9: Pareto fronts of synthetic Pooka
be explained by the diﬀerent coupling that Pooka and SIP
exhibit. Pooka has a CBO = 324 (1.08 per classes), SIP
has a CBO = 2, 186 (1.23 per classes). Pooka and SIP
cohesions are similar with LCOM5 = 0.612 and LCOM5 =
0.626. The coupling of Pooka is smaller than that of SIP,
thus its features are more independent from one another
than those in SIP, which explains the ﬂat portion of the
Pooka Pareto fronts, composed of diﬀerent combinations of
relatively-independent features.
We evaluate the impact of coupling on the miniaturization
process by introducing artiﬁcial (synthetic) coupling among
classes in Pooka and SIP, and evaluating the inﬂuence of dif-
ferent levels of coupling on the sizes of the resulting hand-
held versions. This is done by removing the existing depen-
dencies and adding an artiﬁcial dependency between each
class and a set of randomly selected classes. We vary the
coupling percentage to study its inﬂuence. We do not dis-
tinguish compulsory and optional feature sets so that only
one parameter varies: the overall program coupling.
Figure 9 shows the Pareto fronts obtained for Pooka when
changing its coupling between classes from 0%, 1%, 5%,
10%, 20%, to 40%. As expected, the acuteness of the slopes
of the Pareto fronts change. The front becomes a single point
for a 40% coupling, which indicates that no matter what
combinations of feature the project manager chooses, they
require all the classes of the program. The results for the
SIP synthetic data are similar to those obtained for Pooka,
although the Pareto front becomes a single point when the
coupling between classes reaches 20%, as shown in Figure 10,
conﬁrming the impact of coupling on the results of MoMS.
Third-party Libraries: We computed two Pareto fronts per
program, one including third-party libraries, and one exclud-
ing them. When including external libraries, we assumed
that the miniaturized programs are statically linked to all
the necessary libraries and ask for nothing but a bare op-
erating system and a Java Virtual Machine (JVM). When
excluding the libraries, we assume that the hand-held de-
vices allow the sharing of libraries among Java programs.
Figure 4 shows that the Pareto front of Pooka excluding
external libraries (labeled “Java Only”) has a similar shape
as that with external libraries. The major diﬀerence between
them is that the BCS of the former increases slower than that
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Figure 10: Pareto fronts of synthetic SIP
of the latter, because the former involves less bytecode per
feature. Similarly, Figure 8 shows that the Pareto front of
SIP excluding external libraries has no obvious diﬀerences
from the one with external libraries, but again with smaller
BCS. The jump around CSR = 0.55 on the right side indi-
cates the presence of features with relatively large BCS, but
not requiring external libraries. We conclude that external
libraries do not essentially impact the results of MoMS.
5.2 Issues not Addressed by MoMS
MoMS aims at selecting features of a program to be ported
to a hand-held device. Yet, other issues must be considered
even though they are out of the scope of this work.
Dead Code and Code Clones: As highlighted in previous
work [12], miniaturizing a program might require removal of
dead code, clones, and unnecessary libraries. The approach
proposed in this paper intrinsically removes dead code, as it
only considers for the porting the code required to execute
the selected features. Although, we performed the miniatur-
ization at the class level, we could further reduce the space
required by the program by removing unnecessary methods
(if any). Clone refactoring is also possible [4].
Unavailable/Diﬀerent APIs: We assumed that the hand-
held devices targeted by the miniaturization process include
a full JVM and Java libraries. However, hand-held devices
could only support a limited JVM. A proper adaptation of
the ported program is needed, following a process similar
to migrating to a diﬀerent language [34] or alternative APIs
oﬀered by the available class libraries [25].
GUI Issues: Porting a desktop GUI to a hand-held device
screen, possibly dealing with touch-screens, limited browsers,
etc. is a process diﬀerent than, but complementary to, the
one proposed by MoMS. Indeed, the ported/redesigned GUI
must only account for the ported features. Approaches for
migrating GUIs to hand-held devices exist [5].
Non-functional Requirements: Finally, program miniatur-
ization requires dealing with non-functional PRs, e.g., per-
formance issues, because some features may perform well on
a desktop computer with a powerful processor but poorly on
a hand-held device with a slower processor. Non-functional
PRs require program proﬁling and performance analysis, out
of scope of MoMS, although performance properties can also
be considered in MoMS as any other properties.
Compilation and Execution: The resulting miniaturized pro-
gram obtained through our reference implementation of MoMS
are by construction compilable, because we conservatively
favor a perfect recall and, thus, the possible inclusion of
more classes than necessary.
However, the compiled version of the hand-held program
may not run for several reasons, including the lack of a com-
plete Java class libraries on the devices; missing resources,
such as images, XML ﬁles, and so on not handled by the
miniaturization process; missing the user-interface or“main”
calls to activate the included features.
As with any other transformation techniques, testing of
the resulting program is essential to ensure that the program
is executable.
6. RELATED WORK
The problem of software miniaturization was introduced
by Di Penta et al. [12], who proposed a process to reduce
the footprint of a program during its porting to some hand-
held devices. The process deals with diﬀerent issues (such
as removing dead objects, refactoring clones, removing cir-
cular dependencies, and remodularizing) using an optimiza-
tion based on clustering and genetic algorithms, guided by
a ﬁtness function of the program footprint. Previously, Di
Penta and Antoniol [3] also proposed an algorithm that com-
bines the usage of static and dynamic data to renovate li-
braries, so that objects that are used together frequently
are clustered into the same library. They applied their al-
gorithm to several medium and large-size open-source pro-
grams, GRASS, MySQL, QT, and Samba, eﬀectively pro-
ducing smaller, loosely-coupled libraries and reducing mem-
ory requirement for the programs. We also used optimiza-
tion techniques to support the porting of a program to some
hand-held devices. However, we extend the previous work
by proposing a process that covers a wide range of previ-
ous work dealing with PR elicitation, PR consolidation, and
software miniaturization and that can maximize customers’
satisfaction under constraints imposed by the hand-held de-
vices.
6.1 Pre-requirement Elicitation
Requirement elicitation and consolidation has been ad-
dressed by previous research. In particular, Goldin and
Berry [17] used signal processing techniques to abstract com-
mon requirements, while Hayes et al. [19] proposed the Pre-
reqir approach, which uses clustering techniques to consoli-
date and trace customers’ requirements to source code. Our
work is inspired by Prereqir for requirement consolidation
and feature location.
6.2 Feature Identiﬁcation
The identiﬁcation of the implementation units in a source
code that implement some features is a well-known problem,
addressed as early as 1995 by Wilde et al. [33], who use
two sets of test cases to build and compare two execution
traces, one where a feature is exercised and another where
the feature is not, to identify the source code associated with
the feature in the program.
Since 1995, many works have been proposed to trace fea-
ture to code. Chen and Rajlich [6] developed an approach
to identify features using Abstract System Dependencies
Graphs. Eisenbarth et al. [13, 14] combined previous ap-
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proaches by using both static and dynamic data to identify
features. Greevy et al. [26] studied the evolution of object-
oriented program entities from the point of view of their
features. Antoniol and Gue´he´neuc [2] proposed an epidemi-
ological metaphor that combines both static and dynamic
data to identify features. Poshyvanyk et la. [30] combined
this previous approach with a LSI-based approach to reduce
the eﬀorts in identifying the features while further improving
precision and recall.
We use an IR-based traceability recovery approach, largely
inspired from previous work by Lucia et al. [24]. We also
use our previous work, AURA [32], to gather automatically
the dependencies of any implementation units.
6.3 Feature Property Analysis
We are not aware on any work to assign systematically
properties to implementation units. However, related work
includes well-known performances analyses, such as those
performed by proﬁlers, e.g., JProﬁler, which uses test cases
or user inputs to compute an average computation times for
all the methods called during the execution of a program.
6.4 Feature Combinations
Combining features or requirements has been largely in-
vestigated in the past in the form of requirement prioriti-
zation. Previous techniques include the pair-wise compari-
son of requirements through the Analytic Hierarchy Process
(AHP) [27] as well as simple requirement ranking. Karls-
son and Ryan [21] developed a cost-value approach for re-
quirement prioritization, based on AHP. Crucial issues in the
application of AHP to requirement prioritization are the ex-
plosion of possible pair-wise comparisons, n·(n−1), where n
is the number of requirements, and the need for an appropri-
ate process and tool support for stakeholders applying AHP.
Karlsson et al. [20] also deﬁned a set of heuristics to reduce
the number of possible pair-wise comparisons and a process
and a tool to apply AHP to requirement prioritization.
Karlsson et al. [22] also performed a more extensive eval-
uation of AHP and an enhanced version of it (hierarchical
AHP), comparing it with other prioritization methods, basi-
cally ordering/search methods (bubble sort, minimal span-
ning tree, binary search tree) or partitioning of requirements
into priority groups. Despite scalability problems, AHP was
found to be the most reliable prioritization method.
Omolade, Saliu, and Ruhe [28] treated the problem of
selecting candidate features for release planning as a multi-
objective optimization problem, where they tried to pursue a
tradeoﬀ between customers’ satisfaction and the eﬀort spent
in implementing change requests. They used impact analysis
to determine the part of the implementation being aﬀected
by a change/feature request.
Harman et al. [18] presented a study in which they ana-
lyzed the use of single and multi-objective optimization in
the selection of features to deal with the next release prob-
lem, also providing a heat matrix visualization to support
the selection. They found that requirements with higher
cost on inaccuracy have almost always the highest impact
on the prioritization.
Finkelstein et al. [15] used multi-objective optimization to
ﬁnd tradeoﬀs between conﬂicting requirements coming from
diﬀerent customers.
We share with this previous work the need for feature
selection while dealing with conﬂicting PRs. However, we
also handle constraints imposed by the hand-held devices to
which the programs are ported.
7. CONCLUSION AND FUTURE WORK
Society’s reliance and dependence on computers is nowhere
more obvious than in the ubiquity of hand-held devices and
other limited-resource devices. Many people want to use
the same programs on their hand-held devices as on their
desktop computers.
This paper presented MoMS, a multi-objective miniatur-
ization process, that can be applied to a program to elicit
its pre-requirements, identify its features, select the “best
combinations” of features to port to hand-held devices, and
generate a compilable miniaturized version of the program.
We deﬁned“best combinations” as the combinations of com-
pulsory and optional features that satisfy customers as much
as possible while minimizing device resource usage and sat-
isfying speciﬁc constraints imposed by the device.
We described the MoMS process using a ﬁctitious com-
pany, MobileMail, that want to miniaturize an email client
Pooka. We also described a reference implementation of
MoMS combining techniques from various ﬁelds, including
requirements engineering, natural language processing, fea-
ture identiﬁcation, and multi-objective optimization.
Two case studies using Pooka, an email client, and SIP, an
instant messenger, showed that MoMS can support project
managers and program experts in selecting the program fea-
tures to be ported to some hand-held devices while balanc-
ing diﬀerent objectives by clearly showing the combinations
providing better customer satisfaction (CSR) with lower in-
crease of disk size (BCS). The studies allowed us to es-
timate the time saved using MoMS compared to a man-
ual process: 202 − 44.25 = 157.75 hours for Pooka and
253 − 58.25 = 194.75 hours for SIP, i.e., 78% and 77% re-
duction of eﬀort.
We discussed factors impacting the MoMS process, such
as code coupling and third-party libraries. We argued that
these factors do not reduce the applicability of the process
and quality of its implementation. We also discussed other
issues not addressed by MoMS but potentially impacting its
results, e.g., dead code.
Future work includes applying MoMS on other programs
and with other constraints, i.e., memory footprint and screen
resolution. We will also take into account non-functional re-
quirements. We will also further study the impact of various
factors on the results of MoMS, e.g., by characterizing pro-
grams and features in terms of their relative coupling; we will
examine requirement elicitation and consolidation to assess
the impact of diﬀerent techniques; we will evaluate the ef-
fort required by MoMS compared to other approaches and
tools and, thus, we will be able improve our tool support for
MoMS, FacTrace.
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