The existence of generalised global supersolutions with a control upon the total muss is established for a wide family of parabolic-parabolic chemotaxis systems and general integrable initial data in any space dimension. It is verified that as long as a supersolution of this sort remains smooth, it coincides with the classical solution. At the same time, the proposed construction provides solvability beyond a blow-up time. The considered class of systems includes the basic form of the Keller-Segel model as well as the case of a chemorepellent.
Introduction
Ever since it was introduced [8, 9] in the 1970's, the Keller-Segel model for chemotaxis and its modifications have been extensively studied, compare, e.g., reviews [2, 7] on the available results. The best-known model representative has the form
up0,¨q " u 0 , vp0,¨q " v 0 in Ω,
where Ω is a smooth bounded domain in R N , N P N, with the corresponding outer normal unit vector ν on BΩ. The constant χ ą 0 is the so-called chemotactic sensitivity coefficient. It has long been suspected that in higher dimensions (1.1) possesses solutions which blow-up in finite time. The later means that there are solutions which start as classical at t " 0 but exist only up to some finite time T max P R`when the aggregation and collapse of the u-component occur, i.e., lim sup tÒTmax }upt,¨q} L 8 pΩq " 8.
This hypothesis was finally confirmed in [17] for the case when Ω is a ball.
One of the questions naturally arising in connection with the blow-up phenomena is the following: how can a solution be reasonably extended beyond its blow-up time? It is clear that the only nonlinear term in the system, χu∇v, creates difficulties. Indeed, it is not obvious as to how the product between u and ∇v should be interpreted if, for instance, already lim sup tÒTmax }uvpt,¨q} L 1 pΩq " 8
can occur in the blow-up case [17] . This issue has been addressed with success for some parabolicelliptic modifications of (1.1) in dimension N " 2. Usually one introduces a suitable family of regular problems parametrised by a small parameter ε ą 0 in such a way that by taking ε " 0 the original system is formally recovered. The main challenges are then to find the correct limit problem for ε Ñ 0 and to rigorously prove convergence. Formal asymptotics undertaken in [14, 15] for one class of such regularisations revealed the structure of the blow-up solutions and indicated what the corresponding limit problem should be. The local in time well-posedness of the later was also verified [16] . Several subsequent works deal with the construction of generalised weak solutions in R 2 [5] or a bounded domain [12] and establish convergence to it. An important mark of the resulting limit problems is that they involve measure-valued terms, which, moreover, turn out to be dependent upon the choice of a specific regularisation. Measures necessarily appear in those parts of the solution formulation where integrability can be lost due to a potential blow-up. The solution concepts in both [5] and [12] rely heavily upon the properties of the Green function of the Laplace operator in planar domains, as well as a certain symmetry of the model: both the coefficient before ∇v in the convective flux in the equation for u and the production term in the v-equation are linear in u. It has remained open as to how these constructions could be extended to the cases in which the space dimensions N is larger than two, and/or the system is fully parabolic, and/or χ depends upon u. The present study aims to fill this gap.
System (1.1) can also be brought into comparison with its modification involving a logarithmic chemotactic sensitivity function: in this case the term χu∇v is replaced by χu∇ lnpvq " χ u v ∇v. Owing to the damping effect of 1 v at large values of v, the corresponding solutions are less prone to formation of strong singularities. Very recently a new, generalised, solution concept has been introduced [10] and further developed [18] which makes an extensive use of this property. The underlying idea was to replace the equation for u by a variational inequality which describes the evolution of a certain coupling of both u and v. There results a supersolution concept with a mass control from above, and it has been shown that such a supersolution, should it be regular, actually coincides with the classical solution. By switching to an inequality, one avoids the necessity to include a non-negative measure-valued term, of which, other than in the cases studied in [5, 12] , not much is presently known. As to the employed coupled quantities, they enjoy better regularity than u generally does. It ultimately allows to sustain some sort of solvability even if a blow-up does take place in some parts of the system. This approach has previously been used in the context of degenerate haptotaxis systems [19, 20] .
In this paper we elaborate a global solvability concept for the following generalisation of (1.1) in higher dimensions N ě 2 :
where cpu, vq :" χpu, vqu for an arbitrary
It is important to note that no further restrictions upon χ are required. In fact, just as it is the case for the solvability in the classical sense, the upper-triangular structure of system (1.2) turns out to be a decisive factor for the generalised solvability as well. More precisely, the outcome of this work can be summarised as follows: the classical theory for upper-triangular systems (see, e.g., [1] ) implies that (1.2) possesses a classical solution as long as it doesn't blow-up, and if it does, then it continuous to exist as generalised in terms of Definition 3.1 given below. Our construction is based on the ideas developed in [10, 18] for the case of a logarithmic sensitivity ( which is not covered by this work since we assume χ to be continuous). The main difference lies in the choice of suitable couplings of u and v: we use cut-offs in order to overcome possible unboundedness of any of the two components. As in [10, 18] , the generalised solution is obtained by means of a limit procedure for an approximation family which involves a regularisation in the production term of the v-equation (see (4.1) below). However, other regularisations, e.g., of χ (or both), are also possible. It is to expect that just as in [5, 12] the resulting solution depends upon the choice of a particular approximation.
The rest of the paper is organised in the following way. We begin with a preliminary Section 2 where we fix some notations which will be used throughout and also recall some results involving measures. In Section 3 we introduce our supersolution concept for (1.2) (cl. Definition 3.1), and two main results: Theorem 3.3 deals with existence of such supersolutions, while Theorem 3.5 establishes a link to the classical solvability. In Section 4 we prepare some ingredients which are necessary to our proof of Theorem 3.3 in Section 5. Theorem 3.5 is proved in the closing Section 6.
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Preliminaries
A number of notational conventions are used in this paper for the sake of conciseness:
(1) For any index i, a quantity C i denotes a positive constant or function.
(2) Dependence upon such parameters as: the space dimension N , domain Ω, function c, the L 1 -norms of the initial conditions u 0 and v 0 , as well as constants a and b (are introduced below) is mostly not indicated in an explicit way.
(3) Given n, l P N, we introduce the cut-offs u :" pn´uq`, v :" pl´vq`.
Terms u k , u km , v k , v km are to be understood in the same fashion.
Functional spaces
We assume the reader to be familiar with the standard spaces of continuous and continuously differentiable functions, as well as the Lebesgue, Sobolev, and Bochner spaces and standard results concerning them. As usual, MpΩq denotes the Banach space of signed Radon measures in Ω, while M`pΩq stands for the set of all positive Radon measures.
We also make use of the Banach space Since L 1 pR`;CpΩqq is separable, the Banach-Alaoglu theorem implies that closed balls in L 8 w´˚p R`; MpΩqq are weak-˚sequentially compact.
Divergence-measure fields and their normal traces
In this sequel some facts concerning the divergence-measure fields are presented in the same way as in [18, Appendix A]. We use them in order to give weak reformulations of the Neumann boundary conditions (see Definition 3.1 below).
Recall the definition of the Banach space of divergence-measure fields [4] and its norm:
Here we assume that p P´1, N N´1¯, which is sufficient for our needs. Following [4] we introduce a generalisation of the normal trace over the boundary of BΩ which automatically satisfies a Gauss-Green formula:
pΩq is a usual extension operator, i.e., a continuous right inverse of the corresponding trace operator. It is known (see [4, Theorem 2.1]) that F¨ν| BΩ P W´1 p ,p pBΩq and doesn't depend upon the particular choice of E. Formula (2.1) ensures the following implication:
3 Generalised supersolutions to (1.2)
We make the following general assumptions on the data involved:
Motivated by an idea from [10] and our previous work [18] , we introduce a concept of a generalised supersolution with a mass control.
We call a pair of measurable functions pu, vq : R0ˆΩ Ñ R0ˆR0 a generalised supersolution to system (1.2) if there exist some:
such that for all n, l P N: (iv) for all 0 ď ϕ P C 1 pΩq and 0 ď ψ P C 1 0 pR0 q it holds that ż 8
(vi) for all ψ P C 1 0 pR0 q it holds in W´1 p ,p pBΩq that
Hereū andv are as defined in Notation 2.1(3), i.e., they implicitly depend upon n and l. Our result on existence now reads: The proof of this theorem is based on a suitable regularisation and a series of priori estimates in Section 4 leading into a limit procedure in Section 5. where M˚" M˚pn, lq :"
Our interest in the introduced concept of generalised supersolutions is supported by the following result:
Theorem 3.5 (Classical solutions). Let a pair pu, vq be a supersolution in terms of Definition 3.1. Assume in addition that for some T P p0, 8s
Then pu, vq is a classical solution to (1.2) in r0, T qˆΩ.
The proof of Theorem 3.5 is given in Section 6.
Smooth regularisations for (1.2)
We consider a family of regularisations of system (1.2):
in Ω. We choose the regularised initial data u k0 and v k0 so as to satisfy Classical theory for upper-triangular systems (see, e.g., [1] ) implies that (4.1) possesses a unique global classical solution pu k , v k q. Moreover, due to the maximum principle, both solution components are strictly positive in R0ˆΩ. These solutions are studied in Subsections 4.1-4.3. Throughout the rest of this Section we us assume that n, l P N and 2 ď k P N are arbitrary but fixed. (1) In addition to our previous conventions (see Notation 2.1) we do not indicate in an explicit way the dependence of quantities B i , C i , D, F (are introduced in what follows) and that of M˚(as defined by (3.11)) upon n, l, and M 0 (yet another parameter which is used below).
(2) On the other hand, we stress that all estimates which we derive in this Section are uniform w.r.t. k.
In particular, all C i 's are independent of this number.
Basic properties of (4.1)
Integrating equations (4.1a) and (4.1b) over Ω and using the boundary conditions and partial integration we obtain the following information about the total masses: for all t ě 0
Due to (4.6)-(4.7) and a classical result based on duality (see, e.g., the proof of Lemma 5 in [3, Appendix A]) we have for all
hat tpv k , ∇v k qu kPp0,1s is precompact in L r loc pR0ˆΩqˆL s loc pR0ˆΩq. We have that
and the derivatives of F up to order two are:
Multiplying (4.1a) and (4.1b) by B u F pu k , v k q and B v F pu k , v k q, respectively, adding the results together, and using the chain rule and expressions (4.11) where necessary, we compute that
The first big bracket on the right-hand side of (4.12) is a quadratic form with respect to
Its discriminant D " Dpu, vq satisfies
where M˚is as defined in (3.11) . Thus, (4.12) takes the form
where, in order to simplify the exposition, we have introduced
Observe that
Multiplying (4.13) by an arbitrary function ψ P C 1 0 pR0 q and integrating by parts w.r.t. t yields for all x P Ω that´ż
On the other hand, multiplying (4.13) by an arbitrary function ϕ P H 1 pΩq and integrating by parts w.r.t.
x and using the boundary conditions where necessary yields that
Finally, if we multiply (4.13) by the product ψϕ and integrate by parts w.r.t. t and x, then we arrive at the following variational reformulation: 
4.3 Further uniform (w.r.t. k) estimates for (4.1)
Choosing ϕ " 1 and M 0 " 2M˚in (4.17) and using (4.14)-(4.15) yields that
(4.21)
Integrating the differential inequality (4.21) over p0, T q for any T ą 0 we conclude that
Since F is bounded, the integral inequality (4.22) directly implies
Combining (4.23)-(4.24) and using the fact that B 1 is bounded, we also get
which due to the boundedness of the cut-offs immediately implies that
Taking M 0 " 0 in (4.17) we obtain thanks to (4.23)-(4.25) and the boundedness of F and B i 's that
Further, using (4.23)-(4.25) and the boundedness of F and B i 's, we conclude from (4.16) that
Similarly, using (4.5) and (4.6)-(4.7) we deduce from (4.19) that Notation 5.1. Below k m always denotes a suitably chosen subsequence, i.e., such that the stated convergence holds. It may thus become 'thinner' from one instance to another.
Convergence in the v-component
To begin with, we use properties established in Subsection 4.1 and conclude that there exists a measurable function v : r0, 8qˆΩ Ñ R`such that: due to (4.8) ,
in L r loc pR0ˆΩq and a.e. in R`ˆΩ,
∇v P r0, 8q in L s loc pR0ˆΩq and a.e. in R`ˆΩ; (5.2) due to (4.9) and (5.1), for all 0 ă τ ă T ă 8
so that v´1 P L 8 loc pR`ˆΩq.
Almost everywhere convergence in the u-component
Next, we address the a.e. convergence of the u-component. We deduce that: due to (4.26) for a " b " 6 and (4.27) for a " b " 3, the Lions-Aubin lemma [13, Corollary 4] , and the continuity of the root function, for each n, l P N a subsequence of pn´u k q`pl´v k q`converges a.e. in R`ˆΩ; (5.4) due to (5.1) and (5.4), for each n, l P N a subsequence of pn´u k q`converges a.e. in tv ă lu; (5.5) due to (5.5) , v P L 1 loc pR0ˆΩq, and a diagonal argument, for each n P N a subsequence of pn´u k q`converges a.e. in R`ˆΩ; (5.6) due to (5.6), for each n P N a subsequence of n´pn´u k q`converges to η n P r0, ns a.e. in R`ˆΩ (5.7)
for some measurable η n ; due to (5.7), for each n P N a subsequence of u k converges to η n a.e. in tη n ă nu; (5.8) due to (5.7) and n Þ Ñ n´pn´uq`increasing for all u P R,
a.e. in R`ˆΩ (5.9) for some measurable u; due to (5.8)-(5.9), for each n P N a subsequence of u k converges to η n " u a.e. in tu ă nu Ă tη n ă nu; 
Convergence in the variational reformulations
In this sequel we prove that u and v satisfy variational reformulations (3.5) and (3.8)- (3.9) . From now on we fix arbitrary constants a, b ą 2 and a function
ith M˚as defined in (3.11) . Thus, these parameters satisfy the requirements of Definition 3.1. Further, throughout this Section we assume n, l P N to be arbitrary but fixed and make use of Notation 2.1 as well as Notation 4.1 (1) . Let
be arbitrary. Using the convergence results from Subsections 5.1-5.2, we deduce that: due to (5.1) and (5.12) ,
Gpu, vq a.e. in R`ˆΩ; (5.13) due to (5.13) and the dominated convergence theorem,
Gpu, vq in L p loc pR0ˆΩq for all p ą 1; (5.14) due to (5.13) ,
Gpu, vq in L 1 loc pR0ˆΩq; in L 2 loc pR0ˆΩq; (5.17) due to (5.13) and (5.16) ,
a.e. in R`ˆΩ; (5.18) due to (4.24), (5.18) , and the Lions lemma [11, Lemma 1.3]
in L 2 loc pR0ˆΩq; (5.19) due to (4.25), (5.13) , and the Banach-Alaoglu theorem, due to (4.4)-(4.5) and the dominated convergence theorem,
Combining (5.15) and (5.23)-(5.26), we can pass to the limit superior on both sides of (4.18) and thus finally obtain that pu, vq satisfies (3.5). Let now
i.e., not necessarily nonnegative. Then: due to (4.28), (5.22) , and the Banach-Alaoglu theorem, 
Convergence to µ
Finally, we establish (3.6)-(3.7) for some µ P L 8 w´˚p R`; M`pΩqq. It holds that: due to (5.12) In this final section we prove Theorem 3.5. Thus, we assume now that u and v are smooth in r0, T qˆΩ and verify that in this case pu, vq is, in fact, a classical solution to (1.2).
Let T 0 P p0, T q be arbitrary but fixed. Since both c and v are smooth, they are uniformly bounded in r0, T 0 sˆΩ. From now on we assume that n ą }u} Cpr0,T0sˆΩq , l ą }v} Cpr0,T0sˆΩq .
Consequently,
u, v ą 0 in r0, T 0 sˆΩ. (6.1)
As v is smooth, the weak boundary condition (3.9) implies that B ν vpt,¨q vanishes on the boundary of BΩ for all t P p0, T 0 s. Further, since both u and v are smooth, the weak boundary condition (3.8) takes the formˆ`∇`u a v b˘´ua ∇v b˘`1 b`b pM pn, lq`u a q´acpu, vqu a´1 v˘∇v b˙¨ν | BΩ " 0.
This means that au a´1 v b pB ν u´cpu, vqB ν vq´b pM pn, lq`u a q v b´1 B ν v " 0 in p0, T 0 sˆBΩ. (6.2) Dividing (6.2) by´au a´1 v b and plugging the boundary condition for v, we conclude that B ν upt,¨q vanishes on BΩ for all t P p0, T 0 s as well.
Next, exploiting the smoothness of u and v, we integrate by parts in (3.5) w.r.t. t and x and then apply the Du Bois-Reymond lemma. This results in the following differential inequality in p0, T 0 sˆΩ: au a´1 v b pB t u´∇¨p∇u´cpu, vq∇vqq´b pM pn, lq`u a q v b´1 pB t v´p∆v´v`uqq ď 0. On the other hand, (3.7) implies that }upt,¨q} L 1 pΩq`} ξpt,¨q} L 1 pΩq " }u 0 } L 1 pΩq for all t P r0, T 0 s. (6.7)
Thus, combining (6.1) and (6.6)-(6.7) we conclude that due to the Gronwall lemma. Plugging (6.8) into (6.4), (6.5), and (6.7) immediately yields that (1.2b) is satisfied in the classical sense, and it holds that B t u´∇¨p∇u´cpu, vq∇vq ě 0 in p0, T 0 sˆΩ (6.9) and }upt,¨q} L 1 pΩq "}u 0 } L 1 pΩq for all t P r0, T 0 s. (6.10)
Since (6.9) is subject to the no-flux boundary conditions, (6.9) and (6.10) imply that equality holds in (6.9). Thus, equation (1.2a) is satisfied in the classical sense, and Theorem 3.5 is proved.
