Abstract Correctly estimating the speed-up of a parallel embedded application is crucial to efficiently compare different parallelization techniques, task graph transformations or mapping and scheduling solutions. Unfortunately, especially in case of control-dominated applications, task correlations may heavily affect the execution time of the solutions and usually this is not properly taken into account during performance analysis. We propose a methodology that combines a single profiling of the initial sequential specification with different decisions in terms of partitioning, mapping, and scheduling in order to better estimate the actual speed-up of these solutions. We validated our approach on a multi-processor simulation platform: experimental results show that our methodology, effectively identifying the correlations among tasks, significantly outperforms existing approaches for speed-up estimation. Indeed, we obtained an absolute error less than 5 % in average, even when compiling the code with different optimization levels.
Introduction
Nowadays, creating Multiprocessor System-on-Chip (MPSoC) architectures is a wellestablished solution for the design of efficient embedded systems [1] . On one hand, these architectures can deliver significant computational power thanks to a variety of processing elements, like general purpose processors, digital signal processors and specialized hardware accelerators. On the other hand, designing the applications for these systems is challenging due to several complex and interdependent steps to be performed [2] [3] [4] [5] . First, the application has to be decomposed into multiple tasks that can be potentially executed in parallel or accelerated by dedicated components (partitioning). Then, these tasks need to be assigned to the available processing elements (mapping) and, finally, it is necessary to determine the execution order of the tasks assigned to the same resources (scheduling). When exploring this large design space (either by hand or by automatic methodologies), these combined solutions demand an accurate performance estimation before taking the final decisions [4] .
Different approaches have been proposed for estimating the performance of parallel applications running on the top of MPSoCs. Accurate evaluations can be obtained by running the design solutions directly on the target platforms, but in most of the cases these are not available in the early stages of the design. Alternatively, it is possible to use cycle-accurate simulators [6, 7] , but they can be too slow to be adopted during the design exploration phase, when multiple solutions have to be evaluated and compared. Fast estimation techniques, based on mathematical models [8, 9] , are thus usually preferred in this phase. They are indeed less accurate but much faster, allowing the possibility of exploring more solutions in less time.
Additionally, depending on the nature of the application, different representations can be used to describe the solutions and to estimate the performance. Applications running on embedded systems can be dominated either by data (e.g. audio/video/image processing, digital communications) or by control (e.g. device control, packet processing). Data-oriented applications are often represented through data-flow models and their analysis methods usually focus more on architectural aspects rather than on the application behavior, which is assumed to be highly predictable [10] . However, there is a wide range of applications that cannot be well represented by these models, mainly due to the large presence of coarse-grained parallelism and conditional constructs (e.g. data-dependent loops, branches, function calls), which can significantly vary the execution time of the single parts of the application. In this scenario, task graph models [11] are widely adopted to represent partitioned solutions and derive mapping decisions [2, 5] .
Multiple techniques have been proposed for estimating the performance of a task graph and most of them model the task execution time as a constant value [12] or as a stochastic variable [9] . These task estimations are then combined to estimate the execution time of the entire application, but without considering code correlations that may exist [13] . This can easily lead to wrong estimations that can, in turn, lead to the adoption of sub-optimal solutions. Conversely, the application behavior can be collected dynamically through code profiling [14] , but this information is usually exploited only at task level, reducing the accuracy of the task graph estimation.
In this paper we present a methodology to accurately estimate the performance of control-dominated applications for heterogeneous embedded systems. To collect precise information about the control flow of the application (e.g. how many times the different sequences of branch transitions are executed), we extend the well-known Efficient Path Profiling [15] with a novel technique, called Hierarchical Path Profiling, which allows us to better correlate the profiling information with the structure of the partitioned application. Since the behavior and the correlations of the control constructs depend only on the input data, the profiling is independent from any parallel implementations or target architectures. For this reason, the profiling can be performed only once, on the sequential specification, and on a generic host machine, which is usually much faster than the target architecture. Our approach then combines these profiling data with task graph information to accurately estimate the speed-up of multiple parallel solutions with respect to the sequential version. We also integrate performance models of the different processing elements [16] and predictions of the synchronization costs [17] to have more accurate estimations of the specific target architecture. We applied our methodology to multiple embedded applications in several scenarios, which have been obtained by varying the number of processors in the target architecture and the compiler optimization levels. We then validated our estimations by comparing them with the benchmark execution on an MPSoC simulation platform. This shows that our methodology is effectively able to accurately predict the speed-up with an absolute error that is smaller than 5 % in average.
The rest of this paper is organized as follows. Section 2 presents a motivating example, which clearly shows why classical techniques are inadequate for estimating the performance of control-dominated applications running on MPSoCs. Section 3 discusses previous work, while Sect. 4 provides preliminary definitions and discusses the applicability of the approach to different architectures. Our methodology is then detailed in Sect. 5 and evaluated in Sect. 6. Finally, Sect. 7 concludes the paper.
Motivation
Estimating the speed-up introduced by a parallel implementation of a controldominated application is challenging since the execution times of the tasks can vary significantly and, additionally, control constructs in distinct portions of the code can be correlated. To exemplify this problem, let us consider the function fun_0 shown in Fig. 1a . One of its parallelization is described through some annotations borrowed from the OpenMP formalism [18] and shown in Fig. 1b , while the corresponding task graph is shown in Fig. 2 . Let us also assume that the target architecture is composed of two processors (i.e. C PU α and C PU β ), and the following information is known:
-the estimated execution time of each statement o i (including the calls to functions fun_1, fun_2 and fun_3) is fixed and known, as reported in Table 1 (the identifier i of o i is reported on the left-hand side of Fig. 1a) ; -the probability of condition c1 being true is 0.5, the probability of condition c2 being true is 0.5 and the condition c3 is always true; -the architecture requires 50 cycles to create the tasks and 10 cycles for either synchronizing or destructing the created tasks. Finally, let us also assume that there exists a correlation between c1 and c2, which controls the execution of fun_1 and fun_3, respectively. The following situations are considered: a c1 and c2 always have the same value (either true or false) during an execution of fun_0: fun_1 and fun_3 are both invoked (true) or none of them is invoked (false). b c1 and c2 always have opposite values during the same execution of fun_0: fun_1 and fun_3 are called in mutual exclusion. Table 2 reports the maximum and the average execution time for all the tasks. It is important to note how the execution of fun_1 and fun_3 heavily impacts on the execution time of T ask1 and T ask3. Now we consider the two following mapping and scheduling solutions to be evaluated:
-SolA: T ask1 and T ask2 are mapped onto C PU α (with T ask1 scheduled before T ask2) and T ask3 is mapped onto C PU β ; -SolB: T ask1 and T ask3 are mapped onto C PU α (with T ask1 scheduled before T ask3) and T ask2 is mapped onto C PU β .
Right part of Table 3 (Real) reports the different real speed-ups of fun_0 in each of the possible cases obtained by combining the two conditions situations ( a and b ) with the two mapping solutions (SolA and SolB). Results show that SolA has a larger speed-up in situation a , while SolB is the best solution in situation b . Table 3 also reports the estimations that can be obtained by using traditional techniques [19] based a : the probability of condition c1 being true is 0.5 and c1 = c2. b : the probability of condition c1 being true is 0.5 and c1 = !c2. In both the cases, c3 is always true and the loop is executed 10 times Average speed-up of fun_0 when the probability of condition c1 being true is 0.5, c3 is always true and a c1 = c2 or b c1 = !c2; MT is the speedup estimated when execution time of the tasks is considered constant and equal to the maximal execution time; AT is the speedup estimated when execution time of the tasks is considered constant and equal to the average execution time; Real is the real speed-up on average (AT) and maximum (MT) execution times. The former technique averages the different execution times of each task in all the situations, while the latter adopts the maximum execution time for each of them. These techniques present the same results for the two situations a and b and these results may also lead to choose inefficient mapping and scheduling solutions. Specifically, the MT technique always suggests to choose SolA, which is not correct in situation b . On the contrary, the AT technique always leads to slightly prefer SolB, which is not the best solution in situation a . These results show that, especially in case of control-dominated applications, the best mapping and scheduling solution can depend on the correlations that may exist among control constructs in the source code. For this reason, a methodology for a correct performance estimation of such applications has to necessarily take this aspect into account.
sions. Several methodologies have been proposed for evaluating the performance of parallel applications on MPSoCs. These methods can be roughly divided into three categories: direct measures, estimations by simulations, estimations by use of mathematical models.
Most of methodologies based on direct measures (e.g. [17] ) are not affordable since integrating direct measurements in a design exploration framework is a long, difficult and error-prone task. Additionally, it cannot be completely automated and most of the work is thus manually performed by the designers, limiting the number of solutions that can be effectively evaluated. Techniques based on estimations are thus usually preferred.
In simulation-based methods, the single components or the entire system are estimated with simulations at different levels of accuracy (e.g. with ARMn [20] , MPARM [6] , ReSP [7] , gem5 [21] ). For example, in [22] , a complete simulation is required to evaluate each design solution. However, accurate simulators are usually quite slow, especially in case of MPSoCs where they need to simulate multiple architectural aspects. For this reason the estimation problem is usually decomposed into subproblems, where the simulation is performed only at a higher level of abstraction. For example, in [23] , the performance of the single tasks is estimated by accurately annotating the source code, while the entire application is estimated through TLM simulations.
Estimations can be also obtained by exploiting mathematical models that correlate some numerical features of a design solution, which are collected through static or dynamic analyses, with its performance. In general, they are less accurate than the ones based on simulators, but they are much faster so they allow the designer to compare much more solutions. Also in this case, these techniques adopt a two-stage approach to perform first the estimation of the single tasks and then of the entire application. For example, [12] exploits the intermediate representation of the SUIF compiler [24] to estimate the execution time of each task and, then, interval analysis to predict the execution time of the whole application. In a similar way, in [25] , GCC is modified to automatically generate the workload models of the tasks, while [26] combines performance estimation of single processors to estimate the performance of JPEG encoder and decoder applications on a pipelined MPSoC. [27] considers an ILP formulation for automatically parallelizing a hierarchical task graph representation, but the cost estimation is performed by simply associating a weight with each instruction, without analyzing the correlations between the control constructs.
While all these approaches model the execution time of a task as a constant, there are performance models where the execution times of tasks and task graphs are variable. In [28] , the execution time of single tasks is modeled as a function of the variations in memory accesses count and requests rate, but ignoring any other details of its internal behavior, such as conditional constructs correlations. Finally, also stochastic variables have been used in the performance models of both tasks and task graphs. For example, [8] estimates the performance of a task graph as a stochastic variable, which is based on the stochastic variables associated with the execution times of the single tasks. Similarly, in [29] , stochastic variables are used to model the access time of different tasks to resources in contention, while in [19] they are used to model the execution time of the single tasks, based on multiple profiling runs executed with different data sets. The authors suggest also two possible deterministic techniques: the worst-case estimation, which considers the 99.9'th percentile of the execution time of each task, and the average-case estimation, which considers the average execution time. In [30] Distributionally Robust Monte Carlo Simulation (DRMCS) is combined with a taskaccurate performance estimation method to guarantee a robust task graph estimation. It requires to annotate each task with an interval estimation of its execution time. DRMCS is then applied to compute the worst-case execution time of the entire task graph, along with a confidence level for this estimation.
However, all these approaches are based on the assumption that the execution times of the tasks are independent and this can lead to a wrong evaluation of the design solutions, as shown in Sect. 2. The correlation effects among the workload of parallel tasks have been actually examined in [13] , but only to correctly model the energy consumption of the analyzed solution and not for an accurate performance analysis.
To correctly model the tasks correlations induced by control constructs, we rely on path profiling [15] . Path profiling is a well-known technique that adopts an instrumentation of the branch constructs, followed by a series of executions of the resulting code with different data sets. This allows the designer to collect information about the dynamic behavior of the application. For this reason, several estimation methods have been based on this technique, but they are usually applied only to sequential applications. Ernst and Ye [31] discusses the performance estimation of sequential applications for real-time embedded systems. This work exploits the concept of pathbased analysis to determine best and worst execution times. Similarly, Malik et al. [32] describes several static timing analysis techniques targeting embedded systems composed of a single processor. However, all the discussed techniques have high computational complexity, since they aim at verifying hard or soft constraints of real time systems. Moreover, these techniques are limited by the number of generated paths, since they do not exploit any techniques for path decomposition as proposed by [15] . For this reason, they cannot be applied to large applications. In [33] , the path information is used instead to analyze the synchronizations among the threads: the synchronization operations are speculatively anticipated if they are on the most executed paths. The path profiling information has been thus used to optimize the communication between the threads, rather than to estimate the performances of parallelized specifications.
To the best of our knowledge, none of the existing approaches is able to estimate the performances of entire task graphs by analyzing the correlations among the task executions due to conditional constructs. In [34] , we proposed a preliminary approach that is able to consider such correlations by leveraging path profiling information. However, it does not consider heterogeneous architectures nor information about mapping and scheduling. It is thus not possible to take into account the effects of executing the code on different processing elements, as well as the overhead introduced by resource contention. This paper extends this approach with the following main contributions:
-we provide the support to heterogeneous embedded systems by integrating performance models of different processing elements, along with information about mapping and scheduling decisions; -we present a comprehensive validation of our approach by comparing the estimated speed-up with the one obtained with an open-source simulation platform for MPSoCs, and by considering different architectures and compiler optimization levels for the applications.
Preliminaries
This section introduces the concepts we leverage for estimating the performance of partitioned control-oriented applications. Specifically, Sect. 4.1 presents some basic definitions to better understand our approach, while Sect. 4.2 discusses its applicability to different architectural templates.
Definitions
Our methodology works on the top of the following intermediate representations, which are built for each function of the input application:
, which is an abstract representation of the paths (i.e. the sequences of branches) that might be traversed during the execution of the function; each vertex v i ∈ V represents a basic block B B i ; two additional vertices Entr y and E xit are introduced to represent entry and exit points of the function execution, respectively; edges that close a loop of a path starting from the Entr y node are named feedback edges [36] ; -Control Dependence Graph (CDG) [37] , a directed graph
which represents the control dependences of the basic blocks; -Control Dependence Region (CDR) [37] , a partitioning of the basic blocks such that two basic blocks are in the same region if and only if they have the same set of control dependences in the CDG; the function γ : C c = γ (B B i ) returns the Control Dependence Region C c to which the basic block B B i belongs; -Loop Forest [36] , a representation of the loop hierarchy inside the CFG; -Hierarchical Task Graph [38] , a representation of the application decomposition induced by the partitioning specified by the designer.
Given the example of Fig. 1a , its CFG is represented in Fig. 3 ; the only feedback edge is the dashed edge e 9, 5 . The CDG and the CDRs of the same example are shown in Fig. 4 , where, for example, e 1,2 represents that B B 2 is executed if and only if B B 1 has completed its execution and the value of its final condition is true. Conversely, B B 4 has no control dependences with B B 1 , B B 2 and B B 3 , so they can be executed in parallel provided that data dependences are satisfied. The example contains one loop, which has B B 5 as header and includes basic blocks B B 5 , B B 6 , B B 7 and B B 8 . In the rest of the paper, we identify a loop with the number of its basic block header (e.g. L 5 ). The entire function fun_0 is considered as a main loop, called L 0 .
Partitioned applications are usually represented through a task graph, which is a directed graph whose vertices are the tasks induced by the partitioning and the edges represent precedences among them. Similarly to [38] and [39] , we adopt the Hierarchical Task Graph (HTG) as the intermediate representation of a partitioned application. Specifically, the HTG is an acyclic directed graph whose vertices can be: simple (i.e. a task with no sub-tasks), compound (i.e. a task that consists of other tasks in a HTG, for example higher-level structures such as subroutines) or loop (i.e. a task that represents a loop whose body is a HTG itself). In this work, to describe the parallelism, we adopt a sub-set of OpenMP formalism [18] . OpenMP is a C/C++/Fortran extension widely adopted to describe the application partitioning directly inside the source code by means of pragmas [4] . For this reason, it is possible to activate sequential or parallel execution with simple compiler flags. It is however important to note that a complete support of OpenMP is out of the scope of this work. On the contrary, we only selected few annotations (parallel sections and section) that allow the designer to statically specify which parts of the code are meant to be executed in parallel, that is the structure of the HTG. Indeed, other OpenMP pragmas (e.g., task) prevent the building of the task graphs at design time. We create the HTGs by analyzing the intermediate representation produced by the compiler after the optimization phase. In such a way, we are able to take into account the effects of compiler optimizations on the code associated with each task. For example, given the annotated code shown in Fig. 1b ,
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we create the corresponding HTG, which is shown in Fig. 5 , as follows. The HTGs associated with each function are created starting from the innermost ones. For this reason, the HTG associated with fun_0 is created after HTGs of all called functions. Then, a simple task is created for T ask0 since it contains no function calls or loops. It also represents the fork of the OpenMP parallel sections, which is composed of three sections. The first section corresponds to a compound task (i.e. T ask1) since it contains the call to function fun_1. The corresponding HTG is associated with the same task. The second section contains a loop, followed by a function call. For this reason, two distinct tasks are generated: T ask2a, which is associated with H T G 5 (i.e. the HTG associated with the loop), and T ask2b, which contains the remaining code of the section. Note that both T ask6 (i.e. the task representing the loop body) and T ask2b are compound tasks since they contain function calls. Similarly to the first section, the third one corresponds to a compound task (i.e. T ask3) due to the presence of a function call. An additional task is created to represent the join of the OpenMP parallel sections (i.e. T ask4) and it contains the remaining code. Note that, in 
. T ask1, T ask2b, T ask3, T ask6), dashed vertices identify loop tasks (i.e. T ask2b) and continue vertices identify simple tasks (i.e. T ask0 and T ask4).
Finally, mapping decisions are specified through custom code annotations, as in [39] , and the information is associated with each task of graph.
Supported Target Architectures
This work targets embedded systems composed of a set of processors, which feature local memories for instructions and data [5, 39] , and no operating system, but with a bare-metal synchronization, as in [39, 40] . We currently support ARM processors (with or without support for out-of-order execution) and DSPs. Supporting additional processors only requires to generate the proper model (see [16] ), which can estimate the performance of the assigned tasks based on their source code. Our methodology then leverage any of these models, as described in the following sections, to estimate the performance of task graph solutions.
We support different communication infrastructures. The processing elements can be indeed interconnected through a shared bus, a network-on-chip or point-to-point links [40] . From the point of view of estimations, this simply corresponds to a different communication overhead for each data transfer based on the infrastructure adopted for its implementation.
Moreover, there is no communication between parallel tasks: communication between parallel tasks and other tasks (e.g. fork and join task) can be explicit (performed at the beginning and at the end of their execution through direct data transfers) or implicit (performed during all the execution through exploitation of shared memory). The delay for the first type of communication is well modeled by the proposed methodology since it is incorporated in task overhead cost. On the contrary, the second type of transfers can introduce approximations in the estimations since the proposed methodology does not take explicitly into account cache memories. We also assume that there is no synchronization during the execution of parallel tasks (e.g. shared variables protected by mutexes). These situations are managed only at task boundaries [17] , when tasks are created or destroyed. In fact, this is a common practice to effectively allow the parallel execution of the tasks.
With these assumptions, we are able to target both commercial platforms (e.g. Atmel Diopsis 940HF [41] , TI OMAP 4 [42] ) and prototype architectures obtained with commercial system-level design tools (e.g. Xilinx Vivado IP Integrator [43] ). These architectures are also supported by multiple MPSoC simulators, which can be adopted for virtual prototyping (e.g. [6, 7, 21, 44, 45] ). These solutions can be thus easily combined to analyze the mutual effects of partitioned applications and architectural decisions (e.g. size of caches, number of processors, communication infrastructures). In this work, we adopt ReSP [7] , an in-house simulation platform, to demonstrate this potentiality.
Proposed Methodology
Our methodology is composed of two consecutive steps, as shown in Fig. 6 . First, we profile the sequential version of the application, which is obtained by ignoring any partitioning or mapping pragma annotations, in order to collect information about the behavior of the application, which is then associated with its internal representation. In this step, we adopt the Hierarchical Path Profiling (HPP) (i.e. our extension to the Efficient Path Profiling [15] ) to collect path information in a way that is suitable to be combined with the HTG representation adopted in the subsequent task graph estimations. This part is detailed in Sect. 5.1. Then we estimate the speedup introduced by any of its parallel implementations. Specifically, considering the partitioning solution to be analyzed, the methodology estimates the execution time of each path by computing the contribution of all the tasks and, then, by combining these contributions following the structure of the HTG. The final estimation is obtained by a weighted average of these estimations where the weights are the frequency of the corresponding paths. The process is repeated at each level of the hierarchy, starting from the innermost loops to the outermost ones, as detailed in Sect. 5.2. 
Hierarchical Path Profiling
Before describing the HPP technique, we need to introduce the definition of path. Let G C FG = (V, E C FG ) be the CFG of a function. Note that our methodology does not have any requirements about the structure of the CFG nor about the structure of its loops. The path P p is defined as the sequence of basic blocks B B i ∈ V :
where each pair of basic blocks B B i -B B j is connected by an edge e i, j ∈ E C FG . Since the CFG represents all the paths that might be traversed during a program execution, it is possible to count their occurrences and so how many times the corresponding basic blocks are executed. This technique is usually called path profiling. According to this definition, the basic blocks that belong to a path are executed in sequence, without any interleaving.
However, it is worth noting that each cycle inside a cyclic CFG (i.e. a CFG with a feedback edge) is still a path. Then, any sequence composed of n repetitions of this path is again a path and so the number of paths may be infinite. For this reason, it is not possible to collect information about any admissible path. We thus need to select a subset of these paths, which we call valid paths, and collect information only about them. Our HPP considers as valid only the paths that correspond to an entire loop iteration (or function execution when considering the loop L 0 ). In particular, given the CFG G C FG = (V, E C FG ) and the set F of its feedback edges, a path However, according to this definition of valid paths, cyclic paths are still admitted and, for this reason, the number of paths that can be identified in a cyclic CFG is still potentially infinite. To avoid this problem, given a path P p ∈ H P i that contains the execution of a nested loop L j , we replace the sequence of basic blocks belonging to L j with the symbol L * j . This represents that, during the execution of the path P p , a certain number of iterations of L j may be executed. It is worth noting that, in the EPP technique proposed in [15] , the paths extracted from the execution trace are a complete partition of the trace itself; as a result, each execution of a basic block is counted as part of one and only one path. On the contrary, in the HPP, the execution of a basic block can be considered as part of multiple paths and, thus, overlapping paths are admitted. 9 . Then, for example, the execution of B B 6 is included in both the paths. Indeed, while the latter naturally contains the basic block in the loop iteration, the former implicitly contains the contribution of B B 6 through the contribution of L * 5 . As a result, including the contribution of L * 5 in the outermost path automatically includes the performance estimation of the corresponding loop. We will use this observation to hierarchically build the performance estimation of the entire application.
The HPP keeps track of the current path in the same way of the EPP. Specifically, a variable is used to store the encoded representation of the path, which is updated every time an edge of the CFG is traversed. When a valid path terminates (i.e. the execution reaches its final basic block), the corresponding counter is incremented and a new path starts. However, while in EPP only one path is alive at a time, multiple paths can be simultaneously alive in the HPP, due to the path overlapping that has been described before. In this case, when a new loop starts (i.e. the execution reaches its header), the current path becomes "idle" and a new path starts to keep track of the loop execution. The idle path then returns active only after the termination of the nested loop. More details about this aspect can be found in [34] .
Once HPP has been applied and all paths have been hierarchically clustered, they are projected onto the CDRs defined in Sect. 4: each path can be represented as the set of executed CDRs. We call this projection Control Region Path (CRP). In particular, let P p ∈ H P l be a path belonging to loop L l , the C R P p associated with path P p is defined as:
where γ is the function that associates a basic block with its CDR. Since the function γ is surjective (i.e. more basic blocks can belong to the same CDR), the size of a control region path C R P p results equal or smaller than the size of the corresponding path P p , without loosing any information since the CDR represents all the basic blocks that have to be executed under the same control conditions. By elaborating path profiling information, it is then possible to derive information about the average number of iterations for each loop. The average number N l of iterations of a loop L l , which is nested in L j , can be computed as:
where f p corresponds to the number of times that path P p is executed. The numerator is the total number of iterations of L l , which is computed as the sum of the number of executions of all paths contained in H P l . The denominator corresponds to how many times the loop L l is executed, which is computed as the sum of the number of executions of paths of L j which enter L l . Note that, we compute a unique speed-up for each partitioned solution. However, for many control-dominated applications, the behavior of the application and, in turn, the results of the path profiling depend on the input data. So, in case of multiple input data sets, the path profiling information will be obtained by averaging the results obtained on the single runs. Computing the single speed-up for each input data set is possible, but this approach has some criticalities. In fact, if we obtain that the best solution is different for each data set, multiple solutions have to be implemented at the same time in the final system, which can introduce resource problems (e.g. memory to be reserved for object code). Additionally, it would be necessary to implement a runtime mechanism to automatically determine the solution to be adopted based on the input data set and this is a challenging task.
Appendix 1 shows the results of applying the HPP to the example shown in Sect. 2.
Task Graph Estimation
This section shows how we combine the path profiling information obtained with the HPP with the HTG representation and the mapping and scheduling decisions in order to produce a performance estimation. For doing this, given a HTG to be estimated, this is transformed into H T G to take into account the mapping and scheduling information of each task, extracted from the design solution. Specifically, an edge is added from T ask i to T ask j when: T ask i and T ask j (or the tasks contained in them) share a processing element (mapping) and T ask i is scheduled before T ask j (scheduling).
Our methodology analyzes all the tasks of the application, starting from the task graphs at the innermost levels of the hierarchy. First, we estimate the execution time of each path by combining the contribution of its statements. Since each path may traverse multiple tasks during its execution and these tasks may be assigned to different processing elements, the contribution of each statement is computed according to the performance model of the processing element where the corresponding task has been mapped. Then, if the path contains one or more loops, their contributions are also taken into account. In this case, the average execution time of a loop iteration is multiplied by its average number of iterations, which is equal to one in case of L 0 (i.e. the HTG associated with the entire function). Since different execution paths can be traversed during a loop iteration, the average execution time of the loop iteration is estimated by considering independently each execution path and then by performing a weighted average of their contributions according to their frequency. Finally, to compute the performance estimation H T C 0 of H T G 0 (i.e. a function), H T G 0 is hierarchically analyzed with the procedure described by Algorithm 1. Three main steps can be identified: [24] [25] [26] [27] : the end time of task E xit is used to estimate the performance of the entire H T G l .
Before analyzing a HTG, all nested HTGs have to be already analyzed since contributions of the innermost loops or of the called functions have to be taken into account. For example, the performance estimation of H T G 0 can be computed only after estimating the performance of H T G 5 . Similarly, the HTGs associated with fun_1, fun_2, fun_3 and fun_4 must be estimated before estimating the HTG associ-ated with fun_0. The contribution of a function call is estimated as fixed and not depending on the particular call site, potentially introducing an approximation in the estimated parallel solution. An alternative solution is to create a clone of the complete function HTG for each call site in order to produce better estimation results. However, this can significantly increase the complexity of the proposed methodology. Note that recursive functions are not supported by the proposed methodology.
Before estimating the performance H T C l of the H T G l , several intermediate estimations need to be performed to compute the contribution of each task to each path and then of each path to the entire task graph. These contributions are computed starting from the contributions of the single statements which compose the path, aggregated according to the structure of the HTG and the CFG of the specification. To estimate the contribution of the statements, different methods can be adopted, such as analytical models [16, 46] or cycle-accurate simulators [20] . In this work, we adopt estimations based on analytical models. In particular, given a statement to be characterized, we adopt as features the sequence of low-level instructions (i.e. RTL instructions produced by compiler for the target processing element) that correspond to the specific statement and to the preceding ones in the execution flow. The performance model, which is built by means of linear regression on a set of characteristic applications, takes as input the sequence of low-level instructions associated with the statement and produces as output the estimation of the corresponding execution time. Additional details can be found in [16] . After the estimation of the execution time of the single instructions, we perform the following intermediate estimations:
BC i,t (line 2) is the contribution of a basic block to the execution time of a task.
It is computed as the estimated execution time of the statements of B B i which belong to the task v t :
where o si is a statement of B B i which belongs to the task v t and f (. . . ) is the estimation of the execution time of the statements, which takes into account also the processing element where the task v t has been mapped as described above.
BC i,t (line 4 and line 6) is the contribution of a basic block to the execution of a task and includes also the contributions of nested loops. If a task is a loop and H T G i is the nested HTG, the estimated loop performance H T C i is added to the contribution of the header B B i :

BC i,t BC i,t + HTC i if v t is a loop task containing H T G i (4a)
3. CC c,t (line 9) is the contribution of a CDR to the execution time of a task. It is computed as the sum of the contributions of the basic blocks belonging to the CDR:
4. TPC p,t (line 13) is the execution time of the task t when the path P p is executed. It is computed as the sum of the contributions of all the CDRs belonging to P p : 
where
pr ed(v t ) is the set of the predecessors of v t in H T G l . Equation 8 states that the start time of a task is the maximum between end times of the tasks that precede v t in H T G l . The end time ST O P p,t is computed as:
Equation 9 states that the end time of a task v t during the execution of path P p is the start time of the task plus the time required for its execution (T PC p,t ). Finally, PC p (i.e., the contribution of path P p to HTC l ) is computed as:
Equation 10 states that the contribution of each path is the end time of the task E xit. 7. H T C l (line 27) is the overall task graph execution time. It is computed as a weighted average of the contributions given by all paths:
where N l is the average number of iteration of L l (N 0 = 1) and f p represents how many times the path P p is executed.
Let S 0 be the performance of the sequential specification, the estimated speed-up μ introduced with the parallelization is then computed as:
Analysis of the Proposed Methodology
It is worth noting that the estimation presents some approximations because of the simplifications that have been necessarily introduced. First, the execution time of each called function is estimated to be constant and equal to its average execution time: calling contexts and inter-functions correlations are not analyzed as discussed above.
In the same way, the correlations between statements belonging to different loops are not taken into account and the execution time of the nested loops is estimated to be constant (i.e. the average execution time of an iteration multiplied by the average number of iterations). However, applying the proposed methodology to the two cases presented in Sect. 2, we obtain 2648.5 and 2122 cycles respectively (details are shown in Appendix 1), and these results have been confirmed by the execution times obtained with simulation. This shows that, by exploiting profiling information, the proposed methodology is able to take into account the contribution of each statement when estimating the overall performance of the application. The algorithm complexity is O(|C| · |H P l | · |V l |) where C is the number of CDRs, H P l is the set of paths for L l and V l is the set of tasks for H T G l , as it results from line 13 of Algorithm 1. In the Eqs. 4, 5, 6, a linear additive model is adopted to combine the contributions of the different path components. T PC p,t is the estimation of the execution time for the task statements sequentially executed: it is possible to easily integrate more complex models for estimating the overall execution time of these sequences of statements, but this requires to compute independently all the T PC p,t starting from the single statements, which may increase the complexity of the approach.
Experimental Evaluation
We tested our methodology on several C-based benchmarks mapped on different architectures. Section 6.1 describes the experimental setup, while Sect. 6.2 shows the results that have been obtained.
Experimental Setup
Our methodology has been integrated in PandA [47] , a hardware/software co-design framework based on GCC [48] . We tested this methodology on several benchmarks, which have been extracted from different benchmark suites for embedded systems: MiBench [49] , OpenMP Source Code Repository (OmpSCR) [50] and Splash 2 [51] . Their characteristics are reported in Tables 4 and 5 . The parallelism has been described with OpenMP: some of these benchmarks already contain such annotations, while the remaining ones have been manually partitioned. We then applied our framework to the resulting code and we exploit the intermediate representation of the GCC to build the corresponding HTG representation as described in Sect. 4.1.
To implement the HPP, we added the proper instrumentations and we execute the resulting code on the host machine to collect information about the executed paths. Additional details can be found in [34] . Note that this instrumentation usually introduces an execution overhead that ranges from 20 to 200 % with respect to Lines is the number of source code lines; Fun. is the number of functions; Loops is the number of loops; M D is the maximum depth of the loop trees; I f is the number of conditional constructs; Par is the number of parallel sections; T asks is the number of parallel tasks the non-instrumented execution on the same machine. However, since the profiling is performed directly on the host system, which is usually much faster than the target architecture or its cycle-accurate simulator, the actual overhead of the instrumented application with respect to the original application executed on the target architecture is significantly less. For some architectures, the instrumented execution on the host system can be even faster than non-instrumented execution on target. Additionally, the path profiling is performed only once on the sequential application and the evaluation of multiple parallel solutions does not require to perform multiple path profilings. For these reasons, the instrumentation overhead is acceptable. Applying the optimizations proposed in [15] (e.g. the use of registers to store intermediate results) would allow to further decrease this overhead, but this is out of the scope of this paper.
In our experiments, the target architectures are composed of ARM processors (from 1 to 4), with a shared 32 Mbyte memory connected through a shared bus. We adopted the ARM922T processors [52] with 333 Mhz clock frequency, based on ARM9TDMI core (ARMv4T architecture) with a 8KB instruction cache and a 8KB data cache. Different performance models have been created with the methodology proposed in [16] to consider the effects of different compiler optimizations sets on the application performance. In particular, we built performance models for applications compiled with no optimizations (-O0) and with a standard set of active optimizations (-O2). The task management costs have been obtained by applying the profiling technique proposed in [17] . Mapping decisions for these architectures have been obtained by applying the methodology proposed in [4] and then specified as source code annotations [39] . This approach automatically produces a partitioning of the resources among parallel tasks at each level of the hierarchy. The scheduling decisions are instead automatically computed by applying a topological sorting on the task graphs. Thanks to these assumptions, given a hierarchical task graph H T G l , there are no interferences between tasks at different levels of the hierarchy and the dependences added to create H T G l are sufficient to effectively compute the performance estimation.
To validate the speed-up estimations produced by our methodology, we adopt ReSP (Reflective Simulation Platform) [7] , which is freely downloadable from [53] . ReSP is a highly configurable Virtual Platform targeted to the modeling and analysis of MPSoC systems and built on top of the SystemC and TLM libraries at different levels of abstraction. Note that, in our experiments, the cache coherence is guaranteed by a directory-based mechanism, which overhead is directly managed by the simulation platform itself.
Experimental Results
We evaluated the benefits of considering profiling information by comparing our methodology with the following traditional techniques [19] :
-Maximal Time (MT) the weight of each task is the estimation of its worst-case execution time and the profiling information is used to compute the maximum number of iterations for unbounded loops; -Average Time (AT) the weight of each task is the estimation of its average execution time and the profiling information is used to compute the average number of loop iterations, along with the branch probabilities.
Note that, in both the cases, the execution time of the task graph H T G is estimated as the longest path in the transformed task graph H T G.
These techniques have been applied to the benchmarks listed in Table 4 , compiled with different levels of GCC optimizations (-O0 and -O2). The results have been compared with the results obtained with our path-based methodology (called PB) under the same conditions. For each application, we created eight situations to be analyzed: the two code optimization levels combined with the four considered architectures, i.e., from 1 to 4 processors. Each of these eight situations is analyzed with the three estimation techniques (i.e. MT, AT and PB) and then simulated with ReSP for validation. Table 6 shows the average error produced by the three techniques when estimating the speed-up for the multiprocessor architectures with respect to the uniprocessor one. The error is computed as
where SU Est is the estimated speed-up and SU Real is the measured speed-up.
First, there are no significant differences in the accuracy of the estimations with different optimization levels for all the techniques. Indeed, applying code optimizations increases the error in estimating the performance of the single tasks, but the overall effects on the speed-up estimation are mitigated since the error is introduced in the estimations of both the sequential and the parallel versions of the applications. The results also show that our technique (i.e. PB), by properly adopting the complete path profiling information, is able to achieve better results (3.83 %) than state-ofthe-art techniques (i.e. MT and AT). Additionally, the AT technique produces better estimations than the MT technique (22.60 vs. 35.57 %) since it exploits more profiling information (e.g. the branch probabilities). The error introduced when estimating architectures with 4 processors with AT and MT techniques grows significantly, as explained in the following.
The results for each benchmark are reported in Tables 7, 8 and 9 : the estimation error is reported for each combination of estimation technique, compiler optimization level and target architecture. Note that the error is positive when the technique overestimates the real speed-up, negative otherwise. For the PB technique, we report also the results obtained without taking into account the mapping information during the estimation: it is worth noting that this is equivalent to consider a target architecture composed of a number of processors equal or larger than the maximum degree of parallelism of the benchmark. In fact, in this case, there is no contention on the computational resources and the estimation computed considering mapping information corresponds to the one obtained by ignoring the mapping decisions. Results show that ignoring mapping and scheduling information introduces a large error in estimating the speedup on the architectures with fewer processors (i.e. two or three) since, in this cases, the contention on the resources is much more relevant and ignoring this information leads to wrong estimations.
Analyzing the results, we can identify different classes of benchmarks. In particular, benchmarks like basicmath, grad and string search are characterized by a substantial data parallelism (e.g. parallel execution of different iterations of the same loop), which covers most of the application execution. These applications contain few conditional constructs, without any specific correlation among the execution times of their tasks. All techniques are thus able to estimate their speed-up with a good accuracy. Profiling information can be useful to obtain good speed-up estimations also in case of data par- allelism and tasks with similar execution times that are executed in parallel. In fact, for example, benchmarks like array delay and blowfish are characterized by the presence of parallel sections consisting of parallelized loop iterations. In these benchmarks, the speed-up obtained in the single parallel sections can be easily estimated as their tasks have the same execution time. However, profiling information has to be necessarily considered also in this situation due to the proportion of the tasks composing sequential and parallel parts of the application, as stated by the well-known Amdahl's Law. Since the MT technique is not able to correctly estimate this proportion, its speed-up estimation can lead to a significant error also in this case. In particular, for its intrinsic characteristics of adopting the maximum time, the MT technique systematically overestimates the execution time of the single tasks. Then, if the tasks composing the same parallel section are quite similar, as in the case of data parallel applications, all the tasks are overestimated in the same way. The MT technique thus overestimates the weight of the parallel part much more than the sequential one, overestimating the speed-up introduced by the parallelization. On the contrary, simple profiling information, such as the branch probabilities and the loop average iterations adopted by the AT technique, provides sufficient information to correctly estimate this proportion and, in turn, the overall speed-up. In these cases, the PB technique obtains almost the same results since the profiling of executed paths does not introduce any additional information to improve the estimation since no correlations are contained into the code. Conversely, when different tasks are correlated, adopting the path profiling information becomes critical. For example, in the susan benchmarks (corner detection and edge detection), there are parts of the code executed in parallel that are actually in mutual exclusion. Thus, the profiling information adopted by the AT technique is not sufficient and leads to optimistic estimations, as shown also in Sect. 2. Finally, consider the results about the dijkstra benchmark: in this case we introduced a false parallelism in the application since the code contained in parallel tasks is always in mutual exclusion. This situation has been artificially created to show how the proposed methodology is able to properly analyze also these situations. Indeed, our methodology correctly predicts a slow-down in the application due to the synchronization overhead of the tasks. The other techniques, instead, are not able to detect the mutual exclusion and, thus, they predict an incorrect positive speed-up. Finally, Table 10 highlights how the estimation error changes when increaing the number of processors. In the benchmarks with substantial data parallelism (e.g. grad), there is no significant difference in the estimation error for all the techniques when considering more processors. Moreover, if the benchmark is characterized by parallel sections with four tasks that are equivalent from the performance point of view, there is not any benefit in increasing the number of processors from two to three. In fact, on the architecture with two processors, each processor has to execute two of the parallel tasks in sequence, while on the architecture with three processors, one of them has still to execute two tasks. For this reason, there is no difference in the speed-up. However, the additional cost required for creating more tasks induces a slow-down in the application execution, as correctly modeled by all techniques. On the contrary, if there is a correlation between the execution times of the parallel tasks, the errors in estimating the parallel version of the application and, in turn, of the speed-up increase when increasing the number of processors, as shown, for example, in the jpeg benchmark. When the tasks are completely correlated (e.g. they are in mutual exclusion as in dijkstra), these effects become very significant and can lead to large errors. On the contrary, the PB technique is able to take into account all these task correlations and, thus, the error is not significantly affected when increasing the number of processors. 
Conclusions
In this paper, we proposed a methodology to better estimate the speed-up of a parallel code that takes into account the assignments of the tasks to the processing elements of the architecture and the correlation that may exist among their execution times. In particular, such estimation is computed by combining the HTG representation with a single profiling of the sequential version of the application, which is collected on a generic host machine. We applied our methodology to estimate the speed-up of a set of parallel benchmarks on different MPSoC architectures, which have been obtained by varying the number of processors, and we validated the results on a simulation platform. The results show that the proposed methodology is effectively able to produce much more accurate estimations with respect to classical approaches based on constant execution time for the tasks. B,E,I 0 0
ID is the identifier of the path, Basic blocks is the sequence of the basic blocks composing the path, CRP are the corresponding Control Dependence Regions, Results shows how many times the sequence of basic block is executed as counted by the HPP on 10 execution of function fun_0 when the probability of condition c1 being true is 0.5, condition c3 is always true and a c1 = c2 or b c1 = !c2 This appendix shows how the proposed methodology is applied to estimate the performance of the example presented in Sect. 2 when SolB is considered: T ask1 and T ask3 are assigned to C PU α , T ask2a and T ask2b are assigned to C PU β . The resulting H T G is shown in Fig. 7 : the edge < T ask1, T ask3 > is added to represent the scheduling order, as discussed in Sect. 5.2. The estimation starts with the application of the Hierarchical Path Profiling on the host machine, which results are reported in Table 11 . For the sake of readability, we report also the sequence of basic blocks which compose each path, even if this information is equivalent to the one provided by the corresponding CRP. The order of the Control Dependence Regions in a Control Region Path is not relevant since the basic blocks are interleaved during the execution. The table shows how HPP is able to profile the paths 1 , 2 , 3 and 4 and to collect correlations about the execution of basic blocks before and after a loop, even if it is executed, with a representation that can be easily mapped onto the HTG. Before estimating the execution time (H T C 0 ) of func_0, H T C 5 is estimated as follows: Table 16a -T PC 6 ,6 = T PC 6 ,6 since T ask6 has not overhead cost); 6. the start and end times of each task are computed (lines 20 and 21-Table 17a-e.g.
ST ART 6 ,6 = ST O P 6 ,Entr y5 since Entr y 5 is the only predecessor of T ask6; ST O P 6 ,6 = ST ART 6 ,6 + T PC 6 ,6 ); the execution times of the two paths are computed as the end time of task E xit (line 25-last line of Table 17a -e.g. PC 6 = ST O P 6 ,E xit 5 ); 7. the estimation of the whole H T G 5 can be computed (line 27):
f 5 + f 6 = 10· 105 · 100 + 6 · 0 100 + 0 = 1050 (13) After H T C 5 has been estimated, H T C 0 can be estimated in the same way and Fig. 8 shows how the different contributions are combined. These contributions are: a the CRPs executed are P 1 and P 4 , so the execution time estimated for the parallel version is:
f 1 + f 4 = 4171 · 5 + 1126 · 5 5 + 5 = 2648.5 (14) b the CRPs executed are P 2 and P 3 , so the execution time estimated for the parallel version is:
Finally, the speed-up for the two situations presented in Sect. 2 can be computed. The execution time of the sequential specification is 3123 cycles in both the cases, so the estimated speed-ups are 1.18 and 1.47, respectively.
