Purpose: The study herein develops and tests a credit scoring model which can help financial institutions in assessing credit requests.
Introduction
Credit is as old as trade. However, the history of credit scoring is very short, just six decades old (Abdou & Pointon, 2011) . As a consequence of the exponential growth of the demand for credit, financial institutions have the need to develop automated risk evaluation systems (scoring) and they have to hire specialized consulting agencies to perform customers' evaluation and complex products evaluation (ratings) in order to rapidly evaluate the operations and to reduce the cost of analysis.
A credit scoring, is the process of collecting, analyzing and classifying different variables related to credit in order to asses credit decisions, Hand and Jacka, (1998, pp. 106 ) and Anderson (2007) . This assessment is based on the comparison between the subject asking for credit and previous subjects who asked for credit. It is an automated system of assessment of the credit capacity of the subjects requesting credit operations which facilitate the concession or not of the credit requested with a high degree of accuracy, so to allow a reduction of default. Its form and application level varies substantially depending on the institution, Blöchlinger and Leippold (2006) . This is a relevant topic, especially after the last global financial crisis that shook the financial stabilities of many developed countries and even if many different factors generated the crisis, it gained relevance the importance of evaluating precisely the risks associated to credits of banks, Marshall, Tang and Milne (2010) . The scoring is very generalized in relation to credit to allocate to specific customers, credit cards and mortgages. Based on Fair Isaac Company (2015) data, more than 75% of credit institutions use credit scoring to grant mortgages and more than 90% use it for credit cards.
In this way, the precise evaluation of the probability of loans default can at least help banks to rank their customers and improve the efficiency of the process related to credit concession. Moreover, a little improvement in the forecasting of the probability of default can bring substantial benefits to the money lender (Schreiner, 2002; Schreiner, 2004; De Young, Glennon & Nigro, 2008) .
To summarize, the purpose of credit scoring is nothing else but classifying credit applicants in two types: those with good credit, and consequently, higher probability to pay back their financial obligation, and those with bad credit with higher probability of defaulting (Wang, Hao, Ma & Jiang, 2011) . According to these authors, the main objective of their research regarding credit scoring was to determine the variables that have significant influence in the probability of default (Viganó, 1993; Thomas, 2000; Dinh & Kleimeier, 2007; Caudill, Gropper & Hartarska, 2012) . This paper has the objective of identifying which ratios better discriminate the companies either as solvent or insolvent and to know what is the relative importance of these ratios.
The rest of the work is organized as follow. In the second part, previous works related to credit scoring are described. In the third part, the methodology, techniques of analysis and variables are exposed. In the fourth part, the empirical results are analyzed. Finally, in the conclusive part the main results are addressed.
Literature review
The main idea behind the concept of credit evaluation is to compare the profile of a customer with the profile of previous customers who received credit in the past and were able to pay it back. Therefore, if a customer has a profile similar to the one of a previous customer who obtained credit and was able to be solvent, then the financial institution would grant credit (Abdou & Pointon, 2011) . In order to do so, there is the possibility of applying two techniques: "Loans officer's subjective assessment and credit scoring" (Crook, 1996) . When talking about subjective assessment, it usually means the creditor's judgmental assessment. The creditor will have to go through a process which will take into account several factors, both quantitative and qualitative about the individual requesting credit, and it will be driven mainly by the creditor's experience. The advantage of this approach is that it takes into account also qualitative variables, even behavioral ones which are very difficult to include in a statistical model.
On the other hand, a credit scoring model is a more objective and statistically accurate measure to make decisions which has been proven to be the most effective tool credit institutions have in order to make credit related decisions. A statistical approach is also a way to avoid misalignment of information similar to the audit expectation gap whose causes are explained in Saladrigues and Grañó (2014) . To obtain a scoring, several statistical techniques are used, starting from the information regarding the applicant (income level, employment history, properties…) and the characteristics of particular loans based on previous operations (payments met, defaults…) to forecast possible future developments.
Based on the level of risk the bank wants to take on, the loan is granted or not; and based on the punctuality of the payments, a tariff to pay or a guarantee is established in order to make the operation even safer. The Scoring can be applied to both companies and individuals and it is applied in different phases, Amat, Pujadas and Lloret (2012):
• Customer identification phase. In this phase, financial entities can identify those customers having an appropriate profile to receive the loan (Arimany &Viladecans, 2015) .
• Phase of initial study of the operation to decide whether to accept or not (acceptance scoring).
• Once the credit has been granted, there is a phase of post monitoring (Behavioral scoring).
During this phase, the scoring is applied to the customers who obtained the loans and it is useful to assess if it is worth to keep the customer or not, if it is better to increase or reduce the limits allowed, to identify too risky customers before it is too late and establish interests and commissions for the renewals.
• Phase of default. In case the customer defaults, the scoring helps to evaluate the level of possible losses and the most appropriate actions to take in order to recover the defaulted payment.
The first scoring for credit operations was designed in the USA for the FICO company (1958) and the first scoring for credit cards was designed for Montgomery Ward (1960) and for American Bank and Trust (1970) . Today, most of the institutions have their own scoring system and there are also companies which fill report about their customers based on their scorings, such as Equifax, Experian, Transunion and Axesor.
Other traditional models are the one from Altman (1968) who developed a popular model to forecast the probability of a company going bankrupt; the one from Argenti (1983) whose aim is to determine the probability of insolvency using variables related to management and control; the Credit -men model proposed by Wall (1928) has the aim to determine the position of a company with respect to other companies operating within the same sector; the Edminster (1972) is a more complex model than the Credit-men because it selects those companies which are similar in certain parameters, while it excludes those which do not meet those parameters; or the Conan and Holder (1979) model, developed in France through the use of discriminant analysis to determine the probability of a company to suspend its interest payments.
Without any doubt, until today, several types of credit scoring models have been developed and applied with success to support the approval of credit decisions, being one of the main objectives of the credit scoring system the classification of samples of similar groups. Generally the problems of the credit scoring appear in the classification based on statistical methods (Hsieh & Hung, 2010) .
Below, we show other previous works of international level and what techniques they applied to elaborate the models. In Spain, the appearance of these techniques of automated evaluation occurred around 1983 (Bonilla, Olmeda & Puertas, 2003) . The authors make a comparison between parametric models (discriminant analysis and Logit) and non-parametric models (trees, neural networks, algorithm C4.5...) to determine the concession of credit cards and they conclude that discriminant models resulted to be so powerful in predictive terms that non parametric models do not dominate systematically the parameters. Hu and Ansell (2007) analyze for the retailing sector the usefulness of the models for credit risk evaluation. In this way, they compare four classical methodologies (Naïve Bayes, logistic regression, recursive partitioning and artificial neuronal networks) with the Sequential Minimal Optimization (SMO). They used a sample of 195 healthy companies and 51 taht went bankrupt from 1994 to 2002.
The five methodologies behaved well in predicting bankruptcy, in particular, one year before the event took place; moreover, it contrasts to how it was possible to predict up to five years in advance the bankruptcy with a level of accuracy superior to 78% and how none of these methodologies resulted to be superior in this classification. This agrees with the previous results where it was posed as a sample how bankruptcy prediction models have a predictive capacity of up to five years before a company goes bankrupt and how it was expected that the closer we get to the bankruptcy event the higher the predictive ability, so the values of the ratios deteriorate at a higher intensity (Marín, Antón & Mondragón, 2011) . Bardos (1998) In Argentina, Gutiérrez (2008) contrasts the similar results obtained among parametric techniques and uses, starting from the Central Debtors of the Financial system, a model of credit scoring through the Probit. He affirms that in the studies are usually applied parametric techniques instead of non-parametric ones because they are easier to use and to interpret than the more sophisticated non parametric one. Jacobson and Roszbach (2003) give relevance to how, in general, credit scoring models have the inconvenience of the bias in the sample and they propose a method to give importance to the risk portfolio. They use a sample of 13.338 Swedish credit applicants to whom were granted or refused credit and they apply the Probit method. Their results stress that an efficient selection of the credit applicants can reduce the credit risk up to 80%.
Also through the Probit, Marshall et al. (2010) explore a sample of the UK and the influence of the sample selection bias in the prediction of the probability of default. In Antón (2007) Wang, Ma, Huang and Xu (2012) analyze an Australian database and a German one in their study, as well as a Chinese database in Wang et al. (2011) , and they recognize the wide use of discriminant techniques and logit in previous studies, and they advocate for the use of other techniques less used in the study of credit scoring such as the decision tree showing the usefulness of the latter. Other previous studies such as Zhou, Zhang and Jiang (2008) , also utilize Australian and German data, and they approach credit scoring through the decision trees technique.
Another study using as data German applicants is the Kim and Son (2003) where, to strengthen the credit scoring management, they develop a credit scoring model through neuronal networks, dividing customers into four subgroups considering their current credit status and the results of the classification.
The study of Blanco, Pino-Mejías, Lara and Rayo (2013) uses neuronal networks as well. They develop several credit scoring models for the microfinance sector using several techniques such as the linear discriminant analysis and the logistic regression. They base their study on a sample of 5.500 loan applicants for a Peruvian microfinance institution, concluding that for the microfinance sector, the results coming from neuronal networks are better than those obtained with traditional techniques.
Rayo, Lara and Camino (2010) focus on microfinance institutions (IMFs) and design a credit scoring model for a Peruvian institution under supervision and specialized in microcredit through logistic regression analysis. In this sense, Van Gool, Verbeke, Sercu and Baesens (2012) , analyze if microfinance institutions can benefit from credit scoring, confirming the absence of quantitative evidence for East Europe, central Asia and Africa. They develop and confirm the validity of the logistic regression models using data from Bosnia Herzegovina, getting to the conclusion that credit scoring is not able to completely replace the human factor in the process of granting credit and nonetheless is recommendable to introduce these models as tools to improve the process of credit in combination with the human factor.
With respect to the assessment of models, Dryver and Sukkasem (2009) This report of previous studies is a sample of the diversity of studies related to credit scoring as well as its techniques and variables. A more detailed revision about previous studies can be found in Allen, De Long and Saunders (2004) or more recently in Abdou and Pointon (2011) , who analyze 214 articles, books and thesis about statistical techniques and evaluation criteria in credit scoring, concluding, among other things, that it does not exist yet a technique that dominates the others. It also deserves special attention the study of Tascón and Castaño (2012) , who realize a large revision of previous studies related to business bankruptcy, models and variables.
Methodology
This empirical study has the objective of identifying a function which discriminates the companies based on a higher or lower ability to meet their debt obligations. The companies with higher probability of meeting their obligations will be considered solvent whereas the ones with a lower probability of being able to meet their obligations will be considered insolvent. In this sense, we will try to answer the two following questions:
(1) Which ratios better discriminate the companies based on their being solvent or insolvent?
(2) What is the relative importance of these ratios?
To do that, several statistical techniques with a multifactorial focus have been used (Altman, 1968) .
There are two reasons to explain the use of traditional statistical techniques rather than advanced statistical techniques such as neural networks, decision trees and genetic programming. First, there is the aim to follow (Altman, 1968) approach and second because traditional statistical techniques have been proven to have very good performance in the context of the paper. Even if some studies show that advanced statistical techniques have better performance when dealing with predictive abilities, other studies have shown that the predicting capabilities of both approaches were sufficiently similar to make it difficult to distinguish between them (Abdou & Pointon, 2011) .
MANOVA
Discriminant analysis is a simple parametric statistical technique which has been widely used in order to distinguish between bad credit customers and good credit customers, and even nowadays it keeps being considered one of the most appropriate techniques in order to make this kind of distinctions. For this reason, the first two techniques implemented in this paper belong to the family of discriminant analysis techniques and they are MANOVA and LDA.
The Multivariate Analysis of Variance (MANOVA) has been used to detect those independent variables which have a greater discriminant power. In fact, it is a technique used to analyze the relationship between several response variables and common set of predictors at the same time. Let's assume a sample which includes the two different groups (solvent companies and insolvent companies) and where each observation contains different variables (ratios). The question is up to what point these groups are different with respect to these variables. This technique is particularly useful for the identification of the group of variables (ratios) which show a different performance between solvent and insolvent firms. The variables that show different profiles between the groups are of little utility to discriminate the companies. To sum up, the main objective of the MANOVA analysis is to determine if the response variables, in our case solvent and insolvent firms, are altered by the observer's manipulation of the independent variables which in this study is the possible inclusion or exclusion of certain accounting ratios.
Linear Discriminant Analysis (LDA)
The LDA is a technique which considers the complete profile of the companies and the interactions among the different characteristics. Moreover, the LDA is of great help when there is the need to classify only two groups of companies (in our case solvent and insolvent firms).
Similarly to Altman (1968) , a series of ratios that previous literature identified as relevant to forecast insolvency were used. In our case 40 ratios have been used (see Table 1 ). Following Altman (1968) with the aim to find a final profile of the variables, the statistical significance of the alternative dif ferent functions that include the relative contribution of each variable (ratios) have been observed and it was also considered the accuracy of prediction of the different functions. The LDA tries to derive a linear combination of variables (ratios) that maximize the separations between the two groups. The discrimination is reached when meeting the vector that contains the discriminant weight for each one of the independent variables that better separate individual observations result from the two types of companies (solvent and insolvent).
With the aim of evaluating the accuracy of the discriminant model, several alternatives are proposed, which are shown in the classification matrix (see Table 2 ). A and D represent the correct classification and, on the contrary, B and C show classification errors:
• A is a company that knows to be insolvent and when the model is applied, the company results to be insolvent: CORRECT.
• B is a company known to be insolvent, but when the model is applied, the company results to be solvent: INCORRECT.
• C is a company known to be solvent, but when the model is applied, the company results to be insolvent: INCORRECT.
• D is a company known to be solvent and when the model is applied, the company results to be solvent: CORRECT. The aim is to identify a model which afterwards can be applied to other companies to predict if those are solvent or insolvent
Predicted Group Actual Group
Insolvent Solvent Insolvent A B Solvent C D
Logit and Probit Models
Logit and Probit models are conventional techniques used in credit scoring. These techniques find coefficient values such that it is the probability of a unit value of a dichotomous coefficient. Under a
Probit model a combination of the independent variables is transformed into its cumulative probability value from a normal distribution. Therefore, they are models of binary election, which is a class of econometrics models where the "dependent" variable is qualitative assuming only two values (0/1).
Usually, 1 represent a success while 0 represents a failure. Grablowsky and Talley (1981, pp. 260) , stated that, under Probit analysis, normal distributions of the "threshold values" are assumed, while multivariate normal distributions and equal variances are assumed under discriminant analysis.
In order to perform this study, we have used a sample of 80.000 Spanish companies that received a loan from a bank (for confidentiality reasons, the name of the bank is anonymous) in 2005 and 2006.
Around 85% of the companies were successful in meeting their interest payments and principal payment at maturity during the following years. However, about 15% of them defaulted their credit obligations. To be more specific, based on the Spanish regulation, a firm is considered defaulting their credit obligations when it either does not pay back the principal amount at maturity or, in case of long term loans, it does not meet at least three periodical interest payment.
Results
Among all the possible MANOVA combinations the ones with a higher discriminant power were identified. This is a fundamental step for determining which are the accounting ratios that significantly differentiate a solvent firm from an insolvent one. According to our results
We have calculated 40 of these companies' ratios (see Table 1 ). These 40 ratios have been identified in the literature review as ratios with more discriminant power. The four ratios in Table 3 are the ones with a higher power to discriminate between solvent and insolvent firms: Table 3 . Ratios with higher predictive power Among the 40 ratios analyzed, these four are the ones which discriminate the most between solvent and insolvent firms.
(2) What is the relative importance of these ratios? The Z formula obtained is the one that best assess a company as insolvent when its value is less than zero and it assesses as solvent when the value is above zero. Z = -3.9 + 1.28 (CA/CL) + 6.1 (NW/A) + 6.5 (NP/A) +4.8 (NP/NW) As a consequence, through the discriminant analysis we have identified an integrated function for several ratios that resulted useful to asses if a company can be classified as solvent or insolvent. When the value of the previous formula is above zero, it indicates that there is a high probability that the company is financially healthy whereas when the value is below zero, there is a high probability that the company has insolvency problems.
We have applied the formula to both the healthy firms and the firms with problems (see Table 4 ). As it is possible to verify, companies with problems obtain a negative Z value, whereas the healthy companies obtain a value greater than zero.
-62- Table 4 . Application of the Z score to healthy companies and companies with problems
Testing the model
To test the usefulness of the model, we applied it to two different samples.
First test of the model
To test the usefulness of the model, we have analyzed a sample of 2,000 short term credits issued by the same bank at the end of 2008. Out of these 2,000 short term credits, 144 had problems of insolvency in the time span that goes from the date of issuance till the end of 2010. In Table 5 there is the application of the model to the described loans and the interpretation is as follows: a value of Z equal to 0.8 means that the bank granted a loan to 1,324 companies with a value of Z equal to 0.8 or less. Of these loans, 4 resulted to be defaulting, meaning a 0.8% default rate. Given that the default rate of this list of loans was of 7.2%, if the bank would have demanded a lower Z score from the companies, it could have reduced the default rate. For example, if the maximum default rate acceptable had been 1.8%, it should not have been granted a loan to any company obtaining a Z score of -0.8. This test proves that the Z score can be useful to reduce the default rate. Since it proves that there is a close relationship between the value of the Z and the default rate, the value of the Z for each company could be used to fix the interest rate considering the default risk. When the Z is lower the risk of default is higher so the bank should deny the loan or increase the interest rate.
Second test of the model
Following is another example of use of this kind of scoring. In Table 6 the Z score has been applied to seven Spanish companies. We have used financial data from the year 2008 in order to check if the Z score can be a good predictor of future insolvency. As previously mentioned, a value above zero will be an indicator of a company financially healthy. In the example, a commercial TV station, a textile company, an airline company and a shopping center chain have a value greater than zero and they developed favorably during the years before the measurement. On the contrary, the companies having a 
Conclusion
The Z score was a good predictor
The Z score was a good predictor Note: The Z has been calculated using data of the year 2008 Table 6 . Application of the Z score to seven Spanish firms -65-
Conclusions
Credit scoring is a tool eliciting a growing interest for financial institutions.
The literature also shows us the best variables for each particular case, but it still does not seem to exist unanimously a set of variables that should always be part of the model.
In this work, we have identified four ratios which have a high discriminant power in connection with solvency: Current Assets / Current Liabilities, Net Worth / Assets, Net Profit / Assets and Net Profit / Net Worth.
We have also developed a Z score model which can be used to predict solvency problems. The validity of the model has been tested over two different samples, showing a predictive power which can be useful to forecast defaults based on four ratios.
This work has several limitations. First, this kind of analysis has to be done with caution because in some industries the predictions might not be as accurate, especially in the cases where financial practices are very different (when there is rapid cash in from customers, or inventories tend to stay just for a short time in the company, as in supermarkets, for example). On the other hand, we agree with previous studies regarding the importance of the human factor in the process of granting credit.
Without any doubt, it is recommendable to introduce these models as a tool to guide the decision making, but only as a complementary tool to the human factor and experience. Indeed, before applying any statistical model, a sound accounting analysis would be needed such as a detailed financial statement analysis of the company. It might seem evident, but several papers have shown the importance of financial statement analysis to assess companies' future performance such as Arimany and Viladecans (2015) who prove the importance of the statement of cash flow analysis to assess companies' performance.
Future extensions of this research line could include the development of Z scores for special industries, for example, supermarkets. Moreover, it would be interesting to try to include behavioral variables within credit scoring models in order to merge the importance of human experience and statistical analysis.
