Abstract. The solvability and Fredholm properties of refinement equations in spaces of square-integrable functions are studied. Necessary and jointly necessary and sufficient conditions for the solvability of homogeneous and nonhomogeneous refinement equations are established. It is shown that in the space L 2 (R) the kernel space of any homogeneous equation with a non-trivial solution is infinite dimensional. Moreover, the solvability problem is reduced to the study of singular values of certain matrix sequences. These sequences arise from Galerkin approximations of auxiliary linear operators. The corresponding constructions use only the coefficients of refinement equations that generate multiresolution analysis, and the coefficients of the refinement equation studied. For the equations with polynomial symbols the most complete results are obtained if the corresponding operator is considered on an appropriate subspace of the space L 2 (R).
Introduction
Let a be an essentially bounded measurable function on the unit circle T := {z ∈ C : |z| = 1}. Using the usual identification
we have the correspondence a(z) ∼ a(t) between functions on T and 2π-periodic functions on the real line R, and we can use the same letter to denote each function. Let 
Throughout this paper the operator corresponding to the right-hand side of equation (1.1) is called the refinement operator and is denoted by R a . In this context the function a is referred to as the symbol of the operator R a . A non-trivial solution of equation (1.1) is called a refinable function. Refinable functions play an important role in wavelet analysis and approximation theory, and
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the solvability of equation (1.1) and its generalizations in different normed spaces have been extensively studied in the literature [1, 3, 4, 6, 8, 9, 10, 20, 21, 22, 25, 29] . It is worth noting that most of the above-mentioned papers deal with the refinement operators satisfying the following two assumptions:
(1) The number of non-zero coefficients in (1.1) is finite; i.e., equation ( Then it is known [1, 10] that there exists a unique compactly supported distributional solution f 0 of (1.2), where
and F −1 denotes the inverse Fourier transform. For a Banach space X and for a bounded linear operator A on X, let im X A and ker X A denote the range and null space of the operator A on X, respectively. The subscript X is usually omitted if that does not cause confusion. Thus the assertion that the refinement equation (1.1) has a non-trivial solution in X is equivalent to the relation dim ker X (I − R a ) > 0. A homogeneous equation is called solvable in a space X if it has a non-trivial solution f ∈ X. Note that the solvability of refinement equation (1.2) in L 1 (R) was studied by Daubechies and Lagarias [10] . Theorem 1.1 below is a reformulation of their Theorems 2.1 and 2.3 in a form convenient for our considerations. −m a n } has a non-trivial solution [10] .
One may note that condition (1.3) is not so important for the solvability of refinement equations in the space L 2 (R). Nevertheless, it often remains one of the main assumptions in publications on the solvability of these equations in both L 2 and other normed spaces. Thus, in [29] the existence of a compactly supported L 2 -solution of (1.2) was linked to the existence of positive solutions of an auxiliary equation in a finite-dimensional space. A different approach to the solvability of equation (1.2) was used in [20] , where L p -solutions of (1.2) are described in terms of the p-norm joint spectral radius of two matrices associated with the coefficients of the symbol a. The same condition (1.3) is used while studying the solvability of refinement equations in the space of continuous functions [6, 11] , and similar assumptions are often made in works on the solvability of matrix refinement equations (see, for example, [7, 19] and the references there). Interesting results concerning the solvability of the Haar refinement equation in L 2 (R) have been obtained [23, 24] , where however the solvability of equation (1.1) is not directly connected to the distributional solution (1.5) . In particular, Theorem 3 of [24] states that the kernel space of the equation
is isomorphic to an L 2 -space, so it is infinite dimensional. Moreover, it was mentioned that this result "can be extended to dilation equations which have a (non-zero L 2 (R)) solution with analytic Fourier transform which decays like |ω| −p for some p > 1/2." The author also notes that "solutions of the form discussed in [10] are usually of this type and the dilation equations used to build Daubechies' family of orthonormal wavelet bases always are."
In [23, p. 44] , the author also proves that the equation
. The latter result is especially interesting because, except for k = 1, none of these equations possesses compactly supported L 2 -solutions. Such equations therefore remain outside the perspective of most works concerned with the solvability of equation (1.1).
In the present paper, we also do not use condition (1.3) and the corresponding distributional solution (1.5) while studying the solvability problem. For L 2 -spaces, other conditions seems to be more relevant. Moreover, the polynomial symbols of (1.2) are replaced by more general symbols with uniformly convergent Fourier series, where the set of the functions which have uniformly convergent Fourier series is denoted by UC F (T). Note that if a ∈ UC F (T), then a is continuous, and one can define a non-negative number ∆(a) by
In §3 we give the following description for the kernel space dimension of the operator I − R a considered on the space L 2 (R).
Theorem 1.2. Let a ∈ UC F (T).
The following are true:
Thus the situation for the space L 2 (R) is quite different from that for L 1 (R 
Another consequence of Theorem 1.2 is the following corollary.
R) is Fredholm if and only if it is invertible.
We study the solvability of equation (1.1) in the space L 2 (R) in more detail, but as was already mentioned the approach we use is not connected to the distributional solution (1.5). The problem is instead reduced to the study of singular values of a sequence of matrices (R nm ) n,m∈N introduced in (4.34). These sequences arise from matrix representations in wavelet bases of the Galerkin approximations of the operator (I − R a ) * (I − R a ). It turns out that the form of the matrices R nm depends only on the coefficients of the scaling equation generating the corresponding wavelet and the coefficients of the equation tested. Let us also emphasize that numerical examples indicate that the singular values of the matrix sequences constructed for the same test scaling equation, but based on different wavelet Galerkin approximations, have similar convergence rates.
This approach is related to references [26, 27] , where the dimensions of the null spaces of Toeplitz operators have been investigated. For the convenience of the reader, in §2 we recall relevant results of [27] in a modified form that suits the situation considered here. Note that to approximate the corresponding operators, [27] uses projections on trigonometric polynomial spaces, whereas for the refinement equation (1.1), the construction based on wavelets seems to be more appropriate. Thus by using wavelet bases one obtains well-structured three-diagonal block matrices. Studying the singular values of these matrices, one can get information concerning the solvability of refinement equations. In particular, in §4 the following result is established. This approach also allows us to study the solvability of non-homogeneous refinement equations. In fact, necessary and sufficient conditions for the existence and uniqueness of L 2 -solutions of non-homogeneous refinement equations are immediately obtained as a by-product. Theorem 1.5. Let a ∈ UC F (T). The non-homogeneous refinement equation Note that criteria for the existence and uniqueness of distributional, continuous, or L p compactly supported solutions of the non-homogeneous equation (1.9) are established in [14] and [28] where, in contrast to Theorem 1.5, the right-hand side g of (1.9) is assumed to be compactly supported.
Section 5 is devoted to a discussion of numerical tests for some refinement equations which are known to be solvable or not in the space L 2 (R). In particular, the Haar refinement equation is tested, and refinement equations with non-compactly supported L 2 -solutions are considered.
In § § 6-7 we discuss the existence and uniqueness of compactly supported solutions for polynomial symbols. In this case the corresponding matrices R nm differ from the matrices arising in § § 4-5; if the corresponding equation is considered in the space L 2 on an interval [0, N], then it can have only a one-dimensional kernel space. Moreover, the restriction of the refinement operator to the space L 2 ([0, N]) is normally solvable if and only if this restriction is a Fredholm operator. On the other hand, in the L 2 (R) case, Fredholmness is equivalent to invertibility.
We emphasize that the method presented here is quite universal. It can be applied to the study of L 2 -solvability of multivariate homogeneous and non-homogeneous refinement equations, as well as systems of such equations. Of course, the resulting matrices R nm and formulas to compute their entries may be more complicated.
Fredholm properties of linear operators
Let H be a separable Hilbert space and let L(H) denote the C * -algebra of all bounded linear operators which act in the space H. By K(H) we denote the ideal of all compact operators from L(H). Consider a sequence (P n ) n∈N of orthogonal projections on H such that dim im P n < ∞, and the strong limit s-lim n→∞ P n = I. Without loss of generality we can assume that dim im P n = n. By A we denote the algebra generated by the sequences of the form (P n AP n ), where A ∈ L(H), and N is the family of all sequences (C n ) with C n : im P n → im P n and ||C n || → 0 as n → ∞. As usual, the operations on A are defined componentwise by inheritance of the corresponding operations on L(H). Moreover, if one provides A with the norm
then it becomes a C * -algebra and the set
forms a closed two-sided ideal in A. 
is an n 0 ∈ N such that for all n ≥ n 0 the operators A n : im P n → im P n are invertible and the sequence (B n ),
is bounded. [16] . Since both operators A * A and P ker A are positive, it follows that A * A + P ker A is positive definite. Hence the sequence (P n (AA * + P ker A )P n ) is stable; cf. [15] . Thus, there is a bounded sequence (B n ), B n ∈ L(im P n ) and n 0 ∈ N such that
Moreover, in the case at hand, simple C * -algebra arguments show that the sequence (B n ) belongs to the same C * -algebra A. Therefore, this sequence converges strongly to an operator B ∈ L(H), and relation (2.1) can be rewritten as
Note that the operator BP ker A is compact whereas the sequence
converges to zero uniformly since the operator P ker A is compact and s-lim n→∞ (B − B n ) = 0. Thus the sequence ((−P n BP ker A P n + P n (B − B n )P ker A )P n ) belongs to the ideal I, so the coset (P n A * AP n ) + I is invertible in A/I from the left. The right invertibility of this coset in the factor algebra A/I can be shown analogously, and the proof of the necessity part of Lemma 2.2 is completed.
Conversely, let the coset (P n A * AP n ) + I be invertible in A/I. Then there exists a sequence (B n ) in A such that
The latter two inclusions are equivalent to the existence of compact operators
Letting n tend to infinity in the last two expressions yields
and
Hence A * A is a Φ operator, so A * ∈ Φ − (H) and A ∈ Φ + (H), [16] .
Let M be an n × n matrix. By s j , j = 1, 2, . . . , n we denote its singular values. Note that throughout this paper we always assume that singular values are ordered
Recall that the singular values of the matrix M can also be found by the formula [17] (2.2)
where F n n−k refers to the set of all n × n matrices of rank at most n − k. Definition 2.4. A sequence (A n ) ∈ A is said to enjoy the k-splitting property if there are numbers n 0 ∈ N and d > 0 such that for all n ≥ n 0 the singular values
Proposition 2.5. Assume that (A n ) ∈ A and s-lim n→∞
is Fredholm, then it is subject to the k-splitting property and
Proof. Let S n be the orthoprojection onto the subspace P n P ker A P n in im P n . Using formula (2.2) and the relation ||A n S n || → 0, as n → ∞ one gets
Notice that I − S n ∈ F n n−k and the sequence (A * n A n (I − S n )+P n P ker A P n ) is stable. Therefore there exists a d 1 > 0 and an n 0 such that for all n ≥ n 0 the inequality
To estimate the singular value s k+1 we proceed as follows:
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Using the stability of the sequence (A * n A n + P n P ker A P n ), one finds that for all sufficiently large n the inequality
for all sufficiently large n and the proof is complete.
Theorem 2.6. The following two assertions are equivalent:
Proof. Let A be a Φ + operator. Then Lemma 2.2 and Proposition 2.5 imply that the sequence (P n A * AP n ) is subject to the k-splitting property and dim ker (A * A) = k. It remains to note that dim ker (A * A) = dim ker A. To prove the reverse statement, assume that A is not a Φ + operator. Then the operator A * A is not Fredholm, and by [18] , Chapter 6, the sequence (s k (P n A * AP n )) n∈N tends to zero for any k. Proof. Assume that the homogeneous equation (2.6) has a non-trivial solution. If dim ker A = k, k ∈ N, then the sequence (P n A * AP n ) is subject to the k-splitting property with k > 0. If dim ker(I − R a ) = ∞, then I − R a is not a Φ + operator and all sequences of singular values converge to zero. Conversely, if the sequence (P n A * AP n ) does not have the 0-splitting property, then it either has a k-splitting property with k > 0, or all sequences of singular values converge to zero. In the first case, equation (2.6) has k linearly independent solutions. In the second case, A is not a Φ + operator. Since A is supposed to be normally solvable, dim ker(I − R a ) has to be infinite.
Corollary 2.7. Let A : H → H be a normally solvable operator. The homogeneous equation

Fredholm properties of the operator I − R a
In this section, we examine Fredholm properties and the invertibility of the operator I − R a for symbols a whose Fourier series converge uniformly.
For any fixed positive real number q, consider an operator
Where there can be no confusion, we drop the index 2 in the case q = 2, so the corresponding dilation operator B 2 is simply denoted by B.
Let f ∈ L 2 (R), and let F and F −1 denote the direct and inverse Fourier transforms, respectively; namely
If a ∈ L ∞ (R), it is well known that the convolution operator C(a) = FaF −1 is bounded on the space L 2 (R) and
It is easily seen that for any polynomial
Thus if the Fourier series S(a) of the function a converges uniformly, then by continuity
where S n (a) are the partial sums of S(a). Hence, if a ∈ UC F (T), then the refinement operator
can be represented as a product of the two operators B and C(a), that is,
operator (invertible) if and only if the operator
Proof. Since the operators B 2 and F are invertible in L(L 2 (R)) and
the operator I − R a can be rewritten as
and the lemma follows. (1.8) . If the refinement equation
Lemma 3.2. Let a ∈ UC F (T) and let ∆(a) be the non-negative number defined by
(1.1) has a non-trivial solution, then ∆(a) ≥ √ 2. Moreover, if in addition, a(x) = 0 for all x ∈ [0, 2π], then √ 2 ∈ [ ∆ −1 (a −1 ), ∆(a)].
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Proof. Assume that equation (1.1) has a non-trivial solution but ∆(a) < √ 2. Consider the operator T a := (a/2)B 1/2 . Since
and ||B
Thus ρ(T a ) < 1, and the operator G a is invertible. By Lemma 3.1, equation (1.1) only has the trivial solution, but this contradicts our assumption, so ∆(a) ≥ √ 2. If a(x) = 0 on [0, 2π], we represent the operator G a in the form
Applying the previous arguments to the operator T 2/a , we obtain ∆ −1 (a −1 ) ≤ √ 2. Thus if equation (1.1) has non-trivial solutions and a does not vanish, then
As a next step, we consider the dimension of the kernel space for the operator I − R a .
Theorem 3.3. Let R a be the refinement operator generated by a function
Proof. To investigate the kernel space of the operator I − R a we again turn to the operator G a . Assume that I − R a is a Φ + operator. By Lemma 3.1, the operator G a ∈ Φ + (L 2 (R)) and dim ker G a = dim ker(I − R a ). Hence, if the homogeneous refinement equation (1.1) has a non-trivial solution, then there exists an element
Assume for definiteness that I is in R + , and consider any element m ∈ L ∞ ([1, 2)) with ess inf x∈ [1, 2) |m(x)| ≥ > 0. From the interval [1, 2) this element can first be extended on the intervals [2 −1 , 1) and [1, 2 2 ) by
and then gradually on the whole positive semi-axis R + . (For simplicity we use the same letter m to denote this continuation.) If one now considers the function
This obviously implies the relation
but G a is a Φ + operator, so the dimension of its null space is finite. Hence dim ker(I − R a ) = 0, and the proof is complete.
Note that in the course of the proof we also established a result which is interesting on its own, which we formulate as a corollary.
Corollary 3.4. Let a ∈ UC F (T). If the homogeneous equation
The kernel of the adjoint operator can be studied analogously. As a result one has the following corollary from the representation
and from our previous considerations.
Combining Theorem 3.3 and Corollary 3.5, one obtains the following criterion of the Fredholmness for the operator I − R a .
Corollary 3.6. Let a ∈ UC F (T). The operator I − R a is Fredholm if and only if it is invertible.
Finally, the results of this section are summarized by the next theorem.
Theorem 3.7. Let a ∈ UC F (T). The following are true:
(
Solvability of the refinement equation
For any given a ∈ L ∞ (R), let A a stand for the operator I − R a . Lemma 4.1. Let a ∈ UC F (T), and let the sequence {b l } be defined by
Proof. Using the easily verified relation B * = (1/2)B 1/2 , given in [13] , one obtains
It remains to note that b l , l ∈ Z are the Fourier coefficients of the function (1/2)|a| 2 , and invoke (3.2).
To make use of the results presented in §2, let us consider a scaling function ϕ that satisfies the refinement equation
and generates a multiresolution analysis [22] 
Then the family {ϕ k }, ϕ : = ϕ(· − k) constitutes a Riesz basis for U 0 . Without loss of generality, we can assume that this basis is orthonormal and consider a function ψ defined by
Let ψ s,k , s, k ∈ Z denote the functions
Then the space L 2 (R) can be represented as a direct sum of orthogonal subspaces
where
We also recall the decomposition
of the subspace U 1 into a direct sum of two orthogonal subspaces, and the corresponding "decomposition relation"
which holds for any x ∈ R; cf. [5, p. 63 ]. According to representation (4.6), let us introduce a linear space X by
and provide it with the norm
, where
It is easily seen that the mapping η : L 2 (R) → X is a continuously invertible linear operator, and if g = (u, w 0 , w 1 , . . .) T ∈ X, then
Thus one can study the Fredholm properties of the operator K by means of the operator Λ η (K). In many cases, the last operator can be handled with less effort than the operator K.
The following lemma describes the structure of the operator Λ η (K).
Lemma 4.2.
Let K ∈ L, and let Λ η be the mapping defined in (4.8). Then
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The proof of this result follows immediately from (4.6) and from the definition of the operator Λ η . Now let us introduce finite-dimensional operators P nm , n ∈ Z, m ∈ Z + defined on the space L 2 (R) by
It follows from (4.4) that the sequence {P nm } strongly converges to the identity operator as n and m tend to ∞. Moreover, it is worth noting that (4.12)
To apply the results of §2, we identify the matrices of the finite-dimensional operators which appear after applying the Galerkin method based on the projections P nm to the operators from (4.2). Note that for basic aspects of the Galerkin method the reader may consult [15] or [18] .
Let A be a linear bounded operator, which acts from a separable 
It is well known that the operator A can be identified with the matrix
In the following, such an identification is used without any additional comment. For any operator K ∈ L(L 2 (R)), let K nm denote the operator P nm KP nm . Then, taking into account (4.12) one obtains
Hence Λ η (K nm ) is the block matrix operator
, where for convenience we set P s := P W s if s = 0, 1, . . . , m and P −1 := P V . Now consider the structure of the corresponding matrix (4.14) for each of the four operators
that appear on the left-hand side of (4.2), and proceed with the description of the blocks A rs , r, s = −1, 0, . . . , m that make up matrices (4.15) for the operators I and
For any given n ∈ N, let I n denote the identity (2n + 1) × (2n + 1) matrix, i.e.,
. . , I n m+1 times
).
Recall that for any fixed l ∈ Z, the shift operator V l is defined by
It is easily seen that
Hence all subspaces U, W 0 , W 1 , . . . are invariant with respect to the operator T (1) , and the operator Λ η (T 
nm ), let us first mention a property of the basis functions ψ s,j of the spaces W s , s ∈ Z + , that is,
Hence for any s ∈ Z + and for any r such that r = s + 1 one has 
The operators P r P nm T (2) P nm P −1 , r = −1, 0, . . . , m require separate consideration. Let us start with the operator P −1 P nm T (2) P nm P −1 . Taking into account relation (4.7), one obtains
and hence
Thus the operator P −1 P nm T (2) P nm P −1 can be identified with the matrix
For identification of the operator P 0 P nm T (2) P nm P −1 , one can use relation (4.7) again. As previously, one obtains
It remains to note that for r ≥ 1 all P r P nm T (2) P nm P −1 are zero operators, so all entries of the corresponding matrices A (2) r,−1 , r ≥ 1 are equal to 0. Consider now the matrix representation for the remaining operator
Let us start with the blocks which correspond to the operators P r P nm T (3) P nm P s for s ≥ 1. First of all, we note that
For r = s − 1 and j ∈ Z one has
and therefore
The cases s = −1 and s = 0 can be handled by using the refinement equation (4.3) and relation (4.5), which defines the wavelet ψ. More precisely, since ϕ satisfies (4.3) one can write
so using the definition of ϕ j , j ∈ Z, one obtains
and hence (4.29)
Moreover, since
This gives a complete description for the representations of the corresponding operators for s = −1. The same approach can be applied to study the case s = 0, except that relation (4.5) is used instead of (4.3). Repeating the previous arguments leads to the equality
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Combining all previous representations, one obtains that the operator R nm = Λ η (P nm A * a A a P nm ) has a three-diagonal block matrix R nm given by The solvability of the non-homogeneous refinement equation (1.9) in L 2 (R) can also be characterized. 1) and (1.9) . Then the Galerkin approximations of the operator
have to be studied. However, although the operator G * a G a appears simpler than the operator A * A of (4.2), the last one is more suitable for approximation via wavelet bases. As far as the operator G * a G a is concerned, it is not entirely clear what kind of basis system could be applied to obtain matrices as well structured as R nm .
Numerical tests: Solvability in L 2 (R)
To apply the preceding results to specific refinement equations, one must be able to evaluate sequences of singular values of matrices R nm . Let us denote the sequence of the smallest singular values of these matrices by {s nm (1)}, the sequence of the second smallest singular values by {s nm (2)}, and so on. Although the matrices R nm of (4.34) have a nice structure, the analytic estimate of their singular values seems to be extremely difficult, even for the refinement equations possessing a minimal number of non-zero coefficients. In this situation, a numerical approach to obtain the singular values s nm (k), k ∈ N can be helpful. However, the convergence of such sequences can be slow, which may prevent evidence of the effect mentioned in Theorem 4.3. Indeed, since the matrix R nm has (m + 2)(2n + 1) rows and (m + 2)(2n + 1) columns, it rapidly becomes unmanageable as m and n increase. Nevertheless, for certain classes of refinement operators one can handle matrices R nm by using a standard PC and standard MATLAB tools for the computation of singular values. Of course, more powerful computers or more sophisticated software could achieve better results.
Let us now call equation ( In cases (I) and (III), each equation produces an orthonormal wavelet basis, so the above numbers can be used as the coefficients a k , k ∈ Z in the test equations, and/or as the coefficients p k , k ∈ Z in the basic equations. In particular, the refinement equation with the coefficients from (I) produces the Haar wavelet [2, 5, 9] . In the following this equation is denoted by HW. The refinement equation with the coefficients from (III) produces one of the Daubechies orthogonal wavelets [9] . It will be considered in Section 7. In the case (II), the situation depends on the value of the parameter k ∈ R and will be discussed later. Note that the Haar equation is used as a basic equation in all examples presented here. However, other basic refinement equations were also tested, and it is worth noting that the sequences of singular values for the corresponding matrices R nm demonstrate similar behaviour.
Let us briefly explain the meaning of the symbols used in the figures here and subsequently. In this section the symbol "•" is used for any singular value of the matrix R nm that belongs to the relevant graph. For any α ∈ R, the notation "ceil(α)" means the smallest integer m such that α ≤ m. The title for each graph shows which basic equation is used to obtain the picture given, the connection between n and m, and the maximal number n used. The numbers on the top of each graph represent the smallest s(1) and second smallest s(2) singular values of the matrix R nm , computed for the maximal values of n and m. On the X-axis we note the values of the parameter n, whereas the Y -axis is reserved for the singular values s nm of the corresponding matrices R nm . For the graphs presented in Section 7 we use the cross "x" for the smallest singular value and the dot "•" for the second smallest singular value, whereas the circle "•" is used for any other singular value of R nm that appears in the designated coordinate window of the corresponding figure. On the other hand, in the case of a 0-splitting the only relevant sequence is s n (1), so in such a situation we do not highlight the sequence s n (2).
We start with the Haar wavelet equation. The graph in Figure 1 shows the distribution of singular values of the matrices R nm . The computations start from n = 1 and on each next step the parameter n is increased by 5. Recall that for any refinement equation the sequences of singular values can exhibit only one of two different behaviours: either they all are bounded away from zero (if there is no solution) or they all converge to zero. As one can see in Figure 1 , for the Haar refinement equation the sequence of the smallest singular values becomes extremely small. Other sequences also tend to zero, although the convergence rates are different for different sequences. In particular, they are visibly slower for the sequences {s nm (k)} with k ≥ 7. Now consider the equation
, then this equation has non-trivial solutions in the space L 2 (R), [23] . For k = 1, all these solutions are not compactly supported, so they remain virtually invisible for the existing methods connected with L 1 -solvability theory. 
Compactly supported solutions
For any refinement equation with polynomial symbols
, so the properties of such solutions can be described within the framework of L 1 -theory. In particular, it is known that supp
, and the dimension of the space of compactly supported L 1 -solutions of (6.1) is at most one [10] . Thus in the present situation the approach of §2 leads to results that differ from those obtained in § §4-5. L 2 ([0, N]) . By P N we denote the projection operator, P N :
Using this projection, one can rewrite equation (6.1) considered on the space
Thus to investigate the solvability of (6.1) in the space of compactly supported L 2 -functions, one has to study the behavior of the singular values for the Galerkin approximations of the operator P N (I − R a )P N . An important issue now is the kind of basis and finite-dimensional projection operators that can be used to obtain manageable matrices for the corresponding approximation operators. The Haar wavelet basis seems to be a good candidate for such a construction, since this basis allows one to obtain a good description for the projection P N . Let ϕ = ϕ(t), t ∈ R be the characteristic function of the interval [0, 1), and let
The Haar wavelet basis of L 2 (R) comprises the functions
and each element f ∈ L 2 (R) can be represented in the form
is an orthonormal basis in the space L 2 ([0, N] ). Since the support of any element h s,j from the system Φ is in the interval [j/2 s , (j + 1)/2 s ), the projection operator P N admits the following representation:
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Let P N nm , n, m ∈ N 0 be the projections defined by
It is clear that im P 
To study the solvability of equation (6.1), from §4 one may replace the Galerkin approximations of the operator (I − R * a )(I − R a ) by the Galerkin approximations P Proof. Actually, this result is not new, but here we give a simple proof using the Haar wavelet basis. Let
Now it suffices to show that for any basis element ϕ
To study the action of the operators T l on the remaining basis elements h s,j ∈ L 2 ([0, N]), we employ equation (4.21) , which can be rewritten as
is an invariant subspace for the operator R a .
Let us now construct the matrices of the operators Λ η (P N] ) is an invariant subspace of the operator R a , one has
To obtain the matrices R N m of the operators Λ η (P 
The matrices A (3) s,r can be obtained by computing the adjoint matrices for A (2) s,r . The result concerning the solvability of equation (6.1) can now be formulated as follows. To get information about the Fredholmness of the operator I − R a , one must consider the sequence of the second smallest singular values. A remarkable observation is that, even if the 1-splitting appears to be clearly visible, the lower bound for the sequence of the second smallest singular values is relatively small. As will be seen later, this is the case for most solvable refinement equations, so it can cause additional difficulties in the practical implementation of such a method.
Theorem 6.3. The refinement operator
Let us now consider equation ( Figure 7 . Although the lower bound for the sequence of the smallest singular values is now greater than for k = 0.9, the 0-splitting effect in this case is not as conclusive as for the previous example. However, it seems that the stabilization of the sequence (s m (1)) is already achieved at the value d = 0.00321277. The reader is recommended to return to this example after considering Figure 11 .
Finally, for equation (5.1) we consider the other marginal case: k = 0.5. As seen in Figure 8 , the sequence of the smallest singular values exhibits a very clear 0-splitting effect. Thus for refinement equations with two non-zero coefficients, the numerical results properly reflect known results concerning the solvability of such equations in the space L 2 ([0, 1]).
In the case of refinement equations with a larger number of non-zero coefficients, we point out that they generate the matrices R Hence, although the corresponding singular values for the operator A may be different from those for the operator A, the sequences of singular values behave similarly. What is important is that such a transformation can increase or decrease the convergence rate of relevant sequences.
To illustrate this idea we set B = V h , where of the equation mentioned we get a much better idea of the kernel of the initial operator. Thus the distribution of the smallest singular values is shown in Figure 11 . In contrast to Figure 7 , now one can see a strong indication of the 0-splitting effect.
Thus already a simple shift operator V h , h ∈ Z can be used to make the splitting effect more visible. However, other invertible operators can also be adopted for such investigations. 
