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In the times of the mechanical view of the world time and space were regarded as unassailable
bastions. Everything happens in an unchangeable space. And the same was postulated
for the time. It flows on and on unswayable, immutable. Causality prevents chaos to
emerge. Then Lorentz - and later but more consequently Einstein - postulated the speed
of light as the limit for all movements. Space and time are no longer seen as “super-
quantities” but are influenced mainly by gravity. However how do space, matter, time and
reality influence each other? Where is the boundary of space, the boundary of time? Are
there such boundaries at all? How does a space ship commander knows, he is close to
the boundary of the universe? If there are miscellaneous realities how are they delimited?
While searching for ways to describe such “boundary phenomena” physicists developed
several boundary construction for Lorentzian and conformal manifolds. In 1971 B.G.Schmidt
([Sch71]) proposed the b-boundary as a way to avoid the problems which occurred with
former boundary constructions. In those days however the language of Cartan geometry was
not as far advanced as it is nowadays which made it even harder to handle the construction
and explicitly compute boundaries. Still several papers were published about the b-boundary
such as [Cli66], [Sch71], . . . , [HE73], [Cla78], [Bos79], [Dod79] [Joh79] to name a few. Later
on physicists concentrated on causal and conformal boundaries. A nice overview on these
works can be found in [San09] starting by first constructions in [GKP72] and [HE73] followed
for example by [Har98] and [Har07] leading to [MR03], [FS08] and [San09] and many more.
The b-boundary found solely sporadic attention for example in [Sta99] or [Fra08].
This is rather sad, since this boundary has the great advantage of being intrinsically defined
in a natural way which can be applied to the broad variety of Cartan geometries. This
makes it very interesting for mathematicians, as boundaries can be studied when searching
for invariants, when classifying spaces. With the great progress in Cartan geometry and
parabolic geometry during the last years (see for example [CS00], [Cap02], [CG02], [CS03],
[Cap06], [CS09]) we have strong tools for studying the construction of Schmidt in a far more
general and effective way. Schmidt chose the name b-boundary in order to indicate, that
this boundary was constructed using a bundle. However since this is a very special bundle,
namely the Cartan bundle, and since this construction has a far greater area of application
than discussed by Schmidt we want to denote this boundary with ∂CB , the Cartan boundary.
We hope that, in keeping the original b as part of the denotation, this name will give credit to
Cartan and Schmidt as well and further not cause confusion with conformal, causal, Cauchy
and other boundaries which are often denoted with a ∂c or in similar ways.
The aim of this thesis is to discuss the Cartan boundary of CR manifolds and their Fefferman
spaces. CR manifolds, an odd dimensional correspondent of Kähler manifolds, are real
smooth manifolds M2n+1 endowed with an involutive complex subbundle T10 ⊂ TMC of
dimension n such that T10 ⊕ T10 is a direct sum.
Real hypersurfaces M of complex manifolds (N, JN ) are CR manifolds for example.
Strictly pseudo-convex CR manifolds (M,T10, θ) are furthermore endowed with a pseudo-
hermitian form θ ∈ Ω1(M2n+1), i.e. a form which vanishes nowhere but is zero if restricted
to the subbundle T10 ⊕ T10, such that the corresponding Levi form is positive definite. The
Levi form is defined via
Lθ : Γ(T10)× Γ(T10) −→ C∞(M,C)
Lθ(X,Y ) := −i · dθ(X,Y ).
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Now according to [BL04] the Fefferman space of a strictly pseudo-convex CR manifold is






∣∣∣ iV ω = 0 for all V ∈ T10}) without the zero by R+:
F := K∗/R+ −→M.
The conformal class of the Fefferman space is obtained with the help of the Tanaka Webster
connection, a covariant derivative ∇W : Γ(T10) × Γ(TMC) −→ Γ(T10) uniquely defined by
the following conditions
















2. ∇WT X = prT10 [T,X] for all X ∈ Γ(T10) and
3. ∇W
Y
X = prT10 [Y ,X] for all X,Y ∈ Γ(T10).
We set
Aθ := AW − i
2(n+ 1)
RW · θ ∈ C(F)






is CR-invariant, i.e. [hθ] = [hf ·θ].
(F, [hθ]) is called the Fefferman space of the strictly pseudo-convex CR manifold
(M2m+1, T10).
To deal with the boundaries of the objects just described we have to set up their Cartan
geometry according to [CS00]. Given a Lie group G with Lie algebra LA(G) = g and a closed
subgroup P ⊂ G a Cartan geometry of type (G,P ) is a P -principal bundle π : G −→ M
endowed with a Cartan connection ω ∈ Ω1(G, g) which is a P -equivariant one form on G
with values in the Lie algebra g such that the generators of the fundamental vector fields
are reproduced and the tangent bundle TG is trivialized by ω. The curvature of the Cartan
connection is denoted with Ωω.
A special class of Cartan geometries are the parabolic geometries. Here the Lie algebra
g = LA(G) is equipped with a |k|-grading, that is to say a splitting g = g−k ⊕ · · · ⊕ g−1 ⊕
g0 ⊕ g1 ⊕ · · · ⊕ gk such that [gi, gj ] ⊂ gi+j holds for all i, j = −k, . . . , k. Furthermore the
subalgebra g− := g−k ⊕ · · · ⊕ g−1 is supposed to be generated by g−1 and no simple ideal of
g may be contained in g0. The Lie algebra g is then called an effective semisimple |k|-graded
Lie algebra.
The name parabolic geometry is inspired by the fact that in the complex case those geome-
tries are the ones with a parabolic subgroup P .
We have the following theorem ensuring the existence and uniqueness of Cartan bundles and
Cartan connections especially for CR and conformal geometries.
Proposition 1.1 Suppose that G is a semisimple Lie group whose Lie algebra g is en-
dowed with a |k|-grading, such that all cohomology groups H1l (g−, g) with l > 0 are triv-
ial. Furthermore let M be a smooth manifold endowed with a filtration of its tangent bun-
dle T−kM = TM ⊃ T−k+1M ⊃ · · · ⊃ T−1M by vector subbundles, such that for each
i = −k, . . . ,−1 the rank of T iM equals the dimension of gi ⊕ · · · ⊕ g−1.
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Then there is a bijective correspondence between isomorphism classes of reductions to the
structure group G0 of the associated graded vector bundle to the tangent bundle, which satisfy
the structure equations, and isomorphism classes of P -principal bundles over M endowed
with Cartan connections with ∂∗-closed curvature and (Ωω)l ≡ 0 for all l ≤ 0.
In Chapter 3 this theory is explained in the general case according to [CS00] in detail so
that beginners can use this chapter to get familiar with the concepts and tools of Cartan
and parabolic geometry. There will also be a side trip to tractor calculus, as far as we will
need it later on. In Chapter 4 the general theory of Cartan geometry will be applied to the
setting of CR-manifolds.
Using the tools of Cartan geometry there is another way of defining the Fefferman space
of a CR manifold from [CG08] which we will discuss in detail in Chapter 5. This second
approach leads to a strong relationship between the Cartan geometries of a CR manifold M
and the corresponding Fefferman space F := G/P̃∩G, namely
G̃ = G ×G∩P̃ P̃ ,
where the tilde denotes the objects of the Fefferman space. The Cartan connection of the
Fefferman space will be given as
ω̃[u,p̃] = Ad(p̃
−1) ◦ π∗Gω + π∗P̃ωP̃ .
However we want to point out, that in order to achieve this a rather strong assumption, the
existence of an (n+2)nd root of the anticanonical complex line bundle, has to be made. This
root exists for CR manifolds embedded in Cn+1 globally and locally we have this root for
any CR manifold. As we are interested in boundaries we need a global construction of the
Fefferman space. So for boundary considerations it is very helpful to have both constructions
at hand.
Considering both constructions discussed we find that local results on the Fefferman space
can be transferred from one construction to the other since we have conformal coverings
E(1, 0)×[S1,λ−1] S1
~~ !!
2 : 1 (n+ 2) : 1
F[CG08] F[BL04].
Now in Chapter 6 the Cartan boundary can be defined according to [Sch71]. Since a Cartan
connection gives a global trivialization of the Cartan bundle G it induces a global frame of G
and hence a Riemannian metric %. Now the Riemannian manifold (G, %) can be completed by
Cauchy completion and the obtained boundary is projected to define the Cartan boundary
of the manifold itself, ∂CBM := G/P \M .
G −→ G
π ↓ ↓ π
G/P = M −→ M := G/P = ∂CBM ∪̇M
The boundary points are defined by inextendable curves in the bundle G which are of finite
length. Please note, that two different inextendable curves of finite length may define the
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same boundary point. To define the equivalenz classes we can simply use the concept of
Cauchy sequences as it is done for the Cauchy completion.
To fill the definition with life examples are given. The Cartan boundary of a homogeneous
space is trivial ([Fra08]). Also in [Fra08] the Cartan boundary of the conformally flat space
Rn of Riemannian signature was given. We generalize those arguments to describe the
Cartan boundary of the conformally flat space Rp,q with arbitrary signature, identifying the





= Qp−1,q−1 × S1+
/
∼
with S1+ := {eiϕ | 0 ≤ ϕ ≤ π}
and (Rx, eiϕ) ∼ (Ry, eiψ) if ϕ,ψ ∈ {0, π},
where Qp−1,q−1 is the Möbius space of signature (p − 1, q − 1). The conformal class cp,q is
degenerated along S1 and the restriction of cp,q to any subset Q
p−1,q−1×{eiϕ} for ϕ ∈ (0, π)
is exactly the conformal class cp−1,q−1 of Q
p−1,q−1.
The Cartan boundary of R1,2 for example looks like this:
When discussing the Cartan boundary of space times as in [Sch73], [Cli66], [Cla78] just to
name a few, physicists considered horizontal curves. We generalized this concept to Cartan
geometries modeled on a reductive space, i.e. modeled on a homogeneous space G/P with
g = p ⊕ m such that m is Ad(P )-equivariant. In those Cartan geometries it is sufficient to
consider the horizontal, inextendable curves of finite length when searching for boundary
points. These ideas will be further specialized for semi-Riemannian manifolds where we will
identify the geodesics as the projections of horizontal, ω-constant curves. Hence for (M, g)
being a semi-Riemannian manifold all geodesics will be complete in M = M ∪̇∂CBM . In
[Ger68] b.a. completeness was defined for Lorentzian manifolds, which is a stronger concept of
completion than geodesical completeness. We find that for Lorentzian manifolds the Cartan
completion M = M ∪̇∂CBM is b.a. complete. As another example of a Cartan geometry
modeled on a homogeneous space we discuss Riemannian manifolds and find that in this
case the Cartan boundary is identical to the metrical boundary defined by the Riemannian
metric.
As we just indicated the curves defining the boundary points can be further specialized,
yielding several concepts of completeness.
11
Cartan completeness All curves of finite length can be extended.
ω-completeness All ω-constant curves of finite length can be extended.
horizontal completeness All horizontal curves of finite length can be extended.
geodesical completeness All horizontal, ω-constant curves of finite length can
be extended.
For a manifold with a Cartan geometry modeled on a reductive space Cartan completeness
and horizontal completeness are equivalent and imply ω-completeness.
Cartan completeness ⇐⇒ horizontal completeness
⇓6⇑
ω − completeness
For Lorentzian manifolds we have many different concepts of completeness, which are not
equivalent.
Cartan completeness ⇐⇒ horizontal completeness
⇓6⇑ ⇓6⇑




In the Riemannian case all concepts coincide.
Cartan completeness ⇐⇒ horizontal completeness
m m
ω-completeness ⇐⇒ geodesical completeness






The strictness of this hierarchy is verified by an example of [Cli66] describing a manifold
with a trivial {id}-principal bundle as Cartan bundle, which is ω-complete but not Cartan
complete and an example based on an idea of [Cli66] of a Cartan geometry modeled on a
reductive space which is geodesically complete but not ω-complete.
A manifold is said to be locally complete at a point x ∈M , if there is a neighborhood U of x
such that the Cartan boundary of U is identical to the boundary defined by the embedding
U ↪→ M . A Cartan complete manifold is locally complete (at every point). And a closed
subset of a locally complete manifold is also locally complete. However there are manifolds
which are at no point locally complete. An example of [Sch73] of a manifold which is at no
point locally complete is discussed.
For manifolds modeled on a reductive space the degeneration of boundary fibres is studied
with the help of the singular holonomy group based on [Cla78] and [Cla79] where such
considerations are done for space-times. We find that a boundary fibre is isomorphic to P
divided by the singular holonomy group and it will degenerate at a curvature singularity.
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An example of a space-time with degenerated boundary fibre is given by [Bos79] - a lorentzian
manifold where future and past infinity are identified with each other in the Cartan boundary.
We will discuss this manifold in detail. It is also an example of a manifold where the space
M = M ∪̇∂CBM is not be Hausdorff and not T1.
Next we will study the Cartan boundary with the help of embeddings as it is done in
[Fra08]. A Cartan geometry (GM , πM ,M ;ωM ) is embedded into another Cartan geometry
of the same type by a geometric embedding σ : GM −→ GN which respects the Cartan
connections and covers s : M −→ N . We can compare the Cartan boundary ∂CBM with
the topological one obtained from the embedding, ∂topM ⊂ N . In the topological boundary
the accessible points are defined to be the endpoints of C1-paths γ : [0, 1] −→ N with
γ([0, 1)) ⊂ s(M). If the topological boundary is nonempty the accessible points form a
dense subset of it. The regular points of the Cartan boundary are given by those Cauchy




n∈N ⊂ GN converges. We find that M joined
by the regular points is Hausdorff. We can prolong the embedding s : M −→ N by the
boundary map ∂s : {regular points in ∂CBM} −→ ∂topM and obtain the following dense
inclusions




⊂ ∂topM, given ∂topM 6= ∅.
Knowing the structure of the Cartan boundary can give informations on possible geometric
embeddings. Given for example a strict conformal embedding of the flat space (Rn, 〈·, ·〉n)
into (N, g), we find that (N, g) has to be conformally equivalent to the round sphere.
Also in [Fra08] the Cartan boundary of Γ\M for M being an open subset of a manifold L
endowed with a Cartan geometry (GL, π, L;ωL) and γ being a discrete subgroup of Aut(L)




\GM , π,Γ \M ;ωL
)
is called the canonical Cartan geometry on Γ\M induced by the
Cartan geometry on L. If GM ⊂ GL is dense we obtain Γ\GM = Γ\GL and if further GL is
complete we have Γ\GM =Γ \GL. Applying this to the conformal space Γ\Rn as done in
[Fra08], i.e. Γ ⊂ ISO(Rn, 〈·, ·〉n) being a discrete subgroup and Crit ⊂ Rn being the set on












will not be Hausdorff.
Another boundary physicists often use is the conformal boundary defined with the help of
conformal embeddings. This boundary is not uniquely defined. However with the results
from [Fra08] above two conformal boundaries of a manifold have to coincide on a dense
subset.
In Chapter 7 we finally discuss the Cartan boundaries of CR manifolds and the corresponding
Fefferman spaces. Now let (M2n+1, T10, θ) be a strictly pseudo-convex CR manifold and F
the corresponding Fefferman space endowed with an S1-action. The Cartan geometries of
both are denoted by (GM , πM ,M ;ωM ) and (GF , πF ,F ;ωF ) respectively. Further ĩ denotes
the fundamental vector field generated by i ∈ iR = LA(S1). Then we have
• S1 acts by conformal isomorphisms on F .
• The norms of both Cartan connections are invariant under the action of S1,
Lĩ‖ωM‖ = 0 and Lĩ‖ωF‖ = 0.
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• The curvatures of both Cartan connections vanish if lifts of the fundamental vector
field generated by i ∈ LA(S1) are inserted,
ΩωM (̃i, ·) = 0 and ΩωF (̃i, ·) = 0.
• S1 acts by isometries on GM and GF with respect to the Riemannian metrics induced
by the Cartan connections.
• The S1 actions on GM and GF can be prolonged to the boundaries and the actions
S1 × GM −→ GM and S1 × GF −→ GF are continuous.
Especially we prove the following proposition.
Proposition 1.2 Let (M,H, θ) be a strictly pseudo-convex CR manifold joined with a com-
plex line bundle E(1, 0) −→M together with a duality between E(1, 0)⊗(n+2) and the canonical
complex line bundle K of M . Then we have
GM × {e} ⊂ GF and especially ∂CBM ⊂ pr(∂CBF).
An example terminates the paper. The Heisenberg group is a flat CR manifold. So next
to the homogeneous space this is one of the basic examples of CR manifolds. However the
Heisenberg group is - contrary to the homogeneous space - not compact.
It can be realized as
He(n) :=







 ⊂ Gl(n+ 2).
We find that the Cartan boundary of the Heisenberg group is a single point {∞} and the
Cartan boundary of the corresponding Fefferman space is a nondegenerate S1-fibre over ∞.









CR Manifolds and Fefferman
Spaces
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CR (Cauchy-Riemann) manifolds are an odd dimensional correspondent of Kähler manifolds.
A Kähler manifold is a Riemannian manifold (Mn, g) endowed with an isometric and parallel
almost complex structure J . Hence a Kähler manifold is complex and of even dimension.
For manifolds with odd dimension the defining properties can be adjusted in order to obtain
a CR manifold.
CR geometry combines knowledge of partial differential equations with higher dimensional
complex analysis and differential geometry. At first mainly the aspects of partial differential
equations and complex analysis were studied. In 1986 the discovery of CR submanifolds
by A. Bejancu ([Bej86]) arouse a large interest and many investigations focusing on the
differential geometry of CR manifolds followed. Amongst others a geometric relationship
between CR geometry and conformal geometry via Fefferman spaces was discovered.
Fefferman spaces were first studied by Charles Fefferman ([Fef76]) while looking for CR
invariants of strictly pseudo-convex hyperplanes in Cn. Since then many authors enlarged
his definition to more general geometric situations and the Fefferman spaces gained in-
creased interest not solely in CR geometry (see for example [DT06]) but also within the
conformal geometry. Their conformal holonomy is located in SU(1,m). Thus they are the
Lorentzian conformal analog of the Calabi Yau spaces (see for example [Arm07], [Bau99],
[BL04], [Bau10], [Cap06], [Lei08]) which causes a particular interest.
2.1 CR Manifolds
In this section CR manifolds will be introduced and we will give an overview about familiar
facts on them. Common examples are explained.
2.1.1 Definition and Examples
There is plenty of literature on CR manifolds. We will mainly stick to [DT06] and [Pet02].
Let us at first give two possible ways of defining a CR manifold and show the equivalence
of both definitions.
Definition 2.1 Let M2n+1 be a smooth real manifold of dimension 2n+ 1. A complex CR
structure on the manifold M is a complex subbundle T10 ⊂ TMC satisfying the following
conditions
1. The complex dimension of the subbundle T10 is n, dimCT10 = n.
2. The commutator of sections in T10 is again a section in this subbundle,[
Γ(T10),Γ(T10)
]
⊂ Γ(T10), i.e. T10 is involutive.
3. The complex subbundle T10 and its complex conjugate share solely the zero-section,
T10 ∩ T10 = {0}, that is T10 ⊕ T10 is a direct sum.
Hence according to the definition of a complex CR structure T10 ⊂ TMC on M2n+1 the
subbundle T10 ⊕ T10 ⊂ TMC is a complex subbundle of codimension one. We set
EC := TMC/T10⊕T10 .
Definition 2.2 Let M2n+1 be a smooth real manifold of dimension 2n + 1. A real CR
structure on M is a pair (H,J) satisfying
1. H ⊂ TM is a real subbundle of codimension one.
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2. J : H −→ H is an almost complex bundle endomorphism, J2 = −1.
3. The following integrability conditions hold:
(a) [JX, Y ] + [X, JY ] ∈ Γ(H) for all sections X,Y ∈ Γ(H)
(b) The Nijenhuis tensor vanishes,
NJ(X,Y ) := J
(
[JX, Y ] + [X, JY ]
)
− [JX, JY ] + [X,Y ] = 0 for all X,Y ∈ H.
We set E := TM/H .
As can be seen in the next lemma, the definitions above are just different views of the same
object.
Lemma 2.1 Let M2n+1 be a real manifold. There is a bijective map between the complex
and the real CR structures on M2n+1.















∣∣ U ∈ T10}
J : H −→ H
J(U + U) := i · (U − U) = iU + iU
Defined like this H is a real codimension 1 subbundle and J is an almost complex structure.
So we only have to confirm the integrability conditions. Given two arbitrary vector fields
X,Y ∈ Γ(H), X = U + U , Y = V + V we have
[JX, Y ] + [X,JY ] = [iU − iU, V + V ] + [U + U, iV − iV ]
= i
(
[U, V ] + [U, V ]− [U, V ]− [U, V ]








[U, V ] + [U, V ]
)
∈ Γ(H).
I.e. the first integrability condition is satisfied. Applying this to the Nijenhuis tensor we
obtain:
NJ(X,Y ) = J
(
[JX, Y ] + [X,JY ]
)





[U, V ] + [U, V ]
))
− [iU − iU, iV − iV ] + [U + U, V + V ]
= −2
(
[U, V ] + [U, V ]
)
+ [U, V ]− [U, V ]− [U, V ] + [U, V ]
+[U, V ] + [U, V ] + [U, V ] + [U, V ]
= −2
(
[U, V ] + [U, V ]
)
+ 2[U, V ] + 2[U, V ]
= 0.
Hence the integrability conditions are both satisfied and (H,J) is a real CR structure on
the manifold M .

















∣∣ X ∈ H}
← (H,J).
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At first we need to prove that zero is the only vector shared by T10 and T10. Given X ∈ T10
we have JC(X) = JC(X) = iX = −iX. In other words X is an eigenvector of JC for the
eigenvalue −i and consequently not an element of T10. Therefore, T10 ∩ T10 = {0} is true
and the complex dimension of T10 is n.
In the next step we are checking the integrability condition:
Let X,Y ∈ Γ(T10) be two vector fields. Using the Nijenhuis tensor we obtain that the











[JCX,Y ] + [X, JCY ]
)


























= i[X,Y ] and consequently the commutator [X,Y ] is again a section
in T10 for all X,Y ∈ Γ(T10). Hence T10 is a complex CR structure on the manifold M .
Please note that applying one map after the other gives twice the identity.
2
We will now give some examples for CR manifolds, that is to say manifolds equipped with
a CR structure.
Lemma 2.2 Let (M2n+1, g, ξ) be a Sasaki manifold. With φ := ∇ξ : TM −→ TM we
obtain a real CR structure (H,J) on M defined by H := ξ⊥ and J := φ|H .
Proof: Let (M2n+1, g, ξ) be a Sasaki manifold, i.e. g is a Riemannian metric on the manifold
M and ξ ∈ X(M) is a Killing vector field of length one, that is Lξg ≡ 0 and g(ξ, ξ) ≡ 1.
Furthermore for φ = ∇ξ we require that (∇Xφ)(Y ) = g(Y, ξ)X − g(X,Y )ξ (∗) holds.
With ξ being a Killing vector field φ is skew symmetric:
0 ≡ (Lξg)(X,Y )
= g(∇Xξ, Y ) + g(X,∇Y ξ)
= g(φ(X), Y ) + g(X,φ(Y )).
With ξ being a vector field of constant length we obtain that the image of φ is orthogonal




= 2g(φ(X), ξ). This leads to the vanishing of φ(ξ), since φ is skew
symmetric and 0 = g(φ(X), ξ) = −g(X,φ(ξ)) for all X ∈ X(M).
































g(Y, ξ)X − g(X,Y )ξ, ξ
)





With Y ∈ X(M) being arbitrarily chosen we obtain
φ2(X) = −X + g(X, ξ)ξ for all X ∈ X(M).
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= −id, that is
J : H −→ H is an almost complex bundle endomorphism.
We now have to prove that [JX, Y ] + [X, JY ] is a section in H for X,Y ∈ Γ(H). Using (∗)
we compute
[JX, Y ] + [X, JY ] = ∇φXY −∇Y (φX) +∇X(φY )−∇φYX
= ∇φXY −∇φYX − (∇Y φ)(X)
−φ(∇YX) + (∇Xφ)(Y ) + φ(∇XY )
(∗)
= ∇φXY −∇φYX + φ([X,Y ])
+ g(Y, ξ)︸ ︷︷ ︸
=0
X − g(X,Y )ξ − g(X, ξ)︸ ︷︷ ︸
=0
Y + g(Y,X)ξ
= ∇φXY −∇φYX + φ([X,Y ])
With the image of φ being H it is sufficient to prove that g(∇φXY −∇φYX, ξ) vanishes in
order to see that [JX, Y ] + [X,JY ] is an element of H.
This can be seen by considering 0 = (∇Xξ)
(






































So [JX, Y ] + [X, JY ] is orthogonal to ξ and therefore a section in H.
Let us now take a look at the Nijenhuis tensor. As we have seen above for X,Y ∈ Γ(H) we
have [JX, Y ] + [X,JY ] = ∇φXY −∇φYX + φ([X,Y ]). Thus we have:
NJ(X,Y ) = J
(
[JX, Y ] + [X,JY ]
)









+ φ2([X,Y ])− [φX, φY ] + [X,Y ]
We use the fact φ2(X) = −X + g(X, ξ)ξ.

























(X)︸ ︷︷ ︸+g([X,Y ], ξ)ξ
Applying (∗) leads to
NJ(X,Y ) = − g(Y, ξ)︸ ︷︷ ︸
=0
φX + g(φX, Y )ξ + g(X, ξ)︸ ︷︷ ︸
=0
φY − g(φY,X)ξ + g([X,Y ], ξ)ξ
=
(
g(φX, Y )− g(φY,X)
)
ξ + g([X,Y ], ξ)ξ
=
(
g(∇Xξ, Y )− g(∇Y ξ,X)
)
ξ + g([X,Y ], ξ)ξ
= g(ξ,−∇XY +∇YX)ξ + g([X,Y ], ξ)ξ
= 0
Hence the Nijenhuis tensor vanishes as wanted and we have given a CR manifold
(M2n+1, H = ξ⊥, J = ∇ξ|H).
2
Lemma 2.3 Let (Nn+1, JN ) be a complex manifold of complex dimension n+1 and M ⊂ N
a real hypersurface, especially M is a real manifold of dimension dimRM = 2n + 1. Then
(H,J) with H := TM ∩ JN (TM) ⊂ TM and J := JN |H is a real CR structure on M .
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Proof: We are checking the integrability conditions. Let X,Y ∈ Γ(H) be vector fields. I.e.
X,Y ∈ Γ(TM) and we have X = JX̃, Y = JỸ for some vector fields X̃, Ỹ ∈ Γ(TM). With
N being a complex manifold we have on the one hand [JX, Y ] + [X, JY ] = J(2[X,Y ]) with
2[X,Y ] ∈ Γ(TM) and on the other hand [JX, Y ] + [X, JY ] = [−X̃, Y ] + [X,−Ỹ ] ∈ Γ(TM).
Thus the first integrability condition [JX, Y ] + [X, JY ] ∈ Γ(H) = Γ(TM ∩ JNTM) holds
for all X,Y ∈ Γ(H).
Since (Nn+1, JN ) is a complex manifold, the Nijenhuis tensor is vanishing on the whole
manifold. Hence the second integrability condition is trivially satisfied.
2
Another example of CR structures is constructed for Heisenberg groups. The Heisenberg
groups can be realized in the following way
He(n) :=
 (X,Y, z) :=






 ⊂ Gl(n+ 2)
The corresponding Lie algebras are:
he(n) := LA(He(n)) =

 0 Xt z0 0 Y
0 0 0





A basis of the Lie algebra he(n) is given by the tuple
(
Xi := M(ei, 0, 0), Yi := M(0, ei, 0), Z := M(0, 0, 1)
∣∣ i = 1, . . . , n).
For the Lie brackets we have [Xi, Yi] = Z for i = 1, . . . , n and the remaining brackets
vanish. The left invariant vector fields on He(n) defined by Xi, Yi and Z are denoted by
X̃i, Ỹi, Z̃ ∈ X(He(n)) and are given by
X̃i(X,Y, z) = dL(X,Y,z)M(ei, 0, 0)
=
 0 eti 00 0 0
0 0 0






Ỹi(X,Y, z) = dL(X,Y,z)M(0, ei, 0)
= M(0, ei, xi)
and Z̃(X,Y, z) = dL(X,Y,z)M(0, 0, 1)
= M(0, 0, 1).
We set H := span{X̃i, Ỹi | i = 1, . . . , n} and




Obviously H is a subbundle of codimension one and J an almost complex subbundle endo-
morphism. Furthermore by inserting the vector fields of the basis
(
X̃i, Ỹi
∣∣ i = 1, . . . , n) we
see, that the Nijenhuis tensor as well as the sum [J ·, ·] + [·, J ·] vanish. So all criteria for a
real CR structure are satisfied.
Lemma 2.4 With the data given above (H,J) is a real CR structure on the Heisenberg
group He(n).
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2.1.2 The Levi Form of a CR Manifold
In this subsection which is mainly based on [Bau02] we will define the Levi form of a CR
manifold. This is a very useful tool since it yields a positive definite hermitian product on
H if the CR manifold is strictly pseudo-convex. We will deal with the real and the complex
case and translate one into the other.
Definition 2.3 Let (M,T10) be a CR manifold. The hermitian bilinear form





L(X,Y ) := i · [X,Y ]EC ,
where XEC := [X] denotes the class of equivalence in E
C, is called the Levi form of (M,T10).
The Levi form defined as above is hermitian since
L(Y,X) = i[Y,X]EC = −i[X,Y ]EC = i[X,Y ]EC = L(X,Y ).
There is another way of defining a Levi form for a CR manifold, if we have a pseudo-hermitian
structure given on M .
Definition 2.4 Let (M,H, J) be a CR manifold. A 1-form θ ∈ Ω1(M2n+1) is called a
pseudo-hermitian form or pseudo-hermitian structure on (M,H, J), if
1. θx 6= 0 for all x ∈M
2. θ|H = 0
Then (M,T10, θ) is called a pseudo-hermitian CR manifold.
Lemma 2.5 Let (M,H, J) be a CR manifold. A pseudo-hermitian form θ on M exists if
and only if M is orientable. If θ and θ̂ are two pseudo-hermitian forms on M , there is a
function f ∈ C∞(M) with θ̂ = f · θ.
We can prolong a pseudo-hermitian form θ : Γ(TM) −→ C∞(M,R) to a complex linear
form.
θC : Γ(TMC) −→ C∞(M,C)
X + iY 7→ θ(X) + iθ(Y )





In other words θC vanishes on T10. In the same way it also vanishes on the conjugate space
T10. However θx 6= 0 for all x ∈M . So the same holds for θC.
The other way round given a complex pseudo-hermitian form θC, i.e. a one-form θC on the
complexified tangent space which satisfies θC|T10⊕T10 ≡ 0 and θ
C
x 6= 0 for all x ∈ M , we





Setting H := {U +U | U ∈ T10} we get θ|H ≡ 0. We have to prove that for every x ∈M the
one-form θx does not vanish completely. Choosing some x ∈M , there exists a XC ∈ TxMC
satisfying θC(XC) 6= 0. Assume that θC(XC) is purely imaginary. In this case θC(iXC) is
real and nonzero and therefore θ(iXC + iXC︸ ︷︷ ︸
∈TxM
) 6= 0. Consequently θ is nowhere vanishing,
θx 6≡ 0 for all x ∈M .
From now on we will write θ instead of θC.
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Definition 2.5 Let (M,H, J, θ) be a pseudo-hermitian CR manifold. The Levi form of
(M,H, J, θ) is defined via
Lθ : Γ(T10)× Γ(T10) −→ C∞(M,C)
Lθ(X,Y ) := −i · dθ(X,Y )
By using the symbol θ as well for the map EC 3 XEC = [X] 7→ θ(X) ∈ C, we can write
θ ◦ L(X,Y ) = Lθ(X,Y ), because for all X,Y ∈ Γ(T10) it holds:





















= θ ◦ L(X,Y )
The Levi form Lθ is hermitian as well since
Lθ(X,Y ) = iθ[X,Y ] = iθ[X,Y ] = iθ[X,Y ] = −iθ[Y,X] = iθ[Y,X] = Lθ(Y,X)
for all sections X,Y ∈ Γ(T10).
If we have another pseudo-hermitian structure θ̂ = f · θ with f ∈ C∞(M) given on M , the
Levi form transforms like that
Lf ·θ = f · Lθ,
since dθ̂ = df · θ + f · dθ and θ is vanishing on T10.
Definition 2.6 A pseudo-hermitian CR manifold (M,H, J, θ) is called
• nondegenerate, if the Levi form Lθ is nondegenerate,
• strictly pseudo-convex, if the Levi form is positive definite, Lθ > 0.
If the CR manifold M in question is the smooth boundary of a domain Ω ⊂ Cn+1, then
the manifold M with the CR structure for embedded CR manifolds as described above is
strictly pseudo-convex if and only if Ω ⊂ Cn+1 is strictly pseudo-convex. ([Cap02]).
For a strictly pseudo-convex CR manifold the Levi form is a positiv definite hermitian
product on T10
Lθ : Γ(T10)× Γ(T10) −→ C∞(M,C)
X,Y 7→ Lθ(X,Y )
In the real case we can define the Levi form of (M,H, J) by G(X,Y ) := −[X, JY ]E . Given a
pseudo-hermitian form θ we define the Levi form Gθ(X,Y ) := dθ(X, JY ). As in the complex
case we have Gθ = θ ◦G.
Gθ(X,Y ) = dθ(X, JY ) = X(θ(JY )︸ ︷︷ ︸
=0
)− (JY )(θ(X)︸ ︷︷ ︸
=0
)− θ[X, JY ] = −θ[X, JY ] = θ ◦G(X,Y ),
whereby X,Y are sections in H, X,Y ∈ Γ(H). Furthermore the Levi form Gθ is totally real
and symmetric, that is for all X,Y ∈ Γ(H) we have Gθ(JX, JY ) = Gθ(X,Y ) = Gθ(Y,X),
since on the one hand we can write
Gθ(JX, JY ) = −θ[JX, J2Y ]
= θ[JX, Y ]
= θ[JX, Y ]− θ(
∈Γ(H)︷ ︸︸ ︷
[JX, Y ] + [X, JY ])︸ ︷︷ ︸
=0
= −θ[X, JY ]
= Gθ(X,Y ).
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And on the other hand we can compute
Gθ(JX, JY ) = −θ[JX, J2Y ]
= θ[JX, Y ]
= −θ[Y, JX]
= Gθ(Y,X).
We can prolong the Levi form Lθ to sections in T10 ⊕ T10 by
Lθ(X,Y ) := Lθ(X,Y ) = Lθ(Y,X)
and Lθ(X,Y ) = Lθ(X,Y ) = 0
for all X,Y ∈ Γ(T10).
Let us take a look at the relationship between the complex and the real Levi form. The
sections in H can be written as X+X, where X is a section in T10. Given this we can write:
Lθ(X +X,Y + Y ) = Lθ(X,Y ) + Lθ(X,Y )
= Lθ(X,Y ) + Lθ(Y,X)
= iθ
(




[X −X,Y + Y ]− [X,Y ]︸ ︷︷ ︸
∈Γ(T10)


















[Y + Y , J(X +X)]
)
= Gθ(Y + Y ,X +X)
= Gθ(X +X,Y + Y )
Hence on Γ(H)× Γ(H) the Levi forms Lθ and Gθ coincide.
If the given CR manifold is furthermore strictly pseudo-convex, that is to say Lθ(X,X) > 0
for all nonzero sections X ∈ Γ(T10), X 6= 0, we also have Lθ(X,X) = Lθ(X,X) > 0. That
means the Levi form is positiv definite on Γ(T10 ⊕ T10)× Γ(T10 ⊕ T10) and every restriction
as well. Therefore, the Levi form Lθ of a strictly pseudo-convex CR manifold is a positive
definite hermitian product on T10 ⊕ T10 and Gθ is a positive definite inner product on H.
2.1.3 The Reeb Vector Field of the Contact Form θ
Let (M2n+1, T10, θ) be a strictly pseudo-convex or a nondegenerate CR manifold. Then its
differential dθ is nondegenerate on Γ(H) × Γ(H) since we have dθ(·, ·) = −Gθ(·, J ·) and
according to the definition the Levi form Gθ is positive definite or at least nondegenerate.
Especially θ ∧ (dθ)nx 6≡ 0 is true for all points x ∈ M and therefore θ is a contact form on
the strictly pseudo-convex CR manifold M . The characteristic vector field of this contact
form is denoted by T ∈ X(M) and uniquely defined by θ(T ) ≡ 1 and dθ(T, ·) ≡ 0.
Definition 2.7 The vector field T is called Reeb vector field of the contact form θ, or char-
acteristic direction of the strictly pseudo-convex or nondegenerate CR manifold (M,T10, θ).
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With the help of the Reeb vector field the tangent bundle can be written as a direct sum
• TM = H ⊕ RT ,
• TMC = T10 ⊕ T10 ⊕ CT
and the real and the complex Levi form can be prolonged in the following way.
Gθ : Γ(TM)× Γ(TM) −→ C∞(M,R)
Gθ(T, ·) := 0
Lθ : Γ(TM
C)× Γ(TMC) −→ C∞(M,C)
Lθ(T, ·) := 0
Lemma 2.6 Let (M,H, J, θ) be a strictly pseudo-convex (or nondegenerate) CR manifold.
For all sections X,Y ∈ Γ(H) we have
1. The commutator of the Reeb vector field with any other vector field X ∈ Γ(H) is a
section in H, [T,X] ∈ Γ(H).
2. The real and the complex Levi form coincide on H, Gθ(X,Y ) = Lθ(X,Y ).
3. The real Levi form is totally real, Gθ(JX, JY ) = Gθ(X,Y ).
4. The real Levi form satisfies Gθ(JX, Y ) +Gθ(X, JY ) = 0.



















1. We want to prove that the commutator of the Reeb vector field with any other vector
field has no component in RT . According to the defining properties of the Reeb vector














Therefore, the commutator [T,X] has no component in RT and we have consequently
[T,X] ∈ Γ(H).
2. We have already proven that the real and the complex Levi form coincide.
3. That the real Levi form is totally real has been proven earlier.
4. The equality claimed, Gθ(JX, Y ) + Gθ(X, JY ) = 0, is a direct conclusion of the fact
that the real Levi form is totally real.
Gθ(JX, Y ) +Gθ(X, JY ) = Gθ(J
2X, JY ) +Gθ(X, JY )
= −Gθ(X, JY ) +Gθ(X, JY )
= 0
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5. Let X,Y ∈ Γ(H) be arbitrary sections. With the help of the Jacobi identity for vector
fields we have:































































[JX, Y ] + [X, JY ], T
])
According to the definition of a CR manifold the term [JX, Y ] + [X,JY ] is a section
in H. So with the first claim of this lemma and the pseudo-hermitian form θ vanishing



















The analogous statements are true for the complex Levi form Lθ.
Lemma 2.7 Let (M,T10, θ) be a strictly pseudo-convex (or nondegenerate) CR manifold.
Let X,Y be sections in T10. Then we have:
1. The commutator of the Reeb vector field with any other vector field X ∈ Γ(T10) or



























[T, Y ], X
)
Proof:
1. The proof is analogous to the proof of the corresponding statement for Gθ.






X, [T, Y ]
)





X,Y be arbitrary sections in T10. Since Lθ(X,Y ) is defined to be zero and the Levi


































X, [T, Y ]T10
])
.
The commutator of sections in T10 is again a section in T10 and analogously commu-
tating sections in T10 yields a section in T10. Furthermore the pseudo-hermitian form






































For further calculations we need to know what the complex conjugation of the Reeb
vector field T is. The complexified tangent bundle TMC splits into the direct sum
TMC = T10 ⊕ T10 ⊕ CT = T10 ⊕ T10 ⊕ CT , i.e. there is a λ ∈ C with T = λT . This
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however already implies that λ is actually 1 and the Reeb vector field is invariant
under complex conjugation since λ = θ(λT ) = θ(T ) = θ(T ) = 1. Using furthermore




















































This is the identity claimed.







[T, Y ], X
)




















































[T, Y ], X
)
holds for all sections
X,Y ∈ Γ(T10).
For X,Y being arbitrary sections in the subbundle T10 we can write for the complex
Levi form Lθ(X,Y ) = Lθ(Y,X) = iθ[Y,X]. So with this identity and the arguments




















































2.1.4 The Webster Metric and the Tanaka Webster Connection
In this subsection based on [Tan75] and [Web78] we will give the definition of the Webster
metric and the Tanaka Webster connection of a strictly pseudo-convex CR manifold. We
will furthermore discuss useful properties of both. Later on the Tanaka Webster connection
will be used to define the Fefferman space of a strictly pseudo-convex CR manifold.
With the help of the Reeb vector field T and the Levi form Lθ we can define a metric for
any strictly pseudo-convex CR manifold.
Definition 2.8 Let (M,T10, θ) be a strictly pseudo-convex (or nondegenerate) CR manifold.
The nondegenerate hermitian form defined by
gθ := Lθ + θ ⊗ θ : Γ(TMC)× Γ(TMC) −→ C∞(M,C)
is called Webster metric of (M,T10, θ).
On the real tangent space TM we obtain the Webster metric as a restriction of gθ. We use
the same symbol gθ for the restricted metric
gθ = Lθ|Γ(TM)×Γ(TM) + θ ⊗ θ = Gθ + θ  θ.
Let the signature of the Levi form on T10 be (p, q). If we have actually given a strictly pseudo-
convex CR manifold, the signature of the Levi form will be (0, n). Due to Lθ(X,Y ) = 0 and
Lθ(X,Y ) = Lθ(Y,X) for all X,Y ∈ Γ(T10), the complex signature of the Levi form Lθ is
(2p, 2q). Consequently using θ(T ) = 1 the signature of gθ is (2p, 2q + 1).
Choosing another pseudo-hermitian structure θ̂ = f · θ where f ∈ C∞(M) is a smooth
function on M , the Webster metric transforms as follows.
gθ̂ = Lθ̂ + θ̂ ⊗ θ̂ = f · Lθ + f
2θ ⊗ θ
This is a conformal transformation solely on the subbundle T10 ⊕ T10 .
Proposition 2.1 Let (M,T10, θ) be a nondegenerate pseudo-hermitian CR manifold and
T the Reeb vector field of θ. Then there exists a uniquely determined covariant derivative




satisfying the following conditions.
















2. ∇WT X = prT10 [T,X] for all X ∈ Γ(T10).
3. ∇W
Y
X = prT10 [Y ,X] for all X,Y ∈ Γ(T10).
Here prT10 denotes the projection onto T10. Furthermore ∇W is torsion free on T10,
[X,Y ] = ∇WX Y −∇WY X for all X,Y ∈ Γ(T10).
The covariant derivative ∇W is called Tanaka Webster connection.
Proof:
At first we will proof the existence of the covariant derivative wanted. We define for all
sections X,Y ∈ Γ(T10)
∇WT X := prT10 [T,X],
∇W
Y
X := prT10 [Y ,X],






X, [Y , Z]
)
for all sections Z ∈ Γ(T10).
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According to the definition ∇W· X is C∞(M,C)-linear, ∇WA · is additiv and we have
∇WA (λX) = λ∇WA X +A(λ)X. Thus it is a covariant derivative.
Further ∇W satisfies all wanted conditions and is therefore unique as well.
We have to prove that the torsion of ∇W vanishes on the subbundle T10, that is to say the
equation [X,Y ] = ∇WX Y −∇WY X holds for all X,Y ∈ Γ(T10).
Since [X,Y ],∇WX Y and ∇WY X are sections in T10 and the Levi form is nondegenerate on
Γ(T10) × Γ(T10) it is sufficient to show that Lθ([X,Y ], Z) = Lθ(∇WX Y − ∇WY X,Z) for all
sections Z ∈ Γ(T10). Using the definition of the Tanaka Webster connection this is equivalent














X, [Y , Z]
)
. We will take
a closer look at the underlined parts.
Lθ
(






























We have [Y, Z] = prT10 [Y,Z] + prT10 [Y,Z] + θ([Y, Z])︸ ︷︷ ︸
=gθ([Y,Z],T )
·T .









































































































The Jacobi identity and the fact Lθ(·, ∗) = iθ([·, ∗]) yield
Lθ
(


















































X, [Y , Z]
)
This is, as observed above, equivalent to the statement claimed. Hence for all X,Y ∈ Γ(T10)
the equation [X,Y ] = ∇WX Y −∇WY X holds, i.e. ∇W is torsion free on T10.
2
Via ∇WX T := 0 and ∇WX U := ∇WX U for all vector fields X ∈ Γ(TM
C) and all sections
U ∈ Γ(T10) we get a covariant derivative on TMC






Note that according to the definition of the Tanaka Webster connection the Reeb vector field





The question arises wether we can restrict the Tanaka Webster connection to the subbundle
H. Recall that sections in H can be expressed by sections in T10. So for X,Y ∈ Γ(H) we
can find sections U, V ∈ Γ(T10) such that X = U + U, Y = V + V . We can write
∇WX Y = ∇WU+U (V + V )








= ∇WU V︸ ︷︷ ︸
∈Γ(T10)










∇WT X = ∇WT U +∇WT U
= prT10 [T,U ] + prT10 [T,U ]
∈ Γ(H).
Thus the Tanaka Webster connection can also be seen as a connection on TM





Here again the image of ∇W is a subset of Γ
(
TM∗ ⊗H).









= Lθ(∇WX Y, Z)+Lθ(Y,∇WX Z). The restriction of the Tanaka Webster connec-




is compatible with the real Levi form Gθ.
Proof: In order to prove that the extended connection ∇W is compatible with the Levi
form Lθ we take arbitrary vector fields X,Y, Z ∈ Γ(T10) and check the claim for these vector
fields, the complex conjugated fields and the Reeb vector field.





= Lθ(∇WX Y, Z) + Lθ(Y,∇WX Z).
2. Recall that the Levi form and the Tanaka Webster connection were prolonged to
sections in T10 by Lθ(Y , Z) = Lθ(Y, Z) and ∇WX Y = ∇
W









= Lθ(∇WX Y, Z) + Lθ(Y,∇WX Z)
= Lθ(∇WX Y ,Z) + Lθ(Y ,∇
W
X Z).
3. We use the definition of the prolongation of the Levi form to sections in T10 again and









= Lθ(∇WX Z, Y ) + Lθ(Z,∇WX Y )
= Lθ(∇WX Y ,Z) + Lθ(Y ,∇WX Z)
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= Lθ(∇WX Z, Y ) + Lθ(Z,∇
W
X Y )
= Lθ(∇WX Y,Z) + Lθ(Y,∇
W
X Z)
5. Let T be the Reeb vector field and λ ∈ C. We use Lemma 2.7 and the fact that T10,





= λLθ([T,X], Y ) + λLθ(X, [T, Y ])
= Lθ(prT10 [λT,X], Y ) + Lθ(X, prT10 [λT, Y ])
= Lθ(∇WλTX,Y ) + Lθ(X,∇WλTY )










= Lθ(∇WλTY,X) + Lθ(Y,∇WλTX)
= Lθ(∇WλTX,Y ) + Lθ(X,∇WλTY ).




≡ 0 and Lθ(T, ·) ≡ 0 we get
for any sections X = X1 +X2 + xT, Y = Y1 + Y2 + yT, Z = Z1 + Z2 + zT ∈ Γ(TMC) with





= (X1 +X2 + xT )
(






















































































































































































































Y1 + Y2 + yT,∇W
X1+X2+xT













Hence the Tanaka Webster connection is compatible with the Levi form Lθ. Since Gθ
coincides with Lθ on the real tangent space TM of M , the same holds for the real Levi
form Gθ.
2
Definition 2.9 The torsion of the Tanaka Webster connection is defined by
TorW (U, V ) := ∇WU V −∇WV U − [U, V ]
for all sections U, V ∈ Γ(TMC).
Proposition 2.1 states the vanishing of the torsion of the Tanaka Webster connection for
sections U, V ∈ Γ(T10), TorW (U, V ) = 0. Furthermore we can write for such sections:




U − [U, V ]
= ∇WU V −∇WV U − [U, V ]
= TorW (U, V )
= 0
However the Tanaka Webster connection is not torsion free. We want to study the torsion
of the Tanaka Webster connection in more detail. For this purpose we will take a closer
look at the decomposition of sections in the complexified tangent space. According to
the decomposition TMC = T10 ⊕ T10 ⊕ CT any section Z ∈ Γ(TMC) can be written in
the following way: Z = prT10(Z) + prT10(Z) + θ(Z)T . Especially projection and complex
conjugation commute, that is to say prT10(Z) = prT10(Z) for Z ∈ Γ(TM
C), and the Reeb
vector field is invariant under complex conjugation, T = T . Now we can find further values
for the torsion. Take again sections U, V ∈ Γ(T10).
TorW (U, V ) = ∇WU V −∇WV U − [U, V ]
= ∇W
U
V − prT10 [V ,U ]− [U, V ]
= prT10 [U, V ]− prT10 [V ,U ]− [U, V ]






= iLθ(U, V )T
TorW (T,U) = ∇WT U −∇
W
U T︸ ︷︷ ︸
=0
−[T,U ]
= prT10 [T,U ]− [T,U ]︸ ︷︷ ︸
∈Γ(T10⊕T10)
= −prT10 [T,U ]






= ∇WT U − [T,U ]
= prT10 [T,U ]− [T,U ]
= prT10 [T,U ]− [T,U ]︸ ︷︷ ︸
∈Γ(T10⊕T10)
= −prT10 [T,U ]
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To take a look at the real case, let X = U + U, Y = V + V ∈ Γ(H) be sections in H with
U, V ∈ Γ(T10) convenient. It holds:
TorW (X,Y ) = TorW (U, V )︸ ︷︷ ︸
=0
+TorW (U, V )︸ ︷︷ ︸
=iLθ(U,V )T
+TorW (U, V )︸ ︷︷ ︸
=−iLθ(U,V )T
+TorW (U, V )︸ ︷︷ ︸
=0
= iLθ(U, V )T − iLθ(U, V )T
= i
(
Lθ(U, V )− Lθ(U, V ) + Lθ(U, V )︸ ︷︷ ︸
=0




= Lθ(iU − iU, V + V )T
= Lθ(JX, Y )T
= Gθ(JX, Y )T.
To give a formula for the torsion TorW (T,X) with X a section in H, it is helpful to have
an explicit way for calculating the projections. For any Z ∈ Γ(T10 ⊕ T10) = Γ(HC), we
have sections Ũ , Ṽ ∈ Γ(H) such that Z = Ũ + iṼ . Moreover the sections Ũ and Ṽ can be
presented by sections U, V in T10 and therefore Z = Ũ + iṼ = U +U + i(V + V ). Hence we
have
• prT10(Z) = U + iV ,
• prT10(Z) = U + iV and
• iJCZ = i
(
iU − iU + i(iV − iV )
)
= −U + U − iV + iV .
Consequently we obtain prT10(Z) =
1
2 (Z − iJ
CZ) and prT10(Z) =
1
2 (Z + iJ
CZ).
Now we can write for the torsion with X ∈ Γ(H), X = U + U
TorW (T,X) = TorW (T,U) + TorW (T,U)
= −prT10 [T,U ]− prT10 [T,U ]
= − 12
(








[T,U ] + [T,U ] + JC
(













[T,X] + J [T, JX]
)
.
We present the obtained results in the following proposition.
Proposition 2.2 Let (M,T10, θ) be a nondegenerate pseudo-hermitian CR manifold and T
the Reeb vector field of the pseudo-hermitian form θ. For all sections Z ∈ Γ(T10 ⊕ T10) and
all W ∈ Γ(TMC) we have




2 (Z + iJ
CZ) and
• prT10(W ) = prT10(W ).
For all sections U, V ∈ Γ(T10) it holds
• TorW (U, V ) = 0,
• TorW (U, V ) = TorW (U, V ) = 0,
• TorW (U, V ) = iLθ(U, V )T ,
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• TorW (T,U) = −prT10 [T,U ] and
• TorW (T,U) = −prT10 [T,U ].
In addition we have for all sections X,Y ∈ Γ(H)
• TorW (X,Y ) = Gθ(JX, Y )T and
• TorW (T,X) = − 12
(
[T,X] + J [T, JX]
)
.
We will continue by defining the curvature of the Tanaka Webster connection in the
usual way.
Definition 2.10 For all sections X,Y ∈ Γ(TMC) curvature operator of the Tanaka Webster
connection is defined as
RW (X,Y ) := ∇WX ∇WY −∇WY ∇WX −∇W[X,Y ].
Writing the Tanaka Webster curvature as a (4, 0)-tensor with respect to the metric gθ
we obtain




for all sections X,Y, Z,W ∈ Γ(TMC).
Since the Tanaka Webster connection has no component in the direction of the Reeb vector
field, we can also write




for all sections X,Y, Z,W ∈ Γ(TMC).
The following properties are met by the Tanaka Webster curvature.
Proposition 2.3 For all sections X,Y, Z,W of TMC it holds
• RW (X,Y, Z,W ) = −RW (Y,X,Z,W ) = −RW (X,Y,W,Z) and
• RW (X,Y, Z,W ) = RW (X,Y , Z,W ).
For all sections A,B,C,D ∈ Γ(T10) we have
• RW (A,B,C,D) = RW (C,B,A,D) and
• RW (A,B, ·, ·) ≡ 0.
Proof:
• The first statement is true by definition since the endomorphism of the curvature is
skew symmetric. We now prove that the Tanaka Webster curvature is skew symmetric
in the third and forth component. Let X,Y, Z,W be arbitrary sections in the complex
tangent space TMC of M . Recall that the Tanaka Webster connection is compatible
with the Levi form Lθ.





































































































The marked terms cancel out and we obtain
RW (X,Y, Z,W ) = Lθ
(








∇WX ∇WY W −∇WY ∇WXW −∇W[X,Y ]W,Z
)
= −RW (X,Y,W,Z).
• From the definition of the Tanaka Webster connection we get immediately, that for
sections X,Y ∈ Γ(TMC) the following equation ∇WX Y = ∇WX Y holds. Hence we get
directly the wanted result:
RW (X,Y, Z,W ) = Lθ
(




















= RW (X,Y , Z,W ).
• Let A,B,C,D be sections in T10. We have to prove that the equation






































∇WA ∇WB C −∇
W









Since the torsion TorW ([A,C], B) is a multiple of the Reeb vector field T and Lθ(T, ·)
vanishes, this term can be omitted. And with ∇W[A,C]B being a section in T10 we have





































































TorW (B,C)︸ ︷︷ ︸
multiple of T





TorW (B,A)︸ ︷︷ ︸
multiple of T












I.e. the equation RW (A,B,C,D) = RW (C,B,A,D) is true.
• Now we have to proof RW (A,B,X, Y ) = 0 for all sections A,B ∈ Γ(T10) and all
X,Y ∈ Γ(TMC). Since A and B are restricted to Γ(T10) we can use the defining
properties of the Tanaka Webster connection and write




















































Lθ(X, [A, Y ])















Lθ(X, [B, Y ])












The marked terms cancel out and with the help of the Jacobi identity we get the
result wanted.






























Hence the statement RW (A,B,X, Y ) = 0 is true for all sections A,B ∈ Γ(T10) and all
X,Y ∈ Γ(TMC).
2
To define the Ricci curvature and the scalar curvature as in the Riemannian case, we have
to explain how traces are to be taken in the case of CR manifolds.
So let ω ∈ Ω2(TMC,C) be a 2-form. Then there exists a uniquely defined endomorphism




for all U, V ∈ Γ(T10). Using this we define
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the trace of ω with respect to θ via Trθ(ω) := Tr(ω̃). Choosing a unitary basis (Z1, . . . , Zn)
of (T10, Lθ) with Lθ(Zi, Zj) = δijεi we can write
Trθ(ω) = Tr(ω̃) =
n∑
i=1











εiRW (·, ·, Zi, Zi).








Proposition 2.4 The following properties hold.
1. The Webster Ricci curvature vanishes if both sections inserted are in T10 or both are
in T10, Ric
W (X,Y ) = RicW (X,Y ) = 0 for all X,Y ∈ Γ(T10).
2. We have RicW (X,Y ) = −RicW (X,Y ) for all X,Y ∈ Γ(TMC).
3. RicW (U, V ) is a map on M with pure imaginary values for all real vector fields of the
CR manifold M , U, V ∈ X(M).
4. For all sections U, V ∈ Γ(H) the Webster Ricci curvature is invariant under the almost
complex endomorphism J , RicW (JU, JV ) = RicW (U, V ).
5. The Webster scalar curvature RW is a real map on M .
Proof:
1. With the properties of the Tanaka Webster curvature from Proposition 2.3 we have
for all sections X,Y of the subbundle T10
RicW (X,Y ) =
n∑
j=1
εj RW (X,Y, Zj , Zj)︸ ︷︷ ︸
=0, since X,Y ∈Γ(T10)
= 0
and RicW (X,Y ) =
n∑
j=1
εj RW (X,Y , Zj , Zj)︸ ︷︷ ︸
=RW (X,Y,Zj ,Zj)=0
= 0.
2. For any vector fields X,Y in the complexified tangent space TMC we can write
RicW (X,Y ) =
∑n
i=1 εiRW (X,Y , Zi, Zi)
=
∑n
i=1 εiRW (X,Y, Zi, Zi)
= −
∑n
i=1 εiRW (X,Y, Zi, Zi)
= −RicW (X,Y ).
3. Let U, V ∈ X(M) be real vector fields on M . Then we have sections X,Y ∈ Γ(T10)
and real valued maps u, v ∈ C∞(M) such that U = X+X+uT and V = Y +Y +vT .
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We can write using the first two items of this proposition
RicW (U, V ) = RicW
(
X +X + uT, Y + Y + vT
)
= RicW (X,Y )︸ ︷︷ ︸
=0
+RicW (X,Y ) + v ·RicW (X,T )
+RicW (X,Y ) +RicW (X,Y )︸ ︷︷ ︸
=0
+v ·RicW (X,T )
+u ·RicW (T, Y ) + u ·RicW (T, Y ) + uv ·RicW (T, T )︸ ︷︷ ︸
=0
= RicW (X,Y )−RicW (X,Y ) + v ·
(


















RicW (T, Y )
))
∈ i · R.
4. We now want to prove that the Webster Ricci curvature is invariant under J . Let
U = X + X and V = Y + Y be sections in H and X,Y ∈ Γ(T10) suitable. Then we
can write with the help of the first item of this proposition:
RicW (JU, JV ) = RicW
(
iX − iX, iY − iY
)
= −RicW (X,Y )︸ ︷︷ ︸
=0
+RicW (X,Y ) +RicW (X,Y )−RicW (X,Y )︸ ︷︷ ︸
=0
= RicW (X,Y ) +RicW (X,Y )
= RicW (X,Y )︸ ︷︷ ︸
=0




X +X,Y + Y
)
= RicW (U, V ).
5. According to the definition of the Webster scalar curvature and the properties of the












εkεlRW (Zk, Zk, Zl, Zl)
= RW .
Hence the Webster scalar curvature has to be real.
2
2.1.5 The Transformation of the Tanaka Webster Connection
In this subsection based on [Lei05] we will check how the Reeb vector field, the Levi form
and the Tanaka Webster connection behave under transformation of the pseudo-hermitian
form θ.
Let θ̂ = e2f · θ with f ∈ C(M) be another pseudo-hermitian form on the CR manifold M .
For the Levi form we have Lθ̂ = e
2f · Lθ on Γ(T10 ⊕ T10) ⊗ Γ(T10 ⊕ T10) as we have seen
already.
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To study the behavior of the Tanaka Webster connection under change of the Levi form let
s = (Z1, . . . , Zn) be a local section in (T10, Lθ) which is unitary with respect to Lθ, then
ŝ = (Ẑ1, . . . , Ẑn) with Ẑk := e
−fZk is a local unitary section in (T10, Lθ̂).
The Reeb vector field belonging to θ̂ satisfies θ̂(T̂ )
!≡ 1 according to the definition. I.e. there
is a section X ∈ Γ(T10 ⊕ T10) with T̂ = e−2fT + X, where T is the Reeb vector field of θ.
Furthermore dθ̂(T̂ , ·) !≡ 0 has to be true. Since dθ̂ is skew symmetric, it is sufficient to check
this claim for sections Y ∈ Γ(T10 ⊕ T10).
0
!
= dθ̂(T̂ , Y )
= T̂
(





































= −2Y (f)− e2fθ
(














for all Y ∈ Γ(T10 ⊕ T10). Now we substitute for






















































− 2iZα(f)Zα + 2iZα(f)Zα
))
.
Now we determine the dual forms of Ẑα and Ẑα.
θ̂α is defined by θ̂α(Ẑβ)




!≡ 0 and θ̂α(T̂ ) !≡ 0. I.e. we can write θ̂α = efθα+xθ





























!≡ δαβ , θ̂α(Ẑβ)
!≡ 0 and θ̂α(T̂ ) !≡ 0 have to be true.




































θα ⊗ θα − 2iZα(f)θα ⊗ θ + 2iZα(f)θ ⊗ θα + 4Zα(f)Zα(f)θ ⊗ θ
+θα ⊗ θα + 2iZα(f)θα ⊗ θ − 2iZα(f)θ ⊗ θα + 4Zα(f)Zα(f)θ ⊗ θ
)

















The Tanaka Webster connection ∇̂W was defined for sections X,Y ∈ Γ(T10) via
∇̂WY X ∈ Γ(T10) given by Lθ̂(∇̂
W




− Lθ̂(X, [Y , Z])























































The commutator [Y , Z] can be replaced using the torsion,
[Y , Z] = ∇W
Y
Z −∇WZ Y︸ ︷︷ ︸
∈Γ(T10⊕T10)
−TorW (Y , Z),






= 2Y (f)Lθ(X,Z) + Lθ(∇WY X,Z)
−2iX(f) · θ
(
TorW (Y , Z)︸ ︷︷ ︸
=−iLθ(Z,Y )T
)
= 2Y (f)Lθ(X,Z) + Lθ(∇WY X,Z) + 2iX(f) · θ (iLθ(Z, Y )T )
= 2Y (f)Lθ(X,Z) + Lθ(∇WY X,Z) + 2X(f)Lθ(Z, Y )
= 2Y (f)Lθ(X,Z) + Lθ(∇WY X,Z) + 2X(f)Lθ(Y,Z)
= Lθ
(
2Y (f)X + 2X(f)Y +∇WY X,Z
)
Hence we obtain for sections X,Y ∈ Γ(T10)
∇̂WY X = ∇WY X + 2Y (f)X + 2X(f)Y.




Zα(f)Zα ∈ Γ(T10). Using this we ca write for example
T̂ = e−2f (T − 2iδf + 2iδf).
Now we check further how the Tanaka Webster Connection transforms. With X,Y ∈ Γ(T10)






















X −∇WX Y + iLθ(X,Y )
(




X − 2Lθ(X,Y )δf.
For the calculations of ∇̂W
T̂
X recall that according to Proposition 2.2 the commutator [T̂ ,X]
with X a section in T10 is an element of Γ(T10 ⊕ T10). Hence it holds for the projections
p̂rT10 [T̂ ,X] = prT10 [T̂ ,X]. Consequently we can write:
∇̂W
T̂
X =: p̂rT10 [T̂ ,X]































We use that the Reeb vector field is parallel with respect to the Tanaka Webster connection
and the torsion TorW (T,X) is in Γ(T10). So prT10(e
−2f [T,X]) = e−2f∇WT X and according
to the definition of ∇W we get
∇̂W
T̂
X = e−2f∇WT X − 2ie−2f∇WδfX + 2ie−2f∇WX δf − 4ie−2fX(f)δf + 2ie−2f∇WδfX
= ∇W
e−2fT−2ie−2f δf+2ie−2fδfX + 2ie
−2f∇WX δf − 4ie−2fX(f)δf
= ∇W
T̂
X + 2ie−2f∇WX δf − 4ie−2fX(f)δf.
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With the formulas already obtained we can easily determine the covariant derivative in
direction of the Reeb vector field T of the original pseudo-hermitian structure θ.










X + 2i∇WX δf −4iX(f)δf︸ ︷︷ ︸
+2i
(






X − 2Lθ(X, δf)δf
)
The underlined terms can be combined to ∇WT X and the underbraced terms cancel out.












= ∇WT X + 2i∇WX δf + 4iδf(f)X + 4iX(f)δf
For the covariant derivative of a section Y ∈ Γ(T10) in direction of a vector field in the
complexified tangent space X = prT10X + prT10X + θ(X)T ∈ Γ(TM
C) we get:
∇̂WX Y = ∇̂WprT10XY + ∇̂
W
prT10
XY + θ(X)∇̂WT Y








∇WT Y + 2i∇WY δf + 4iδf(f)Y + 4iY (f)δf
)








∇WY δf + 2δf(f)Y + 2Y (f)δf
)
.
We present our results in the following lemma.
Lemma 2.9 Let (M,T10, θ) be a strictly pseudo-convex CR manifold and θ̂ = e
2fθ another
pseudo-hermitian form, f ∈ C∞(M). Then we have with δf :=
∑
α
Zα(f)Zα ∈ Γ(T10) and T̂
denoting the Reeb vector field with respect to θ̂:
T̂ = e−2f (T − 2iδf + 2iδf).



















and the Tanaka Webster connection is given by







∇WY δf + 2δf(f)Y + 2Y (f)δf
)
,
where Y is a section in T10 and X = prT10X + prT10X + θ(X)T ∈ Γ(TM
C) is some vector
field in the complexified tangent space.
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Later on we will need to know how the Webster scalar curvature transforms.
Lemma 2.10 Let (M,T10, θ) be a strictly pseudo-convex CR manifold and θ̂ = e
2fθ another
pseudo-hermitian form, f ∈ C∞(M). Then we have for the Webster scalar curvature:
R̂W = e−2f
(
















Proof: To calculate the Webster scalar curvature for θ̂ we use the transformation formulas
of the previous lemma. Several terms cancel out immediately since the vector fields inserted

















































































































































−Zl (2df(Zk))Zl − 2df(Zk)∇WZlZl + 4df(Zk)Lθ(Zl, Zl)δf















−2∇WZkδf − 4δf(f)Zk − 4df(Zk)δf, Zk
)

































































































































Recall the definition of δf :=
∑













































































































































































































































Hence we can write
R̂W = e−2f
(


















The formulas proved in this section will now be used to construct the Fefferman space.
2.2 The Fefferman Space According to [BL04]
In this section we will describe the construction of the Fefferman space of a strictly pseudo-
convex CR manifold according to [Bau99] and [BL04]. This will be achieved by constructing
a conformal class with the help of the Levi form and a connection derived from the Tanaka
Webster connection. Using the transformation formulas of ∇W and RW will yield the
independence of this conformal class from the chosen pseudo-hermitian form θ. Hence the
Fefferman space will be CR invariant.
Definition 2.12 The canonical complex line bundle of a strictly pseudo-convex CR manifold






∣∣∣ iV ω = 0 for all V ∈ T10} .
In order to give a local basis in K we choose at first a local unitary basis (Z1, . . . , Zn)
in (T10, Lθ). This is enlarged to form a local basis (Z1, . . . , Zn, Z1, . . . , Zn, T ) in the com-
plexified tangent space TMC. We denote the corresponding dual basis of (TMC)∗ with
(θ1, . . . , θn, θ1, . . . , θn, θ). Hence τ̂ := θ ∧ θ1 ∧ · · · ∧ θn is a local basis in K.
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With K∗ := K \ {0} we obtain the S1-principal bundle
F := K∗/R+ −→M
and τ := τ̂|τ̂ | is a local section in F −→M .
Now we are looking for a conformal structure on F , uniquely defined by the CR manifold
(M,H, J). To find this structure let A ∈ C(F) be a connection. Using the horizontal lifts
corresponding to A, which we will denote by ∗, we get the following splitting of the tangent
space of F :
F
M
TxF = ThAxF ⊕TvxF
= H∗x ⊕ (RTx)∗ ⊕TvxF
= Hx ⊕ RTxTxM
dπxπ
S1
Let us take a look at the following metric on F with c ∈ R fix.
hA,c := π
∗Lθ − 2ci(π∗θ) A
where  denotes the symmetric tensor product. Consequently H∗ and span(T ∗, T vF) are
orthogonal with respect to hA,c and π
∗Lθ is riemannian on H
∗ and vanishes everywhere
else. For N := ĩ, the fundamental vector field of i ∈ LA(S1) = iR and T ∗, the horizontal
lift of the Reeb vector field T we have:
(π∗θ A)(N,N) = θ(dπN︸︷︷︸
=0
) ·A(N)︸ ︷︷ ︸
=i
= 0,
(π∗θ A)(T ∗, T ∗) = θ(T )︸︷︷︸
=1
·A(T ∗)︸ ︷︷ ︸
=0
= 0 and















∗, T ∗) = 0 and
hA,c(T
∗, N) = −2ci(π∗θ A)(T ∗, N)
= c.
hA,c is therefore a Lorentzian metric on the S
1-principal bundle F . For every element α ∈ S1




∗Lθ − 2ci(π∗θ) A)
= π∗Lθ − 2ci(π∗θ) R∗αA
= π∗Lθ − 2ci(π∗θ) Ad(α−1) ◦A
S1 ab.
= π∗Lθ − 2ci(π∗θ) A
= hA,c.
Consequently the fundamental vector field N = ĩ generated by i is a light like Killing vector
field.
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will now specify a connection AW on the S1-principal bundle F and a number c ∈ R, such
that the conformal class [hA,c] is independent of the choice of θ.
At first we will describe the connection AW locally.
Let s = (Z1, . . . , Zn) : U −→ Tn10 be a local unitary frame with respect to the Levi form Lθ
for the open subset U ⊂M . Then τs := [θ ∧ θ1 ∧ · · · ∧ θn] : U −→ F is a local section in F ,












, the local connection form of ∇W associated to the
section s. Hence the Tanaka Webster connection ∇W defines a covariant derivative ∇K in
K via
∇Kτ̂s = ∇K(θ ∧ θ1 ∧ · · · ∧ θn)
:= ∇W θ︸ ︷︷ ︸
:=0













ωααθ ∧ θ1 ∧ · · · ∧ θn
= −Tr(ωs) · τ̂s.
Since ∇W is metric with respect to the Levi form Lθ, we have for all vector fields X ∈ X(M)
0 = X
(











= ωαα(X) + ωαα(X)
= 2Re(ωαα(X)).
Consequently ωαα(X) is purely imaginary as is the trace Tr(ωs(X)) ∈ C∞(U, iR) for all
vector fields X ∈ X(M). For every local section s in (T10, Lθ) we therefore get a local 1-form
on M with values in iR = LA(S1)
AWs : U −→ iR
X 7→ −Tr(ωs(X)).
This family {AWs , τs}s:U−→(T10,Lθ) yields a S1-principal bundle connection AW : TF −→ iR
on F with (τs)∗AW = AWs , since this is generated by a covariant derivative.
Lemma 2.11 The curvature of the S1-principal bundle connection AW defined by the




More precisely the local curvature form holds ΩA
W
s = −RicW .
Proof: Since the Lie group S1 is abelian, the horizontal, Ad-invariant forms with values in
iR = LA(S1) can be seen as forms on the base manifold M with values in iR. We can write
as well ΩA
W ∈ Ω2hor(F , iR)
Ad ' Ω2(M, iR).
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Let X,Y ∈ X(M) be vector fields on M . We have for the Webster Ricci curvature:










































−ωαβ([X,Y ])Zβ , Zα
)
.
The underlined terms cancel out.
















s = −Tr(dωs) = −RicW .
2
All other connections A ∈ C(F) are of the shape A = AW − iω, where ω is a 1-form on M
with real values, iω ∈ Ω1(M, iR) ' Ω1hor(F , iR)
Ad.
Now we define
Aθ := AW − i
2(n+ 1)
RW · θ ∈ C(F).






is CR invariant, i.e. [hθ] = [hf ·θ].
Proof: Let (M,T10, θ) be a strictly pseudo-convex CR manifold and θ̂ = e
2fθ another
pseudo-hermitian form, f ∈ C∞(M). According to Lemma 2.9 we have for the Reeb vector
field T̂ = e−2f (T − 2iδf + 2iδf), where δf :=
∑
α




















And for the Tanaka Webster connection we have







∇WY δf + 2δf(f)Y + 2Y (f)δf
)
,
where Y is a section in T10 and X = prT10X + prT10X + θ(X)T ∈ Γ(TM
C) is some vector
field in the complexified tangent space.
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We have to find the conformal factor between hθ and hθ̂. Hence we have to give formulas
for the components of the metric hfθ first. To compute A
fθ we write the coefficients ω̂αβ of
∇̂W in terms of θ:
∑
β
ω̂αβ ⊗ Ẑβ = ∇̂W· Ẑα










δf + 2δf(f)Ẑα + 2Ẑα(f)δf
)
















δf + 2δf(f)Ẑα + 2Ẑα(f)δf
)
.





ω̂αβ ⊗ Ẑβ = e−f
∑
β



































































































At first we will take a separate look at a part of this sum.














= e−f iθ ⊗
(∑
β





























We use that the Levi form is metric for sections in T10 and that (Z1, . . . , Zm) is a unitary
basis in (T10, Lθ).














= e−f iθ ⊗
(∑
β



































































































− df [Zα, Zβ ]. Hence we can write:


























































With this information we can continue calculating the coefficients ω̂αβ of ∇̂W .
∑
β
ω̂αβ ⊗ Ẑβ =
∑
β


























































































































































With the formula from Lemma 2.10,
R̂W = e−2f
(

















we get for the connection Aθ̂:
Aθ̂ = ÂW − i2(n+1) R̂
W · θ̂




























































Now we can finally calculate the conformal factor between hθ and hθ̂. With the results





















































+ 8e2f◦πδf(f) θ ⊗ θ︸ ︷︷ ︸
=θθ︸ ︷︷ ︸








− 8e2f◦πδf(f)θ  θ
= e2f◦πhθ.
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Thus the conformal factor between both metrics is e2f◦π and so the conformal class defined
by the metric hθ does not depend on the pseudo-hermitian form chosen, [hθ] = [hθ̂] as
wanted.
2
Definition 2.13 (F, [hθ]) is called the Fefferman space of the strictly pseudo-convex CR
manifold (M2n+1, T10).
Later on we will explain another way ([CG08]) of defining a Fefferman space of a strictly
pseudo-convex CR manifold. For this construction the tools of parabolic geometry are




Cartan Geometry and Parabolic
Geometry
53
In the language of Cartan geometry manifolds equipped with specific structures are viewed
as “curved analogs” of homogeneous spaces. This idea was first introduced by Cartan in
[Car52]. This setting is a generalization of the (pseudo-) Riemannian geometry as well as
the Kleinian geometry. The Klein geometry established in 1872 by Klein in “Das Erlanger
Programm” [Kl1872] considers manifolds (or just sets) with effective transformation groups
and invariants of the given transformation group. Thus Klein geometry covers hyperbolical
and elliptical geometries for example. In 1854 Riemann developed in his Habilitationsschrift
the Riemannian geometry as curved analogs of the euclidian geometry. The Cartan geometry
now covers Riemannian and Kleinian geometry. One very interesting aspect of Cartan
geometry is that it allows to construct a boundary for the manifold out of intrinsic data as









projectove, . . . geometry
Given a Lie group G with Lie algebra LA(G) = g and a closed subgroup P ⊂ G a Cartan
geometry of type (G,P ) is a P -principal bundle π : G −→ M endowed with a Cartan
connection ω ∈ Ω1(G, g) which is a P -equivariant one form on G with values in the Lie
algebra g such that the generators of the fundamental vector fields are reproduced and
the tangent bundle TG is trivialized by ω. A special class of Cartan geometries are the
parabolic geometries. Here the Lie algebra g = LA(G) is equipped with a |k|-grading. The
name parabolic geometry is inspired by the fact that in the complex case those geometries
are the ones with a parabolic subgroup P .
In this chapter the Cartan geometry and the parabolic geometry will be introduced and
studied in detail, starting of with facts about Lie algebras and |k|-graded Lie algebras in
particular in order to establish the denotations used further on.
3.1 Lie Algebras
Definition 3.1 A Lie algebra g over a field K is a K-vector space endowed with a bilinear
map [·, ·] : g× g −→ g satisfying
• [X,X] = 0 for all X ∈ g, that is to say [·, ·] is skew symmetric, and













X,Y, Z ∈ g.
The bilinear map [·, ·] is called Lie bracket.
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Definition 3.2 Let g be a Lie algebra.
• A vector subspace h ⊂ g is called a subalgebra of g if h is closed under the Lie bracket,
that is the Lie bracket maps h× h into h. Hence (h, [·, ·]) is a Lie algebra itself.
• A subalgebra h ⊂ g is an ideal of g if [h, g] ⊂ h holds.
• The center z of a Lie algebra is the ideal defined by
z := {X ∈ g | [X,Y ] = 0 for all Y ∈ g}.





⊃ · · · ⊃ Dkg︸︷︷︸
:=[g,Dk−1g]
⊃ · · · .





⊃ · · · ⊃ Dkg︸︷︷︸
:=[Dk−1g,Dk−1g]
⊃ · · · .
• The adjoint representation of a Lie algebra g is given by
ad : g −→ gl(g)
X 7→ ad(X) with ad(X)Y := [X,Y ].
Definition 3.3 A Lie algebra g is called
• nilpotent, if Dkg = 0 for some k ∈ N,
• solvable, if Dkg = 0 for some k ∈ N,
• simple, if it is nonabelian and its only ideals are {0} and g itself, or
• semisimple, if g has no nonzero solvable ideals.
Definition 3.4 The Killing form of a Lie algebra g over the field K is defined by
Bg : g× g −→ K
X,Y 7→ Tr
(
ad(X) ◦ ad(Y )
)
.
Definition 3.5 Let G be a Lie group and g = LA(G) its Lie algebra. The Adjoint action
of G on g is defined for g ∈ G by
Ad(g) : g −→ g
X 7→ Ad(g)X := dLg ◦ dRg−1X.













for all X,Y ∈ g.
Derivations of the type ad(X) : g −→ g for X ∈ g are called inner derivations.
The following lemma gives an overview about some commonly known facts on Lie algebras.
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Lemma 3.1 Let g be a Lie algebra.
• The Killing form Bg is invariant under all automorphisms of g. It is especially invari-
ant under the Adjoint action of the Lie group G (LA(G) = g). I.e. for all X,Y ∈ g
and all g ∈ G we have Bg(Ad(g)X,Ad(g)Y ) = Bg(X,Y ).
• The Killing form Bg is ad-invariant in the following way
for all X,Y, Z ∈ g we have Bg(ad(X)Y,Z) = −Bg(Y, ad(X)Z).
• The Lie algebra g is semisimple if and only if its Killing form Bg is nondegenerate.
• A semisimple Lie algebra g is a direct sum of simple ideals.
• If g is semisimple all derivations are inner derivations.
3.2 |k|-graded Lie Algebras
The parabolic geometry profits considerably from the properties of the |k|-grading of the
underlying Lie subalgebra p. So these properties need to be studied, which we do based on
[CS00] and [CS03].
Definition 3.7 Let K be the field of real or complex numbers, K = R or K = C. A Lie
algebra g over K with a splitting g = g−k⊕· · ·⊕g−1⊕g0⊕g1⊕· · ·⊕gk such that [gi, gj ] ⊂ gi+j
holds for all i, j = −k, . . . , k is called a |k|-graded Lie algebra over K. Then g = g−k⊕· · ·⊕gk
is called a |k|-grading of g.
Definition 3.8 Let g be a Lie algebra with a |k|-grading. If furthermore the subalgebra
g− := g−k⊕· · ·⊕ g−1 is generated by g−1 and no simple ideal of g is contained in g0 we call
g an effective semisimple |k|-graded Lie algebra.
In the following we assume that g is an effective semisimple |k|-graded Lie algebra. We
denote by p+ the subalgebra g1 ⊕ · · · ⊕ gk of g and with p the subalgebra g0 ⊕ p+.
Proposition 3.1 Let g be an effective semisimple |k|-graded Lie algebra.
1. There exists a uniquely defined element E ∈ g0 with [E,X] = lX for all X ∈ gl. E is
called the grading element. We have especially [g0, gl] = gl.
2. For the Killing form Bg we have Bg(gl, gj) = 0 for all l, j with l+ j 6= 0. Furthermore
for all j = 1, . . . , k the Killing form Bg induces an isomorphism of the g0-moduls
g∗j ' g−j.
3. If g′ is an ideal in g, g′ is homogenous, that is to say g′ = ⊕ki=−k(g′ ∩ gi). Especially
g is the direct sum of simple |ki|-graded Lie algebras, where all ki are smaller or equal
to k and none is zero.
4. Let A ∈ gi with i > −k be an element with [A,X] = 0 for all X ∈ g−1. Then we have
A = 0.
5. For i < k it holds [gi+1, g−1] = gi.
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Proof:
1. In order to find the grading element E we define the following derivation.
D : g −→ g
X 7→ D(X) := j ·X for X ∈ gj
This is actually a derivation since for X ∈ gi and Y ∈ gj we have
D([X,Y ]) = (i+ j)[X,Y ]
= [iX, Y ] + [X, jY ]
= [D(X), Y ] + [X,D(Y )].
Now with g being semisimple we know that all derivations are inner derivations, i.e.
we have a unique element E ∈ g with D = ad(E). According to the grading of g we








Hence we obtain E = E0 ∈ g0.
According to the grading we have [g0, gl] ⊂ gl. With [E,X] = lX for all X ∈ gl it
actually has to be [g0, gl] = gl.
2. We will now take a look at the properties of the Killing form with respect to the
grading. Using that the Killing form is ad-invariant we have for X ∈ gl and Y ∈ gj
lBg(X,Y ) = Bg(ad(E)X,Y )
= −Bg(X, ad(E)Y )
= −jBg(X,Y ).
So for l 6= −j we have Bg(X,Y ) = 0. Since the Killing form is nondegenerate according
to Lemma 3.1 the restriction Bg|gj×g−j has to be nondegenerate as well. Hence
Bg : gj −→ g∗−j
X 7→ Bg(X, ·)
is an isomorphism which is actually an isomorphism of the g0-modules due to the
ad-invariance of the Killing form.
3. Let g′ ⊂ g be an ideal. An element X ∈ g′ can be written as a linear combination
of vectors of g−k, . . . , gk. Assume first that X = Xi ⊕ Xj with Xi ∈ gi, Xj ∈ gj ,
i 6= j. Using the grading element E and the fact that g′ is an ideal we obtain that also
[E,Xi⊕Xj ] = iXi⊕jXj is an element of g′. Consequently also the linear combination
i · (Xi ⊕ Xj) − (iXi ⊕ jXj) = (i − j)Xj is contained in the ideal g′. Inductively it






With g being semisimple it is the direct sum of simple ideals, i.e. the Lie algebra g is
the direct sum of simple |ki|-graded Lie algebras, where all ki are smaller or equal to
k and none is zero, since for an effective semisimple graded Lie algebra g we require
that no simple ideal is contained in g0 .
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4. Next we prove that the vanishing of [A,X] for some A ∈ gi, i > −k, and all X ∈ g−1
implies A = 0. Since g−1 generates g− we have [gi+1, g−1] = gi for all i < −1 and
using the duality we also have [gi−1, g1] = gi for all i > 1. Consequently a linear
subspace a ⊂ g is an ideal if [gi, a] ⊂ a for i = −1, 0, 1.
We define for integers l, −k ≤ l ≤ k
al(l) := {X ∈ gl | [X, g−1] = 0}.
Further we set al(m + 1) := [al(m), g1] ⊂ gm+1 and al :=
⊕k
m=l a
l(m). We want to
prove that al is an ideal.
According to the definition we have [al, g1] ⊂ al.
















That means [al(l), g0] ⊂ al(l). Assume we have [al(m), g0] ⊂ al(m) then we also have
[al(m+1), g0] ⊂ al(m+1) since all elements of al(m+1) are of the shape [X,X1] with

















Thus we obtain [al(m), g0] ⊂ al(m) for m = l, . . . , k and therefore [al, g0] ⊂ al. Finally
we prove that [al, g−1] ⊂ al, then we know that al is an ideal. According to the
definition we have [al(l), g−1] = 0 =: a
l(l−1). Assuming that [al(m), g−1] ⊂ al(m−1)
is true, we get [al(m+1), g−1] ⊂ al(m), since for all [X,X1] ∈ al(m+1) with X ∈ al(m)

















Consequently [al, g−1] ⊂ al and al is an ideal. For l > −k the ideal al is not the whole
Lie algebra, al 6= g. If the Lie algebra g is simple al = {0} follows. As we have just
seen in the semisimple case g = b1⊕ · · · br is a direct sum of simple ideals bj endowed
with a |kj |-grading and since no simple ideal of g is supposed to be contained in g0 each
kj is nonzero. Thus we can apply the construction above on each bj and obtain the
result wanted, al = {0} and so [A,X] = 0 for some A ∈ gi, i > −k, and all X ∈ g−1
implies A = 0.
5. Finally we will see that [gi+1, g−1] = gi holds for all i < k. As just discussed a
−k is
an ideal and with [g−k, g−1] = 0 we get
a−k = a−k(−k)⊕ [a−k(−k), g1]⊕ · · ·
= g−k ⊕ [g−k, g1]⊕ · · · .
As above we apply the construction to the simple ideals of g = b1⊕· · ·⊕br and obtain
that each a−kbj is nontrivial and therefore the whole ideal. Consequently successively
applying ad(g1) to g−k generates the whole Lie algebra and we obtain
[gi−1, g1] = gi for i > −k.
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Dualization gives the result wanted
[gi+1, g−1] = gi for i < k.
2
The subalgebra p = g0 ⊕ · · · ⊕ gk ⊂ g is a parabolic subalgebra of g, that is it contains a
Borel subalgebra (a maximal solvable subalgebra of g).
With the help of the Killing form Bg the grading of g is completely determined by p, because
with p we also have p∗ = g− ⊕ g0 and g0 = p ∩ p∗. Then g−k ⊕ · · · ⊕ g−1 is given as the
orthogonal complement of g0 in p
∗ with respect to the Killing form. Since g−1 generates g−
we have the following splitting of g−k ⊕ · · · ⊕ g−1 into the orthogonal complements
g−k ⊕ · · · ⊕ g−2 = [g−k ⊕ · · · ⊕ g−1, g−k ⊕ · · · ⊕ g−1] and g−1
and so on.
With gi := gi ⊕ · · · ⊕ gk we obtain a filtration {0} ⊂ gk ⊂ gk−1 ⊂ · · · ⊂ g−k = g of the Lie
algebra g.
We now define
P := {g ∈ G | Ad(g)(gj ⊕ · · · ⊕ gk︸ ︷︷ ︸
=:gj
) ⊂ gj for all j = −k, . . . , k}.
P is a closed subgroup of G. For X ∈ LA(P ) we have a curve γ : (−ε, ε) −→ P representing
X = γ̇(0). Hence we have Ad(γ(t))(gi) ⊂ gi and therefore ad(X)(gi) ⊂ gi. So the Lie
algebra of P is contained in p. Let the other way round X be an element of p. We want to
show, that exp(tX) is an element of P .
Lemma 3.2 For every X0 ∈ g0 the map Ad(exp(tX0)) preserves the grading of the Lie
algebra g, Ad(exp(tX0)) : gi −→ gi, i = −k, . . . , k. For every Xl ∈ gl, l > 0 the map
Ad(exp(tXl)) preserves the filtration of the Lie algebra g, Ad(exp(tXl)) : gi −→ gi with
i = −k, . . . , k. Especially we have exp(tX) ∈ P for all X ∈ p.











Thus we get Ad(exp(tXl))(E) = −ltXl + const, where the constant part is given by the
value for t = 0, const = Ad(exp(0))(E) = E. We obtain
Ad(exp(tXl))(E) = E − ltXl.
Let further Y ∈ gi. We have







E − ltXl, Ad(exp(tXl))(Y )
]
.
We denote the projections of Ad(exp(tXl))(Y ) to gj by Ỹj and can write
i(Ỹ−k ⊕ · · · ⊕ Ỹk) =
[
E − ltXl, Ỹ−k ⊕ · · · ⊕ Ỹk
]
= −kỸ−k ⊕ · · · ⊕ kỸk − lt
[




This is equivalent to
0 = (i− j)Ỹj + lt[Xl, Ỹj−l] for j = −k, . . . , k.
First case l = 0
We have 0 = (i − j)Ỹj for j = −k, . . . , k. Thus we obtain Ỹj = 0 for all j 6= i and
therefore
exp(tX0) : gi −→ gi for all X0 ∈ g0 and i = −k, . . . , k.
Second case l > 0
Assume that Ỹ−k, . . . , Ỹη = 0 (this is trivially true for η < −k). If η + 1 is smaller
than i than Ỹη+1 vanishes as well since
0 = (i− (η + 1))︸ ︷︷ ︸
6=0




exp(tXl) : gi −→ gi for all Xl ∈ gl, l > 0 and i = −k, . . . , k.
Especially we have exp(tX) ∈ P for all X ∈ p, i.e. p ⊂ LA(P ).
2
We can conclude that the Lie algebra of P is p. We set
G0 := {g ∈ G | Ad(g)gi ⊂ gi for all i = −k, . . . , k}.
G0 is a subgroup of P , actually the reductive part of P and analogously to LA(P ) = p it
holds LA(G0) = g0.







(Y ) = Y.
Proof: Let Xl be an element of gl with l ≥ 1 and Y ∈ gi. Thus exp(tXl) is an element of P
for any t ∈ R and Ad(exp(tXl)) respects the filtration of the Lie algebra g as we have seen




























◦ ad(Xl)(Y )︸ ︷︷ ︸
∈gi+l
∈ gi+l.









(Y ) = Y .
2
Lemma 3.4 For every element p ∈ P there are unique elements g0 ∈ G0 and Xi ∈ gi, for
i = 1, . . . , k, such that p = g0 exp(X1) · · · exp(Xk).
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Proof: Given an element p ∈ P the Adjoint action Ad(p) : g −→ g respects the filtration
and more precisely gi is mapped to g
i = gi ⊕ · · · ⊕ gk. We define the map ϕ0 : g −→ g by




i=−k prgi ◦Ad(p) ◦ prgi(Y )
= prg−k ◦Ad(p)(Y−k)⊕ · · · ⊕ prgk ◦Ad(p)(Yk).




i=−k prgi ◦Ad(p−1) ◦ prgi .
Furthermore for Y ∈ gi we have ϕ0(Y ) = prgi ◦ Ad(p)(Y ) which is congruent to Ad(p)(Y )
modulo gi+1. We define ϕ1 := ϕ
−1
0 ◦Ad(p) which satisfies especially
ϕ1(E) ≡ E mod g1
and for all Y ∈ gi
ϕ1(Y ) ≡ Y mod gi+1.
We set X1 := −prg1 ◦ϕ−10 ◦Ad(p)(E), that is to say ϕ
−1
0 ◦Ad(p)(E) is congruent to E−X1
modulo g2. As we have seen in the proof of Lemma 3.2 it holds Ad(exp(−X1))(E) = E+X1





(E −X1) = E.









◦ ϕ−10 ◦Ad(p)(E)︸ ︷︷ ︸
≡(E−X1) mod g2
≡ E mod g2
and for Y ∈ gi using Lemma 3.3










(Y ) mod gi+1
≡ Y mod gi+1.





of the Lie algebra g satisfying ϕj(E) ≡ E mod gj and ϕj(Y ) ≡ Y mod gi+1 for all Y ∈ gi.
So for ϕk+1 we find ϕk+1(E) is congruent to E modulo g
k+1 = {0}, i.e. ϕk+1(E) = E. For
Y ∈ gi the element ϕk+1(Y ) is congruent to Y modulo gi+1. However with
[E,ϕk+1(Y )]g = [ϕk+1(E), ϕk+1(Y )]g
= ϕk+1 [E, Y ]g︸ ︷︷ ︸
=iY
= iϕk+1(Y )
we find that ϕk+1(Y ) is actually an element of gi and thus ϕk+1(Y ) = Y for all Y ∈ gi.








◦ ϕ−10 ◦ Ad(p) is the identity.
Therefore, ϕ0 is the Adjoint action of g̃0 := p exp(−Xk) · · · exp(−X1) which is an element
of G0 since ϕ0 respects the grading of the Lie algebra g. With p and g̃0 exp(X1) · · · exp(Xk)
having the same Adjoint action they only differ by an element g of the center of G which
however is contained in G0 since G is semisimple. I.e. we obtain a representation of p ∈ P
in the requested way
p = g0 exp(X1) · · · exp(Xk) with g0 ∈ G0 and Xi ∈ gi, i = 1, . . . , k.
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Assume that g0 exp(X1) · · · exp(Xk) = ĝ0 exp(X̂1) · · · exp(X̂k) is another representation of
p ∈ P .
Then we can write for the Adjoint action of ĝ0 on an element Y ∈ gi
Ad(ĝ0)(Y ) = Ad
(





exp(X1) · · · exp(Xk) · exp(−X̂k) · · · exp(−X̂1)
)
(Y )︸ ︷︷ ︸
≡Y mod gi+1 according to Lemma 3.3
≡ Ad(g0)(Y ) mod gi+1.
However the Adjoint actions of ĝ0 and g0 respect the grading of the Lie algebra g. Thus we
actually have Ad(ĝ0) = Ad(g0) and consequently
Ad
(




exp(X̂1) · · · exp(X̂k)
)
.
Applying this to the grading element E ∈ g0 using Lemma 3.3 again we obtain
that Ad(exp(X1))(E) is congruent to Ad(exp(X̂1))(E) modulo g
2. Recall the equation
Ad(exp(tX1))(E) = E − tX1. In the same way Ad(exp(tX̂1))(E) = E − tX̂1 holds. Hence
X1 is actually equal to X̂1. Inductively we obtain Xi = X̂i for all i = 1, . . . , k. Thus we also
have g0 = ĝ0. I.e. for every element p ∈ P there are unique elements g0 ∈ G0 and Xi ∈ gi,
for i = 1, . . . , k, such that p = g0 exp(X1) · · · exp(Xk).
2
We now define the subgroup P+ := exp(p+) ⊂ P . And we furthermore obtain P/P+ ' G0,
that is P is actually a semi direct product P = G0 n P+.
Note that we also have [g1, gj−1] = gj for j > −k. In Section 3.3 we will prove the existence
of an involutive automorphism σ : g −→ g which is compatible with the Lie bracket and











This implies especially that the powers of p+ are given by p
i
+ = gi ⊕ · · · ⊕ gk. Further
P i+ := exp(p
i
+) = exp(gi ⊕ · · · ⊕ gk) and we set for l ≥ 0 Gl := P/P l+1+ extending the
notation G0 = P/P+ = P/P 1+ . Please note that P
i+1
+ acts trivial on g
j/gj+i .
Later on we will need informations about the dual of the adjoint action of P restricted to gi.







)∗ ∈ g−i. With the help
of the Ad(P )-invariant Killing form and keeping in mind that B(gk, gl) = 0 for k+ l 6= 0 we
can write










prg−i ◦Ad(p)X∗, prgi ◦Ad(p)X
)
.




= prg−i ◦Ad(p)X∗ for all
p ∈ P and all X ∈ gi and we obtain the following lemma.
Lemma 3.5 For all i ∈ {−k, . . . ,−1, 1, . . . , k} we have
(prgi ◦Ad)∗ = prg−i ◦Ad.
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3.3 Cohomology Groups
In this section based on [CS00] we want to examine the cohomology groups of g− with
coefficients in g. The cohomology groups of |k|-graded Lie algebras have to be studied, since
parts of the first cohomology presents an obstacle in the prolongation procedure and the
second cohomology is connected to possible values of the curvature of the normal Cartan
connection.
The cochains of this cohomology are defined in the usual way to be the space of the linear
maps from the nth exterior power of g− to the Lie algebra g: C
n(g−, g) := L(
∧n
g−, g). It
is also possible the see the cochains as multilinear skew symmetric maps. As is customary
the differential ∂ : Cn(g−, g) −→ Cn+1(g−, g) is given by











[Xi, Xj ]g, X0, . . . , X̂i, . . . , X̂j , . . . , Xn
)
,
where X̂i means that Xi has to be omitted.
The subgroup P acts on the cochains ψ :
∧n
g∗− −→ g via the Adjoint action, that is
to say the cochain Ad(p)ϕ maps (Ad(p)X1, . . . , Ad(p)Xn) to Ad(p) ◦ ϕ(X1, . . . , Xn). And
according to the definition of the differential ∂(Ad(p)ϕ) maps (Ad(p)X0, . . . , Ad(p)Xn) to
Ad(p) ◦ ∂ϕ(X0, . . . , Xn). Thus the differential is P -equivariant, ∂(Ad(p)ϕ) = Ad(p)(∂ϕ).








∂ : Cn−1(g−, g) −→ Cn(g−, g)
) .
With Cnl (g−, g) we denote the space of the linear maps which are homogeneous of degree l,
i.e. which satisfy ϕ(X1, . . . , Xn) ∈ gi1+···+in+l if Xj ∈ gij holds. Directly form the definition
of the differential ∂ we can conclude that ∂ maps the space Cnl (g−, g) to C
n+1
l (g−, g). Conse-





The subalgebra g0 of g acts via the adjoint action on each of the components gi. This
implies an action on the spaces Cn(g−, g), which preserves the homogeneity of the maps.
Furthermore the differential ∂ is a homomorphism of the g0-moduls. Consequently the
cohomology groups Hnl (g−, g) are g0-moduls as well.
As we have seen in the section above (3.2) we can identify the subalgebra g− with the dual
of the subalgebra p+ with the help of the Killing form Bg of the Lie algebra g. By fixing a
basis (ξα) of g− and denoting the corresponding dual basis of p+ by (ηα) we obtain the dual













ϕ(ξα1 , . . . , ξαn), ψ(ηα1 , . . . , ηαn)
)
.
Note that this definition is independent of the basis chosen.
We define the codifferential ∂∗ : Cn+1(g−, g) −→ Cn(g−, g) to be the negative dual operator
to ∂ : Cn(p+, g) −→ Cn+1(p+, g) , that is for all ϕ ∈ Cn+1(g−, g) and all ψ ∈ Cn(p+, g)
we require
〈∂∗ϕ,ψ〉 != −〈ϕ, ∂ψ〉.
As the differential the codifferential satisfies ∂∗ ◦ ∂∗ = 0.
The codifferential inherits the property of being P -equivariant directly from the differential
and the Killing form.
Since the Killing form Bg identifies the g0-moduls g− and the dual of p+, the codifferential
∂∗ is as well a homomorphism of g0-moduls.
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Later on we will need an explicit formula of the codifferential ∂∗ acting on bilinear maps,
∂∗ : C2(g−, g) −→ C1(g−, g). According to the definition we have 〈∂∗ϕ,ψ〉 = −〈ϕ, ∂ψ〉. For
ϕ ∈ C2(g−, g) and ψ ∈ C1(p+, g) we get










ϕ(ξα, ξβ),−[ηα, ψ(ηβ)] + [ηβ , ψ(ηα)] + ψ([ηα, ηβ ])
)
.



















αβηγ , where the coefficients
are given by aγαβ := Bg
(
ξγ , [ηα, ηβ ]
)
. Using the ad-invariance of the Killing form we obtain
aγαβ = Bg
(




aγαβξβ = [ξγ , ηα]−,







































α ϕ([ηα, ξγ ]−, ξα), ψ(ηγ)) .
So it follows











α ϕ([ηα, ξβ ]−, ξα), ψ(ηβ)
)










Now we want to prove that the codifferential ∂∗ and the differential ∂ are adjoint to each
other with respect to a special metric.
For this we use the following lemma from [Tan79] (Lemma 1.5).
Lemma 3.6 For every |k|-graded (semi-)simple Lie algebra g there exists an involutive Lie
algebra automorphism σ : g −→ g which is conjugate linear in the complex case and linear
in the real case, and it satisfies σ(gi) = g−i and Bg(X,σ(X)) < 0 for all X ∈ g, X 6= 0.
With this automorphism σ we obtain on g a positive definite hermitian product in the com-
plex case and a positive definite inner product in the real case B∗(X,Y ) := −Bg(X,σ(Y )).
Note that the Killing form is compatible with the automorphism σ, inheriting this property
from the Lie bracket, that is to say Bg(X,Y ) = Bg(σ(X), σ(Y )) for all X,Y ∈ g. We define
a conjugate linear map F between Cn(g−, g) and C
n(p+, g) in the following way:
F : Cn(g−, g) −→ Cn(p+, g)








Since σ and the Lie bracket are compatible, the differential ∂ commutes with F , ∂◦F = F ◦∂.





















, σ ◦ ϕ
(


















[Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xn
)
= ∂F (ϕ)









ϕ(ξα1 , . . . , ξαn), ψ(ξα1 , . . . , ξαn)
)
,
where {ξα} is a unitary (or orthonormal) basis with respect to B∗.
Proposition 3.2 The differential ∂ : Cn(g−, g) −→ Cn+1(g−, g) and the codifferential
∂∗ : Cn+1(g−, g) −→ Cn(g−, g) are adjoint to each other with respect to B∗, i.e.
B∗(∂ϕ, ψ) = B∗(ϕ, ∂∗ψ)
for all ϕ ∈ Cn(g−, g) and all ψ ∈ Cn+1(g−, g).
Especially Cnl (g−, g) splits for all n and l into the direct sum of the image of ∂ and the
kernel of ∂∗









Further each cohomology class contains a uniquely defined representative which is harmonic
(that is ∂-closed and ∂∗-closed).
Proof: To see that ∂ and ∂∗ are adjoint to each other we use the dual pairing 〈·, ·〉
of Cn(g−, g) and C
n(p+, g) as above. Let {ξα} be a unitary (or orthonormal) basis of
g− with respect to B
∗. The corresponding dual basis is again denoted by {ηα} and we
have ηα = −σ(ξα) due to Bg(ξα,−σ(ξα)) = B∗(ξα, ξα) = 1. Let ϕ,ψ ∈ Cn(g−, g) and
F : Cn(g−, g) −→ Cn(p+, g) be the same as above. Then it holds:
















ξα1 , . . . , ξαn
)
, σ ◦ ψ( σηα1︸︷︷︸
=−ξα1











ξα1 , . . . , ξαn
)









ξα1 , . . . , ξαn
)




Hence we obtain for ϕ ∈ Cn(g−, g) and ψ ∈ Cn−1(g−, g) using the definition of ∂∗ as the
negative dual map of the differential ∂ : Cn−1(p+, g) −→ Cn(p+, g)
B∗(ϕ, ∂ψ) = (−1)n+1〈ϕ, F (∂ψ)〉
= (−1)n+1〈ϕ, ∂F (ψ)〉
= (−1)n〈∂∗ϕ, F (ψ)〉
= B∗(∂∗ϕ,ψ).
Consequently the differential ∂ : Cn(g−, g) −→ Cn+1(g−, g) and the codifferential
∂∗ : Cn+1(g−, g) −→ Cn(g−, g) are adjoint to each other with respect to B∗, which implies








and the existence of
a uniquely defined harmonic representative in each cohomology class.
2
This will be needed to single out the prolonged bundle in the prolongation procedure later on.
3.4 Cartan Geometry
Now we will explain the basic structures of Cartan geometries which will later on allow the
definition of the Cartan boundary for a broad variety of geometric settings. This section is
based on [Sha97] and [CS09].
Definition 3.9 Let P ⊂ G be a Lie subgroup in a Lie group G. A Cartan geometry of type
(G,P ) on a manifold M is a principal bundle π : G −→M with structure group P together
with a g = LA(G)-valued one-form ω ∈ Ω1(G, g) satisfying
• ω is P -equivariant, i.e. R∗pω = Ad(p−1) ◦ ω for all p ∈ P .
• ω reproduces the generators of the fundamental vector fields, that is ω(X̃) = X for all
X ∈ p = LA(P ).
• For every u ∈ G the linear map ωu : TuG −→ g is an isomorphism.
The one-form ω is called a Cartan connection. Its curvature is defined to be the g-valued
two-form Ω := dω + 12 [ω, ω]
∧ ∈ Ω2(G, g). Here [·, ·]∧ denotes the brackets for forms in
Ω∗(M, g).
[·, ·]∧ : Ωp(M, g)× Ωq(M, g) −→ Ωp+q(M, g)
(ω, τ) 7→ [ω, τ ]∧ =
∑
i,j(ωi ∧ τj)[ai, aj ]g
where (ai)
r
i=1 is a basis of g
and ω =
∑
i ωiai, τ =
∑
j τjaj
with ωi ∈ Ωp(M,R), τj ∈ Ωq(M,R)
A Cartan connection ω is called flat, if its curvature vanishes.
Definition 3.10 Let (G1, π1,M1;ω1) and (G2, π2,M2;ω2) be two Cartan geometries of type
(G,P ). Let f : M1 −→ M2 be an immersion covered by a P -bundle map f̃ : G1 −→ G2
satisfying f̃∗ω2 = ω1. Then f is called a local isomorphism of the Cartan geometries. If in
addition f is a diffeomorphism it is called an isomorphism of the Cartan geometries.
Proposition 3.3 (Theorem 5.1 in [Sha97]) Let (G, π,M ;ω) be a Cartan geometry of
type (G,P ). If the Cartan connection ω is flat, that is to say Ωω = 0, the Cartan geometry
is locally isomorphic to the homogeneous model (G, π, P ;ωG).
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Lemma 3.7 Let (G, π,M, ω) be a Cartan geometry of type (G,P ). Then there is a canonical
bundle isomorphism
TM ' G ×P g/p.
Proof: For any u ∈ G and x := π(u) we have a canonical isomorphism ϕu : TxM −→ g/p
which makes the following diagram commute.
0 −→ ker(dπu) ↪→ TuG
dπu
 TxM −→ 0
∼↓ ωu  ∼↓ ωu  ∼↓ ϕu
0 −→ p ↪→ g
pr
 g/p −→ 0
The isomorphism ϕu is given by
ϕu(X) := pr ◦ ωu(Y ) with Y ∈ TuG such that dπ(Y ) = X ∈ TxM.
This is well defined since for two vectors Y1, Y2 ∈ TuG projecting onto the same vector
dπ(Y1) = dπ(Y2) = X the difference Y1−Y2 is a vertical vector and therefore ωu(Y1−Y2) ∈ p
and pr ◦ ωu(Y1 − Y2) = 0.
Given p ∈ P we can write for ϕRpu
ϕRpu(X) = pr ◦ ωRpu(dRpY )
= pr ◦Ad(p−1) ◦ ωu(Y )
= Ad(p−1) ◦ ϕu(X).
Hence we have ϕRpu = Ad(p
−1)◦ϕu. So we have a smooth map between the tangent bundle
over M and G × g.
φ : G × g −→ TM
(u,X) 7→ ϕ−1u ◦ pr(X) ∈ Tπ(u)M
For p ∈ P it holds
φ(Rpu,Ad(p
−1)X) = ϕ−1Rpu︸ ︷︷ ︸
ϕ−1u ◦Ad(p)
◦pr ◦Ad(p−1)(X)
= ϕ−1 ◦ pr(X)
= φ(u,X).
Consequently the map φ induces canonically the smooth bundle map φ : G ×P g/p −→ TM .
This is an isomorphism on the fibres and covers the identity. Hence this is a vector bundle
isomorphism.
2
The curvature of a Cartan connection has similar properties as the curvature of principal
bundle connections.
Lemma 3.8 Let (G, π,M ;ω) be a Cartan geometry of type (G,P ). If µ : G −→ P is a
smooth map and F : G −→ G defined by F (u) = Rµ(u)u, then the curvature of the Cartan
connection satisfies
F ∗Ωω = ΩF
∗ω = Ad(µ(·)−1) · Ωω.
The curvature of a Cartan connection is P -equivariant and horizontal. Furthermore the
Bianchi identity holds, dΩω = [Ωω, ω]∧.
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For X ∈ g the term ω−1(X) denotes the ω-constant vector field generated by X,





According to the definition of the curvature we can write for X,Y ∈ g
Ωω(ω−1(X), ω−1(Y )) = 12 [ω, ω]
∧(ω−1(X), ω−1(Y )) + dω(ω−1(X), ω−1(Y ))
= [X,Y ]g + ω
−1(X)
(









= [X,Y ]g − ω([ω−1(X), ω−1(Y )]).
I.e. the curvature describes the difference between both commutators.
If the Lie algebra g = g−k ⊕ · · · ⊕ gk is endowed with a grading the curvature of a Cartan
connection splits according to this grading, Ωωi := prgi ◦ Ωω. The g− = g−k ⊕ · · · ⊕ g−1-
component of the curvature is called the torsion of the Cartan connection ω,
τω := prg− ◦ Ωω.




(Ωω)(l) : gi × gj −→ gi+j+l.
Definition 3.11 A Cartan geometry (G, π,M ;ω) with curvature Ωω is called
flat, if its curvature vanishes, Ωω = 0,
torsion free, if its torsion is zero, τω = 0,
normal, if the codifferential of its curvature vanishes, ∂∗ ◦ Ωω = 0, or
regular, if it is normal and its components (Ωω)(l) vanish for all l ≤ 0.
3.5 Parabolic Geometry
Having given some manifold endowed with a certain geometric structure we somehow have
to construct a suitable Cartan bundle and a Cartan connection. One very general way to
achieve this uses the special properties of parabolic geometries. Since both conformal and
CR geometries can be dealt with in this way, we will now discuss the construction of a
Cartan bundle and a Cartan connection for parabolic geometries from [CS00]. Although it
is quite complicated and far more general, than needed here, we will stick to the general
setting first, because we consider this general construction form [CS00] very interesting with
a high potential of usage. Later on we will restrict to CR and conformal geometry.
A parabolic geometry is a Cartan geometry (G, π,M ;ω) of type (G,P ) such that G is
semisimple and P parabolic, i.e. p = LA(P ) contains a Borel subalgebra (a maximal solv-
able subalgebra). For certain manifolds a general construction resulting in a Cartan bundle
endowed with a Cartan connection will be given in this section. This construction is moti-
vated by subbundles and structures that can be derived from the Cartan geometry. So we
will at first explain those structures and then build up the Cartan bundle step by step. We
will do this by starting with a semisimple |k|-graded Lie algebra and a manifold with a cor-
responding filtration of the tangent bundle. Then a P -frame bundle of degree l consisting of
a P/P l+ -principal bundle and a frame form of length l which satisfies the structure equations
will be introduced. Next the torsion of a frame form is defined. This will enable us to single
out the P -frame bundles which are harmonic.
For the prolongation of a harmonic P -frame bundle we will construct an enlarged bundle
endowed with a P/P l+1+
-action and define a natural analog of a frame form. Then we will
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extract the elements with ∂∗-closed torsion to define a harmonic P -frame bundle of degree
l+1 presuming the vanishing of the first cohomology group of degree l. Thus iterated appli-
cation of this construction will build up a Cartan bundle endowed with a Cartan connection.
Finally we will address the question of uniqueness.
3.5.1 Motivation
Let us at first take a closer look at the structures of a parabolic geometry. This will outline
the essential ingredients for the construction of a parabolic geometry for certain manifolds,
such as CR, conformal and many more, later on.
Assume we have given a parabolic geometry (G, π,M ;ω) of type (G,P ). The Lie algebra
of the Lie group G is |k|-graded, LA(G) = g = g−k ⊕ · · · ⊕ gk and with the subalgebras
p := g0 ⊕ · · · ⊕ gk and p+ := g1 ⊕ · · · ⊕ gk we can define several subgroups
• P+ = exp(p+),
• P l+ = exp(pl+) = exp(gl ⊕ · · · ⊕ gk) and
• Gl := P/P l+1+ = G0 n P+/P l+1+ for l = 0, . . . , k and we have Gk = P .
With the help of these subgroups we define the subbundles Gl := G/P l+1+ for l = 0, . . . , k and
obtain the principal Gl-bundle πl : Gl −→M .
G Gl M
πl+1+ πl
P l+1+ -bundle Gl-bundle
π
P -bundle
A filtration of TG is obtained with the help of the Cartan connection ω.
T iG := ω−1(gi) = ω−1(gi ⊕ · · · ⊕ gk)
TG = T−kG ⊃ T−k+1G ⊃ · · · ⊃ T 0G = TvG ⊃ · · · ⊃ T kG ⊃ {0}
Note that for i ≥ 0 the subbundle T iG = g̃i is the subbundle of the fundamental vector
fields X̃ with X ∈ gi = gi ⊕ · · · ⊕ gk.
Using the projection we get a filtration for TGl, l ∈ {0, . . . , k} by setting for i ∈ {−k, . . . , l}
T iGl := (dπl+1+ )(T iG).
For i ∈ {−k, . . . ,−1} we define θki ∈ Γ
(
(T iG)∗⊗gi⊕· · ·⊕gi+k
)
using the Cartan connection
and projection:
T iuG gi = gi ⊕ · · · ⊕ gk









= T i+k+1G. Furthermore θki inherits the P -equivariance from the Cartan
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connection ω and reproduces the generators of the fundamental vector fields. We want to
generalize this definition of θki for other indices.
Lemma 3.9 For a parabolic geometry (G, π,M ;ω) of type (G,P ) with a |k|-grading of the
Lie algebra g there is for all indices i ∈ {−k, . . . ,−1} and l ∈ {0, . . . , k} a uniquely defined
section θli ∈ Γ
(
















gi ⊕ · · · ⊕ gi+k






Note that for l = k this is θki as defined above.
Proof:
Keeping in mind that we have l ∈ {0, . . . , k} and i ∈ {−k, . . . ,−1} it certainly holds












(T iGl)∗⊗gi⊕· · ·⊕gi+l
)
we consider the following diagram of exact sequences. Recall that the kernel of θki (u) is




















































= T i+l+1ũ Gl as wanted. Furthermore the





i(Rpũ) ◦ dRp = Ad(p−1) ◦ θli(ũ). And since the action of P
l+1
+ is trivial
on gi/gi+l+1 we actually have P
l+1
+ -invariance for θ
l






i for all p ∈ P
l+1
+ .





◦ dπl+1+ = projgi⊕···⊕gi+l ◦ θki (u)
follows directly.
2
θli is Gl-equivariant and reproduces the generators of the fundamental vector fields. Later
on the definition of a frame form will be given, inspired by θl := (θl−k, . . . , θ
l
−1), which will
be a frame form of length l + 1 on Gl.
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Remark 3.1 All holds for l = 0 if we set P 0+ := P and π
0
+ := π. Then we have G−1 = M
and we obtain a filtration of TM
TM = T−kM ⊃ · · · ⊃ T−1M ⊃ {0}
with rank(T iM) = dim(gi⊕· · ·⊕g−1) for i ∈ {−k, . . . ,−1}. Moreover the associated graded













⊕ · · · ⊕ T−1M︸ ︷︷ ︸
=:Gr−1(TxM)
.







(ϕ−k, . . . , ϕ−1)x









is an associated graded repere for u ∈ G0 the frame
bundle of the associated graded tangent bundle can be reduced to the structure group G0.
The structures we have identified for a parabolic geometry will now be used to construct
a Cartan bundle. Starting with a given harmonic G0-principal bundle endowed with a
frame form of length one, i.e. a harmonic P -frame bundle of degree one, we will prolong this
bundle to a harmonic P -frame bundle of degree two. Iterated application of the prolongation
procedure will finally result in a harmonic P -frame bundle of degree 2k+1, which is a Cartan
bundle endowed with a Cartan connection.
Thus first of all we have to explain P -frame bundles and identify the harmonic ones by
introducing the torsion of such bundles. Then the actual prolongation can start by defining
the enlarged bundle Ê. On this bundle we have a natural analog of a frame form. However
the bundle Ê is “to large”. Again the torsion will be the mean to identify the subbundle of
Ê needed, yielding the prolonged bundle - a P -frame bundle of degree l + 1.
3.5.2 P -Frame Bundles
Let G be a Lie group with semisimple |k|-graded Lie algebra g. Furthermore let M be a
manifold with a filtration of the tangent bundle TM = T−kM ⊃ T−k+1M ⊃ · · · ⊃ T−1M by
vector subbundles such that the rank of T jM equals the dimension of gj/g0 = gj⊕· · ·⊕g−1
for every j = −k, . . . ,−1.
Given a P/P i+ -principal bundle p : E −→ M for some i = 1, . . . , k we obtain an induced
filtration via
T jE := dp−1(T jM), j = −k, . . . ,−1,
T 0E := TvE, the vertical bundle of E and
T jE := {X̃ | X ∈ gj/gi = gj ⊕ · · · ⊕ gi−1}, j = 1, . . . , i− 1.
The induced action dR of P/P i+ on the tangent bundle TE respects its filtration.
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Definition 3.12 If E is a P/P i+-principal bundle let l ∈ {1, . . . , i}, for E being a P -principal
bundle let l ∈ {1, . . . , 2k+ 1}. A frame form of length l on E is a k-tuple θ = (θ−k, . . . , θ−1)
with θj : T
jE −→ gj ⊕ · · · ⊕ gj+l−1 = gj/gj+l being a smooth section of the bundle of linear
maps L(T jE, gj/gj+l) such that
1. kerθj |T juE = T
j+l
u E,
2. prgj ◦ θj |T j+1E ≡ 0 and prgj+1⊕···⊕gj+l−1 ◦ θj |T j+1E = prgj+1⊕···⊕gj+l−1 ◦ θj+1,
3. θj is P/P i+-equivariant, that is to say R
∗
pθj = prgj⊕···⊕gj+l−1 ◦Ad(p−1) ◦ θj, and
4. for X ∈ g0/gi we have
θj(X̃) = 0 for j + l ≤ 0,
θj(X̃) = prg0⊕···⊕gj+l−1X for j + l > 0.
Remark 3.2
• Having given a frame form θ of length l we obtain a frame form of length l − 1 by
simply omitting the gj+l−1 component of each θj.
• A frame form θ = (θ−k, . . . , θ−1) of length one is composed of smooth equivariant
sections θj of L(T
jE, gj) which induce for each element u ∈ E an isomorphism
T juE/T j+1u E
∼−→ gj.
• For l greater than k + 2 some components of the frame form θ are just restrictions of
lower components and contain no new information.
• For l = 2k + 1 the whole information is contained in the form θ−k which is a Cartan
connection.
Now let θ be a frame form of length one. I.e. we have a k-tuple θ = (θ−k, . . . , θ−1) such
that the maps θj : T
jE −→ gj induce isomorphisms T juE/T j+1u E
∼−→ gj . Thus for indicies
i, j ∈ {−k, . . . ,−1} with i + j = −k and smooth sections ξ ∈ Γ(T iE) and η ∈ Γ(T jE) we
have
dθ−k(ξ, η) + [θi(ξ), θj(η)]g with i+ j = −k
is an element of g−k. The collection of all of those functions is called the structure function
of degree −k.
Assume that the structure function of degree −k vanishes and choose for some j̃ > j = −k−i
a section η̃ ∈ Γ(T j̃E) ⊂ Γ(T jE). Hence we obtain θj(η̃) = 0 and θ−k(η̃) = θ−k(ξ) = 0. So
the structure function gives






















Consequently the commutator [ξ, η̃] is actually a section of T−k+1E. Stated in general
the commutator of sections ξ ∈ Γ(T iE) and η ∈ Γ(T jE) with i + j > −k is a section of
T−k+1E, [ξ, η] ∈ Γ(T−k+1E). If we extend the map θ−k+1 : T−k+1E −→ g−k+1 to a one
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which is independent of the extension of θ−k+1 and therefore well defined. The collection of
these functions is called structure function of degree −k + 1. Iteration gives the structure
functions of degree −k up to −2
dθi+j(ξ, η) + [θi(ξ), θj(η)]g ∈ gi+j .
I.e. the vanishing of the structure function of degree µ implies for ξ and η sections as above
with i+ j > µ that their commutator is actually a section of Tµ+1E and thus the structure
equation of degree µ+ 1 is well defined.
Definition 3.13 A frame form of length one is said to satisfy the structure equations if and
only if the structure functions of all degrees −k, . . . ,−2 vanish. A frame form of length l is
said to satisfy the structure equations if and only if the underlying frame form of length one
has this property.
As we have just seen, if a frame form satisfies the structure equations we have for the
commutator of sections of the subbundle T iE and T jE:[
Γ(T iE),Γ(T jE)
]
⊂ Γ(T i+jE) for i, j < 0.
We even obtain [
Γ(T iE),Γ(T 0E)
]
⊂ Γ(T iE) for i < 0,
since we have for ξ ∈ Γ(T iE) and A ∈ g0 according to the vanishing of the structure function
for the frame form of length one














Thus [ξ, Ã] is an element of the kernel of θi−1 which is Γ(T
iE).
Definition 3.14 Let g be a |k|-graded Lie algebra and M a manifold with a filtration of the
tangent bundle TM = T−kM ⊃ · · · ⊃ T−1M , with rank(T iM) = dim(gi ⊕ · · · ⊕ g−1). For
l = 1, . . . , 2k + 1 a P -frame bundle of degree l over M is defined to be a principal bundle
p : E −→ M with structure group P/P l+ joined by a frame form θ of length l on E, which
satisfies the structure equations.
Thus a P -frame bundle of degree one is a P/P+ = G0-principal bundle and the frame form




: T juE/T j+1u E
∼−→ gj . Since the vertical bundle TvE is
contained in the subbundle T j+1E the subspace gj is also isomorphic to T
j
xM/T j+1x M . So
a P -frame bundle of degree one is actually a G0-reduction of the associated graded vector
bundle T−kM/T−k+1M ⊕ · · · ⊕ T−2M/T−1M ⊕ T−1M to the tangent bundle of M , which
satisfies the structure equations. A P -frame bundle of degree 2k + 1 is just a P -principal
bundle endowed with a Cartan connection which satisfies the structure equations.
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3.5.3 Harmonic P -Frame Bundles
We now distinguish the harmonic P -frame bundles which will be the ones to be prolonged.
Lemma 3.10 Let θ be a frame form of length l. For elements ξ ∈ T jE with j < 0 and
A ∈ g0 ⊕ · · · ⊕ gl−1 it holds
dθj(Ã, ξ) = −prgj⊕···⊕gj+l−1 [A, θj(ξ)]g.
Proof: Let θ̃j : TE −→ gj ⊕ · · · ⊕ gj+l−1 be a smooth global extension of the frame form
θj : T
jE −→ gj ⊕ · · · ⊕ gj+l−1. The term dθ̃j(Ã, ξ) is actually independent of the extension
of θj since





























Keeping in mind that θ̃j(Ã) = θj(Ã) = const, we can write with the help of the Lie derivative
and using the equivariancy of the frame form





















prgj⊕···⊕gj+l−1 ◦Ad(exp(−tA)) ◦ θj(ξ)
)∣∣
t=0
= −prgj⊕···⊕gj+l−1 ◦ ad(A) ◦ θj(ξ)
= −prgj⊕···⊕gj+l−1 [A, θj(ξ)]g.
However this is the statement claimed.
2
We can now define the torsion of a P -frame bundle (E, p,M ; θ) of degree l. Let u be a point
in E. For i, j < 0 and X ∈ gi, Y ∈ gj choose vectors ξ ∈ T iuE and η ∈ T juE with θi(ξ) = X
and θj(η) = Y . We set
tθ(u)(X,Y ) :=
{
prg−k⊕···⊕gi+j+l−1 ◦ dθ−k(ξ, η), if i+ j < −k
dθi+j(ξ, η), if i+ j ≥ −k
.
This is an element of gi+j ⊕· · ·⊕gi+j+l−1. Thus we have a linear map tθ(u) : g− ∧g− −→ g
which has homogeneous components solely of degrees 0, . . . , l−1. However we have to prove
that this is well defined, i.e. independent of the choice of ξ and η.
Having given ξ1, ξ2 ∈ T iuE with θi(ξ1) = θi(ξ2) = X the difference ξ1 − ξ2 is an element of
the kernel of θi which is T
i+l
u E.
first case i+ l < 0
In this case we have η ∈ T juE ⊂ Ei+j+lu E, ξ1−ξ2 ∈ T i+lu E ⊂ T i+j+lu E and consequently
[η, ξ1 − ξ2] ∈ T i+j+lu E. Thus for i + j ≥ −k we obtain dθi+j(ξ1 − ξ2, η) ≡ 0 and for
i + j < −k the term prg−k⊕···⊕gi+j+l−1 ◦ dθ−k(ξ1 − ξ2, η) vanishes since the critical
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components of θ−k(η) and θ−k([ξ1− ξ2, η]) correspond to each of the first components
of θ−k, . . . , θi+j+l−1 which are zero. I.e.
prg−k⊕···⊕gi+j+l−1 ◦ dθ−k(ξ1 − ξ2, η)
= prg−k⊕···⊕gi+j+l−1
(
(ξ1 − ξ2)(θ−k(η)︸ ︷︷ ︸
=0
)− η(θ−k(ξ1 − ξ2)︸ ︷︷ ︸
=0




Thus in this case the torsion is well defined.
second case i+ l ≥ 0
Now it holds ξ1−ξ2 ∈ T i+lu E ⊂ T 0uE. Hence we have an element A ∈ gi+l such that its
fundamental vector field at the point u is equal to ξ1 − ξ2. So with the lemma above
we can write for i+ j ≥ −k
dθi+j(ξ1 − ξ2, η) = dθi+j(Ã, η)
= −prgi+j⊕···⊕gi+j+l−1 [A, θi+j(η)]g︸ ︷︷ ︸
∈gi+j+l
= 0
and in the same way for i+ j < −k
prg−k⊕···⊕gi+j+l−1 ◦ dθ−k(ξ1 − ξ2, η) = prg−k⊕···⊕gi+j+l−1 ◦ dθ−k(Ã, η)
= −prg−k⊕···⊕gi+j+l−1 [A, θ−k(η)]g︸ ︷︷ ︸
∈gi+j+l
= 0.
Consequently the torsion of a P -frame bundle (E, p,M ; θ) of degree l is well defined.
The homogeneous components of the torsion are denoted by tjθ, j = 0, . . . , l − 1.
Definition 3.15 A P -frame bundle (E, p,M ; θ) of degree l is called harmonic if and only
if for all j = 1, . . . , l − 1 we have ∂∗ ◦ tjθ = 0.
Remark 3.3 According to the structure equations we have for the underlying frame form
of length one
prgi+j ◦ dθi+j(ξ, η) = −prgi+j [θi(ξ), θj(η)]g = −[X,Y ]g.
Thus the homogeneous component t0θ of the torsion is already completely determined by the
structure equations.
3.5.4 The Enlarged Bundle Ê
Given (E, p,M ; θ) a harmonic P -frame bundle of degree l we set
Ê :=
ϕ = (ϕ−k, . . . , ϕ−1)
∣∣∣∣∣∣∣
ϕi ∈ L(T iE, gi ⊕ · · · ⊕ gi+l) with
prgi⊕···⊕gi+l−1 ◦ ϕi(u) = θi(u), ϕi|T i+1u E = θi+1(u),
ϕ−1(Ã) = A for all A ∈ g0 ⊕ · · · ⊕ gl−1
 .
Please note that for elements A ∈ g0 the fundamental vector field Ã is a section in T i+1u E
for i = −k, . . . ,−1. Thus we have
ϕi(Ã) = θi+1(u)(Ã) =
{
0, i+ l < 0
prg0⊕···⊕gi+l(A), i+ l ≥ 0
.
The obvious projection is denoted by π : Ê −→ E.
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Proposition 3.4 π : Ê −→ E is a locally trivial bundle. Each fibre is an affine space with
modeling vector space the space of all linear maps from g− to g which are homogeneous of
degree l,
Ll(g−, g) = {ψ : g− −→ g linear, homogeneous of degree l}.
Proof: Let ϕ and ϕ̃ be two elements of Ê with the same projection, π(ϕ) = π(ϕ̃) = u. So
with prgi⊕···⊕gi+l−1 ◦ ϕi(u) = prgi⊕···⊕gi+l−1 ◦ ϕ̃i(u) = θi(u) we get ϕ̃i − ϕi : T iuE −→ gi+l.
Furthermore with ϕi|T i+1u = ϕ̃i|T i+1u = θi+1(u) we obtain (ϕ̃i −ϕi)|T i+1u E ≡ 0 and we have a
linear map
ϕ̃i − ϕi : T iuE/T i+1u E −→ gi+l.
Denote with Θ the frame form of length one which underlies θ. Since Θi induces an isomor-
phism T iuE/T i+1u E
∼−→ gi there is a uniquely defined map
ψi : gi −→ gi+l such that (ϕ̃i − ϕi)(ξ) = ψi ◦Θi(ξ) for all ξ ∈ T iuE.
This gives the affine structure of the fibres of π : Ê −→ E as the space of all linear maps
ψ = (ψ−k, . . . , ψ−1) : g− −→ g which are homogeneous of degree l.
To prove local triviality we construct local sections. Take an open subset U ⊂M such that
all bundles T iM , i = −k, . . . ,−1 and E are trivial over U . That means we can describe
TM |U = U × g− as a filtered vector bundle and E|U = U ×P/P l+ . Thus the tangent bundle
of E can locally be written as
TE|U = TM |U × T (P/P l+)
= U × g− × T (P/P l+)
.
For i = −k, . . . , 0 we have the projections
πi : TE|U −→ T iE|U
(x,X−k ⊕ · · · ⊕X−1, A) 7→
{
(x,Xi ⊕ · · · ⊕X−1, A), i = −k, . . . ,−1
(x, 0, A), i = 0
.
With this we define
θ̂i := θi+1 ◦ πi+1 : T iE −→ gi+1 ⊕ · · · ⊕ gi+l i = −k, . . . ,−2
θ̂−1 := θ0 ◦ π0 : T−1E −→ g0 ⊕ · · · ⊕ gl−1
where
θ0 : T
0E −→ g0 ⊕ · · · ⊕ gl−1
Ã 7→ prg0⊕···⊕gl−1A
is the inverse of the fundamental vector field mapping.
Then we obtain a local section by setting
ϕi := θi ⊕ prgi+l θ̂i : T iE −→ gi ⊕ · · · ⊕ gi+l, for i = −k, . . . ,−1
ϕ = (ϕ−k, . . . , ϕ−1) : E|U −→ Ê|U .
And ϕu is truly an element of Êu since
• according to the definition ϕi is an element of L(T iE, gi ⊕ · · · ⊕ gi+l) and the first l
components coincide with θi, prgi⊕···⊕gi+l−1 ◦ ϕi(u) = θi(u),
• restriction to T i+1u E gives
ϕi|T i+1u E = (θi ⊕ prgi+l ◦ θ̂i)|T i+1u E




• for A ∈ g0 ⊕ · · · ⊕ gl−1 we have




Thus π : Ê −→ E is a locally trivial bundle with fibres isomorphic to the space of all linear
maps from g− to g which are homogeneous of degree l.
2
Now we define the action of P/P l+1+
on Ê. Let b be an element of P/P l+1+
and denote its
class in P/P l+ with b0. For ϕ = (ϕ−k, . . . , ϕ−1) ∈ Ê, ϕi : T
i




E −→ gi ⊕ · · · ⊕ gi+l
ξ 7→ prgi⊕···⊕gi+l ◦Ad(b−1) ◦ ϕi(u) ◦ dRb−10 (ξ),
Rbϕ := (Rbϕ−k, . . . , Rbϕ−1).
To prove that this is actually an element of Ê again recall that the subgroup P l+1+ acts
trivial on gi/gi+l (using this fact will be denoted by ∗) as we have seen in Section 3.2. With
this we find
• the first l components of Rbϕi coincide with θi,
prgi⊕···⊕gi+l−1 ◦Rbϕi(Rb0u) = prgi⊕···⊕gi+l−1 ◦Ad(b−1) ◦ ϕi(u) ◦ dRb−10
= prgi⊕···⊕gi+l−1 ◦Ad(b−1) ◦ (θi(u)⊕ prgi+l ◦ ϕi(u)) ◦ dRb−10
= prgi⊕···⊕gi+l−1 ◦Ad(b−1) ◦ θi(u) ◦ ϕi(u)) ◦ dRb−10∗
= prgi⊕···⊕gi+l−1 ◦Ad(b
−1
0 ) ◦ θi(u) ◦ ϕi(u)) ◦ dRb−10︸ ︷︷ ︸
=θi(Rb0u)
= θi(Rb0u),
• restriction to T i+1u E gives θi+1,
Rbϕi|T i+1Rb0uE
= prgi⊕···⊕gi+l ◦Ad(b−1) ◦ ϕi(u)dRb−10 |T i+1Rb0uE
= prgi⊕···⊕gi+l ◦Ad(b−1) ◦ θi+1(u)dRb−10




0 ) ◦ θi+1(u)dRb−10
= prgi⊕···⊕gi+l ◦ θi+1(Rb0u)
= θi+1(Rb0u),
• the generators of the fundamental vector fields are reproduced by Rbϕ−1, for all ele-
ments A ∈ g0 ⊕ · · · ⊕ gl−1 it holds





= prg−1⊕···⊕gl−1 ◦Ad(b−1) ◦ ϕ−1(u)
( ˜Ad(b0)A(u))







Assume that we have a ϕ ∈ Ê and an element b ∈ P/P l+1+ with Rbϕ = ϕ. Since the action of
P/P l+ on E is free, we obtain b0 = id and therefore b = exp(A) for an A ∈ gl. In Subsection
3.2 we calculated that Ad(− exp(A))ϕi(ξ) = ϕi(ξ) − ad(A)(ϕi(ξ)). For every X ∈ g−1 we








= prg−1⊕···⊕gl−1 ◦Ad(− exp(A)) ◦ ϕ−1(ξ)
= prg−1⊕···⊕gl−1(X − [A,X]g)
= X − [A,X]g.
Thus for all X ∈ g−1 we get [A,X]g = 0. According to Subsection 3.2 this implies A = 0.
So we obtain the following lemma.
Lemma 3.11 The action of P/P l+1+
on Ê is free.
Furthermore by definition the projection π : Ê −→ E is equivariant over the canonical
projection P/P l+1+
−→ P/P l+ , that is to say π ◦Rb = Rb0 ◦ π.
3.5.5 The Natural Analog of a Frame Form
Now the tangent bundle TÊ inherits the filtration from TE, T iÊ := dπ−1(T iE) which is
stable under the action of P/P l+1+
. We define a natural analog of a frame form of length l+1
on Ê by setting for ξ ∈ T iϕÊ
θ̂i(ξ) := ϕi ◦ dπ(ξ).
Thus θ̂i is a smooth section in L(T
iÊ, gi ⊕ · · · ⊕ gi+l). θ̂i satisfies
• the kernel of θ̂i|T iϕÊ is T
i+l+1
ϕ Ê since









= T i+l+1ϕ Ê
and θ̂i(T
i+l+1







• with θ̂i|T i+1Ê = ϕi ◦ dπ|T i+1Ê and ϕ restricted to T i+1E being identical to θi+1 we
obtain




and prgi+1⊕···⊕gi+l ◦ θ̂i|T i+1Ê = prgi+1⊕···⊕gi+l ◦ θi+1 ◦ dπ|T i+1Ê
= prgi+1⊕···⊕gi+l ◦ ϕi+1 ◦ dπ|T i+1Ê
= prgi+1⊕···⊕gi+l ◦ θ̂i+1|T i+1Ê ,
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• the components of θ̂ are P/P l+1+ -equivariant, because for vectors ξ ∈ T
i
ϕÊ and elements
b ∈ P/P l+1+ we have
(R∗b θ̂i)(ξ) = (Rbθ̂i) ◦ dRb(ξ)
= (Rbϕi) ◦ dπ ◦ dRb(ξ)
= prgi⊕···⊕gi+l ◦Ad(b−1) ◦ ϕi ◦ dRb−10 ◦ dπ ◦ dRb︸ ︷︷ ︸
=dπ
(ξ)
= prgi⊕···⊕gi+l ◦Ad(b−1) ◦ θ̂i(ξ),















0, i+ l < 0
prg0⊕···⊕gi+lX, i+ l ≥ 0
.
Although θ̂ fulfills all defining properties of a frame form it is just an analog of a frame form
due to the fact that Ê −→ M is not a P -frame bundle since the action of P/P l+1+ is not
necessarily transitive on the fibres. Thus we need to modify Ê to obtain a P -frame bundle
of degree l + 1. This will be achieved by defining the torsion of elements of Ê. However
before we can do that, we have to further explore θ̂.
3.5.6 The Torsion of Elements of the Enlarged Bundle Ê
Now let σ be a local section of π : Ê −→ E with σ(u) = ϕ. Then σ∗θ̂i is a smooth section
of L(T iE, gi ⊕ · · · ⊕ gi+l) and its first l components coincide with θi of the frame form θ of
E since this property is fulfilled by ϕi and
(σ∗θ̂i)u(ξ) = (θ̂i)σ(u)(dσξ)
= ϕi ◦ dπ ◦ dσ(ξ)
= ϕi(ξ).












Proof: For X ∈ g0/gl+1 it is dσ(X̃) = X̃Ê + λ, where X̃Ê denotes the fundamental vector
field generated by X in the bundel Ê and λ ∈ Tvσ(u)Ê is a vertical vector field with respect
to π : Ê −→ E. Thus we have


































Please note that, with ξ ∈ T i+1u E as requested, (σi)u(ξ) has no component in gi.
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With the fibres of π : Ê −→ E being affine spaces with modeling vector space Ll(g−, g)
we can interpret the vertical vector field λ to be given by a linear map form g− to g of
homogeneous degree l, λ = ψ̃ with ψ ∈ Ll(g−, g). Again we compute the differential of θ̂i
with the help of the Lie derivative.





(dσξ) + dθ̂i(ψ̃, dσξ)











































Now we can define the torsion of an element ϕ ∈ Ê. For X ∈ gi, Y ∈ gj and ξ ∈ T iuE,
η ∈ T juE with ϕi(ξ) = X and ϕj(η) = Y we set
tϕ(X,Y ) :=
{
prg−k⊕···⊕gi+j+l ◦ d(σ∗θ̂−k)u(ξ, η), i+ j < −k
d(σ∗θ̂i+j)u(ξ, η), i+ j ≥ −k
∈ gi+j ⊕ · · · ⊕ gi+j+l.
This is well defined because
• Assume we have ξ1, ξ2 ∈ T iuE with ϕi(ξ1) = ϕi(ξ2) = X. Then the difference ξ1 − ξ2
is an element of the kernel of ϕi which is T
i+1+l
u E since
ker(ϕi) ⊂ ker(θi(u)) ∩ kerθi+1(u)
= T i+1+lu E
and ϕi(T
i+1+l
u E) = θi+1(T
i+1+l
u E) = 0.
In the special case of i = −1 the choice of ξ is unique since the kernel of ϕ−1 is trivial,
ker(ϕ−1) = T
l
uE = 0. Now let i be smaller than −1. For i+ 1 + l < 0 we obtain that
the torsion of ϕ is well defined in the same way as it was proven for the torsion of θ
earlier in this section. For i+1+ l ≥ 0 we have an A ∈ gi+1+l such that ξ1−ξ2 = Ã(u).
80
With i < −1 we have i+ 1 + l < l and using Lemma 3.12 we get
for j > −k d(σ∗θ̂i+j)(ξ1 − ξ2, η)
= −prgi+j⊕···⊕gi+j+l ad(A)(Y )︸ ︷︷ ︸
∈gi+j+l+1
= 0,
eventually replace i+ j by − k,
for j = −k prg−k⊕···⊕gi+j+l ◦ d(σ∗θ̂−k)(ξ1 − ξ2, η)
= −prg−k⊕···⊕gi−k+l
(
ad(A)(Y ) + terms in g−k+l
)
= 0.
• Assume we have two local sections σ, σ : E|U −→ Ê|U with σ(u) = σ(u). Since the
fibres of π : Ê −→ E have modeling vector space Ll(g−, g) there is a linear map
ψ : E|U −→ Ll(g−, g) which is homogeneous of degree l such that σi = σi + ψi ◦ Θi.
Here Θ denotes again the underlying frame form of length one. σ(u) = σ(u) gives of






= σi(ξ) + ψi ◦Θi(ξ)
=
(
σ∗θ̂i + ψi ◦Θi
)
(ξ).














= d(σ∗θ̂i+j)(ξ, η) + ξ
(






















= d(σ∗θ̂i+j)(ξ, η) + ψ ◦ dΘi+j(ξ, η).










At the point u ∈ E we have ψu ≡ 0 and therefore d(σ∗θ̂i+j)u = d(σ∗θ̂i+j)u. So the
definition is independent of the section chosen.
In the thoughts preceding Lemma 3.12 we noticed that prgi⊕···⊕gi+l−1 ◦ σ∗θ̂i ≡ θi. Thus the
homogeneous components of the torsion tϕ of degree less than l coincide with tθ(u). Hence
it is sufficient to focus on the homogeneous component of degree l.
Now we want to study in which way the torsion tϕ depends on the point considered. So
let ϕ̃i = ϕ + ψ ◦ Θi be another point in Ê. For X ∈ gi we choose a vector ξ ∈ T iuE with
ϕi(ξ) = X. I.e. we also have Θi(ξ) = X and consequently ϕ̃i(ξ) = X + ψ(X)︸ ︷︷ ︸
∈gi+l
. We set ξ′
to be ψ̃(X) for i+ l > 0 or else we choose an element in T i+lu E such that ϕi+l(ξ
′) = ψ(X).






′) = 0 and
ϕ̃i(ξ − ξ′) = ϕ(ξ − ξ′) + ψ ◦Θi(ξ − ξ′) = X.
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Similarly we choose for Y ∈ gj vectors η and η′ with
ϕi(η) = Θi(η) = Y,
ϕi(η
′) = ψ(Y ),
Θi(η
′) = 0 and
ϕ̃i(η − η′) = Y.
In order to compute the torsion tϕ̃(X,Y ) let σ̃ be a local section with σ̃(u) = ϕ̃. Eventually
replace i+ j by −k if i+ j < −k. As above we compute









(ξ − ξ′, η − η′)− ψ
(































The term second to last vanishes since
(σ∗θ̂i+j)(ξ




′) = 0 analogously,
[ξ′, η′] ∈

T i+j+2lu E, according to the thoughts succeeding
definition 3.13 for i+ l < 0, j + l < 0
T i+lu E, if j + l ≥ 0, i+ l < 0
T j+lu E, if i+ l ≥ 0, j + l < 0
T i+j+2lu E, if i+ l ≥ 0, j + l ≥ 0
and
(σ∗θ̂i+j)([ξ
′, η′]) = 0 since the highest component of θ̂i+j is gi+j+l.
Let us check the term d(σ∗θ̂i+j)(ξ
′, η) now. For i + l ≥ 0 the vector field ξ′ = ψ̃(X) is



















In the case of i + l < 0 we have i + j + l < i + l and therefore with ξ′ ∈ T i+lu E the term
σ∗θ̂i+j(ξ
′) vanishes. We also have i+ j + l < j and thus σ∗θ̂i+j(η) = 0. So we have for the
differential
d(σ∗θ̂i+j)(ξ


































′, η) since Θi+j+l(ξ







according to the structure equations
= −[ψ(X), Y ]g.
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Consequently we obtain for the torsion




= (tϕ + ∂ψ)(X,Y ).
3.5.7 The P -Frame Bundle of degree l + 1
As we have seen in Section 3.3 the differential ∂ : Ll(g− ∧ g−, g) −→ Ll(g−, g) and the
codifferential ∂∗ : Ll(g−, g) −→ Ll(g− ∧ g−, g) are adjoint to each other with respect to a
certain metric. Hence we have especially Ll(g−, g) = Im∂ ⊕ ker∂∗ and for every ϕ ∈ Ê
there is a linear map ψ ∈ Ll(g−, g) such that tlϕ + ∂ψ = tlϕ+ψ◦Θ is an element of the kernel
of the codifferential. Furthermore the space Ẽu := {ϕ ∈ Êu | ∂∗(tlϕ) = 0} has modeling
vector space ker∂ ⊂ Ll(g−, g).
Proposition 3.5 Let (E, p,M ; θ) be a harmonic P -frame bundle of degree l. The subbundle
Ẽ := {ϕ ∈ Ê | ∂∗(tlϕ) = 0} ⊂ Ê is closed under the right action of P/P l+1+ .
Proof: Let ϕ be an element of Ẽ and b ∈ P/P l+1+ . We need to prove that Rbϕ ∈ Ẽ, i.e. we
need to compute the torsion of this element. In order to keep the notation manageable we
will ignore the case of i + j < −k. So for this case one would have to insert −k for i + j
in the computations. Again denote with b0 the class of b in P/P l+ . If σ is a local section
of π : Ê −→ E with σ ◦ π(ϕ) = σ(u) = ϕ then σ := Rb ◦ σ ◦ Rb−10 is a local section with
σ ◦ π(Rbϕ) = σ(Rb0u) = Rbϕ. We have










σ∗(prgi⊕···⊕gi+l ◦Ad(b−1) ◦ θ̂i)
)





So for the differential we get







Here ξ ∈ T iRb0uE needs to fulfill
(Rbϕi)(ξ) = prgi⊕···⊕gi+l ◦Ad(b−1) ◦ ϕi ◦ dRb−10 (ξ)
!
= X ∈ gi.
And analogously η ∈ T jRb0uE fulfills (Rbϕj)(η)
!









= Ad(b)X − ϕi(ξ′) =: Ad+(b)X.








































−[Ad+(b)X,Ad(b)Y ]g − [Ad−(b)X,Ad+(b)Y ]g mod gi+j+l+1
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In order to compute the first term split ξ′ and η′ in the following way:
ξ′ = ξ′i + · · ·+ ξ′−1 with ϕi(ξ′µ) = prgµ ◦Ad(b)X and
η′ = η′j + · · ·+ η′−1 with ϕj(η′ν) = prgν ◦Ad(b)Y.
So computing modulo gi+j+l+1 we solely need to consider µ+ ν ≤ i+ j+ l and by using the










































Thus we finally obtain for the differential defining the torsion

















Recall that the homogeneous components of the torsion tµϕ coincide with the torsion of the
frame form θ for µ = 1, . . . , l − 1. So with (E, p,M ; θ) being harmonic and ϕ ∈ Ẽ we have
∂∗t≥1ϕ ≡ 0. Thus with the equivariancy of the codifferential ∂∗ the statement claimed follows
∂∗tlRbϕ = 0, i.e. Rbϕ ∈ Ẽ.
2
Assume now that the first cohomology group of degree l vanishes, H1l (g−, g) = 0.
• If l > k we can find for each point u ∈ E a unique ϕ ∈ Ê which has ∂∗-closed torsion,
∂∗tϕ = 0. This gives a smooth global section σ of π : Ê −→ E which is according
to Proposition 3.5 P/P l+ = P -equivariant. As we have seen prior to Lemma 3.12 θ̂
satisfies all conditions of a frame form of length l + 1. It also fulfills the structure
equations since its underlying frame form of length one coincides with the one of θ. So
by pulling back θ̂ along the global section of π : Ê −→ E we obtain a frame form of
length l+1 on E and thus this upgrades E to be a P -frame bundle of degree l+1. This
is actually harmonic since according to the definition the following torsions coincide
tσ∗θ̂(u) = tσ(u) and thus ∂
∗tj
σ∗θ̂
(u) = ∂∗tjσ(u) = 0 for j = 1, . . . , l.




∣∣ ∂∗(tlϕ) = 0},
p̃ : Ẽ −→M the obvious projection and
θ̃ the restriction of θ̂ to Ẽ.
By Proposition 3.5 and Lemma 3.11 we have a free right action of P/P l+1+
on Ẽ which
preserves the fibres of p̃. To prove that this action is also transitive on each fibre take
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two arbitrary points ϕ and ϕ of the same fibre Ẽx. Then π(ϕ), π(ϕ) ∈ Ex are elements
of the same fibre of the P/P l+ -principal bundle p : E −→M . Thus we have b0 ∈ P/P l+
with Rb0π(ϕ) = π(ϕ).
Using the canonical section
s : P/P l+ −→ P/P l+1+
g0 exp(X1) · · · exp(Xl−1) · P l+ 7→ g0 exp(X1) · · · exp(Xl−1) · P l+1+
we obtain π(Rs(b0)ϕ) = Rb0 ◦ π(ϕ) = π(ϕ). Thus according to the facts preceding










With the vanishing of the cohomology group, H1l (g−, g) = 0, the map ψ ∈ Ker(∂) is
also an element of the image of ∂ : gl −→ Ll(g−, g), that is we have some A ∈ gl with
ψ = −ad(A). Using Lemma 3.3 and similar calculations as in the proof of Lemma 3.4
we obtain (
Rexp(A) ◦Rs(b0) ◦ ϕi
)
(ξ)





























I.e. we have ϕ = Rs(b0) exp(A)ϕ with s(b0) exp(A) ∈ P/P l+1+ . Thus the action of P/P l+1+
is transitive on each fibre of Ẽ.
With π : Ê −→ E and p : E −→ M being locally trivial bundles we also have local
smooth sections for p̃ : Ẽ −→ M . Thus p̃ : Ẽ −→ M is a P/P l+1+ -principal bundle
endowed with the frame form θ̃ of length l + 1 which satisfies the structure equations
according to the construction. I.e. (Ẽ, p̃,M ; θ̃) is a P -frame bundle of degree l + 1.
It remains to discuss wether θ̃ is harmonic. As we have seen in the proof of Lemma
3.12 inserting a vector field λ which is vertical with respect to π : Ê −→ E causes the
torsion tθ̂ to vanish. Thus it is sufficient to consider the torsion tσ∗θ̂. As in the case
of l > k we have tσ∗θ̂(u) = tσ(u) and thus ∂
∗tj
σ∗θ̂
(u) = ∂∗tjσ(u) = 0 for j = 1, . . . , l. I.e.
(Ẽ, p̃,M ; θ̃) is a harmonic P -frame bundle of degree l + 1.
So we have constructed a harmonic P -frame bundle of degree l+1 out of a harmonic P -frame
bundle of degree l.
3.5.8 Uniqueness
To discuss uniqueness we need to identify the underlying P -frame bundle of degree l for any
P -frame bundle of degree l + 1.
Assume that (Ẽ, θ̃) is any P -frame bundle of degree l + 1. If l > k we obtain a P -frame
bundle of degree l by simply omitting the last component of each θ̃i. In the case of l ≤ k




) and denote the projection with π : Ẽ −→ E. The frame form
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is defined by choosing for ξ ∈ T iuE a point ϕ ∈ Ẽu and a vector ξ̃ ∈ TϕẼ with dπ(ξ̃) = ξ.
Then we set
θi(ξ) := prgi⊕···⊕gi+l−1 ◦ θ̃i(ξ̃).
We need to prove that this is well defined. Given ξ̃ ∈ TϕẼ with dπ(ξ̃) = 0 we have an
element A ∈ gl with ξ̃ = Ãϕ ∈ T lϕẼ ⊂ kerθ̃i. Thus the definition of the frame form is
independent of the lift ξ̃ of the vector ξ. For two points ϕ1, ϕ2 ∈ Ẽu we have an element


















. I.e. the definition
of the frame form is also independent of the choice of ϕ ∈ Ẽu.
Since the frame form θ was constructed using θ̃ it inherits directly the properties of satisfying
the structure equations and being harmonic from θ̃. More precisely for l > k both claims
are trivial since θi was defined to be θ̃ with the last component omitted. For l ≤ k given
a local section σ of π : Ẽ −→ E we obtain prgi⊕···⊕gi+l−1 ◦ σ∗θ̃i = θi. So the underlying
frame forms of length one, Θ̃ resp. Θ, locally satisfy σ∗Θ̃−k = Θ−k and so do d(σ
∗Θ̃−k)
and dΘ−k, which implies the vanishing of the structure equation of degree −k on E. Now
extending Θ̃−k+1 to a one form and pulling it back by σ gives an extension of Θ−k+1 with
dΘ−k+1 = d(σ
∗Θ̃−k+1) locally. And so on . . . Thus with θ̃ satisfying the structure equations
so does θ. Considering the torsion we get with θi = prgi⊕···⊕gi+l−1 ◦ σ∗θ̃i as above also
tθ(u)(X,Y ) = prgi+j⊕···⊕gi+j+l−1dθ̃i+j(dσξ, dση)
for X ∈ gi, Y ∈ gj and ξ ∈ T iuE, η ∈ T juE with θ(ξ) = X and θj(η) = Y as usual.
However according to the thoughts succeeding the proof of Lemma 3.10 this coincides with
prgi+j⊕···⊕gi+j+l−1dθ̃i+j(ξ̃, η̃) for ξ̃ ∈ T iσ(u)Ẽ and η̃ ∈ T
j
σ(u)Ẽ with θ̃i(ξ̃) = X and θ̃j(η̃) = Y .
Thus with θ̃ being harmonic so is θ.
I.e. we have identified the underlying harmonic P -frame bundle of degree l of a harmonic
P -frame bundle of degree l + 1. Now we can address the question of uniqueness. Assume
that (Ẽ, θ̃) is any P -frame bundle of degree l+ 1 with (E, θ) as underlying P -frame bundle
of degree l, that is to say we have especially a smooth projection π : Ẽ −→ E which is
equivariant over the canonical projection P/P l+1+
−→ P/P l+ , π ◦Rp·P l+1+ = Rp·P l+ ◦π. At first
we will define a smooth fibre bundle homomorphism f : Ẽ −→ Ê.
Recall the definition of Ê:
Ê :=
ϕ = (ϕ−k, . . . , ϕ−1)
∣∣∣∣∣∣∣
ϕi ∈ L(T iE, gi ⊕ · · · ⊕ gi+l) with
prgi⊕···⊕gi+l−1 ◦ ϕi(u) = θi(u), ϕi|T i+1u E = θi+1(u),
ϕ−1(Ã) = A for all A ∈ g0 ⊕ · · · ⊕ gl−1
 .
Given ũ ∈ Ẽ with π(ũ) = u we define f(ũ) =
(
f(ũ)−k, . . . , f(ũ)−1
)
via
f(ũ)i(ξ) := (θ̃i)ũ(ξ̃) where we choose for ξ ∈ T iuE a vector ξ̃ ∈ T iũẼ with dπ(ξ̃) = ξ.
To see that this is well defined, let ξ̃ ∈ T iũẼ be a vector with dπ(ξ̃) = 0. Thus ξ̃ = Ã is
the fundamental vector field of an element A ∈ gl. However with the defining properties
for frame forms we have (θ̃i)ũ(Ã) = prg0⊕···⊕gi+l(A) = 0. Furthermore f(ũ) is actually an
86
element of Ê since θ̃ is a frame form of length l+ 1 (denoted in the following argumentation
by ∗) and the underlying P -frame bundle of degree l is (E, θ) (denoted by ∗∗).
f(ũ)i = (θ̃i)ũ
∗
∈ L(T iuE, gi ⊕ · · · ⊕ gi+l)
prgi⊕···⊕gi+l−1 ◦ f(ũ)i = prgi⊕···⊕gi+l−1 ◦ (θ̃i)ũ
∗∗
= θi(u)
f(ũ)i|T i+1u E = (θ̃i)ũ|T i+1u E∗
= prgi+1⊕···⊕gi+l ◦ (θ̃i+1)ũ
∗∗
= θi+1(u)





Thus we get f(ũ) ∈ Ê and f : Ẽ −→ Ê is a smooth fibre bundle homomorphism. Computing
f(Rpũ) for p ∈ P/P l+1+ we see that f is P/P l+1+ -equivariant. For ξ ∈ T
i
uE and ξ̃ ∈ T iũẼ a lift
of ξ we have dπ(dRpξ̃) = dRp0ξ, where p0 denotes the class of p in P/P l+ . With this and
using the P/P l+1+
-equivariancy of the frame form θ̃ and the definition of the P/P l+1+
-action























= d(ũ)i ◦ dπ̂ ◦ df(ξ̃)
= f(ũ)i ◦ dπ(ξ̃)
= (θ̃i)ũ(ξ̃).
With arguments similar to the ones verifying that θ̃ was harmonic if θ was on the previous
page we find that with the definition f(ũ)(ξ) = (θ̃i)ũ(ξ̃) the torsions coincide, tθ̃(ũ) = tf(ũ).
Taking these facts together we obtain that
f : Ẽ −→ Im(f) ⊂ Ê
π ↘ ↙ π̂
E
is actually an isomorphism of P -frame bundles of degree l + 1 and the image of f contains
exactly the torsion free elements of Ê as in the prolongation construction.
Thus the constructed prolongation (Ẽ, p̃,M ; θ̃) of the P -frame bundle (E, p,M ; θ) of degree
l is unique up to isomorphism and the following proposition is proven.
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Proposition 3.6 Let (E, p,M ; θ) be a harmonic P -frame bundle of degree l, and suppose
that the cohomology group H1l (g−, g) vanishes. Then there is an (up to isomorphism) unique
harmonic P -frame bundle (Ẽ, p̃,M ; θ̃) of degree l + 1 whose underlying P -frame bundle of
degree l is isomorphic to (E, p,M ; θ).
Iterated application gives
Corollary 3.1 Suppose that G is a semisimple Lie group whose Lie algebra g is endowed
with a |k|-grading, such that all cohomology groups H1l (g−, g) with l > 0 are trivial.
Furthermore let M be a smooth manifold endowed with a filtration of its tangent bun-
dle T−kM = TM ⊃ T−k+1M ⊃ · · · ⊃ T−1M by vector subbundles, such that for each
i = −k, . . . ,−1 the rank of T iM equals the dimension of gi ⊕ · · · ⊕ g−1.
Then there is a bijective correspondence between isomorphism classes of reductions to the
structure group G0 of the associated graded vector bundle to the tangent bundle, which satisfy
the structure equations, and isomorphism classes of P -principal bundles over M endowed
with Cartan connections with ∂∗-closed curvature and (Ωω)l ≡ 0 for all l ≤ 0.
Remark 3.4 With ω = θ−k being the −k-component of the frame form of length 2k+ 1 the
property of θ being harmonic (i.e. ∂∗ ◦ tlθ = 0 for l = 1, . . . , 2k) is equivalent to ∂∗(Ωω)l ≡ 0






















+ [Xi, Xj ]g
= tθ(Xi, Xj) + [Xi, Xj ]g︸ ︷︷ ︸
∈gi+j
.
The frame form θ with the underlying frame form θ1 of length one satisfies the structure
equations if and only if the homogeneous component of degree zero of the curvature of the





























We further know (see subsection 3.5.2) that the commutator respects the filtration of our
bundle for i, j < 0, that is [Γ(T iE),Γ(T jE)] ⊂ Γ(T i+jE). Thus we have for the curvature
and sections ξ ∈ Γ(T iE), η ∈ Γ(T jE) with i, j < 0:
















+ [ω(ξ), ω(η)]g︸ ︷︷ ︸
∈gi+j
∈ gi+j .
Taking into consideration that the curvature is horizontal we finally obtain that (Ωω)j ≡ 0
for j < 0. Thus the Cartan geometry is regular (∂∗Ωω ≡ 0 and (Ωω)l ≡ 0 for l ≤ 0) if and




In chapter 5 we will explain the construction of the Fefferman space according to [CG08].
It will be obtained using the Cartan bundle of the CR manifold. However using the tractor
bundle of the CR manifold will result in a nice and helpful view of the Cartan bundle of
the Fefferman space. So we now have to take care of tractor bundles, the correspondence
between Cartan and tractor connections and the recovering of the Cartan bundle from the
tractor bundle in the conformal case. This section is based on [CG02], [CS03] and [ScSl00].
Let (G, π,M ;ω) be a Cartan geometry of type (G,P ), g = g−k⊕· · ·⊕gk be a |k|-graded Lie
algebra. With gj := gj ⊕ gj+1⊕ · · ·⊕ gk the filtration of the Lie algebra g = g−k ⊃ g−k+1 ⊃
· · · ⊃ gk = gk gives a filtration of the tangent space TG by using the Cartan connection ω,
T jG := ω−1(gj).
This filtration is right invariant under the action of the subgroup P according to the defini-
tion, P = {g ∈ G | Ad(g)gj ⊂ gj for all j = −k, . . . , k}. Projection results in a filtration of
the tangent space TM , T jM := dπ(T jG).
TM = T−kM ⊃ T−k+1M ⊃ · · · ⊃ T−1M ⊃ T 0M = {0}










For regular Cartan geometries (G, π,M ;ω), i.e. the curvature of the Cartan connection
∂∗ ◦ Ωω and (Ωω)l (l ≤ 0) vanish, we can define the graded commutator of vector fields












in the following way. For
vector fields X ∈ Γ(T iM) and Y ∈ Γ(T jM) we set
[X,Y ]Gr := [X,Y ] + T i+j+1M.
This is actually a section of T i+jM/T i+j+1M which can be seen by writing for the vector
fields X = dπ
∑
r λrω
−1(Xr) with (Xr) being a basis of g
i and in the same way with (Ys)












Due to the Cartan geometry being regular, we have especially for all l < 0 and all ai/j ∈ gi/j












As we can see in the equation above the graded commutator of vector fields is C∞(M)-linear,
that is for all f ∈ C∞(M) we have [fX, Y ]Gr = [X, fY ]Gr = f [X,Y ]Gr. Furthermore note
that for Z ∈ T i+1M it holds [X+Z, Y ]Gr = [X,Y ]Gr. So we obtain the graded commutator
for vector fields of the associated graded tangent space













Now any P -module V defines a bundle over the manifold M associated to the Cartan bundle,
V := G ×P V. Let % : G −→ Gl(V) be a representation with %∗ : g −→ gl(V) being injective,
then we call the corresponding associated bundle V := G×P V a standard tractor bundle. We
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can view a standard tractor bundle as associated to the extended Cartan bundle G̃ = G×PG,
i.e. V = G̃ ×[G,%] V. Since the Cartan connection ω is uniquely extended to a G-principal
bundle connection ω̃ on the bundle G̃
ω̃[u,g] := Ad(g
−1) ◦ (π∗Gω) + π∗GωG
we obtain on V = G ×P V the induced linear connection ∇ω in the usual way:








with X ∈ X(M), s : U ⊂M −→ G a local section and v ∈ V.
Thus every Cartan connection on G yields a linear connection on V. The linear connections
induced by Cartan connections are a special type of connections the so called tractor con-
nections. To define tractor connections we have to consider the properties that distinguish
the tractor connections from all linear connections on V.
As we have seen in section 3.2 we have a grading element E ∈ g0 with ad(E)|gj = jId for
every j = −k, . . . , k. More precisely E is an element of the center of g0 and therefore for every
g0 ∈ G0 the Adjoint action of g0 on E has to be trivial, Ad(g0)E = const = Ad(1)E = E
for all g0 ∈ G0. Thus for an irreducible G0-module E has to act by multiplication with a
scalar. So we can split V according to the eigenvalues of the action of the grading element
E, V = ⊕µVµ. For X ∈ gj we have X(Vµ) ⊂ Vµ+j since with v ∈ Vµ we can write
E(X(v)) = [E,X]g(v) +X(E(v))
= jX(v) +X(µv)
= (µ+ j)X(v).
Especially the decomposition V = ⊕µVµ is G0-invariant.
The filtration of V obtained via Vµ := ⊕ν≥µVν is P -invariant and for each eigenvalue µ of
E acting on V we get a smooth subbundle Vµ := G ×P Vµ ⊂ V. These subbundles form a
decreasing filtration of V.
For any element u ∈ G we define a map between V and the fibre Vx over the point x = π(u)
by setting
u : V −→ Vx
v 7→ [u, v] ∈ V = G ×P V.




. With the help of this
map we can define an isomorphism between the smooth sections of the tractor bundle V and
the P -equivariant maps from G to V.
Γ(V) −→ C∞(G,V)(%,P ) = {f : G −→ V | f is P -equivariant}
t 7→ t̃
t̃(u) := u−1 ◦ t ◦ π(u)
t̃ is P -equivariant since
t̃(Rpu) = (Rpu)
−1 ◦ t ◦ π(Rpu)
= %(p−1) ◦ u−1 ◦ t ◦ π(u)
= %(p−1) ◦ t̃(u).
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And the other way round
C∞(G,V)(%,P ) −→ Γ(V)
t̃ 7→ t
t(x) := u ◦ t̃(u) for a u ∈ Gx
This is well defined since
Rpu ◦ t̃(Rpu) = Rpu ◦ %(p−1) ◦ t̃(u)
= u ◦ t̃(u)
= t(x).
Now let ∇ : Γ(V) −→ Γ(T ∗M ⊗ V) be a linear connection on V = G ×P V. With u ∈ Gx,











we have the P -equivariant map t̃ : G −→ V giving ξ(t̃)(u) ∈ V. For any smooth function
























































(u) depends only on the value t(x) or accordingly on the value














(u) for any section t ∈ Γ(V).
Definition 3.16 Let ∇ be a linear connection on the tractor bundle V. Then ∇ is called
• a g-connection if and only if for each tangent vector ξ ∈ TuG the induced linear map
Φ(ξ) : V −→ V is given by the action of some element of g,
• nondegenerate if and only if for any point x ∈ M and any nonzero tangent vector
ξ ∈ TxM there exists a number µ and a (local) smooth section t of Vµ such that
(∇ξt)x 6∈ Vµx ,
• a tractor connection on V if it is a nondegenerate g-connection.
Now we will see, that a Cartan connection on G induces a tractor connection on V and
conversely as can be found in [CG02] and [CG03].
Proposition 3.7 Let G −→M be a Cartan bundle and V = G ×P V a tractor bundle for G.
• A Cartan connection ω on G induces a tractor connection on V.
• Conversely, a tractor connection ∇ on V induces a Cartan connection ω on G.
Proof:
• Assume that we have given a Cartan connection ω ∈ Ω1(G, g). The linear connection
induced by ω is denoted by ∇ and we have for ξ ∈ X(M) and t ∈ Γ(V)
∇ξt : M −→ V = G ×[P,%] V
x 7→
[
u, ξ(t̃)u + %∗(ω(ξ))(t̃)u
]
,
where ξ ∈ X(G) is a lift of ξ and t̃ ∈ C∞(G,V)(%,P ) the P -equivariant map correspond-
ing to t.
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This linear connection is also a g-connection since for every tangent vector ξ ∈ TxM
the term u−1(∇ξ·)− ξ(t̃)u = %(ω(ξ))(t̃)u is obviously given by the action of ω(ξ) ∈ g.
It remains to show that ∇ is nondegenerate. Let again ξ be a vector in TxM , ξ 6= 0.
We choose a lift ξ ∈ TuG with ω(ξ) ∈ g− = g−k ⊕ · · · ⊕ g−1, which can be obtained by
adding a suitable fundamental vector field. Since % is effective we have a v ∈ V such
that %(ω(ξ))v 6= 0. Without loss of generality we can assume v to be an eigenvector
of the grading element E. Its eigenvalue may be denoted with µ. Now we choose a
smooth section t ∈ Γ(Vµ) with t̃(u) = u−1(t(x)) = v. Then it holds ξ(t̃))u ∈ Vµ and









= %(ω(ξ))︸ ︷︷ ︸
∈g−








However this gives the result wanted
(∇ξt)x =
[
u, ξ(t̃)u︸ ︷︷ ︸
∈Vµ




Thus ∇ is nondegenerate and so a tractor connection.
• Assume now we have given a tractor connection ∇ on the tractor bundle V. Let u be
a point in G in the fibre over x ∈ M and let ξ ∈ TuG be an arbitrary vector. Since a










(t̃(u)) = u−1 (∇dπξt)x − ξ(t̃)(u) for all sections t ∈ Γ(V).
Thus we obtain a well defined map ω : TuG −→ g since the action %∗ : g −→ gl(V) is
injective.
At first we prove that ω is smooth. Of course the maps
G 3 u 7→ dπ(ξ)u ∈ TM
G 3 u 7→ u−1 (∇dπξt)π(u) ∈ V
G 3 u 7→ ξ(t̃)u ∈ V
are smooth. So the defining equation for ω gives smoothness of ω(ξ) for every smooth
vector field ξ. Hence ω itself is smooth.
Now we prove that ω is actually a Cartan connection.
ω reproduces the generators of the fundamental vector fields
Let X̃ be the fundamental vector field generated by X ∈ p. With X̃ being
horizontal the defining equation for ω simplifies and keeping in mind that t̃ is


























With %∗ being injective this gives the result wanted, ω(X̃) = X for all X ∈ p,
that is to say ω reproduces the generators of the fundamental vector fields.
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ω : TuG −→ g is a linear isomorphism for every u ∈ G
Let ξ ∈ TuG be a vector which is not vertical, dπξ 6= 0. Since ∇ is nondegenerate





6∈ Vµx . However




and t̃ and also ξ(t̃) have values in Vµ.
Consequently ω(ξ) cannot vanish. In the case of ξ being vertical, ω(ξ) cannot
vanish since ω reproduces the generators of the fundamental vector fields and is
therefore injective on each vertical tangent space. Thus ω : TuG −→ g is injective
and with G and g being of the same dimension ω : TuG −→ g is an isomorphism.
ω is P -equivariant
Let u be a point in G, ξ ∈ TuG a vector and p an element of the Lie group P .












Recall that we have Rpu
−1 = %(p−1) ◦ u−1 and for the P -equivariant map t̃ we
have (dRpξ)(t̃)Rpu = %(p

























(t̃(Rpu)) = %∗(dLp−1 ◦ ωu(ξ))(t̃(u))
= %∗(Ad(p




Again with %∗ being injective this is the result wanted, ω is P -equivariant,
(R∗pω)u = Ad(p
−1) ◦ ωu.
Summing up ω ∈ Ω1(G, g) is a Cartan connection.
2
As known from principal bundles we have for the curvature of a linear connection ∇ induced
by a principal bundle connection ω̃









With ω̃ being the principal bundle connection on G̃ = G ×P G induced by the Cartan
connection ω we obtain for the curvature of the tractor connection ∇:
Proposition 3.8 Let ∇ be a tractor connection on the tractor bundle V = G ×[P,%] V and
ω the induced Cartan connection on the Cartan bundle G. Then we have for the curvatures









where ξ, η ∈ X(G) are lifts of the vector fields ξ, η ∈ X(M) and [u, v] ∈ V.
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3.6.1 Notations in the Conformal Case
We will now give a short overview on the notations we use for the Cartan bundle and con-
nection in the conformal case. Generally we will use a tilde to identify objects of conformal
manifolds. Details for this can be found for example in [Feh05].
We will restrict to the Riemannian case here in order to simplify the notations. However
arbitrary signature poses no problem at all besides entraining the signs.
For a conformal manifold (M, c) of signature (0, n) the bundle of all conformal reperes is
denoted by G̃0. This is a G̃0 = CO(n)-principal bundle. The Lie group in the conformal
case is G̃′ = PO(1, n+ 1) = O(1, n+ 1)/Z , where Z is the center of the action of O(1, n+ 1)






(ep+q+1 − e0), e1, . . . , ep+q, 1√2 (ep+q+1 + e0)
)
. The stabilizer of
the null line ` := Rf− is denoted by P̃ = stab`(PO(1, n+ 1)) and is actually a subgroup of
O(1, n+ 1). Thus we can simply use the groups G̃ = O(1, n+ 1) and P̃ ⊂ G̃. Then we can
identify the following subgroups and their Lie algebras.









P̃ = CO(n) .< (Rn)∗ with Lie algebra p̃ = g̃0 ⊕ g̃1
= g̃0 ⊕

 0 xt 00 −x
0

∣∣∣∣∣∣∣ xt ∈ (Rn)∗
 .
Let a be the conformal factor of an element p ∈ P̃ and v ∈ `. Then we have for the action
of p on v: p · v = a−1v. A conformal repere u ∈ G̃0 is changed by elements of the conformal
group by an orthogonal matrix and multiplication with the conformal factor. I.e. if gx is
a metric in TxM such that the repere u ∈ (G̃0)x is orthogonal with respect to gx, then the
repere Rb0u will be orthogonal with respect to the metric a
−2gx, where a is the conformal
factor of b0.
In the case of n ≥ 3 the G̃0-principal bundle G̃0 −→ M of all conformal reperes can be
uniquely prolonged to a P̃ -principal bundle, G̃ −→ M , endowed with a Cartan connection
ω̃. The projections are denoted with G̃ π
1
−→ G̃0
π1−→M and π = π1 ◦ π1.
By fixing a metric g ∈ c we obtain a global section
σg : G̃0 −→ G̃
u 7→ ker(Agu) where Ag is the Levi Civita connection
and in this realization of the Cartan bundle the Cartan connection ω̃ is characterized by
ω̃−1 := prg̃−1 ◦ ω̃ is the pull back of the displacement form of the conformal repere bundle,
σ∗g ω̃0 is the Levi Civita connection with respect to the metric g and σ
∗
g ω̃1 corresponds to
the Schouten tensor. This Cartan connection is the normal Cartan connection, which is
uniquely defined by the conformal structure up to isomorphism. In the next subsection we
will use this realization of the conformal Cartan bundle and the normal Cartan connection
to identify the normal tractor connection.
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3.6.2 Tractor Bundles for Conformal Manifolds
This subsection is based on [CG03]. For a conformal manifold (M, c) of signature (p, q) we
have a smooth subbundle Q ⊂ S2T ∗M with fibres isomorphic to R+ given by the values of
all metrics g ∈ c. The sections of the ray bundle Q are the metrics in the conformal class c.
With the projection πQ : Q −→M this is a R+-principal bundle endowed with the principal
action %(s)(gx) := s
2gx for s ∈ R+ and gx ∈ Qx being an element in the fibre over x ∈ M .
This action is defined following the convention of rescaling metrics by multiplication with
the square of a function, ĝ := f2g.
For w ∈ R we set E [w] to be associated to the ray bundle Q in the following way
E [w] := Q×[R+,s−w] R
[gx, λ] = [s
2gx, s
wλ].




∣∣ f(s2gx) = swf(gx)}(




f : gx 7→ λ
)
.
Remark 3.5 The associated vector bundle E [−n] can be identified with the basic density
bundle containing the volume forms vol(g) for g ∈ c which transform in the following way:
vol(f2g) = fnvol(g). Therefore, the bundles E [w] are also called density bundles.
Now let (G̃, πG̃ ,M ; ω̃) be the Cartan bundle of (M, c) with the normal Cartan connection
ω̃. Then the standard tractor bundle is defined as T := G̃ ×P̃ R
p+1,q+1 and the null line `
defines the subbundle T 1 := G̃ ×P̃ `.
The subbundle T 1 is isomorphic to the density bundle E [−1]. To see this we fix a null vector
v0 ∈ ` and denote with gux the metric for which π1(u) ∈ G0 is an orthogonal repere. Then
the isomorphism is given by
T 1 = G ×P ` −→ E [−1] = Q×[R+,s−1] R










where a is the conformal factor of p ∈ P̃
as explained in the subsection above.
Later on we have to identify the conformal structure of a given standard tractor bundle. So
we will now discuss how to recover from a given standard tractor bundle over a manifold
M the conformal structure c on M and the Cartan bundle. Thus let us now consider a
rank p + q + 2 real vector bundle π : T −→ M over the smooth manifold M of dimension
p + q ≥ 3. Further let T be endowed with a bundle metric h of signature (p + 1, q + 1).
Assume that we have also given an injective bundle map i : E [−1] −→ T and denote its
image, which is supposed to be null, with T 1 := i(E [−1]). Please note, that by fixing a
metric g in the conformal class (once that we have identified it) the smooth sections of T 1
can be interpreted as smooth maps on M with values in R.
Γ(T 1) ' Γ(E([−1]) ' Γ
(
Q×[R+,s−1] R
) g fix−→ C∞(M)
[gx, ax] 7→ f(x) := ax
Then we denote with T 0 the orthogonal complement of T 1 in T with respect to the bundle
metric h and obtain a filtration T −1 := T ⊃ T 0 ⊃ T 1. For conformal geometries the grading
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element is E = diag(1, 0, . . . , 0,−1) (see for example [Feh05]). So eigenvectors for the action
of E on Rp+1,q+1 are
• f− with eigenvalue 1,
• e1, . . . , en with eigenvalue 0 and
• f+ with eigenvalue −1.
Hence the filtration of T according to the eigenvalues of E is exactly the same as obtained
by forming the orthogonal complement of T 1.
Lemma 3.13 Having given a rank p+ q + 2 vector bundle T −→ M with a bundle metric
h and a light like subbundle T1 ⊂ T , which is given as the image of an injective bundle map
i : E [−1] −→ T , then a linear connection ∇ is a tractor connection if and only if it is metric
with respect to the bundle metric h and for every point x ∈M and all nonzero vector fields
ξ ∈ X(M) we have a section σ ∈ Γ(T 1) with (∇ξσ)x 6∈ T 1x .
Proof: A linear connection ∇ on T is a o(p+ 1, q+ 1)-connection if and only if it preserves
the bundle metric, ∇h ≡ 0. To see this we use the equivalence of the sections X of T and
the P -equivariant maps X̃ := u−1 ◦X ◦π : G −→ V. The linear connection ∇ being actually
a o(p+ 1, q + 1)-connection means that Φ(ξ), defined by Φ(ξ)X̃ = ∇̃ξX − ξ(X̃), is given by
the action of some element in o(p + 1, q + 1) for ξ ∈ X(M). Thus we have for any sections
X,Y ∈ Γ(T )
〈Φ(ξ)X̃, Ỹ 〉p+1,q+1 + 〈X̃,Φ(ξ)Ỹ 〉p+1,q+1 ≡ 0.









= 〈ξ(X̃), Ỹ 〉p+1,q+1 + 〈X̃, ξ(Ỹ )〉p+1,q+1
= 〈ξ(X̃) + Φ(ξ)(X̃), Ỹ 〉p+1,q+1 + 〈X̃, ξ(Ỹ ) + Φ(ξ)(Ỹ )〉p+1,q+1
= 〈∇̃ξX, Ỹ 〉p+1,q+1 + 〈X̃, ∇̃ξY 〉p+1,q+1
= h(∇ξX,Y ) + h(X,∇ξY ).
Thus the linear connection ∇ is a o(p + 1, q + 1)-connection if and only if it preserves the
bundle metric h.
Now a linear connection ∇ being nondegenerate means according to the definition that we
have for all points x ∈ M and all nonzero vector fields ξ ∈ X(M) a section σ ∈ Γ(T 1) with
(∇ξσ)x 6∈ T 1x or a section σ ∈ Γ(T 0) with (∇ξσ)x 6∈ T 0x . We will prove that we can always
find a section of the second type if a linear connection is nondegenerate. Let us assume ∇
preserves the bundle metric h and we have a point x ∈M and a vector field ξ ∈ X(M) such
that for every section σ ∈ Γ(T 1) we have (∇ξσ)x ∈ T 1x . So for any sections σ ∈ Γ(T 1) and





= h(∇ξσ, γ) + h(σ,∇ξγ).
However the first summand vanishes since ∇ξσ ∈ T 1 and γ ∈ T 0 = (T 1)⊥. Thus ∇ξγ has to
be orthogonal to σ, that means it is an element of T 0, and ∇ cannot be nondegenerate in this
case. We conclude, that a linear connection preserving the bundle metric h is nondegenerate
if and only if for every point x ∈M and all nonzero vector fields ξ ∈ X(M) we have a section
σ ∈ Γ(T 1) with (∇ξσ)x 6∈ T 1x .
2
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We now want to take a closer look at T 0/T 1 . First of all let σ0 : U −→ T 1 be a local
nonvanishing section of T 1. Then h(σ0, σ0) vanishes since T 1 is a null subbundle and there-




is zero for any vector field ξ ∈ X(M). Consequently
∇ξσ0 ∈ Γ(T 0). This is also true for any section σ ∈ Γ(T 1) since we can write σ = fσ0 for a
real map f and







Thus we have ∇ξσ ∈ Γ(T 0) for all sections σ ∈ Γ(T 1) and all vector fields ξ ∈ X(M) and
we can consider the following map:




ξ ⊗ σ 7→ [∇ξσ].
With φ(ξ⊗ fσ) = [∇ξfσ] = [f∇ξσ+ ξ(f)σ︸ ︷︷ ︸
∈Γ(T 1)
] = [f∇ξσ] we see that φ is bilinear over smooth
functions. Thus φ is induced by a bundle map φ : TM ⊗ E [−1]︸ ︷︷ ︸
'T 1
−→ T 0/T 1 . This map is
injective on each fibre since the tractor connection ∇ is nondegenerate. Furthermore the
bundles are of the same rank so φ is actually a bundle isomorphism,
TM ⊗ E [−1]
φ
' T 0/T 1 .
Due to h being degenerate on T 0 = (T 1)⊥ ⊂ T with null space T 1 we obtain a bundle
metric of signature (p, q) on T 0/T 1 induced by h. So we can define for vectors X,Y ∈ TxM
and ϕ ∈ E [−1]x
hϕ(X,Y ) := h
(
φ(X ⊗ ϕ), φ(Y ⊗ ϕ)
)
.
This defines a conformal structure h := [hϕ] on M .
In order to see that this is actually the conformal structure which defines the tractor bun-
dle above we will first of all show that the Cartan bundle constructed by prolonging the
conformal repere bundle as explained in the subsection above is isomorphic to
G :=
{
γx : Rp+1,q+1 −→ Tx
∣∣ x ∈M,γ orthogonal, γ(`) ⊂ T 1x },
where Rp+1,q+1 is equipped with the inner product 〈·, ·〉p+1,q+1 and T with the bundle metric
h. However this bundle is an adapted frame bundle for the bundle T as we will discuss next
according to [CG00].
The conformal repere bundle can be written as
G̃0 =
{
ux : g̃−1 −→ TxM
∣∣ x ∈M,ux conformal isomorphism},
with g̃−1 ' Rp,q being endowed with the inner product 〈·, ·〉p,q and M with the conformal
structure [hϕ]. The Cartan bundle of (M, [hϕ]) is defined as the first prolongation of the
conformal repere bundle, that is to say the bundle consisting of the torsion free, horizontal




∣∣ u ∈ G̃0, H horizontal, t(H) = 0}.
We have the canonical projection π1 : G̃ −→ G̃0 and by fixing a metric hϕ we obtain a
section σ̃ : G̃0 −→ G̃ by choosing for every conformal repere the horizontal space defined by
the Levi Civita connection of hϕ.
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Let us now consider the bundle
G :=
{
γx : (Rp+1,q+1, 〈·, ·〉p+1,q+1) −→ (Tx, h)
∣∣ x ∈M,γ orthogonal, γ(`) ⊂ T 1x }.
The P -action on G is defined by Rpγ := γ ◦ p using the action of P on Rp+1,q+1. Please
note that G is a subbundle of the frame bundle of the tractor bundle T and inherits its
smooth structure in this way to form a P -principal bundle. If we fix a frame (e1, . . . , en)
of g̃−1 ' Rp,q and extend it by the null vectors f−, f+ ∈ Rp+1,q+1 to form a frame of
Rp+1,q+1, we can interpret g̃−1 ' `⊥/` = span{f−, e1, . . . , en}
/
Rf−
. Thus restricting an




γ|`⊥/` : g̃−1 −→ T 0x
/
T 1x
. And for each γ we obtain via




v 7→ α ·X
with φ−1 ◦ γ(v) = X ⊗ α ∈ TxM ⊗ E [−1]
a conformal map γ̃ : (g̃−1, 〈·, ·〉p,q) −→ (TxM, [hϕ]). Recall that by fixing a metric hϕ ∈ [hϕ]
we can identify the sections of T 1 with C∞(M). So finally we can define the projected curve
π̃1(γ) := γ(f−) · γ̃ ∈ G̃0, interpreting γ(f−) ∈ R, which gives the projection π̃1 : G −→ G̃0.
The other way round a section σ : G̃0 −→ G is gained using the fixed metric hϕ. A conformal
map u : (g−1, 〈·, ·〉p,q) −→ (TxM, [hϕ]) can be split into an orthogonal map A with respect
to hϕ and a conformal factor a. Thus we set γ|`⊥/` := u, γ(f−) := a, again using the
identification T 1x 'hϕ R, and complete this to be an orthogonal map γ : Rp+1,q+1 −→ Tx.
Thus we obtain the following picture and the isomorphism Φhϕ : G −→ G̃, which is defined by






Φhϕ is an injective map between P -principal bundles over M and thus an isomorphism of
the P -principal bundles. Hence G is the canonical Cartan bundle of the conformal manifold
(M, [hϕ]) which is unique up to isomorphisms. Since the Cartan bundle G is constructed
in a way that T is a standard tractor bundle of G, we obtain that T is also a standard
tractor bundle of G̃. If the given tractor connection ∇ corresponds to the normal Cartan
connection ω̃, then (T ,∇, h) will be the normal standard tractor bundle of the conformal
manifold (M, [hϕ]).
The normal Cartan connection ω̃ has to be torsion free and the Ricci-type trace of the g̃0-















all X,Y ∈ g̃−1, where X1, . . . , Xn is a basis of g̃−1 and Z1, . . . , Zn is the basis of g̃1 which is













Now for conformal manifolds the torsion of a Cartan connection is the g̃−1-component of
its curvature (see for example [Feh05]). Proposition 3.8 describes the relation between
the curvatures of a Cartan connection ω̃ and its corresponding tractor connection ∇, for








with ξ, η ∈ TuG̃ being lifts of ξ respectively η. Since the action of the subalgebra p̃ = g̃0⊕ g̃1
leaves the null line ` ⊂ Rp+1,q+1 invariant, requesting the torsion of the Cartan connection
to vanish is equivalent to demanding the action of the curvature of the tractor connection
on the tractor bundle to preserve the subbundle T 1 ⊂ T .
We summarize the conclusions above.
Proposition 3.9 Let M be a smooth manifold of dimension n ≥ 3 and (T , π,M ;h,∇) a
tractor bundle with tractor connection ∇.
Then we obtain (T 1)⊥
/
T 1 ' TM ⊗E [−1] and (T , h,∇) is a standard tractor bundle for the













. The tractor connection ∇ is normal if and only if the
action of its curvature on the tractor bundle preserves the subbundle T 1 and the Ricci-type
















The Cartan Geometry of CR
Manifolds
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For constructing the Cartan boundary of a CR manifold we first need to set up the Cartan
geometry of CR manifolds. Hence we will now apply the theory discussed in chapter 3 to
CR manifolds, starting of with the specific Lie group and Lie algebra.
4.1 The Lie group SU(p+ 1, q + 1)
Let n = p + q. With Cp,q we denote the complex vector space Cn joined by the hermitian
product 〈·, ·〉p,q of signature (p, q). Let x = (x1, . . . , xp+q)t and y = (y1, . . . , yp+q)t be two
vectors of Cp+q. Then we have












The standard basis (e1, . . . , en) is therefore a unitary basis with respect to the hermitian
product 〈·, ·〉p,q and we set εi := 〈ei, ei〉p,q = ±1.
We denote by SU(p+ 1, q+ 1) the group of all special unitary transformations of Cp+1,q+1,
i.e. the group of all transformations of Cp+1,q+1, which preserve the hermitian product
〈·, ·〉p+1,q+1 and whose determinant is one.
SU(p+ 1, q + 1) :=
A ∈ Gl(p+ q + 2,C)
∣∣∣∣∣∣∣
det(A) = 1 and
〈Ax,Ay〉p+1,q+1 = 〈x, y〉p+1,q+1
for all x, y ∈ Cp+1,q+1

Let (e0, e1, . . . , ep+q︸ ︷︷ ︸
∈Cp,q
, ep+q+1) be a unitary basis of Cp+1,q+1 = C⊕ Cp,q ⊕ C. We define two
light like vectors f− :=
1√
2
(ep+q+1 − e0) and f+ := 1√2 (ep+q+1 + e0). With respect to the
basis (f−, e1, . . . , ep+q, f+) the hermitian product 〈·, ·〉p+1,q+1 has the matrix:
〈·, ·〉p+1,q+1=̂S :=
 0 0 10 Jp,q 0
1 0 0




Using this basis and the notation A∗ := A
t
, the transposed and complex conjugated matrix,
the group SU(p+ 1, q + 1) can be written as:
SU(p+ 1, q + 1) =
{
A ∈M(p+ q + 2,C)
∣∣ det(A) = 1 and A∗ · S ·A = S}.
One of the important subgroups of SU(p + 1, q + 1) needed here is the stabilizer P of the
complex line Cf−, that is P := Stab(Cf−) = {A ∈ SU(p+ 1, q+ 1) | Af− ∈ Cf−}. Hence if
we write
A =
 a xt by B z
c wt d
 with a, b, c, d ∈ C, w, x, y, z ∈ Cn, B ∈M(n,C)
we obtain y = 0, c = 0, A∗ · S ·A = S and det(A) = 1.
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A∗ · S ·A =
 a 0 0x B∗ w
b zt d
 ·
 0 0 10 Jp,q 0
1 0 0
 ·




 0 0 aw B∗Jp,q x
d ztJp,q b
 ·




 0 awt adaw w · xt + x · wt +B∗Jp,qB bw +B∗Jp,qz + dx




 0 0 10 Jp,q 0
1 0 0

So we obtain especially d = a−1 and therefore a 6= 0. Consequently w = 0 and the equation
can be simplified as follows
A∗ · S ·A =
 0 0 10 B∗Jp,qB B∗Jp,qz + a−1x




 0 0 10 Jp,q 0
1 0 0
 .














a ∈ C∗, b ∈ C, B ∈ U(p, q), z ∈ Cn,
aa−1det(B) = 1,
a−1b+ a−1b+ 〈z, z〉p,q = 0
 .
For z = 0 and b = 0 we obviously gain another subgroup
G0 :=





a ∈ C∗, B ∈ U(p, q)
aa−1det(B) = 1
 .
In the next section we will see that the adjoint action of G0 preserves the grading of the Lie
algebra su(p+ 1, q + 1).
However before we do that we will identify another subgroup of the group of the special
unitary transformations, the one with matrices of the shape
 1 0 0∗ Id 0
∗ ∗ 1
. Let us compute
the possible entries.
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 0 0 10 Jp,q 0
1 0 0
 != A∗ ·




 0 0 10 Jp,q 0
1 0 0
 ·




 1 y∗ c0 Id w
0 0 1
 ·










 1 0 0y Id 0







is a subset of the special unitary group SU(p+1, q+1). This is actually an abelian subgroup
P− ⊂ SU(p+ 1, q + 1) due to A(x, a) ·A(y, c) = A(x+ y, a+ c) = A(y, c) ·A(x, a) ∈ P−.
4.2 The Lie Algebra su(1, n+ 1)
Later on we will only consider strictly pseudo-convex CR manifolds. Hence it is sufficient
to restrict to the signature (1, n+ 1) in order to simplify the notation. Let us take a look at
the Lie algebra g := su(1, n+ 1). Again we use on C1,n+1 the hermitian form














(e0 − en+1), e1, . . . , en, f+ := 1√2 (e0 + en+1)
)
with f− and f+ being
light like.
We want to explore g in more detail. g is the Lie algebra of SU(1, n+ 1) and
SU(1, n+ 1) =
{
A ∈M(n+ 2,C)
∣∣∣∣∣ 〈Ax,Ay〉S = 〈x, y〉S for all x, y ∈ Cn+2and Det(A) = 1
}
= {A ∈M(n+ 2,C) | A∗ ◦ S ◦A = S and Det(A) = 1} .
Hence we get for the Lie algebra g:
g = su(1, n+ 1)
= {A ∈M(n+ 2,C) | A∗ ◦ S + S ◦A = 0 and Tr(A) = 0} .
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We partition the matrices of g into blocks of the sizes 1, n and 1:
g 3 B =
 c Z∗ bX A Y
a W ∗ d
 with a, b, c, d ∈ C,W,X, Y, Z ∈ Cn and
A ∈M(n,C).
B is an element of g, if and only if Tr(B) = 0 and
0
!
= B∗ ◦ S + S ◦B
=
 c X∗ aZ A∗ W








 c Z∗ bX A Y
a W ∗ d

=
 a X∗ cW A∗ Z
d Y ∗ b
+




 a+ a X∗ +W ∗ c+ dW +X A∗ +A Z + Y
d+ c Y ∗ + Z∗ b+ b
 .
Consequently B is an element of g, if and only if the real part of a and b vanishes, d = −c,
W = −X and Y = −Z are true, A ∈ u(n) and Tr(B) = Tr(A) + c− c = 0.
g =





a, b ∈ R, z ∈ C, X, Z ∈ Cn





 0 0 00 0 0
ia 0 0
 =: E−2(a)




 0 0 0X 0 0
0 −X∗ 0
 =: E−1(X)




 z 0 00 A 0
0 0 −z
 =: E0(z,A)




 0 −Z∗ 00 0 Z
0 0 0
 =: E1(Z)




 0 0 ib0 0 0
0 0 0
 =: E2(b)
∣∣∣∣∣∣∣ b ∈ R
 .
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This leads to a 2-grading of g = su(1, n+ 1). The Lie brackets are listed below.
[g−2, g−2] = 0
[g−2, g−1] = 0












































[g1, g2] = 0
[g2, g2] = 0
According to Proposition 3.1 we have the grading element E, a uniquely defined element
E ∈ g0 satisfying [E,X] = lX for all X ∈ gl, l = −2, . . . , 2. From the corresponding
commutators we find for the grading element E = E0(1, 0).
The Lie group SU(1, n + 1) acts via the Adjoint action on g, Ad : SU(1, n+ 1) −→ Gl(g).
However this action is not faithful.
So we are looking for the centre Z(G) of the group G, i.e. all matrices A ∈ SU(1, n + 1)
such that for all g ∈ g the equation Ad(A)(g) = dLA ◦ dRA−1g = g holds. This is equivalent
to A · g = g · A. Especially for g = E−2(a) and g = E−1(ei) this leads to the following
necessary condition for the matrix A: A = x · Id. Furthermore the determinant of A has to
be one. Hence we obtain Ad(A) = Id if and only if A = e
2πik
n+2 Id, with k = 0, 1, . . . , n+ 1.
Therefore, we consider the group
G := PSU(1, n+ 1)
= SU(1, n+ 1)/Z(G)
= SU(1, n+ 1)/{x·Id | x∈C,x2+n=1}




The stabilizer of the complex line Cf− with respect to G is denoted by P and since the centre
of G is actually a subgroup of P we have P = stabG(Cf−) = stabG(Cf−)/Z(G) = P/Z(G).
To simplify calculations and notations we will most of the time neglect this fact and write
G = SU(1, n+1). However we will keep in mind that we actually work modulo Zn+2. The Lie
algebra of the stabilizer of the complex line Cf− is the subalgebra LA(P ) = p = g0⊕· · ·⊕gk.
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The two definitions of the subgroup G0,
G0 := {g ∈ G | Ad(g)(gi) ⊂ gi, i = −2, . . . , 2}
and G0 :=





a ∈ C∗, B ∈ U(p, q)
aa−1det(B) = 1

are equivalent as we will check now.
We search for all matricies g ∈ SU(1, n + 1) (modulo Zn+2) for which for all i = −2, . . . , 2
and all K ∈ gi it holds g ·K · g−1 ∈ gi. I.e. there exists a matrix F ∈ gi with g ·K = F · g.
We write
g =
 ∗ A aB ∗ C
b D ∗

and choose especially for K = E−2(x) and corresponding F = E−2(y). Then it has to hold:
g ·K =
 ∗iax 0 0ixC 0 0
ix∗ 0 0
 != F · g =
 0 0 00 0 0
iy∗ iyA iya
 .
This results in the necessary conditions a = 0 and A = C = 0. If we choose K = E2(x) and
F = E2(y), we obtain analogously b = 0 and B = D = 0. Furthermore for all matrices of











I.e. B ∈ U(n), c = a|a|2 and det(g) =
a2
|a|2 det(B) = 1. We conclude:
G0 :=
{
g ∈ SU(1, n+ 1)






∣∣∣∣∣∣∣ a ∈ C, B ∈ U(n), a
2
|a|2 det(B) = 1
 .
We will now compute the Adjoint action of G0 on g− := g−2 ⊕ g−1 for later use.




 ∈ G0. Then we have















 0 0 0ϕ|ϕ|2φX 0 0
















4.2.1 The Killing Form of su(1, n+ 1), g∗2, g
∗
1 and σ
The Killing form of su(1, n + 1) can be computed with the help of the Killing form of
gl(n+ 2,C) since su(1, n+ 1) is an ideal of u(1, n+ 1) whose complexification is gl(n+ 2,C).
So we have for the Killing forms
Bsu(1,n+1) = Bu(1,n+1)|su(1,n+1)×su(1,n+1) = Bgl(n+2,C)|su(1,n+1)×su(1,n+1).
Thus it is sufficient to compute the Killing form of gl(n + 2,C). With the help of the map
gl(n + 2,C) −→ (Cn+2)∗ ⊗ Cn+2 defined by linear prolongation via Z ·W t 7→ W ∗ ⊗ Z, we
find that the adjoint action of gl(n + 2,C) on itself corresponds to the following action of
gl(n+ 2,C) on (Cn)∗ ⊗ Cn
%(X) : (Cn)∗ ⊗ Cn −→ (Cn)∗ ⊗ Cn
W ∗ ⊗ Z 7→ W ∗ ⊗ (XZ)− (XtW )∗ ⊗ Z.
Hence we can write for the Killing form
Bgl(n+2,C)(X,Y ) = Tr
(














e∗i ⊗ Y ek − (Y tei)∗ ⊗ ek
)






e∗i ⊗XY ek − (Y tei)∗ ⊗Xek




i,k〈XY ek, ek〉 −
∑
i,k〈Y tei, ei〉 · 〈Xek, ek〉
−
∑
i,k〈Xtei, ei〉 · 〈Y ekek〉+
∑
i,k〈XtY tei, ei〉
= 2(n+ 2)Tr(X · Y )− 2Tr(X)Tr(Y ).
Restriction to su(1, n+ 1) leads with Tr(X) = 0 to
Bsu(1,n+1)(X,Y ) = 2(n+ 2)Tr(X · Y ).

























Furthermore we can now determine the involutive linear automorphism σ : g −→ g which




















4.2.2 The Action of P on gi and (gi)
∗
The subgroup P ⊂ G is given by
P = {p ∈ G | Ad(p)(gj) ⊂ gj for all j = −2, . . . , 2}
=
A =




a ∈ C∗, b ∈ C, B ∈ U(n), Z ∈ Cn
aa−1det(B) = 1
a−1b+ a−1b+ ‖Z‖2 = 0
 .
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Its Lie algebra is p = g0 ⊕ g1 ⊕ g2. The inverse of a matrix A ∈ P is
A−1 =
 a−1 Z∗ b0 B∗ −aB∗Z
0 0 a
 .
Please recall the notation gj := gj⊕gj+1⊕· · ·⊕gk. We will now compute the adjoint action




−1) = A · E−2(c) ·A−1 + g−1
=
 a −aZ∗B b0 B Z
0 0 a−1
 ·
 0 0 00 0 0
ic 0 0
 ·A−1 + g−1
=
 ibc 0 0icZ 0 0
ica−1 0 0
 ·

















= A · E−1(X) ·A−1 + p
=
 a −aZ∗B b0 B Z
0 0 a−1
 ·
 0 0 0X 0 0
0 −X∗ 0
 ·A−1 + p
=
 −aZ∗BX −bX∗ 0BX −ZX∗ 0
0 −a−1X∗ 0
 ·









In the same way we obtain for E2(c) and E1(X) + g
2:
Ad(A)E2(c) = A · E2(c) ·A−1
=
 a −aZ∗B b0 B Z
0 0 a−1
 ·




 0 0 iac0 0 0
0 0 0
 ·











2 = A · E1(X) ·A−1 + g2
=
 a −aZ∗B b0 B Z
0 0 a−1
 ·
 0 −X∗ 00 0 X
0 0 0
 ·A−1 + g2
=
 0 −aX∗ −aZ∗BX0 0 BX
0 0 0
 ·











= E1(aBX) + g
2.
So we have the following actions of P on g−2, . . . , g2:
Adg−2 : P × g−2 −→ g−2(
A,E−2(c)
)
7→ Adg−2(A)E−2(c) = prg−2 ◦Ad(A)E−2(c) = E−2( c|a|2 ),
Adg−1 : P × g−1 −→ g−1(
A,E−1(X)
)
7→ Adg−1(A)E−1(X) = prg−1 ◦Ad(A)E−1(X) = E−1(a−1BX),
Adg1 : P × g1 −→ g1(
A,E1(X)
)
7→ Adg1(A)E1(X) = prg1 ◦Ad(A)E1(X) = E1(aBX) and
Adg2 : P × g2 −→ g2(
A,E2(c)
)
7→ Adg2(A)E2(c) = E2(|a|2c).
The dualisation g∗−j ' gj for j = 1, 2 is given by the Killing form. So we obtain with
Ad∗(A)X∗ = (Ad(A)X)∗ for the dual action of P on g∗−2 and g
∗
−1
Ad∗g−2 = Adg2 ,
Ad∗g−1 = Adg1 .
Later we will describe the canonical complex line bundle of a CR-manifold as a bundle
associated to the Cartan bundle. For this purpose we set g10 := {X−iJX | X ∈ g−1} ⊂ gC−1
analogously to the recovery of the complex subbundle T10 from the real subbundle H. Here
J denotes the complex structure on g−1 and i the one coming from the complexification.
Hence a basis of g10 is given by(
E−1(e1)− iE−1(Je1), . . . , E−1(en)− iE−1(Jen)
)
.
Further we define gC−2 ∧ g∧n10 := gC−2 ∧ g10 ∧ · · · ∧ g10︸ ︷︷ ︸
n times
.
A basis of gC−2 ∧ g∧n10 is given by













For an element A =
 a −aZ∗B b0 B Z
0 0 a−1





























Since we have aa−1det(B) = 1 we can conclude
Ãd
∗
(A) = a−(n+2) : gC−2 ∧ g∧n10 −→ gC−2 ∧ g∧n10 .
We denote this action with Ãd
∗
since it corresponds to the action of P on the dual of the





∣∣∣ iV ω = 0 for all V ∈ T10}. Accordingly the
























= det(B)|a|2anÊ note: det(B) = aa
= an+2Ê
I.e. we have
Ãd(A) = an+2 : gC2 ∧ (g∗10)∧n −→ gC2 ∧ (g∗10)∧n,
which corresponds to the action of P on the canonical line bundle K.
4.2.3 The Cohomology Group
As we have seen one requirement for the prolongation procedure are the trivial cohomology
groups H1l (g−, g) for l > 0. This poses no problem for CR-geometries as can be seen from
the following two propositions from [CS00] Sections 2.7 and 2.8.
Proposition 4.1 Let g be a complex simple |k|-graded Lie algebra. Then for each l > 0
the cohomology group H1l (g−, g) is trivial, except in the following cases (using the Dynkin
diagram notation - the crosses denote the simple roots contained in Σ ):
1. ×, i.e. g = A1 = sl(2,C), and p ⊂ g is the Borel subalgebra. In this case, H12 (g−, g)
is the only nonzero component with l > 0.
2. ×−−•− · · · −•−−• ' •−−•− · · · −•−−×, i.e. g = An = sl(n+ 1,C) for some n > 1, and p
is the maximal parabolic corresponding to either the first or the last root. In this case,
H11 (g−, g) is the nonzero component.
3. ×−−•− · · ·−•==<=•, i.e. g = Cn = sp(2n,C) for some n ≥ 2, and p is the maximal parabolic
corresponding to the first root. In this case, H11 (g−, g) is the nonzero component.
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In the real simple case the first cohomology group of positive homogeneity of a complex-
ification is the complexification of the corresponding real cohomology group of the same
homogeneity according to Lemma 3.5. of [Yam93]. Now the semisimple case can be deduced
from the simple one using the following proposition from [CS00] Section 2.8.
Proposition 4.2 Let g′ be a semisimple |k′|-graded Lie algebra such that no simple factor
is contained in g′0 and g
′′ be a semisimple |k′′|-graded Lie algebra such that no simple factor
is contained in g′′0 , and put g = g
′ ⊕ g′′. Then for each l > 0 we have
H1l (g−, g) ' H1l (g′−, g′)⊕H1l (g′′−, g′′).
If k′, k′′ ≥ 2, then the result also holds for l = 0.
4.3 Preparations for the Prolongation Procedure
In this section, based on [CS00], we want to identify the structures needed for the pro-
longation procedure discussed in Section 3.5. Let M2n+1 be a smooth real manifold with
a subbundle T−1M ⊂ TM of dimension dimT−1M = 2n. By setting T−2M := TM
and T 0M := M × {0} we obtain the filtration T−2M ⊃ T−1M ⊃ T 0M . We con-
tinue using the notations from the sections above, G = SU(1, n + 1) with Lie algebra
g = su(1, n+ 1), P = Stab(Cf−), G0 = {g ∈ G | Ad(g) respects the grading g−k ⊕ · · · ⊕ gk}
and P+ = exp(g1⊕· · ·⊕ gk) keeping in mind, that we actually work modulo Zn+2. Further-
more let p : E −→M be a G0-principal bundle (G0 = P/P+ = P/P 1+) and θ = (θ−2, θ−1) a
frame form of length one on E, i.e.
• θj is a smooth section of L( T jE︸︷︷︸
dp−1(T jM)
, gj), in more detail:
∗ θ−1 is a smooth section of L(T−1E, g−1) with T−1E = dp−1(T−1M),
∗ with T−2E = dp−1(T−2M) = dp−1(TM) = TE the form θ−2 is a smooth





= T j+1u E = dp





= T 0uE = dp





= T−1u E = dp
−1(T−1p(u)M) ⊃ TvuE for all u ∈ E,
• θj is G0-equivariant, that is R∗bθj = Ad(b−1) ◦ θj for all b ∈ G0.
For every u ∈ E the section θ−1 induces a linear isomorphism





and θ−2 induces a linear isomorphism







Especially we obtain from the smooth section θ−1 a complex structure J on T
−1
x M defined




. This definition is independent of u, since the G0-action
on g−1 preserves the complex structure.
The structure function of degree −2 is:
dθ−2(·, ·) + [θ−1, θ−1] : T−1u E × T−1u E −→ g−2.
112
Definition 4.1 Let θ be a frame form of length one. θ satisfies the structure equations if
and only if the structure function of degree −2 vanishes.
The Lie-bracket [·, ·] : g−1×g−1 −→ g−2 is preserved under the Adjoint action of G0 and can
therefore be pulled back. We obtain a bilinear skew symmetric map between the bundles:
{·, ·} : T−1M × T−1M −→ TM/T−1M
(ξx, ηx) 7→ {ξx, ηx} := dp ◦ θ−1−2
([




for all x ∈M and all ξx, ηx ∈ T−1x M.
Lemma 4.1 {·, ·} is nondegenerate and totally real, that is to say {Jξ, Jη} = {ξ, η} for all
vectors ξ, η ∈ T−1x M .
Proof: To see that the bilinear pairing {·, ·} is truly nondegenerate let ξ be a nonzero vector
in T−1x M . Then θ−1◦dp−1(ξ) is also nonzero since θ−1◦dp−1 is a linear isomorphism. Recall
that we have for the Lie bracket [E−1(X), E−1(Y )]g = E−2(2Im(Y
∗X)) (see Section 4.2).
Thus we obtain
{ξ, Jξ} = dp ◦ θ−1−2
(
[θ−1 ◦ dp−1(ξ), θ−1 ◦ dp−1(Jξ)]g
)
= dp ◦ θ−1−2
(




I.e. {·, ·} : T−1M × T−1M −→ TM/T−1M is nondegenerate.
Now we prove that the pairing is also totally real. According to Section 4.2 we have for the
Lie bracket of elements of g−1
[iX, iY ]g = [X,Y ]g.
Thus the claimed property follows directly.
{Jξ, Jη} = dp ◦ θ−1−2
(
[θ−1 ◦ dp−1(Jξx), θ−1 ◦ dp−1(Jηx)]g
)
= dp ◦ θ−1−2
(
[iθ−1 ◦ dp−1(ξx), iθ−1 ◦ dp−1(ηx)]g
)
= dp ◦ θ−1−2
(




The other way round assume we have given a smooth odd dimensional manifold M2n+1
with a complex subbundle T−1M of TM of complex rank rankCT
−1M = n and a bilinear
pairing {·, ·} : T−1M × T−1M −→ TM/T−1M which is nondegenerate in every point and
totally real, i.e. {Jξ, Jη} = {ξ, η} for all ξ, η ∈ T−1x M . For each point x ∈ M we have an
isomorphism TxM/T−1x M ' R so that
{·, ·} : T−1x M × T−1x M −→ R
is the imaginary part of a hermitian form h(X,Y ) = {X, JY }+ i{X,Y }.
Assume that the hermitian form h is positive definite (with an appropriate isomorphism
TxM/T−1x M
∼−→ R). I.e. this fixes an orientation of the line bundle TM/T−1M . We set E




x ∈M, ϕ1 : g−1 −→ T−1x M complex-linear isomorphism,
ϕ2 : g−2 −→ TxM/T−1x M linear isomorphism with
{ϕ1(X), ϕ1(Y )} = ϕ2[X,Y ] for all X,Y ∈ g−1
 .
With p : E −→M we denote the obvious projection.
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Lemma 4.2 p : E −→M is a G0-principal bundle, where G0 acts by composition with the
Adjoint action from the right,
Rb(ϕ1, ϕ2) := (ϕ1 ◦Ad(b), ϕ2 ◦Ad(b)) for all b ∈ G0.
Proof: The action of G0 on the bundle E is well defined since the Adjoint action of G0 on
the Lie algebra g preserves the grading and we have



















I.e. Rb(ϕ1, ϕ2) is an element of E for every b ∈ G0 and (ϕ1, ϕ2) ∈ E. The action is free
since we work modulo the center of G and with ϕ1 and ϕ2 being isomorphisms the equation
Rb(ϕ1, ϕ2) = (ϕ1, ϕ2) is only true for Ad(b) being the identity which implies that b is the
neutral element. To see that the action of G0 is transitive on the fibres let (ϕ1, ϕ2) and
(ψ1, ψ2) be two elements in the same fibre of E. Then
(ϕ−12 ◦ ψ2)⊕ (ϕ
−1
1 ◦ ψ1) : g−2 ⊕ g−1 −→ g−2 ⊕ g−1
is an automorphism of g− which preserves the grading. Thus we have a p ∈ G0 with
Ad(p) = (ϕ−11 ◦ ψ1, ϕ
−1
2 ◦ ψ2) and so (ψ1, ψ2) = Rp(ϕ1, ϕ2).
Therefore, p : E −→M is a G0-principal bundle.
2
We define a frame form θ on E by:
θ−2(ϕ)(ξ) := ϕ
−1





) for all ξ ∈ dp−1(T−1x M) = T−1ϕ E.
With ϕ2 : g−2 −→ TxM/T−1x M being an isomorphism the kernel of θ−2 is T
−1E and with
ϕ1 : g−1 −→ T−1x M being an isomorphism the kernel of θ−1 is the vertical subbundle T 0E.
θ−2 and θ−1 are also G0-equivariant since according to the definition of the right action of







= Ad(b−1) ◦ ϕ−1j
= Ad(b−1) ◦ θj(ϕ).
Thus (θ−2, θ−1) is a frame form of length one.
Proposition 4.3 We have a bijection

G0-principal bundle p : E −→M




M2n+1 with a complex
subbundle T−1M ⊂ TM , rankCT−1M = n
and a totally real bilinear pairing
{·, ·} : T−1M × T−1M −→ TM/T−1M,
nondegenerate in every point

.
Furthermore θ satisfies the structure equation if and only if the pairing {·, ·} is given by the
Levi form, {·, ·} = G(·, J ·).
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Proof: It remains to prove that the pairing being given by the Levi form is equivalent to
the frame form satisfying the structure equation.
Recall that for vector fields ξ, η ∈ Γ(T−1M) = Γ(H) the real Levi form is defined as
G(ξ, η) := −[ξ, Jη] + T−1M ∈ Γ(TM/T−1M ) (see Subsection 2.1.2).
Let ξ, η be two arbitrary vectors in T−1x M and choose smooth sections ξ̃, η̃ ∈ Γ(T−1E) with
dpϕ(ξ̃) = ξ and dpϕ(η̃) = η. Since the kernel of θ−2 is T

















Thus applying the isomorphism g−2 ' TxM/T−1x M implied by θ−2 the vanishing of the
structure function is equivalent to










= dp ◦ θ−1−2
([





However with the help of the real Levi form we have












(x) + T−1x M
= Gx
(
dp(ξ̃), J ◦ dp(η̃)
)
= Gx(ξ, Jη).
Hence the vanishing of the structure function is equivalent to the bilinear pairing being given
by the Levi form, {·, ·} = G(·, J ·).
2
Remark 4.1 Since the torsion of a frame form of length one is homogeneous of degree zero
it is automatically harmonic. Hence the prolongation procedure can be carried out.
Remark 4.2 Please note that so far we have not used the vanishing of the Nijenhuis ten-
sor. Thus the prolongation procedure can also be used for partially integrable almost CR
manifolds.
4.4 The Prolongation
We now want to apply the prolongation procedure to CR manifolds. This section is again
based on [CS00].
Let (M2n+1, H, J, θ) be a strictly pseudo-convex CR manifold of dimension 2n+ 1. I.e. we
have (see Subsections 2.1.1 and 2.1.2)
1. H ⊂ TM is a real subbundle of codimension one.
2. J : H −→ H is an almost complex bundle endomorphism, J2 = −1.
3. The following integrability conditions hold:
(a) [JX, Y ] + [X,JY ] ∈ Γ(H) for all sections X,Y ∈ Γ(H).
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(b) The Nijenhuis tensor vanishes,
NJ(X,Y ) := J
(
[JX, Y ] + [X, JY ]
)
− [JX, JY ] + [X,Y ] = 0 for all X,Y ∈ H.
4. θ ∈ Ω1(M2n+1,R) is a pseudo-hermitian form on (M,H, J) (that is θx 6= 0 for all
x ∈M and θ|H = 0).
5. The Levi form
Gθ(·, ·) := dθ(·, J ·) = θ ◦G(·, ·) : H ×H −→ R
with G(·, ·) := −[·, J ·] +H : H ×H −→ TM/H is positive definite.
As we have seen in Subsection 2.1.2 the Levi form is also totally real. Thus by setting
T−1M := H and
{·, ·} := G(·, J ·) : T−1M × T−1M −→ TM/T−1M
we obtain a totally real bilinear pairing which is nondegenerate in every point.
Hence by Proposition 4.3 we obtain a G0-principal bundle p
1 : E1 −→ M endowed with





x ∈M, ϕ1 : g−1 −→ T−1x M complex-linear isomorphism,
ϕ2 : g−2 −→ TxM/T−1x M linear isomorphism with












) for all ξ ∈ d(p1)−1(T−1x M) = T−1ϕ E1.
I.e. (E1, p1,M ; θ1) is a harmonic P -frame bundle of degree one.
We can apply the prolongation procedure four times and obtain the regular Cartan bundle
(E5, π5,M ;P ), a P -principal bundle with the frame form θ5 of length 5 and θ5−2 is a Cartan
connection with ∂∗-closed curvature, ∂∗Ωω ≡ 0, and (Ωω)l ≡ 0 for l ≤ 0.
4.5 Recovering the CR-Structure from the Cartan
Bundle
Assume now we have given a regular Cartan geometry (G, π,M ;ω) over a CR manifold M .
We want to recover the CR-structure of M .
As we have started of constructing the Cartan bundle of a strictly pseudo-convex CR mani-
fold (M,H, J, θ) by setting T−1M := H = Re(T10⊕T10) we obviously recover the codimen-
sion one subbundle H from a given Cartan geometry (G, π,M ;ω) over a CR manifold M
via




= dπ ◦ ω−1(g−1) = dπ ◦ ω−1(g−1 ⊕ · · · ⊕ g2).
And consequently
RT ' TM/T−1M = T−2M/T−1M .
According to the construction of the Cartan bundle the isomorphism H ' g−1/p is complex
linear and thus the almost complex bundle isomorphism J : H −→ H can be recovered from
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where X ∈ TuG is a lift of the
vector X ∈ TxM . Please note that this definition of the endomorphism J is independent of
the choice of u ∈ Gx since the Adjoint action of P on g−1 preserves the complex structure
as can be seen in Subsection 4.2.2.
The Levi form, defined by G(X,Y ) := −[X, JY ] + T−1M , for X,Y ∈ Γ(T−1M), is totally
real if and only if the first integrability condition, [X,Y ]− [JX, JY ] ∈ Γ(T−1M), holds for
all sections X,Y ∈ Γ(T−1M), since
G(JX, Y )−G(J2X, JY ) = −[JX, JY ] + [J2X, J2Y ] + T−1M
= [X,Y ]− [JX, JY ] + T−1M.
Now we want to study under which conditions the Nijenhuis tensor vanishes on H. So let
ξ, η be local sections of T−1M with lifts ξ, η ∈ Γ(T−1G). We use the following notations:
X(u) := ω−1(ξ(u)), A(u) := ωp(ξ(u)), A0 = prg0(A) and
Y (u) := ω−1(η(u)), B(u) := ωp(η(u)), B0 = prg0(B).
Thus we have ξu = ω
−1
u (X) + Ãu and ηu = ω
−1












































































The Nijenhuis tensor vanishes if and only if ω−1
(
[ξ, η]− [Jξ, Jη] + J
(
[Jξ, η] + [ξ, Jη]
))
van-





can be written as
ω−1
(
[ξ, η]− [Jξ, Jη] + J
(



































+ [iX(u), B0(u)]g +
︷ ︸︸ ︷

























All terms except for the following cancel out.
ω−1
(
[ξ, η]− [Jξ, Jη] + J
(























However since both ω−1(X) and ω−1(Y ) are of degree −1 the g−1-component of the curva-














[ξ, η]− [Jξ, Jη] + J
(






























g− −→ g to the complexification
gC this is still ∂- and ∂∗-closed and therefore the harmonic representative for a cohmology
class in H21 (g
C
−, g
C). According to [Kost61] these representatives do not preserve the two
irreducible submodules into which the g0-module g
C
−1 splits. However if the Nijenhuis tensor
vanishes, κ1u would preserve these submodules, and thus κ
1
u would have to vanish. In a similar
way (see [CS00] Section 4.16) dealing with κ2 leads to the vanishing of the Nijenhuis tensor
being equivalent to the Cartan connection being torsion free, t = Ωω− = 0.
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Chapter 5
The Fefferman Space According
to [CG08]
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Although we already explained the construction of Fefferman spaces according to [BL04] in
chapter 2 we now want to discuss another construction from [CG08]. This second approach
uses widely the Cartan geometry and leads to a strong relationship between the Cartan
geometries of a CR manifold M and the corresponding Fefferman space F := G/P̃∩G, namely
G̃ = G ×G∩P̃ P̃ ,
where the tilde denotes the objects of the Fefferman space. The Cartan connection of the
Fefferman space will be given as
ω̃[u,p̃] = Ad(p̃
−1) ◦ π∗Gω + π∗P̃ωP̃ .
However we want to point out, that in order to achieve this a rather strong assumption, the
existence of an (n + 2)nd root of the anticanonical complex line bundle, has to be made.
This root exists for CR manifolds embedded in Cn+1 globally and locally we have this root
for any CR manifold. However, since we are interested in boundaries we need a global
construction of the Fefferman space. So for boundary considerations it is very helpful to
have both constructions at hand.
This chapter is based on [CG08].
As before we use the Lie group
G := PSU(1, n+ 1)
= SU(1, n+ 1)/{x·Id | x∈C,x2+n=1}




although most of the time we will write instead G = SU(1, n + 1) in order to simplify
calculations and notations, keeping in mind that we actually work modulo Zn+2. Its Lie
algebra is 2-graded, LA(G) = g = g−2 ⊕ g−1 ⊕ p, with p = g0 ⊕ p+ = g0 ⊕ g1 ⊕ g2 being the
Lie algebra of the subgroup P ⊂ G given by
P = {p ∈ G | Ad(p)(gj) ⊂ gj for all j = −2, . . . , 2} .
Remark 5.1 This construction can actually be done for arbitrary signature (p + 1, q + 1).
However since we only need the case of Lorentzian signature we will restrict to this case to
make notations easier to handle. Sometimes we will give more general calculations using
the arbitrary signature (p+ 1, q + 1) just for reminding that there is no need of restriction.
5.1 The Homogeneous Model for CR Manifolds
With G and P as above the homogeneous space G/P is endowed with a CR structure as we
will see now.
1. g−1 +p is a nondegenerate subspace of g/p of codimension one. The Levi form is given
by:
L : (g−1 + p)× (g−1 + p) −→ (g/p)/(g−1+p) = g/g−1
X,Y 7→ L(X,Y ) := [X,Y ]g + (g−1 + p)︸ ︷︷ ︸
=g−1
= [X,Y ]g + g
−1.




+ g−1. I.e. the
Levi form is nondegenerate.
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2. Since g−1 = g−1 ⊕ · · · ⊕ g2 is invariant under the Adjoint action of P and is of
codimension one, we can prolong g−1 to a codimension-1 subbundle H ⊂ T (G/P ) on
which the Levi form is nondegenerate. ([Ham07] Theorem 6.4.2.)
3. We still need a P -invariant complex structure J on H respectively on g−1. We set
J(E−1(X) + p) := E−1(iX) + p.
The integrability conditions have to hold:
• [JX, Y ]g + [X, JY ]g
!
∈ g−1 for all X,Y ∈ g−1.
This is true because the g−2-component of the term [JX, Y ]g + [X, JY ]g for
X = E−1(X) + p and Y = E−1(Y ) + p is given by :
[JE−1(X), E−1(Y )]g + [E−1(X), JE−1(Y )]g
= E−2
(








2Im(i(Y ∗ ·X − Y ∗ ·X))
)
= 0.
Hence we have [JX, Y ]g + [X, JY ]g ∈ g−1 for all X,Y ∈ g−1.
• The Nijenhuis tensor has to vanish on g−1. We choose arbitrary representatives
E−1(X)+E0(a,A)+p+ and E−1(Y )+E0(b, B)+p+ for X,Y ∈ g−1 and calculate
the Nijenhuis tensor.
































































































The underlined terms cancel out and we obtain
NJ(X,Y ) = J
([









































= 0 + p.
So the Nijenhuis tensor vanishes as wanted.
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Consequently we have a CR structure on G/P of signature (p, q). On the P -principal bundle
G −→ G/P the Maurer Cartan form ωG ∈ Ω1(G, g) defined as left translation to the neutral
element as base point, ωG(X(a)) := dLa−1(X(a)) ∈ g, is a Cartan connection.
Another possibility to describe the homogeneous model is given by using the light cone
without the origin in Cp+1,q+1,
C :=
{
v ∈ Cp+1,q+1 | v 6= 0, 〈v, v〉p+1,q+1 = 0
}
.
We denote the complex projectivization by
p : Cp+1,q+1 −→ Cp+1,q+1/C∗ = CP p+q+1
and obtain M := p(C) = C/C∗ as the set of all complex null lines ` ⊂ Cp+1,q+1. M is a
smooth hypersurface in CP p+q+1.
The CR structure in the point ` ∈M , where ` is a complex null line in Cp+1,q+1, is defined




and is therefore isomorphic to `⊥/`.
Up to a non zero multiple the Levi form at the point ` corresponds to the Hermitian prod-
uct on `⊥/` induced by 〈·, ·〉p+1,q+1. Consequently the Levi form is nondegenerate and of
signature (p, q).
Lets take a look at the G-action on M . G denotes as above the special unitary group of the
complex vector space Cp+1,q+1.
G = SU(p+ 1, q + 1)
=
{
A ∈ Gl(p+ q + 2,C)
∣∣∣∣∣ 〈Ax,Ay〉p+1,q+1 = 〈x, y〉p+1,q+1 for all x, y ∈ Cp+1,q+1,det(A) = 1
}
The G-action on Cp+1,q+1 restricts to the light cone, since the action preserves the Hermitian
product. Furthermore the lines of the light cone are again mapped to lines of the cone and
the G-action is transitive on C. Hence the action descends to a smooth transitive left action
of G on M . In addition G acts on M by CR automorphisms since the Hermitian form
〈·, ·〉p+1,q+1 is preserved and the CR structure on M is completely defined by 〈·, ·〉p+1,q+1.
Denoting with P the stabilizer of a fixed null line ` ⊂ Cp+1,q+1, we can identify M with the
homogeneous space G/P .
However the centre of the G-action on M is not trivial. For the elements of the centre
and for all points x of all null lines we can find an α ∈ C such that A · x = αx. This is
of cause true for A being a multiple of the identity. And there are no further solutions,
which can be seen by choosing for x vectors of the shape ei + ej with i ∈ {1, . . . , p+ 1} and
j ∈ {p + 2, . . . p + q}. Hence A has to be a multiple of the identity A = α · Id. And since
the determinant of A has to be one, det(A) = αn+2
!






∣∣∣ k = 0, 1, . . . , n+ 1} ' Zn+2.
We set G := G/Z(G) and P := P/Z(G). Hence we can write M as a homogeneous space of





5.2 The Fefferman Space of the Homogeneous Model
The corresponding Fefferman space of the homogeneous model M = G/P = C/C∗ results
from the real version. Seen as a real vector space, Cp+1,q+1 is equipped with the inner
product 〈·, ·〉R = Re〈·, ·〉p+1,q+1 induced by the original hermitian product of signature
(p+ 1, q + 1).
Real projectivization gives PRCp+1,q+1 = Cp+1,q+1/∼ with v ∼ w be given if and only if
there exists a λ ∈ R such that v = λw is true. p̃ : Cp+1,q+1 −→ PRCp+1,q+1 denotes the
projection. We define
M̃ := p̃(C).
So M̃ is the space of all real null lines with respect to 〈·, ·〉R and this is a smooth hypersurface
in RP 2p+2q+3. C −→ M̃ is a principal bundle with fibre group R∗. Since any real null line
is contained in the complex null line generated by it, we obtain the smooth projection
M̃ −→M . This is a fibre bundle over M with the fibre RP 1 ' S1 the space of all real lines
in C.
Let v ∈ C be fix, ˜̀ := Rv denotes the real line defined by v. ˜̀⊥ denotes the orthogonal

















. The inner product on C induces a product on the tangent space
T˜̀M̃ as follows. For X̃, Ỹ ∈ T˜̀M̃ we define 〈X̃, Ỹ 〉 := 〈X,Y 〉R with X,Y ∈ TvC satisfying
dp̃v(X) = X̃ and dp̃v(Y ) = Ỹ . This is well defined since 〈`, `〉R = 0.
By choosing another element v′ ∈ C we obtain a conformally changed product. Consequently
the conformal class [〈·, ·〉] is independent of the choice of v ∈ C.
Please note that this is exactly the construction of the Möbius space, the homogeneous
model of conformal geometry (see for example [Feh05]).





. Analogously to the complex case P̃ ⊂ G̃ denotes the stabilizer of
a real null line. We obtain a transitive action of G̃ on M̃ , which is given by conformal
isomorphisms. Hence M̃ can be identified with the homogeneous space, M̃ = G̃/P̃ .
Since G ⊂ G̃ acts transitively on the lightcone without zero, G acts transitively on M̃ as
well. Let ˜̀be a real null line in C and ` be the complex null line generated by it. As above
P̃ = stabG̃(
˜̀) is the stabilizer of ˜̀ and P = stabG(`) is the stabiliser of ` = C · ˜̀. Obviously
P̃ preserves ` = C · ˜̀. Hence G ∩ P̃ ⊂ P . And G ∩ P̃ = stabG(˜̀) is the stabiliser of a real
null line. Consequently we can write as well
M̃ = G̃/P̃ ' G/(G∩P̃ ).
5.3 The Homogeneous Model and the Canonical Line
Bundle
Since in [Bau99] and [BL04] the Fefferman space is constructed with the help of the canonical
line bundle, the relationship between the canonical line bundle and the light cone shall be
studied now. This will result in a motivation for the construction according to [CG08].
Recall that the canonical line bundle is obtained by taking the annihilator of T10 in the






∣∣∣ iV ω = 0 for all V ∈ T10} .
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of P on gC−2∧g∧n10 as in Subsection 4.2.2 we have
the following isomorphism for the dual of the canonical line bundle of our homogeneous CR
manifold M = G/P = C/C∗ .
G×[P,Ãd∗] g
C
−2 ∧ g∧n10 −→ K∗
[u,X−2 ∧X−11 ∧ · · · ∧X−1n] 7→ prCT ◦ dπC ◦ (ωC)−1u (X−2)
∧
(
dπC ◦ (ωC)−1u (X−11)
)
∧ · · · ∧
(
dπC ◦ (ωC)−1u (X−1n)
)
As we have seen, we have Ãd
∗
(A) = a−n−2 for matrices A =
 a −aZ∗B b0 B Z
0 0 a−1
 ∈ P .
Furthermore for a fixed point v0 ∈ ` and any point v of the light cone, v ∈ C, we have a
transferring element Av ∈ G with Av ·v0 = v. Now for any complex number z ∈ C∗ the point
A−1v (zv) = zv0 is an element of the complex line ` and hence we have an element Az ∈ P
such that RAzAv = AvAz = Azv is the transferring element from v0 to zv. Since the first




have seen in Subsection 4.2.2. So we obtain the next isomorphism for a fixed basis (η) of
gC−2 ∧ g∧n10
C ×[C∗,z−n−2] C∗ −→ G×[P,Ãd∗] g
C
−2 ∧ g∧n10
[v, λ] 7→ [Av, λη].
This is well-defined since










K∗ ' C ×[C∗,z−n−2] C∗.
5.4 The Fefferman Space
Note that the Cartan geometry of some CR manifold (M,H, J) is a P/Z(G)︸ ︷︷ ︸
=P
-principal bundle
(G, π,M ;ω) joined by the normal Cartan connection, which is P -equivariant, reproduces the
generators of the fundamental vector fields and defines a trivialization of TG. ω is uniquely
defined up to isomorphisms by the normalization conditions:
• ω has ∂∗-closed curvature, that is ∂∗ ◦ Ωω ≡ 0.
• The homogeneous components of the curvature of degree less or equal to zero vanish,
(Ωω)l ≡ 0 for l ≤ 0.
• ω is torsion free, that is to say t := prg− ◦ Ωω = 0.
However later it will be useful to have P as structure group to our disposal. To enlarge
the Cartan bundle G to a P -principal bundle, we will use a (n+ 2)nd root of the canonical
complex line bundle as we will explain in this section. This root generally exists locally.
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Though globally its existence is a restriction entailing the existence of a conformal spin
structure for the associated Fefferman space (details on this spin structure can be found in
[CG08]).
Let us now assume that we have given a strictly pseudo-convex CR manifold (M2n+1, H, θ)
joined by a complex line bundle E(1, 0) −→M together with a duality between E(1, 0)⊗(n+2)
and the canonical complex line bundle of M
K := {ω ∈
∧n+1
(TMC)∗ | iV ω = 0 for all V ∈ T10}.
Since the tangent bundle of M is an associated bundle of the Cartan bundle the dual of the
canonical complex line bundle is also associated to the Cartan bundle. To see this in detail,
we will write down several isomorphisms and the actions of P on the spaces needed.
Iso1 : G ×P g/p −→ TM
[u,X] 7→ dπ ◦ ω−1u (X)
Here P acts by the Adjoint action on g/p and we have [u,X] = [Rpu,Ad(p
−1)X]. A slight
modification gives the structure of the graded tangent space.




−→ Gr(TM) = T−2M/T−1M ⊕ T−1M
[u,X−2 ⊕X−1] 7→
[
dπ ◦ ω−1u (X−2)
]
⊕ dπ ◦ ω−1u (X−1)
As we have seen in Section 4.5, the graded tangent space mirrors the CR structure of our
manifold.
TM = RT ⊕H −→ T−2M/T−1M ⊕ T−1M
λT ⊕X 7→ [λT ]⊕X
I.e. we can write





[u,X−2 ⊕X−1] 7→ prRT ◦ dπ ◦ ω−1u (X−2)⊕ dπ ◦ ω−1u (X−1).
Dualization gives the next isomorphism. Recall that the dual of the restriction of the adjoint
action to gj is given by Ad
∗
gj = (prgj ◦Ad)
∗ = prg−j ◦Ad = Adg−j (see Subsection 4.2.2).










prRT ◦ dπ ◦ ω−1u (X∗2 )
)∗ ⊕ (dπ ◦ ω−1u (X∗1 ))∗
We obtain the isomorphism to the canonical complex line bundle as the (n + 1)st exterier
power of the annihilator of the subbundle T10 using the notations known from
Subsection 4.2.2.






)∧n] gC2 ∧ (g∗10)∧n −→ K
[u,X2 ∧X∗11 ∧ · · · ∧X∗1n] 7→
(




dπC ◦ (ωC)−1u (X11)
)∗
∧ · · · ∧
(
dπC ◦ (ωC)−1u (X1n)
)∗
Recall that we denote with g10 the subspace g10 := {X − iJX | X ∈ g−1} ⊂ gC−1, where
J denotes the complex structure on g−1 and i the one coming from the complexification.
Hence a basis of g10 is given by(




Now we consider the dual of the canonical complex line bundle.








)∧n] gC−2 ∧ g∧n10 −→ K∗
[u,X−2 ∧X11 ∧ · · · ∧X1n] 7→ prCT ◦ dπC ◦ (ωC)−1u (X−2)
∧
(
dπC ◦ (ωC)−1u (X11)
)
∧ · · · ∧
(
dπC ◦ (ωC)−1u (X1n)
)
As we have seen in Subsection 4.2.2 P acts on gC−2∧g∧n10 in the following way. For an element
A =
 a −aZ∗B b0 B Z
0 0 a−1
 ∈ P we have Ãd∗(A) = a−(n+2).
For the homogeneous case we have accordingly K∗ ' C ×[C∗,z−n−2] C∗ as we have seen in
Section 5.3 .
We now check whether the isomorphism Iso∗4 is well-defined, that is to say independent of





−1)X11∧ · · ·∧AdCg−1(p
−1)X1n
)
∈ [u,X−2∧X11∧ · · ·∧X1n]
is mapped to:






















Due to the projection dπC we can neglect the components of pC in our calculations and
continue computing the image as
prCT ◦ dπC ◦ dRp ◦ (ωC)−1u ◦Ad(p)︸ ︷︷ ︸
=(ωC)−1Rpu
(










∧ · · · ∧
(













dπC ◦ (ωC)−1u (X11)
)
∧ · · · ∧
(
dπC ◦ (ωC)−1u (X1n)
)
= prCT ◦ dπC ◦ (ωC)−1u (X−2) ∧
(
dπC ◦ (ωC)−1u (X11)
)
∧ · · · ∧
(
dπC ◦ (ωC)−1u (X1n)
)
.
So the isomorphism Iso∗4 is well-defined.
The action of P on gC−2 ∧ g∧n10 by Ãd
∗
is equivalent to P acting on the complex null line
` = Cf− (see Section 4.1) by
% : P × ` −→ `
(A,X) 7→ A−n−2X = a−n−2X.
Hence we can write Iso5 : K∗ ' G ×[P,%] `.
And we obtain for the frame bundle of K∗
Iso6 : F(K∗) = (K∗ \ {0})/R+ ' G ×[P,%] (` \ {0})/R+ .
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Note that the action % is transitive on `\{0} and therefore transitive on the rays (`\{0})/R+ .
Recall the denotations of Section 5.2. G is the special unitary group G = SU(1, n + 1), P
denotes the stabilizer of a complex line P = stabG( `︸︷︷︸
=Cf−
). Working modulo the center of G
is marked by underlining, G = G/Z(G) and P = stabG(Cf−) = P/Z(G). G̃ is the connected
component of the identity in the orthogonal group Oc(C1,n+1, 〈·, ·〉R) and P̃ is the stabilizer
of the real line ˜̀= Rf−, P̃ = stabG̃(˜̀). The stabilizer of the real ray R+f− ⊂ ` \ {0} with




∣∣ Af− = λf− for a λ ∈ R+}.
Obviously it holds (P̃+ ∩G) · Z(G) ⊂ P since we already know that P̃ ∩G ⊂ P holds.
So we can write




[u, [e]] = [RAu, [f−]] 7→ [RAu].
With this isomorphism F(K∗) inherits the right action of P/(P̃+∩G)·Z(G) on G/(P̃+∩G)·Z(G).
Let us therefore take a closer look at the group P̃+ ∩G ⊂ P . We have
P̃+ ∩G = {A ∈ G | Af− = λf− for a λ ∈ R}
and with P̃+ ∩G ⊂ P we can write















Note that P̃+ ∩G ⊂ P is a normal subgroup in P . With the homomorphism
ρ : S1 −→ Aut(P̃ ∩G)
eiϕ 7→ LM(eiϕ) ◦RM(eiϕ)−1 ,
where M(eiϕ) :=
 eiϕ 0 00 e− 2iϕn In 0
0 0 eiϕ
 ,
we can form the semi-direct product S1 nρ (P̃+ ∩ G) equipped with the multiplication
(eiϕ1 , Ã1) · (eiϕ2 , Ã2) =
(
eiϕ1 · eiϕ2 , ρ(e−iϕ2)(Ã1) · Ã2
)
.
Hence we can see P as the semi-direct product of S1 and P̃+ ∩G,
S1 nρ (P̃+ ∩G) −→ P
(eiϕ, Ã) 7→ M(eiϕ) · Ã.
So with the two projections
prS1 : P −→ P/(P̃+∩G) ' S
1
and π̂ : G −→ G/(P̃+∩G)·Z(G) ' F(K
∗)





= RprS1 (A)·Z(G) ◦ π̂(u) for all u ∈ G and all A ∈ P.
As we have seen this action corresponds to multiplication by a−(n+2) for a being the first
entry of the first row of the matrix A ∈ P .
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We have required the existence of a complex line bundle E(1, 0) −→ M together with a
duality between E(1, 0)⊗(n+2) and the canonical complex line bundle of M . So by definition
we have E(1, 0)⊗(n+2) = E(1, 0)×[C∗,λn+2] C. We further set E(−1, 0) := E(1, 0)×[C∗,λ−1] C.
With these we obtain a (n+ 2)-fold covering
F(E(−1, 0)) = E(1, 0)×[S1,λ−1] S1
φ−→ F(K∗) ' F(E(1, 0)⊗(n+2)) = E(1, 0)×[S1,λn+2] S1
[u, ϕ] = [Rλu, λϕ] 7→ [u, ϕ−(n+2)] = [Rλu, λ−(n+2)ϕ−(n+2)].
Note that φ is compatible with the right actions of S1 resp. S1 ·Z(G), φ ◦Rλ = Rλ·Z(G) ◦φ.























| π̂(u) = φ(x)}.
Actually π̂(u) = φ(x) means Iso7 ◦ π̂(u) = φ(x). However we will neglect writing Iso7 in














We need to lift the right action of P on G to a right action of P on G. We set








This is well-defined since we have for all A ∈ P
π̂(RA·Z(G)u) = RprS1 (A)·Z(G) ◦ π̂(u)
= RprS1 (A)·Z(G) ◦ φ(x)
= φ(RprS1 (A)x).
The Cartan connection on G is obtained by pulling back ω, ω := pr∗1ω. This is well-defined
since devision by the centre of G has no influence on the Lie algebras and the Adjoint action
of Z(G) = {e
2πik
n+2 In+2 | k = 0, . . . , n + 1} on g is trivial. So all the properties required are
directly inherited from ω, that is to say ω is P -equivariant, reproduces the generators of the
fundamental vector fields and defines a trivialization of the tangent space of G.
Analogously to the homogeneous case we now define the Fefferman space
F := G/P̃∩G.
Consequently we can view the total space of the Cartan bundle of the CR-manifold M as a
principal G ∩ P̃ -bundle over the Fefferman space F ,
G πF−→ F with structure group G ∩ P̃ .









(u, x) ∈ G/(P̃+∩G)·Z(G) ×F(E(−1, 0))/{±1}












On the other hand we can write
F = G/P̃∩G
= G ×P P/P̃∩G.
As we have seen P acts transitively on the complex null line ` and in G the stabilizer of the
real null line l̃ is P̃ ∩G. So we obtain
F = G ×P P/P̃∩G
= G ×P (` \ {0})/R∗ .
It remains to construct the conformal class of the Fefferman space. The Cartan connection
ωM ∈ Ω1(G, g) of the Cartan bundle of the CR-manifold is also a Cartan connection for the
G∩ P̃ -principal bundle G −→ F since it is automatically G∩ P̃ -equivariant and reproduces
the generators of the fundamental vector fields X̃ with X ∈ g ∩ p̃, as both properties are
restrictions of the corresponding properties satisfied by ωM regarded as a Cartan connection
for the CR-manifold M . And of course ωu is also a linear isomorphism, ωu : TuG −→ g, for
every u ∈ G.
So in the usual way the tangent space of the Fefferman space can be written as an associated
vector bundle:
TF −→ G ×G∩P̃ g/g∩p̃
Xx 
[
u, ωu(X) + g ∩ p̃
] with u ∈ G, πF (u) = x ∈ F
and X ∈ TG, dπFX = X ∈ TF
dπF ◦ ω−1u (v)  [u, v]
.
Now we can use the in [Feh05] described natural, oriented, conformal structure cMöb of the
Möbius space G̃/P̃ ' G/G∩P̃ to define the conformal structure on F . The isomorphism
G̃/P̃ ' G/G∩P̃ and thus g̃/p̃ ' g/g∩p̃ is explained in Section 5.2. Thus for Xx ∈ TxF and
X ∈ TuG with dπFX = Xx we have ωu(X) + g ∩ p̃ ∈ g/g∩p̃ ' g̃/p̃ = TeP̃ G̃/P̃ and this is
independent of the lift X chosen. With gMöb ∈ c
Möb we set
g(Xx, Yx) := gMöb
(
ωu(X) + g ∩ p̃, ωu(Y ) + g ∩ p̃
)
,
and define finally [g] to be the conformal class of g on the Fefferman space F . Since we started
of with a strictly pseudo-convex CR manifold of real dimension 2n + 1, i.e. p = 0, q = n,
the signature of the Fefferman space is (1, 2n+ 1), although in many calculations we use the
arbitrary signature G = SU(p+ 1, q+ 1) to indicate, that in many cases the calculations do
not depend on the signature.
The canonical Cartan connections ωM and ωF are characterized by the following properties:
• ωM has ∂∗-closed curvature, that is ∂∗ ◦ ΩωM = 0.
• The homogeneous components of the curvature of degree less or equal to zero vanish,
(ΩωM )l ≡ 0 for l ≤ 0.
• ωM is torsion free, that is to say t := prg− ◦ ΩωM = 0.
• ωF is admissible, i.e. ωF = θGF ⊕ ωg1 , where θGF denotes the displacement form of
GF .
• The torsion of ωF is ∂∗-closed which is equivalent to ΩωF0 being ∂∗-closed.
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Remark 5.2 Please note that we have the following correspondence between the Feffer-
man space constructed according to [BL04] and the construction suggested by [CG08].
E(1, 0)×[S1,λ−1] S1 is a two fold covering of F[CG08]




{±1} ' E(1, 0)×[S1,λ−2] S
1
[u, ϕ] = [Rλu, λϕ] 7→ [u,±ϕ] = [Rλu,±λϕ] 7→ [u, ϕ2] = [Rλu, λ2ϕ2].
And E(1, 0)×[S1,λ−1] S1 is a (n+ 2) fold covering of F[BL04]
E(1, 0)×[S1,λ−1] S1 −→ F[BL04] ' E(1, 0)×[S1,λn+2] S1
[u, ϕ] = [Rλu, λϕ] 7→ [u, ϕ−(n+2)] = [Rλu, λ−(n+2)ϕ−(n+2)].
5.5 The Cartan Bundle of the Fefferman Space
The standard tractor bundle of the CR manifold (M,H, θ, E(1, 0)) is defined as the associated
vector bundle T := G ×P C1,n+1. This is endowed with a hermitian product h of signature
(1, n+ 1) induced by the hermitian product 〈·, ·〉1,n+1 of C1,n+1,
h
(
[u,X], [u, Y ]
)
:= 〈X,Y 〉1,n+1
= 〈pX, pY 〉1,n+1 for all p ∈ P.
The P -invariant complex line Cf− defines a natural subbundle T 1 := G ×P Cf−. Its fibres
are null with respect to h.
We furthermore obtain another associated vector bundle over the Fefferman space F
via T̃ := G ×G∩P̃ C
1,n+1 −→ F . This bundle is equipped with a real bundle metric
g̃
(
[u,X], [u, Y ]
)
:= Re〈X,Y 〉1,n+1 of signature (2, 2n + 2). The real line Rf− stabilized
by G ∩ P̃ gives rise to a real line subbundle T̃ 1 := G ×G∩P̃ Rf− whose fibres are null with




and obtain the filtration
T̃ =: T̃ −1 ⊃ T̃ 0 ⊃ T̃ 1.
The Cartan connection ω of the CR manifold M induces a tractor connection ∇T̃ .
Proposition 5.1 Let (M,H, θ, E(1, 0)) be a strictly pseudo-convex CR manifold of dimen-
sion 2n+ 1 together with an (n+ 2)nd root of the anticanonical complex line bundle. Then(
T̃ , T̃ 1, g̃,∇T̃
)
is a standard tractor bundle for (F , [hθ]) and ∇T̃ is normal. Furthermore
the Cartan bundle of the Fefferman Space is
G̃ = G ×G∩P̃ P̃
and its Cartan connection is given as
ω̃[u,p̃] = Ad(p̃
−1) ◦ π∗Gω + π∗P̃ωP̃ .
Proof: For the prove of this proposition we will use Proposition 3.9 from Subsection 3.6.2.
First of all π : T̃ −→ F is a vector bundle of real rank 2n+ 4 endowed with a bundle metric
g̃ of signature (2, 2n+ 2). The fibres of the subbundle T̃ 1 are null with respect to g̃.
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The subgroup P̃ acts on the (2n+ 2)nd tensor power of the real null line ` by multiplication
with the (2n + 2)nd power of the conformal factor, that means for p̃ =











− . As can be found in [Feh05] P̃ acts on g̃/p̃ via
Ad(p̃)(v) = a−1Av. Thus its action on the (2n + 2)nd exterior power is dual to the action





Ad∧(2n+2)(p̃)(θ) = a−(2n+2) det(A)︸ ︷︷ ︸
=1
θ = a−(2n+2)θ.
However this is the dual of the basic density bundle EF [−n] = QF ×[R+,sn] R and therefore
the null-line bundle T̃ 1 is isomorphic to the density bundle EF [−1].
The Cartan connection ω of the Cartan bundle G −→ F induces according to Proposition
3.7 a tractor connection ∇T̃ on the tractor bundle T̃ = G ×G∩P̃ C
1,n+1, i.e. ∇T̃ is a
nondegenerate o(2, 2n+ 2)-connection, which is according to Subsection 3.6.2 equivalent to
∇T̃ being compatible with the bundle metric g̃ and that we can find for every point x ∈ F
and every vector ξ ∈ TxF a section σ ∈ Γ(T̃ 1) such that ∇T̃ξ σ 6∈ T̃ 1x .
Thus according to Proposition 3.9 (T̃ 1)⊥
/
T̃ 1 is isomorphic to TF ⊗ E [−1] and (T̃ , g̃,∇
T̃ )
is a standard tractor bundle for F endowed with the conformal structure defined by the








. Hence we need to prove that both
conformal structures coincide.
For vectors X,Y ∈ TxF and a section ϕ ∈ Γ(T̃ 1) ' Γ(E [−1]) we define in compliance with
Subsection 3.6.2
g̃ϕ(X,Y ) = g̃
(
∇T̃Xϕ+ T̃ 1,∇T̃Y ϕ+ T̃ 1
)
.
Please recall that ∇T̃Xϕ is a section in T̃ 0 and can be expressed in terms of the Cartan




, where X ∈ TuG is a lift of X ∈ TxF and
ϕ̃ : G −→ ` ⊂ C1,n+1 is the to ϕ corresponding G ∩ P̃ -equivariant map. Thus we can write
g̃ϕ(X,Y ) = 〈 X(ϕ̃)u︸ ︷︷ ︸
∈`=span(f−)
+%(ω(X))(ϕ̃)u + `, Y (ϕ̃)u + %(ω(Y ))(ϕ̃)u + `〉2,2n+2.





we can simplify the equation above.
g̃ϕ(X,Y ) = 〈%(ω(X))(ϕ̃)u, %(ω(Y ))(ϕ̃)u〉2,2n+2
And with ω(X) =
 z(X) ∗ ∗Z(X) ∗ ∗
ia(X) ∗ ∗
 we can write with c ∈ R a factor depending on ϕ



























On the other hand the Fefferman space was endowed with the conformal class inherited from
the Möbius space. With the help of a section µ : PC ' G/G∩P̃ −→ C
+ ⊂ R2,2n+2 we define







































Thus the conformal structures defined by gµ and by g̃ϕ are the same and (T̃ , g̃,∇T̃ ) is a
standard tractor bundle of the Fefferman space. It remains to check the normality conditions.
This can be done with the help of the Cartan bundle of the Fefferman space. As we have
seen in Subsection 3.6.2 the Cartan bundle of the Fefferman space F can be recovered from
the tractor bundle T̃ .
G̃ =
{
γx : C1,n+1 −→ T̃x
∣∣ x ∈ F , γx orthogonal, γ(`) ⊂ T̃ 1x }
This is isomorphic to the P̃ -principal bundle G ×G∩P̃ P̃ since
G̃ −→ G ×G∩P̃ P̃
γx







and Au ∈ P̃
 7→ [u,A
u] = [Rpu, p
−1 ·Au] = [Rpu,ARpu]
Rpγx = γx ◦ p 7→ [u,A · p] = Rp[u,A].
Thus sections of the tractor bundle T̃ can be written as G∩P̃ -equivariant maps G −→ C1,n+1
or as P̃ -equivariant maps G̃ −→ C1,n+1.





7→ t̃G̃ : [u, p̃] 7→ p̃−1v P̃ -equivariant
So with the inclusion G 3 u 7→ [u, id] ∈ G̃ we obtain t̃G̃ |G = t̃G . According to Proposition
3.7 the Cartan connection on the Cartan bundle G of the CR manifold M induces the
tractor connection on the tractor bundle T̃ which again induces the Cartan connection on
the Cartan bundle G̃. Thus we can write for the Cartan connection ω̃ of the P̃ -principal

















= X(t̃G)u + ωu(X)(t̃








Since the Cartan connection has to be P̃ -equivariant and reproduce the generators of the
fundamental vector fields this already implies that ω̃ is given by
ω̃[u,p̃] = Ad(p̃
−1) ◦ π∗Gω + π∗P̃ωP̃ ,
where ωP̃ denotes the Maurer Cartan form of P̃ and πG and πP̃ are the obvious projections.
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As we have already seen in the beginning of this proof (T̃ , g̃,∇T̃ ) is a standard tractor bundle
for the Fefferman space, it now remains to check the normality condition, Ωω̃−
!
= 0. We need
to take a look at the curvature of the Cartan connection ω̃. With similar calculations as
in the proof of Lemma 3.8 and keeping in mind that the bracket [·, ·]∧ for one-forms is


















) ◦ π∗Gω + π∗P̃ωP̃ , Ad(π
−1
P̃



















































) ◦ π∗Gω, π∗P̃ωP̃
]∧
︸ ︷︷ ︸






















In the conformal case we have Ad(p̃0)(g̃−1) = g̃−1 and Ad(p̃0)(g̃1) = g̃1 for all elements p̃0 ∈
G̃0 (see for example [Feh05]). Furthermore for elements p̃ ∈ P̃ it holds Ad(p̃)(g̃i) ⊂ g̃i. Thus
the vanishing of the g̃−1 component of the curvature of the Cartan connection ω̃ requires
the g̃−1 component of the curvature of the Cartan connection ω to vanish, prg̃−1 ◦ Ωω
!≡ 0.
However this means Ωω has to have values in g ∩ p̃ ⊂ p ⊂ g, that is ω has to be torsion
free. This however is implied by the integrability of the CR-structure of M as is discussed
in Section 4.5. So we have proven that (T̃ , T̃ 1, g̃,∇T̃ ) is a standard tractor bundle of
the Fefferman space where ∇T̃ is normal, the corresponding Cartan geometry is given by
G̃ = G ×G∩P̃ P̃ and ω̃[u,p̃] = Ad(p̃
−1) ◦ π∗Gω + π∗P̃ωP̃ .
2
5.6 The S1-Action
We will now take a closer look at the fundamental vector field generated by the S1-action
on the Fefferman space.
Multiplication by the complex number i gives an endomorphism of T̃
i : T̃ = G ×G∩P̃ C
1,n+1 −→ T̃
[u, v] 7→ [u, iv].
Since the subgroup G∩ P̃ is complex linear i commutes with all elements of it. Furthermore
i = ddte
it|t=0 is an element of Lie algebra g̃ = o(2, 2n+1) since we have for the inner product
Re〈iX, Y 〉1,n+1 +Re〈X, iY 〉1,n+1 = Re
(
− i〈X,Y 〉1,n+1 + i〈X,Y 〉1,n+1
)
= 0.
Due to i commuting with every g ∈ G ∩ P̃ the constant map I : G 3 u 7→ i ∈ g̃ is G ∩ P̃ -
equivariant, I(Rpu) = Ad(p−1)i = i. Thus we obtain a section of the adjoint tractor bundle
of the Fefferman space, denoting it with the same symbol,
I : F −→ G ×G∩P̃ g̃ ' G̃ ×P̃ g̃
x 7→ [u, i] = [Rpu, i] with π(u) = x
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and a vector field
ĩ : F −→ TF
x 7→ dπF ◦ ω̃−1(i).
Proposition 5.2 The vector field ĩ ∈ X(F) is nowhere vanishing and generates the vertical
bundle of F −→M . Furthermore ĩ is a conformal Killing vector field and the curvature Ωω̃
vanishes if lifts of ĩ are inserted.
Proof: We fix an element p ∈ p, which acts by multiplication with the complex number i
on the real line ˜̀. Since p does not preserve the null line ˜̀ it is no element of g∩ p̃. However
(i · id− p)|˜̀≡ 0 and so especially i · id− p ∈ p̃. Thus the isomorphism g/g∩p̃ −→ g̃/p̃ known
from Section 5.2 maps the element p+g∩ p̃ 6= 0 to i · id+ p̃, that is to say i · id is no element
of p̃. Considering the projection
πg/p : g̃/p̃ 3 i+ p̃ 7→ 0 ∈ g/p
l ω̃x ωπ(x) l
TxF Tπ(x)M
we see, that ĩ = dπF ◦ ω̃−1(i) is nowhere vanishing and generates the vertical bundle of
F −→M .
Another way of describing the vector field ĩ is obtained by using an element p ∈ p, which
acts by multiplication with i on ˜̀. As discussed above p+ g ∩ p̃ is mapped to i · id+ p̃ and
therefore we get












We can set for example
p =
 i − 2in In
i
 and φt =
 eit e− 2itn In
eit
 .
In order to see that ĩ is a conformal Killing vector field we check the Lie derivative of a
metric from the conformal class of the Fefferman space in direction of the vector field ĩ.
Recall that the conformal class of F was given by the conformal class of the Möbius space





























Thus ĩ is a conformal Killing vector field.
Since the curvature of the Cartan connection ω̃ is described by the curvature of ω and since
lifts ĩ of the vector field ĩ are vertical with respect to the Cartan bundle (G, πM ,M ;ω) we
obviously obtain
Ωω̃ (̃i, ·) = Ad(π−1
P̃
) ◦ π∗GΩω (̃i, ·) ≡ 0.
2
134
5.7 The Construction of [BL04] Revisited
Using several of the isomorphisms of Section 5.4 we get similar results for the construction






)∧n] ∧n+1,0(g/p) −→ K
[u,X2 ∧X11 ∧ · · · ∧X1n] 7→
(




dπC ◦ (ωC)−1u (X∗11)
)∗
∧ · · · ∧
(
dπC ◦ (ωC)−1u (X∗1n)
)∗
.
The P -action here is according to Subsection 4.2.2 given by
Ãd(A)(E′) = an+2E′
for A =
 a −aZ∗B b0 B Z
0 0 a−1
 modulo the center of G. However in our calculations it is
sufficient to neglect the center of G since it cancels out anyways. This is equivalent to P
acting on the complex null line ` = Cf− by
%−1 : P × ` −→ `
(A,X) 7→ An+2X = an+2X.
I.e. K ' G ×[P,%−1] `.
And we obtain
F = (K \ {0})/R+ ' G ×[P,%−1] (` \ {0})/R+ .
Note that the action %−1 is transitive on ` and therefore transitive on the rays (` \ {0})/R+ .
Now the stabiliser of the real ray R+f− ⊂ ` \ {0} with respect to the action %−1 is





∣∣ Af− = λf− for a λ ∈ R+}.




The g̃−1-component of the Cartan connection of the Fefferman space is given by the dis-
placement form of the bundle of all conformal reperes with respect to the metric hθ (see
[Feh05] for example). And with P̃ acting on this component by conformal isomorphisms
the conformal class of hθ is the same as the one defined with the help of the metric of the
Möbius space by
gMöb(ωF (X) + p̃, ωF (Y ) + p̃),
where X and Y are lifts of vector fields X,Y ∈ X(F).
This structure we also have for the construction of [CG08]. Here the conformal structure
was defined via
g(Xx, Yx) := gMöb
(
(ωM )u(X) + g ∩ p̃, (ωM )u(Y ) + g ∩ p̃
)
see Section 5.4.
As above P̃ acts by conformal isomorphism on the g̃−1-component. And so with the Cartan
connection of the Fefferman space being defined as (ωF )[u,p̃] = Ad(p̃




this is the same as the conformal class defined by
g(Xx, Yx) := gMöb
(




Thus with the help of the Cartan connections we obtain conformal pointwise isomorphisms
TxF[CG08] ←→ g̃−1 ←→ TxF[BL04].
Joined by the coverings from Section 5.4 we obtain that those coverings are conformal, i.e.




2 : 1 (n+ 2) : 1
F[CG08] F[BL04]






While it is quite easy to define a boundary of a Riemannian manifold, physicists encountered
many challenges when searching for ways to define the boundary of a space-time. One of the
first approaches using geodesics soon turned out to be dissatisfactory. Geroch for example
constructed a space-time which is geodesically complete but still contains an inextendable
curve of bounded acceleration. I.e. in such a space-time a rocket charged with a finite
amount of fuel would actually reach “the boundary” of this universe. The idea of a boundary
constructed with the help of bundles was suggested by Ehresman in 1957 and reformulated
and studied by Schmidt in [Sch71], [Sch73] and [Sch74] for semi-Riemannian and conformal
manifolds. This boundary of space-times and conformal manifolds was at first denoted with
∂b due to the underlying bundle construction. However since the bundle in question is the
Cartan bundle and since this construction is applicable for all Cartan geometries we will
denote this boundary by ∂CB . We hope that in doing so, we will avoid a mix up with other
boundaries such as the conformal or the causal boudary.
This boundary construction is of great interest not only because of the broad usability but
also since it is intrinsic and enlarges other intrinsic boundary definitions such as geodesical
boundaries or ba-boundaries (bounded acceleration) as we will see later. In the case of
Riemannian manifolds the Cartan boundary actually coincides with the metric boundary.
Thus in this sense the Cartan boundary expands the definition of the metric boundary to
a broad variety of manifolds, namely the Cartan geometries. In this chapter we will define
the Cartan boundary and take a look at several examples. Properties such as completeness,
relations to other boundary definitions and Hausdorffness will be studied.
6.1 Definition of the Cartan Boundary
Here we will give a general definition of the Cartan boundary of a Cartan geometry.
Let π : G −→ M be a Cartan geometry of type (G,P ) and ω ∈ Ω1(G, g) its Cartan con-
nection. Without loss of generality we assume G to be connected. Otherwise the Cartan
boundary can be constructed for each connected component seperately.
Let (a1, . . . , ar) be a basis of g. Hence the ω-constant vector fields Ai(u) := (ωu)
−1(ai),
i = 1, . . . , r form a global frame of G. Using this we can define a Riemannian metric % on G
via %(Ai, Aj) := δij . We obtain the corresponding distance d% which makes (G, d%) a metric
space:
d% : G × G −→ R+
(u, v) 7→ d%(u, v) := inf {`(γ) | γ ∈ Ω(u, v)} .
Here Ω(u, v) denotes the space of all piecewise smooth paths from u to v, and the length `






By fixing an inner product 〈·, ·〉 on g such that (a1, . . . , ar) is an orthonormal basis and ‖ · ‖





We define G to be the Cauchy completion of (G, d%) in the usual way. I.e. for the metric
space (G, d%) we denote with CF (G, d%) the space of all Cauchy sequences. Two Cauchy
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sequences (xn)n∈N, (yn)n∈N ∈ CF (G, d%) are defined to be equivalent, (xn)n∈N ∼ (yn)n∈N, if
the limit limn→∞ d%(xn, yn) is zero. Now we set
G := CF (G, d%)/∼.
The metric space G can be considered as a subset of G by
G −→ G
x 7→ [(xn = x)],












Then (G, d%) is a complete metric space and G ⊂ G is dense.
Choosing in the beginning a different basis (a′1, . . . , a
′
r) of g gives a metric d%′ which is
equivalent to d%. Then G
′
= CF (G, d%′) is identical to G and the metrics d% and d%′ are
equivalent on the Cauchy completion G.
Thus the construction of the topological space G is independent of the basis (a1, . . . , ar)
chosen.
By definition the boundary points of G are given by the non-converging Cauchy sequences.
However when searching for boundary points it is also possible to look for piecewise smooth
curves γ : [0, 1) −→ G which are inextendable in G and of finite length.
Any such curve γ : [0, 1) −→ G defines a boundary point since for a sequence tn
n→∞−→ 1 the
corresponding sequence of the points of the curve (γ(tn))
∞
n=1 is a non-converging Cauchy
sequence. The other way round given a non-converging Cauchy sequence (xn)
∞
n=1 and fixing
some 0 < q < 1 we can find an increasing sequence of natural numbers nk such that for
all k ∈ N and all n,m ≥ nk we have dρ(xn, xm) < qk. According to the definition of the
distance d% we have a piecewise smooth curve γk :
[




−→ G connecting xnk
and xnk+1 with length `(γk) < 2q
k, i.e. γk(1 − 1k ) = xnk and γk(1 −
1
k+1 ) = xnk+1 . So
for the piecewise smooth curve γ : [0, 1) −→ G defined by γ|[1− 1k ,1− 1k+1 ] := γk we have
`(γ) ≤
∑∞
k=1 `(γk) < 2
∑∞
k=1 q
k = 2q1−q . Hence γ is a piesewise smooth curve of finite length
whose image contains the subsequence (xnk) and therefore γ is inextendable, of finite length
and defines the same boundary point as the Cauchy sequence (xn).
Please note that two inextensible curves of finite length might define the same boundary
point. Here equivalence can be checked by going back to the setting of Cauchy sequences.
We will now prove that for all p ∈ P the right action Rp : G −→ G of p on G is uniformly
continuous with respect to the distance d% defined by %. If that is proven the right action
of P can be uniquely prolonged to G.
Lemma 6.1 For all p ∈ P the right action Rp : G −→ G of p on G is uniformly continuous
with respect to the distance d%.
Proof: Fixing an element p ∈ P we can write for the length of a curve γ : [0, 1] −→ G
`(Rp ◦ γ) =
∫ 1
0









= ‖Ad(p−1)‖ · `(γ).
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Hence for all points u, v ∈ G we have d%(Rpu,Rpv) ≤ ‖Ad(p−1)‖d%(u, v). Thus for all p ∈ P
the right action Rp : G −→ G of p on G is Lipschitz continuous and therefore uniformly
continuous with respect to the distance d%.
2
Remark 6.1 As we have seen in the proof above, ‖Ad(p−1)‖ is a Lipschitz constant for
Rp : G −→ G and it depends continuously on p. So for some δ > 0 the supremum of all
Lipschitz constants supA∈Bδ(0)‖Ad(exp(−A))‖ is finite.
Now the right action of P can be uniquely prolonged to G. For u ∈ G being represented by
the Cauchy sequence (un) we set Rpu to be the class of the Cauchy sequence (Rpun). This


















I.e. (Rpxn)n∈N and (Rpyn)n∈N define the same point in G.
Lemma 6.2 The right action of P is continuous on G. More precisely
G × P −→ G
(u, p) 7→ Rpu
is continuous.
Proof: On P we have the distance d% in the same way as on G by defining the left invariant
vector fields given by the fixed frame (a1, . . . , ar) (or rather this part of this g-frame, which
gives a frame of p) to be orthonormal. First of all Rp : G −→ G is Lipschitz continuous
with Lipschitz constant ‖Ad(p−1)‖ as we have just seen. Further for any u ∈ G the map
P 3 p 7→ Rpu ∈ G is continuous in the neutral element e ∈ P . Of course this is true for all
u ∈ G so to verify this it is sufficient to find for every ε > 0 and every u ∈ G \ G a δ > 0
such that d%(Rexp(A)u, u) < ε for all A ∈ p with ‖A‖ < δ. The following picture illustrates
the idea of the proof.
Rexp(A)v
v





Since the exponential map exp : p −→ P is a local diffeomorphism around zero, we can fix
a δ̃ > 0 such that the restriction exp : Bδ̃(0) −→ exp(Bδ̃(0)) is a diffeomorphism and we set
Cε := supA∈B
δ̃
(0) ‖Ad(exp(−A))‖ < ∞, where ‖Ad(exp(−A))‖ is the Lipschitz constant of
Rexp(A). Hence for all curves γ and all A ∈ p with ‖A‖ < δ̃ we have `(Rexp(A) ◦γ) ≤ Cε`(γ).
Now let γ : [0, 1) −→ G be a curve defining u and γ denotes its extension in G, that is γ is of
finite length and γ(1) := limt→1γ(t) = u. Choose δ1 > 0 such that `(γ|[1−δ1,1]) < ε2(1+Cε) .











































Now let [(xn)n∈N] and [(yn)n∈N] be two points in G and p, p̂ ∈ P with d%(p, p̂) sufficiently






























With P 3 p 7→ Rpu ∈ G being continuous in the neutral element e ∈ P for any u ∈ G this















So the right action G × P −→ G is continuous.
2
We obtain the following diagram
G −→ G
π1 ↓ ↓ π1
G/P = M −→ M := G/P .
Devision by P gives M := G/P . The Cartan boundary of the Cartan geometry (G, π,M ;ω)
is now defined as ∂CBM := M \M .
On M and ∂CBM we use the quotient topology, that is to say we require the projection map
to be continuous. A subset U ⊂M is defined to be open if its preimage π1−1(U) ⊂ G is open.
Given an open subset U ⊂ G the projection π1(U) ⊂M is also open since π1−1◦π1(U) = U ·P
and the right action of P is continuous and open. Hence the projection π1 : G −→ M is
continuous and open.
We have seen, that the boundary points of a Cartan geometry are defined by inextensible
curves of finite length. However we want to point out, that vertical curves never define
boundary points since any vertical curve γ : [0, 1) −→ G can be written as γ(t) = Rp(t)u for


















And since P is a homogeneous space with a left invariant Riemannian metric it is complete.
So any vertical curve γ in G which is of finite length, is given by a curve p in P which is of
finite length and therefore extendable. Hence γ itself would be extendable.
Thus there are no inxetensible vertical curves of finite length.
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Still the following questions arise:
• Are all boundary points already defined by a special set of inextendable curves of
finite length? In Riemannian geometry for example it is sufficiert to consider just the
geodesics. Are there curves like that in Cartan geometry?
For principal bundle connections we can define for example horizontal curves. Some
Cartan connections allow such a definition as well. So are in thoses cases the boundary
points already given by horizontal curves?
For all Cartan geometries we have ω-constant curves, whose vector of velocity is
mapped by the Cartan connection onto a constant element of the Lie algebra. Is
it sufficient to take a look at those curves in order to determine the Cartan boundary?
• Having given a Cartan geometry (G, π,M ;ω) is the Cartan boundary of an open subset
U ⊂M the same as the topological boundary defined by the embedding U ↪→M?
• If γ : I −→ G is a curve defining a boundary point, what do we know about π ◦ γ?
• What does the defined distance on G has to do with the distance on M , if we have
actually given a Riemannian manifold?
• Do all inextendable geodesics on a semi-Riemannian manifold define boundary points?
What does finite length mean here?
6.2 Examples
6.2.1 The Cartan Boundary of the Homogeneous Model
We want to determine the Cartan Boundary of the model space as it is done in [Fra08].
Let (G,P ) be a Cartan model, that is to say G is a Lie group, P ⊂ G a closed subgroup
and G/P connected. The Cartan geometry of the homogeneous space G/P is given by the
principal bundle (G, π,G/P ) with structure group P , together with the Maurer Cartan form








is invariant under the left action of G and so is the Riemannian
metric ρ.
I.e. we have given a homogeneous space with a left invariant Riemannian metric. Hence the
space (G, ρ) is complete and we have for the Cartan boundary
∂CBG = ∅
and ∂CBG/P = ∅.
6.2.2 The Cartan Boundary of the Conformal Space Rp,q
The example of space Rn endowed with the standard conformally flat structure is discussed
in [Fra08] as well. The model space for Rn is the sphere Sn which can be seen as the
homogeneous space Oc(1, n+1)/P̃ where P̃ is a parabolic subgroup. Details can be found in
[Feh05]. Note that for conformal manifolds of dimension n ≥ 3 a unique Cartan connection,
namely the normal Cartan connection, can be distinguished among all Cartan connections.
So for conformal manifolds of dimension n ≥ 3 the Cartan boundary is also uniquely defined
by the conformal structure. Hence we consider conformal manifolds of dimension n ≥ 3.
Using the stereographic projection the space Rn can be conformally embedded into the
sphere Sn. The image is open and missing just one point of the sphere. Hence the Cartan
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bundle of Rn is identified with Oc(1, n+1) missing one P̃ -Orbit. Since Oc(1, n+1) is complete
and the Cartan bundle of Rn an open and dense subset of it, the Cauchy completion of the






Let us generalise the ideas from above by considering any signature. We start with the
standard conformally flat space Rp,q of signature (p, q), p + q ≥ 3. In this case the model
space is the Möbius space (Qp,q, cp,q), i.e. the projectivated light cone, of the same signature,
Qp,q = PC = P{x ∈ Rp+1,q+1 | 〈x, x〉p+1,q+1 = 0}.
Details on this construction and the conformal embedding
i : Rp,q −→ Qp,q




(en+1 − e0) and fn+1 := 1√2 (en+1 + e0) can be found in [Feh05]. The subset
i(Rp,q) = {x ∈ C | 〈x, f0〉p+1,q+1 6= 0} ⊂ Qp,q is open and dense and i∗cp,q = [〈·, ·〉p,q].
The Möbius space is a homogeneous space, namely Qp,q = Oc(p + 1, q + 1)/P̃ , where P̃ is
the stabiliser of the null line Rf0 in Rp+1,q+1. Hence the Cartan boundary of the Möbius
space is empty. The Cartan bundle of the Möbius space is
(




Oc(p+ 1, q+ 1) is complete. With the help of the conformal embedding i the Cartan bundle
of Rp,q can be regarded as a subbundle of Oc(p+ 1, q+ 1) and its Cauchy completion is the
whole space Oc(p+1, q+1) since the subset i(Rp,q) ⊂ Qp,q is open and dense. Consequently






= Qp,q \ i(Rp,q)
= P
{








R(x+ λf0) | x ∈ Rp,q, 〈x, x〉p,q = 0, λ ∈ R
}
.




is just a point. However











R(µx+ λf0) | x ∈ Qp−1,q−1, µ, λ ∈ R with µ ≥ 0 and µ2 + λ2 = 1
}
= Qp−1,q−1 × S1+
/
∼
with S1+ := {eiϕ | 0 ≤ ϕ ≤ π}
and (Rx, eiϕ) ∼ (Ry, eiψ) if ϕ,ψ ∈ {0, π}.
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The conformal class cp,q is degenerated along S
1 and the restriction of cp,q to any subset
Qp−1,q−1 × {eiϕ} for ϕ ∈ (0, π) is exactly the conformal class cp−1,q−1 of Qp−1,q−1.
For example the Cartan boundary of R1,2 looks like this:
6.2.3 The Cartan Boundary of Cartan Geometries Modeled on a
Reductive Space
Let G/P be a reductive space, that is the Lie algebra g of the Lie group G can be written
as a direct sum g = p ⊕ m such that m is Ad(P )-invariant, Ad(P )m ⊂ m. Let furthermore
(G, π,M ;ω) be a Cartan geometry of type (G,P ). Then the Cartan connection splits into two
components ω = prp ◦ ω︸ ︷︷ ︸
=:ωp
+ prm ◦ ω︸ ︷︷ ︸
=:ωm
. The p-component ωp is a principal bundle connection
on the P -principal bundle, that is to say R∗pωp = Ad(p
−1) ◦ωp for all p ∈ P and ωp(X̃) = X
for all X ∈ p. The m-component ωm of the Cartan connection is P -equivariant as well,
R∗pωm = Ad(p
−1)◦ωm for all p ∈ P , and furthermore its kernel is the vertical tangent space,
ker(ωm)u = TvuG. Hence ωm is a soldering form also named displacement form.
The other way round a soldering form θ ∈ Ω1(G,m) combined with a P -principal bundle
connection A ∈ Ω1(G, p) gives a Cartan connection ω = θ+A ∈ Ω1(G, g). We will therefore
write for every Cartan connection of a Cartan geometry modeled on a reductive space
ω = θ +A, where θ is a soldering form and A a principal bundle connection.
A curve γ : I −→ G is said to be horizontal if A(γ̇) vanishes. For any curve γ : [0, 1) −→ G











dRp ◦ γ̇ + d̃Lp−1 ṗ
)
= Ad(p−1) ◦A(γ̇)︸ ︷︷ ︸
∈p
+dLp−1 ṗ
is solvable in P . We denote the horizontal curve Rp ◦ γ by γ∗.
In the semi-Riemannian case this has a nice interpretation. For a semi-Riemannian mani-
fold (M, g) of signature sign(g) = (p, q) the Cartan bundle is given as the bundle of all or-
thonormal reperes O(M, g) and the Oc(p, q)-principal bundle connection is the Levi-Civita
connection Ag which is joined by the displacement form θ to create the Cartan connec-
tion, ω = Ag + θ. Then the horizontal curves γ∗ are parallely propagated frames along
the projected curves γ = π ◦ γ∗. Consequently the length of a horizontal curve γ∗ is the
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length of its projection γ messured in the parallely propagated frame γ∗. This is exactly
what physicists call the affine length of the curve γ (see for example [HE73]). To determine
the affine length of a curve γ : I −→ M a frame is parallely propagated along the curve,
(ei) : I −→ Oc(p, q) and π ◦ (ei) = γ. The coordinates of the vector of velocity with respect
to the parallely propagated frame are determined, γ̇ = (v1, . . . , vn)
t · (e1, . . . , en). The euk-




‖(v1, . . . , vn)‖dt.
Note that horizontal curves are not necessarily shorter than other curves with the same
projection and the same starting point. This can already be seen in the flat two dimensional
Lorentzian case, R1,1 where the Cartan connection is given by the Levi-Civita connection
plus the displacementform. The length of the horizontal curve γ∗ : [0, 1] −→ O(1, 1) defined






















for some α > 0. The curve RA(tα) ◦γ∗ has the same










































































If we choose for example α =
√√













Hence in some cases horizontal curves can be arbitrarily much longer than some other curves
with the same projection and starting point.
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Nevertheless in the reductive case it is sufficient to consider the horizontal curves in order
to find all boundary points of the Cartan geometry.
Proposition 6.1 For a Cartan geometry (G, π,M ;ω) modeled on a reductive space G/P
the boundary points are already given by all inextensible, horizontal curves γ : [0, 1) −→ G
of finite length.
Proof: Let γ : [0, 1) −→ G be a curve defining a boundary point of G, that is γ is of finite
length and inextendable. We set γn : [0, 1) −→ G to be the curve defined to be a part




. For every n ∈ N we have a curve pn : [0, 1) −→ P with
γn = Rpn ◦ γ∗n and pn(0) = e, where γ∗n is the horizontal curve with the same starting point
and the same projection as γn. We use an inner product on g = p ⊕ m which corresponds
with the splitting, i.e. we require that p and m are to be orthogonal with respect to the
















∥∥Ad(p−1n ) ◦ ω(γ̇∗n)︸ ︷︷ ︸
∈m






(∥∥Ad(p−1n ) ◦ ω(γ̇∗n)∥∥+ ∥∥dLp−1n ṗn∥∥)dt.
Since γ is of finite length, the lengths of γn tend to zero for increasing n. Hence we have
ṗn
n→∞−→ 0 and pn(t)
n→∞−→ pn(0) = e. So we can find a number N ∈ N such that γ∗N
and pN are of finite length. Since P is a closed group the limit of pN (t) for t → 1 exists,
limt→1 pN (t) =: p̂ ∈ P . Hence γ∗N has to be inextendable. So Rp̂ ◦ γ∗N is an inextensible,
horizontal curve of finite length, defining the same boundary point in G as γ.
Therefore, the boundary points of a Cartan geometry modeled on a reductive space are
already given by all inextendable, horizontal curves of finite length.
2
Remark 6.2 In Section 6.3 we will give an example of a Cartan geometry modeld on a
reductive space which has a nonempty Cartan boundary although all ω-constant and con-
sequently all ω-constant horizontal curves are complete. So in the reductive case the set
of relevant curves for the Cartan boundary cannot be reduced to the ω-constant horizontal
curves also called geodesics.
6.2.4 The Cartan Boundary of Semi-Riemannian Manifolds
Semi-Riemannian manifolds are a special case of Cartan geometries modeled on a reductive
space. The Cartan bundle of a semi-Riemannian manifold (M, g) of signature (p, q) is given
by (O(M, g), π,M ;ALC + θ) where O(M, g) denotes the bundle of all orthonormal reperes
with structure group O(p, q).
For semi-Riemannian manifolds geodesics have been used in the past to define boundaries
(see for example [Ger68a]) since incomplete geodesics seemed to hint at the presence of
singularities. However Geroch himself (see [Ger68]) gave an example of a Lorentzian manifold
where geodesical completeness does not imply completeness in an intuitive manner. So
geodesical completeness is not a satisfactory concept in the pseudo-Riemannian case. Still
any boundary definition is required to produce endpoints for incomplete geodesics.
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In order to detect the geodesics of a semi-Riemannian manifold (M, g) in the Cartan bundle
(G = O(M, g), π,M ;ALC + θ) we need the notion of ω-constant curves. A curve γ : I −→ G
is called ω-constant if the Cartan connection transfers its tangent vector to a constant vector
in the Lie algebra g, ω(γ̇) = const.
Lemma 6.3 Let (Mn, g) be a semi-Riemannian manifold of signature (p, q), p + q = n,
with the Cartan bundle (O(M, g), π,M, ω = θ + ALC). The horizontal, ω-constant curves
project to geodesics in M and every geodesic in M can be lifted to a horizontal, ω-constant
curve. I.e. in M = M ∪∂CBM all geodesics, that is all projections of horizontal, ω-constant
curves, are complete.
Proof: Let γ̃ : I −→ O(M, g) be a horizontal ω-constant curve and γ = π ◦ γ̃. Since γ̃ is a
repere, we write γ̃ = (γ̃i)
n
i=1. It holds
0 = ALC( ˙̃γ) =
∑
i<j
εiεjg(∇γ̇ γ̃i, γ̃j)Eij .
Hence we have ∇γ̇ γ̃i = 0 for all i = 1, . . . , n. Denote the coordinates of γ̇ with respect to
the frame γ̃ with γk, that is to say γ̇ =
∑
k εkγkγ̃k. Since θ(
˙̃γ) = [γ̃]−1(γ̇) = const we know






dt = 0 since γ̃k is parallel along γ.
So γ is a geodesic.
The other way round let γ : I −→ M be a geodesic and γ̃ : I −→ O(M, g) a horizontal lift
of γ, i.e. ALC( ˙̃γ) = 0. Since γ̇ and γ̃ are parallely propagated along γ the displacementform
maps ˙̃γ onto a constant vector, θ( ˙̃γ) = [γ̃]−1(γ̇) = const. Thus γ̃ is a ω-constant horizontal
curve.
2
Hence a semi-Riemannian manifold with an empty Cartan boundary is geodesically com-
plete.
Note that not every ω-constant curve in O(M, g) projects onto a geodesic or pregeodesic.
For example let γ̃ be a ω-constant curve with ALC( ˙̃γ) = Ekl and θ( ˙̃γ) = (1, . . . , 1). The
projection of γ̃ is again denoted with γ. With ALC( ˙̃γ) =
∑
i<j εiεjg(∇γ̇ γ̃i, γ̃j)Eij
!
= Ekl we











Since γ̇ and ∇γ̇dt are not collinear γ is no geodesic and no pregeodesic.
Inspired by the two dimensional geodesically complete Lorentzian manifold which contains
a timelike curve of bounded acceleration and finite length explained by Geroch in [Ger68]
another definition of completeness for Lorentzian manifolds arises (see [BEE96]).
Definition 6.1 A Lorentzian manifold (M, g) is said to be b.a. complete (bounded acceler-
ation) if all inextensible, unit speed, timelike curves γ : I −→M with bounded acceleration,




|g(γ̇, γ̇)| 12 dt.
Another example of a Lorentzian manifold which is geodesically complete but not b.a. com-
plete was given in [Beem76].
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Lemma 6.4 A Lorentzian manifold (M, g) which is not b.a. complete has a nontrivial Car-
tan boundary.
Proof: Let (M, g) be of signature (1, q). Since the Lorentzian manifold (M, g) is not
b.a. complete, we have an inextensible, unit speed, timelike curve γ : I −→ M of bounded
acceleration and finite length. This implies especially that the intervall I has to be bounded.
We need to prove that the length of γ messured in a parallely propagated orthogonal frame
is finit.
Let γ∗ : I −→ O(M, g) be a horizontal lift of γ, that is to say γ∗ is a parallely propagated
orthogonal repere (γ∗0 , . . . , γ
∗
q ) along γ. We denote the coordinates of the tangent vector




i . With those coordinates we
can write































= − ˙̇γ20 + ˙̇γ21 + · · ·+ ˙̇γ2q︸ ︷︷ ︸
=〈 ˙̇γ̂, ˙̇γ̂〉q
.
According to the Cauchy Schwarz inequality we get

















= ḟ2 cosh2 ◦f.
Since γ is a curve of bounded acceleration, the derivative of f has to be bounded as well
since we can write using the estimation above
B > g(∇γ̇ γ̇,∇γ̇ γ̇)
≥ −ḟ2 sinh2 ◦f + ḟ2 cosh2 ◦f
= ḟ2.
Hence f is bounded on the bounded intervall I and so is the displacement form applied to
the derivative of the horizontal lift γ∗.
‖θ(γ̇∗)‖2 =
∥∥[γ∗]−1(γ̇)∥∥2
= γ̇20 + γ̇
2
1 + · · ·+ γ̇2q
= cosh2 ◦f + sinh2 ◦f
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However this implies that the length of γ∗ is finite, since the intervall I and the map f
are bounded. Of cause γ∗ is inextendable for otherwise its projection γ could be extended.
Hence γ∗ defines a boundary point in the Cartan bundle O(M, g). So any Lorentzian
manifold which is not b.a. complete has a nontrivial Cartan boundary.
2
Remark 6.3 Spacelike geodesic completeness is not implied by b.a. completeness. An ex-
ample is given by changing the sign of the metric of the manifold given in [Ger68] which is
timelike incomplete but null and spacelike complete.
Remark 6.4 The concept of b.a. completeness does not work for pseudo-Riemannian mani-
folds with more than one time dimension. Here a unit length, timelike curve of finite length
and bounded acceleration may have infinite length messured in a parallely propagated frame,
i.e. a horizontal lift of such a curve may be of infinite length. Thus a pseudo-Riemannian
manifold with more than one time dimension might have an empty Cartan boundary and
still be b.a. incomplete.
Consider for example in the flat pseudo-Riemannian space R2,1 the following inextensible








. Due to the signature the second and third
coordinates cancel out. So the length of the curve γ is one, l =
∫ 1
0



















































In addition it seems weird to call such a curve one of bounded acceleration. So this concept
should be restriced to the Lorentzian case.
6.2.5 The Cartan Boundary of Riemannian Manifolds
As we will now see, for Riemannian manifolds the Cartan boundary is exactly the same as
the boundary defined by the metric. I.e. the Cartan boundary is a generalisation of the
metrical boundary.
The Cartan bundle of a Riemannian manifold (M, g) is given by (O(M, g), π,M ;ALC + θ)
with structure group the connected component of O(n) containing the neutral element,
which we will denote by Oc(n).
Proposition 6.2 For a Riemannian manifold (M, g) the Cartan boundary is identical to
the metrical boundary defined by the metric g.
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Proof: As we have seen the points of the Cartan boundary are given by all inextensible,
horizontal cuves of finite length. Let γ : [0, 1) −→ O(M, g) be an inextendable, horizontal
























= `g(π ◦ γ).
So every inextendable, horizontal curve of finite length in O(M, g) projects to an inextensible
curve of finite length in M . The other way round, the horizontal lift of an inextensible curve
in M is also of finite length. Hence the metrical boundary defined by the Riemannian metric
g is identical to the Cartan boundary.
2
Remark 6.5 In [NO61] it was proven that any Riemannian manifold can be made geodesi-
cally complete by a global conformal change. So, since in the Riemannian case geodesical
completeness and Cartan completeness are equivalent, this is also true for the Cartan bound-
ary. I.e. for any Riemannian manifold we have a global conformal change such that it has
no Cartan boundary.
Remark 6.6 In the pseudo-Riemannian case there are manifolds which are nonspacelike
geodesically incomplete and cannot be made complete by any global conformal factor. See
for example [Mis67].
6.3 Completeness
As we have seen in the examples in Section 6.2 there are several ways of defining com-
pleteness. We say that a manifold is Cartan complete if its Cartan boundary is empty. A
manifold with a Cartan geometry modeled on a reductive space is said to be horizontally
complete if all horizontal curves in the total space of the Cartan bundle are complete. For
Lorentzian manifolds we also have the notion of b.a. completeness, that is all unit speed,
timelike curves of bounded acceleration have to be complete. And for semi-Riemannian
manifolds (spacelike, timelike, null) geodesical completness is given if all (spacelike, time-
like, null) geodesics are complete. We will at first illustrate the relations between those
concepts as already discussed above.
For a manifold with a Cartan geometry modeled on a reductive space Cartan completeness
and horizontal completeness are equivalent and imply ω-completeness.





For Lorentzian manifolds we have many different concepts of completeness which are not
equivalent.
Cartan completeness ⇐⇒ horizontal completeness
⇓6⇑ ⇓6⇑




In the Riemannian case all concepts coincide.
Cartan completeness ⇐⇒ horizontal completeness
m m
ω-completeness ⇐⇒ geodesical completeness
We will now discuss concepts of completeness in the general setting.
Let (G, π,M ;P ) be a Cartan bundle with structure group P , LA(P ) = p, and the Cartan
connection ω ∈ Ω1(G, g).
Although we can define horizontal subspaces Hu ⊂ TuG in the Cartan bundle with the help




where we project with respect to the fixed frame (a1, . . . , an) of g which is chosen such that
(a1, . . . , ar) is a frame of p, those subspaces do not merge to a subbundle nor do they define
a bundle connection, since they are not P -invariant.
We have prp ◦ ω ◦ dRp(Hu) = prp ◦ Ad(p−1) ◦ ω(Hu) and the projection and the adjoint
action usually do not commute. So in the general case horizontal lifts of curves in the base
manifold M do not necessarily exist for the whole curves. Hence we have to drop the concept
of horizontal completeness for Cartan geometries not modeled on reductive spaces.
Literature sugests that one might still consider only horizontal curves, i.e. curves γ : I −→ G
with prp◦ω(γ̇) = 0 with respect to a chosen frame, in order to determine a Cartan boundary,
arguing that for an inextendable curve γ : [0, 1) −→ G of finite length the development of
this curve, that is to say the curve pγ : [0, 1) −→ G with ωG(ṗγ) = ω(γ̇), is a curve of
finite length in a complete space and thus can be extended. Then it is claimed that there
would be a small intervall [1 − ε, 1] and a map p : [1 − ε, 1] −→ P such that Rppγ |[1−ε,1]
and consequently also the curve Rpγ|[1−ε,1] would be horizontal. However we would like to
point out that the extended curve pγ is continuous but not necessarily differentiable. Thus
the existence of the curve p : [1− ε, 1) −→ P making γ horizontal is not guaranteed.
However there is a natural set of special curves in the Cartan bundle, the ω-constant curves,
yielding the definition of ω-completeness already mentioned. For X ∈ g we define the
ω-constant vector field related to X by
ω−1(X) : G −→ TG
u 7→ ω−1u (X).
For X ∈ p the ω-constant vector fields are the fundamental vector fields ω−1(X) = X̃ and
their integral curves through a point u ∈ G are φX̃u (t) = Rexp(tX)u. Hence the ω-constant
vector fields related to elements of p are complete, since their integral curves are defined on
R and have infinite length.
Definition 6.2 A Cartan geometry (G, π,M ;ω) is called ω-complete if all ω-constant vector
fields are complete.
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Since the vertical ω-constant curves, i.e. the integral curves of the fundamental vector
fields, are always complete the question arises, wether ω-completeness is already given if all
horizontal ω-constant vector fields are complete.
Definition 6.3 A Cartan geometry (G, π,M ;ω) is called geodesically complete if all hori-
zontal, ω-constant vector fields are complete.
Although we have for ω-constant curves several familiar properties know from the geodesics
of Riemannian manifolds such as
• For every point u of G there is an ω-normal neighbourhood such that every point within
the neighbourhood can be connected with u by a unique ω-constant curve within this
ω-normal neighbourhood.
• For G being connected and any points u, v ∈ G there is a piecewise ω-constant curve
γ connecting u and v.
• If the limit limt→b of an ω-constant curve defined on some bounded intervall (a, b) ⊂ R
exists in G there is a ε > 0 such that the curve can be prolonged to an ω-constant
curve on (a, b+ ε).
As in the pseudo-Riemannian case essential properties ensuring the theorem of Hopf and
Rinow are missing. ω-constant curves are not locally minimizing. Furthermore if all ω-
constant curves starting at a point u ∈ G are complete, the question is whether there might
still be points in G which cannot be connected to u by an ω-constant curve.
Obviously we have the following hierarchy between the concepts of completeness given and







We now want to give an example of a Cartan geometry which is ω-complete but not Cartan
complete. This example was constructed by Y.Clifton in [Cli66].
Consider the following Cartan geometry (G = R2 \ {0}, id,M = R2 \ {0}), that is a trivial
{id}-principal bundle, of type (G = R2, P = {id}). Please note, that this is actually a Cartan
geometry modeled on a (trivial) reductive space. All curves in G are already horizontal.
In polar coordinates the Cartan connection ω is given by












7→ (r sin 1r , r cos
1
r ).
For every point (r, ϕ) this is an isomorphism ω : T(r,ϕ)G −→ g. Since the group P is trivial ω
is also right invariant under the group action and the generators of the fundamental vector
fields are trivially reproduced. So ω is a Cartan connection. A global basis is given by
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e1 := ω








∂ϕ ) and e2 := ω









the ω-constant vector field of (α, β) ∈ g is
X(α,β)(r, ϕ) = αe1(r, ϕ) + βe2(r, ϕ).




= αe1 + βe2, the angle









The radius coordinate has to fullfill ṙ
!
= α cos 1r − β sin
1
r . This means that for fixed (α, β)
the punctured plane R2 \ {0} is devided by the circles with radius
r = 1arctan αβ+kπ
, k ∈ N such that r > 0 if β 6= 0
or r = 1π
2 +kπ
, k ∈ N such that r > 0 if β = 0






Hence an ω-constant curve starting in one of those regions will never leave this region. More
precisely ω-constant curves starting within the biggest circle stay within this circle and since
they cannot pass one of the other circles they cannot get arbitrarily close to zero. They are
trapped within a compact set and are therefore complete. All ω-constant curves starting on
one of the circles will stay on this circle and are terefore complete. Now outside the biggest
cirlce the derivative of the radius coordinate is bounded, ṙ ∈ (−|α| − |β|, |α| + |β|). So an
ω-constant curve starting outside the biggest circle cannot enter this circle and its radius
coordinate cannot go to infinity within a finite amount of time. Consequently these curves
as well are complete.
Since the arguments above are true for all (α, β) ∈ g we conclude that all ω-constant vector
fields are complete, that is to say the given Cartan geometry is ω-complete.
However the curve γ : (0, 1] −→ M = R2 \ {0} being defined by γ(t) = (t, 0) cannot be






‖(cos 1t ,− sin
1
t )‖dt = 1.







We will now give an example of a Cartan geometry which is geodesically complete but not
ω-complete. The idea of this example is taken from [Cli66]. Our example will be of type












) ∣∣∣∣∣ A ∈ Gl(2), w ∈ R2
}
⊂ Gl(3).





) ∣∣∣∣∣ A ∈M(2× 2), w ∈ R2
}
= gl(2)⊕ R2.
In order to simplify the notation we will write
l2 =
{
w ⊕A | A ∈M(2× 2), w ∈ R2
}
= gl(2)⊕ R2.




) ∣∣∣∣∣ g ∈ Gl(2)
}
of all general linear transformations acts on l2














or rather Ad(g)(w ⊕A) = gw ⊕Ad(g)A for all g ∈ Gl(2), w ⊕A ∈ l2.
Note that Gl(2) acts by isomorphisms on l2. Obviously L2/Gl(2) is a reductive space since
both subalgebras of l2 = gl(2)⊕ R2 are invariant under the Adjoint action of Gl(2).
Consider the manifold M := R2 and the trivial Gl(2) principal bundle G := M ×Gl(2). We
have a global section
σ : M −→ G





























ω is defined to meet the claims of equivariance and reproduction of the generators of the
fundamental vector fields. This is an isomorphism for every point u ∈ G, since according to
the definition we have for the point σ(x)






















And with Gl(2) acting by isomorphisms on l2 the Cartan connection defined above is actually
an isomorphism for all points u ∈ G as requested.
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The geodesics of the Cartan geometry (G, π,M ;ω) are the curves γ : I −→ M which
admit a horizontal, ω-constant lift γ̂ : I −→ G. So in order to show that (G, π,M, ω) is




















dRg ◦ dσ ◦ γ̇ + d̃Lg−1 ġ
)

























γ̇1 = aα+ bβ , α̇ = γ̇2η , η̇ = −γ̇2α− γ̇1η and
γ̇2 = aη + bδ , β̇ = γ̇2δ , δ̇ = −γ̇2β − γ̇1δ.
(∗)
Especially we have
aα̇+ bβ̇ = γ̇2 (aη + bδ)︸ ︷︷ ︸
=γ̇2
, i.e. ˙̇γ1 = γ̇
2
2 ,
and aη̇ + bδ̇ = −γ̇2 (aα+ bβ)︸ ︷︷ ︸
=γ̇1
−γ̇1 (aη + bδ)︸ ︷︷ ︸
=γ̇2
, i.e. ˙̇γ2 = −2γ̇1γ̇2.
Hence all curves γ fulfilling the equations above also satisfy

















So we can conclude ˙̇γ1 = const− 2γ̇21 . And with ˙̇γ1 = γ̇22 ≥ 0 we obtain either γ̇1 = γ̇2 = 0,
which would be a stationary curve, or ˙̇γ1 = c















2 , γ̇2 = 0.
Now we have to find a curve g : R −→ Gl(2) making Rg ◦ σ ◦ γ horizontal and ω-constant.
Case 1 b = 0
Let us at first take a look at the case b = 0. Then a has to be nonzero. According to
(∗) we have γ̇1 = aα and γ̇2 = aη. Furthermore β and δ have to satisfy:
β̇ = δγ̇2 and δ̇ = −βγ̇2 − δγ̇1.
Case 1.1 γ̇1 =
c2
2 and γ̇2 = 0
In this case the differential equations for β and δ simplify a lot. We obtain




I.e. β = const and δ = d · exp(− c
2









∈ Gl(2) for β, c, d ∈ R, c, d 6= 0.
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2ct+ d) and γ̇2 = ± ccosh(√2ct+d)
Keeping in mind that we require g ∈ Gl(2), the map β may not be a multiple of
γ̇1 and δ may not be a multiple of γ̇2. This leads to the following equation for β:
˙̇
β + 3γ̇1β̇ + γ̇
2
2β = 0.
One special solution of this equation is β1 = γ̇1, which however is no solution
for the whole problem as mentioned above. Making the Ansatz β = const · eα(t)
leads to the Riccatti differential equation ˙̇α+ α̇2 +3γ̇1α̇+ γ̇
2
2 = 0 with one special
solution αs = log(γ̇1). Although this Ansatz can only be made for β 6= 0 and
t > − d√
2c
it will lead to a solution which can be prolonged.
In order to solve the Ricatti differential equation we set α̇ = α̇s + u and have to
solve u̇ = (−2α̇s − 3γ̇1)u − u2. We substitute x = 1u to obtain the differential







α̇ = α̇s +
1
x
= ddt log(γ̇1) +
(∫
e−2 log(γ̇1)−3γ1dt+ const
)−1 · e−2 log(γ̇1)−3γ1














































































= tanh(x)(− 1sinh(x) )
= − 1cosh(x)
↓ x→ 0 ↓ x→ 0
−1 −1
.
So for t↘ − d√
2c
the map β2 tends to −1.





This limit actually exists as we will check now. With x =
√
2ct+ d we can write
156





















































This is bounded since
1




cosh2 x sinh x
= 1
cosh2 x














































cosh2 x sinh x
x→0−→ 0.
If we know that the limit of the second derivative of β2 actually exists and is
final, the existence of c̃ := limt↘− d√
2c
β̇2(t) is clear. So we have to take a look at












































sinh x cosh x
( √
2c




















































x→0−→ −4c2 (−1 + 1) + c2 = c2
Hence c̃ := limt↘− d√
2c












du for t > −d√
2c
,















du for t < −d√
2c
.






β = c̃1β1 + c̃2β2
and we can set δ := β̇γ̇2 .
Thus for b = 0 all geodesics are complete.
Case 2 b 6= 0 If we find curves α and η satisfying
(I) α̇ = γ̇2η
and (II) η̇ = −γ̇2α− γ̇1η
the other equations of (∗) are satisfied for b 6= 0 by setting β = 1b (γ̇1 − aα) and
δ := 1b (γ̇2 − aη). We also have to ensure that the determinant of g does not vanish.
det(g) = αδ − βη
= α 1b (γ̇2 − aη)−
1
b (γ̇1 − aα)η
= 1b (αγ̇2 − ηγ̇1)
!
6= 0
Consequently although α = const · γ̇1 and η = const · γ̇2 is a solution of the differential
equations this is no solution of our problem, since it is outside Gl(2).
Case 2.1 γ̇1 =
c2
2 and γ̇2 = 0
The equations to be solved are
(I) α̇ = 0
and (II) η̇ = − c
2
2 η.
Consequently we get α = const and η = d exp(− c
2
2 t+ e). We obtain for β and δ:
β = 1b (
c2










2ct+ d) and γ̇2 = ± ccosh(√2ct+d)

















= αγ̇2 − ηγ̇1
(I)
= αγ̇2 − α̇γ̇1γ̇2




This is exactly the same equation we already solved in case 1.2. I.e. the curves
α and η = α̇γ̇2 are defined on R and so are β and δ.
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So the geodesics of the Cartan geometry (G, π,M ;ω) are




























with c, d, . . . , k ∈ R constant. We have found especially that all geodesics are defined on R.


































































































Thus γ is actually an ω-constant curve of finite length which cannot be prolonged for t
approaching zero. Consequently the given Cartan geometry (G, π,M ;ω) is not ω-complete
although it is geodesically complete.








In Section 6.3 we discussed global concepts of completenes. Locally we can study the bound-
aries of neighbourhoods of a point and compare the Cartan boundary with the topological
boundary defined by the embedding.
Definition 6.4 A manifold M is said to be locally complete at a point x ∈ M if there is a
neighbourhood U ⊂ M of x such that the Cartan boundary of U is equal to the topological
boundary defined by the embedding U ↪→M , ∂CBU = U
M \ U .
A manifold is said to be locally complete if it is locally complete at every point.
Lemma 6.5 A Cartan complete manifold is locally complete.
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Proof: Let M be a Cartan complete manifold and (G, π,M ;ω) the Cartan bundle endowed
with the Cartan connection ω. Let U ⊂ M be an arbitrary open subset of M . Then
GU := π−1(U)
π−→ U is the Cartan bundle over U and ω|GU is its Cartan connection. For





being a subset of U and γ(1) = x ∈ M . Lifting this curve to a curve
γ∗ : [0, 1] −→ G yields a curve of finite length in G and γ∗|[0,1) is a curve of finite length in
GU which is inextensible in GU . Hence x is also a point from the Cartan boundary of U , that
is U
M \ U ⊂ ∂CBU . The other way round let x be a point in the Cartan boundary of U .
This implies the existence of a curve γ∗ : [0, 1) −→ GU of finite length which is inextensible
in GU . However since G is Cartan complete, γ∗ can be prolonged in G and its projection is a
curve γ : [0, 1] −→M with endpoint x = γ(1) ∈M and γ|[0,1) is a curve in U . Thus x is also
a point in the topological boundary of U and we obtain ∂CBU ⊂ U
M \U . As we have proven
for a Cartan complete manifold the Cartan boundary of any open subset is identical to its
topological boundary. So especially a Cartan complete manifold is also locally complete.
2
Lemma 6.6 Let M be a locally complete manifold and A ⊂ M be a closed subset of M .
Then M \A is locally complete.
Proof: Let x ∈ M \ A be an arbitrary point. Since M is locally complete we have a
neighbourhood U ⊂M of x whose Cartan boundary coincides with the topological boundary.
We can furthermore find a neighbourhood V ⊂M \A of x which is open in M and a subset of
U . Analogously to the prove above the Cartan boundary of V is the same as its topological
boundary, ∂CBV = V
M \ V = VM\A \ V . Hence M \A is locally complete.
2
Please note, that a Cartan complete manifold will no longer be Cartan complete if a closed
subset is being removed. Nevertheless it will still be locally complete.
Although there are no vertical curves defining boundary points there might be a non-vertical
inextendable curve of finite length, whose projection lies within a compact subset of M ,
causing M to be not locally complete. We will now discuss an example from [Sch73] of a
manifold which is at no point locally complete.
Let M = R2 be the two dimensional affine space and (GL(2), π,M ;Gl(2)) be the trivial
Gl(2)-principal bundle with the global section
s : M 3 (x1, x2) 7→ (e1, e2)(x1,x2) ∈ GL(2)(x1,x2).















The corresponding connection ∇ : Γ(TM) −→ Γ(TM∗ ⊗ TM) is given by
∇e1e1 = x2e1, ∇e1e2 = 0, ∇e2e1 = 0, ∇e2e2 = −x1e2.
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Please note that A is not a Levi Civita connection. Let us take a look at the curvature of
A in order to determine the Lie algebra of the holonomy group of this connection.

































According to [KN63] the restricted holonomy group at a point x of a real ananlytic linear
connection is completely determined by the values of all successive covariant differentials of
the Riemannian curvature tensor ∇kR at the point x.
Hence holA = span(Id) = {a · Id | a ∈ R}.
So there are closed curves γ with horizontal lifts γ∗ “spiraling up” as we go around γ again
and again.
If the factor between two succeding loops of γ∗ is greater than 1 the length of the loops of
γ∗ will decrese, since it is the length of the projection, that is to say of γ, measured in the
frame γ∗.
Let us explicitly write down an example for such a curve and its horizontal lift.













Choosing γ1(t) := cos(2πt) and γ2(t) := sin(2πt) the vector field X with the coordinates




8π )︸ ︷︷ ︸
:=α(t)




8π )︸ ︷︷ ︸
:=β(t)
, with a, b ∈ R constant, is parallel along
the curve γ. Hence a horizontal lift of γ is given by
γ∗(t) = (αe1 + βe2,−αe1 + βe2)











Since the Cartan geometry of this example is modeled on a reductive space, the Cartan
connection is given by ω := A+ θ, where θ denotes the displacement form. And the length
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of γ∗ is the length of γ measured in the parallely propagated frame γ∗. For the horizontal































































































Since the curve γ can be rescaled and moved, we have for every point x ∈ M = R2 and
every neighbourhood U ⊂M of x a curve which has an inextendable horizontal lift of finite
length, i.e. the Cartan boundary of U contains more points than the boundary U \U defined
by the embedding U ↪→M . Hence (M,A) is at no point locally complete.
6.5 Degeneration of the Boundary Fibres in the
Reductive Case
As we have seen, the group P acts continuously from the right on G. However the fibres of
the boundary point may degenerate and hence G may fail to be a principal bundle.
In this subsection, based on [Cla78] and [Cla79], we want to take a closer look at this
degeneration in the case of Cartan geometries modeled on a reductive space.
We will use the same notations as in Subsection 6.2.3, that is G/P is again a reductive space,
g = p ⊕ m with m being Ad(P )-invariant. The Cartan connections splits into a principal
bundle connection and a displacement form, ω = A+ θ.
As we have seen in Subsection 6.2.3 for Cartan geometries modeled on a reductive space it
suffices to consider the horizontal curves for determining the Cartan boundary. If we have a
degenerated boundary fibre, we have an inextendable curve γ : [0, 1) −→ G of finite length
and a p ∈ P such that γ and Rp ◦ γ define the same boundary point. However this means
that we further have a sequence (tn)n∈N tending to one and curves δn : [0, 1] −→ G with
δ(0) = γ(tn), δ(1) = Rp ◦ γ(tn) and the length of δn tends to zero. Let δ∗n be the horizontal
curve starting in δn(0) with the same projection as δn. Then we can write for some curve
pn : [0, 1] −→ P that δn = Rpn ◦ δ∗n. As we have seen in Subsection 6.2.3 the length of the









(∥∥Ad(p−1n ) ◦ ω(δ∗n)︸ ︷︷ ︸
∈m






∥∥Ad(p−1n ) ◦ ω(δ∗n)∥∥dt+ `(pn)
With the length of pn tending to zero we have pn(1)
n→∞−→ e and therefore
δ∗n(1)
n→∞−→ δn(1) = Rp(γ(tn)).
So in order to see, if a boundary fibre degenerates, we should take a look at horizontal
curves with starting and endpoint in the same fibre, that is to say the projection would be
a loop. If a boundary fibre degenerates there should be a sequence of such curves, such that
the starting points tend to the boundary and the curves become arbitrarily short. Hence
holonomy accessible along short curves offers to be the tool to describe these ideas precisely.
With Ω(x) := {γ : [0, 1] −→ M | γ(0) = x = γ(1), γ piecewise smooth} we denote the
space of all loops at the point x ∈ M , and γ∗v is the horizontal lift of γ with starting point
γ∗v(0) = v. For a point v ∈ G and a number k ∈ R+ we define
Holk(v) := {p ∈ P | ∃γ ∈ Ω(π(v)) : γ∗v(1) = Rp ◦ γ∗v(0), `(γ∗v) ≤ k}
to be the part of the holonomy group accessible along curves of length smaller or equal to
k ∈ R+. Note that this construction depends on having a bundle connection, defining the
horizontal lifts of curves.
We now want to define the singular holonomy group Gx(κ). Let κ : [0, 1) −→ G be an
inextensible, horizontal curve of finite length, i.e. κ defines a boundary point u ∈ G. Denote












∣∣∣∣∣ ∃γ ∈ Ω(π(u)) : `(γ∗u) ≤ k, γ∗u(1) = Rpu,with u = κ(t) for a t ∈ [0, 1)
})
.
Within the manifold the singular holonomy group is trivial. More precisely
Lemma 6.7 For any point x ∈M and any horizontal curve κ : [0, 1] −→ G ending over x,
π ◦ κ(1) = x, the singular holonomy group is trivial, Gx(κ) = {e}.
Proof: For any fixed point u in the Riemannian manifold G any sequence of curves γn :
[0, 1] −→ G, starting at u with decreasing length `(γn)
n→∞−→ 0, converges to the stationary
curve γ∞ ≡ u. So for all u ∈ G we haveHolk(u)
k→0−→ {e}. For u ∈ G we have a neighbourhood
U containing u such that the closure of U is a compact subset of G. Hence within U the
convergence Holk(·) k→0−→ {e} is uniform.
With the curve κ being defined on the compact intervall [0, 1] we can cover the whole
image of κ by a finite number of such neighbourhoods. This gives the uniform convergence
of Holk(κ(t))
k→0−→ {e} on the whole interval t ∈ [0, 1] and thus proves that the singular







A consequence from the lemma above is that the singular holonomy group does not depend
on parts of κ which are ”far away” from the boundary.
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Corollary 6.1 Let x ∈ ∂CBM be a point of the Cartan boundary of M and κ : [0, 1) −→ G
a horizontal, inextensible curve of finite length ending over x, that is limt→1 π ◦ κ(t) = x.
Then we have for the singular holonomy group



















Since the holonomy group at a point κ(t) accessible along shorter curves is contained in the
holonomy group accessible along longer curves, that is to say Holk1(κ(t)) ⊂ Holk2(κ(t)) for
















However with Gκ(λ)(κ|[0,λ)) being trivial this is the statement claimed. The singular holon-
omy group does not depend on parts of κ which are not close to the boundary:
Gx(κ) = Gx(κ|[λ,1]) for all λ ∈ [0, 1).
2
Lemma 6.8 Gx(κ) is a closed subgroup of P .
Proof: We have to prove that Gx(κ) is closed under multiplication. Let p1, p2 ∈ Gx(κ) be










Here ‖ · ‖ denotes the operator norm given by the euclidian product, ‖A‖ := supv 6=0
‖Av‖
‖v‖ .
With the corollary above we know p1, p2 ∈ Gx(κ|[λ,1)). Hence we have two short enough




1/2(0). More precisely we
have γ1 ∈ Ω(π ◦ κ(t1)) and γ2 ∈ Ω(π ◦ κ(t2)) with t1, t2 ∈ [λ, 1) satisfying `(γ∗1 ) ≤ a4 and
`(γ∗2 ) ≤ a4‖p−11 ‖






Now we define a new loop in M by first going along the path of γ1 then going along π ◦ κ
from π ◦ κ(t1) to π ◦ κ(t2), next going along γ2 and finally going back to the starting point
π ◦ κ(t1) along π ◦ κ:
γ := γ1 ∗ (π ◦ κ)|[t1,t2] ∗ γ2 ∗ (π ◦ κ)|[t2,t1],
i.e. γ(t) :=

γ1(4t) , 0 ≤ t ≤ 14
π ◦ κ
(
t1 + (t2 − t1)(4t− 1)
)
, 14 ≤ t ≤
1
2





t2 + (t1 − t2)(4t− 3)
)
, 34 ≤ t ≤ 1
.
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In the reductive case the horizontal subspaces are P -invariant, so the horizontal lift of γ is
γ∗ = γ∗1 ∗Rp1κ|[t1,t2] ∗Rp1γ
∗
2 ∗Rp1p2κ|[t2,t1]
and we have γ∗(1) = Rp1p2κ(t1) = Rp1p2γ






































Since such loops γ1/2 can be found for every number a ∈ R+ we obtain the result wanted,





k(κ(t)) is a subgroup of P and it is also
closed since the intersection of closed sets is closed.
2
We are now going to study in which way the singular holonomy group depends on the chosen
horizontal curve κ.
Lemma 6.9 Let κ1 and κ2 be two horizontal, inextendable curves in G of finite length
ending over the same point x, that is π(limt→1 κ1(t)) = π(limt→1 κ2(t)) = x ∈ M . Then
Gx(κ1) and Gx(κ2) are conjugate in P .
Proof: At first let us consider two curves κ1 and κ2 in G with the same limit in G, that
is to say limt→1 κ1(t) = limt→1 κ2(t) = u ∈ G and π(u) = x. So for every sequence
(tn) with tn
n→∞−→ 1 the distance between the corresponding curve points tends to zero,
d%(κ1(tn), κ2(tn))
n→∞−→ 0. Hence we have curves γn : [0, 1] −→ G connecting κ1(tn) with
κ2(tn) with decreasing length, `(γn)
n→∞−→ 0. Denote with γ0n the horizontal lift of π ◦ γn





So for every n ∈ N we have a curve pn : [0, 1] −→ P with γn = Rpn◦γ0n. Note that pn(0) = Id.
Recall that in the reductive case the Cartan connection consists of a displacementform and
a bundle connection. We can write for the length of γn:








(∥∥Ad(p−1n ) ◦ θ(γ̇0n)∥∥+ ∥∥∥dLp−1n ◦ ṗn∥∥∥) dt.
Since the limit of the lengths of the curves γn is zero we also have for the lengths of the
curves pn that limn→∞
∫ 1
0
‖dLp−1n ṗn‖dt = limn→∞ `(pn) = 0 and hence
pn(t)
n→∞−→ pn(0) = Id.




∥∥θ(γ̇0n)∥∥ dt n→∞−→ 0.
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Given p0 ∈ Gx(κ2) we know that for every λ ∈ [0, 1) p0 is also an element of Gx(κ2|[λ,1)).
So we can find a sequence (tn) with tn ∈ [1− 1n , 1) and loops γ̂n ∈ Ω(π ◦ κ2(tn)) generating
p0 with length of the horizontal lift smaller than
1






n(1) = Rp0 ◦ γ̂∗n(0).
Then γ̆n := (π ◦ γ0n) ∗ γ̂n ∗ (π ◦ γ0n)−, where − means that the curve is run trough backwards,
is a closed curve with starting and end point κ1(tn). Its horizontal lift with the starting




n ∗ (Rpn(1)−1 ◦ γ̂∗n) ∗ (Rpn(1)−1 ◦ Rp0 ◦ Rpn(1) ◦ γ0n)− with the
end point γ̆∗n(1) = Rpn(1)−1 ◦Rp0 ◦Rpn(1) ◦ κ1(tn). Now with pn
n→∞−→ Id, the lengths of γ0n
and γ̂∗n tending to zero and p0 being fix we obtain
`(γ̆∗n)
n→∞−→ 0 and pn(1) · p0 · pn(1)−1
n→∞−→ p0.
Hence we have p0 ∈ Gx(κ1) and thus we have for curves κ1, κ2 with the same limit u in G
Gx(κ1) = Gx(κ2).
Now let κ1 and κ2 be two curves in G ending over the same point x ∈ M . Then we have a
p ∈ P with limt→1Rp ◦κ1(t) = limt→1 κ2(t) ∈ G. According to the argumentation above we
have Gx(κ2) = Gx(Rp ◦ κ1) and hence Gx(κ2) = Lp−1 ◦Rp ◦Gx(κ1).
So for two curves κ1 and κ2 in G ending over the same point x ∈M , the groups Gx(κ1) and
Gx(κ2) are conjugate in P .
2
Proposition 6.3 Let M be a manifold with the Cartan bundle (G, π,M ;P ) modelled on the
reductive space G/P and endowed with the Cartan connection ω ∈ Ω1(G, g). Let x ∈ ∂CBM
be a point of the Cartan boundary of the manifold M . The fibre over x is isomorphic to the
homogeneous space
π−1(x) = P/P̃
where P̃ is isomorphic to the singular holonomy group Gx(κ) defined by a horizontal inex-





Proof: Let u ∈ π−1(x) be an element in the fibre over the boundary point x ∈ ∂CBM . Let
furthermore p ∈ Gx(κ) be an element of the singular holonomy group with the inextensible
horizontal curve κ : [0, 1) −→ G defining u, that is limt→1 κ(t) = u. We can choose a
sequence (tn) in [0, 1) with tn
n→∞−→ 1 and loops γn ∈ Ω(π ◦ κ(tn)) with decreasing length
of the horizontal lift `(γ∗n)
n→∞−→ 0 and generating p, that is to say γ∗n(1) = Rp ◦ γ∗n(0).
Hence the limits fulfill limn→∞ γ
∗
n(0) = limn→∞ γ
∗
n(1) = limn→∞Rp ◦ γ∗n(0). And with
γ∗n(0) = κ(tn)
n→∞−→ u the identification u = Rp(u) follows.
The other way round let u ∈ π−1(x) be an element in the fibre over x ∈ ∂CBM and p ∈ P
with u = Rp(u). We have a horizontal curve κ : [0, 1) −→ G defining u, i.e. κ(t)
t→1−→ u.
Furthermore we have d%(κ(t), Rpκ(t))
t→1−→ 0. Let (tn) be a sequence in [0, 1) tending to 1.
We have curves γn : [0, 1] −→ G connecting κ(tn) with Rp ◦ κ(tn) with decreasing length
`(γn)





We set γ0n := (π ◦ γn)∗γn(0) to be the horizontal lift of the loop π ◦ γn with the same starting
point as γn. Following the arguments in the proof of the lemma above we obtain again for
γn = Rpn ◦ γ0n
`(γ0n)
n→∞−→ 0 and pn(t)
n→∞−→ pn(0) = Id.
Hence γ0n is the horizontal lift of the loop π ◦ γn ∈ Ω(π ◦ κ(tn)) with




Due to the singular holonomy group being closed we obtain p ∈ Gx(κ). Thus Gx(κ) is the
isotropy group of u.
Therefore, the fibre over a point of the Cartan boundary is isomorphic to P/Gx(κ).
2
Using the path-ordered exponential and approximations of it (see [Baer09]) we obtain a
relationship between the singular holonomy group and the curvature in the case of P being
a group of matricies. More precisely let γl : [0, 1] −→M be a small loop in the base manifold
M , that is with respect to some metric the length of γl is O(l) and the surface Σl bounded
by γl is contained in the ball arround γl(0) with radius const · l. Its area is area(Σl) = O(l2).
Furthermore let l be sufficiently small such that γl is contained in an open neighbourhood
U of γl(0) with a local section s : U −→ GU . Then we can actually chose the metric on the










The horizontal lift of γl with starting point u ∈ Gγ(0) can now be described via

































Γ(τj) · · ·Γ(τ1)dτ1
)


























This reasons the conclusion of Clarke [Cla78] that “near a curvature singularity one would
expect the boundary fibre to degenerate”.
In the case of P being an abelian group of matricies calculations are a lot esier. Then the




















































This yields again that “at a curvature singularity one would expect the boundary fibre to
degenerate”.
6.6 Future and Past Infinity Meet











. The Cartan bundle is the bundle of all orthogonal frames O(M, g)
with P = O(1, 1) acting from the right. In [Bos79] B.Bosshard showed that for this manifold
past infinity and future infinity are identified with each other in the Cartan boundary.
Furthermore this is an example of a manifold, where a boundary fibre degenerates.
At first we are going to determine the horizontal curves in the Cartan bundle O(M, g)
equipped with the Levi Civita connection plus the displacement form as the Cartan connec-
tion, ω = ALC + θ. The Christoffel symbols for the Lorentzian metric g with respect to the















Note that the Riemannian curvature tensor becomes singular for x1 approaching 0 or 2π.
More precisely we have

















contributing primarily to the singular holonomy group as
discussed in Section 6.5 can take any values however small l is by choosing x1 close enough
to 0 or 2π. Consequently according to Section 6.5 this example is a good candidate for a
degenerated boundary fibre.
We have a global section
E : M −→ O(M, g)



















































Any curve γ∗ : I −→ O(M, g) projecting onto the curve γ = (γ1, γ2) = π ◦γ∗ can be written







for some curve α : I −→ R.





= ALC (dRA ◦ dE ◦ γ̇) + dLA−1Ȧ
= Ad(A−1) ◦ E∗ALC(γ̇) + dLA−1Ȧ































And we obtain α̇ = − 12 cot(
γ1
2 )γ̇2.
With the tools above we can now easily find horizontal curves with given projections.
Our aim is to prove that past infinity and future infinity are identified with each other in
the Cartan boundary. We will split the proof into the following parts.
• Two curves E(t, const1) and E(t, const1+f(t)) with f(t)
t→0−→ 0 define the same bound-
ary point in O(M, g) for t −→ 0.
• Two curves E(t, const1 +const2 tan t2 ) and RA◦E(t, const1) define the same boundary
point in O(M, g).
Together with the statement above we obtain, that RA ◦E(t, const1) defines the same
boundary point as E(t, const1), that is the fiber through limt→0E(t, const1) inO(M, g)
is degenerated.
• In the same way the fiber in O(M, g) through limt→2π E(t, const1) is degenerated.
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• For every ε > 0 we have a horizontal lift RA ◦E(t, const+ t) of the light like geodesic
γ = (t, const+ t) with length smaller than ε.
• Linking the connecting curves from the items above gives curves γδ connecting
E(δ, const) with E(2π − δ, const) with `(γδ)
δ→0−→ 0. Hence future infinity and past
infinity are identified with each other in the Cartan boundary.
We will take a look at certain curves in M and their horizontal lifts in order to use them for
the proof.
(t, const) We have α = const. So the horizontal lifts of (t, const) are
RA ◦ E(t, const) with A = A(α) = const.
Since these curves are horizontal we obtain for their lengths:
`
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cosh2 α+ sinh2 α.
So all curves RA ◦ E(t, const) with A = const are curves of finite length and they are
inextendable for t −→ 0. Therefore, they define at least one boundary point. The
question has to be answered, whether they define the same boundary point.





2 dt = a1t + a2 with a1, a2 = const the horizontal lifts of
the curves (const, t) are:
RA(a1t+a2) ◦ E(const, t) = RA(a1t)·A(a2) ◦ E(const, t) with a1, a2 = const.
Now we will prove the facts needed.
• The sequences E(tn, const) and E(tn, const + f(tn)) with f(t)
t→0−→ 0 define the same
boundary point in O(M, g) for tn
n→∞−→ 0. Without loss of generality we assume f to
be positive.
We have already seen, that for tn
n→∞−→ 0 the points E(tn, const) form a Cauchy
sequence, that is to say they define a boundary point. We will prove that the distance








αn(t) = E(t, const), t ∈ [tn, f(tn)
1







3 , const+ tf(tn)
)
, t ∈ [0, 1] and
γn(t) = E(t, const+ f(tn)), t ∈ [tn, f(tn)
1
3 ] (or as the case may be [f(tn)
1
3 , tn]).
Note that the curves αn and γn are horizontal and βn is not. Combined αn, βn and
γn form a curve connecting αn(tn) = E(tn, const) and γn(tn) = E(tn, const+ f(tn)).
And we get the following bound for the distance between those points.
dρ
(
E(tn, const), E(tn, const+ f(tn))
)
≤ `(αn) + `(βn) + `(γn)
= 2`(αn) + `(βn)
= 2





(∥∥∥[E(f(tn) 13 , const+ tf(tn))]−1(f(tn)e2)∥∥∥+ ‖E∗ALC(f(tn)e2)‖) dt
= 4














∣∣∣∣cos tn2 − cos f(tn) 132 ∣∣∣∣+ sin f(tn) 132 f(tn) + 12 cot f(tn) 132 f(tn)
tn→0−→ 0
Consequently the curves E(t, const) and E(t, const+ f(t)) with f(t)
t→0−→ 0 define the
same boundary point in O(M, g) for t tending to zero.
• The sequenzes E(tn, c + 2a tan tn2 ) and RA(a) ◦ E(tn, c) define for tn
n→∞−→ 0 the same
boundary point in O(M, g). Here a and c are constants.
We are looking for a horizontal lift δ of the curve
(
tn, c+ (1− t)2a tan tn2
)
with t ∈ [0, 1]
which connects E(tn, c+2a tan
tn
2 ) and RA(a) ◦E(tn, c). We define δ to be to following
curve:
δ(t) = RA(at) ◦ E
(
tn, c+ (1− t)2a tan tn2
)
.
The curve δ connects the two points
δ(0) = E(tn, c+ 2a tan
tn
2 ) and
δ(1) = RA(a) ◦ E (tn, c) .


















cosh (−at) sinh (−at)


























2a tan tn2 sin
tn
2 cosh(2at)dt










We obtain the result wanted. The curves E(t, c+ 2a tan t2 ) and RA(a) ◦ E(t, c) define
for t −→ 0 the same boundary point in O(M, g). Together with the first statement








as was already clear from considering the curvature.
• In the same way the fiber in O(M, g) through limt→2π E(t, const) is degenerated.
This is true due to the symmetry of the Lorentzian metric g(x1,x2) = g(2π−x1,x2). I.e. as
in the case of t tending to zero the sequences E(tn, const) and E(tn, const+f(tn)) with
f(t)
t→2π−→ 0 define the same boundary point in O(M, g) for tn
n→∞−→ 2π. Furthermore
the sequenzes E(tn, c− 2a tan tn2 ) and RA(a) ◦E(tn, c) define for tn
n→∞−→ 2π the same









• For every ε > 0 we have a horizontal lift γa of the light like geodesic (t, const+ t) with
length smaller than ε.







◦ E(t, const+ t).
Since γa is a horizontal lift the Cartan connection ω = θ + A
g can be reduced to the





















∥∥∥∥∥sin t2A(−a) · 12
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cosh a − sinh a












cosh a − sinh a





















So however small we choose ε > 0, we have an a ∈ R such that γa has length smaller
than ε.
• Linking the connecting curves from the items above gives curves γδ connecting
E(δ, const) with E(2π − δ, const) with decreasing lengths `(γδ)
δ→0−→ 0. Hence future
infinity and past infinity are identified with each other in the Cartan boundary.
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Here are the parts of γδ in detail.
succeding points length of the connecting curves
E(δ, const)
↓ 4
∣∣∣∣cos δ2 − cos (2a tan δ2 ) 132 ∣∣∣∣
+2a tan δ2 sin




+a tan δ2 cot




E(δ, const+ 2a tan δ2 )
↓ tan δ2 sin
δ
2 sinh 2a
RA(a) ◦ E(δ, const)
Let us take a separate look at the horizontal lift of the light like geodesic. Starting
with the point RA(a) ◦ E(δ, const) = γa(δ) the horizontal curve
γa(t) = RA(a) ◦RA(− ln(sin δ2 )) ◦RA(ln(sin t2 )) ◦ E(t, const− δ + t)
= RA(ln(sin t2 ))·A(a−ln(sin
δ
2 ))
◦ E(t, const− δ + t)
leads to the point γa(2π − δ) = RA(a) ◦ E(2π − δ, const+ 2π − 2δ).





Now we can continue connecting the points.
succeding points length of the connecting curves
RA(a) ◦ E(δ, const)





RA(a) ◦ E(2π − δ, const+ 2π − 2δ)
↓ − tan 2π−δ2 sin
2π−δ
2 sinh 2a





2π − δ, const+ 2π − 2δ + 2a tan δ2
)
↓ 4
∣∣∣∣cos 2π−δ2 − cos 2π−(2a tan δ2 ) 132 ∣∣∣∣
+2a tan δ2 sin











E(2π − δ, const+ 2π − 2δ)
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So the lengths of the curves connecting E(δ, const) and E(2π−δ, const+2π−2δ) sum up to
`δ < 4
∣∣∣∣cos δ2 − cos (2a tan δ2 ) 132 ∣∣∣∣+ 4 ∣∣∣∣cos 2π−δ2 − cos 2π−(2a tan δ2 ) 132 ∣∣∣∣
+4a tan δ2 sin
(2a tan δ2 )
1
3
2 + 2a tan
δ
2 cot




+2 tan δ2 sin
δ






∣∣∣∣cos δ2 − cos (2a tan δ2 ) 132 ∣∣∣∣+ 2a tan δ2 (2 sin (2a tan δ2 ) 132 + cot (2a tan δ2 ) 132 )
+2 tan δ2 sin
δ





Now we choose a = − 12 ln(sin
δ





















This however converges to zero for δ −→ 0 since limx→0 x lnx = 0. Furthermore using the



































































+2 tan δ2 sin
δ



































Hence the Cauchy sequenzes E(δ, const) and E(2π−δ, const+2π−2δ) converge for δ tending
to zero to the same boundary point, i.e. future infinity and past infinity are identified with
each other in the Cartan boundary of (M, g).
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Lemma 6.10 M is not Hausdorff and not T1.
Proof: Let u be the boundary point defined by the curve E(t, const) for t −→ 0. As
we have seen above for every ε > 0 we have a horizontal lift γ∗ε of the light like geodesic
(t, const+ t) such that the whole curve γ∗ε is contained in the ε-ball around u. Hence every
neighbourhood of x := π(u) contains the whole curve (t, const+ t). I.e. M is not Hausdorff
and not T1.
2
Actually all curves ending in the set {0; 2π} × R define the same boundary point, since for
example the points E(tn, const1) and E(tn, const2) can be connected by the horizontal curve







sinh2(−at) + cosh2(−at)dt︸ ︷︷ ︸
=const
tn→0 or 2π−→ 0.
Hence all curves of the shape (t, const) define the same boundary point.
6.7 Characterising the Cartan Boundary Using Embed-
dings
In this section we want to learn more about the Cartan boundary by embedding the studied
Cartan geometry into another Cartan geometry of the same type. This section is mainly
based on [Fra08].
Let (GM , πM ,M ;ωM ) and (GN , πN , N ;ωN ) be two Cartan geometries of type (G,P ) and
σ : (GM , πM ,M ;ωM ) −→ (GN , πN , N ;ωN )
be a geometric embedding. I.e. σ is injective and so is dσu for all points u ∈ GM , furthermore
σ : GM −→ σ(GM ) is a diffeomorphism and σ respects the right action of P (σ◦Rp = Rp◦σ),
at last the pullback of the Cartan connection of N yields the Cartan connection on M
(σ∗ωN = ωM ).
By s : M −→ N we denote the map from M to N covered by σ, σ : π−1M (x) −→ π
−1
N (s(x)).
If the fixed basis of g defining the Riemannian metric on the bundles is the same for both







:= δij for (a1, . . . , ar) a fixed basis of g.
As a subset of GN the image σ(GM ) inherits the distance d%N . We define another distance
on σ(GM ):
dσ(GM )(u, v) := inf
{
`%N (γ)
∣∣∣∣∣ γ : [0, 1] −→ σ(GM )γ(0) = u, γ(1) = v
}
.
According to the definition we have dσ(GM ) ≥ d%N . So if a sequence in the image of σ is
a Cauchy sequence with respect to dσ(GM ) it is also one with respect to d%N . Furthermore
σ : (GM , d%M ) −→ (σ(GM ), dσ(GM )) is an isometry of the metric spaces.
With ∂topM we denote the topological boundary of s(M) ⊂ N . Analogously ∂topGM denotes
the topological boundary of σ(GM ) ⊂ GN .
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Definition 6.5 A point x ∈ ∂topM is called accessible, if there is a C1 path γ : [0, 1] −→ N
with γ([0, 1)) ⊂ s(M) and γ(1) = x. A point u ∈ ∂topGM is called accessible if it is in the
fiber of an accessible point of ∂topM .
A point u ∈ ∂topGM being accessible is equivalent to the existence of a curve γ : [0, 1] −→ GN
with γ([0, 1)) ⊂ σ(GM ) and γ(1) = u.
Lemma 6.11 The set of accessible points is a dense subset of the topological boundary of
s(M) ⊂ N if the topological boundary ∂topM is nonempty.
Proof: Given x ∈ ∂topM we choose a point u ∈ ∂topGM in the fibre over x. Let us further-





is a diffeomorphism. Since u is a boundary point of σ(GM ) in GN we have a vector




∩ σ(GM ) 6= ∅, where X̃0 is the geodesic with speed X0,
that is X̃0(t) := exp(tX0).




is actually a subset of σ(GM ), u is already




∩ σ(GM ) is






for a strictly decreasing
sequence (t0n) ⊂ (0, 1) and every point X̃0(t02n+1) is an accessible point of ∂topGM . This
sequence (t0n) might be infinite or finite. If (t
0
n) is an infinite sequence converging to zero
the points X̃0(t
0
2n+1) converge to u. Otherwise we set u1 := X̃0(t
0
1) and take a vector




∩ σ(GM ) 6= ∅ and so on.
Hence we obtain a sequence of accessible points of ∂topGM converging to u. Projection
results in a sequence of accessible points of ∂topM converging to x.
Therefore, as stated the set of accessible points is a dense subset of the topological boundary
of s(M) ⊂ N given ∂topM 6= ∅.
2
We now want to define the regular set of a Cartan boundary which will be useful later on.
Definition 6.6 Let σ : (GM , πM ,M ;ωM ) −→ (GN , πN , N ;ωN ) be a geometric embedding.




∣∣∣∣∣ u is defined by a Cauchy sequence (un) ⊂ GMsuch that σ(un) converges in GN
}
.
Of course ΛC is P -invariant since σ is P -equivariant. Hence we can define the regular set
of the Cartan boundary of M , λC := ΛC/P .
Proposition 6.4 Let σ : (GM , πM ,M ;ωM ) −→ (GN , πN , N ;ωN ) be a strict geometric em-
bedding of two Cartan geometries of the same type (G,P ), that is to say ∂topGM is nonempty.
Then we have:
1. The regular set ΛC of ∂CBGM is a nonempty open subset of ∂CBGM .
2. If u ∈ ΛC is a regular point then for any sequence (un) ⊂ GM tending to u the sequence(
σ(un)
)
converges in GN . The limit limn→∞ σ(un) =: ∂σ(u) depends only on u. Hence
we obtain a well defined map ∂σ : ΛC −→ ∂topGM ⊂ GN .
3. The map σ : ΛC∪GM −→ ∂topGM∪σ(GM ) ⊂ GN composed of σ and ∂σ is P -equivariant
and continuous. The maps ∂σ and σ induce continuous maps ∂s : λC −→ ∂topM and
s : λC ∪M −→ ∂topM ∪ s(M).
∂s is called the boundary map of s.
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4. All accessible points of ∂topM are contained in ∂s(λC). In the same way all accessible
points of ∂topGM are contained in ∂σ(ΛC). In particular the images of ∂s and ∂σ are
dense in ∂topM resp. ∂topGM .
5. The right action of P on ΛC ∪ GM is free and proper. In particular M together with
the regular points of its Cartan boundary λC ∪M ⊂M = M ∪ ∂CBM is Hausdorff.












GM ⊃ GM ∪̇ ΛC ⊃ GM












dense if ∂topM 6= ∅
⊃ {accessible points}
Proof:
1. We want to prove that the regular set ΛC is nonempty and open. Since the embedding
σ is supposed to be strict, the topological boundary ∂topM is nonempty and according
to the lemma above the set of all accessible points is dense in ∂topM . So we have a
point u ∈ ∂topGM which is accessible. Hence we have a C1 curve γ : [0, 1] −→ GN with











sequence for dσ(GM ). Let uk ∈ GM be the points with σ(uk) = γ(tk). Then (uk) is
a Cauchy sequence in GM with respect to d%M . Its limit in ∂CBGM is denoted by û.
According to the construction we have û ∈ ΛC , since σ(uk) = γ(tk)
k→∞−→ u ∈ GN . So
ΛC is nonempty.
Now we will prove that the regular set ΛC of ∂CBGM is open. We choose an ε > 0 small
enough for the closure of the ε-ball around u ∈ ∂topGM with respect to the distance
d%N , Bd%N (u, ε) := {u ∈ GN | d%N (u, u) ≤ ε} ⊂ GN , being complete. Furthermore let
v̂ be an element of the open subset Bd%M (û,
ε
2 ) ∩ ∂CBGM ⊂ ∂CBGM of the boundary
of GM and choose a sequence (vk) ⊂ GM converging to v̂. Then σ(vk) is a Cauchy
sequence for dσ(GM ) und therefore also for d%N . For k being sufficiently big we have




converges in GN and
v̂ = limk→∞ vk ∈ ΛC is regular. Since v̂ was an arbitrarily chosen point in the ball
Bd%M (û,
ε
2 )∩ ∂CBGM we have Bd%M (û,
ε
2 )∩ ∂CBGM ⊂ ΛC ⊂ ∂CBGM . So the set of all
regular points is also open in ∂CBGM .
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2. Let û ∈ ΛC be a regular point, i.e. we have a Cauchy sequenze (uk) ⊂ GM converging




converges in σ(GM ). Let (ũk) ⊂ GM be another









= d%M (uk, ũk)
k→∞−→ 0.








have the same limit in σ(GM ), denoted
by ∂σ(û) ∈ ∂topGM . Hence the map
∂σ : Λ −→ ∂topGM
û = limk→∞ uk 7→ limk→∞ σ(uk)
is well defined.
3. The P -equivariance of σ follows directly from the P -equivariance of σ and the conti-
nuity of the P -action.
Rp ◦ σ(û) = Rp limk→∞ σ(uk)
= limk→∞Rp ◦ σ(uk)






Next we show that σ is also continuous. For two points û1, û2 ∈ ΛC ∪ GM being
represented by Cauchy sequences (u1k) and (u
2

























Hence the map σ is Lipschitz continuous with respect to the distances d%N and d%M
and is therefore continuous as well. Projection and restriction results in the continuous
maps s : λC ∪M −→ ∂topM ∪ s(M) and ∂s : λC −→ ∂topM , the latter being called
the boundary map of s.
4. Given an accessible point u ∈ ∂topGM we want to show, that it is also contained in
the image of ∂σ. According to the definition of accessible points we have a curve
γ : [0, 1] −→ GN with γ([0, 1)) ⊂ σ(GM ) and γ(1) = u. That means we have a
sequence (uk) ⊂ GM tending to a boundary point û ∈ ∂CBGM such that the limit of
the corresponding sequence σ(uk) is exactly the given point u. Hence ∂σ(û) = u. So
all accessible points are contained in the image of ∂σ.
According to the lemma above the set of all accessible points is dense in ∂topGM .
Consequently the same holds for the image of ∂σ.
The P -equivariance gives the same results for ∂s, the image ∂s(λC) contains all ac-
cessible points and is dense in ∂topM .
5. We want to show that the action of P on ΛC ∪GM is proper and free. These properties
are directly inherited from the P -action on GN with the help of σ. Recall the definition
of a group of homeomorphisms acting properly:
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Definition 6.7 Let G be a group acting on M by homeomorphisms. The action of G is
called proper if for every compact subset K ⊂M the set GK := {g ∈ G | g(K)∩K 6= ∅}
has compact closure in Hom(M). Hom(M) is the group of all homeomorphisms of M
endowed with the compact-open topology. The compact-open topology is the smallest
topology that contains all sets U(K,U) := {f ∈ C(M,M) | f(K) ⊂ U} with K ⊂ M
being compact and U ⊂M being open.
Remark 6.7 If we have given a smooth manifold N , a Lie group G and a smooth,
free and proper right action µ : N ×G −→ N , then N is a smooth G-principal bundle.
Let K ⊂ ΛC ∪ GM be compact, PK := {p ∈ P | RpK ∩ K 6= ∅}. We have to prove
that the closure of PK is compact. Since the right action of P commutes with σ it
is PK = Pσ(K) which has compact closure in Hom(GN ) because of P acting properly
on GN . With the help of σ the homeomorphisms of Λc ∪ GM can be considered as
restrictions of elements of Hom(GN ). Consequently PK has also compact closure in
Hom(ΛC ∪ GM ). So the action of P on ΛC ∪ GM is proper.
To prove that the action is also free let Rpu = u for some u ∈ ΛC ∪ GM . Hence
Rpσ(u) = σ(u). Due to P acting freely on GN we have p = e and therefore P also acts
freely on ΛC ∪ GM .
The last point to prove is that the manifold M joined by the regular set, M ∪ λC ,
is Hausdorff. Assume that λC ∪M = π(ΛC ∪ GM ) is not Hausdorff, that is to say
we have a point x ∈ λC ∪ M with
⋂
U(x) cl(U(x)) 6= {x}. Hence there ist a point
y ∈ λC ∪M \ {x} which is contained in the closure of every open neighbourhood of
x. Choose ux ∈ π−1(x). For every ε > 0 the closed ball around ux with radius ε is
compact and the projection of the open ball is an open neighbourhood of x. So we











So we obtain a sequence (uk) ⊂ B1(ux) with π(uk) = y and this sequence converges
to ux. Furthermore we have a uniquely defined sequence (pk) ⊂ P with Rpku1 = uk.




∩cl(B1(ux)) 6= ∅ and therefore (pk) ⊂ Pcl(B1(ux)).
Since the action of P on ΛC ∪ GM is proper, the sequence (pk) contains a converging
subsequence, i.e. there is a p ∈ P with Rpu1 = limk→∞Rpku1 = limk→∞ uk = ux.
This is a contradiction to ux and u1 being elements of different fibres. Consequently
λC ∪M is Hausdorff.
2
Remark 6.8 As we have seen in Subsection 6.2.2 the Cartan boundary of the conformally
flat space Rn is a point. So the regular set λC of the Cartan boundary ∂CBRn contains
at most one point. According to the proposition above for any strict conformal embedding
s : (Rn, 〈·, ·〉n) −→ (N, g) the image s(λC) has to be dense in the topological boundary. Hence
the topological boundary contains at most one point and is nonempty since the embedding is
supposed to be strict. Therefore, (N, g) has to be conformally equivalent to the round sphere.
More general knowing that the Cartan boundary ∂CBM consists of a finite number of points
implies that the regular set λC and therefore also the topological boundary ∂topM for any
strict embedding contain a finite number of points as well.
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6.7.1 The Cartan Geometry of Γ\M
In this subsection we want to describe the Cartan geometry of a manifold Γ\M , where
M ⊂ L is an open subset of a manifold L endowed with the Cartan geometry (GL, π, L, ωL)
and Γ is a discrete subgroup of the automorphisms of L preserving M .
Let (GL, π, L;ωL) be a Cartan geometry of type (G,P ). A diffeomorphism of L is called an
automorphism of the Cartan geometry if it lifts to a bundle automorphism preserving the
Cartan connection. Assume there is a diffeomorphism φ : L −→ L of L which has two lifts
φ̂, φ̃ : GL −→ GL preserving the Cartan connection. Then we have a map p : GL −→ P with









dRp(u) ◦ dφ̃(Xu) + ˜dLp(u)−1 ◦ dp(Xu)
)
φ̃ preserves ω




+ dLp(u)−1 ◦ dp(Xu)
= Ad(p(u)−1) ◦ ω(Xu) + dLp(u)−1 ◦ dp(Xu)︸ ︷︷ ︸
∈p
.
Since the group P is supposed to act faithfully on G/P by conjugation this is only true
for p = e and the lifts φ̂ and φ̃ are identical. We denote by Aut(L) the group of all
automorphisms of L and the lift of an automorphism φ : L −→ L is denoted with the same
symbol φ : GL −→ GL.
In order to see that Aut(L) acts freely on GL we use the following lemma.
Lemma 6.12 Let (GM , πM ,M ;ωM ) and (GN , πN , N ;ωN ) be two Cartan geometries, GM
connected. Let furthermore f1, f2 : GM −→ GN be two diffeomorphisms respecting the Cartan
connections, that is f∗1/2ωN = ωM , and satisfying f1(u0) = f2(u0) and (df1)u0 = (df2)u0 for
a point u0 ∈ GM . Then we have f1 ≡ f2.
Proof: Let A be the set of all points of GM where the two maps and their differentials are
identical,
A := {u ∈ GM | f1(u) = f2(u), (df1)u = (df2)u}.
We have u0 ∈ A and A is closed, since f1/2 and df1/2 are continuous. So we have to prove
that A is also open. Then A is equal to GM which proves the statement. So let u be
a point in A. For a vector V ∈ TuGM we have the integral curve γV of the ω-constant
vector field ω−1M ◦ (ωM )u(V ) through the point u. For the curves γ1/2 := f1/2 ◦ γV we have
γ1(0) = f1 ◦ γV (0) = f1(u) = f2(u) = γ2(0) and
γ̇1/2(t) = df1/2 ◦ γ̇V (t)
= df1/2 ◦ (ωM )−1γV (t) ◦ (ωM )u(V )
= (ωN )
−1 ◦ (ωM )u(V ).
I.e. γ1/2 are integral curves of the same vector field with the same starting point and they
are therefore identical, hence f1 = f2 along the curve γV . Since such integral curves are
defined on an open neighbourhood of u we have f1 = f2 on an open neighbourhood of u
inducing the equality of their derivatives there. So A is also open and therefore equal to M
and the two diffeomorphisms are the same.
2
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With this lemma it is easy to see that Aut(L) acts freely on GL. Let φ ∈ Aut(L) be an
automorphism with φ(u0) = u0. Since dφ preserves the Cartan connection and therefore
also the parallelisation (Ai)u := ω
−1






= (Ai)φ(u0) = (Ai)u0 .
I.e. dφu0 = id. So according to the lemma above φ is actually the identity and Aut(L) acts
freely on GL.
Now let M ⊂ L be an open subset. The Cartan bundle of M is given by π−1(M) and its
Cartan connection is the restriction of the Cartan connection of L. As we have seen, fixing
a basis (a1, . . . , ar) of g leads to Riemannian metrics %L on GL and %M on GM , where %M is
just the restiction of the Riemannian metric on GL.
Let Γ be a discrete subgroup of the automorphisms of L preserving M . On the quotient
manifold Γ\GL the subgroup P acts from the right. However Γ\GL is not necessarily a
P -principal bundle.
We will take a closer look under what conditions we actually obtain a P -principal bundle.
Lemma 6.13 Let Γ ⊂ Aut(L) be a discrete subgroup of automorphisms acting properly on
L. Then Γ also acts properly on GL.
Proof: Let K ⊂ GL be compact. We have to prove, that ΓK has compact closure.
K := π(K) ⊂ L is compact. For every automorphism φ ∈ ΓK = {φ ∈ Γ | φ(K) ∩ K 6= ∅}
there is a ux ∈ K such that φ(ux) ∈ K. However this implies φ(x) ∈ K. So φ(K) ∩K 6= ∅
and φ is also an element of ΓK . Hence ΓK ⊂ ΓK . We know that ΓK has compact closure
since Γ is acting properly on L. So the closure of ΓK is compact as well. Consequently Γ is
acting properly on GL.
2
Lemma 6.14 Let Γ ⊂ Aut(L) be a discrete subgroup of automorphisms. P acts properly
on Γ\GL if Γ acts properly on L.
Proof: Let Γ act properly on L and let K be a compact subset of Γ\GL. We have a compact




∣∣ ∃γ ∈ Γ : RpK ∩ γ ·K 6= ∅}.
However since Γ is discrete and acts properly on L the subsets K and γ · K will have a
nonempty intersection solely for a finite number of elements γ ∈ Γ. More precisely for
compact K ⊂ GL the set PΓK = {γ ∈ Γ | γ ·K ∩K 6= ∅} has compact closure and is therefore












With PΓK being finite the subset
⋃
γ∈PΓK
γ ·K ⊂ GL is compact. And due to P acting properly
on GL the closure of P⋃
γ∈PΓ
K
γ·K is compact. Consequently also PK has a compact closure
and P acts properly on Γ\GL.
2
Lemma 6.15 Let Γ ⊂ Aut(L) be a discrete subgroup of automorphisms. P acts freely on
the fibres of Γ\GL if Γ acts freely on L.
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Proof: We will actually prove the contraposition of this lemma.
Assume that P is not acting freely on the fibres of Γ\GL. I.e. we have a point [ux] ∈Γ \GL
and a nontrivial p ∈ P such that Rp[ux] = [Rpux] = [ux]. So we have a nontrivial φ ∈ Γ
with φ(Rpux) = ux. However by projection this implies φ(x) = x and hence Γ does not act
freely on L.
2
From the lemmata above we know that for Γ being a discrete subgroup of the automorphisms
of L acting freely and properly on L we actually obtain a P -principal bundle Γ\GL. In the
same way if M is an open subset of L and Γ a discret subgroup of Aut(L) preserving M
and acting freely and properly on it, Γ\GM is a P -principal bundle over Γ\M .
We now want to describe the Cartan connection of (Γ\GM , π,Γ \M ;P ) in terms of the Cartan
connection of (GL, πL, L;P ).
With ω
Γ\L we denote the 1-form induced by ωL,
(ω
Γ\L)[u]([X]) := (ωL)u(X) with [X] = [Xu] = {dφu(Xu) | φ ∈ Γ}.
This is well defined since the automorphisms in Γ preserve the Cartan connection, that is
to say for φ ∈ Γ we have φ∗ωL = ωL. Furthermore we have
• ω




−1) ◦ ωL(x) = Ad(p−1) ◦ ωΓ\L([X]).
• ω






= ωL(X̃) = X.
• For every point [u] ∈Γ \GL we have an isomorphism (ωΓ\L)[u] : T[u] (Γ\GL) −→ g.
Definition 6.8 For a Cartan geometry (GL, πL, L;ωL), an open subset M ⊂ L and a discret
subgroup Γ ⊂ Aut(L) of automorphisms preserving M and acting freely and properly on it
(Γ\GL, π,Γ \L;ωΓ\L) is called a weak Cartan geometry. If Γ acutally acts freely and properly
on L itself (Γ\GL, π,Γ \L;ωΓ\L) is a Cartan geometry.
With ω
Γ\M we denote the restiction of ωΓ\L to the bundle Γ\GM . So we have a Cartan
connection ω
Γ\M on the principal bundle (Γ\GM , π,Γ \M ;P ).
Definition 6.9 Let (GL, πL, L;ωL) be a Cartan geometry and M ⊂ L an open subset.
For a discrete subgroup Γ ⊂ Aut(L) preserving M and acting freely and properly on it
(Γ\GM , π,Γ \M ;ωΓ\M ) is a Cartan geometry and is called the canonical Cartan geometry on
Γ\M , induced by the Cartan geometry of L.
On GL we have the Riemannian metric %L defined by the Cartan connection ωL. This
metric induces the Riemannian metric %
Γ\L on Γ\GL. Restriction of %L to GM gives the
metrik %M = %L|GM . And finaly %M induces %Γ\M on Γ\GM . This metric is identical to
the Riemannian metric defined by the Cartan connection ω
Γ\M of the Cartan geometry
(Γ\GM , π,Γ \M ;ωΓ\M ).
All those Riemannian metrics define distances, d
Γ\L on Γ\GL and dΓ\M on Γ\M . For two
points [u], [v] ∈Γ \GM we have
d
Γ\M ([u], [v]) = inf{`(γ) | γ : [0, 1] −→ Γ\GM , γ(0) = [u], γ(1) = [v]}




In order to determine the Cartan boundary of Γ\M we need to find all Cauchy sequences of
Γ\GM with respect to the distance dΓ\M . A sequence ([un]) ⊂Γ \GM is a Cauchy sequence
with respect to d
Γ\M if and only if there is a sequence of automorphisms (φn) ⊂ Γ such that
(φn(un)) ⊂ GM is a Cauchy sequence with respect to dM . This implies that (φn(un)) is a
Cauchy sequence with respect to dL and ([un]) is one with respect to dΓ\L. If we also know
that GM ⊂ GL is dense, we get Γ\GM = Γ\GL. And for GM being dense in the complete
space GL we have Γ\GM = Γ\GL. This we will use for the example in the next section.
Remark 6.9 For GM ⊂ GL not being dense we do not have such strong results. Still we
know that if M ⊂ L is a normal domain there is a map ϕ : ∂top (Γ\GM ) −→ ∂CB (Γ\GM ),
mapping the topological boundary of Γ\GM ⊂Γ \GL homeomorphically onto an open subset
of the Cartan boundary of Γ\GM (see [Fra08] Sections 3.3 and 3.4).
Here a normal domain is defined as M ( L being an open subset such that for any point
of the topological boundary, y ∈ ∂topM , there is a countable family (Ui)i∈N of connected
relatively compact neighbourhoods with
• Ui+1 ( Ui for all i ∈ N and
⋂
i∈N Ui = {y},
• Ui ∩M is connected for all i ∈ N and
• for every smooth Riemannian metric % on U0 the metrics dUi% and dUi∩M% are bi-
Lipschitz on Ui ∩M for every i ∈ N.
6.7.2 The Cartan Boundary of the Conformal Space Γ\Rn
In this section we want to describe the Cartan boundary of a conformal manifold defined
by a flat, connected and complete Riemannian manifold. Recall that any flat, connected,
complete Riemannian manifold (Mn, g) is isometric to Γ\Rn for some discrete subgroup
Γ ⊂ Iso(Rn) acting freely and properly on Rn. In fact the boundary of Γ\Rn will contain
only one point for Γ acting freely on Rn, as we will see later. However we do not want to
restrict to the case of Γ acting freely.
Let Γ ⊂ Iso(Rn) be a nontrivial and discrete subgroup of the Euklidian motions of Rn
endowed with the standard Euklidian metric 〈·, ·〉. Such a group is always acting properly
on Rn, since Iso(Rn) = O(n) .< Rn. Hence for a compact and therefore bounded subset
K ⊂ Rn and some ϕ ∈ ΓK ⊂ Iso(Rn) we know that ϕ ∈ O(n) .< [a, b]n has to hold for some
numbers a, b ∈ R depending only on K. However this is a compact subset of Iso(Rn) and
therefore ΓK has a compact closure and Γ is acting properly on Rn.
To deal with the case of Γ not acting freely on the whole of Rn we define the set of critical
points,
Crit = {x ∈ Rn | ∃ϕ ∈ Γ, ϕ 6= id with ϕ(x) = x}.
Lemma 6.16 Rn \ Crit is an open and dense subset of Rn.
Proof: Assume that Rn \ Crit is not open, i.e. we have a point x ∈ Rn \ Crit and a
sequence of critical points (xk) ⊂ Crit converging to x. Furthermore we have a sequence
of automorphisms ϕk ∈ Γ \ {id} with ϕk(xk) = xk. Using coordinates those automorphism
can be written as ϕk(∗) = Ak · ∗+ wk with Ak ∈ O(n) and wk ∈ Rn. Since the orthogonal
group O(n) is compact the sequence (Ak) contains a converging subsequence. Without loss
of generality we assume that the whole sequence converges. With (xk) and (Ak) converging
and Ak · xk + wk = xk we obtain that (wk) converges as well and so does (ϕk). Since
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Γ is discrete this implies that there is a k0 such that (ϕk)k≥k0 is constant and therefore
ϕk0(x) = x. This is a contradiction to x being not critical. Hence Rn \ Crit is open.
Let us now assume, that Rn \ Crit is not dense in Rn, that is there is a ball
with radius ε > 0 containing only critical points, Bε(x) ⊂ Crit. So the follow-
ing points x
ej




k := x −
ε
kej are critical and are preserved
by automorphisms ϕ
±ej




k ) = x
±ej










, . . . , ϕenk0+n, ϕ
−e1
k0+n+1
, . . . , ϕ−enk0+2n, ϕ
e1
k0+2n+1
, . . . imply that this is ac-




, . . . , xenk0+n, x
−e1
k0+n+1
invariant. Sinces ϕ is an isometry every point of the con-
vex hull is invariant under the action of ϕ. However this is only true for ϕ = id. This is a
contradiction to ϕ ∈ Γ \ {id} and therefore Rn \ Crit has to be dense in Rn.
2
So on M := Rn \ Crit the discrete and nontrivial subgroup Γ ⊂ Iso(Rn) is acting properly
and freely. With the help of the stereographic projection we can viewM as an open and dense
subset of the sphere Sn and the automorphisms of Rn can be prolonged to automorphisms
of the sphere preserving the north pole. Hence from the section above we know that the
Cartan geometry of the conformal space Γ\M is given in terms of the Cartan geometry of
the sphere. With GM being the restriction of GSn to M and ωM being the restriction of ωSn
to the bundle (GM , π,M) the Cartan geometry of Γ\M is given as
(
Γ\GM , π, Γ\M ; (πΓ)∗ωM
)
.
Since GSn = SO(1, n+ 1) is complete we obtain for the Cauchy completion of Γ\GM
( Γ\GM ) = Γ\GSn .
So we have to take a closer look at the structure of Γ\GSn . I.e. we have to determine the
lifts of the automorphisms ϕ ∈ Γ. In order to simplify the calculations we will determine the
lifts over Rn using the properties of the Cartan geometry of the conformal space Rn which
can be found in [Feh05] and then transfer the informations obtained with the help of the
stereographic projection onto the bundle over the sphere.
Let G be the Cartan bundle over Rn with the structure group P . Using the standard metric








CO(n) 3 (e1, . . . , en)x
π1 ↓↑ σ0
Rn 3 x
σ0 maps any point of the Euklidian space onto the standard frame. σ
〈·,·〉 selects for any
conformal frame the horizontal subspace defined by the Levi-Civita connection A〈·,·〉 of the
standard metric. The composition of both is the global section σ := σ〈·,·〉 ◦ σ0 : Rn −→ G.
We need to lift the automorphism ϕ ∈ Γ to automorphism φ : G −→ G, such that the Cartan
connection is invariant under pullback with φ, that is to say φ∗ω = ω.
Since ϕ is an automorphism of the euklidian space we can write with respect to the frame
(e1, . . . , en)
ϕ(x) = Ax+ w, for A ∈ O(n) and w ∈ Rn.
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In the conformal case the Cartan connection splits into three parts ω = ω−1 ⊕ ω0 ⊕ ω1 and
we have
• ω−1 = (π1)∗θCO(n), where θCO(n) denotes the displacementform.
• σ∗0(σ〈·,·〉)∗ω0 = σ∗0A〈·,·〉 = 0 since the global frame (e1, . . . , en) is parallel with respect
to the Levi Civita connection of 〈·, ·〉.
• (σ〈·,·〉)∗ω1 = 0 since it can be written in terms of the Schouten tensor which vanishes
in the flat case.











= ω has to hold, the lift of ϕ is unique and necessarily φ ◦ σ = RA ◦ σ ◦ ϕ. This









































Since φ commutes with the right action of P we have for any ux ∈ π−1(x) with ux = Rp◦σ(x)
φ(ux) = φ ◦Rp ◦ σ(x) = Rp ◦ φ ◦ σ(x) = Rp ◦RA ◦ σ ◦ ϕ(x).
We can view the elements of O(n) as elements of P = O(1, n+ 1)|Rf− by
O(n) −→ P
A 7→
 1 0 00 A 0
0 0 1
 .
For x being a critical point we define
Γx := {A ∈ O(n) ⊂ P | ∃ϕ ∈ Γ : ϕ(x) = x and ϕ(∗) = A ∗+w}.
So the fibre in Γ\Rn over x is Γx\P . Since the automorphisms of Rn are pushed foreward by
the stereographic projection and prolonged to automorphisms of the sphere fixing the north
pole, the fibre of Γ\GSn over the north pole is Γ∞\P with
Γ∞ := {A ∈ P | ∃ϕ ∈ Γ : ϕ(∗) = A ∗+w}.
We conclude
∂CB (Γ\GM ) =
⋃̇
x∈Crit Γx\P ∪̇ Γ∞\P and
∂CB (Γ\M) = Crit ∪̇ {point}.
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Especially if there are no critical points, i.e. Γ is acting freely on the conformal space Rn,
we have ∂CB (Γ\Rn) = {point}.
We now want to prove that the conformal space Γ\Rn will not be Hausdorff if the subgroup
Γ is not compact. We denote with x the boundary point of Rn. Let U(x) ⊂ Rn be a
neighbourhood of x. Thus Rn \U(x) is compact and we have a ϕ ∈ Γ with ϕ(0) 6∈ Rn \U(x).
Consequently in the conformal space Γ\Rn the class of the origin [0] will be an element of
any neighbourhood of the boundary point [x]. And so Γ\Rn will not be Hausdorff if the
subgroup Γ is not compact.
For example the conformal cylinder span{e1}\Rn has one boudary point, with fibre isomorphic
to the whole group P = CO(n) .< Rn, and span{e1}\Rn is not Hausdorff.
6.7.3 Some Remarks on the Conformal Boundary
Another boundary physicists often use is the conformal boundary. Since this boundary is
defined with the help of an embedding we now want to give a short comment on this theme.
More detailed informations can be found in [Falk07] for example.
Definition 6.10 Let ϕ : (M, g) −→ (X, c) be a conformal embedding of a semi-Riemannian
manifold without a boundary into a conformal manifold (X, c). Further let % : X −→ R be
a smooth map with
• %(x) > 0 for all x ∈ ϕ(M),






• (d%)x 6= 0 for all x ∈ ∂(ϕ(M)).
Then ∂(ϕ(M)) is called conformal boundary of the semi-Riemannian manifold (M, g) with
respect to (X, c) and is endowed with the conformal structure induced by g.
Obviously this boundary definition is not intrinsic but depends on the embedding chosen.
And in [Chr02] an example is given of a Lorentzian manifold with two conformal boundaries
which are not equivalent.
However applying the results from [Fra08] to the context of conformal boundaries of confor-
mal manifolds of dimension n ≥ 3 we find that the image of the regular set ∂ϕ(λC) under the
boundary map has to be a dense subset of the conformal boundary. And with the regular set
being defined intrisically as a subset of the Cartan boundary, we know that two conformal
boundaries of a manifold cannot “differ to much” as they coincide on a dense subset.
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Chapter 7
The Cartan Boundaries of CR
Manifolds and Fefferman Spaces
187
In this chapter we will apply the construction of the Cartan boundary to CR manifolds and
the corresponding Fefferman spaces. We will consider both constructions studied earlier.
7.1 The Construction of [BL04]





R+ such that F −→ M is a S
1-principal bundle. It is equipped with the






Here θ is the pseudo-hermitian form of the strictly pseudo-convex CR manifold and the
connection Aθ is defined as Aθ := AW − i2(n+1)R
W · θ where RW is the scalar curvature of
the Tanaka Webster connection on M and AW is a S1-principal bundle connection defined
by the Tanaka Webster connection.




as we have seen in Section 5.7.
7.1.1 The S1-Action
Let us take a closer look at the Fefferman space and the S1-action. As we have seen in Section
2.2 the fundamental vector field generated by i is a light like Killing vector field with respect
to the metric hθ. Hence S
1 acts by isometries with respect to hθ, fα : (F , hθ) −→ (F , hθ).
Consequently we can lift the action of S1 to the bundle of all conformal frames of F via
Fα : CO(F) −→ CO(F)
sϕ 7→ (dfα)ϕ(sϕ)
for α ∈ S1 and sϕ being a conformal frame of TϕF . We have π ◦Fα = fα ◦ π and the action
is free, since S1 acts by isomorphisms with respect to the metric hθ.
The Cartan bundle of the conformal space F is a prolongation of the conformal repere bundle
with structure group P̃1 ' (R2n+1)∗ (see [Feh05]) and we have the following diagramm.
GFS1
?





Now by fixing a Weyl structure σ : CO(F) −→ GF , that is to say a CO(1, 2n+1)-equivariant






we can define a S1-action FσS1 on the Cartan bundle of the Fefferman space. For any element
u ∈ GF we have a unique b1 ∈ P̃1 with u = Rb1 ◦ σ ◦ π1(u). We set for α ∈ S1
Fσαu := Rb1 ◦ σ ◦ Fα ◦ π1(u).
Let σ2 : CO(F) −→ GF be another Weyl structure. Then we have a map g : CO(F) −→ P̃1
transfering one Weyl structure into the other, σ = Rg ◦ σ2. Hence for a point u ∈ GF we
can write u = Rb1 ◦ σ ◦ π1(u) = Rgb1 ◦ σ2 ◦ π1(u). Consequently we obtain
Fσ2α u = Rgb1 ◦ σ2 ◦ Fα ◦ π1(u)




So the definition of the right-action of S1 on GF is actually independent of the chosen Weyl
structure and we simply write
Fαu = F
σ
αu for some Weyl structure σ.
Again we have π ◦ Fα = fα ◦ π.
According to the definition this S1-action commutes with the right action of P̃1 on the
Cartan bundle GF .
Furthermore the S1-action on the Cartan bundle GF inherits the attribute of being free from
the S1-action on the bundle of all conformal frames CO(F).




∈ GF we obtain the following
formula for the Cartan connection (see for example [Feh05])
(σθ)∗ωF = θCO(F) ⊕Ahθ ⊕ Phθ .
Here θCO(F) is the displacement form, A
hθ is the Levi Civita connection and Phθ is the
Schouten tensor with respect to the metric hθ.
We will now study the behaviour of the components of (σhθ )∗ωF under the action of S
1.
Let γ be a curve in the conformal repere bundle CO(F).
(F ∗αθCO(F))γ(γ̇) = (θCO(F))Fαγ(dFα ◦ γ̇)
= [Fαγ]
−1(dπ ◦ dFα ◦ γ̇)
= [Fαγ]
−1(Fα ◦ dπ ◦ γ̇)
= [γ]−1(dπ ◦ γ̇)
= (θCO(F))γ(γ̇)





[s]−1∇dπ◦γ̇(s1 ◦ π ◦ γ), . . . , [s]−1∇dπ◦γ̇(s2n+2 ◦ π ◦ γ)
)
.
Then s̃ := Fα ◦ s ◦ fα−1 is a local section with Fα ◦ γ = s̃ ◦ π ◦ Fα ◦ γ and we get
(F ∗αA
θ)γ(γ̇) = (s̃
∗Aθ)π◦Fα◦γ(dπ ◦ dFα ◦ γ̇)
=
(




[Fα ◦ s ◦ fα−1 ]−1∇Fα◦dπ◦γ̇(Fα ◦ s1 ◦ π ◦ γ), . . .




[Fα ◦ s ◦ fα−1 ]−1Fα∇dπ◦γ̇(◦s1 ◦ π ◦ γ), . . .








For the third component we have (σθ)∗ω1(γ̇) =
∑





























Hence for all α ∈ S1 we get F ∗α(σθ)∗ωF = (σθ)∗ωF . Since furthermore the action of S1
commutes with the action of P̃1 the Cartan connection is invariant under the action Fα,
F ∗αωF = ωF .
This actually implies that the Lie derivative of the Cartan connection in the direction of the












As we have seen in Section 5.7 the local results also hold for the construction of [CG08] and
vice versa. Thus we also have according to Section 5.6 that the curvature ΩωF vanishes if
lifts of ĩ are inserted.
7.1.2 Prolonging the S1-Action
In the subsection above we have discribed the S1-action F : S1 ×GF −→ GF on the Cartan
bundle of the Fefferman space, which leaves the Cartan connection ωF invariant. Hence the
S1-action is an isometry with respect to the metric d% induced by the Cartan connection,



















So the S1-action on GF can be prolonged to the Cartan boundary ∂CBGF . Recall that the

















∈ ∂CBGF and α ∈ S1.
Since S1 acts by isometries on GF its action on GF is continuous.
Now we want to ananlyse the second construction to find more informations on the boundary
of the Fefferman space.
7.2 The Construction of [CG08]
If the global (n + 2)nd root of the canonical line bundle of the CR manifold is given, we
can apply the construction from [CG08] as presented in chapter 5 and obtain the following
picture.
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ωM (ωF )[u,p] = Ad(p







= S1 n (G ∩ P̃ )
GF = GM ×G∩P̃ P̃
P̃
Thus we can consider GM = GM × {e} ⊂ GF as a Riemannian submanifold since on this
submanifold the metrics induced by ωM respectively ωF are identical. And we get the
proposition below.
Proposition 7.1 Let (M,H, θ) be a strictly pseudo-convex CR manifold joined by a complex
line bundle E(1, 0) −→ M together with a duality between E(1, 0)⊗(n+2) and the canonical
complex line bundle K of M . Then we have
GM × {e} ⊂ GF and especially ∂CBM ⊂ pr(∂CBF).
In the construction of [CG08] we have identified S1 as a subgroup of P . So we naturally
have a S1-action on the Cartan bundle GM given by the right action of P
Rα : GM −→ GM .
When considering the Adjoint action of S1 on the |2|-graded Lie algebra g we find that





 eit e− 2itn In
eit
 it is
∥∥∥Ad((eit, e−2itn In)−1)(E−2(a)⊕ E−1(X)⊕ E0(z,A)⊕ E1(Z)⊕ E2(b))∥∥∥
=
∥∥E−2(a)⊕ E−1(e i(2+n)tn X)⊕ E0(z,A)⊕ E1(e i(2+n)tn Z)⊕ E2(b)∥∥
=
∥∥E−2(a)⊕ E−1(X)⊕ E0(z,A)⊕ E1(Z)⊕ E2(b)∥∥.
I.e. we have ‖R∗αωM‖ = ‖ωM‖ for all α ∈ S1 and therefore the Lie derivative of the norm
of the Cartan connection ωM in direction of the fundamental vector field generated by i
vanishes, Lĩ‖ωM‖ = 0.
Consequently S1 acts by isometries on GM with respect to the Riemannian metric induced
by the Cartan connection and we can prolong this action to a continuous action on GM .
Remark 7.1 Please note that α−1 · P̃ · α is not always an element of P̃ . Thus an action
on the Cartan bundle GF like Rα[u.p̃] = [Rαu, α−1p̃α] is not well defined. We can lift the
S1-action of the Fefferman space in the same way as we have done in Subsection 7.1.1
and obtain the same results. Even if the link between both Cartan bundles and both Cartan
connections suggests to compare the S1-action on GM and GF we want to point out, that
the lifts of the action on F to GM and GF are quite different although they project onto the
same action on the Fefferman space.
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7.3 Summary
Since local results on the Cartan geometries of a CR manifold and the corresponding Feffer-
man space do not depend on the construction used we now want to give an owerview on the
results which apply for both constructions. Let (M2n+1, T10, θ) be a strictly pseudo-convex
CR manifold and F the corresponding Fefferman space endowed with an S1-action. The
Cartan geometries of both are denoted by (GM , πM ,M ;ωM ) and (GF , πF ,F ;ωF ) respec-
tively. Further ĩ denotes the fundamental vector field generated by i ∈ iR = LA(S1). Then
we have
• S1 acts by conformal isomorphisms on F .
• The norms of both Cartan connections are invariant under the action of S1,
Lĩ‖ωM‖ = 0 and Lĩ‖ωF‖ = 0.
• The curvatures of both Cartan connections vanish if lifts of the fundamental vector
field generated by i ∈ LA(S1) are inserted,
ΩωM (̃i, ·) = 0 and ΩωF (̃i, ·) = 0.
• S1 acts by isometries on GM and GF with respect to the Riemannian metrics induced
by the Cartan connections.
• The S1 actions on GM and GF can be prolonged to the boundaries and the actions
S1 × GM −→ GM and S1 × GF −→ GF are continuous.
• For the construction of [CG08] we have ∂CBM ⊂ pr(∂CBF).
7.4 The Cartan Boundary of the Homogeneous CR-
Manifold and its Fefferman Space
The constructions of the homogeneous CR manifold and its Fefferman space have been
discussed in Sections 5.1 and 5.2. Denoting G := SU(p+1, q+1) and P := Stab(C · ˜̀) where˜̀ is a real null line in Cp+1,q+1 the homogeneous model of CR-geometry is given by G/P . Its
Fefferman space is the Möbius space G̃/P̃ with G̃ = Oc(C
p+1,q+1, 〈·, ·〉R) = Oc(2p+2, 2q+2)




So since both of the spaces are homogeneous their Cartan boundaries are empty as we have
discussed in Subsection 6.2.1,





In this chapter we will explicitly compute the Cartan boundaries of the Heisenberg group
He(n) and its Fefferman space. As we have discussed in Subsection 2.1.1 the Heisenberg
group is a CR manifold. And we will see that die Heisenberg group is flat. So next to
the homogeneous space this is one of the basic examples of CR manifolds. However the
Heisenberg group is - contrary to the homogeneous space - not compact, which causes us to
expect the boundary to be nonempty.
Recall that the Heisenberg group can be realised as
He(n) :=







 ⊂ Gl(n+ 2)
with the corresponding Lie algebra given by:
he(n) := LA(He(n)) =

 0 Xt z0 0 Y
0 0 0





Then a basis of the Lie algebra he(n) is given by the tuple(
Xi := M(ei, 0, 0), Yi := M(0, ei, 0), Z := M(0, 0, 1)
∣∣ i = 1, . . . , n) and we have for the
Lie brackets [Xi, Yi] = Z for i = 1, . . . , n and the remaining brackets vanish. Thus the
Heisenberg algebra he(n) is nilpotent of order two. Further the Baker-Campbell-Hausdorff
formula reduces to








The exponential map is a global diffeomorphism.
exp : he(n) −→ He(n)














 0 Xt z0 0 Y
0 0 0
+ 12




 1 Xt z +XtY0 In Y
0 0 1

As we have seen in Subsection 2.1.1 the subbundle H is spanned by the left invariant vector
fields defined by Xi and Yi, i = 1, . . . n. And a global frame is given by the left invariant









Please note that Z̃ = T is the Reeb vector field of the pseudo-hermitian form θ = Z̃∗.
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8.1 The Levi Form and the Tanaka Webster Connection
Computing the commutator of such vector fields we obtain for any linear function f :




















































If we insert for A and B the basis vectors (X1, . . . , Xn, Y1, . . . , Yn, Z) the Lie bracket vanishes
in all cases exept for [Xi, Yi]he(n) = Z. If the Lie bracket is zero the remaining terms vanish






















I.e. for A,B ∈ {X1, . . . , Xn, Y1, . . . , Yn, Z} we get [Ã, B̃] = −[̃A,B]he(n).















































Thus with respect to the Webster metric gθ := Gθ + θ  θ the global frame
(X̃1, . . . , X̃n, Ỹ1, . . . , Ỹn, Z̃) is orthonormal and gθ is positiv definite. I.e. the Heisenberg
group (He(n), θ) is strictly pseudo-convex.
Now we are going to compute the Tanaka Webster connection as defined in Subsection 2.1.4.
The subbundle T10 ⊂ TMC is given as
T10 = span{X̃j − iJX̃j , Ỹj − iJỸj | j = 1, . . . , n}
= span{X̃j − iỸj | j = 1, . . . , n}.
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For sections X,Y ∈ Γ(T10) the Tanaka Webster connection is defined via
• ∇WT X := prT10 [T,X], i.e.
∇WT (X̃j − iỸj) = prT10
[
T, X̃j − iỸj
]




X := prT10 [Y ,X] that is to say
∇W
X̃k−iỸk
(X̃j − iỸj) = prT10
[












X, [Y , Z]
)





(X̃j − iỸj), X̃l − iỸl
)
!
= (X̃k − iỸk)
(









So according to the extension of ∇W defined in Subsection 2.1.4 we obtain for all vector
fields A,B ∈ {X̃1, . . . , X̃n, Ỹ1, . . . , Ỹn, Z̃} of our global frame
∇WA B = 0.
With Proposition 2.2 we obtain for the torsion of the Tanaka Webster connection and sections
X,Y ∈ Γ(H)
• TorW (X,Y ) = Gθ(JX, Y )T , that is
TorW (X̃i, Ỹj) = Gθ(JX̃i︸︷︷︸
=Ỹi
, Ỹj) · T
= δijT,
TorW (X̃i, X̃j) = 0
and TorW (Ỹi, Ỹj) = 0.
• TorW (T,X) = − 12
(
[T,X] + J [T, JX]
)
, that is to say
TorW (T, X̃j) = − 12
(
[T, X̃j ]︸ ︷︷ ︸
=0




and in the same way TorW (T, Ỹj) = 0.
Since the Tanaka Webster connection applied to the vector fields of the global basis vanishes
the curvature tensor
RW (X,Y, Z,W ) := gθ
(
(∇WX ∇WY −∇WY ∇WX −∇W[X,Y ])Z,W
)
for X,Y, Z,W ∈ Γ(TMC)
vanishes completely. Thus the Heisenberg group (He(n),∇W ) is flat.
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8.2 The Cartan Boundary of the Heisenberg Group
Now we use Section 4.4 to calculate the Cartan boundary of the Heisenberg group. The Lie
algebra g is the special unitary Lie algebra g = su(1, 2n+ 1). The subbundle H is spanned
by the left invariant vector fields X̃1, Ỹ1, . . . , X̃n, Ỹn and (X̃1, . . . , X̃n) is a complex global
frame of H. The totally real, nondegenerate, bilinear pairing is given by the Levi form
{·, ·} := G(·, J ·), which again is defined with the help of the Lie bracket.
{X̃j , Ỹj} = G(X̃j , JỸj)
= −[X̃j , J2Ỹj ]he(n) +H
= ˜[Xj , Yj ]he(n) +H
= Z̃ +H
and all other brakets vanish.
8.2.1 The G0-Bundle
The G0-principal bundle p
1 : E1 −→ M according to Proposition 4.3 which satisfies the




x ∈M, ϕ1 : g−1 −→ T−1x M complex-linear isomorphism,
ϕ2 : g−2 −→ TxM/T−1x M linear isomorphism with
{ϕ1(X), ϕ1(Y )} = ϕ2[X,Y ] for all X,Y ∈ g−1
 .
We can describe the complex-linear isomorphism ϕ1 by a matrix A ∈ Gl(n,C) using the
global complex frame (X̃1, . . . , X̃n) for H and (E−1(e1), . . . E−1(en)) for g−1 (see Section
4.2). The linear isomorphism ϕ2 can be described by λ ∈ R∗ with the help of the global
frame Z̃ + H and E−2(−2) ∈ g−2. We choose E−2(−2) because of the correspondence
{X̃j , Ỹj} = Z̃ + h and [E−1(ej), E−1(iej)]g = E−2(−2). Thus we require for (ϕ1, ϕ2) resp.



























































= λIn. We can choose B ∈ U(n) and a ∈ C∗ such that A = a−1B, λ = |a|−2 and
aa−1det(B) = 1. However this choice is only unique up to Zn+2 since
A = a−1B = (eiϕa)−1(eiϕB) and 1
!
= (eiϕa)(eiϕa)−1det(eiϕB) = (eiϕ)(n+2)aa−1B.
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followed by the pointwise isomorphism
Φx : g−1 ⊕ g−2 −→ T(X,Y,z)He(n)
E−1(ej) 7→ (X̃j)(X,Y,z) = dL(X,Y,z)
 0 etj 00
0
 =
 0 etj 00
0
 ,
E−1(iej) 7→ (Ỹj)(X,Y,z) = dL(X,Y,z)
 0 0 0ej
0
 =
 0 0 xjej
0
 ,
E−2(−2) 7→ (Z̃)(X,Y,z) = dL(X,Y,z)
 0 0 10
0
 =





































= 1|a|2 Z̃ +H.
Thus the right action of G0 on E
1 as defined in Section 4.4 via composition with the Adjoint
action is actually the right action of the group G0 on itself.




Consequently the bundle E1 is just the trivial bundle
E1 = He(n)×G0/Zn+2 = He(n)×G0
p1−→ He(n)
with G0 acting on the second factor from the right.










) for all ξ ∈ d(p1)−1(T−1x M) = T−1ϕ E1.
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Writing for the tangent vector ξ =
∈T(X,Y,z)He(n)︷ ︸︸ ︷ 0 Ẋt ż0 Ẏ
0
+ξG0 the frame form θ1 at the point

























j xj ẏj)Z̃ +H
)




































= Ad(a−1, B−1) ◦ Φ−1x
(∑n












aB−1(Ẋ + iẎ )
)
.
According to Section 4.4 the bundle (E1, p1, He(n); θ1) is a harmonic P -frame bundle of
degree one.
8.2.2 The First Prolongation
The bundle E1 needs to be prolonged as explained in Section 4.4. Thus we consider
Ê :=
ϕ̂ = (ϕ̂−2, ϕ̂−1)
∣∣∣∣∣∣∣∣∣
ϕ̂−2 : T
−2E1 −→ g−2 ⊕ g−1 an isomorphism with
prg−2 ◦ ϕ̂−2 = θ1−2 and ϕ̂−2|T−1E1 = θ1−1
ϕ̂−1 : T
−1E1 −→ g−1 ⊕ g0 an isomorphism with
prg−1 ◦ ϕ̂−1 = θ1−1 and ϕ̂−1(Ã) = A for all A ∈ g0
 .
A global section of this bundle, π : Ê −→ E1, is given by







θ1−2 ⊕ θ1−1, θ1−1 ⊕ ωG0
)
.
As discussed in Section 4.4 the prolonged bundle E2 is the bundle of all elements of Ê with
∂∗-closed homogeneous component of degree one of the torsion. Thus we need to study the
torsion and therefore θ̂, the analog of the frame form. This is defined as (θ̂j)ϕ̂ := ϕ̂j ◦ dπ.
The torsion of an element ϕ̂ ∈ Ê is defined with the help of a section σ for Ẋ ∈ gi, Ẏ ∈ gj
and ξ ∈ T iπϕ̂E1, η ∈ T
j
πϕ̂E
1 (i, j < 0) with ϕ̂i(ξ) = Ẋ and ϕ̂j(η) = Ẏ via
tϕ̂(Ẋ, Ẏ ) :=
{
prg−2⊕···⊕gi+j+1 ◦ d(σ∗θ̂−2)πϕ̂(ξ, η), i+ j < −2
d(σ∗θ̂i+j)πϕ̂(ξ, η), i+ j ≥ −2






∈ E1, Ẋ = E−2(Ẋ) ∈ g−2 and ξ ∈ T−2ϕ E1 with σ(ϕ)−2(ξ) = Ẋ
the vector ξ =



















For Ẋ = E−1(Ẋ) ∈ g−1 we choose the vector ξ =
 0 ξtX 〈X, ξY 〉0 ξY
0
 ∈ T−1ϕ E1 with




= (θ1−1 + ωG0)
(∑




aB−1(ξX + iξY )
)
= E−1(Ẋ).
Now we can compute the torsion of the elements σ(ϕ) = ϕ̂.
• Ẋ ∈ g−2, Ẏ ∈ g−1





















































• Ẋ, Ẏ ∈ g−1
tϕ̂(Ẋ, Ẏ ) = d(σ
∗θ̂−2)ϕ(ξ, η)










(ξX)jX̃j + (ξY )j Ỹj ,
∑










= −(θ1−2 ⊕ θ1−1)
(








So in this case the homogeneous component of degree one vanishes.
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Consequently the homogeneous component of degree one of the torsion of the elements σ(ϕ)
vanishes and is therefore also ∂∗-closed. I.e.







θ1−2 ⊕ θ1−1, θ1−1 ⊕ ωG0
)
is actually a section of the prolonged bundle E2. With σ commuting with the right action
of G0 the bundle E
2 = He(n)×G1 is trivial with G1 acting on the second component from
the right.




= Rexp(g1) ◦ σ(x, g0)
= Rg0 exp(g1) ◦ σ(x, id)
∣∣∣∣∣∣∣ x ∈ He(n), g0 ∈ G0, g1 ∈ g1
 .
We do not need to explicitly compute the frame form of length two here.
(E2, p2, He(n); θ2) is the P -frame bundle of degree two.
8.2.3 The Second Prolongation
Again we take the steps outlined in Section 4.4.
Ê :=
ϕ̂ = (ϕ̂−2, ϕ̂−1)
∣∣∣∣∣∣∣∣∣
ϕ̂−2 : T
−2E2 −→ g−2 ⊕ g−1 ⊕ g0 an isomorphism with
prg−2⊕g−1 ◦ ϕ̂−2 = θ2−2 and ϕ̂−2|T−1E2 = θ2−1
ϕ̂−1 : T
−1E2 −→ g−1 ⊕ g0 ⊕ g1 an isomorphism with
prg−1⊕g0 ◦ ϕ̂−1 = θ2−1 and ϕ̂−1(Ã) = A for all A ∈ g0 ⊕ g1

Now a global section of the new bundle, π : Ê −→ E2, is given by











With the same data as before the torsion is defined. For Ẋ = E−2((̇X)) ∈ g−2 we choose the
vector field ξ = − Ẋ2|a|2 Z̃ ∈ T
−2
ϕ E
2. So σ(ϕ)−2(ξ) = Ẋ is fulfiled. For Ẋ = E−1(Ẋ) ∈ g−1
the vector field ξ =
∑n
j=1(ξX)jX̃j + (ξY )j Ỹj ∈ T−1ϕ E2 with Ẋ
!
= E−1(aB
−1(ξX + iξY ))
satisfies σ(ϕ)−1(ξ) = Ẋ. In the same way we choose the vector field η matching Ẏ ∈ g−2 or
Ẏ ∈ g−1. Then the torsion is given by
tϕ̂(Ẋ, Ẏ ) :=
{
prg−2⊕···⊕gi+j+2 ◦ d(σ∗θ̂−2)πϕ̂(ξ, η), i+ j < −2
d(σ∗θ̂i+j)πϕ̂(ξ, η), i+ j ≥ −2
∈ gi+j ⊕ · · · ⊕ gi+j+2.
This gives the torsion of the elements σ(ϕ) = ϕ̂.
• Ẋ, Ẏ ∈ g−2
tϕ̂(Ẋ, Ẏ ) = prg−2 ◦ d(σ∗θ̂−2)ϕ(ξ, η)






















• Ẋ ∈ g−2, Ẏ ∈ g−1
tϕ̂(Ẋ, Ẏ ) = prg−2⊕g−1 ◦ d(σ∗θ̂−2)ϕ(ξ, η)






















• Ẋ, Ẏ ∈ g−1
tϕ̂(Ẋ, Ẏ ) = d(σ
∗θ̂−2)ϕ(ξ, η)










(ξX)jX̃j + (ξY )j Ỹj ,
∑










= −(θ1−2 ⊕ θ1−1 ⊕ ωG0)
(








In the last case the homogeneous component of degree one vanishes.
Again the homogeneous component of degree one of the torsion of the elements σ(ϕ) vanishes
and we have a section into the next prolonged bundle E3











The section σ commutes with the right action of P/P 2+ . I.e.






(x, g0 exp(g1) exp(g2))
= Rexp(g2) ◦ σ(x, g0 exp(g1))
= Rg0 exp(g1) exp(g2) ◦ σ(x, id)
∣∣∣∣∣∣∣ x ∈ He(n), g0 ∈ G0, g1 ∈ g1, g2 ∈ g2
 .
Right now there is no need to explicitly compute the frame form θ3 of length three.
(E3, p3, He(n); θ3) is the P -frame bundle of degree three.
The bundle E3 is already the P -bundle we are looking for. However in order to obtain the
normal Cartan connection two more prolongations are needed.
8.2.4 The Third and Forth Prolongation
We will now construct the third prolongation. The bundle Ê is now
Ê :=

ϕ̂ = (ϕ̂−2, ϕ̂−1)
∣∣∣∣∣∣∣∣∣∣∣∣
ϕ̂−2 : T
−2E3 −→ g−2 ⊕ g−1 ⊕ g0 ⊕ g1 an isomorphism with
prg−2⊕g−1⊕g0 ◦ ϕ̂−2 = θ3−2 and ϕ̂−2|T−1E3 = θ3−1
ϕ̂−1 : T
−1E3 −→ g−1 ⊕ g0 ⊕ g1 ⊕ g2 an isomorphism with
prg−1⊕g0⊕g1 ◦ ϕ̂−1 = θ3−1 and ϕ̂−1(Ã) = A
for all A ∈ g0 ⊕ g1 ⊕ g2

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with the global section







θ1−2 ⊕ θ1−1 ⊕ ωP/P2
+
, θ1−1 ⊕ ωP
)
.
Analogously to the prolongations above we find that the homogeneous component of degree
one of the torsion of the elements σ(ϕ) is zero. Thus







θ1−2 ⊕ θ1−1 ⊕ ωP/P2
+
, θ1−1 ⊕ ωP
)
is actually the unique section along which we have to pull back the frame form θ̂ in order
to obtain the frame form θ4 of degree four.
(E3, p3, He(n); θ4) is the P -frame bundle of degree four.




ϕ̂ = (ϕ̂−2, θ
4
−1)
∣∣∣∣∣ ϕ̂−2 : T−2E3 −→ g−2 ⊕ · · · ⊕ g2 an isomorphism withprg−2⊕···⊕g1 ◦ ϕ̂−2 = θ4−2 and ϕ̂−2|T−1E3 = θ4−1
}
has the global section







θ1−2 ⊕ θ1−1 ⊕ ωP , θ4−1
)
.
As above the homogeneous component of degree one of the torsion of the elements σ(ϕ)
vanishes and we have to pull back the frame form θ̂ along the section







θ1−2 ⊕ θ1−1 ⊕ ωP , θ4−1
)
.
By this we obtain the frame form θ5 of degree five. Since θ5−1 contains no further information
it suffices to compute θ5−2 which is the Cartan connection.




Ẏj Ỹj ⊕ ξp
(θ5−2)((X,Y,z),g)(ξ)
= (σ∗θ̂−2)((X,Y,z),g)(ξ)
= (θ̂−2)σ((X,Y,z),g) ◦ dσ(ξ)
= σ((X,Y, z), g)−2 ◦ dπ ◦ dσ(ξ)
=
(






θ1−2 ⊕ θ1−1 ⊕ ωP
)
((X,Y,z),e)
◦ dRg−1(ξHe ⊕ ξp)









⊕ E−1(Ẋ + iẎ )
)
+ dLg−1(ξp).
We enlarge the Cartan bundle according to the construction of [CG08] by replacing the struc-
ture group P by P , which is quite simple in our case since the bundle is trivial. We obtain
GHe(n) = He(n)× P
joined by the Cartan connection









For a curve γ =
 1X + iY In
iα− 12 〈X + iY,X + iY 〉 −X















YjẊj)⊕ E−1(Ẋ + iẎ )
+ dLg−1 ġ.
Let us consider the map ϕ : He(n) −→ G/P of the Heisenberg group into the homogeneous
model defined via
ϕ : He(n) −→ P− :=

 1V In
iγ − 12‖V ‖






(X,Y, z) 7→ ϕ(X,Y, z)
:=
 1 Xt z0 In Y
0 0 1
 :=





2‖X + iY ‖
2 −Xt + iY t 1
 .
This map is covered by the P -principal bundle diffeomorphism







7→ Rp ◦ ϕ(X,Y, z)
and φ preserves the Cartan connections, φ∗ωG = ωHe(n).













2‖X + iY ‖










































Thus ϕ covered by φ is a geometric embedding of the Heisenberg group into the homogeneous




$ G/P . And for φ we have
φ(GHe(n)) = P− · P $ G. Hence the Cartan boundary of the Heisenberg group is exactly
the topological boundary of P− · P $ G.
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So in order to determine the Cartan boundary of the Heisenberg group we need to describe
the group G and P− · P $ G. A matrix A =
 a X∗ bY B Z
c W ∗ d
 ∈M(C, n+ 2) is an element of
SU(1, n+ 1) = G if its determinant is one and A∗SA = S.
A∗SA = A∗
 0 0 10 In 0
1 0 0
 ·
 a X∗ bY B Z
c W ∗ d

=
 a Y ∗ cX B∗ W
b Z∗ d
 ·




 ac+ ac+ ‖Y ‖2 ∗ ∗cX + aW +B∗Y XW ∗ +WX∗ +B∗B ∗




 0 0 10 In 0
1 0 0

Thus we obtain the following equations
I 0 = ac+ ac+ ‖Y ‖2,
II 0 = bd+ bd+ ‖Z‖2,
III 0 = cX + aW +B∗Y,
IV 0 = dX + bW +B∗Z,
V 1 = ad+ bc+ 〈Z, Y 〉,
V I In = B
∗B +WX∗ +XW ∗ and
V II 1 = det(A).
In Section 4.1 the subgroup P− ⊂ G was identified as
P− =

 1 0 0V In 0
iγ − 12‖V ‖






Lemma 8.1 For A =
 a X∗ bY B Z
c W ∗ d
 ∈ G and further a 6= 0 we have
• p−(a, c, Y ) :=







• p(a, b,X, Y, Z,B) :=
 a X∗ b0 B − 1aY X∗ Z − baY
0 0 a−1
 ∈ P and
• p−(a, c, Y ) · p(a, b,X, Y, Z,B) = A.
Especially the image of the Cartan bundle of the Heisenberg group φ(GHe(n)) is exactly given
by the matricies of G with a 6= 0.
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Proof:


















= Re( ca ).
• Several equations have to be checked when proving p(a, b,X, Y, Z,B) ∈ P :
X∗ = −a(Z − baY )
∗(B − 1aY X
∗)
−a(Z − baY )
∗(B − 1aY X
∗)
= −aZ∗B + Z∗Y X∗ + aba Y
∗B − ba‖Y ‖
2X∗
III,IV
= a(bW ∗ + dX∗) + 〈Z, Y 〉X∗ − aba (aW
∗ + cX∗)− ba‖Y ‖
2X∗
I,V
= adX∗ + (1− ad− bc)X∗ − abca X
∗ + ba (ac+ ac)X
∗
= X∗,
B − 1aY X
∗ ∈ U(n)
(B − 1aY X
∗)∗ · (B − 1aY X
∗)
= B∗B − 1aXY
∗B − 1aB
∗Y X∗ + 1|a|2 ‖Y ‖
2XX∗
III
= B∗B + 1aX(aW
∗ + cX∗) + 1a (aW + cX)X
∗ + 1|a|2 ‖Y ‖
2XX∗









































− ba 〈Z, Y 〉︸ ︷︷ ︸
V
=1−ad−bc





















p(a, b,X, Y, Z,B)
)
= 1.




= det(p−(a, c, Y ))︸ ︷︷ ︸
=1
·det(p(a, b,X, Y, Z,B)).
Thus the determinante of p(a, b,X, Y, Z,B) has to be one as well.
• The product of p−(a, c, Y ) and p(a, b,X, Y, Z,B) is
















This is exactly the matrix A since
W ∗ = caX
∗ − 1aY









∗ − 1a (aW
∗ + cX∗)− 1|a|2 (ac+ ac)X
∗
= W ∗ and
















a (1− ad− bc)−
b
|a|2 (ac+ ac) + a
−1
= d.
Thus all statements of the lemma are proven and we obtain that the image of the Cartan
bundle of the Heisenberg group φ(GHe(n)) = P− · P is exactly given by the matricies of G
with a 6= 0.
2
From the lemma above we also see that P− ·P ⊂ G is a dense subset. Its boundary is given
by all matricies of G with a zero in the first line of the first row.
I.e. the boundary is given by all matricies
 a X∗ bY B Z
c W ∗ d
 with determinante one, a = 0 and
I 0 = ‖Y ‖2,
II 0 = bd+ bd+ ‖Z‖2,
III 0 = cX +B∗Y,
IV 0 = dX + bW +B∗Z,
V 1 = bc+ 〈Z, Y 〉 and
V I In = B
∗B +WX∗ +XW ∗.
Thus according to equation I we have Y = 0 which gives
II 0 = bd+ bd+ ‖Z‖2,
III 0 = cX,
IV 0 = dX + bW +B∗Z,
V 1 = bc and
V I In = B
∗B +WX∗ +XW ∗.
With equation V we know that c = 1
b
does not vanish and consequently X has to vanish in
order to fulfil equation III.




IV 0 = 1cW +B
∗Z and
V I In = B
∗B.
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Hence we obtain for the Cartan boundary of the Cartan bundle of the Heisenberg group:




















 0 0 10 In 0
1 0 0
 ·











c detB = 1

=
 0 0 10 In 0
1 0 0
 · P
=: Î · P.
With the last representation of the Cartan boundary of the Cartan bundle of the Heisenberg
group we can easily determine the Cartan boundary of the Heisenberg group itself,
∂CBHe(n) = {point}.
8.3 The Cartan Boundary of the Fefferman Space of the
Heisenberg Group
Now we use the construction of [CG08] to determine the structure of the Cartan boundary
of the Fefferman space of the Heisenberg group. The Cartan bundel of the Fefferman space
is given as
GF = GHe(n) ×G∩P̃ P̃
' P− · P ×G∩P̃ P̃ .
The Cartan connection of this bundle is defined to make this a geometric embedding since
the embedding GHe(n) −→ G is geometric.
GF = GHe(n) ×G∩P̃ P̃ −→ P− · P ×G∩P̃ P̃ ⊂ G̃ = G×G∩P̃ P̃
(ωF )[u,p̃] ωG̃




−1) ◦ π∗GωG + π∗P̃ωP̃
The identifications G̃ = G ×G∩P̃ P̃ and ωG̃ = Ad(p̃
−1) ◦ π∗GωG + π∗P̃ωP̃ are obtained from
the homogeneous model in Sections 5.1 and 5.2. We continue








Î · P ×G∩P̃ P̃
)
.
As we have seen in Section 5.4 we have P = S1 n (P̃+ ∩ G) and P/P̃∩G gives exactly the
fibre of the Fefferman space in this construction. Consequently we can write
GF = G̃ \
(




Î · S1 × P̃
)
.
This is a dense subset of the whole group G̃ and so the Cartan boundary of the Fefferman
space of the Heisenberggroup is
∂CBGF ' Î · S1 × P̃ and
∂CBF ' S1.
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From the considerations above we also see that the completed Fefferman space of the Heisen-
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[CS00] A.Čap, H.Schichl, Parabolic Geometries and Canonical Cartan Connections,
Hokkaido Math. J. Vol. 29, No. 3, 453-505, 2000
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