Let A, B : (0, ∞) → (0, ∞) be two given weight functions and consider the equation
Introduction
In this paper we will study the structure of positive radial solutions to the equation
where q > p > 1 and A, B : (0, ∞) → (0, ∞) are two functions that satisfy some regularity and growth conditions that we will state later in this section.
The case p = 2 and A(|x|) = 1 was considered by Kawano et al. [9] , and by Yanagida and Yotsutani in [19] [20] [21] . In [9, Theorem 1], a very general condition was given so that the nature of the solution to the problem • u(r, * ) > 0 for all r > 0 with lim r→∞ r N−2 u(r, * ) = ∈ (0, ∞).
• u(·, ) has a first zero for any ∈ ( * , ∞).
Yanagida and Yotsutani [21] under the additional condition that B is such that rB (r) B(r) is decreasing and nonconstant in (0, ∞), (1.2) were able to discriminate the nature of the solutions using q as a parameter. They first set • u(r, * ) > 0 for all r > 0 with lim r→∞ r N−2 u(r, * ) = ∈ (0, ∞).
In this form Yanagida and Yotsutani extended previous results dealing with the particular form of B(r) = 1 1+r , for which the equation in problem (1.1) is known as Matukuma equation, see [9, 18] . Related results to those of Yanagida and Yotsutani for the Matukuma equation, or more generally Matukuma-type equations, can be found in [11] [12] [13] 17] and the references therein.
In this paper we consider the more general case than ( We begin Section 2 by showing that if a −1/(p−1) / ∈ L 1 (1, ∞) then the solutions to (IVP) must have a zero and hence the qualitative behavior of all solutions to (IVP) is known. Also, we will see that b ∈ L 1 (0, 1) is a necessary condition for existence of solutions to (IVP). For these reasons we will assume that
Under this assumption, for r ∈ (0, ∞), we can define the functions where p = p/(p − 1). We will also assume that satisfies the condition ∈ L 1 (0, 1), (H 2 ) which will be seen to be a necessary condition for the existence of solutions to (IVP).
Under these conditions Proposition A.2 in the Appendix tells us that the problem (IVP) has a unique solution defined on [0, ∞). Henceforth, we will denote this solution by u(r, ), every time it is necessary to indicate the dependence of the solution on the initial condition. By analogy to the case of −(r N−1 u ) , we will say that
• u(r, ) is a crossing solution if it has a zero in (0, ∞).
• u(r, ) is a slowly decaying solution if u(r, ) > 0 for all r ∈ (0, ∞) and lim r→∞ u(r) h(r) = ∞.
• u(r, ) is a rapidly decaying solution if u(r, ) > 0 for all r ∈ (0, ∞) and lim r→∞ u(r) h(r) = ∈ (0, ∞).
In the case that u(r, ) is a crossing solution, we will denote its (unique) zero by z( ).
In studying the behavior of solutions to (IVP) we will see that the functions will play a key role. A function similar to B q appeared when proving existence of positive solutions to a related Dirichlet problem in a ball, see [4] . In fact we will make strong use of this existence result later.
With the help of the function B q we now define the following two sets:
and set * 0 = sup U and * ∞ = inf W, (1.8)
It is a simple fact, see the proof of Proposition 1.1, that condition (H 2 ) implies that p ∈ U and thus U = ∅. Observe also that
We will see later that the numbers * 0 and * ∞ generalize the numbers q and q in [21] . The following proposition, proved in Section 2, provides formulas to evaluate the numbers * 0 and * ∞ and shows their relationship with the function m.
Sections 3 and 4 are of a technical nature. There, by means of energy functions and comparison lemmas, we obtain some key results that will be used to prove our main theorems in the following section.
Next we will describe our most relevant results, which are given by Theorems 1.1-1.5. The proof of these theorems is the subject of Section 5.
To motivate our first result, let us consider in problem (IVP) the particular case given by
positive constant C, and m(r) ≡ Np N−p . The structure of the positive solutions for this situation is well known and is contained, for example, in [15] , Theorem 2.1 in [7] , and Theorem 5.1 in [1] , see also Theorem 4.1 in [3] . We note that in this case the function m is constantly equal to the Sobolev critical exponent. Motivated by this fact we consider the situation when m(r) ≡ Const., but with a, b not necessarily given by (1.10). We have 
where c is a positive constant that depends on .
The well-known result for a, b given in (1.10) which is quoted above corresponds to * = Np N−p , which yields
with c 1 a positive constant. We observe from this result that we can think of the constant * as a critical number in the sense that solutions to problem (IVP) change its behavior depending of the relative position of q with respect to * . We will see later that something similar will occur when m is not constant, this fact makes this function fundamental in studying the qualitative behavior of the solutions.
Our following result deal with the situation inf r∈(0,∞) m(r) < sup r∈(0,∞) m(r), and provides an extension of Theorem KYY to our situation. To state this result, let us define the extended real number R q by
(1.12) 
Then the structure of solutions to (IVP) is classified into one of the following types. Either (C) the solution u(·, ) of (IVP) is a crossing solution for every
is slowly decaying whenever ∈ (0, * ).
• u(r, * ) is a rapidly decaying solution.
• u(·, ) is a crossing solution for all ∈ ( * , ∞).
We note that if R q = 0, by (H 3 ) it must be that m(r) q for all r > 0, and if R q = ∞, then by the definition of R q we must have that m(r) q for all r > 0.
The following theorem takes care of this situation, i.e., m(r) q or m(r) q for all r > 0. It extends Propositions 3.1 and 3.2 in [21] , and Theorems 2 and 3 in [9] . Also, it generalizes Theorems 3.2 and 4.1 in [2] , where the particular case a(r) = r , b(r) = r ã(r) is studied, see Section 6. It gives a sufficient condition so that solutions to (IVP) are of type (C) or (S). Then it follows that the case In our next result, we use this fact to give a sufficient condition so that solutions to (IVP) are of type (M). A result of this type is not contained in any of the papers [9, 19, 20] , nor [21] , and to the best of our knowledge, is completely new. This result is a strong improvement of Theorem YY quoted above. Indeed, in Section 6 we show that it applies to functions B for which condition (1.2) is violated. We end the section by establishing and proving results that strongly generalize those in [2] .
We point out that some very interesting and related results, when a(r) = r N−1 and p = 2 in (IVP), can be found in [8] , see for instance [8, Theorem 2.6] .
Finally, in the appendix of this paper, we give the proof of the existence, uniqueness, and continuous dependence of solutions for the initial value problem (IVP).
Preliminary results
Let u be a solution to (IVP). We will first show that u must be strictly decreasing in (0, ∞). Indeed, integrating the equation in (IVP) from ε > 0 to r > 0, letting ε → 0, and using the second boundary condition, we find
for all r > 0, and thus u (r) < 0 for all r > 0. Thus u is strictly decreasing function from its initial value u(0) = > 0. We next give an argument that justifies condition (H 1 ). We will first show that
, and thus, for r 1 we have
, implying that
which in view of our assumption yields a contradiction for large r.
On the other hand, if u is any positive solution to our problem, then for any r s small enough it holds that 
implying that (H 2 ) is also a necessary condition for the existence of a solution to (IVP).
Proof of Proposition 1.1. Let
We will first show that p ∈ U. Indeed, by (H 2 ), for r ∈ (0, 1), we have
and thus
Since h(r n ) → ∞ as n → ∞ and q >q, we conclude that q / ∈ U and * 0 = p. Assume now that p L > p. If h is bounded near 0, then L = ∞ and also U = [p, ∞), hence the result follows. Suppose next that lim r→0 h(r) = ∞. We will show first that
we see that
and we conclude that
and thus we obtain that
and the claim follows. Consequently, it must be the case that * 0 = p L, and the result follows.
The proof of the second of (1.9) is similar and thus we omit it.
Proposition 2.1. Let a, b satisfy (H 1 ), and let u be a positive solution to problem (IVP). Then
u ∈ C 2 (0, ∞), d dr u h > 0, on (0, ∞) (2.3) and u(r) ( (r)h p−1 (r)) −1/(q−p) = B −1/(q−p) p (r),(2.
4)
for all r > 0. Also, for r > 1,
for some positive constant C, and thus if in addition
then any slowly decaying solution to (IVP) is a ground state, that is
Proof. Let u be a positive solution to (IVP). Then from (2.2) (H 2 ) must be satisfied and u can be written as
Since the right-hand side belongs to C 1 (0, ∞), we have that u ∈ C 2 (0, ∞). To prove (2.3) we make the following change of variable in
In the case that h(0) = ∞, by the second in (H 1 ) the interval (0, ∞) is transformed into the interval (0, ∞), and in the case that h(0) < ∞, it is transformed into the interval (1/h(0), ∞). Then it is immediate that v satisfies
and
, that is, u/ h is strictly increasing on (0, ∞) and hence (2.3) holds. This in turn implies that
Now using that u is strictly decreasing for all r > 0, we have 8) and hence from (2.7) we obtain that
from which (2.4) follows. Let r > 1. Then from (2.8)
which after integration over (1, r) yields
Hence (2.5) follows and thus condition (H 4 ) implies that lim r→∞ u(r) = 0 since q > p.
Remark 2.1. Note that if u(r, )
is a crossing solution, the concavity argument also holds. In the case that h is singular at the origin, v(s(0)) = v(0) = 0, hence u/ h must be increasing until it reaches its maximum point at some R 0 ∈ (0, z( )) and it must be decreasing on
hence again u/ h must be increasing until it reaches its maximum point at some point R 0 ∈ (0, z( )) and it must be decreasing on (R 0 , z( )).
Remark 2.2.
It is clear that a rapidly decaying solution is a ground state. Indeed, from the definition of rapidly decaying, we have that u(r) Ch(r) for r large enough, and since h(r) → 0 as r → ∞, so does u.
Remark 2.3. In view of Proposition 2.1, it is clear that any solution to (IVP)
is of one of the three following types: it is either crossing, or rapidly decaying, or slowly decaying.
We next prove the following basic classification results. Proof. Assume that * ∞ = ∞, and let q > 1. If u(r, ) > 0 for all r > 0, then, by using that u/ h is nondecreasing we have that u(r) Ch(r) for all r > R for some R > 0 and some positive constant C. From (2.9) we obtain that
for all r > R, a contradiction to the fact that lim sup r→∞ B (q+p−2)p (r) = ∞.
Theorem 2.2. Let a and b satisfy (H 1 ) and (H 2 ). Then any solution of (IVP) is crossing if either
Proof. We only have to prove (ii). Let us assume by contradiction that for some > 0 u(r, ) > 0 for all r > 0. By integrating the equation in (IVP) over (0, r), and using (2.3), we find that
Thus,
or equivalently,
Hence, by integrating this last inequality over (1, r) , r > 1, we obtain
and the result follows.
In view of this result, let us define the set S = q p | 
Since h is decreasing we have
and thus (1) .
In particular, if * ∞ = ∞ we obtain that also * = ∞. If * ∞ < ∞, then for any q > * ∞ we have that q ∈ W. Thus, for any q > * ∞ and ε > 0 small enough, there exists C > 0 such that
and thus q/p + 1 ∈ S and * q/p + 1 for all q > * ∞ .
Thus the conclusion follows. Proof. Let q * , then from the definition of * we have that for ε > 0 small enough, it holds that
implying the result.
Energy function and further classification results
Throughout this section, and without further mention, we will assume that the weights a, b satisfy (H 1 ) and (H 2 ). For the next results, we will consider the following energy function. Let u be a solution to (IVP). For r ∈ (0, ∞) let us set
Then it can be directly verified that the following holds.
which can be re-written as
where here indicates differentiation with respect to r. We have the following result concerning the behavior of u at infinity. 
Proof. From Proposition 2.1, it suffices to prove that
and thus,
which is the same as
Hence, using the equation
and integrating over (r 0 , r) we obtain
and the claim follows.
The following corollary, which is contained in Lemma 2.6 in [20] for the Laplace operator, follows directly from this result.
Corollary 3.1. Let u be a slowly decaying solution to (IVP). Then there is a sequence
Inspired by [20] , we define the following auxiliary functions and derive analogous results.
By assumption q * , we see that the integral in the definition of H is well defined. It can be verified that
we also notice that We have the following identities.
Lemma 3.1. Let u be any solution to (IVP). Then for all
Proof. These identities follow from (3.3) by integrating by parts and the fact that
We only prove the first limit, the second follows similarly.
and the result follows by using that lim r→0 a(r)|u (r)| p−1 = lim r→0 (r) = 0.
Let us now set (see [9, 20] )
where we set R q = ∞ if m(r) q for all r > 0, and R q = 0 if H (r) 0 for all r > 0.
Theorem 3.2. (i) Any solution to (IVP) satisfies E(r, u) 0 for r ∈ (0, R q ).
(ii) Any rapidly decaying solution of (IVP) satisfies E(r, u) 0 for r ∈ (R q , ∞).
Proof. The proof of (i) is a direct consequence of the identity (3.5), by using that u (r) 0 for all r > 0. In order to prove (ii), we use (3.6) to find that for any 0 < s < r,
and hence
Now, from the definition of E and H
and thus, if u is a rapidly decaying solution then, using that q > * we have
and thus, by letting r → ∞ in (3.9) we obtain that Finally in this section we extend to our problem Lemma 2.6(a) and (c) and Propositions 3.2 and 3.3 in [20] . there is a sequence {r n } → ∞ such that
Hence,
and since q * we may apply Lemma 2.1 to obtain that E(r n , u) → 0.
Lemma 3.3. If u(r, ) is a crossing solution then E(r, u) > 0 for all r ∈ [z( ), ∞) where z( ) is the zero of u(r, ).
Proof. If u is a crossing solution, then from (3.3) we have that E is constant for r z( ) and (ii) From Lemma 3.2, u(r, ) cannot be a rapidly decaying solution. Also, from Lemma 3.3 u(r, ) cannot be a crossing solution.
for some R ∈ (R q , ∞), then u(r, ) is a slowly decaying solution.
Proof. Let u(r) = u(r, ) satisfy (3.11). From Theorem 3.2(ii) and (3.10), a rapidly decaying solution satisfies
hence u cannot be of that type. Assume next that u is a crossing solution, and let its zero be z( ). From the definition of E and H we have that 12) and therefore, by the assumption on R we find that
that is, (u/ h) (R) > 0, implying further that u(R) > 0 and R < R 0 < z( ), where R 0 is the maximum point for u/ h defined in Remark 2.1:
Thus, using that u/ h is increasing on (0, R 0 ), we conclude that
Evaluating (3.6) at r = R, r = R 0 and subtracting, we find that
and thus, since by (3.12) and (3.14)
we obtain the contradiction
Some key results
The aim of this section is to establish and prove several key results needed in the next section where we prove our main theorems. Proposition 4.1. Assume that R q < ∞. Then, the subsets
is a crossing solution to (IVP) 
Using now the continuous dependence of solutions on the initial data given by Proposition A.1, we can find > 0 such that
for all ∈ ( 0 − , 0 + ). Thus the conclusion follows from Lemma 3.4. Integrating, we obtain
A new integration over (0, r) yields that
On the other hand,
(r)|U (r)| p−1 h(r) h (r) U (r) − U (r)
which by (4.1) can be written as
Next we note that as → 0
b(r)h(r) q|h (r)| ((U
and from (4.2)
Proof of Proposition 4.2. We will use Proposition 3.1(ii), thus we will show that for small enough, the solution u(r, ) of (IVP) satisfies 
and hence it must be that 0 < u(R, ) and E(R, u) < 0 for all ∈ (0, s ).
Also, from (3.5) we have that for all r R, E(r, u) = E(R, u) + (G(r) − G(R))(u
and thus the result follows. This result is a consequence of the following three lemmas:
Lemma 4.2. Let u be any solution to (IVP) and let be a positive solution to (IVP). Then
Proof. From (3.3), we have that
and thus, for r > s > 0,
Now we observe that from (3.7), we have
Hence, since
we must have
and thus by letting s → 0 in (4.4) we see that
Lemma 4.3. Assume that 1 < p < q and let and u be two solutions to (IVP) which are positive in (0, R), and such that u > in [0, R). Then u/ is strictly decreasing in (0, R).
Proof. Since u and are positive solutions to (IVP) we have
Subtracting (4.5) and (4.6) and setting
we obtain
where we have used that u > in [0, R). We note that the sign of (u/) is the opposite of the sign of w, hence we have to show that w(r) > 0 in [0, R). We will show first that w(r) > 0 for r near zero. 
From (4.3) evaluated at c we obtain
Since E(r, ) 0 and u/ is decreasing in (0, c), the right-hand side of (4.8) is nonnegative. On the other hand, from the definition of E, c, and we obtain 9) and thus the left-hand side of (4.8) is strictly negative, a contradiction and hence we conclude (i).
We prove now (ii). Since < * , it must be that u < in some interval (0, r 0 ). Assume first that r 0 = ∞, and suppose by contradiction that u is crossing with its zero at z( ). By implying that u must also be rapidly decaying, a contradiction to the uniqueness proved in (i).
(iii) follows as (ii).
(iv) The existence of * > 0 such that u * (r) = u(r, * ) is rapidly decaying follows immediately from Proposition 4.1 and the connectedness of (0, ∞). If < * , from Lemma 4.4(ii) we obtain that u(r, ) must be positive in (0, ∞), and since by (i) the rapidly decaying solution is unique, u must be slowly decaying, hence A 2 = (0, * ). Let now > * . If u(r, ) is not a crossing solution, then it must be positive for all r > 0, hence, by the uniqueness of u * , it must be slowly decaying. But from Lemma 4.4(i), u/u * must be strictly decreasing in (0, ∞), therefore
for all r > 0, implying that u is rapidly decaying, a contradiction.
Proof of the main results
We begin this section by proving Theorem 1.1. A direct proof of this result could also be given, nevertheless, in order to emphasize that this case is really a generalization of the problem corresponding to (1.10), we have chosen to give the following proof.
Proof of Theorem 1.1. We will first prove that * > p. Indeed, from m(r) ≡ * , we obtain that Let us now make the following change of variable:
where
and C 0 is defined in (5.1). (We note that N just defined need not be an integer). Straightforward calculations lead to the transformed initial value problem
The result follows now from [1, 7] , or [3] by observing that the critical exponent corresponding to this problem is
Next we will prove Theorem 1.3, postponing the proof of Theorem 1.2 until the end of the section.
Proof of Theorem 1.3. We first prove (i). Let u(r) = u(r, ) be the solution to (IVP) and assume that u(r) > 0 for all r > 0. Since m(r) q for all r > 0, by hypothesis we have that G(r) 0 for all r > 0. Then from (3.5), (3.7) and the fact that u is decreasing, we deduce that the function
is nonnegative and increasing, with value 0 at r = 0, implying also that E(r, u) 0 for all r > 0. Hence, by Theorem 3.1 u must be rapidly decaying. Also,
Since by Theorem 3.1 the first two terms on the right-hand side are bounded by Ch(r), for some positive constant C, we have that these terms tend to 0 as r → ∞. Also, the third one is bounded by C (r)h q (r) for some other positive constant C, which tends to 0 as in (2.14). Thus we have that E(r, u) − G(r)u q (r) → 0 as r → ∞, and hence
implying that G(r) ≡ 0, contrary to our assumption. Next we prove (ii). Let u(r) = u(r, ) be the solution to (IVP). From
and (3.1) we see that E(r, u) G(r)u + q (r) 0, since by assumption m(r) q for all r > 0. Hence from Lemma 3.3 that u cannot be a crossing solution, that is u(r) > 0 for all r > 0. Then we can choose r 0 > 0 such that for r r 0 , E(r, u) satisfies
implying that E(r, u) does not converge to zero as r tends to infinity, which by Lemma 3.2 implies that u must be a slowly decaying solution.
We proceed now to prove Theorem 1.4. 
We will show now that R q R q . Indeed, let us first prove that lim r→∞ H (r) = 0. By the first in (5.3) and from the second in (3.4), we have that B q (r) = h q/p is decreasing, and thus bounded near infinity. Thus, the first term in the definition of H (r) is bounded as follows,
for some positive constant C, and therefore tends to zero as r tends to ∞. Moreover, from (3.3) and the second in (5. We can now apply Proposition 4.4(iv), to obtain that there exists * such that u * (r) = u(r, * ) is a rapidly decaying solution, and A 1 = ( * , ∞) and A 2 = (0, * ).
Next, we prove our improvement of Theorem YY, which is a consequence of As we mentioned in the introduction, this result is a strong improvement of Theorem YY since it applies to functions B for which condition (1.2) does not hold, see Section 6 for a detailed example.
We finish this section with the proof of Theorem 1.2, which is a generalization of Theorem KYY to the p-Laplacian case with two weights as in (IVP).
Proof of Theorem 1.2. We shall distinguish the cases R q = 0 and R q = ∞. In the first case, there exists a sequence r n → 0 such that (m(r n ) − q) (r n ) < 0, and since (m − q) decreases in (0, ∞), for any r > 0, there exists n 0 ∈ N such that r n < r for all n n 0 , hence 
Some applications
This section is devoted to the comparison of our results with previous ones obtained in [9, 21, 2] .
Next we will show that the result given in Theorem 1.5 indeed generalizes Theorem 2.1 in [21] , not only because of the general p-Laplacian operator considered, but because our result includes theirs.
Our first result gives a p-version of Theorem YY. Consider the problem • u(·, ) has a first zero for any ∈ ( * , ∞). 
Proof. Let a(r)
and m decreases, we find from the assumption (rB
is satisfied.
Remark 6.1. Theorem YY is a consequence of Theorem 6.1 since in the case that
Next, we give an example where the key hypothesis in Theorem YY, namely,
decreasing and nonconstant in (0, ∞), is not satisfied and hence that theorem cannot be applied. We nevertheless classify the behavior of the solutions in this case by using our Theorem 1.5. and it is direct to see that they satisfy assumptions (H 1 ), (H 2 ) of Theorem 1.5. By Proposition 1.1 we have that * 0 = 9 and * ∞ = 2, thus by Theorem 1.5, we obtain the following behavior: if q 9, then all solutions of (IVP) are of type (S) and if 2 < q < 9 all solutions of (IVP) are of type (M).
In [2] conditions were given for existence or nonexistence of solutions for the problem
where > p − 1, 0, and q > p > 1. Using the ideas of this paper we can improve Theorem 3.2 and Theorem 4.1 in [2] .
implying
We will now prove (a) Proof. Let {u n } be a bounded sequence in C[0, ] and let { n } be a bounded sequence in (0, ∞). Then
ds, (7.4) and for r ∈ (0, )
where C is a positive constant such that n C. Then for s, r ∈ [0, ], we have that
implying that the sequence {T (u n , n )} is equicontinuous in [0, ]. Next since from (7.4),
it follows that sequence {T (u n , n )} is uniformly bounded. Thus from Ascoli-Arzela's Theorem the sequence {T (u n , n )} contains a convergent subsequence in C[0, ] implying that T is a compact operator. Now we show that T is continuous, i.e. we want to show that for (u, )
For this is sufficient to prove that for any sequence {(u n , n )} in C([0, ]×(0, ∞) such that u n → u and n → the sequence {T (u n , n )} contains a subsequence converging to T (u, ). Indeed, the compactness of T implies that {T (u n , n )} contains a convergent subsequence which we rename the same, say lim n→∞ T (u n , n ) = v ∈ C[0, ]. By letting n → ∞ in (7.4), an application of the Lebesgue dominated convergence Theorem yields that
ds, and hence v = T (u, ), which ends the proof. To end the proof of the proposition we prove next that solutions to (IVP) depend continuously on > 0 on compact subsets of [0, ∞). Assume˜ > 0 and { n }, n > 0, is a sequence such that n →˜ as n → ∞. Let u n denote the solution to (IVP) corresponding to n andũ the solution corresponding to˜ .
Then for any given > 0 it holds that u n seen as a function from [0, ] into R, satisfies 
