Scaling analysis exploiting timescale separation has been one of the most important techniques in the quantitative analysis of nonlinear dynamical systems in mathematical and theoretical biology. In the case of enzyme catalyzed reaction, it is often overlooked that the characteristic timescales used for the scaling of reaction rates are not ideal for determining when concentrations and production rates reach their maximum values. In this work, we first illustrate this point by considering the classic example of the singleenzyme, single-substrate Michaelis-Menten reaction mechanism. We then extend this analysis to a more complicated reaction mechanism, the auxiliary enzyme reaction, in which a substrate is converted to product in two sequential enzyme-catalyzed reactions. In this case, depending on the ordering of the relevant timescales, either two or three dynamic regimes can emerge. In addition to the characteristic timescales for these regimes, we derive matching timescales that precisely determine when the transitions from initial fast transient to steady-state kinetics occurs. The approach presented here is applicable to a wide range of singular perturbation problems in nonlinear dynamical systems.
Introduction
Nonlinear differential equations are used to model the dynamical behavior of natural phenomena in science. As the natural phenomena becomes more complex, the dynamics is influenced by multiple timescales, which create technical problems in the mathematical analysis and numerical computation of models (Lin and Segel, 1988) .
The 21st century has been dominated by advances in the biological and biomedical sciences. As a result, examples of complex dynamical systems have become ubiquitous in theoretical and mathematical biology. Despite their complexity, all major levels of biological organization have one common dynamical denominator: chemical reactions are continuously taking places in organelles, cells, tissues, organs, organ systems, organisms, populations, communities, ecosystem, and biosphere. Most of these reactions involve enzymes. Arguably, if biology is to be understood as a dynamical process, enzyme catalyzed reactions need to be investigated quantitatively (Gallagher, 2004) .
The quantitative description of any enzyme catalyzed chemical reaction is often decomposed into two categories: thermodynamics and kinetics. The former tells us if a particular reaction is favorable, while latter describes the timescales over which reactions occur. From the point of view of the experimental scientist, chemical kinetics focuses on the measurement of concentrations as a function of time with the goal of characterizing reaction properties (Espenson, 1995) . Regardless of whether a kinetic model is linear or nonlinear, stochastic or deterministic, the effectiveness of the model is only as good as the timescales it predicts (Shoffner and Schnell, 2017) : timescales provide not only an estimation of the effective duration of the reaction, but are also critical in characterizing reaction mechanisms. This topic is not unfamiliar to Philip K. Maini, who has worked in a number of diverse areas of mathematical biology, including enzyme kinetics (Frenzen and Maini, 1988; Burke et al., 1990 Burke et al., , 1993 Schnell and Maini, 2000 , 2002 , 2003 .
Philip K. Maini mentored one of us, Santiago Schnell, through the rigorous theory of timescale analysis in chemical kinetics that lies at the intersection of chemistry and geometric singular perturbation theory (GSPT). In fact, GSPT is widely applicable not only to chemical kinetics, but to a plethora of important biological models (Bertram and Rubin, 2017) . Largely, GSPT is the study of dynamical systems of the forṁ
where ε 1 and " · " denotes differentiation with respect to time; such systems are often referred to as a slow/fast systems, since changes in the variable x occur over timescales that are large compared to the timescales over which the variable y changes. For example, if time is rescaled as t ε = t/ε, then the evolution of (1) becomes
with " " denoting differentiation with respect to t ε . Over the t ε -timescale, the variable x barely changes, while the variable y can changes significantly. In contrast, the change in variable x is nontrivial over the t-timescale and, due to the presence of slow manifolds (Roussel and Fraser, 1990) , the change in the variable y can be shown to be explicitly dependent on change in x. Thus, the dynamics of (1) is dependent on two different timescales: the fast timescale, t ε , and the slow timescale, t. Each timescale defines a unique dynamical regime: the initial, "t ε -regime", over which x is essentially constant and y changes rapidly, and the "t-regime", in which x changes significantly and the change in y is dictated solely by the change in x. GSTP has a rich relationship with chemical kinetics, particularly regarding the application of matched asymptotics. Matched asymptotics is a common mathematical approach aimed at finding an accurate approximation to the solution to an equation, or system of equations (see Kuehn, 2015 , for an excellent discussion on matched asymptotics). Usually, the study of matched asymptotics is linked to singular perturbation problems that arise as a consequence of underlying disparate spatial layers, such as boundary layers that form in pattern formation during embryonic development (see Maini et al., 2012) . The specific aim of matched asymptotics is to generate a composite solution, which is constructed by gluing together local solutions (solutions that are asymptotically valid on different regimes) to comprise a solution that is uniformly valid (Holmes, 2013) . Of principal interest in chemical kinetics, for which there typically exist multiple disparate timescales, is to determine the timescales that contribute to the composite solution.
In this work, we begin by introducing the characteristic timescale, which is a well-defined timescale from dynamical systems theory. We show that the established "fast timescale" of the single-enzyme, single-substrate, Michaelis-Menten (MM) reaction mechanism is in fact a characteristic timescale, and we demonstrate that characteristic timescales are the correct timescales for constructing the composite solution. However, we also show that characteristic timescales are not suitable for determining precisely when a transition from one dynamical regime to another dynamical regime occurs; this means that characteristic timescales cannot tell us when exactly concentrations of certain chemical species reach their peak values, or precisely when the rate of product generation reaches its maximum value. Thus, there is a need for an additional timescale, which we refer to as a matching timescale, that provides an accurate temporal boundary between specific dynamic (kinetic) regimes. Its derivation follows directly from the theory of GSTP and matched asymptotics, and we demonstrate that appropriate matching timescales can be constructed from physical knowledge of the characteristic timescales. Specifically, through the application of Tikhonov-Fenichel Theory, we derive the correct matching timescale for the MM reaction mechanism, and show that it can be explicitly obtained from the fast and slow characteristic timescales. We also categorize the corresponding slow timescale of the MM reaction mechanism as either a characteristic, depletion, or completion timescale.
Most chemical reactions that consist of two disparate timescales are wellunderstood; however, much of the modern employment of GSPT consists of analyzing problems that are comprised of more then two timescales Nan et al. (2015) ; Letson et al. (2017) ; Vo et al. (2013) , and it is time to push enzyme kinetics in this direction. Thus, we analyze the kinetics of the auxiliary enzyme reaction mechanism Eilertsen and Schnell (2018)
under the assumption that the auxiliary enzyme, E 2 , is in excess. We show that the dynamics of this reaction can consist of three regimes, in which case there are four relevant timescales. We illustrate that different orderings of the timescales must be considered in order to establish a complete description of the kinetics. The relevant characteristic timescales that approximate the duration of each regime are derived through geometric analysis of the phase-plane. Lastly, composite solutions and precise matching timescales are obtained.
The characteristic timescale
Consider a general, autonomous dynamical system of the forṁ
and suppose f (x) has a fixed point, x * , such that f (x * ) = 0. The characteristic timescale is reciprocal of the exponential growth/decay rate of the linearized equation in a small neighborhood surrounding x * . That is, if δ is a small perturbation, then
and thereforeδ f (x * )δ.
Since linearized evolution of the perturbation grows or decays according to
the characteristic timescale, t χ , is the time required for the perturbation to significantly grow or decay:
For a linear, exponential decay differential equation of the forṁ
the characteristic timescale is 1/γ, and corresponds to the exact amount of time it takes the initial condition to decay to
which is roughly 0.37x 0 . In addition, for a linear equation of the forṁ
where A is a constant, the characteristic timescale, 1/γ, is the exact amount of time it takes x to grow to
or roughly 0.63x max .
3. The slow and fast timescales of the Michaelis-Menten reaction mechanism: An exercise in the power and limitations of characteristic timescales
We continue by reviewing the pertinent characteristic timescales for the well-studied single-enzyme, single-substrate reaction in which an enzyme, E 1 , binds to a substrate, S 1 (forming an intermediate enzyme-substrate complex, C 1 ), and catalyzes the conversion of S 1 into product, P :
The kinetics of the reaction depend not only in the rate constants, k 1 and k −1 , and the catalytic constant k 2 , but also on the initial concentrations of S 1 and E 1 . Specifically, the reduced mass action equations that govern the kinetics of (12) areṡ
where s 1 and c 1 denote the concentrations of S 1 and C 1 , respectively, and e 0 1 is the initial concentration of E 1 . We will assume that the reaction consists of only an initial enzyme concentration, e 0 1 , and an initial substrate concentration, s 0 1 , when t = 0.
The characteristic initial fast transient of the reaction
It is well-established that, under the reactant stationary assumption (RSA) (Hanson and Schnell, 2008; Schnell, 2014) , the dynamics of (12) initialize with a brief initial transient during which the intermediate complex concentration, c 1 , accumulates rapidly towards its maximum, and the substrate s 1 remains effectively unchanged from the initial substrate concentration s 0 1 . The RSA ensures s 1 ≈ s 0 1 during the initial transient of the reaction. Under the RSA, equation (13b) is approximatelẏ
which admits the solution
In the above equation, K M 1 = (k −1 + k 2 )/k 1 is the Michaelis constant. The characteristic timescale of the intermediate complex species that arises from (15) is t c 1 :
Technical justification for t c 1 was originally obtained (Segel, 1988; Segel and Slemrod, 1989 ) through scaling analysis: introducing the dimensionless parameters
allows equations (13a-(13b) to be rescaled into their dimensionless form
where τ = t/t c 1 ,ŝ 1 = s 1 /s 0 1 andĉ 1 = c 1 /c max 1 . It is clear from (18) that if ε 1 1, then s 1 s 0 1 when t ≤ t c 1 . Formally, the qualifier ε 1 1 is the condition for RSA, and t c 1 is the characteristic timescale of the initial fast transient.
The slow timescale of the reaction: from characteristic to completion
In contrast to the brief timescale over which c 1 accumulates (i.e, t c 1 ), s 1 changes over a much longer timescale. The timescale over which there is appreciable change in s 1 is the slow timescale of the reaction or the substrate depletion timescale. As a direct result from singular perturbation theory, the depletion of s 1 is approximatelẏ
after the initial fast transient (i.e. for t > t c 1 ). The above expression is known as the MM equation, where V 1 = k 2 e 0 1 is the limiting rate of the reaction. The slow timescale, t s 1 , is given by
The technical justification of (20) is acquired through scaling analysis. By writing the dimensionless form (13a)-(13b) with respect to T = t/t s 1 yields
The dimensionless parameter, ε 2 , is the ratio of fast and slow timescales:
The MM equation (19) admits a closed-form solution
where W [·] is the Lambert-W function (Schnell and Mendoza, 1997) . This closed form solution is known as the Schnell-Mendoza equation (Clark et al., 2011; Feng et al., 2014; Son et al., 2015; Murugan, 2018) . While mathematicians typically refer to t s 1 as the slow timescale, the chemical interpretation of t s 1 depends on the specific initial concentration, σ 1 . If σ 1 1, then (22) is asymptotic to
Consequently, we obtain:
Thus, if the initial substrate concentration is much less than the Michaelis constant, K M 1 , then the slow timescale, t s 1 , is a characteristic timescale for the substrate species. The calculus of the Lambert-W function determines the relevant chemical interpretation of t s 1 as σ 1 increases. When t = t s 1 , the substrate concentra-
we see that (1 − )s 0 1 is actually a supremum:
Furthermore, it follows from (25) that if σ 1 1, then
in which case we categorize t s 1 as a completion timescale, since it is proportional to the total length of the reaction (see Figures 1a and 1b ). In the intermediate range, when σ 1 is neither σ 1 1 or σ 1 1, t s 1 is still the appropriate timescale over which a significant reduction in substrate concentration occurs, and in this case we refer to the slow timescale as the depletion timescale, since it is too long to be a characteristic timescale, but too short to be a completion timescale. Figure 1 : The graphical illustrations of the characteristic and completion timescales for the Michaelis-Menten reaction mechanism (12). When σ 1 1, the timescale t s1 is the characteristic time of the substrate species [Panel (a)]. In contrast, when σ 1 1, the reaction is essentially complete when t = t s1 [Panel (b)]. The solid black curves are numerical solutions to the mass action equations (42a)-(42b) and the vertical dashed/dotted lines correspond to t = t s1 . The dotted horizontal line corresponds to the scaled characteristic value (1 − )s 0 1 . In (a), the constants (without units) used in the numerical simulation are: e 0 1 = 1, k 1 = 0.01, k 2 = 10, k −1 = 1 and s 0 1 = 100. In (b), the constants (without units) used in the numerical simulation are: e 0 1 = 1, k 1 = 10, k 2 = 10, k −1 = 1 and s 0 1 = 100. Time has been mapped to the t ∞ scale: t ∞ (t) = 1 − 1/ ln(t + e).
Matched asymptotics:
The composite solution for the time course of the reaction Expressing the asymptotic solution to (13a)-(13b) as,
serves well to convey the fact that the dynamics of the reaction changes depending on where a particular time point falls in relation to t c 1 . However, equations (28a)-(28b) are misleading: there is a large transition regime surrounding t c 1 and, within this transition regime, the outer solution (28b) does not accurately approximate the solution (see Figure 2) . The presence of a transition regime does not suggest that t c 1 is incorrect; in fact, the timescales derived in the previous section are the correct timescales that categorize the fast and slow regimes of the reaction. To see why, and to mitigate the effect of the transition region, we construct the composite solution for the intermediate, c io 1 :
The composite solution provides a uniform asymptotic solution that is valid for all time; furthermore, from the accuracy of the composite solution, the characteristic timescale, t c 1 , and the slow timescale, t s 1 , are consequently shown to be the right timescales from which to construct the composite solution (see Figure 3) . (12). In panel (a) as ε 1 → 0, the inner (28a) and outer (28b) solutions lay nicely over the numerical solution. The solid black curve is the numerical solution to (13a)-(13b). The dashed/dotted blue curve is the inner solution (28a), and the dashed/dotted red curve is the outer solution (28b). Panel (b) is a close-up of the transition regime in panel (a) that surrounds t c1 ; notice that the outer solution does not approximate well the numerical solution when t c1 t. The initial concentrations and rate constants used in the numerical simulation are: k 1 = 1, k 2 = 10, k −1 = 1, e 0 1 = 1 and s 0 1 = 100 (units have been omitted). All approximations have been scaled by their numerically-obtained maximum values, and time has been mapped to the t ∞ scale: t ∞ (t) = 1 − 1/ ln(t + e) to steady-state phase occurs. We will designate the time at which the transition occurs as a matching timescale; this is the time at which the inner and outer solutions become practically indistinguishable. The obvious candidate for a matching timescale is t c 1 . The caveat with utilizing t c 1 as a matching timescale is that t c 1 is a characteristic timescale, and hence will also provide characteristic, as opposed to limiting, values of the concentrations within a given regime. To clearly illustrate why t c 1 fails to be an adequate matching timescale requires some technical treatment of the underlying mathematics of the problem, and a proper analysis requires a phase-plane analysis of the mass action equations (13a)-(13b). After the initial buildup of the intermediate, the phase-plane trajectory is asymptotic to a slow manifold, M ε . The slow manifold is invariant, and is at a O(ε 2 )-distance from the c 1 -nullcline, (12). As ε 1 → 0, the composite solution lays nicely over the numerical solution. The solid black curve (barely visible) is the numerical solution to (13a)-(13b). The dashed/dotted red curve is the composite solution (29). The initial concentrations and rate constants used in the numerical simulation are: k 1 = 1, k 2 = 1, k −1 = 1, e 0 1 = 1 and s 0 1 = 100 (units have been omitted). All approximations have been scaled by their numerically-obtained maximum values, and time has been mapped to the t ∞ scale: t ∞ (t) = 1 − 1/ ln(t + e).
M 0 :
The outer solution, (28a), is valid once the trajectory is extremely close to the slow manifold, which implies c 1 should be near its maximum value at the onset of the outer solution validity. The complex reaches its maximum value once the trajectory reaches M 0 . However, when t = t c 1 , the concentration of the complex is far enough away from its maximum value to render the outer solution invalid:
Thus, c 1 (t c 1 ) ∈ M 0 , and therefore the trajectory is not quite close enough to M ε to justify (28a) as an asymptotic solution (again, see Figure 2 ). A precise estimate of the actual time it takes c 1 to reach its maximum concentration (we will denote this timescale as t * c 1 ) can be obtained by either: (i) solving the mass action equations exactly or, (ii) by means of an asymptotic approximation. Employing strategy (i) is difficult due to the nonlinearity of the equations; strategy (ii) tends to be more straightforward to implement. To utilize (ii), we first remark that we are immediately met with an obvious conundrum if we try to estimate t * c 1 directly from (28a) or (28b): (28a) predicts it will take an infinite amount of time for c 1 to reach c max 1 , while (28b) predicts t * c 1 = 0. To work around this, we look for an asymptotic estimate to t * c 1 , and remind ourselves that both (28a) and (28b) have been obtained under the assumption that ε 2 ≡ 0. In the asymptotic context, ε 2 becomes synonymous with 0 in the limiting case. Thus, we solve
for t to obtain an approximation for t * c 1 :
The timescale (33) is the matching timescale. While not exact, the approximation (33) is precise, and provides a useful estimate of the exact transition from transient to steady-state kinetics for single-enzyme, single-substrate MM reaction (see Figures 4a and 4b) .
As a final remark, we note that the asymptotic approximation (33) is not without rigorous justification. A generic fast/slow dynamical system of the formẋ
defines a corresponding slow manifold of the form y = h(x), where g(x, h(x)) = 0; let D be the domain over which h : D → R n is continuous. If g and f are sufficiently smooth, then the following theorem provides a technical justification for (33):
Theorem 1. Convergence towards the slow manifold: Suppose the system (34a)-(34b) has an associated slow manifold,
that is uniformly asymptotically stable. If f , g and their first two derivatives are uniformly bounded in a neighborhood "N " of M, then there are positive constants ε 0 , b 0 , b 1 , Λ, and M such that for any initial condition (x 0 , y 0 ) ∈ N such that ||y 0 − h(x 0 )|| ≤ b 0 , and any ε such that 0 < ε < ε 0 , the following bound holds: Figure 4 : The validity of t * c1 and a graphical representation of its comparison with t c1 for the Michaelis-Menten reaction mechanism (12). In panels (a) and (b), the solid black curve is the numerically-computed solution to (42a)-(42b). The dotted/dashed vertical curve is corresponds to t c1 , and the dashed vertical curve corresponds to t * c1 . The initial concentrations and rate constants used in the numerical simulation are: k 1 = 0.1, k 2 = 10, k −1 = 1, e 0 1 = 1 and s 0 1 = 1000 (units have been omitted). In panel (a), time has been mapped to the t ∞ scale: t ∞ (t) = 1 − 1/ ln(t + e). Panel (b) is a closeup that illustrates the validity of t * c1 ; time is unscaled in panel (b).
The bound given by (35) will hold provided x(t) ∈ D. Notice the slow manifold utilized in the theorem is not defined to be invariant; in fact, M 0 is the nullcline associated with the fast variable, y, and is formally referred to as the critical manifold.
What the bound specifically tells us is that if t = ε| ln ε|, then
and thus the phase-plane trajectory should be at a distance that is O(ε) from M 0 when t = ε| ln ε|, provided 1 Λ and ||y 0 − h(x 0 )|| is O(1) (see Berglund and Gentz, 2006, for details) . In a fast/slow system of the form (34a)-(34b), the small parameter ε is proportional to the ratio of the fast and slow timescales. Moreover, the system (34a)-(34b) is assumed to be dimensionless; thus, if we apply Theorem (1) to
then the phase-plane trajectory should be O(ε 2 ) from the c 1 -nullcline when T = ε 2 ln ε 2 . Consequently, since T = t/t s 1 , we obtain
as the asymptotic time required for c 1 to reach its maximum value. There is utility in computing t * c 1 . Specifically, the timescale t * c 1 allows us to partition the dynamics: for t < t * c 1 , the dynamics are transient, and for t > t * c 1 the dynamics are in the steady-state phase. However, it also indicates precisely when the rate of product formation reaches maximum steady-state production: maxṗ ṗ(t * c 1 ).
Thus, the matching timescale is a very good indication of how long it takes before the product formation rate reaches its maximum value, and when the reaction can be assumed to be in a steady-state phase.
The auxiliary enzyme reaction mechanism
We now consider the more complicated case of the auxiliary enzyme reaction mechanism (Eilertsen and Schnell, 2018) . The mechanism is composed of two reactions: a primary reaction (40) that produces a substrate, S 2 , that is synthesized in a catalytic step:
a secondary reaction, (41), where S 2 binds with the auxiliary enzyme "E 2 " and releases the final product, P :
The complete set of mass action equations that model of the kinetics of the complete reaction mechanism arė
where s 1 and s 2 denote the respective concentrations of the substrates S 1 and S 2 , c 1 and c 2 denote the concentrations of the complexes C 1 and C 2 , and e 0 1 and e 0 2 denote the initial concentrations of the primary and auxiliary enzymes, E 1 and E 2 . We define the initial conditions for the secondary reaction as (s 2 , c 2 )(t = 0) = (0, 0).
In forthcoming analysis, we will assume that the primary reaction is in its steady-state phase and it obeys RSA (i.e., ε 1 1). Additionally, we will make the assumption that k 2 k 4 , and that the initial auxiliary enzyme concentration is large (i.e., e 0 2 1).
The study of phase-plane geometry of the auxiliary enzyme reaction
mechanisms permit a heuristic estimation of characteristic timescales Perhaps the most intuitive way to derive the relevant characteristic timescales of (40)-(41) is to get a qualitative understanding of what a typical phaseplane trajectory looks like in the c 2 -s 2 plane. Numerical simulations suggest that the phase-plane trajectory is almost "triangular" in certain parameter ranges (see Figure 5 ) and, based on the appearance of the phase-plane trajectory (again, see Figure 5 ), there appears to be at least three distinct timescales: Figure 5 : The phase-plane portrait of the mass action trajectory for the auxiliary reaction mechanism (40)-(41). The solid black curve is the numericallycomputed solution to (42a)-(42d). The initial concentrations and rate constants used in the numerical simulation are: k 1 = 1, k 2 = 1, k −1 = 1, e 0 1 = 1, e 0 2 = 100, k −3 = 1, k 3 = 1, k 4 = 2 and s 0 1 = 100 (units have been omitted). s 2 and c 2 have been scaled by their numerically-obtained maximum values.
• The scale on which the trajectory travels from (a) to (b). We will denote this timescale as t s 2 .
• The scale on which the trajectory travels from (b) to (c). We will denote this timescale as t c 2 .
• The scale on which the trajectory travels from (c) back to (a). We will denote t his timescale as t p .
The logical step that follows will be to make some initial a priori assumptions about the ordering of all the timescales involved in the reaction. For the sake of simplicity, let us initially assume that t c 1 t s 2 , t c 2 t s 1 , and that the completion timescale for the secondary reaction is identically t s 1 . This implies that the secondary reaction completes at roughly the same time as the primary reaction, and that t p ≈ t s 1 . Thus, we have eliminated one timescale (t p ) by imposing the assumption that the secondary reaction is sufficiently fast.
The next step will be to exploit the presence and geometry of any manifolds (not necessarily invariant) that exist within the phase-plane of the secondary reaction. Notice that the intersection of the s 2 and c 2 nullclines is time-dependent since the s 2 -nullcline moves as c 1 varies in time. Geometrically, the intersection of the nullclines is described by a moving fixed point,
where N s 2 denotes the s 2 -nullcline and N c 2 denotes the c 2 -nullcline. Algebraically, the coordinates of x * , (s * 2 , c * 2 ), are
where K M 2 denotes the Michaelis constant of the secondary reaction
and V 2 denotes the limiting rate of the secondary reaction: V 2 ≡ e 0 2 k 4 . Since the position of s 2 -nullcline depends on the concentration c 1 , we want to estimate how c 1 varies over the course of the reaction. As we are assuming that the primary reaction follows the RSA, the phase plane trajectory will follow a slow manifold when t ≥ t * c 1 . If we know the shape of the slow manifold, then we can get a rough idea of how c 1 varies throughout the reaction. To do this, we will look at the dimensionless equations
The zeroth order asymptotic approximation to the slow manifold is theĉ 1nullcline:ŝ the s 2 -nullcline will be effectively stationary after the initial buildup of c 1 . This suggests that, under the assumption that t c 1 is the shortest timescale, the initial transient behavior of c 2 will occur while the s 2 -nullcline remains fixed; thus, we look at the phase-plane trajectory with the s 2 -nullcline (with fixed c 1 ) at its stationary value (see Figure 6 ). Let us denote this manifold as N max s 2 : Figure 6 : The s 2 -c 2 phase-plane trajectory (with nullclines) for the auxiliary reaction mechanism (40)-(41). The thick black curve is the numerically-integrated solutions to the mass action equations (42a)-(42d). The broken red curve is the c 2nullcline, and the broken blue curve is the fixed s 2 -nullcline, N max s2 . The phase-plane trajectory initially moves towards N max s2 , then moves up N max s2 before moving back down the c 2 -nullcline. The constants (without units) used in the numerical simulation are: e 0 1 = 1, s 0 1 = 100, k 1 = 1, k 2 = 1, k 3 = 1, k −3 = 1, k 4 = 2, e 0 2 = 100 and k −1 = 1.
We will first estimate t s 2 by noting that the phase-plane trajectory essentially lies along the s 2 -axis for t ≤ t s 2 . This suggests thaṫ
is a reasonable approximation to (42c). If the initial fast transient of the primary reaction is negligibly short, i.e., t c 1 t s 2 , then it is reasonable to assumeṡ
Since (50) is linear, its exact solution,
provides two critical estimates: the characteristic timescale, t s 2 , and an approximate maximum value of s 2 on the t s 2 timescale:
The prediction that s 2 < s max 2 for t ≤ t s 2 (obtained from the linear equation) is in qualitative agreement with the phase-plane trajectory of the numericallyintegrated equations ( Figure 6 ).
Next, to estimate t c 2 , we note that since the phase-plane trajectory lies close to N max s 2 along its ascension to c max 2 , the growth of the intermediate complex is approximatelẏ
which admits an analytical solution:
Trajectories that follow the s 2 -nullcline closely are said to be in a reverse quasi-steady-state (Schnell and Maini, 2000) or rapid equilibrium (Roussel and Fraser, 1991) ; this is in contrast to trajectories that follow the c 2nullcline, which are said to be in a steady-state phase (Eilertsen and Schnell, 2018) . From (54) we have two observations: (i) k −1 4 is a reasonable estimate of t c 2 , and (ii), the linearized solution predicts c 2 will approach c max 2 , which is in qualitative agreement with the phase-plane trajectory.
Scaling analysis: Designation of slow and fast timescales
Although we now have estimates for the timescales t s 2 and t c 2 , it is important to remember that these timescales were obtained under the assumption that c 1 is the fastest variable (i.e., c 1 reaches its maximum before any other variable). If the second reaction is sufficiently fast, then the phase-plane geometry suggests that the trajectory should not only catch the fixed point x * , but will also adhere to x * as it descends to the origin. If the trajectory can adhere to x * , thenṗ
and the product formation rate of the secondary reaction has reached its limiting value. We must now: (i) determine the appropriate conditions under which adhesion is possible, and (ii) determine the onset of validity for (55). We begin by scaling the mass action equations. Introducing the additional scaled concentrationsŝ
into equations (42c)-(42d) admits the dimensionless form:
The dimensionless parameters κ 2 , σ 2 , and δ, introduced in (57a)-(57b), are
The remaining parameters, µ 1 and µ 2 , are the ratios of the accumulation timescales to the depletion timescale:
It follows from (59) that if {ε 1 , µ 1 , µ 2 } 1, then the dynamics of (42a)-(42d) consist of one slow variable, s 1 , and three fast variables: c 1 , s 2 and c 2 . The designation of s 1 as a slow variable and c 1 , s 2 and c 2 as fast variables implies that after an initial fast transient, the phase-plane trajectory is asymptotic to the intersecting nullclines:
Additionally, after the initial fast transient of the primary reaction, k 2 c 1 is asymptotic to
and thus c 1 , s 2 and c 2 are, in the asymptotic limit, explicitly dependent on s 1 only:
The question that remains to be addressed is: "How much time must elapse (i.e., the lag time) before (62a)-(62b) are applicable?" To answer this question, we rescale (42c)-(42d) with respect to τ = t/t c 1 :
The parameters that emerge from scaling, λ 1 and λ 2 , are the ratios we need in order to calculate the lag time that occurs before (62a)-(62b) become valid approximations:
From (63a)-(63b) it is clear that if t c 1 t s 2 , then
and s 2 is a slow variable with respect to the t c 1 timescale. Thus, if t c 1 t s 2 + t c 2 , then the lag time is roughly
As a result of the particular ordering of the timescales, the auxiliary reaction . Notice that when t c1 t s2 + t c2 , the timescale t s2 is characteristic of the time it takes for s 2 to reach s λ 2 (Panel (a)), and T L is characteristic of the time it takes c 2 to reach c max 2 (Panel (b)). The constants (without units) used in the numerical simulation are: e 0 1 = 1, s 0 1 = 100, e 0 2 = 100, k 1 = 10, k 2 = 1, k 3 = 1, k −3 = 1, k 4 = 2 and k −1 = 1. Time has been mapped to the t ∞ scale: t ∞ (t) = 1 − 1/ ln(t + e), and the values of s 2 and c 2 have been numerically-scaled by their maximum values. mechanisms dynamics can be partitioned into an initial layer (67a), an inner layer (67b), and an outer layer (67c):
Furthermore, the characteristic timescales allow us to formally construct the composite solutions for s 2 and c 2
which are constructed from the piecewise descriptions of the kinetics with respect to each timescale: they provide a uniform asymptotic expansion that is valid for all time (Figures 8a-8b) .
Multiple layers and multiple matching timescales
In the previous section, we derived inner (initial fast transient) and outer (steady-state phase) solutions. Specifically, we found that if t c 1 t c 2 , t s 2 t s 1 , then the solution can be approximated with an initial layer (67a), an inner layer (67b), and an outer layer (67c). Now, let t * s 2 denote the actual time it takes s 2 to reach s * 2 , and let T * L denote the actual time it takes s 2 and c 2 to reach x * . Since t s 2 and T L are characteristic timescales, utilizing them as matching timescales is problematic since the transition regimes, t s 2 ≤ t ≤ t * s 2 and T L ≤ t ≤ T * L , can be quite large. Thus, what we really want are reliable estimates for t * s 2 and T * L . To construct these estimates, we will utilize the approximation techniques introduced in Section 3. Starting with t * s 2 , we observe that if c 2 0 for t t s 2 , then it is necessary that c 2 scale as a slow variable with respect to t s 2 . Rescaling (42d) with respect toT = t/t s 2 yields
where ν ≡ t s 2 /t c 2 . Thus, it is clear from (69b) that if ν(1 + κ 2 )(1 + σ 2 ) 1, then c 2 0 for t t s 2 , and
is a reliable approximation for t * s 2 provided t c 1 t s 2 t c 2 t s 1 .
To determine an appropriate approximation for T * L , we rescale (13a) and (42d) with respect to T = t/t s 1 :
We have ignored equations (13b) and (42c) since their dynamics are determined to first order by slow manifolds. Thus, it follows from Theorem 1 that
which again will hold provided t c 1 t s 2 t c 2 t s 1 . Consequently, the approximated matching timescales, t * s 2 and T * L , allow us to construct a more precise partition of the various regimes (see Figures 9a-9c) :
From (73a)-(73c) we see that the lag time (i.e., the time it takes the trajectory to reach x * ), specific to the ordering t c 1 t s 2 t c 2 t s 1 , is approximately T * L and the product formation rate beyond the lag time iṡ Figure 10 : The timescale t * c1 is a valid matching timescale for extremely fast secondary reactions in the auxiliary reaction mechanism (40)-(41). The thick black curves (barely visible) are the numerically-integrated solutions to the mass action equations (42a)-(42d). The dashed vertical lines correspond to t * c1 . In Panel (a), the dashed/dotted green line corresponds to the inner solution (77a), and the dashed/dotted blue line corresponds to the outer solution (77b). In Panel (b), the dashed/dotted red curve corresponds to the QSS solution (77a)-(77b). The constants (without units) used in the numerical simulation are: e 0 1 = 1, s 0 1 = 100, e 0 2 = 1000, k 1 = 0.01, k 2 = 1, k 3 = 1, k −3 = 1, k 4 = 100 and k −1 = 1. Time has been mapped to the t ∞ scale: t ∞ (t) = 1 − 1/ ln(t + e), and the values of s 2 and c 2 , as well as the asymptotic solutions (77a)-(77b), have been scaled by their numerically-computed maximum values.
Discussion
Enzyme catalyzed reactions typically consist of multiple regimes; each regime marks a domain over which certain kinetic behavior and corresponding rate laws can be assumed to be valid. The primary contribution of this paper was to categorize specific types of timescales, particularly with regard to matched asymptotics in enzyme catalyzed reactions. In short, we have shown that in each kinetic regime of a reaction there really exist two distinct timescales that must be considered: characteristic and matching. The characteristic timescale is an accurate timescale, and provides a rough estimate of the duration of a particular regime. As such, the characteristic timescale should be utilized in scaling analysis, as well as in the construction of the composite solution, since it determines the relevant length scale of its corresponding regime. However, its limitation resides in the fact that it is accurate but not precise. The matching timescale is precise, and determines Figure 11 : The timescale t c1 is a characteristic timescale of the secondary reaction when it is extremely fast in the auxiliary reaction mechanism (40)-(41). The thick black curves are the numerically-integrated solutions to the mass action equations (42a)-(42d). The dashed/dotted vertical lines correspond to t c1 . In Panel (a), the dotted horizontal line corresponds to the scaled characteristic value s max 2 . In Panel (b), the dotted horizontal line corresponds to the scaled characteristic value c max 2 . Notice that t c1 is characteristic of the time it takes for both s 2 and c 2 to reach their threshold values. The constants (without units) used in the numerical simulation are: e 0 1 = 1, s 0 1 = 100, e 0 2 = 1000, k 1 = 0.01, k 2 = 1, k 3 = 1, k −3 = 1, k 4 = 100 and k −1 = 1. Time has been mapped to the t ∞ scale: t ∞ (t) = 1 − 1/ ln(t + e), and the values of s 2 and c 2 have been numerically-scaled by their maximum values.
the temporal boundary of the corresponding regime. In this work, the fast and slow timescales of the single-enzyme, singlesubstrate MM reaction mechanism (12) have been revisited. Under the RSA, the established fast timescale, t c 1 , of the MM reaction mechanism is a characteristic timescale: it provides the temporal order of magnitude needed for the concentration of complex to accumulate to approximately 63% of its threshold value. Again, it is the correct timescale from which to conduct scaling analysis. However, since t c 1 does not precisely determine when the complex concentration reaches its maximum value, it fails to define an appropriate matching timescale. The matching timescale delimits the precise time point in the course of the reaction when the transition from initial fast transient to steady-state kinetics occurs. By utilizing Tikhonov/Fenichel theory, we have shown that the appropriate matching timescale for the MM reaction
