Abstract. In this paper, we present the compact representation for matrices belonging to the the Broyden class of quasi-Newton updates, where each update may be either rank-one or rank-two. This work extends previous results solely for the restricted Broyden class of rank-two updates. In this article, it is not assumed the same Broyden update is used each iteration; rather, different members of the Broyden class may be used each iteration. Numerical experiments suggest that a practical implementation of the compact representation is able to accurately represent matrices belonging to the Broyden class of updates. Furthermore, we demonstrate how to compute the compact representation for the inverse of these matrices, as well as a practical algorithm for solving linear systems with members of the Broyden class of updates. We demonstrate through numerical experiments that the proposed linear solver is able to efficiently solve linear systems with members of the Broyden class of matrices to high accuracy. As an immediate consequence of this work, it is now possible to efficiently compute the eigenvalues of any limited-memory member of the Broyden class of matrices, allowing for the computation of condition numbers and the ability perform sensitivity analysis.
Introduction
Quasi-Newton methods for minimizing a continuously differentiable function f : ℜ n → ℜ generate a sequence of iterates {x k } such that f is strictly decreasing at each iterate. Crucially, at each iteration a quasi-Newton matrix is used to approximate ∇ 2 f (x k ) that is assumed to be either too computationally expensive to compute or unavailable. The approximation to the Hessian is updated each iteration using the most recently-computed iterate x k+1 by defining a new quasi-Newton pair (s k , y k ) given by
The quasi-Newton Broyden family of updates is given by
where φ k ∈ ℜ and
For φ k ∈ [0, 1], B k+1 is said to be in the restricted or convex Broyden class of updates. Setting φ = 0 gives the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update, arguably the most widely-used symmetric positive-definite update and a member of the restricted Broyden class. For φ ∈ [0, 1], the sequence of quasi-Newton matrices generated by this update is not guaranteed to be positive definite. The most well-known update not in the restricted Broyden class is the symmetric rank-one (SR11) update, which is obtained by setting φ k = (s
Recently, there has been renewed interest in the entire Broyden class of updates, and in particular, in negative values of φ. Research has shown that negative values of φ are desirable [7] and under some conditions, quasi-Newton methods based on negative values of φ exhibit superlinear convergence rates [7, 16] . There has also been empirical evidence that φ < 0 may lead to more efficient algorithms than BFGS [16, 14] .
In this paper, we present the compact representation for the full Broyden class of quasi-Newton matrices, allowing φ to be negative and to change each iteration. We also demonstrate how to efficiently solve linear systems with any member of the Broyden class using the compact representation of its inverse. This paper can be viewed as an extension of the results found in [10, 11] , which presented the compact representation for members of the restricted Broyden class and their inverses, as well as a practical method for solving linear systems involving only restricted Broyden class matrices (i.e., φ ∈ [0, 1]).
One important application of the compact representation is the ability to efficiently compute the eigenvalues and a partial eigenbasis when the number of stored pairs is small [10] , which is the case in large-scale optimization with so-called limited-memory quasi-Newton updates. In this setting, only the most recentlycomputed M quasi-Newton pairs {(s k , y k )}, k = 0, 1, . . . , M − 1, are stored and used to update B k+1 using the recursive application of (1). Typically, in large-scale applications M ≤ 10 regardless of n, i.e., M ≪ n (see, e.g., [8] ). With the eigenvalues it is now possible to compute condition numbers, compute singular values, and perform sensitivity analysis. This paper is organized in seven sections. In the second section, we review the compact formulation for the restricted Broyden class of updates (φ ∈ [0, 1]) as well as overview the efficient computation of their eigenvalues. The main result of the paper is in Section 3 where the compact representation is given for the entire Broyden class of updates that allows for φ to change each update. In this section, we also present a practical iterative method to compute the compact representation. In Section 4, we show how to perform linear solves with any member of the Broyden class using the compact representation of their inverse. Numerical experiments are reported in Section 5. Finally, Section 6 contains concluding remarks, and Section 7 includes acknowledgements for this work.
1.1. Notation and assumptions. Throughout this paper, we make use of the following matrices:
Furthermore, we make use of the following decomposition of S
where L k is strictly lower triangular, D k is diagonal, and R k is strictly upper triangular. We assume that the matrix B k is nonsingular for each k. Finally, throughout the manuscript, I j denotes the j × j identity matrix.
Compact representation for the restricted Broyden class
Compact representations of matrices from the Broyden class of updates were first described by Byrd et al [8] as matrix decompositions of the form
, and B 0 is the initial matrix. The size of l depends on the rank of the update; in the case of a rank-two update, l = 2(k + 1), and in the case of a rank-one update, l = k + 1. In the case of the BFGS update (i.e., φ = 0), Ψ k and M k are given in [8] :
where S k and Y k are defined in (2) . In [10] , we presented the compact representation for any matrix in the restricted Broyden class (i.e, φ ∈ [0, 1]); in particular, for any matrix in the restricted Broyden class,
where L k and D k are given in (4) and
To our knowledge, the only compact formulation known for a member of the Broyden class of updates outside the restricted class is for an SR11 matrix. As with the BFGS case, it is also given in [8] ; in particular,
Notice that Ψ k in the compact representation for SR11 matrices is half the size of that of Ψ k for the rank-two updates.
2.1. Applications of the compact representation. In this section, we briefly review how the eigenvalues of any quasi-Newton matrix that exhibits a compact representation can be efficiently computed. The first method to compute eigenvalues of limited-memory quasi-Newton matrices was proposed by Lu [15] . This method makes use of the singular value decomposition and an eigendecomposition of small matrices. An alternative approach, first described by Burdakov et al. [5] , uses the QR factorization in lieu of the singular value decomposition. An overview of the method found in [5] follows below. For this section, we assume k is small, as in the case of limited-memory quasi-Newton matrices; moreover, we assume Ψ k ∈ ℜ n×l is full rank, where l is either l = 2(k + 1) or l = k + 1. Finally, we assume B 0 = γI, where γ ∈ ℜ.
Let QR be the "thin" QR decomposition of Ψ k , where Q ∈ ℜ n×l has orthonormal columns and R ∈ ℜ l×l is upper triangular (see, e.g., [12] ). Then,
The matrix RM k R T is a real symmetric l × l matrix, whose spectral decomposition can be explicitly computed since l is small. Letting V DV T be its spectral decomposition gives that
whereD is a diagonal matrix whose leading l × l block is D while the rest of the matrix is zeros. Thus, the spectral decomposition of B k+1 is given by (7) . (Note that in practice, the matrices Q and V in (7) are not stored.) Note that the matrix B k+1 has an eigenvalue of γ with multiplicity n− l and l eigenvalues given by γ
It also turns out that it is also possible to efficiently compute the eigenvectors associated with the nontrivial eigenvalues and only one eigenvector associated with the trivial eigenvalue γ. (For more details, see [5, 10] .)
Generally speaking, computing the eigenvalues of B k+1 directly is an O(n 3 ) process. In contrast, the above decomposition requires the QR factorization of Ψ k and the eigendecomposition of RM k R T , requiring O(nl 2 ) flops and O(l 3 ) flops, respectively. Since l ≪ n, the proposed method's runtimes should increase only linearly with n. (For some details regarding updating the (full) QR factorization after a new quasi-Newton pair is computed, see [10] .) This efficient computation of eigenvalues and a partial eigenbasis appears in new methods for large-scale optimization [5, 4, 2, 1, 3] .
The compact representation is also useful for solving linear systems with quasiNewton matrices. In [6] , Burke et al. use the compact formulation of a BFGS matrix to solve a linear system involving a diagonally-shifted BFGS matrix. In [11] , the compact representation for the inverse of any member in the restricted Broyden class is given as well as a practical method to solve linear systems involving these matrices using this representation.
Compact Representation for any member of the Broyden class
The main result for this section is a theorem giving the compact representation for any member of the Broyden class. The representation allows φ to change each iteration and to be negative. In this section, we also present a practical algorithm for computing the compact representation.
We begin by observing that B k+1 in (1) can be written as
We now state two lemmas about O k ; specifically, we provide the condition for O k when is singular as well as its inverse when it is nonsingular.
Thus, O k is singular if and only if
. Lemma 1 states that O k is singular if and only if the SR11 update is used. Special care will given to the SR11 case, since unlike other members of the Broyden class, this is a rank-one update. For the duration of this manuscript, we let φ
, O k is invertible and its inverse is given in Lemma 2. This result can be derived by using the formula for the inverse of a 2 × 2 matrix.
We now state the main theorem of this manuscript that presents the compact representation for any member of the Broyden class, while allowing the parameter φ to vary at each iteration. After proving this theorem, we discuss several aspects of this compact representation as well as the key differences between the compact representation for the Broyden class of matrices (Theorem 1) and the compact representation of the restricted Broyden class reviewed in Section 2.
Additionally, let Ξ k be defined recursively as
If B k+1 is a member of the Broyden class of updates, then
, L k and D k are defined in (4), and
Proof. This proof is by induction on k. 
It remains to show that
Since the initial permutation matrix is defined as Π 0 = I 2 , we only need to show M 0 = Ξ 0 M 0 Ξ T 0 . For simplicity, M 0 can be written as
, and 
T by (12) . By (10), α 0 + β 0 = 0, and thus, M 0 can be simplified as
Finally, since φ 0 = (y Note that the last equality in (21) follows since Π 0 = I 2 .
For the induction step, assume
From (8), we have
where 
where
Note that M m has the following decomposition: (30) gives that the last term in (27) can be written as
Using (35) this simplifies to
or, in other words,
, the inductive step is proven.
Case (ii):
We consider the case that φ m = φ SR11 m
. We begin by showing that M m = M m , given in (28). By Lemma 1, α m + β m = 0. Second, E m = I 2 (see (12) ), and γ m = φ m /(α m + β m ) is well-defined (see (13) ). Then, the inverse of M m can be computed using arguments similar to those found in [10] :
Simplifying the expressions in (37), yields We now simplify the entries of (36) using the same approach as in [10] . Since Thus, using (34), (36) can be written as
proving that M m = M m . Finally, using arguments similar to those in case (i), it can be shown that
There are two main differences in the compact representation for the full Broyden class (Theorem 1) and the restricted Broyden class (Section 2). First, in Theorem 1, Ξ k will always be the identity matrix for updates belonging to the restricted Broyden class. Second, in (14) , the permutation matrices in the definitions of M k and Ψ k , (equations (15) and (16), respectively) always cancel out in the restricted Broyden case. To emphasize that the permutation matrices do not cancel out for the general Broyden class updates, we use the notation M k and Ψ k , in lieu of M k and Ψ k as in the restricted Broyden case.
Finally, we provide some insight regarding the permutation matrices (11). The permutation matrix Π k acts in the following manner:
In other words, when applied on the right of Ψ k , the product Π T k Ξ k permutes the columns of Ψ k and, using the matrices {E i }, combines columns of Ψ k whenever the update is a rank-one update.
Unfortunately, computing M k is not straightforward. In particular, the diagonal matrix Γ k in Eq. (13) involves s T i B i s i for each i ∈ {0, . . . , k}, which requires B i for 0 ≤ i ≤ k. In the next section, we propose a recursive method for computing M k that does not require storing the matrices B i for 0 ≤ i ≤ k.
3.1. Computing M k . In this section, we propose a recursive method for computing M k from M k−1 . This method is based on the method proposed in [11] for solving a linear system whose system matrix is generated using the restricted Broyden class of updates. In the proof of Theorem 1, we showed that
which are given in (29) and (31). We now relate some of the entries in M k with other stored or computable quantities involving the pairs {s i , y i }, i = 0, . . . , k. The vector p k can be computed as
Note that in (42), the vector S In Algorithm 1, we use the recursions described above to compute M k given in (41). Note that the matrices Π j−1 and Ξ j−1 are not explicitly formed in Algorithm 1. Instead, (40) can be used to compute Ψ j−1 in line 4 of Algorithm 1.
Input: An initial φ 0 and B 0 ; Define M 0 using (44); Define Ψ 0 = (B 0 s 0 y 0 );
This algorithm computes M k in (41).
Solving linear systems
Given the compact representation of B k+1 , we can solve
where r, z ∈ ℜ n , by computing the compact representation of the inverse of B k+1 . Intuitively speaking, computing the compact representation of the inverse is due to the fact that H k+1
k+1 can also be written using a recursion relation [9] :
where H k
, then the corresponding Φ k is given by
In this section, we derive the compact representation of the inverse of a Broyden class member. This derivation is similar to the process of finding the inverse of a member of the restricted Broyden class presented in [11] .
Applying the Sherman-Morrison-Woodbury formula (see, e.g., [13] ) to the compact representation of B k+1 given in (14) , gives that
For quasi-Newton matrices it is conventional to let H i denote the inverse of B i for each i; with this notation, the inverse of B −1 k+1 is given by (48) Table 2 . Average relative error over ten different trials for each experiment with n = 100, 1, 000, and 10, 000.
The small relative errors in Table 2 reflects the fact that the proposed compact representation for the full Broyden class of quasi-Newton matrices is correct; moreover, the relative errors suggest that Algorithm 1 provides a method to compute the compact representation to high accuracy.
5.2.
Accuracy of the compact representation of the inverse. In these experiments, we test the accuracy of Algorithm 2 to solve linear systems of the form B k+1 r = z, where r, z ∈ ℜ n and B k+1 is a quasi-Newton matrix. The matrix B k+1 is generated using five quasi-Newton pairs as described in the beginning of this section. Moreover, the righthand side z is randomly generated for each experiment. In Table 3 , we present the average residual error using the two-norm:
where r ICR is the solution to B k+1 r = z using the inverse compact representation computed by Algorithm 2. These results suggest that the compact representation of the inverse can be used to solve linear systems to high accuracy. 4.0158e-13 1.342e-10 1.3065e-09 2.8160e-14 1,000
1.518e-14 7.6460e-14 6.1744e-14 1.8431e-13 10,000 2.4175e-12 1.6079e-12 4.3284e-12 1.8795e-14 Table 3 . Average relative error over ten different trials for each experiment with n = 100, 1,000, and 10,000.
In addition, during the experiments, the computational time of the proposed method was recorded and compared to a similar solve using the MATLAB "backslash". In particular, with the same quasi-Newton pairs, the backslash command was used to solve B k+1 r = z, where B k+1 was formed using (1). The times required were averaged for each experiment and for each value of n. These results are given in Table 4 and do not include the time MATLAB required to form B k+1 . Note that the average computational times in Table 4 indicate that as n increases using Algorithm 2 becomes significantly less computationally expensive than using the backslash command.
6. Conclusion
We derived the compact formulation for members of the full Broyden class of quasi-Newton updates. The compact representation allows for different φ k at each iteration as well as different ranks of updates. With this compact formulation, we demonstrated how to solve linear systems defined by these limited-memory quasiNewton matrices. Numerical results suggest that the compact representation can n = 100 n = 1, 000 n = 10, 000 Exp.  ICR  MATLAB  ICR  MATLAB  ICR  MATLAB  1 9.9e-04 3.3e-04 1.1e-03 2.9e-02 3.7e-03 1.1e+01 2 7.2e-04 3.7e-04 1.1e-03 2.9e-02 3.5e-03 1.1e+01 3 6.7e-04 3.1e-04 1.1e-03 3.0e-02 3.2e-03 1.1e+01 4 5.8e-04 3.5e-04 9.8e-04 3.0e-02 2.8e-03 1.1e+01 Table 4 . Average computational times for solving B k+1 r = z using the inverse compact representation (ICR) of the inverse and the MATLAB "backslash" command with n = 100, 1, 000, and 10, 000. be computed to high accuracy and that we can solve (45) efficiently and accurately using the compact representation of the inverse of B k+1 . Future work includes integrating this linear solver inside large-scale optimization methods.
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