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RÉSUMÉ 
L'objectif premier de cette thèse est d'étudier le processus d'arrivée dans un 
centre d'appels téléphoniques et de présenter des modèles pour ce processus qui 
doivent bien décrire la réalité dans ces centres. Le but ultime serait de développer 
des méthodes d'optimisation pour la gestion des centres d'appels téléphoniques. 
La gestion de ces centres est de très grande importance vu la place qu'occupent 
les centres d'appels dans l'activité économique des pays développés. Cette ges-
tion est aussi complexe et elle constitue un domaine d'application intéressant pour 
les chercheurs dans les systèmes de files d'attente en particulier et la recherche 
opérationnelle en général. 
Dans une première partie, nous nous intéressons à des modèles basés sur le 
processus de Poisson et nous exploitons une forme particulière qui permet de capter 
la dépendance intra-journalière. Nous proposons une amélioration de ce modèle 
en utilisant une estimation non paramétrique pour la fonction de taux. Ensuite, 
nous proposons un modèle basé sur les copules normales et nous l'adaptons au· 
contexte des centres d'appels téléphoniques. Ces modèles, ou les copules en général, . 
sont connus pour leur difficulté pratique dans des grandes dimensions. Dans le 
cas des centres d'appels, où la dimension représente le nombre de périodes de 
temps à considérer à l'intérieur d'une journée, nous confrontons ce même problème 
et nous proposons des solutions. Nous proposons aussi des méthodes avec trois 
algorithmes efficaces en précision et en temps de calcul pour la phase d'estimation 
des paramètres dans la méthode utilisée (méthode NORTA). 
Nous consacrons deux chapitres pour les exemples numériques, où nous présen-
tons une application des modèles proposés avec une analyse des données, une ana-
lyse des résultats, ainsi que des comparaisons. Nous montrons que nos modèles 
iv 
peuvent fournir des meilleurs résultats que des modèles connus dans la littérature. 
Nous présentons aussi une simulation d'un centre de Bell Canada pour étudier la 
sensibilité du centre face au changement du processus d'arrivée. Nous proposons 
aussi une application de ces modèles aux données d'un centre d'appels d'une banque 
commerciale américaine. 
Dans la deuxième partie de cette thèse, nous proposons des modèles de prévision 
pour les arrivées par jour et par intervalle de temps dans une même journée dans 
un centre d'appels téléphoniques. Pour les arrivées à l'intérieur d'une journée, nous 
proposons un modèle qui met à jour les prévisions en fonction des arrivées déjà 
observées au début de la journée. Nous étudions en particulier un centre d'appels 
au service du 911 et un des centres d'appels de Bell Canada. 
Mots clés: Processus d'arrivée, centre d'appels téléphoniques, analyse 
de données, modélisation, simulation stochastique, étude de sensibilité, 
prévisions. 
ABSTRACT 
The main objective of this thesis is to study the arrivaI process to anyc~U center and 
to present models for this process that describe better the reality in these centers. 
The ultimate goal would be to develop optimization methods for the management 
of call centers. 
Managing call centers is of very great importance considering the place which 
they occupy in the economic activity of developed countries. This management is-
also complex and it constitutes an interesting field of application for the researchers 
in queuing systems in particular and operations research in general. 
In a first part, we are interested in models based on the Poisson process, so we 
exploit a particular form of this process that captures the intra-day dependence. 
We propose an improvement of this model by using a nonparametric estimate for 
the rate function based on splines. Then, we propose a model based on normal 
copulas and we adapt it to the context of call centers. These kind ofmodels or the 
copulas in general, are known for their practical difficulty in huge dimensions. In 
the case of caU centers, where dimension represents the number of periods of time 
to consider within a day, we confront the same problem and we propose solutions. 
We propose also efficient methods with three accurate and fast algorithms for the 
step of parameters estimation of the method used (NORTA method). 
We devote two chapt ers to numerical examples, where we present an application 
of the models suggested withdatasets description, results analysis and also com-
parisons. We show that our models can provide better results than models known 
in the literature. We present also a simulation of a call center of Bell Canada to 
study the sensitivity when changing sorne scenarios, in particular the arrivaI pro-
cess. We propose also an application of our models to the data from a calI center 
VI 
of an American commercial bank. 
In the second part of this thesis, we propose forecasting modeis for the arrivaIs 
per day and per time intervais in the same day in a call center. For the arrivaIs 
within a day, we propose a modei which allows updates of the forecasts according 
to the arrivals aiready observed at the beginning of the day. We study in particular 
a calI center of emergency (911 calls) and a calI center of Bell Canada. 
Key ':V0rds: ArrivaI process, caU centers, data analysis, modeling, 
stochastic simulation, study of sensitivity, forecasting. 
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CHAPITRE 1 
INTRODUCTION 
1.1 Aperçu et cadre général de la thèse 
Lorsqu'une personne compose un numéro de téléphone d'un centre d'appels 
pour solliciter un service quelconque, la première question qui lui passe par l'esprit 
est: "est ce que je vais attendre beaucoup avant d'être servi si jamais j'arrive à 
joindre le centre d'appels?". Le meilleur scénario serait d'avoir direc~ement une 
personne au bout de la ligne au lieu d'un répondeur automatique. En pratique, 
aucun centre d'appels n'est capable de satisfaire les clients de la sorte. C'est de là 
qu'un système de file d'attente s'est imposé pour créer un certain équilibre entre 
des gestionnaires de centres qui veulent fournir un bon service à moindre coût d'un 
côté, et des clients qui veulent être servis sans avoir à attendre beaucoup de l'autrè 
côté. 
Depuis le début du 20ème siècle, les chercheurs n'ont cessé de travailler pour 
construire des modèles mathématiques pour les systèmes de files d'attente, y com-
pris ceux des centres d'appels. Ces . modèles ont contribué au développement de 
plusieurs méthodes d'optimisation de la gestion de ces centres. 
Cette thèse a été réalisée dans le cadre du projet Simulation et optimisation de 
la gestion des centres d'appels téléphoniques, commandé par Bell Canada et financé 
conjointement avec le conseil de recherches en sciences naturelles et en génie du 
Canada (CRSNG). Ce projet a pour but de développer de nouvelles méthodes, 
ainsi que des logiciels pour la simulation et l'optimisation de la gestion des centres 
d'appels téléphoniques. Ces centres peuvent opérer en mode mixte (ou "blend"), 
c'est-à-dire un mélange d'appels entrants et d'appels sortants ou seulement avec 
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des appels entrants. 
Ce projet touche à une branche d'activité qui ne cesse de prendre de l'ampleur en 
Amérique du Nord. En terme d'èmplois,'on estime que le nombre d'employés dans 
les centres d'appels aux États-Unis dépasse 3.5 millions, ce qui représente plus de 
2.5% de la population active [90]. Ce taux avoisine 3.4% au Canada selon un rapport 
publié par le ministère canadien des ressources humaines en 2002. Ces centres 
injectent entre 36 et 38 millions de dollars canadiens dans le produit intérieur brut 
(P.I.B.) et ce secteur connaît un taux d'accroissement annuel moyen de près de 20%. 
Selon le même rapport, plus d'un demi million de personnes travaillent dans plus de 
1400 centres à travers tout le pays. Les plus gros centres de Bell emploient jusqu'à 
1500 agents. Au début des années 2000, le Canada est même devenu un marché 
attrayant pour les compagnies américaines à la recherche d'un emplacement pour 
des centre d'appels. A cette époque, ces compagnies pouvaient maintenir leurs frais 
de gestion bas en raison de la vigueur du dollar américain et aussi grâce à une main 
d'oeuvre de qualité. Cependant, on remarque ces dernières années l'émergence de 
nouveaux marchés pour l'emplacement des centres d'appels, comme l'Inde et la 
Chine pour les États-Unis et l'Afrique du Nord pour la France [70]. Ces centres 
deviennent aussi une source incontournable de profits pour plusieurs compagnies 
modernes qui fournissent des services. Ceci justifie largement l'intérêt à optimiser 
la gestion de ces centres. 
Le fonctionnement des centres d'appels varie d'une compagnie à l'autre. Dans 
un des centres de Bell par exemple, du lundi au samedi, les clients appellent tout au 
long de la journée pour des produits et des services de Bell Canada, Bell Mobilité, 
Bell Express Vu ou Bell Sympatico. Les agents peuvent à leur tour appeler des 
clients chez eux pour offrir les mêmes biens et services ou pour d'autres raisons 
comme la facturation. 
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Les arrivées des appels des clients, le temps alloué pour les servir ainsi que les 
agents disponibles dans le centre et le mécanisme d'attente constituent un système 
de file d'attente. La première composante a fait l'objet principal de nos travaux. 
La modélisation du processus d'arrivée est une tâche assez difficile si nous vou-
lons adopter des hypothèses réalistes. En effet, ce processus a un caractère haute-
ment stochastique et le taux d'arrivée des appels varie substantiellement au cours 
d'une même journée, ainsi que d'une journée à l'autre, selon plusieurs facteurs. 
Nous devons donc construire des modèles avec des règles et des hypothèses qui 
décrivent bien la réalité des centres d'appels. 
Dans la littérature, la majorité des travaux font toujours référence aux fameux 
processus de Poisson. Ce processus est caractérisé essentiellement par la propriété 
de l'indépendance entre les arrivées dans deux intervalles de temps disjoints. Ce-
pendant, nous allons voir plus loin dans ce document que si cette caractéristique 
n'est pas vérifiée dans un centre en particulier, ce processus peut quand même être 
utilisé sous une forme particulière (processus de Cox). 
Dans cette section nous faisons un survol de la littérature où nous présentons 
quelques références qui ont étudié le processus d'arrivée des appels téléphoniques. 
Cela permettra de situer nos travaux et la contribution de nos modèles dans l'en-
semble des modèles présentés dans ce domaine de recherche. Plus tard et au niveau 
de chaque chapitre, nous reviendrons plus en détails sur quelques références et des 
modèles en particulier qui nous permettent parfois de faire quelques comparaisons. 
Comme modèles descriptifs pour le processus d'arrivée, nous pouvons citer Buffa 
et al. [14], qui ont étudié le volume d'appels reçus selon deux unités de temps: le 
mois et le jour. Le modèle pour les arrivées par jour est plus utile dans la planifica-
tion du nombre global d'agents nécessaire pour travailler dans le centre, qui peut 
varier par exemple selon la saison, alors que le modèle pour le volume d'appels 
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\ reçus par jour sert plus dans l'affectation quotidienne des agents. Dans la même 
catégorie, le travail de Mandelbaum et al. [63] a présenté une étude descriptive du 
processus d'arrivée. Ces auteurs ont étudié la variabilité du taux d'arrivée sa na-
ture stochastique qui permettent de faire des études prédictives. Parmi les études 
détaillées sur le processus d'arrivée dans les centres d'appels téléphoniques figure 
celui de Brown et al. [13], Gans et al. [31], où on peut trouver une description du 
fonctionnement des centres d'appels, ainsi que des différentes composantes stochas-
tiques du système de file d'attente que constitue tout centre d'appels (les arrivées, 
la durée du service, les abandons, le temps d'attente , ... ). Pour le processus d'arrivée 
en particulier, ils ont proposé une méthode pour les prévisions du taux d'arrivée 
au cours d'une journée basée sur les observations d'une journée antérieure. 
Dans le contexte des prévisions du volume d'appels, Andrews et Cunningham [3] 
et Bianchi et al. [8] ont proposé des modèles basés sur les processus ARIMA ("Au-
toRegressive hitegrated Moving Average") pour des prévisions en tenant compte 
de variables exogènes comme la saison, le jour de la semaine, les jours fériés ou 
les jours qui suivent l'envoi des catalogues publicitaires dans le cas de centres 
d'appels spécialisés dans les ventes. Dans ce même contexte, nous proposons des 
modèles simples pour les prévisions du nombre d'arrivées dans un centre d'appels 
qui tiennent compte du même type de variables. Nos modèles donnent de meilleurs 
résultats comparativement à d'autres modèles basés par exemple sur les processus 
ARIMA. 
Pour ce qui est des modèles basés sur le processus de Poisson, Massey et al. 
[64] ont proposé un modèle où la fonction de taux est estimée par une fonction 
linéaire par morceaux et chaque morceau correspond à un intervalle de temps dans 
une journée. Jongbloed et Koole [46] ont quant à eux proposé un modèle où le 
taux d'arrivée est stochastique dans chaque période de temps et est indépendant 
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des autres périodes. Ceci donne lieu au processus de Poisson doublement stochas-
tique (ou processus de Cox). D'autres auteurs ont montré que ce processus peut 
être mieux exploité pour décrire la réalité dans les centres d'appels. Effectivement, 
Avramidis et al. [5] ont montré que l'hypothèse de l'indépendance entre les arrivées 
dans différentes parties de la journée n'est pas toujours vérifiée dans les centre d'ap-
pels. Parmi les· modèles présentés, on retrouve celui basé sur le processus de Cox 
avec une forme particulière qui peut capter cette dépendance, où la fonction de taux 
est considérée constante par morceau, mais elle est multipliée par une composante 
stochastique qui varie d'une journée à l'autre. 
Dans cette même catégorie, nous présentons ici des modèles qui tiennent compte 
de la dépendance entre les arrivées dans différentes parties de la journées et qui 
permettent d'avoir la quantité de corrélation désirée entre le nombre d'arrivées 
dans deux périodes de temps différentes dans une même journée. Nous proposons 
aussi· d'utiliser une fonction spline pour la fonction de taux dans un processus de 
Poisson doublement stochastique au lieu d'une fonction constante par morceau, ce 
qui décrira mieux la nature variable de ce taux pendant la journée. 
En plus de la grande importance du processus d'arrivée dans le système de 
file d'attente que constitue tout centre d'appels, la disponibilité des données sur 
plusieurs centres d'appels constitue une bonne motivation pour nos travaux. Ces 
données ont permis de tester et valider nos modèles. Effectivement, les différentes 
modélisations que nous proposons sont basées sur des données statistiques fournies 
par Bell Canada et qui concernent deux centres d'appels différents. Nous disposons 
aussi de données sur les arrivées dans un centre d'appels d'une grande banque 
commerciale américaine, ainsi que des données des arrivées des appels au service 
du 911 dans la ville de Calgary, en Alberta. 
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1.2 Le processus d'arrivée 
Les appels téléphoniques arrivent durant les heures d'ouverture du centre de 
façon aléatoire. On identifie alors le "processus" d'arrivée qui enregistre l'instant 
où chaque appel aboutit. Dans la majorité de centres, les appels arrivent d'abord à 
un système automatisé où une bonne partie de ces appels sollicitent le service d'un 
préposé. L'appel est pris en charge par le premier agent libre, sinon il est placé 
dans une file d'attente si le système le permet. 
Pour la notation, on désigne par {X(t), t 2: O} le processus d'arrivée, où X(t) 
est le nombre d'arrivées dans l'intervalle [0, t). On pourra noter aussi X(t, sr = 
X(t + s) - X(s), le nombre d'arrivées dans l'intervalle [t, t + s). Dans la suite du 
travail, on note par Xi = X(ti- l , ti) = X(t i ) ...:... X(ti - l ), pour i = 1, ... , d, le nombre 
d'appels reçus dans l'intervalle de temps [ti-l, ti), pour i = 1, :., d, où les instants 
o = to < t l < ... < td, représentent les débuts des périodes qui partagent la journée 
en d intervalles de temps. 
Le processus d'arrivée peut être étudié selon plusieurs niveaux dépendamment 
des hypothèses adoptées et aussi du but de l'étude. On peut étudier les instants 
d'arrivées ou les intervalles inter-arrivées ou encore le nombre d'arrivées par unité 
de temps. Cette unité peut être l'année, le mois, le jour ou l'heure. Cependant pour 
des fins de prévisions ou des prise de décision liées au nombre et aux horaires des 
agents, il est plus utile d'étudier le processus des arrivées par jour o'u par intervalles 
de temps dans une même journée. 
Dans plusieurs situations, on commence par vérifier si le processus de Pois-
son peut bien décrire les données disponibles. Ce processus est caractérisé par sa 
fonction de taux (ou intensité). Si on suppose que les appels dans des intervalles 
disjoints de la journée arrivent indépendamment d'un intervalle à l'autre et que , 
le taux est stationnaire sur toute la journée, on peut modéliser par le processus 
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de Poisson à taux homogène et la fonction de taux est donc une constante. Par 
ailleurs, si on remarque une variabilité considérable tout au long de la journée, on 
peut adopter une fonction variable pour le taux d'arrivée et donc un processus de 
Poisson non homogène. 
Le processus de Poisson homogène est utilisé dans plusieurs systèmes de files 
d'attente, puisque l'hypothèse de la stationnarité permet de calculer plusieurs me-
sures de performance sur horizon infini. Avec un taux constant, on peut parler 
par exemple de l'utilité de ce processus dans les modèles d'Erlang (A, B et C); 
Dans le cas du processus de Poisson non homogène, la moyenne de la fonction de 
taux permet aussi de calculer des mesures de performance [35]. Sur un horizon fini, 
les formules données par les modèles d'Erlang ne permettent de fournir que des 
approximations pour les mesures de performance. 
Dans la majorité des centres d'appels, les données recueillies sont généralement 
agrégées par tranches horaires (quart d'heure ou demi-heure par exemple). Pour 
cela, le processus de Poisson non homogène avec une fonction de taux linéaire par 
morceaux, ou constante pour chaque intervalle [ti-,b t i ), pour i = 1, ... , d, s'adapte 
bien à une telle situation [58, 64]. La fonction de taux peut aussi prendre une forme 
cyclique (trigonométrique), polyn9miale ou exponentielle et parfois une combinai-
son de ces formes [36, 59]. 
Dans d'autres situations, la fonction de taux peut être elle même stochastique 
et on' parle alors du Proce;3sus de Poisson doublement stochastique ou processus 
de Cox. Conditionnellement à une réalisation de la fonction de taux, on retrouve 
le processus de Poisson homogène dans le cas où cette fonction est une variable 
aléatoire à valeur réelle ou le processus de Poisson non homogène si cette fonction 
est un processus stochastique. 
Dans plusieurs situations, le processus de Poisson s'avère non réaliste, puisque 
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l'hypothèse que les arrivées dans des intervalles de temps disjoints sont indépendants, 
n'est pas toujours vérifiée. Whitt [93] a utilisé le modèle de Cox en proposant 
une forme particulière qui permet de capter la ~épendance entre les arrivées dans 
. différentes parties de la journée. Notre point de départ pour le modèle que nous 
proposons est le travail d'A vramidis et al. [5] et plus précisément le modèle qu'ils 
ont baptisé Ml. L'idée principale pour le choix de cette forme est qu'elle permet 
d'introduire de la corrélation entre les arrivées d'un intervalle à un autre en multi-
pliant la fonction de taux déterministe par une composante stochastique. 
Une autre alternative poursuivie dans cette thèse est de modéliser directement 
les arrivées par une distribution multidimensionnelle pour le vecteur (Xl, ... , X d ), 
qui s'ajuste bien aux données et qui tient compte de la structure de dépendance 
entre les différentes périodes de la journée. 
Pour mesurer la dépendance, nous définissons alors la matrice de corrélations 
R; où chaque élément, noté PG, pour 1 ~ i < j ~ d, représente le coefficient de 
corrélation linéaire (ou coefficient de Pearson) entre Xi et Xj. Nous avons considéré 
aussi le coefficient de corrélation de rang (ou coefficient de Spearman), noté TG, 
pour 1 ~ i < j ~ d et la matrice est notée R;. 
Il y a plusieurs autres approches pour capter la dépendance; on cite par exemple 
les fonctions copules et les méthodes NORTA et VARTA, introduites respective-
ment par Cario et Nelson [18] et Deler et Nelson [24]. On cite aussi la méthode 
d'estimation non paramétrique des densités conjointes par une méthode de noyau, 
en utilisant des données empiriques [42]. 
Dans notre travail, nous présentons des modèles pour les arrivées qui décrivent 
bien la nature des centres d'appels étudiés et qui tiennent compte d'hypothèses plus 
réalistes que celles utilisées dans d'autres modèles qui ne tiennent pas compte de 
la dépendance entre les arrivées à l'intérieur d'une même journée. La disponibilité 
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des données pour quatre centres d'appels différents a motivé ces recherches. 
1.3 Les centres d'appels téléphoniques 
On peut définir un centre d'appels comme étant un groupe de personnes qui 
ont comme tâche principale de répondre aux appels téléphoniques de clients actuels 
ou potentiels [66]. En général, les appels de ces clients aboutissent à un système 
automatique, appelé "Interactive Voice Response" (IVR) , qui les reçoit pour les 
acheminer par la suite vers les agents selon le type de service sollicité par les clients. 
Le centre dispose d'un système de files qui regroupe les appels en attente de service 
par un agent libre. Les appels peuvent alors être classés selon plusieurs types avec 
des taux d'arrivée différents. Les agents peuvent aussi être classés en différents 
types selon le type d'appels qu'ils peuvent prendre en charge. Dans la suite de nos· 
travaux, nous nous intéressons seulement à l'étude du processus d'arrivée et par 
conséquent nous tenons compte seulement des appels entrants sans nous soucier du 
type d'agent. Dans la figure 1.1, nous présentons un schéma simplifié d'un centre 
d'appels en mode mixte. 
Dans le système de file d'attente d'un centre d'appels, nous pouvons observer le 
phénomène d'abandon qui est dû essentiellement à une attente relativement longue 
et aussi à l'impatience des clients. Celle ci varie selon le comportement de chaque 
client. 
Dans le cas d'un centre d'appels opérant en mode mixte, les appels sortants sont 
initiés à partir d'un composeur automatique qui agit selon des règles bien précises 
fixées par les responsables du centre et qui dépendent généralement de facteurs 
comme le flux des appels entrants, l'occupation des agents et la qualité de service 
des temps antérieurs. 
Les responsables du centre d'appels veillent à augmenter sa productivité et à 
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Figure 1.1 - Architecture générale d'un centre d'appels opérant en mode mixte 
optimiser sa gestion tout en respectant un certain niveau de service. En général, 
ils veillent à minimiser un coût engendré en grande partie par le salaire des agents, 
en assurant une bonne occupation de ces derniers et respectant une règle pour la 
qualité de service. La règle (a, s), souvent la plus utilisée, est définie comme suit : 
a% des clients doivent attendre moins de s secondes. Des valeurs de paramètres 
fréquemment utilisées sont (a = 80%, s = 20) et aussi (a = 70%, s = 30). D'autres 
mesures, comme le taux d'abandon et le temps moyen d'attente, constituent aussi 
des indicateurs de qualité de service. On pourra alors imposer des contraintes sous 
, forme de bornes supérieures sur le taux d'abandon ou le temps moyen d'attente. 
Plusieurs modèles de gestion optimale des centres d'appels sont proposés dans 
la littérature. Ils cherchent à maximiser un profit ou minimiser des coûts sous des 
contraintes budgétaires ou de qualité de service. Les critères de décision varient 
selon la stratégie choisie par les gestionnaires du centre. La gestion du personnel 
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constitue la composante principale dans la gestion d'un centre d'appels, puisque 
la majeure partie des coûts est sous forme de salaires. En général, les politiques 
de gestion diffèrent d'un centre à un autre, mais l'objectif principal est le même, 
soit maximiser la performance en respectant une certaine qualité de service. Pour 
définir le~ caractéristjques d'une politique de gestion, il faut· d'abord étudier le 
centre d'appels, puis établir un modèle mathématique qui le décrit convenablement. 
Les mesures de performance d'un système de file d'attente nous permettent· 
d'identifier et de quantifier les objectifs et les contraintes qui définissent différents 
programmes d'optimisation. Ces mesures peuvent êtres obtenues ou estimées par 
simulation ou analytiquement en identifiant un modèle, comme par exemple la 
formule d'Erlang ou les chaînes de Markov à temps continu [25,71]. Dans ce cas , le 
modèle mathématique nous permet de calculer analytiquement ou numériquement, 
dépendamment du modèle et des hypothèses, les différentes mesures désirées. Avec 
la simulation, on peut estimer les différentes mesures de performance, comme on 
peut étudier la sensibilité du centre d'appels suite à des changements de scénarios 
de gestion, comme par exemple les changements du nombre d'agents par période 
de temps. 
Dans cette thèse, nous définissons les mesures de performance suivantes : la 
qualité de service, l'occupation des agents, le nombre d'appels servis, le nombre 
d'abandons, le temps moyen d'attente dans la file et le temps moyen passé dans 
le systèrrie. La qualité de service sera mesurée par le pourcentage des clients qui 
ont attendu moins de 20 secondes avant d'être servis. L'occupation des <agents 
est mesuree par le rapport entre la durée totale où les agents sont occupés et la 
durée totale de leur disponibilité. Le temps moyen d'attente dans la file concerne 
seulement les appels ayant attendu, alors que le temps moyen dans le système 
concerne tous les appels entrés dans le système y compris les abandons. 
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1.4 Le projet avec Bell Canada 
Notre projet de recherche avec Bell Canada a démarré en 2001 et il vise à 
développer des méthodes pour optimiser les politiques de gestion des centres d'ap-
pels de Bell Canada. La source des données utilisées pour les différentes modélisations 
sont deux centres d'appels téléphoniques de Bell. 
Le premier est un centre qui opère en mode mixte qui était ouvert de 8hOO à 
20h30 la semaine et de 8h30 a 17h00 le samedi et fermé le dimanche. Les appels pro- . 
viennent des provinces de Québec et de l'Ontario. Près de 1200 appels en moyenne 
arrivent les jours de la semaine et près de 350 le samedi. Le lundi présente un 
taux relativement plus haut par rapport aux autres journées. Le nombre d'agents 
disponibles dans ce centre varie selon le jour et les heures et ils sont environ 85 le 
lundi et 70 les autres jours. Seulement une proportion des ces agents sont du type 
mixte. Les appels sortants sont effectués à l'aide d'un composeur automatique, qui 
peut composer jusqu'à 30 numéros à la fois. La politique de composition dépend 
généraleme,nt du nombre d'agents libres et de la distribution du temps d'attente 
par clie~ts pour les temps antérieurs. Si un client est rejoint (appel sortant) et 
qu'entre temps tous les agents sont devenus occupés, il est considéré comme un 
"mismatch" [25]. Pour ce centre, nous disposons de tous les ingrédients pour faire 
la simulation. On parle ici de données sur les arrivées, le temps de service, les abon-
dons, le nombre d'agents, la politique de composition ... Il est bon de rappeler ici 
que les données concernant ce centre ont été fournies au début du projet et que 
depuis un certain temps ce centre' est fermé. 
Un second lot de données, plus récentes, concerne un grand centre d'appels avec 
une plus grande capacité et qui est ouvert tous les jours de la semaine de 8hOO à 
20h00. Les appels proviennent également de deux provinces, le Québec et l'Ontario. 
Pour ce centre, nous ne disposons que des données sur les appels entrants, avec des 
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détails sur l'origine de l'appel et le numéro de téléphone pour lequel le service est 
sollicité. Le volume d'appels diffère d'un jour à l'autre (voir section 4.1.2), samedi et 
dimanche eriregistrant beaucoup moins d'appels que les autres jours. En gros, près 
de 52 000 appels arriveIit par jour, dont près du tiers proviennent de la province 
du Québec. Dans la suite des travaux, nous appelons les deux centres d'appels de 
Bell, respectivement, centres Cl et C2. 
1.5 Les appels téléphoniques dans une banque américaine 
Les données disponibles proviennent d'un centre d'appels d'une grande banque 
. commerciale américaine et les appels concernent des clients q':li résident dans les 
états de New York, Pennsylvanie, Rhode Island et Massachussets. Ce centre reçoit 
jusqu'à 300 000 appels par jour, qui aboutissent au système automatique appelé 
"Voice Response Unit" (VRU) pour solliciter des services bancaires. Approximati-
vement seulement 20% des clients qui appellent cherchent à parler à un agent. Les 
données disponibles concernent cette proportion des appels. Ce centre est ouvert 
24 heures, les 7 jours de la semaine et il met à la disposition des clients entre 900 
et 1 200 agents la semaine et entre 200 et 500 le samedi et dimanche. Les données 
couvrent une période allant de mars 2001 à avril 2003 [88]. Nous présentons dans 
le chapitre 5 une analyse descriptive des données de ce centre que nous appelons 
C3. 
1.6 Les appels téléphoniques au service médical d'urgence 
Le projet consiste à développer des modèles de prévision pour les appels téléphoniques· 
au service médical d'urgence (911) dans la ville de Calgary, en Alberta. Les appels 
reçus sont analysés à deux niveaux: appels reçus toutes les heures et appels jour-
naliers. Le département du système médical d'urgeIice de la ville de Calgary nous 
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a fourni toutes les données sur les arrivées des appels au service du 911 pour un 
total de 1537 jours entre 2001 et 2004 [19]. Nous appelons ce centre C4 .. 
1. 7 Logiciels et librairies de simulation utilisés 
Pour la simulation des centres d'appels, nous avons utilisé les deux librairies 
logicielles de simulation en Java: SSJ [57] et ContactCenters [15]. Ces librairies 
. sont développées sous la direction du professeur Pierre L'Ecuyer au département 
d'informatique et de recherche opérationnelle de l'Université de Montréal. Pour 
l'analyse et l'exploitation des données, ainsi que les estimations et tous les calculs 
statistiques, nous avons utilisé les logiciels R et SAS. 
1.8 Plan de la thèse et principales contributions 
Nous présentons dans le deuxième chapitre la méthodologie utilisée dans la 
modélisation des· arrivées avec le processus de Poisson non homogène et le pro-
cessus de Poisson doublement stochastique (processus de Cox). Nous présentons 
quelques références de travaux qui se sont basés sur le processus de Poisson pour 
la modélisation des arrivées, particulièrement dans le contexte des centres d'appels 
téléphoniques. La majorité de ces travaux suppose donc l'indépendance entre le 
nombre d'arrivées d'un intervalle à un autre, qui est en fait une caractéristique 
du processus de Poisson (homogène ou non homogène). Cette hypothèse semble 
être de .grande importance pour nous, surtout dans le contexte des centres d'ap-
pels téléphoniques. Nous verrons dans les exemples numériques que tous les centres 
étudiés confirment la présence de corrélations entre les arrivées dans différentes 
parties d'une même journée. Nous avons alors repris une forme particulière du 
processus de Poisson doublement stochastique, utilisée par A vramidis et aL [5], et 
qui permet de capter cette dépendance. Nous avons ajouté à cela un modèle non 
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paramétrique pour la fonction de taux par une fonction spline qui a amélioré les 
modèles précédents, dans lesquels la fonction de taux est estimée par une fonction 
constante par morceaux. 
Une contribution de ce chapitre est de présenter un nouveau modèle réaliste 
pour la fonction de taux des arrivées des appels téléphoniques dans un processus 
de Poisson doublement stochastique. Cette combinaison permet de capter les va-
riations du taux d'arrivée avec une fonction continue qui est la fonction spline, et 
en même temps de pouvoir capter la dépendance entre les arrivées des différentes 
parties de la journée en considérant une forme particulière du processus de Poisson 
doublement stochastique. Avec cette nouvelle modélisation, nous présentons une 
méthode d'estimation basée sur le maximum de vraisemblance qui permet d'estimer 
tous les paramètres du processus, y compris ceux de la fonction spline. 
Nous abordons dans le troisième chapitre le problème de dépendance intra-
journalière et nous proposons à l'occasion une revue de littérature. Nous voulions 
ici présenter une méthode efficace basée sur les copules normales. Cette méthode, 
appelée méthode NORTA, présente des avantages, comme par exemple le fait qu'elle 
permet de générer des valeurs des variables aléatoires étudiées avec les mêmes quan-
tités de corrélations désirées et elle permet aussi aux distributions marginales de 
ces variables d'avoir n'importe quelle forme. Elles peuvent être discrètes, continues 
ou un mélange des deux. La principale contribution de ce chapitre est l'adaptation 
de la méthode NORTA au contexte particulier des centres d'appels téléphoniques 
où la dimension (nombre d'intervalles de temps à considérer dans une journée) 
est assez importante. Il est connu que cette méthode, ou les copules en général, 
affichent quelques difficultés dans d~s grandes dimensions, comme par exemple la 
. difficulté d'obtenir une matrice de corrélations semi-définie positive. Parmi les so-
lutions, nous proposons des modèles pour les corrélations qui permettent de réduire 
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.considérablement le nombre de paramètres à estimer et en même temps de résoudre 
le problème de la matrice de corrélations. 
Une autre contribution concerne l'initialisation de la méthode NORTA, qui 
représente l'étape d'estimation et qu'on définira en détails par la suite. La revue. 
que nous présenterons montre que cette étape est très peu étudiée dans le cas où les 
distributions marginales sont discrètes. A notre connaissance, une seule méthode 
basée sur une heuristique est présentée par Cario et Nelson [18]. Nous proposons 
ici trois méthodes efficaces. Pour le cas mixte, c.-à.-d. un mélange de distributions 
discrètes et continue, aucune méthode n'a été proposée dans la li~térature et nous 
présentons une méthode avec plusieurs exemples numériques. 
Au chapitre 4, nous présentons les résultats numériques des applications dans 
les deux centres d'appels de Bell Canada. Dans le premier cas, nous effectuons la 
simulation du centre d'appels avec les différents modèles, puisque nous disposons 
de toutes les données pour modéliser les autres inputs (temps de service, temps de 
patience, politique de composition des appels sortants ... ). Bien que la simulation 
d'un centre d'appels ne soit pas le meilleur critère pour comparer nos modèles pour 
les arrivées avec d'autres modèles proposés dans la littérature, elle permet tout 
au moins de valider nos modèles quand les mesures de performance obtenues sont 
proches des mesures calculées avec les données. Pour cette raison, nous fournissons 
aussi une étude comparative des modèles pour le processus d'arrivée où nous analy-
sons la corrélation et la variabilité du nombre d'arrivées dans différents intervalles 
de temps avec des journées simulées. Nous présentons dans ce chapitre des études 
descriptives des centres étudiés, ainsi que des données fournies. Nous présentons 
donc une validation des modèles proposés dans les chapitres 2 et 3 avec les données 
de deux centres d'appels téléphoniques de Bell Canada . 
. Le chapitre 5 concerne les données du centre d'appels de la banque américaine. 
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Après une descrip~ion et une analyse statistique descriptive des données recueillies, 
nous présentons une application des modèles proposés avec une étude compara-
tive. Ce centre présente la particularité d'être ouvert pendant les 24 heures de la 
journée avec des agents qui travaillent en permanence. Le taux d'arrivée durant le 
jour est très élevé dans ce centre et nous verrons que même dans un tel cas, nos 
modèles fournissent des bons résultats. Nous voulions que les données de ce centre 
permettent une application et une validation de plus pour nos modèles. 
Au chapitre 6, nous présentons un ensemble de modèles de séries chronolo-
giques pour les arrivées par jour et par heure d'une même journée. Nous compa- . 
rons les différents modèles à l'aide de l'erreur d'estimation et des performances des 
prévisions. Nous présentons également des modèles de prévision à court terme à 
l'intérieur d'une journée. Nous voulions présenter des modèles simples et qui soient 
plus adaptés aux centres d'appels téléphoniques. En effet, nous avons remarqué que 
tous les centres étudiés présentent des caractéristiques communes. Nous avons re-
marqué la présence de l'effet du jour de la semaine, du mois de l'année, les journées 
spéciales, ainsi que de corrélations entre les arrivées durant des journées successives. 
Parmi nos modèles, nous avons sélectionné celui qui est parcimonieux et qui est 
plus performant de point de 'vue estimation et prévision. Parmi les contributions 
de ce chapitre, on présente des modèles simples adaptés aux centres d'appels. Nous 
avons constaté que ces modèles donnent de meilleurs résultats que d'autres modèles 
populaires présentés dans la littérature. Nous avons proposé aussi des modèles pour 
les arrivées par tranches horaires basés sur l'observation du modèle pour les arrivées 
par jour. Ces modèles permettent de faire des prévisions du taux d'arrivée pendant 
une journée, sachant le volume global et en tenant compte de l'heure de la journée. 
Une autre contribution est de proposer un modèle basé sur la distribution condi-
tionnelle des arrivées par heure, sachant le volume total de la journée. Ce modèle 
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permet de mettre à jour les prévisions chaque fois qu'on avance dans la journée 
et qu'une partie de cette journée est déjà observée. Nous verrons que ce modèle 
fournit des bons résultats avec deux centres étudiés. 
Comme application de ces modèles, nous considérons les données du centre 
d'appels au service médical d'urgence dans la ville de Calgary, en Alberta. Nous 
fournissons alors une description détaillée des données recueillis et une applica-
tion des modèles de prévisions proposés pour les arrivées par jour et par heure à 
l'intérieur d'une même journée en se basant sur un des modèles pour les arrivées 
par jour. Nous présentons aussi une deuxième application des modèles proposés 
avec les données du centre C2 de Bell Canada. 
Finalement, au chapitre 7, nous présentons les conclusions avec des perspectives 
de travail futur. 
Il faut noter qu'une partie de ces travaux a permis la publication de deux articles 
[4, 19] et ils vont éventuellement permettre des extensions futures. 
• 
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étudié. Comme suite à ce travail, A vramidis et al. [5] ont proposé une variété de 
modèles pour le processus d'arrivées en tenant compte de la dépendance entre les 
demi-heures de la journée. 
Massey et al. [64] ont ajusté un processus de Poisson non homogène avec fonc-
tion de taux linéaire par morceaux du fait que l'estimation est faite sur la base de 
données agrégées. Green et Kolesar [36] ont modélisé les arrivées par un processus de 
Poisson avec fonction de taux 'Sinusoïdale dans un modèle Markovien. Ils ont adopté 
l'hypothèse de la non stationnarité et ont introduit une méthode pour l'estimation 
des mesures de performance du système dans un tel contexte, qu'ils ont baptisée 
la "Pointwise Stationary Approximation". Jongbloed et Koole [46] ont adopté le 
modèle de Cox et ont proposé un processus doublement stochastique, mais les taux 
d'arrivées de chaque tranche horaire sont modélisées indépendamment les unes des 
autres. Lewis et Shed 1er [59] ont utilisé une fonction de taux du type exponentiel et 
ont estimé ses paramètres par maximum de vraisemblance en utilisant des données 
observées sur les instants d'arrivées dans un centre d'appels. D'autres auteurs ont 
utilisé des méthodes non paramétriques pour estimer la fonction de taux. Dans ce 
modèle, le taux d'arrivée dans chaque intervalle de temps suit une loi gamma, ce 
qui donne lieu à une loi binomiale négative pour la distribution inconditionnelle du 
nombre d'arrivées dans cet intervalle. 
Kuhl et Bhairgond [50] ont utilisé les fonctions ondelettes, alors que Kuhl et 
Damerdji [51] ont présenté des méthodes basées sur des heuristiques pour estimer la 
densité et la fonction de taux cumulatif. Dans le même contexte, Henderson [38] a 
étudié l'estimation non paramétrique du taux d'arrivée en utilisant des heuristiques 
avec des données agrégées par intervalles de temps. L'estimateur utilisé est présenté 
par Law et Kelton [55] et il suppose que la fonction est constante par morceaux avec 
des noeuds (extrémités des intervalles) bien connus. Henderson[38] a étudié le cas 
CHAPITRE 2 
MODÉLISATION AVEC LE PROCESSUS DE POISSON 
Dans ce chapitre, nous étudions l'utilisation du processus de Poisson dans la 
modélisation des arrivées dans le contexte des centres d'appels téléphoniques. Dans 
ce même contexte, nous présentons tout d'abord quelques références sur ce sujet et 
par la suite, nous présentons le point de départ de nos modèles et leur motivation. 
Nous verrons dans les chapitres 4 et 5 la validation de ces modèles et leur illustration 
par des exemples numériques. 
2.1 Processus de Poisson et les arrivées des appels téléphoniques 
quelques références 
Nous citons ici différents modèles utilisés pour la fonction de taux dans les cas 
où le processus d'arrivée est modélisé par un processus de Poisson et nous proposons 
une nouvelle alternative. 
Dans les travaux de Deslauriers [25], on trouve plusieurs modélisations pour le 
processus. d'arrivée, à commencer par la modélisation simple par un processus de 
Poisson homogène, jusqu'à un processus non homogène ou encore un processus de 
Poisson doublement stochastique défini par l'équation (2.12). L'auteur a comparé 
les résultats des simulations des différents modèles et a établi différents tests d'ajus-
tement et a démontré que plusieurs hypothèses simplistes, comme par exemple celle 
qui ne tient pas compte de la dépendance entre les arrivées dans les demi-heures 
de la journée, ne décrivent pas bien la réalité dans les centres d'appels. A la fin, 
il a proposé un modèle basé sur l 'hypothèse de la dépendance entre les différentes 
périodes de la journée, qui semble être plus adapté à la nature du centre d'appels 
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particulier où les intervalles de temps sont égaux et a montré que cet estimateur est 
assez robuste quand les intervalles de temps diminuent pour une certaine longueur 
et la quantité de données disponible pour l'estimation est assez importante. 
Steckley et al. [85] ont souligné l'impact de l'erreur de prévision du taux d'ar-
rivée sur les mesures de performance dans tout système de service qui comporte un 
processus d'arrivée. Leur travail est motivé par le fait que beaucoup de modèles uti-
lisent le processus de Poisson sans se soucier trop de l'erreur de prévision qui peut 
en découler si ce modèle ne représente pas la réalité du système. Ils ont illustré le 
travail en utilisant un modèle doublement stochastique pour le processus d'arrivée 
dans leur exemples et ont montré que l'erreur de prévision peut avoir un impact 
sur les modèles de planification à long terme, à court terme et même en temps réel 
dans une journée. Ils ont même suggéré que l'erreur de prévision soit modélisée ex-
plicitement dans l'optimisation d'un système quelconque. Dans le même contexte, 
Steckley et al. [86] ont aussi souligné l'importance d'un bon choix de modèle pour le 
processus d'arrivée dans l'approximation des mesures de performance stationnaires, 
alors que Robbinset al. [76] ont étudié l'impact de la variabilité et le caractère sto-
chastique du processus d'arrivées sur les mesures de performance de tout système 
de file d'attente. 
Nous nous basons sur le fait que la fonction de taux constante par morceaux 
ne représente pas la réalité dans les centres d'appels [84], pour proposer un modèle 
qui permet d'avoir une fonction de taux continue. Nous proposons alors d'estimer 
la fonction de taux par une fonction spline dans deux modèles différents : avec le 
processus de Poisson non homogène et le processus de Poisson doublement stochas-
tique. Dans le deuxième cas, nous modélisons la fonction de taux selon la forme 
(2.12), proposée par Whitt [93], et c'est sa composante déterministe À(t) qui sera 
estimée par une fonction spline. 
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2.2 Estimation non paramétrique de la fonction de taux par une fonc-
tion spline 
Le processus de Poisson est caractérisé essentiellement par sa fonction de taux. 
Par conséquent la construction d'un tel modèle repose sur l'estimation de cette 
fonction. 
Dans les travaux qui ont précédé dans ce projet de Bell Canada, la fonction 
de taux a été estimée par une fonction constante par morceaux (par demi-heure 
pour le centre Cl). Il faut noter ici que le manque de détails dans les données sur 
les arrivées dans ce centre a motivé cette modélisation. Or, comme ce taux varie 
d'une demi-heure à l'autre, il peut aussi varier à intérieur de chaque demi-heure. 
Dans plusieurs situations, il est plus approprié qu'il soit représenté par une fonction 
continue [84]. 
Ainsi, il serait utile de trouver une fonction continue qui tient compte de cette 
variation et qui remédie aussi au problème de sauts de la fin d'une demi-heure et le 
début de la demi-heure et qui s'ajuste bien aux données disponibles. C'est à partir 
de là qu'est venue l'idée des fonctions splines. 
2.2.1 Les fonction splines 
Ce type de fonction présente un outil mathématique très utile dans l'estimation 
statistique non paramétrique dans plusieurs domaines comme l'imagerie et le trai-
tement des signaux. Le principe est de construire un estimateur .À(t) de la fonction 
de taux sur des intervalles départagés par des noeuds bien choisis et à chaque in-
tervalle, on construit une fonction continue et dérivable jusqu'à un certain ordre. 
Ensuite les constantes ou les paramètres sont estimés de façon à lier tous les noeuds 
. . 
par une seule fonction continue sur toute la période étudiée. Dans notre cas, nous 
avons utilisé la spline cubique. 
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Définition 2.2.1. Une fonction spline s(t) d'ordre k (ou de degré k - 1), avec les 
noeuds rI < r2 ... < rh et un domaine [a, b] tel que 
est une fonction qui satisfait les conditions suivantes " 
1. Dans chacun des intervalles [a,rl], ... [rj_l,rj], ... [rh,b],s(t) est un polynôme 
de degré au plus (k - 1). 
2. s(t), s' (t), ... , S(k-2)(t), sont continues sur [a, b]. 
L'or~re le plus utilisé est l'ordre 4, qui donne lieu a des splines cubiques. 
La fonction spline cubique peut être écrite d'une façon unique sur l'intervalle 
[a, b], nous avons 
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et Œl, Œ2, Œ3, ,81, ,82, ... ,8h, sont des paramètres [78]. 
Le théorème suivant nous assure l'unicité d'une spline cubique dans un intervalle 
donné. 
Théorème 2.2.1. Soit f une fonction définie aux points a . ro < rI < ... < 
rh < b = rh+l,de l'intervalle [a,b]. Si f est continue et dérivable jusqu'à l'ordre 2 
sur [a, b], alors il existe une spline cubique unique s qui approxime f sur [a, b] en 
l'interpolant aux points (noeuds) ro, rI, ... , rh+l' 
24 
Si s vérifie s(2)(ro) = s(2)(rh+d = 0, alors elle est appelée spline cubique natu-
relle. 
Démonstration. Voir Burden et Faires [16, page 135], par exemple. D 
2.2.2 Processus de Poisson non homogène 
Avant d'expliquer le modèle basé sur une fonction spline pour la fonction de 
taux, nous devons tout d'abord nous assurer du choix du processus de Poisson 
comme modèle pour les arrivées dans les centres d'appels étudiés. Nous avons 
commencé par éliminer le processus de Poisson homogène comme candidat puisque 
le taux d'arrivée varie tout au long de la journée. Dans un premier temps, nous 
allons vérifier si le processus de Poisson non homogène peut représenter un bon 
modèle ou non pour les arrivées au cours d'une journées. Parmi les possibilités, il 
suffit de considérer des intervalles de temps de la journée où le taux est relativement 
stationnaire à l'intérieur de chaque intervalle et vérifier si le nombre d'arrivées à 
l'intérieur de chaque intervalle est un processus de Poisson avec un taux >. constant. 
Il est équivalent aussi à tester si les inter-arrivées . dans cet intervalle sont Li.d. 
(indépendants et identiquement distribués) de loi exponentielle de moyenne 1/>', ce 
qui permettra de conclure si le nombre d'arrivées par intervalles de temps disjoints 
sont indépendants ou non. Avec les données disponibles, les instants d'arrivées sont 
agrégés et enregistrés en secondes, ce qui fait que les instants et les inter-arrivées 
prennent des valeurs entières. Alors, nous utilisons plutôt le test de chi-deux de 
Pearson pour tester l'hypothèse nulle suivante: 
Ho : Les observations Xi sont des variables i.i.d. provenant 
de la distribution de la loi de Poisson avec un taux >., (2.1) 
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OÙ Xi est le nombre d'arrivées dans un intervalle bien choisi au jour i = 1, ... , n. 
Pour réaliser le test, nous devons diviser la plage des nombres observés des 
arrivées en k intervalles adjacents [ao, al), [a2, a3), ... , [ak-l' ak], et nous devons cal-
culer 
Qj = le nombre des Xi qui tombent dans l'intervalle [aj-l, aj) 
pour i = 1,2, ... , n; et j = 1,2, ... , k, 
et Pj = Pr {X E [aj-l,aj)}, qui est la probabilité que le nombre d'arrivées soit 
dans l'intervalle [aj-l, aj). Pour la validité du test, il faut s'assurer que les npj sont 
assez grands et pour cela nous utiliserons la règle npj ~ 5 pour j = 1, ... , k = Il. 
Cette règle, qui est assez populaire avec ce genre de test, est suggérée par plusieurs 
auteurs comme Yarnold [94], par exemple. 
Alors, sous Ho, la statistique 
(2.2) 
suit approximativement une loi chi-deux avec (k - 1) degrés de liberté. 
Nous verrons plus loin avec l'application de ce test aux données du centre C2 
que le processus de Poisson non homogène peut être considéré parmi les modèles 
pour les arrivées des appels téléphoniques. Nous verrons en même temps que la 
modélisation par un taux d'arrivée constant par morceaux n'est pas un très bon 
choix pour cet exemple, et que même pour des petits intervalles, ce taux n'est 
pas vraiment stationnaire. Ceci constituera une bonne motivation pour estimer la 
fonction de taux par une fonction continue qui· décrit mieux la réalité dans les 
centres d'appels, au lieu d'une fonction constante par morceaux. Nous avons opté 
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pour une fonction spline cubique. 
2.2.2.1 Estimation des paramètres 
Pour l'estimation de la fonction spline, nous disposons donc d'une fonction, 
notée f, évaluée seulement aux points rI < r2'" < rh., Dans le cas où a et b sont 
finis, quelques auteurs considèrent aussi des noeuds (a = ro et b = rh+d, et la 
fonction f est aussi évaluée aux points a et b. Pour tout le domaine [a, b], cette 
fonction est estimée par : 
(2.3) 
pour t E h, rHI], i = 0, ... , h, 
qui n'est autre que la formule d'interpolation polynomiale de Newton (voir, par 
exemple, Conte et de Boor [21]) qui utilise la formule générale de récurrence sui-
vante: pour une fonction f définie aux points distincts xo, . .. ,Xn , avec respective-
ment ses valeurs, f(xo), . .. ,f(xn), nous avons la relation de récurrence suivante: 
f(Xj), j = 0, ... , n, 
f[Xj+b' .. ,xj+kl - f[xj, ... ,xj+k-ll 
Xj+k - Xj 
k = 1, ... ,n, 
j = 0, ... ,n - k. 
(2.4) 
Les coefficients de l'équation (2.3) sont donnés par: 
CI,i= f(Ti) 
C2,i= j' (Ti) 
C4,i= f[Ti, Ti, THI, THI], 
i = O, ... ,h. 
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(2.5) 
Les conditions citées dans la définition 2,.2.1 peuvent être écrites sous-forme 
d'équations comme suit: 
{ 
Pi(Ti) = f(Ti), ~(THl) = f(THI), i = 0, ... , h; 
Pi~~ (Ti) = Pi(k)(Ti), k = 0,1,2, i = 1, ... , h. 
(2.6) 
Dans (2.3), nous nous retrouvons avec (h + 1) polynômes avec 4 paramètres 
chacun, CI,i, C2,i, C3,i et C4,i; i = 0, ... , h. Pour estimer ces paramètres, on pose 
et (2.7) 
Lli = Ti+l - Ti, pour i = 0, ... , h. 
Si nous écrivons les paramètres CI,i, C2,i, C3,i et C4,i en fonction des Si, alors les coef-
ficients dans (2.5) deviennent: 






pour i = 0, ... , h. 
Nous reprenons la deuxième condition dans (2.6) pour k = 2 et en remplaçant 
les polynômes ~ par leur expression dans (2.3), nous obtenons un système linéaire 
constitué des équations suivantes : . 
2C3,i-1 + 6C4,i-l.6.i-1 = 2C3,i, i = 1, ... , h, (2.9) 
et en remplaçant les coefficients Cl,i par leurs valeurs dans (2.8), nous obtenons 
finalement le système suivant : 
.6.iSi- 1 + 2(.6.i- 1 + .6.i)Si + .6.i- I Si+l 
= 3(f[ri-l' ri].6.i + f[ri' ri+l].6.i-d, i = 1, ... , h. (2.10) 
Maintenant, nous nous retrouvons avec un système linéaire réduit de h équations 
à h inconnues (Si, i = 1, ... , h) qu'on résoudra avec la méthode d'élimination de 
Gauss. Effectivement, la matrice du système linéaire (2.10) étant triangulaire supé-
rieure avec ses éléments de la diagonale non nuls, on obtient directement une so-
lution unique avec cette méthode [23]. Les deux paramètres So et Sh+l peuvent 
être calculés de plusieurs façons. Parmi les solutions, l'une èonsiste à utiliser la 
condition f(2)(ro) = j(2)(rh+l) = 0, ce qui donne lieu à la spline cubique natu-
relle. En pratique, on peut utiliser des informations a priori sur la courbe aux deux 
extrémités. 
Le théorème suivant va nous permettre de borner l'erreur de l'estimation par 
une fonction spline cubique. 
Théorème 2.2.2. Soit f une fonction dérivable jusqu'à l'ordre 4 sur [a, b] et soit 
les noeuds d'interpolation a = ro < rI < r2· .. < rh < b = rh+l' Si s est la jonction 
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spline cubique naturelle qui interpole f aux points rO,rl, ... ,rh+l, alors l'erreur 
d'approximation satisfait : 
Démonstration. Voir Schultz [77, Théorème 7.4, page 57], par exemple. 0 
Par exemple, avec h noeuds équidistants sur [a, bl, nous avons maxO~i~h.6.i = 
(b - a)/(h + 1). Nous pouvons donc établir que si maxa~~9If(4)(ç)1 < 00, alors la 
norme uniforme If - si = maxa99If(t) -s(t)1 = O(h-4 ) [23]. 
Dans le contexte du centre d'appels, nous avons opté pour une fonction spline 
cubique et les noeuds correspondent au début de chaque période de temps étudiée, 
quart d'heure ou demi-heure par exemple, dépendamment du cas étudié. Nous 
avons aussi opté en particulier pour la spline cubique naturelle, puisqu'on peut 
par exemple établir que la fonction de taux est nulle jusqu'à l'ouverture du centre, 
c.-à-d. s(t) = 0, pour t ~ ro, et par conséquent f(2)(ro) = s(2)(ro) = O. Pour la fin 
de la période de temps étudiée, nous allons aussi supposer que la fonction de taux 
est positive jusqu'à l'instant de fermeture, c.-à.-d: que s(t) = 0, pour t ~ rh+1, et 
par conséquent, f(2)(rh+1) = s(2)(rh+d = O. 
Ceci est expliqué par le fait qu'en pratique, même si après l'heure de fermeture 
du centre un certain nombre d'appels continuent d'arriver, les agents ne prennent' 
en charge que les appels qui sont arrivés avant la fermeture et qui sont encore en 
attente dàns la file. 
2.2.3 Processus de Poisson doublement stochastique 
Une autre façon d'exploiter le processus de Poisson doublement stochastique ou 
le processus de Cox est de l'utiliser sous la formulation particulière pour la fonction 
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de taux, noté A(t) et qui est donnée par: 
A(t) = WA(t), t ~ 0, (2.12) 
où West une variable aléatoire indépendante du temps et qui varie par exemple 
d'une journée à l'autre, et A(t) est une fonction qui représente la variation du taux 
d'arrivée dans le temps. Pour une journée j et conditionnellement à une réalisation 
de W = w, on a un processus de Poisson non homogène de taux wA(t). Le travail 
d'Avramidis et al. [5] illustre bien la validité et le réalisme de cette approche qui 
tient compte de la dépendance. Ces mêmes auteurs ont aussi proposé des modèles 
paramétriques pour le nombre d'arrivées pour une journée sous forme de vecteur 
de dimension d = 25, où chaque élément représente une demi-heure dans le centre~ 
Il faut noter ici que Jongbloed et Koole [46] ont utilisé aussi le processus de 
Poisson doublement stochastique dans le contexte des centres d'appels, où chaque 
fonction de taux dans chaque intervalle de temps est une variable aléatoire qui est 
indépendante de chaque variable pour les autres intervalles. 
Avec le succès enregistré par le modèle présenté par A vramidis et al. [5], nous 
avons utilisé ce même modèle, mais avec une fonction de taux A(t) qui est estimée 
par la fonction spline s(t) au lieu d'une fonction constante par morceaux. 
Nous supposons que W suit une loi gamma de paramètres a et (3, et nous 
notons sa densité fa,j3. Ce choix repose essentiellement sur le fait que cette loi 
permet d'avoir une loi p,aramétrique pour la distribution conjointe inconditionnelle 
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du nombre d'arrivées dans chaque intervalle de temps. Cette loi n'est autre que la 
loi multinomiale négative. 
Alors, sous l'hypothèse d'un processus de Poisson, nous avons que le nombre 
d'arrivées Xi dans chaque intervalle de temps [Ti, Ti+l], i = 0, ... , h, suit la loi de 
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Poisson définie par la fonction de masse suivante : 
pour x = 0,1, ... et i = 0, ... , h, (2.13) 
avec 
Ài 1:H1 s(t)dt, 
CI,i~i + C2,i~; /2 + C3,i~r /3 + C4,i~t /4, (2.14) 
pour i = 0, ... h. Ces Ài sont obtenus en utilisant la fonction s(t) définie dans (2.3). 
2.2.3.1 Estimation des paramètres 
Pour estimer les paramètres a et {3 de la loi W et eri même temps les paramètres 
de la spline cubique s, nous avons opté pour la méthode de maximum de vraisem-
blance, puisque nous pouvons avoir la fonction de masse conjointe des variables 
Xi, i = 0, ... , h, qui contient tous ces paramètres en même temps. Nous devons tout 
d'abord établir la distribution inconditionnelle de chaque variable Xi, i = 0, ... ,h. 
Proposition 2.2.1. Sous l'hypothèse que W suit une loi gamma de paramètres 
a et {3, le vecteur de variables aléatoires X = (Xo, ... , X h), pour le nombre d'ar-
rivées par intervalle [ri, rHI], i = 0, ... , h, suit une loi multinomiale négative de 
paramètres (a; {3Ào, ... , (3Àh)' Chaque variable aléatoire Xi suit une loi binomiale 
négative de paramètres (a, (3Ài) , i = 0, ... , h. 
Démonstration. Nous savons déjà que chaque variable aléatoire XilW suit une loi 
de Poisson de paramètre (wÀi ), i = 0, ... , h, pour une réalisation w de W, tel que 
donné dans (2.13). Par la propriété d'indépendance du processus de Poisson, nous 
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avons que la fonction de masse conjointe de XI West donnee par : 
La fonction de masse conjointe inconditionnelle de X est donc,donnée par: 
qui n'est autre que la densité de la loi multinomiale négative de paramètres 
(a; {3).,0, ... , {3).,h) [5, 25], où chaque ).,i, i = 0,'- .. , h, est donné par (2.14). Il en 
découle directement des propriétés de la loi multinomiale négative que chaque 
élément Xi, i = 0, ... , h, du vecteur X suit la loi binomiale' négative [45, page 
294]. D 
Si nous disposons de données observées pour les arrivées par intervalles de 
temps pour un nombre de journées n, nous appelons Xi,j le nombre d'arrivées 
dans l'intervalle [Ti, Ti+l], i = 0, ... , h, au jour j = 1, ... , n. Nous appelons, aussi 
JO(XO,I, .•• ,Xh,I;XO,2, ... ,Xh,2; ... ;XO,n, ... ,Xh,n), la fonction de masse conjointe de ces 
variables aléatoires, où () = (a, {3; CI,O, ... , CI,h, •.. , C4,h) représente l'ensemble des pa-
ramètres du processus. En supposant que les arrivées sont indépendantes d'une 
journée à l'autre, nous avons: 
n 




où fx(xo,j, ... ,Xh,j) est la fonction de masse conjointe pour le nombre d'arrivées 
dans les intervalles [ri, ri+1], i = 0, ... , h, du jour j = 1, ... , n. Selon l'équation 
(2.15), cette densité est donnée par: 
Pour trouver les estimateurs de maximum de vraisemblance de (), nous avons 
utilisé la .formule (2.14) pour remplacer les Ài' i = 0, .. , h, pour les exprimer en 
fonct.ion des paramètres Cl,i, C2,i, C3,i et C4,i. Pour les n journées, la fonction de log-
vraisemblance est donnée par : 
n 
- L log(fx(xO,j, ... , Xh,j)) 
j=l 
tlog (r(a +rL!=OXi,j)) - tlOg (il Xi,j!) 
j=l ( ) j=l i=O 
(2.17) 
Si nous fixons f3 l/a, ce qui garantit aussi que la variable W aura une 
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moyenne de 1 [25], nous obtenons 
(2.18) 
avec Xj . 2::~=o Xi,j, le volume total des arrivées enregistrées le jour j 1, ... ,n. 
Les dérivées de 4> par rapport aux paramètres ct et Cl,il C2,i, C3,i, C4,i, i = 0, ... , h, sont 
données par 
84>( 9) 
8ct - t f ( 1 ) + n log ( h ct 4 1) j=1 m=O ct + m ct + 2::k=O 2::1=1 CI,kf:!,.k/l 
2::7=1 2::~=o Xi,j - n 2::Z=o 2:::=1 CI,kf:!,.~/l 
ct + 2::Z=o 2::'L1 Cl,kf:!,.Ul 
pour l = 1, ... ,4 et i = 0, ... , h. 
(2.19) 
(2.20) 
Pour calculer un estimateur pour 9 qui maximise la fonction 4> en annulant 
ses dérivées partielles, nous· avons utilisé la fonction nlminb du logiciel R. Cette 
fonctioh est utilisée pour minimiser une fonction à plusieurs variables avec ou 
sans contraintes linéaires. Elle nécessite des valeurs initiales et utilise les dérivées 
premières et les dérivées secondes comme option. Nous l'avons donc utilisée plutôt 
pour minimiser (-4». Nous n'avons pas pu fournir les dérivées secondes à cause de 
la complexité de leur calcul et aussi l'ordre de la matrice hessienne correspondante 
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est assez élevé (4 x h + 1). Par contre, pour accélérer et assurer la convergence 
de la maximisation, nous avons utilisé comme valeurs initiales les estimations des 
paramètres Cl,i, l = 1, ... d, i = 0, ... h, obtenues avec la procédure décrite dans la 
section 2.2.1, c.-à.-d. avec une spline cubique sans la composante W, et nous avons 
ajouté la contrainte a > o. 
Dans les chapitres 4 et 5, nous présentons les résultats numériques des estima-
tions pour chaque centre, et l'application des modèles avec une étude comparative. 
CHAPITRE 3 
LES ARRIVÉES ET LA MODÉLISATION DE LA DÉPENDANCE 
INTRA-JOURNALIÈRE 
3.1 Introduction 
Dans ce chapitre, nous étudions la dépendance qui peut exister entre les ar-
rivées dans différents intervalles d'une journée. En d'autres termes nous présentons 
des modèles qui tiennent compte de la corrélation qui peut exister entre le nombre 
d'arrivées dans un intervalle quelconque et celui d'un autre intervalle dans une 
même journée. Pour les modèles que nous proposons ici, nous supposons que les vo-
lumes d'arrivées d'une journée à une autre sont indépendants. Citons tout d'abord 
quelques travaux où la modélisation du processus d'arrivée tient compte de la 
dépendance entre les arrivées de différentes périodes dans une même journée ou 
même entre des journées successives. 
Brown et al. [13] ont évoqué le problème de dépendance dans un contexte de 
prévision, où ils ont présenté une technique pour prédire le taux d'arrivée dans un 
processus de Poisson dans une journée avec une structure autorégressive qui tient 
compte du volume d'appels reçus dans une journée antérieure. Dans le modèle 
proposé, la variable représentant le nombre' d'appels reçus dans chaque intervalle 
de temps suit une loi de Poisson avec une fonction de taux sous forme de produit de 
deux composantes, une déterministe et une stochastique qui lui donne une nature 
prédictive, plus un terme d'erreur. 
Dans le cadre du projet de Bell Canada, Avramidis et al. [5] ont présenté un 
ensemble de modèles qui tiennent compte de la dépendance intra-journalière. Ils ont 
modélisé les arrivées à l'aide <;le plusieurs distributions paramétriques comme, par 
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exemple, la loi multinomiale négative et la loi de Dirichlet. Ces modèles présentent 
un vrai gain en réalisme par rapport à ceux basés sur des hypothèses plus simplistes, 
comme par exemple ne pas tenir compte de la corrélation qui peut exister entre 
les volumes d'appels dans différentes parties de la journée. Bien que ces modèles 
permettent d'introduire de la corrélation positive entre les arrivées des différents 
intervalles, cette corrélation s'avère assez élevée par rapport aux corrélations réelles. 
Selon ces modèles, les corrélations sont toujours positives, alors que' dans la réalité, 
nous pouvons avoir des ,corrélations nulles ou très faibles entre les arrivées des 
heures éloignées d'une même journée, comme par exemple les premières heures de 
la matinée avec celles de la fin de la journée. Nous verrons ceci avec les exemples 
numériques quand nous ferons les comparaisons sur la base des corrélations. 
Il est donc logique de continuer dans ce sens et de proposer des modèles qui 
tiennent compte de cette dépendance et qui peuvent garantir les' quantités de 
corrélations désirées. En effet, nous verrons plus loin dans les exemples numériques 
qu'au niveau de chaque centre étudié nous avons détecté la présence de corrélation 
entre les volume d'appels dans différents intervalles de temps d'une journée. Nous 
avons opté pour une méthode basé sur les copules normales appelé méthode NORTA 
("NORmal To Anything"). Cette méthode permet de générer un vecteur aléatoire,' 
avec des distributions marginales et des corrélations connues, à l'aide d'une matrice 
de corrélations spécifiques d'un vecteur aléatoire de distribution normale standard. 
L'étape initiale qui consiste à trouver cette matrice est appelée "initialisation de 
NORTA". Nous reviendrons en'détails sur cette méthode plus loin dans ce chapitre, 
mais nous allons tout d'abord citer quelques références qui présentent des modèles 
basés sur des méthodes qui tiennent compte de la dépendance dans un contexte 
plus général que les centres d'appels. Pour une description des différents concepts 
de dépendance dans les modèles multivariés, nous citons le livre de Joe [44]. Parmi 
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ces méthodes on retrouve les copules et pour une bonne référence sur ce sujet, nous 
citons le livre de Nelsen [69]. 
Plusieurs auteurs ont utilisé les copules normales, comme par exemple Lurie et 
Goldberg [61] qui ont présenté une modélisation et un algorithme pour générer un 
vecteur avec des distributions marginales et une structure de corrélations donnée, 
mais leur méthode s'applique seulement dans le cas où les distributions margi-
nales sont continues et strictement croissantes. Cario et Nelson [18] ont présenté la 
méthode ARTA ("AutoRegressive To Anything") pour manipuler l'autocorrélation 
dans une série temporelle avec distribution marginale donnée et ont généralisé 
le résultat en 2002, pour une série chronologique vectorielle VARTA. Les mêmes 
auteurs ont proposé une méthode basée aussi sur les copules normales, qu'ils 
ont baptisé (NORTA), pour générer un vecteur avec des distributions marginales 
discrètes ou continues et une structure de corrélations donnée, sans se soucier de 
.la distribution conjointe. Ghosh et Henderson [32J ont évoqué la difficulté de la 
méthode NORTA pour des grandes dimensions, où il faut transformer la matrice 
de corrélations obtenue en une qui soit semi-définie positive et ils ont proposé des 
solutions. 
Chen [20] a présenté une approche générale pour l'initialisation de la méthode 
NORTA. Elle spécifie les différentes procédures à utiliser selon la nature des distri-
butions marginales. Elle propose d'utiliser la simulation pour résoudre le problème 
d'intégration, donnée en (3.6) et qu'on verra par la suite, dans le cas où les dis-
tributions sont discrètes, ou même continues mais que la corrélation est proche de 
1 ou -1. Ce dernier cas particulier a été ignoré dans la littérature. Pour la phase 
d'initialisation de la méthode NORTA, l'algorithme qu'elle propose est basé sur 
une méthode stochastique plus adaptée à la simulation que tout autre résolution 
numérique. Dans la simulation, elle utilise une variable de contrôle pour la réduction 
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de la variance. Elle a prouvé l'efficacité de la méthode par rapport à la méthode 
numérique dans des cas particuliers de distributions marginales. Cependant, la 
méthode risque d'être coûteuse pour des grandes dimensions d du vecteur X. Dans 
la partie empirique, elle présente une variété d'exemples numériques pour illustrer 
la méthode, avec des distributions continues et même des cas mixtes (différentes 
distributions marginales, discrètes ou continues), sauf qu'aucun exemple ne traite 
le cas où les distributions sont discrètes. En gros, le travail montre l'efficacité de 
la simulation utilisée dans l'initialisation de NORTA. Au début, l'auteur insiste 
sur son efficacité pour les distributions discrètes ou distributions continues avec 
corrélations proche de 1 ou -1. Cependant, les exemples empiriques ne traitent 
que des distributions continues. 
Nous avons exploité les données disponibles pour modéliser le processus d'ar-
rivée dans un centre d'appels téléphoniques en tenant compte des structures de 
corrélations à l'intérieur d'une même journée. Nous avons opté pour la méthode 
NORTA, mais dans le contexte particulier· des centres d'appels. Cette méthode 
s'avère flexible et elle nous permet de générer des arrivées en préservant la struc-
ture de corrélation avec des distributions marginales quelconques sans se soucier de 
la distribution conjointe. Nous avons proposé trois méthodes efficaces pour l'initia~ 
lisation de NORTA dans le cas où les distributions marginales sont discrètes. Nous 
avons aussi proposé une méthode de résolution dans le cas où nous disposons d'un 
mélange de distributions discrètes et continues. Il faut noter que ce dernier cas a 
été très peu soulevé dans la littérature et qu'aucune méthode n'a été proposée. 
Nous avons aussi proposé des solutions aux difficultés de la méthode en grandes 
dimensions. Cette méthode est e~pliquée en détails dans la section suivante. 
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3.2 Méthode NORTA 
Le principe est de modéliser directem~nt les arrivées par une distribution mul-
tidimensionnelle pour le vecteur X = (Xl, ... , X d ) qui s'ajuste bien aux données 
et qui tient compte de la structure de dépendance entre les différentes périodes de 
la journée. Chaque Xi représente le nombre d'appels reçus pendant l'intervalle de 
temps i, pour i = 1, ... , d. 
Le travail de Avramidis et al. [5] illustre bien la validité de l'approche de 
modélisation qui tient compte de la dépendance. Ils ont proposé des modèles pa-
ramétriques pour le nombre d'arrivées pour une journée sous forme de vecteur de 
dimension d = 25 pour le centre d'appels Cl, où chaque élément représente une 
demi-heure dans le centre. Le modèle, qu'ils ont baptisé Ml, propose la multino-
miale négative pour estimer la distribution conjointe de (Xl, ... , X d ), avec distribu-
tion marginale la binomiale négative pour chaque variable Xi, i = 1, ... , d. Il s'agit 
en fait du processus de Poisson doublement stochastique qu'on a présenté dans la 
section 2.2.3, mais dans leur modèle la partie déterministe de la fonction de taux 
est cons.tante par morceaux et la composante stochastique W suit une loi gamma. 
Nous appelons ce modèle PPDS-constante. 
Avec la méthode NORTA, on veut générer X = (Xl, ... , X d ), un vecteur aléatoire 
dont on connaît la matrice de corrélations linéaires ou de rang, ainsi que les distri-
butions marginales. Pour chaque Xi, i = 1, .. , d, on note la distribution conjointe 
(3.1) 
et les fonctions de distributions marginales 
(3.2) 
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Le vecteur X est obtenu avec la méthode NORTA si chacun de ses éléments est 
calculé de la façon suivante : 
(3.3) 
où <I> est la distribution cumulative de la normale standard et Zi est la ième com-
posante d'une normale multivariée avec les corréhttions linéaires suivantes: 
(3.4) 
Une fois que nous disposons de la matrice de corrélation de Z, notée R;, où 
chaque élément représente Pfj, 1 ::; i < j ::; d, nous générons au début un vecteur 
N = (NI, ... , Nd), i.i.d. d'une variable aléatoire normale standard (moyenne zéro et 
variance 1). Par la suite, nous obtenons le vecteur Z = (ZI, ... , Zd) d'une loi normale 
multivariée de moyenne zéro et de matrice de covariance R; en multipliant N par 
L, où L provient d'une décomposition de la matrice R; = LV. Par la suite chaque 
Xi du vecteur X est obtenue selon la formule (3.3). 
3.2.1 Méthode NORTA avec les corrélations linéaires 
Pour mesurer la dépendance, nous définissons la matrice de corrélations R; où 
chaque élément, noté PG, pour 1 ::; i < j ::; d, représente la corrélation de Pearson 
entre Xi et X j • 
Puisque la matrice R; est symétrique et tous ses éléments de la diagonale sont 
égaux à 1, le problème se ramène à calculer les d(d -1)/2 corrélations Pfj dans des 
42 
équations du type : 
P~J· Corr (Xi, X J·) ~, 
Corr(Fi- l (<I>(Zi)) , Fj-1(<I>(Zj))) 
E [Fi-1(<I>(Zi))Fj-1(<I>(Zj))] - /li/lj 
1 :::; i < j :::; d, (3.5) 
où 
E [Fi-1(<I>(Zi))Fi-1(<I>(Zi))] - 1: 1: Fi- 1(<I>(Zi))Fj- 1(<I>(Zj))4>(Zi' Zj, pf,j)dzidZj 
- 9l(pf,j) , 1:::; i < j :::; d, (3.6) 
avec /li et al représentent respectivement la moyenne et la variance de Xi, pour 
i = 1, ... , d, la fonction inverse F-1(u) .:.... inf{x : F(x) ~ u; 0:::; u :::; 1} et 4> est la 
densité de la loi normale standard bivariée avec corrélation pf,j. 
L'estimation des paramètres repose alors sur le calcul de la matrice R: et la 
résolution de la double intégrale pour chaque paire (i, j), où 1 :::; i < j :::; d. 
En général, la double intégrale peut être calculée analytiquement ou approximée 
numériquement ou en utilisant la simulation Monte Carlo (MC) ou Quasi Monte 
Carlo (QMC) , voir L'Ecuyer [56], par exemple. 
Analytiquement, elle ~st résolue seulement pour des cas particuliers. Par exemple, 
dans le cas où les distributions marginales sont continues et uniformes, la relation 
dans l'équation (3.5) se simplifie et la résolution devient: 
. ( X) 7rp .. P~· = 2 sin ~~,J 6' 1 :::; i < j :::; d, (3.7) 
Numériqu~ment, il y a plusieurs procédures pour résoudre l'intégrale double 
43 
comme par exemple la quadrature gaussienne [21], qui est définie comme suit: 
d d 
9l(pf,j)::::::: LLwkWlFi-1(Zi)Fj-1(Zj)4>(Zi,Zj,pf,j)' 1:::; i < j:::; d, (3.8) 
k=l l=l 
avec les Zi et Zj bien choisis dans les axes de Zi et Zj et où Wl et Wk sont des 
poids. Cette méthode est implantée dans la majorité des logiciels et elle est efficace 
seulement dans le cas où la fonction à intégrer est assez lisse [20]. 
Avec la simulation, nous devons effectuer des transformations sur la double 
intégrale dans (3.6) pour pouvoir intégrer sur le plan [0,1]2. Nous avons 
où 4> représente la densité de la loi normale standard. Si on pose 
on aura finalement : 
Ui = <I>(Zi) 
et 
Uj = <I> ( :;1~~~f.:;2 ) . 
(3.10) 
Maintenant que le domaine original est transformé sur [0,1]2, nous pouvons 
utiliser l'intégration Monte Carlo pour estimer la double intégrale par simulation. 
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3.2.2 Méthode NORTA avec les corrélations de rang 
La méthode NORTA peut être utilisée aussi avec les corrélations de rang ou 
corrélations de Spearman, qu'on notera rG, 1 ~ i < j ~ d, et la matrice corres-
pondante R;. Les corrélations de rang ont l'avantage d'être plus stables, surtout 
face aux variations monotones des variables aléatoires, et elles ne dépendent ni des 
paramètres, ni des des moments d'ordre 1 et 2 des distributions. Nous avons 
rt - Corr(Fi(Xi) , Fj(Xj)) 
E [Fi(Fi-l(<I>(Zi)))Fj(Fj-l(<I>(Zj)))] - J-LF;J-LFj (3.12) 
1 ~ i < j ~ d, 
où J-LF; et (J}; représentent la moyenne et la variance de Fi(Xi), i = 1, ... , d (1/2 et 
1/12 si la variable aléatoire Xi est continue), et 
E [Fi (Fi- 1 (<I>( Zi)) )Fj(~-l (<I>( Zi)))] - i: i: Fi (Fi- 1 ( <I>(Zi)) )Fj(Fj-l ( <I>(Zj))) 
4J(Zi' Zj, pf,j)dzidZj 
(3.13) 
Si chaque variable aléatoire Xi est continue et que chaque Fi(Xi) = <I>(Zi) = Ui, 
pour i = 1, .. " d, est uniforme et continue sur [0,1], alors on dispose d'une formule 
analytique semblable à celle donnée en (3.7), soit: 
z ' t,J (7fT!<.) Pi,j = 2sm -6- , 1 ~ i < j ~ d, (3.14) 
Dans le cas où les distributions marginales sont discrètes, il faut donc résoudre 
la double intégrale, donnée en (3.13). La méthode numérique est inefficace puisque 
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la fonction à intégrer n'est pas lisse. 
Avec la simulation, il y a une procédure semblable à celle des corrélations 
linéaires pour calculer 9r(pf.j)' soit: 
9r(pf.j) = 11 11 Fi(Fi-1(Ui))Fj(Fj-1(~(pf.j~-1(Ui) 
+V1 - Pf./~-l(Uj))))dUiduj, . 
, 
(3.15) 
et par la suite, nous pouvons utiliser l'intégration Monte Carlo pour estimer la 
double intégrale par simulation. 
Nous proposons des méthodes efficaces pour l'estimation des paramètres dans 
l'étape d'initialisation de la méthode NORTA, en résolvant la double intégrale en 
(3.6) ou (3.13), pour les corrélations linéaires ou de rang, respectivement. 
Avant d'étudier en détails cette étape et ces méthodes, regardons tout d'abord 
l'estimation des paramètres des distributions marginales. 
3.2.3 Estimation des paramètres des distributions marginales 
Comme suite au travail d'Avramidis et al. [5], nous présentons d'autres modèles 
pour le processus d'arrivées, avec l'aspect de dépendance entre les différents inter-
valles de temps de la journée. Nous utilisons donc la méthode NORTA et nous 
supposons que la distribution marginale de chaque Xi, i = 1, ... , d, est une bino-
miale négative. Cette loi s'ajuste bien aux données des centres d'appels étudiés. 
La fonction de masse de la binomiale négative est donnée par : 
(3.16) 
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avec Si E N et 0 < 1/(1 + Ti) < 1. Cette loi correspond au nombre -d'échecs 
avant d'avoir Si succès dans une expérience de Bernoulli avec probabilité de succès 
Pi = 1/(1 + Ti). Pour estimer les paramètres Si et Pi de chaque distribution mar-
ginale Fi, i = 1, ... ,d, nous utilisons une méthode basée sur le maximum de vrai-
semblance. Nous disposons des observations Xi,l, ... , Xi,n, où chaque Xi,j représente 
le nombre d'arrivées observé dans l'intervalle i = 1, ... , d, du jour j = 1, ... , n, des 
n journées observées. Nous supposons aussi que les journées sont indépendantes. 
Le logarithme de la fonction de vraisemblance, exprimée en fonction de Si et Pi, est 
donné par: 
~ (f(Xi,j + SI)) ~ 
- L...t ln x .. ! f( .) + nSi lnpi + In(1- Pi) L...t Xi,j· 
j=1 Z,) Sz j=1 
(3.17) 
Pour Si fixé, on peut facilement montrer que cette fonction est maximale pour 
Pi = Sd(Si + Xi), où Xi désigne le nombre moyen d'appels reçus dans l'intervalle de 
temps i = 1, ... , d. Alors, en gardant seulement les composantes qui contiennent la 
variable. Si, la fonction devient : 
mi 
+ L fi(k) In(Si + k - 1), (3.18) 
k=1 
avec mi = maxl~j~n Xi,j et fi(k) = nombre des Xi,j 2:: k [55]. 
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3.3 Initialisation de la méthode NORTA 
La phase d'initialisation de la méthode NORTA consiste donc à trouver la ma-
trice R; sachant que nous disposons de la matrice R; (ou R; pour les corrélations 
linéaires), ainsi que les distributions marginales. Pour cela il faut résoudre les 
d(d-1)/2 équations et pour chaque corrélation donnée TG (ou PG), 1 :s; i < j :s; d, 
nous devons trouver le pf.j correspondant dans des équations du type 
(3.19) 
pour les corrélations de rang, et 
(3.20) 
pour les corrélations linéaires. 
3.3.1 Propriétés mathématiques des corrélations 
Le théorème suivant va résumer les propriétés que nous utiliserons pour les 
deux types de corrélations. Ces propriétés sont aussi développées en détails dans 
Avramidis et al. [4]. Nous avons 
1 :s; i < j :s; d. (3.21) 
1 :s; i < j :s; d. (3.22) 
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Théorème 3.3.1. !4] Soit Fi et Fj deux distributions marginales associées à Xi 
et Xj, respectivement. Soit p:G(pf.j)' rG(pf.j) et pf.j les corrélations définies dans 
(3.22), (3.21) et (3.4), respectivement. Nous avons 
1. Les fonctions PG (pf.j) et rG (pf.j) sont non-décroissantes sur [-1, 1], avec 
P~·(o) = 0 et r~.(O) = o. ~J ~J 
, 
2. S'il existe 8 > 0 qui vérifie E[lXi X j I1+6] < 00 pour pf.; E [-1,1], Alors, PG 
et rG sont continues sur [-1,1]. 
3. Si Xi et X j sont deux variables continues, alors 
z 
x ( Z) 6. (Pi,j) r· . = 12gr p.. - 3 = - arcsm -~,J ~,J 7r 2 ' (3.23) 
où 
Démonstration. Pour les corrélations linéaires PG, les parties 1 et 2 sont prouvées 
par Cario et Nelson [17]. Pour les corrélations de rang rG, la même preuve est 
valable en remplaçant FI(<I>(ZI)) par Fz-1(Fl(<I>(ZI)))' pour l = i,j. Dans la partie 
. 3, la relation en (3.23) a été démontrée en 1907 par Karl Pearson, selon Kurowicka 
et Cooke [52] et par d'autres auteurs par la suite, comme par exemple Kruskal 
[49]. D 
A partir de ce théorème, nous pouvons établir le corollaire suivant : 
Corollaire 3.3.1. !4] Si les distributions Fi et Fj sont non-dégénérées, alors la 
fonction rG (pf.j) est strictement croissante sur [-1, 1] et elle possède une fonction 
inverse. 
Ce corollaire nous garantit l'existence d'une solution unique pf.j associée à 
chaque r~ E [rt.i( -1), r~(1)]. 
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Dans la suite des travaux, nous comparons les différentes méthodes en nous 
basant essentiellement sur les corrélations de rang au lieu des corrélations linéaires. 
Pour la résolution des équations du type (3.19), nous utilisons des algorithmes qui 
tiennent compte de la propriété suivante: la fonction gr (et par conséquent fr aussi) 
est croissante sur [-1,1] et elle s'annule à zéro [4, 18, ~O]. 
Pour une paire (i, j) de variables aléatoires Xi et X j , on note par {Xi,l, Xi,2, ... } et 
{Xj,l, Xj,2, ... }, les points de masse des deux variables aléatoires, respectivement. On 
note par {Pi,l, Pi,2, ... } et {Pj,l, Pj,2' ... }, les probabilités de masse correspondantes, 
et par {fi,1, fi,2, ... } et {hl, h2' ... }, les probabilités cumulatives. 
La double intégrale dans (3.13) peut être écrite comme suit: 
00 00 
k=-ool=-oo 
00 00 L Pi,k+l L Pj,l+I<Ï>(Zi,k, Zj,l, p), (3.24) 
k=-oo l=-oo 
qui fait apparaître la distribution de la loi normale bivariée 
<Ï>(x, y, p) = Jxoo JyOO <fy(ZI' Z2, p)dzldz2 [4]. De la même manière et pour les corrélations 
linéaires, nous pouvons facilement développer les formules semblables pour avoir à 




Dans les méthodes que nous proposons pour l'initialisation de NORTA, nous 
utilisons la fonction dérivée de gr: Pour cela, il fallait démontrer que cette fonction 
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est différentiable. Nous présentons seulement la différentiabilité à l'ordre 1, puisque 
dans [4], cette propriété a été généralisée pour un tout ordre supérieur à 1. 
Proposition 3.3.1. La fonction gr est infiniment différentiable sur [-1,1] et sa 
dérivée première est donnée par: 
00 00 
gr'(p) = L Pi,k L Pi,I<P(Zi,k, Zj,l, p). (3.26) 
k=-oo 1=-00 
Démonstration. Pour prouver l'existence de la dérivée première, nous exploitons la 
propriété de la densité de la loi normale standard bivariée où pour -1 < P < 1, 
(3.27) 
[48, p. 393]. Nous avons 
(3.28) 
Pour prouver la continuité de gr', nous utilisons la propriété de la conver-
gence uniforme (Rudin, 1976, le théorème 7.9) et montrer qu'il existe une suite 
de fonctions qu'on notera g' r,n, qui sont continues et qui convergent vers g' r en 
tout point de l'intervalle [-1,1] et particulièrement dans le voisinage de chaque 
point de l'intervalle. Alors, pour tout Po E [-:-1,1], il existe un voisinage de Po, noté 
NE(po) = [Po - f, Po + f] C [-:1,1], et la convergence uniforme tient si on considère 
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la suite de fonctions de la forme 
(3.29) 
(k,I):max(lkl ,111):$ n 
Il est facile de vérifier que limn-+oog'r,n(p) = g'r(P), puisque nous avOns: 
sup 19'r,n(P) - g'r(P) 1 = sup L Pi,k+1 Pj,I+1CPp(Zi,k, Zj,l) 
PEN. (PO) pEN. (pO) (k,I):max(lkl,lll»n 
< 27rv'~ _ 2 [ L Pi,k+1 + L Pj,l+l] , (3.30) 
P* k:lkl>n 1:lll>n 
où P* = max(lp-EI, IP+EI) [4]. La convergence uniforme de g'r,n vers g'r est vérifiée 
par le fait que : 
(3.31) 
ce qui veut dire que g'r est définie et continue sur tout voisinage de EO dans [-1,1] et 
par conséquent sur tout l'intervalle. Pour la différentiabilité à tout ordre supérieur 
à 1, la preuve est donnée par Avramidis et al. [4]. D 
En ce qui concerne les corrélations linéaires, des propriétés analogues peuvent 
être établies. Nous avons: 
Proposition 3.3.2. La fonction gl est différentiable sur le domaine [-1,1] et sa 
dérivée première est donnée par: 
00 00 
g;(p) = L (Xi,k+1 - Xi,k) L (Xj,l+1 - Xj,I)CPp(Zi,k, Zj,l). (3.32) 
k=-oo 1=-00 
Démonstration. La preuve est semblable à celle de la proposition 3.3.1, il suffit de 
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changer les Pi,k+1 et les Pj,l+l par les Xi,k+1 et les Xj,I+1, respectivement. 0 
Corollaire 3.3.2. Si les distributions Fi et Fj sont non-dégénérées, alors la fonc-
tion PG (pf,j) est strictement croissante sur [-1, 1] et elle possède une fonction 
znverse. 
Ce corollaire nous garantit l'existence d'une solution unique pf,j associée à 
chaque PG E pfj[( -1), PG(l)]. 
3.3.2 Méthode Ml : approximation en utilisant la loi normale bivariée 
La première méthode est basée sur les travaux de Cario et Nelson [18] pour 
calculer la fonction gr(x), donnée dans (3.13), et résoudre l'équation (3.19). Dans le 
cas oùles deux variables sont discrètes, le calcul se réduit donc à une sommation sur 
les domaines des distributions et à une double intégration sur le domaine tronqué 
de la densité de la binormale standard et l'équation (3.24) devient: 
ffi;-l ffij-l 
L Pi,k+1 L Pj,I+ICÎ>(Zi,k' Zj,l, p), (3.33) 
k=O 1=0 
pour l = 1, ... ,mj - 1 et Zi,ffi; = Zj,ffij = 10. Ici nous remarquons que le domaine 
de l'intégration est tronqué entre [-10,10]2 au lieu de [-00,00]2. Avec le logiciel 
MATLAB par exemple, cette double intégrale (intégration numérique) converge à 
partir de [-6, 6]2. Dans notre cas, pour des distributions discrètes avec do~aine 
infini, nous procédons à la troncation dans les domaines de Fi et Fj jusqu'aux 
points mi = Fi- l (1 - 10-6 ) et mj = Fj-l(1 - 10-6); nous avons par conséquent 
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Ami = /i,mj = 1. Pour Zi,O, Zj,O et Zi,mi' Zj,mj' respectivement, au lieu de <1>-1 (0) et 
<1>-1(1) (autrement dit -00 et 00), nous avons considéré les valeurs utilisées dans 
la librairie de simulation en Java SSJ [57], soit Zi,O = Zj,O = <1>-1(2.2 x 10-308 ) = 
-37.5197 et zi,mi = Zj,mj = <1>-1(1-2.2 x 10-16) = 8.1259. Pour chaque corrélation, 
pour le calcul de cette double intégrale, nous nous sommes basés sur l'algorithme 
462 de Donnelly [26]. 
Cario et Nelson [18] ont utilisé la méthode NORTA en considérant les corrélations 
linéaires PG du vecteur X pour trouver les corrélations correspondantes ptj du vec-
teur Z, pour 1 ~ i < j ~ d. Ils ont utilisé un algorithme numérique qui répète 
le calcul de la fonction9l(x) sur une grille de valeurs candidates dans l'intervalle 
[-1,1] et ensuite l'algorithme affine la grille sur des itérations jusqu'à ce que la 
valeur ptj soit atteinte avec un seuil de tolérance bien défini. 
Dans cette méthode, aucune information n'est spécifiée sur le coût computa-
tionnel, sur l'erreur d'approximation ou le seuil de tolérance dans les calculs des 
doubles intégrales pour le cas discret. Il n'est pas spécifié clairement aussi si dans le 
cas d'une distribution discrète avec domaine infini, on utilise la même procédure en 
fixant des bornes (troncation), ou bien si on utilise la méthode numérique générale 
qu'ils proposent pour tout autre type de distributions. 
Dans le premier cas, il s'agit de deux troncations à la fois et on risque de 
perdre la précision dans l'approximation. Dans la deuxième méthode, si la fonction 
, . 
à intégrer n'est pas lisse, l'intégration numérique devient inefficace et il n'est pas 
approprié de l'utiliser pour des distributions discrètes [20]. On note aussi qu'aucun 
des exemple numériques proposés dans les références ne traite le cas des distribu-
tions discrètes avec la méthode NORTA. 
Nous avons donc utilisé un autre algorithme plus efficace, connu sous le nom de 
la méthode de Brent [10], pr.ésenté par Press et al. [73] et qui combine la bipartition 
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et la réduction de l'intervalle avec l'interpolation quadratique inverse. Avec cet 
algorithme, on cherche à résoudre l'équation (3.19) pour chaque couple (i,j), pour 
1 ::; i < j ::; d. On distingue alors deux cas pour -1 ::; TG < Oou 0 < TG ::; 1 et 
dans chaque intervalle et à chaque itération i de l'algorithme on dispose de trois 
points a, b et c, où 
- le point a représente la solution de l'itération (i - 1) ou la valeur de b dans 
cette itération. 
- le point b est la solution la plus proche de zéro après les (i - 1) itérations. 
- le point c est la nouvelle valeur après avoir coupé l'intervalle par la bissection, 
Initialement a = c, et à chaque itération l'intervalle lb, c] contient la solu-
tion donnée par l'interpolation quadratique inverse et l'algorithme s'arrête dès que 
fr(b) = 0 ou lb - cl ::; E, où E est un seuil de tolérance fixé et la solution est b. 
La même procédure est valable aussi si on utilise les corrélations linéaires et on 
trouvera la solution de l'équation (3.20). 
3.3.3 Méthode M2 : calcul de la dérivée 
La deuxième méthode est basée sur la fonction dérivée de gr [4]. A partir de 
(3.33) et de la proposition 3.3.1 on calcule la fonction dérivée suivante: 
mi-1 mj-l 
g~(p) ~ L Pi,k L Pi,lcjJ(Zi,k, Zj,l, p). (3.34) 
k=O l=O 
Le principe de la méthode est de commencer par choisir une valeur initiale, 
qu'on note Po. Nous proposons deux valeurs possibles pour Po, ce qui nous amène 
à distinguer deux variantes de la méthodeM2. Nous avons la variànte M2A pour 
Po = 2 sin(7rTG!6), et la variante M2B pour Po = O .. Par la suite, la fonction fr, 
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donnée en (3.19), est évaluée à Po et sur une séquence Pk, k = 0,1, ... , qui est 
croissante ou décroissante dépendamment du signe de rG et de fr(Po). 
Maintenant, le calcul de la double intégrale dans (3.13) se réduit à une intégration 
simple en utilisant le fait que: 





9r(P) = - lp 9~(t)dt + 9r(Po) , pour P E [-1, 0]. (3.36) 
A cette étape, on arrive à réduire le calcul d'une intégrale double à une simple. 
Pour résoudre' l'équation (3.19) et trouver les éléments de la matrice R:, nous 
proposons l'intégration numérique par la règle de Simpson [21]. Avec l'algorithme 
que nous utilisons, nous distinguons deux cas pour rG, soit ~1 < rG < 0, ou 
a < rG < 1. Si par exemple rG est dans l'intervalle [0,1], on sait déjà que la 
solution pf.j s'y trouve aussi et nous savons aussi que Po = 2sin(rrrG/6) < pf.j. 
Pour cela, on fait l'intégration seulement dans l'intervalle [Po, 1 - l5], avec l5 > a et 
assez petit, puisque la fonction dérivée 9~ n'est pas définie en 1 ou -1. Sinon, pour 
rG dans l'intervalle [-1,0], l'intégration est faite sur [-1 + l5,po]. 
Nous allons expliquer l'algorithme seulement pour le premier cas, c.-à.-d. rG E 
[0,1], puisque les deux cas sont similaires et c'est seulement le domaine d'intégration 




et pour une paire (i,j) et le TG, nous cherchons le pf.j (p pour simplifier) qui vérifie 
fr(P) = O. Voici l'algorithme utilisé 
1. L'intervalle [Po, Pm = 1 - 8] est départagé sur la grille Pk = Po + 2kh, k = 
0,1" ... m, c.-à-d., que Il - 8 - Pol = 2hm, où h > 0 est le pas utilisé dans la 
grille de façon à avoir 1 - 2h < Pm < 1. 
2. L'intégrale J:O g~(t)dt est alors calculée en petites parties sur la grille de cal-
cul, soit J:O+2kh g~(t)dt, k = 0,1, ... , m. Chaque intégrale est approximée par 
intégration numérique en utilisant la règle de Simpson, comme suit : 
l P+2kh kh g~(t)d ~ - (g~(po) + 4g~(p + kh) + g~(p + 2kh)) . Po 3 (3.38) 
Ce qui nous donne la relation de récurrence suivante: 
h ( , , h = h-l + "3 gr(PO + 2kh - 2h) + 49r(Po + 2kh - h) 
+Po + g~(po + 2kh)) , (3.39) 
pour k = 0,1, ... , m, où 10 = O. 
L'algorithme s'arrête à une itération k où la solution est entre Pk-l et Pk, 
c.-à.-d. la fonction fr change de signe. 
3. Par la suite, nous appliquons une interpolation quadratique pour trouver la 
solution cherchée T[j. Si l'algorithme s'arrête à la première itération, nous 
appliquons l'interpolation linéaire, puisque nous ne disposons que des deux 
points Po et Pl. 
Dans la variante M2A, où l'intégration se fait à partir de Po jusqu'à Pm = 1- 8 
et nécessite le calcul de fr(P) via la formule (3.33), on doit fixer le pas h. Dans 
la deuxième variante M2B, on fixe plutôt m et l'intégration se fait sur l'intervalle 
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[0, Pm]. Ici nous avons fr(O) = -rGaFiaFj et qui ne nécessite pas de calcul. Le coût 
de cette méthode dépend essentiellement de la précision et du choix de m dans 
la grille de calcul. Nous présenterons dans les exemples numériques les résolutions 
avec les deux méthodes pour les comparaisons. 
Cette méthode de résolution proposée pour le cas discret permet de contourner 
le problème et simplifier la procédure d'initialisation de NORTA et de réduire le 
problème à une intégration simple, où plusieurs méthodes numériques permettent 
de résoudre le problème avec une bonne exactitude, comme la règle de Simpson que 
nous avons utilisé dans notre cas. Dans le cas où les distributions ont des domaines 
finis, la résolution devient très précise. Tandis que. dans le cas où le domaine est 
infini, la méthode présente une borne sur l'erreur d'approximation de la dérivée 
tout en tronquant le domaine [4]. 
Cette méthode présente aussi l'avantage d'être beaucoup moins coûteuse que 
les méthodes d'intégrations numériques qui pourraient être utilisées pour résoudre 
directement la double intégrale définie en (3.24). Notre méthoqe va nous éviter 
l'inversion des distributions dans la phase d'initialisation, et en plus elle ne nécessite 
qu'une intégration simple. Les exemples numériques qui ont illustré la méthode 
ont prouvé sa supériorité par rapport à l'intégration numérique [4]. En plus des 
corrélations de rang, la même méthode a été adaptée aux corrélations linéaires. 
3.3.4 Méthode M3 : calcul de la fonction et de sa dérivée 
Dans cette méthode, nous profitons du fait que nous pouvons évaluer la fonc-
tion fr, ainsi que sa fonction dérivée U:(p) = g~(p)), pour utiliser l'algorithme de 
Newton-Raphson pOUf. résoudre l'équation (3.19). 
A chaque itération k de l'algorithme, nous utilisons (3.33) pour calculer fr(Pk), 




ou en d'autres termes, l'algorithme choisit le point Pk+I de telle sorte que la droite 
qui passe par les points (Pk, fr(Pk)) et (Pk+1' 0) a pour pente celle de fr au point 
Pk. L'algorithme s'arrête à une itération k par exemple, quand IPk-I - Pkl ::; E, où 
E est un seuil de tolérance bien choisi. 
Cependant, il est connu que cet algorithme peut ne pas converger dans le cas où 
le point initial, ou la solution à chaque itération, n'est pas dans le voisinage de la 
racine recherchée. Nous avons donc utilisé une version modifiée présentée par Press 
et al. [73] qui garantit la convergence de l'algorithme en ajoutant la bipartition. 
Si par exemple lors d'une itération, la solution tombe à l'extérieur de l'intervalle 
de récherche de la racine, l'algorithme remplace cette solution par le milieu de 
l'intervalle. Pour garantir aussi une convergence rapide de l'algorithme nous avons 
utilisé comme valeur initiale Po = 2sin(7fTG/6), au lieu du milieu de l'intervalle tel 
que suggéré dans l'algorithme original. 
3.3.5 Exemples résolus avec les 3 méthodes 
Nous avons testé nos 3 méthodes sur deux ensembles d'exemples, le premier avec 
des distributions marginales de domaine fini et le deuxième concerne le cas d'une 
distribution marginale avec domaine infini. Dans le premier ensemble d'exemples, 
les trois distributions marginales sont celles d'une loi binomiale, notée Bin(n,p), 
avec la probabilité de succès p = 1/2 et nous avons choisi trois valeurs pour 
le nombre d'expériences n afin de vérifier les méthodes avec des domaines de 
différentes grosseurs. Nous avons donc pris de façon arbitraire n = 3, 100 et 1000. 
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Le deUxième ensemble d'exemples est inspiré des données disponibles, où le 
nombre d'appels reçus par période de temps suit une loi binomiale négative de 
paramètres 8 et p, notée BinNeg(8,p). Nous avons considéré le couple de variable 
(X}, X 2 ), pour les arrivées des périodes de temps (8h00-8h30) et (8h30-9hOO), res-
pectivement, dans le centre Cl de Bell. La distribution binomiale négative s'ajuste 
bien aux données de ce centre. Les paramètres (8,p) des deux variables sont estimés 
à partir des données et sont 81 = 15.68, 82 = 60.21, Pl 0.3861 et P2 0.6211. 
La corrélation de rang entre Xl et X 2 , estimée par les données, est de 0.43. Le 
domaine étant infini, nous utilisons la troncation. Nous faisons varier 81 et 82 ainsi 
que lacorrélation rf.2 pour couvrir plusieurs cas possibles. Pour les méthodes Ml 
et M3, nous avons utilisé deux seuils de tolérance €, soit 10-2 et 10-4• 
Les calculs préliminaires nous ont révélé que dans le cas où la racine est proche 
de 1, il faut affiner la recherche. Avec la méthode M2A, nous avons considéré 
Pm =.1 - 0, avec 0 = 10-4 , et 2h = 10-2 • Pour la méthode M2B, nous avons fixé 
m à 5, ce qui donne h = (1 - 0)/10 ~ 0.2. 
Les tableaux 3), 3.2, 3.3 et 3.4 récapitulent les résultats pour les méthodes 
Ml, M2A, M2B et M3, respectivement. Chacune des six parties de chaque tableau 
correspond à un exemple de distribution marginale. Dans chacun des cas et dans 
la première colonne, nous donnons les paramètres définissants chaque distribution 
avec les corrélations de rang extrêmes, c.-à-d., rf.2( -1) et rf.2(1), ainsi que le nombre 
de points n = n1n2, où nI et n2 représentent de cardinal du domaine de chaque 
distribution. Dans la deuxième colonne, nous présentons la corrélation donnée rf.2' 
Pour chaque exemple de méthode et chaque cas traité, nous rapportons dans la 
troisième colonne la corrélation Pf.2 trouvée, et le temps de calcul "CPU" dans la 
quatrième colonne. Pour chacune des méthodes, nous rapportons aussi les mesures 
suivantes: pour la méthode Ml, NI désigne le nombre d'itérations de l'algorithme 
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de recherche de la racine et qui est aussi le nombre d'évaluations de la fonction 
gr. Pour M2A, nous calculons Ng, le nombre d'évaluations de g~; pour NI3, le 
nombre N3 désigne le nombre d'itérations de l'algorithme qui est aussi le nombre 
d'évaluations de gr et de g~. Dans la sixième et la septième colonne, nous rapportons 
la corrélation entre Xl et X 2 recalculée avec pr 2' ainsi que l'erreur relative. Toutes , . 
les expériences ont été faites sur une machine "Linux" avec un processeur 64-bit 
de vitesse 2.4 ghz. 
Avec un seuil de tolérance € = 10-4 , les méthodes Ml et M3 donnent les 
meilleurs résultats dans tous les cas et nécessitent un petit nombre d'itérations. 
Par contre, àvec un plus grand seuil où € passe à 10-2 , le nombre d'itérations dans 
M3 n'augmente pas beaucoup, en général une itération de plus à l'exception du 
cas avec une loi binomiale Bin(3, 1/2). Donc plus de précision n'exige pas un grand 
coût de calcul additionnel. Pour toutes les méthodes, les plus grandes erreurs se 
produisent dans l'exemple de la loi binomiale Bin(3, 0.5), que nous examinons plus 
en détails par la suite. Excepté pour cet exemple avec rr2 = 0.98 par exemple, 
, , 
M3 nécessite toujours moins de travail que Ml, soit environ 30% en moyenne 
et généralement entre 20% et 45%. D'ailleurs, à deux exceptions dans le même 
exemple, M3 est plus précise que Ml. Avec un seuil de 10-2 , avec la méthode Ml 
l'erreur relative est de 4% à 5% environ quand rr2 = 0.05, mais l'erreur absolue est 
, 
peut-être plus appropriée dans ce cas vu que la corrélation elle même est assez pe-
tite. De point de vue rapidité d'exécution, M2A est généralement plus rapide que 
les autres méthodes; elle est également précise, à une exception. Cette méthode 
devient très efficace et rapide quand la distance entre Po et Pr,2 est assez petite. 
Effectivement, dans le cas de la loi binomiale avec nI = n2 = 1000, cette distance 
est très petite, et M2A est aussi précise que Ml ou M3 et elle est généralement plus 
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Figure 3.1 - La fonction r?2(p) dans l'intervalle [0.98,1] avec le cas de la loi bino-
miale (nI = n2 = 3), comp~rée à la fonction rI,2(p) = 6 arcsin(p/2)/7r. 
servée dans le cas de la loi binomiale avec nI = n2 = 3 et r?2 = -0.5. Évidemment, , 
la méthode M2B ne bénéficie aucunement de cette distance, puisqu'on n'utilise pas 
Po = 2 sin(7rrt2/6), mais l'intégration se fait sur l'intervalle [0, Pm]' Cette méthode 
affiche fréquemment de gran<;les erreurs qui tendent à augmenter avec l'augmenta-
tion du nombre de points nI et n2 et avec une corrélation r?2 proche de a ou de 
, 
1. 
Pour le cas de la binomiale avec nI = n2 = 3 et r?2 = 0.98, la racine calculée est 
, 
pt 2 = 0.999041 et son approximation est 2 sin(0.987r /6) ~ 0.981808. Le graphique 
, . 
3.1 montre la fonction r?2(p) sur l'intervalle [0.98,1]. Dans un tel cas, la méthode 
, 
M3 pratique la bipartition à toutes les itérations, puisque la valeur initiale n'est pas 
dans le voisinage de la solution. Par contre, la méthode Ml exige moins d'itérations 
que M3 dans ce cas-ci. Les approximations polynomiales d'ordre réduit de gr font 
que la méthode M2 avec ces deux variantes souffre plus dans ce cas à cause de 
l'erreur d'intégration relativement grande. Avec la méthode M2B, nous ne gagnons 
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en exactitude qu'à partir de m = 128 où nous avons obtenu pt 2 = 0.9999, et 
, 
une erreur relative d'environ 1.7%; elle est due à l'erreur d'intégration et non pas 
à l'erreur d'interpolation. Par contre la variante M2A fait mieux que M2B; par 
exemple, avec m = 16, l'erreur relative est de 0.06%. Comme cité précédemment, 
le fait de prendre 8 très petit ne règle pas mieux le problème : pour M2A, avec 
8 = 10-12 et m = 2, l'erreur relative grimpe jusqu'à 4.2%. 
En résumé, avec un bon programme pour calculer la distribution normale bi-
variée (et ainsi fr), nous recommandons M3; les deux variantes de M2 ne garan-
tissent pas toujours une bonne précision selon le cas. Si par contre un tel programme 
n'est pas disponible, alors M2B est une solution plus facile et moins coûteuse, puis-
qu'elle nécessite seulement le calcul de f:. 
Nous avons étudié donc le problème de corrélation avec la méthode NORTA 
pour les distributions marginales discrètes et nous avons proposé des méthodes ef-
fic aces et peu coûteuses en temps d'exécution. Nous avons pu obtenir une formule 
pour la fonction dérivée et nous avons pu développer et analyser de nouveaux al-
gorithmes qui exploitent cette fonction dérivée. Pour les distributions marginales 
avec domaine infini, nos méthodes sont adaptées à cette situation avec des approxi-
mations et nous avons fourni des limites sur l'erreur résultante. Le lecteur peut se 
référer à Avramidis et al. [4] pour plus de détails sur ce sujet. 
Pour récapituler les résultats des expériences numériques, nous pouvons conclure 
qu'au début, nous croyions que le fait d'utiliser la fonction dérivée pourrait nous 
faire gagner beaucoup par rapport à l'évaluation de fonction elle même, ce qui favo-
risera la méthode M2. A notre surprise, les programmes qui calculent l'intégrale de 
la distribution de la loi normale bivariée (et ainsi fr) sont assez efficaces et l'erreur 
est négligeable avec un coût de calcul assez modéré. Nous avons .pu améliorer ces 
programmes et nous avons établi des programmes assez efficaces pour le calcul de 
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fonction dérivée. En résumé, si un bon code de programme est disponible pour cal-
culer l'intégrale de la distribution de la loi normale bivariée, nous recommandons 
la méthode M3. Autrement, M2B est une solution facile et moins coûteuse. 
Nous avons également exploité la convergence de la distance entre la fonction 
rf,2(p) , et la fonction (6/rr) arcsin(p/2) dans le cas des distributions marginales 
continues, quand nous avons pris comme valeur initiale Po = 2 sin(rrrG/6). Plus les 
dimensions des domaines ou supports de Xl et X2 (nI etn2) augmentent, plus la 
distance diminue. Avec ce résultat nous avons constaté que la valeur 2 sin(7r~î\/6) 
, 
est une approximation à la solution cherchée on l'a utilisée comme point initial 
dans les méthodes de résolution proposées par l'initialisation de NORTA. 
3.3.6 Méthode M4 : Initialisation de NORTA avec un mélange de dis-
tributions discrètes et continues 
Les méthodes que nous avons présentées dans ce chapitre et dans l'article [4] 
traitent du problème d'initialisation de NORTA dans le cas où les distributions mar-
ginales sont discrètes. Dans le cas où ces distributions sont continues, nous avons 
une résolution analytique directe si on utilise les corrélations de rang ou encore 
avec les corrélations li~éaires et deux variables aléatoires qui sont uniformément 
distribuées. Dans le cas où on a un couple de variables aléatoires mixte, c.-à.-d. une 
discrète et l'autre continue, nous proposons une méthode de résolution qui utilise 
le même algorithme de recherche de la racine utilisé avec la méthode Ml. Nous 
baptisons cette méthode M4. 
Supposons que nous avons un couple de variables aléatoires (Xi, Xj), avec Xi 
une variable continue et X j une variable discrète. Supposons aussi que nous dis-
posons des corrélation de rang rG' ~ous utilisons le fait que la variable X j est 
discrète pour transformer la double intégrale dans la formule de gr' Nous reprenons 
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Tableau 3 l - Initialisation de NORTA . résultats avec la méthode Ml 
f r?2 Pf2 CPU (8) NI r?2(pf 2) Erreur rel. (%) 
Binomiale 10 -,<. -0.50 -0.6076 0.084xlO -" 5 -0.4999 0_049 
nI = n2 = 3 0.05 0.0603 0.063xlO-3 5 0.0499. 0.115 
Pl =P2 = 0.5' 0.20 0.2387 0.063xlO- 3 5 0.1991 0.475 
n = 16 0.90 0.9760 0.102xlO-3 6 0.8999 0.009 
rî\(-l) = -0.9241 0.98 0.9999 0.050xlO-3 3 0.9935 1.382 
rt2(1) = 1 10 -4 -0.50 -0.6079 0.103xlO -0> 6 -0.5000 < 0.001 
0.05 0.0604 0.082xlO- 3 5 0.0500 < 0.001 
0.20 0.2399 0.084xlO- 3 5 0.2000 < 0.001 
0.90 0.9760 0.118xlO-3 6 0.9000 < 0.001 
0.98 0.9990 0.130xlO-3 7 0.9800 < 0.001 
Binomiale 10 -" -0.50 -0.5194 0.093 4 -0.4991 0.175 
nI = n2 = 100 0.05 0.0551 0.069 3 0.0524 4.703 
Pl = P2= 0.5 0.20 0.2099 0.092 4 0.1999 0.036 
n = 10201 0.90 0.9107 0.085 4 0.8996 0.043 
rf2(-1) = -0.9971 0.98 0.9861 0.061 3 0.9811 0.114 
rt2(1) = 1 10 -4 -0.50 -0.5203 0.119 5 -0.5000 < 0.001 
0.05 0.0526 0.094 4 0.0500 < 0.001 
0.20 0.2099 0.117 5 0.2000 < 0.001 
0.90 0.9111 0.113 5 0.9000 < 0.001 
0.98 0.9851 0.098 5 0.9800 < 0.001 
Binomiale 10 ~" -0.50 -0.5171 5.503 4 -0.4992 0.159 
nI = n2 = 1000 0.05 0.0500 4.410 3 0.0477 4.511 
Pl =P2 = 0.5 0.20 0.2091 5.858 4 0.1999 0.031 
n = 1002001 0.90 0.9082 4.703 4 0.8999 0.014 
rf2(-1) = -0.9997 0.98 0.9803 3.153 3 0.9780 0.207 
rf2(1) = 1 10 -,. -0.50 -0.5179 6.995 5 -0.5000 < 0.001 
0.05 0.0524 6.193 4 0.0500 < 0.001 
0.20 0.2091 7.509 5 0.2000 < 0.001 
0.90 0.9083 5.848 5 0.9000 < 0.001 
0.98 0.9821 4.289 4 0.9800 < 0.001 
Binomiale négative 10 -,<. -0.50 -0.5330 6.57x10 -0> 4 -0.4960 0.209 
rI = 1.568 0.05 0.0518 4.33xlO-3 3 0.0478 4.412 
Pl = 0.3861 0.43 0.4614 5.49xlO-3 4 0.4299 0.030 
r2 = 6.021 0.90 0.9323 4.46xlO- 3 3 0.8986 0.151 
P2 = 0.6211 0.96 0.9895 5.88xlO-3 4 0.9593 1 0.076 
n = 768 10 .,. -0.50 -0.5341 8.31xlO -o>. ·5 -0.5000 < 0.001 
rf2( -1) = -0.9738 0.05 0.0542 5.78x10-3 4 0.0500 < 0.001 
rt2(1) = 0.9652 0.43 0.4616 7.14x10- 3 5 0.4300 < 0.001 
0.90 0.9336 5.97x10-3 4 0.9000 < 0.001 
0.96 0.9903 9.59x10-3 6 0.9600 < 0.001 
Binomiale négative 10 -,<. -0.50 -0.5177 0.053 4 -0.4993 0.148 
rI = 15.68 0.05 0.0501 0.041 3 0.0478 4.481 
Pl = 0.3861 0.43 0.4467 0.056 4 0.4298 0.042 
r2 = 60:21 0.90 0.9090 0.053 4 0.8999 0.017 
P2 = 0.6211 0.98 0.9811 0.037 3 0.9778 0.229 
n = 6560 10 -0.50 -0.5184 0.070 5 -0.5000 < 0.001 
rf2(-1) = -0.9971 0.05 0.0524 0.052 4 0.0500 < 0.001 
rt2(1) = 0.9989 0.43 0.4469 0.066 5 0.4300 < 0.001 
0.90 0.9092 0.067 5 0.9000 < 0.001 
0.98 0.9832 0.054 4 0.9800 < 0.001 
Binomiale négative 10 ." -0.50 -0.5169 1.301 4 -0.4992 0.159 
rI = 156.7 0.05 0.0500 0.871 3 0.0478 4.491 
Pl = 0.3861 0.43 0.4464 1.273 4 0.4298 0.042 
r2 = 602.1 0.90 0.9080 1.255 4 0.8999 0.013 
P2 = 0.6211 0.98 0.9802 0.877 3 0.9780 0.199 
n = 189912 10 -,. -0.50 -0.5177 1.639 5 -0.5000 < 0.001 
rf2(-1) = -0.9997 0.05 0.0524 1.236 4 0.0500 < 0.001 
rt2(1) = 0.9999 0.43 0.4465 1.616 5 0.4300 < 0.001 
0.90 0.9081 1.611 5 0.9000 < 0.001 
0.98 0.9819 1.190 4 0.9800 < 0.001 
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Tableau 3.2 - Initialisation de NORTA : résultats avec la méthode M2A, où 0 = 
10-4 et 2h est proche de 10-2 . 
rf2 . Pf2 CPU (s) Ngi rf2(pf2) Erreur rel. (%) 
Binomiale -0.50 -0.6079 0.062xlO -;j 21 -0_5000 < 0_001 
nI = n2 = 3 0.05 0.0604 0.032 x 10-3 5 0_0500 < 0_001 
Pl = P2 = 0_5 0.20 0.2399 0.045xlO-3 9 0_2000 < 0_001 
n = 16 0.90 0.9760 O.067xlO-3 17 0_8999 0_011 
rr2(-1) = -0.9241 0.98 0_9962 0_031 X 10-3 5 0.9602 2.024 
rf2(1) = 1 
Binomiale -0.50 -0.5203 0.032 5 -0_5000 < 0_001 
nI = n2 = 100 0.05 0.0526 0_032 5 0.0500 < 0_001 
Pl = P2 = 0.5 0.20 0.2099 0.032 5 0.2000 < 0.001 
n = 10201 0_90 0.9111 0.032 5 0.9000 < 0.001 
rr2( -1) = -0.9971 0.98 0_9851 0_028 5 0.9810 0.099 
rf2(1) = 1 
Binomiale -0.50 -0.5179 2_17 5 -0_5000 < 0_001 
nI = n2 = 1000 0.05 0_0524 2-48 5 0.0500 < 0.001 
Pl = P2 = 0_5 0.20 0.2091 2-40 5 0_2000 < 0_001 
n = 1002001 0.90 .0_9083 2_01 5 0_9000 < 0.001 
rr2(-1) = -0_9997 0.98 0.9821 L89 5 0_9800 < 0_001 
rf2(1) = 1 
Binomiale négative -0.50 -0.5341 2.27xlO -.> 5 -0.5000 < 0.001 
rI = L568 0_05 0.0542 2.09xlO-3 5 0_0500 < 0_001 
Pl = 0.3861 0-43 0-4616 L95x10-3 5 0-4300 < 0_001 
r2 = 6.021 0_90 0_9336 2.29x10-3 7 0.9000 < 0.001 
P2 = 0_6211 0.96 0.9903 2_33xlO-3 7 0.9600 < 0.001 
n= 768 
rr2( -1) = -0.9738 
rf2(1) = 0_9652 
Binomiale négative -0_50 -0.5184 0.019 5 -0.5000 < 0.001 
rI = 15_68 0.05 0.0524 0.019 5 0_0500 < 0_001 
Pl = 0.3861 0-43 0.4469 0.018 5 0.4300 < 0.001 
r2 = 60_21 0.90 0.9092 0_019 5 0_9000 < 0_001 
P2 = 0.6211 0.98 0_9832 0_018 5 0.9800 < 0.001 
n=6560 
rr2(-1) = -0.9971 
rf2(1) = 0.9989 
Binomiale négative -0.50 -0.5177 0_50 5 -0.5000 < 0.001 
rI = 156.7 0.05 0.0524 0.46 5 0_0500 < 0_001 
Pl = 0.3861 0.43 0.4465 0-47 5 0-4300 < 0_001 
r2 = 602.1 0_90 0.9081 0-47 5 0.9000 < 0.001 
P2 = 0_6211 0.98 0_9819 0-45 5 0.9800 < 0.001 
n = 189912 
rr2( -1) = -0.9997 
rf2(1) = 0.9999 
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Tableau 3.3 - Initialisation de NORTA : résultats avec la méthode M2B où m = 5, 
5 = 10-4 (h = 0.09999). 
Binomiale -0.50 -0.6078 0.024xlO -,j 9 -0.5000 < 0.001 
nI = n2 3 0.05 0.0601 0.010xlO-3 3 0.0497 0.514 
,Pl =P2 = 0.5 0.20 0.2389 0.015xlO-3 5 0.1999 0.026 
n= 16 0.90 0.8485 0.029xlO-3 11 0.7409· 17.676 
rt2( -1) = -0.9241 0.98 0.8642 0.029xlO-3 11 0.7565 22.805 
rf2(1) = 1 
Binomiale -0.50 -0.5202 9.65x10 .~ 7 -0.4999 0.029 
nI = n2 = 100 0.05 0.0525 4.20xlO-3 3 0.0499 0.172 
Pl = P2 = 0.5 0.20 0.2099 6.95x10-3 5 0.2000 < 0.001 
n = 10201 0.90 0.8718 15.60xlO-3 11 0.8582 4.641 
rî\(-l) = -0.9971 0.98 0.9142 15.80xlO-3 11 0.9034 7.821 
rf2(1) = 1 
Binomiale -0.50 -0.5178 1.023 7 -0.4998 0.030 
nI = n2 = 1000 0.05 0.0523 0.44 3 0.0499 0.157 
Pl = P2 = 0.5 0.20 0.2091 0.73 5 0.2000 < 0.001 
n= 1002001 0.90 0.8982 1.64 11 0.8892 1.202 
rt2(-1) = -0.9997 0.98 0.9625 1.62 11 0.9586 2.187 
rf2(1) == 1 
Binomiale négative -0.50 -0.5340 0.76x10 .~ 7 -0.4998 0.031 
rI = 1.568 0.05 0.0541 0.34xlO-3 3 0.0499 0.157 
Pl = 0.3861 0.43 0.4614 0.75xlO-3 7 0.4299 0.028 
r2 = 6.021 0.90 0.9567 1.19xlO-3 11 0.9246 2.736 
P2 = 0.6211 0.96 1.00 1.13xlO-3 11 0.9652 0.545 
n = 768 
rt2( -1) = -0.9738 x . 
rI 2(1) = 0.9652 
Binomiale négative .,.0.50 -0.5183 6.38x 10 .~ 7 -0.4999 0.029 \ 
rI = 15.68 0.05 0.0523 2.72xlO-3 3 0.0499 0.160 
Pl = 0.3861 0.43 0.4468 6.44xlO-3 7 0.4299 0.019 
r2 = 60.21 0.90 0.8995 9.77x 10-3 lI' 0.8896 1.150 
P2 = 0.6211 0.98 0.9644 9.74xlO-a 11 0.9595 2.091 
n = 6560 
rt2(-1) = -0.9971 
rf2(1) == 0.9989 
Binomiale négative -0.50 -0.5176 0.18 -0.4998 0.030 
rI = 156.7 0.05 0.0523 0.078 0.0499 0.155 
Pl = 0.3861 0.43 0.4465 0.18 0.4296 0.020 
r2 = 602.1 0.90 0.9077 0.29 11 0.8996 0.041 
P2 = 0.6211 0.98 0.9816 0.28 11 0.9797 0.035 
n = 189912 
rt2(-1) = -0.9997 
rf2(1) = 0.9999 
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T hl a eau 34 1 't' r t" - fil la Isa Ion d NORTA e : resu 1t t a s avec 1 'th d M3 ame 0 e 
.f rt2 Pf2 CPU (s) NI rî2(pf2) Erreur rel. (%) 
Binomiale 10 -~ -0.50 -0.6079 0.038x10 -iS 2 -0.5000 < 0.001 
nI = n2 = 3 0.05 0.0604 0.020xlO-3 1 0.0500 0.004 
Pl =P2 = 0.5 0.20 0.2399 0.040xlO-3 2 0.2000 < 0.001 
n = 16 0.90 0.9767 0.060xlO-3 3 0.9013 0.142 
rî\(-l) = -0.9241 0.98 0.9922 0.137xlO-3 7 0.9429 3.783 
rf.2(1) = 1 10 -4 -0.50 -0.6079 0.064xlO -;j 3 -0.5000 < 0.001 
0,05 0.0604 0.053xlO-3 2 0.0500 < 0.001 
0.20 0.2399 0.054 x 10-3 2 0.2000 < 0.001 
0.90 0.9760 0.106xlO-3 5 0.9000 < 0.001 
0.98 0.9990 0.222xlO-3 12 0.9800 < 0.001 
Binomiale 10 -~ -0.50 -0.5203 0.028 1 -0.5000 < 0.001 
nI = n2 = 100 0.05 0.0526 0.029 1 0.0500 < 0.001 
Pl = P2 = 0.5 0.20 0.2099 0.028 1 0.2000 < 0.001 
n = 10201 0.90 0.9111 0.025 1 0.9000 < 0.001 
rr2(-1) = -0.9971 0.98 0.9851 0.022 1 0.9800 < 0.001 x . 10 ... 
-0.50 -0.5203 0.054 2 -0.5000 < 0.001 r l ,2(1) = 1 
0.05 0.0526 0.056 2 0.0500 < 0.001 
0.20 0.2099 0.053 2 0.2000 < 0.001 
0.90 0.9Ü1 0.047 2 0.9000 < 0.001 
0.98 0.9851 0.044 2 0.9800 < 0.001 
Binomiale 10 -~ -0.50 -0.5179 1.642 1 -0.5000 < 0.001 
nI = n2 = 1000 0,05 0.0524 1.924 1 0.0500 < 0.001 
Pl = P2 = 0.5 0.20 0.2091 1.831 1 0.2000 < 0.001 
n = 1002001 0.90 0.9083 1.387 1 0.9000 < 0.001 
rr2(-1) = -0.9997 0.98 0.9821 1.214 1 0.9800 < 0.001 
rf.2(1) = 1 10 -4 -0.50 -0.5179 3.360 2 -0.5000 < 0.001 
0.05 0.0524 1.918 1 0.0500 < 0.001 
0.20 0.2091 1.771 1 0.2000 < 0.001 
0.90 0.9083 2.796 2 0.9000 < 0.001 
0.98 0.9821 2.550 2 0.9800 < 0.001 
Binomiale négative 10 -~ -0.50 -0.5341 3.79xlO -., 2 -0.5000 < 0.001 
rI = 1.568 0.05 0.0542 1.78xlO-3 1 0.0500 < 0.001 
Pl = 0.3861 0.43 0.4616 3.15xlO-3 2 0.4300 < 0.001 
r2 = 6.021 0.90 0.9336 3.45 x 10-3 2 0.9000 < 0.001 
P2 = 0.6211 0.96 0.9902 3.46 x 10-3 2 0.9616 < 0.001 
n = 768 10 -0.50 -0.5341 3.77x10 -ol 2 -0.5000 < 0.001 
rr2(-1) = -0.9738 0.05 0.0542 3.42 x 10-3 2 0.0500 < 0.001 
rf.2(1) = 0.9652 0.43 0.4616 3.16x 10-3 2 0.4300 < 0.001 
0.90 0.9336 5.13x10-3 3 0.9000 < 0.001 
0.96 0.9903 5.10x10-3 3 0.9600 < 0.001 
Binomiale négative 10 -:/: -0.50 -0.5184 0.017 1 -0.5000 < 0.001 
rI = 15.68 0.05 0.0524 0.016 1 0.0500 < 0.001 
Pl = 0.3861 0.43 0.4469 0.016 1 0.4300 < 0.001 
r2 = 60.21 0.90 0.9092 0.016 1 0.9000 < 0.001 
P2 = 0.6211 0.98 . 0.9832 0.015 1 0.9800 < 0.001 
n = 6560 10 -.. -0.50 -0.5184 0.031 2 -0.5000 < 0.001 
rr2(-1) = -0.9971 0.05 0.0524 0.016 1 0.0500 <0.001 
rf.2(1) = 0.9989 0.43 0.4469 0.031 2 0.4300 < 0.001 
0.90 0.9092 0.031 2 0.9000 < 0.001 
0.98 0.9832 0.028 2 0.9800 < 0.001 
Binomiale négative 10 -~ -0.50 -0.5177 0.393 1 -0.5000 < 0.001 
rI = 156.7 0.05 0.0524 0.370 1 0.0500 < 0.001 
Pl = 0.3861 0.43 0.4465 0.378 1 0.4300 < 0.001 
r2 = 602.1 0.90 0.9081 0.383 1 0.9000 < 0.001 
P2 = 0.6211 0.98 0.9819 . 0.332 1 0.9800 < 0.001 
n = 189912 10 -0.50 -0.5177 0.394 1 -0.5000 < 0.001 
rr2(-1) = -0.9997 0.05 0.0524 0.369 1 0.0500 < 0.001 
rf.2(1) = 0.9999 0.43 0.4465 0.366 1 0.4300 < 0.001 
0.90 0.9081 0.740 2 0.9000 < 0.001 
0.98 0.9819 0.689 2 0.9800 < 0.001 
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les équations (3.12) et (3.13) et nous avons: 
9r(P?') = t,J 1: 1: Fi (Fi-1( <1>( Zi)) )Fj (Fj-l (<1>(Zj)) )</J(Zil Zjl pf,j)dzidzj 
_ [1: <I>(z,)Fj(Ft( <1> (Zj)))4>(z,)4> 
en utilisant le fait que 
où </J est la densité de la loi normale standard univariée. Nous avons donc: 
Nous pouvons effectuer un changement de variable pour simplifier l'intégration 
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et la ramener sur le domaine [0,1] en posant Ui = <P(Zi)' nous aurons alors : 
(3.41) 
La résolution repose donc sur une simple intégration et une sommation sur 
le domaine de distribution Fj qui est discrète. La fonction à intégrer étant assez 
lisse, nous pouvons résoudre l'intégrale numériquement. Nous pouvons facilement 
remarquer que la loi de Xi ne parait pas dans la formule de 9r(Pf,j) , il suffit donc de 
spécifier seulement la corrélation entre Xi et X j et la loi discrète de X j • Il faut noter 
que ceci est vrai seulement dans la phase d'initialisation, puisque nous n'avons pas 
à ca1culerla moyenne et l'écart-type de Fi(Xi) comme dans le cas d'une distribution 
discrète, et nous avons J-lFi = 0.5 et aFi = J1/12. Par contre il faut spécifier la 
distribution de Fi pour générer des valeurs aléatoires de Xi en utilisant la relation 
(3.3). 
En ce qui concerne la même méthode avec les corrélations linéaires PG, nous 
avons une formule semblable où il faut spécifier la distribution de la variable 
aléatoire continue Xi' Nous avons: 
et avec les mêmes transformations effectuées dans le cas de TG, nous obtenons à la 
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fin une formulation avec une simple intégration sur le domaine [0, 1] : 
(3.42) 
Pour essayer la méthodes avec des exemples numériques, nous avons considéré 
3 cas pour des couples de variables aléatoires mixtes (Xl continue et X2 discrète), 
soit: 
Cas 1 : Xl suit une loi exponentielle de paramètre ÀI - 25· et X2 suit une loi 
binomiale de paramètres n2= 100 et P2 = 0.5. 
Cas 2 : Xl suit une loi gamma de paramètres al = 20 et (JI = 30 et X2 suit une 
loi binomiale négative de paramètres 82 = 60.21 et P2 = 0.611. 
Cas 3 : Xl suit une loi normale de paramètres /-LI = 25 0"1 = 10 et X2 suit une loi 
de Poisson de paramètre À2 = 25. 
Nous avons utiliséla quadrature Gauss-Legendre pour résoudre l'intégrale donnée 
en (3.41) ou en (3.42) et la librairie en Java de Flanagan [30]. Nous avons testé la 
méthode d'initialisation avec les corrélations de rang et les corrélations linéaires. 
Nous avons considéré des valeurs de rf2 et pr2 négatives, proches de zéro, positives 
, , 
et proche de 1 pour couvrir le maximum de valeurs possibles des corrélations. Le 
seuil de tolérance pour l'algorithme de recherche étant de deux valeurs possibles 
€ = 10-1,10-4 . 
Nous avons calculé le temps moyen d'exécution en CPU pour chaque cas, le 
nombre d'itérations qui est aussi le nombre de fois que la fonction gr ou gl est 
évaluée en utilisant l'intégration numérique, ainsi que l'erreur relative. 
La méthode semble être rapide en temps d'exécution avec les deux types de 
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corrélations, puisque le temps moyen calculé est généralement en bas d'un centième 
de seconde. Le nombre d'itérations n'augmente que de 1 ou 2 si on passe d'un seuil 
de tolérance de € = 10-2 à € = 10-4 . L'erreur relative est aussi faible, à l'exception 
du cas où la corrélation est égale à 0.05 et dans ce cas-ci l'erreur absolue serait 
plus appropriée puisque c'est une valeur proche de zéro. Les tableaux 3.5 et 3.6 
montrent que les méthodes fournissent des bons résultats pour les deux types de 
corrélations surtout avec un seuil de tolérance € = 10-4 . 
Nous pouvons résumer tous les cas possibles comme suit: dans le cas où les 
deux distributions sont discrètes, les méthodes de résolution Ml, M2A, M2B et M3 
sont valables pour les deux types de corrélations, avec une recommandation pour 
les méthodes Ml et M2B, selon ce qu'on veut comme précision, par exemple. Dans 
le cas où nous disposons seulement des corrélations linéaires et que les distributions 
marginales sont continues mais pas uniformes, alors l'initialisation de NORTA est 
effectuée en résolvant numériquement la double intégrale de 'l'équation (3.6) et 
en utilisant un algorithme de recherche de la racine, comme celui utilisé avec la 
méthode Ml. Cario et Nelson [18] ont utilisé la quadrature gaussienne pour résoudre 
la double intégrale. Dans le cas où les distributions marginales sont continues et 
nous disposons des corrélations de rang, ou que ces distributions sont continues 
et uniformément distribuées et nous disposons des corrélations linéaires, alors la 
résolution devient analytique avec la formulation (3.7). Dans le cas où nous avons 
un mélange de distributions continues et de distributions discrètes, la méthode 
M4 sera suffisante pour les deux types de corrélations. Toutes ces situations sont 
résumées dans le tableau 3.7. 
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Tableau 3.5 - Initialisation de NORTA : résultats avec la méthode M4 en utilisant 
les corrélations de rang. 
€ r6 Pf.2 CPU (s) NI rf2(pf 2) Erreur rel. , , (%) 
-Xl: Exponentielle 10 -;l -0.50 -0.5189 0.0033 4 -0.4995 0.106 
>'1 = 25 0.05 0.0503 0.0023 3 0.0479 4.293 
-X2 : Binomiale 0.20 0.2099 0.0032 4 0.1999 0.025 
n2 = 100 0.90 0.9110 0.0023 3 0.9010 0.109 
P2 = 0.65 0.98 0.9866 0.0023 3 0.9827 0.275 
-rf2( -1) = -0.9918 10 -4 -0.50 -0.5194 0.0042 5 -0.5000 . < 0.001 
-rf2(1) = 0.9934 0.05 0.0526 0.0032 4 0.0500 < 0.001 , 
0.20 0.2099 0.0041 5 0.2000 < 0.001 
0.90 0.9101 0.0041 5 0.9000 < 0.001 
0.98 0.9841 0.0041 5 0.9800 < 0.001 
-Xl: Gamma 10 -;l -0.50 -0.5183 0.0036 4 -0.4997 0.053 
0:1 = 20 0.05 0.0513 0.0026 3 0.0489 2.300 
(JI = 30 0.20 0.2102 0.0026 3 0.2006 0.280 
-X2 : Bin. négative 0.90 0.9088 0.0047 5 0.9000 < 0.001 
82 = 60.21 0.96 0.9633 0.0047 5 0.9587 0.135 
P2 = 0.611 10 -4 -0.50 -0.5186 0.0046 5 -0.5000 < 0.001 
x . 0.05 0.0525 0.0036 4 0.0500 < 0.001 -rI 2(-1) =-1 
-rf.2(1) = 0.9746 0.20 0.2096 0.0036 4 0.2000 < 0.001 
0.90 0.9088 0.0047 5 0.9000 < 0.001 
0.96 0.9644 0.0058 6 0.9600 < 0.001 
-Xl: Normale 10 -:.!: -0.50 -0.5185 0.0024 4 -0.4992 0.163 
J.Ll = 25 0.05 0.0507 0.0017 3 0.0482 3.657 
al = 10 0.20 0.2098 0.0024 4 0.2000 < 0.001 
-X2 : Poisson 0.90 0.9118 0.0018 3 0.9018 0.201 
>. = 25 0.98 0.9836 0.0024 4 0.9794 0.058 
-rf2( -1) = -0.9975 10 -'i -0.50 -0.5193 0.0030 5 -0.5000 < 0.001 
-rf.2(1) = 0.9871 0.05 0.0526 0.0024 4 0.0500 < 0.001 
0.20 0.2099 0.0024· 4 0.2000 < 0.001 
0.90 0.9101 0.0031 5 0.9000 < 0.001 
0.98 0.9841 0.0039 6 0.9800 < 0.001 
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Tableau 3.6 Initialisation de NORTA : résultats avec la méthode M4 en utilisant 
les corrélations linéaires 
€ Pf2 Pf2 CPU (8) NI rf.2(pf,2) Erreur rel. , , (%) 
-Xl: Exponentielle 10 .;& -0.50 -0.5365 0.0038 4 -0.5002 0.044 
Àl = 25 0.05 0.0824 0.0049 5 0.0500 < 0.001 
-X2 : Binomiale 0.20 0.2531 0.0038 4 0.2018 0.886 
n2 = 100 0.50 0.5884 0.0038· 4 0.5000 < 0.001 
P2 = 0.5 0.80 0.9277 0.0028 3 0.8017 0.211 
-rf2(-1) -0.9134 10 .,. -0.50 -0.5362 0.0049 5 -0.5000 < 0.001 
-rf,2(1) = 0.8670 0.05 0.0824 0.0049 5 0.0500 < 0.001 
0.20 0.2511 0.0049 0.2000 < 0.001 
0.50 0.5885 0.0038 0.5000 <0.001 
0.80 0.9258 0.0039 0.8000 < 0.001 
-Xl: Gamma 10 . .., -0.50 -0.5067 0.0343 -0.4998 0.044 
Ctl 20 0.05 0.0528 0.0253 0.0489 2.264 
/31 30 . 0.20 0.2062 0.0255 0.1998 0.101 
-X2 : Bin. négative 0.50 0.5098 0.0341 4 0.4992 0.167 
82 = 60.21 0.90 0.9149 0.0430 5 0.9000 < 0.001 
P2 0.611 10 ''1 -0.50 -0.5070 0.0424 5 -U.!>uuu < 0.001 
-rf2(-1) -0.9994 0.05 0.0540 0.0342 4 0.0500 < 0.001 
-rf,2(1) 0.9469 0.20 0.2064 0.0428 5 0.2000 < 0.001 
0.50 0.5106 0.0428 5 0.5000 < 0.001 
0.90 0.9149 0.0428 5 0.9000 < 0.001 
-Xl: Normale 10 .;& -0.50 -0.5080 0.0019 3 -0.5024 0.487 
JLl 25 0.05 0.0502 0.0019 3 0.0496 0.724 
0"1 10 0.20 0.2009 0.0019 3 0.1986 0.704 
-X2 : Poisson 0.90 0.9104 0.0027 4 0.8995 0.053 
À 25 0.98 0.9896 0.0027 4 0.9777 0.236 
-rf2( -1) = -0.9842 10-4 -0.50 -0.5055 0.0026 4 -0.5000 < 0.001 
-rf,2(1) = 0.9954 0.05 0.0506 0.0027 4 0.0500 < 0.001 
0.20 0.2024 0.0026 4 0.2000 < 0.001 
0.90 0.9109 0.0034 5 0.9000 < 0.001 
0.98 0.9919 0.0041 6 0.9800 < 0.001 
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Corrélation Corrélation 





Xi, X j continues analytique : analytique : 
uniformes équation (3.7) équation (3.7) 
Xi, X j continues analytique : . numérique : méthode de 
(sauf loi uniforme) équation (3.7) Cario et Nelson [18] par ex. 
Xi, X j discrètes méthodes: méthodes: 
M1,M2A,M2B,M3 M1,M2A,M2B,M3 
Xi continue méthode: méthode: 
Xj discrète M4 M4 
Tableau 3.7 - Types de résolutions dans l'initialisation de NORTA seloIi les 
différents cas. 
3.4 Difficultés avec la méthode NORTA 
Les difficultés computationnelles de la méthode se manifestent en grande partie 
dans l'initialisation pour calculer les d( d - 1) /2 éléments de la matrice R:. Par 
la suite, un coût est engendré par la génération du vecteur X, où la complexité 
de l'inversion varie d'une distribution à une autre. Éventuellement, il y a un coût 
additionnel pour corriger la matrice de corrélations obtenue dans le cas où elle n'est 
pas semi-définie positive. 
Rappelons tout d'abord les propriétés d'une matrice de corrélations. Toute ma-
. trice C qui correspond aux corrélations (linéaires ou de rang) entre d variables 
aléatoires d'un même vecteur doit vérifier les propriétés suivantes : 
- Pl : tous les éléments de la matrice doivent être dans l'intervalle [-1,1]. 
- P2 : les éléments de la diagonale doivent être égaux à l. 
- P3 : la matrice doit être symétrique. 
- P4 : la matrice doit être semi-définie positive, c.-à.-d. que pour tout vecteur 
x E Rd, nous avons xtCx ~ o. 
Dans notre cas, le problème se pose avec la matrice R: obtenue après la phase 
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d'iiütialisation de la méthode NOR TA. Les propriétés Pl, P2 et P3 sont vérifiées, 
sauf pour la propriété P4. Avec des grandes dimensions, les chances d'obtenir une 
matrice sémi-définie positive sont très faibles. Ghosh et Hénderson [32] ont même 
montré que la probabilité que cette matrice ne soit pas semi-définie positive est 
presque égale à 1 pour d > 15. Comme solution, les mêmes auteurs ont proposé un 
programme pour chercher la matrice semi-définie positive la «plus proche» deR;, 
soit 
s .. à (3.43) 
(LLt)i,i = l, i = l, ... , d, 
avec LV la matrice recherchée, qu'on écrit sous cette forme puisqu'elle doit être 
décomposable et d(R;, LLt ) est la distance entre les deux matrices et qui peut 
prendre l'une des formes suivantes : 
ou 
Lurie et Goldberg [61] ont proposé le programme suivant: 
Mini- . 
'" 
1 z t 1 ~~ Z 2 
"2I1Rp - LL Il = "2 L,; L,; Wi,j(Pi,j - Si,j) 
i=l j=l 
m 
s .. à Si,j = L lihljh, i, j = 1, ... , d (3.44) 
h=l 
8i,i = 1, i = l, ... , d, 
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où m = min( i, j) ::; d, les li,j sont les éléments de L et les Wi,j, pour i, j = 1, ... , d, 
sont des poids bien choisis. 
Davenport et Iman [22J ont proposé aussi un algorithme pour construire une 
matrice semi-définie positive à partir d'une matrice quelconque avec des transfor-
mations légères sur quelques valeurs propres. Il n'y a aucune base théorique qui 
supporte la méthode, mais les auteurs soutiennent que dans tous les cas empiriques 
étudiés, l'algorithme a convergé et a donné des bons résultats dans le cas où toutes 
1 
les conditions sont satisfaites. Ils ont donc montré la validité de leur algorithme 
par des exemples d'applications. 
La procédure transforme tout simplement la matrice en une avec des valeurs 
propres non négatives. Cette méthode garantit que les éléments de la matrice trans-
formée sont proches de celle de départ sous certaines conditions. Si les conditions 
ne sont pas remplies, l'algorithme converge quand même, m,ais ne donne pas de 
bons résultats. Pour avoir un bon résultat, il faut avoir les conditions suivantes 
satisfaites : 
Il faut que le nombre de valeurs propres négatives de la matrice initiale soit 
relativement petit par rapport à la dimension de la matrice et par rapport 
aux autres valeurs non négatives. 
Les valeurs propres doivent aussi être proches de zéro (petites en valeur ab-
solue). 
Il faut que quelques unes des valeurs non négatives soient proches de zéro 
aussi. 
Voici l'algorithme utilisé: on définit la matrice initiale C non singulière, symétrique 
et vérifiant Ci,i = 1, pour i = 1, ... , d, et -1 < Ci,j < 1, pour 1 ::; i < j ::; d. On 
suppose, sans perte de généralité, que les d valeurs propres de C sont ordonnées, 
Àl < ... < Àd, et que les k < d premières valeurs propres Àl < ... < Àk sont 
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négatives. On applique alors l'algorithme suivant: 
1. On décompose la matrice C : 
d 
C ZDZt . L ÀiZiZf, 
i=l 
où, D = diag(À i ), c.-à.-d. que les Ài' i = 1, ... , d, constituent les éléments 
de la diagonale de D et ses autres éléments sont nuls, et les Zi, i = 1, ... ,d, 
sont les vecteurs propres associés aux valeurs propres et qui constituent les 
colonnes de Z. 
2. Mettre Ài = E, pour i = 1, .. , k, où E a une valeur proche de zéro (0.001 par 
exemple). 
3. Augmenter les valeurs Àk+l < ... < À2k à E, comme suit: 
À· < E 
, ~ -
4. Garder le reste des valeurs propres À2k+l < ... < Àd, et prendre la nouvelle 
matrice : 
k 2k d 
C* = L EZiZI + L À; zizI + L ÀizizI· 
i=l i=k+l i=2k+l 
5. Mettre des 1 dans la diagonale Cï,i = 1, i = 1, ... , d, si nécessaire. 
6. Si toutes les valeurs propres Ài' i. 1, ... , d de C* sont non négatives, la 
matrice recherchée sera C* et l'algorithme se termine. Sinon, refaire une autre 
itération. 
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3.5 Améliorations proposées pour la méthode NORTA 
Pour améliorer notre modèle pour les arrivées, nous proposons au début de 
réduire le nombre de paramètres estimés. Pour chercher la matrice R;, nous avons 
à résoudre, d(d - 1)/2, équations du type (3.6). Or les corrélations rG, pour 1 ~ 
i < j ~ d, .ne sont pas connues, mais estimées par les corrélations échantillonnales. 
Nous avons aussi à estimer les paramètres des distributions marginales Fi, pour 
i = 1, ... , d. Ce grand nombre d'estimations devient un inconvénient en grande 
dimension, comme dans l'exemple traité dans le centre d'appels Cl et C2 de Bell, 
par exemple, où les dimensions sont de 25 et 48, respectivement. 
Pour régler ce problème, une des solutions possibles serait de réduire le nombre 
de paramètres à estimer, d(d - 1)/2, à un nombre beaucoup plus petit en trouvant 
un modèle qui paramétrise la matrice en question. En plus de réduire le nombre de 
paramètres, nous voulons en même temps garantir la propriété P4 de toute matrice 
de corrélation, étant donné que c'est difficile d'avoir cette propriété satisfaite et 
d'avoir une matrice semi-définie positive dans des grandes dimensions, comme dans 
notre cas [32]. 
Il y a plusieurs modèles proposés dans la littérature pour paramétriser la ma-
trice de corrélation et ces modèles sont classés en deux groupes : les modèles qui 
garantissent une matrice estimée avec le même rang que la matrice originale et 
les modèles qui fournissent une matrice de moindre rang. Pour plus de détails sur 
la paramétrisation d'une matrice de corrélations, le lecteur peut se référer, par 
exemple à Brigo [Il]. 
L'idée est de trouver un modèle pour la matrice de départ R;, avec un ensemble 
() de paramètres qui minimise la norme de la différence entre la matrice originale 
et celle qu'on cherche, soit: 
d d 
mjn 'L L (Tt,; - Tt,; (fi)) 2 , 
dans un modèle de la forme : 
,i=I j=1 
j'#î 




avec €i,j des résidus qui sont Li.d. selon la loi normale de moyenne 0 et de variance 
2 a~. 
Dans notre cas, le but principal était de trouver des modèles qui décrivent 
bien les corrélations dans le contexte des centres d'appels, avec peu de paramètres 
et qui garantissent d'avoir une matrice qui satisfait la propriété P4. Nous avons 
donc examiné la structure des corrélations entre les arrivées dans chaque intervalle 
de temps' dans une journée au niveau de chaque centre d'appels étudié et nous 
avons remarqué que généralement ces corrélations décroissent rapidement quand 
la différence entre ces intervalles augmente. Il fallait donc trouver un modèle qui 
permet de capter cette propriété, sans trop de paramètres. Une idée qui vient tout 
de suite à l'esprit est de permettre aux corrélations Ti,j de varier en fonction de 
Ij - il, pour i,j 1, ... ,d, j =1= i. Au début, nous avons pensé au modèle simple 
où chaque corrélation Ti,j dépend directement de Ij - il, i, j = 1, ... ,d, j =1= i, en 
ayant (d ~ 1) paramètres, c.-à.-d. Ti,j = Plj-i" i, j = 1, ... , d, j =1 i. Bien que le 
nombre de paramètres est réduit par rapport à d(d - 1)/2, nouS avons constaté 
que le seul moyen d'estimer les paramètres Plj-il, i,j = 1, ... , d, j i, est de 
prendre la moyenne arithmétique des corrélations échantillonnales, c.-à.-d. avoir 
A E~=~-il rk.k+lj-il .. 1 d·.../..· N . '. t t' Plj-il = d-Ij-il ' 'l, J = , ... , , J Î 'l. ous avons aUSSI cons a e que 
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plus la différence Ij - il augmente, moins nous avons de données pour l'estimation 
des paramètres. Par exemple, pour Ij - il = d - 1, le paramètre Pd-l est estimé 
en utilisant seulement rl,d' Bien entendu, il y a plusieurs autres possibilités pour 
modéliser les corrélations, mais nous avons insisté sur les modèles où les corrélations 
décroissent en fonction de la différence entre les intervalles de temps. 
Nous avons analysé la tendance dans les corrélations de rang échantillonnales 
dans les trois centres étudiés Cl, C2 et C3, et nous avons constaté qu'il y a plusieurs 
modèles possibles qui sont basés, par exemple, sur des fonctions polynomiales, ex-
ponentielles ou rationnelles. Nous avons sélectionné les trois modèles qui s'ajustent 
mieux aux données et qui fournissent des résultats semblables du point de vue de 
l'erreur standard d'estimation. Il faut noter que ces modèles permettent d'obtenir 
une matrice avec le même rang que celui de la matrice originale, contrairement à la 
méthode que nous avons présentée à la section précédente. Voici les trois modèles 
proposés: 
- Modèle 1 : 0 = (a, b) 
r0(O) = ali-il +b, i,j = 1, ... ,d, j =1- i. (3.47) 
(3.48) 
i, j = 1, ... , d, j =1- i. 
- Modèle 3 : rapport de deux polynômes, 0 = (Pl, P2, ql, q2, q3) 
r~.(O) = Pllj - il + P2 . 
~,J Ij - il3 + qllj - il2 + q21j - il + q3' (3.49) 
i, j = 1, ... , d, j =1- i. 
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Pour la sélection du modèle adéquat dans chaque centre d'appels étudié, nous 
allons utiliser le critère d'information d'Akaike (AIC). Le lecteur peut se référer à 
Akaike [2] et Wei [91, page 153]. Ce critère possède l'avantage qu'il prend en compte 
l'erreur quadratique moyenne des résidus et le nombre des paramètres estimés dans 
le modèle. Il représente une estimation approximative de la distance de K ullback-
Leibler entre le vrai modèle et le modèle qui l'estime. En supposant que les résidus 
sont Li.d. de distribution normale de moyenne 0 et de variance (72, ce critère est 
défini par: 
AIC(s) = n log(Ô"2) + 28, (3.50) 
où n est le nombre d'observations, 8 est le nombre de paramètres estimés dans le 
modèle, et Ô"2 l'estimateur de maximum de vraisemblance de la variance des résidus. 
D'autres variantes de ce critère, connues sous le nom d'AICC, sont présentées, par 
exemple, dans Brockwell et Davis [12, pages 301-304]. 
Nous verrons dans les chapitres 4 et 5, les résultats numériques obtenus avec 
ces modèles. Il faut mentionner ici qu'avec les trois modèles utilisés pour la matrice 
R;, la matrice correspondante R; obtenue est toujours semi-définie positive malgré 
des dimensions importantes. 
CHAPITRE 4 
LES ARRIVÉES AUX CENTRES D'APPELS DE BELL CANADA 
4.1 Description des centres d'appels étudiés et analyse des données 
Dans ce chapitre nous présentons une étude de cas avec des données observées 
dans deux centres d'appels de Bell Canada. Nous étudions la sensibilité du centre 
par rapport au changement du processus d'arrivée en faisant des simulations avec 
les différents modèles présentés. Nous commençons tout d'abord par une étude 
préliminaire descriptive des données recueillies dans ces centres pour ensuite appli-
quer les modèles et observer et comparer leur performances. 
Il est important de signaler que les données fournies par Bell Canada sont 
insuffisantes pour une bonne validation des modèles. Dans plusieurs cas, ces données 
sont agrégées ou incomplètes, et le plus important c'est l'absence de données sur de 
longues périodes de temps. L'absence de données pour le centre C2 nous a empêché 
de construire un modèle mathématique complet pour effectuer des simulations sur le 
centre afin d'estimer certaines mesures de performance avec les modèles proposés et 
d'observer aussi la sensibilité du centre face aux changements de différents scénarios 
possibles. 
4.1.1 Centre Cl 
Le premier centre de Bell Canada étudié est ouvert du lundi au samedi et il 
est fermé le dimanche. Les appels proviennent de clients résidant au Québec et en 
Ontario qui sollicitent des services sur Bell Canada, Bell Mobilité, Bell Express 
Vu et Bell Internet Sympatico. C'est un centre qui opère en mode "mixte", où les 
clients peuvent aussi être appelés. 
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Dans ce centre, le nombre d'agents employés varie selon des horaires journa-
liers fixés par les gestionnaires du centre. En gros, chaque agent travaille pendant 7 
heures et demie. Il commence au début par répondre seulement aux appels entrants 
et ceci pendant 4 heures et demie, ensuite pour les 3 heures qui restent, en plus 
de ce type d'appels, il répond aussi aux appels sortants des clients rejoints par le 
composeur automatique. En moyenne, 27 agents travaillent du lundi au vendredi 
et 13 le samedi. Les préposés répondent aux appels des clients de 8hOO à 20h30 
la semaine et de 8h30 à 17h00 le samedi. Pour la politique de composition des 
appels sortants, elle dépend du nombre d'agents libres et de la qualité de service 
des dernières 10 minutes. Les gestionnaires du centre peuvent aussi intervenir pour 
contrôler le composeur. S'ils remarquent une baisse de qualité de service au cours 
des dernières demi-heures, due par exemple à un taux d'arrivée élevé inhabituel ou 
à une mauvaise occupation des agents, ils peuvent changer les paramètres du com-
poseur pour diminuer son agressivité et permettre de servir plus d'appels entrants. 
Ce premier lot de données fourni par Bell concerne 253 journées du 2 mai 
2001 au 3 mars 2002. Pour les arrivées, les données sont agrégées par demi-heure 
et aucune information n'est fournie sur l'instant de chaque appel, son type ou 
son origine. Avant de procéder à l'application des modèles mathématiques pour 
le processus d'arrivée à ces données, nous les avons analysées afin de distinguer 
les jours de la semaine qui se ressemblent ou en d'autres termes identifier l'effet 
du jour de la semaine. Le samedi est traité à part, puisque le centre est ouvert 
de 8h30 à 17h00 seulement. Le graphique 4.1 montre le nombre moyen d'arrivées 
par demi-heure pour chaque type de journée du lundi au vendredi. Il est clair que 
le lundi est différent des autres journées. Le vendredi semble aussi être différent, 
et ceci est confirmé en regardant le tableau 4.1, où on montre le volume moyen 
d'appels par type de jour, ainsi que les diagrammes en boîtes dans la figure 4.3. 
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Tableau 4.1 - Nombre moyen d'appels par type de journée dans le centre Cl. 
Dans chaque diagramme, on retrouve la médiane, le premier et le troisième quartiles 
(le fond et le haut de la boîte centrale), l'étendue d'inter-quartiles EIQ (la hauteur 
de la boîte) et de deux barres trouvés à une distance de 1.5 fois l'EIQ au-dessous 
de premier quartile et au-dessus de quatrième quartile, respectivement. Les petits 
cercles dénotent les observations qui dépassent les deux barres qu'on considère ici 
comme des données extrêmes ou journées spéciales pour notre cas. 
En observant les graphiques 4.1 et 4.3, ainsi que le tableau 4.1, nous concluons 
alors qu'il y a quatre types de jours: lundi, mardi+mercredi+jeudi, vendredi et 
samedi. Pour la modélisation et dans la suite de nos travaux, nous considérons 
seulement les jours du type mardi, mercredi et jeudi, soit un total de 120 jours. Ce 
nombre n'inclut pas les 5 journées spéciales où les horaires et le nombre d'agents 
sont réduits, par exemple, la veille du jour de l'an et la veille de Noël. La figure 4.4 
montre l'évolution de la série du volume d'arrivées par jour pour ce type de journée. 
Le graphique 4.2 nous donne une idée sur la variation du taux d'arrivée pendant 
la journée, où on remarque la présence de deux sommets. Les appels affiuent ~n 
grand nombre dans la période de la matinée entre lOh et 13h, un relâchement est 
ensuite observé pour la période du dîner et une autre période avec un grand taux 
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Figure 4.1 - Nombre moyen d'arrivées par intervalle d'une demi-heure et par type 
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Figure 4.2 - Nombre moyen d'arrivées par intervalle de demi-heure pour une journée 
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Figure 4.3 - Diagrammes en boîtes pour le volume d'appels par type de journée 























Figure 4.4 - Volume d'appels reçus par jour dans le centre Cl. 
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4.1.2 Centre C2 
Ce centre est plus grand que le premier et il est spécialisé essentiellement dans 
les ventes et les services de produits de télécommunication principalement filaires, 
mais qui incluent aussi la vente de produits non filaires et de satellite. Le centre 
opère avec environ 1500 à 2000 agents à travers les deux provinces du Québec 
et de l'Ontario. Les agents répondent aux appels des clients seulement du lundi 
au vendredi de 8hOO à 20h00. Le reste du temps les clients appellent un service 
automatisé pour des informations ou des services et parfois ils laissent des messages 
dans le but d'être rappelés durant les heures d'ouverture dans la semaine. 
Dans ce centre, les données couvrent une période plus récente de 173 jours, 
du premier janvier au 22 juin 2005. Durant 24 heures, les appels aboutissent au 
système automatique IVR ("Integrated Voice Response") et sont enregistrés par 
leurs instant d'arrivée, avec des détails sur la localisation de l'appel par province 
(Québec ou Ontario), l'information indiquant si l'appel a été transféré ou non 
vers un agent durant les heures de travail, le numéro du centre d'appel approprié 
par région, le numéro d'où l'appel est composé, ainsi que le numéro concerné par 
l'appel. Les trois dernières informations ne sont pas fournies pour tous les appels 
enregistrés. L'information sur le numéro concerné par l'appel pourrait être utile 
dans l'identification des recompositions d'un même client alors qu'elles sont comp-
tabilisées comme des arrivées distinctes par le système automatisé. Nous ne tenons 
pas compte de ces recompositions dans nos modèles et elles sont toutes considérées 
comme des arrivées distinctes. 
Contrairement aux données du premier centre, celles du deuxième peuvent per-
mettre de faire des analyses à plusieurs niveaux, dépendamment du besoin. On 
peut par exemple étudier la distribution de la durée inter-arrivées ou la distribu-
tion des instants d'arrivées. On peut aussi estimer une fonction de taux si l'on 
L--________________________________ ~ ________ ~ ________ _ 
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Figure 4.5 Volume d'appels reçus par jour pour chaque province et pour l'ensemble 
dans le centre C2. 
adopte l'hypothèse que le processus de Poisson décrit bien les arrivées. Dans notre 
cas, nous considérons le processus d'arrivée et nous nous intéressons au nombre 
d'appels reçus par intervalle de temps durant la journée. 
Comme première analyse, nous étudions le nombre d'arrivées durant les différentes 
périodes ou intervalles de la journée selon le type de journée de la semaine. Nous 
essayons tout d'abord de distinguer le type de journée de la semaine et par la suite 
identifier et éliminer l'effet de quelques journées spéciales considérées comme des 
données aberrantes. 
Dans la figure 4.5,. nous présentons la série du volume d'appels reçus par jour 
pour la période couverte, par province et pour l'ensemble. Si nous regardons les 
graphiques 4.6 et 4.7, nous pouvons déjà constater que les arrivées de mercredi, 
jeudi et vendredi se ressemblent et diffèrent des autres journées. A priori, nous 
pouvons considérer 5 types de journées: lundi, mardi, mercredi+jeudi+vendredi, 
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Figure 4.6 - Nombre moyen d'arrivées par intervalle de quart d'heure et par type 
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Figure 4.7 Diagrammes en boîtes pour le volume d'appels par jour pour chaque 
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Figure 4.8 - Nombre moyen d'arrivées par intervalle de quart d'heure pour une 
journée de type mercredi, jeudi ou vendredi pour chaque province et pour l'ensemble 
dans le centrè C2. 








Tableau 4.2 - Nombre moyen d'appels par type de journée pour l'ensemble des 
deux provinces au centre C2. 
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on estime le volume d'appels moyen par jour pour chaque type de journée. Dans 
le graphique 4.8, nous présentons le nombre moyen d'appels reçus par tranches de 
15 minutes pour illustrer la variabilité du taux d'arrivée dans une même journée. 
Pour les journées spéciales, Shen et Huang [81] ont utilisé une méthode basée 
sur la décomposition en valeurs singulières (DVS) des éléments de la matrice des 
données pour analyser les arrivées dans un centre d'appels. Cette méthode per-
met non seulement d'identifier les données aberrantes, mais aussi de détecter l'effet 
du jour de la semaine. Elle permet entre autre de résumer les données et per-
met d'identifier la partie qui contient la majorité de l'information et aussi une 
bonne visualisation des données. Nous avons utilisé cette méthode pour identifier 
les journées spéciales dans ce centre. 
Pour appliquer la méthode, nous considérons la matrice Z = (Zi,j) de dimension 
(n, m) et de rang T :::; min(n, m), où chaque Zi,j correspond au nombre d'appels 
reçus durant le quart d'heure j = 1, .. , m, du jour i = 1, .. , n. Chaque ligne, notée 
Ti, i = 1, .. , n, représente les arrivées de la journée i réparties sur les m quart 
d'heures et toutes ces lignes Ti, i = 1, .. , n, vont capter l'effet de l'heure de la journée 
ou l'effet intra-journalier. Chaque colonne de Z, notée Cj, j = 1, .. , m, correspond 
au nombre d'appels reçus pendant le quart d'heure j de chacune des n journées 
et par conséquent, ces colonnes Cj, j = 1, .. , m, vont capter l'effet du jour ou l'effet 
inter-journalier. On décompose la matrice Z comme suit: 
(4.1) 
où U est Une matrice de dimension (n, m) et ses éléments (colonnes) proviennent 
des Cj, j = 1, .. , m et représentent l'effet inter-journalier. Les élément de la matrice 
V t de dimension (m, m) (les lignes) proviennent des Ti, i = 1, .. , n et représentent 
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l'effet intra-journalier. Quant à la matrice S qui est de dimension (m, m), elle est 
diagonale et ses éléments SI ~ S2 ~ ... ~ Sr (Sk = 0 pour T + 1 :s; k :s; m), appelés 
valeurs singulières, indiquent le poids de chaque paire de vecteurs qui expliquent 
les données. 
Nous nous intéressons plutôt à l'effet inter-journalier ou l'effet du jour de la 
semaine, qui va permettre par conséquent de détecter les journées spéciales par type 
de jour. Selon Shen et Huang [81], la quantité relative SV(L:~=1 sn, k = 1, ... , T, 
permet d'identifier l'importance relative de chaque vecteur uk,k = 1, ... m, de la 
matrice U dans l'explication des données. 
Nous avons appliqué cette méthode aux données du centre C2, nous disposons 
donc de 96 quart d'heures par jour et de 173 journées et notre matrice Z est donc 
de dimension (173,96). Nous avons décomposé la matrice, qui est de rang 96, et 
nous avons calculé les quantités SV(2:i:l si), k = 1, ... ,96, et nous avons constaté 
que (si + s~)/(2:~ si) = 0.995, ce qui veut dire que 99.5% de l'information est 
expliquée par la" paire des vecteurs singuliers (Ul' U2) de la matrice U, qui rappelons 
le représente l'effet inter-journalier. Nous pouvons donc analyser l'effet du jour de 
la semaine avec ces deux vecteurs, puisqu'ils contiennent presque la "totalité de 
l'information [81.]. Nous présentons le diagramme de dispersion de ces deux vecteurs 
dans le graphique 4.9, où on peut remarquer qu'il y a des points qui s'éloignent de . 
l'ensemble. On pourra alors suspecter ces points pour des données aberrantes ou des 
journées spéciales. Dans le tableau 4.3, nous comparons le résultat de la méthode 
décrite ci-dessus avec une méthode classique qui identifie les données aberrantes 
comme étant les valeurs qui dépassent de 1.5xEIQ en dessus du 3ème quartile ou 
en dessous du premier quartile, où le EIQ représente l'étendue inter-quartiles. 
Dans notre analyse, nous tenons compte de toutes les journées identifiées par la 
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Figure 4.9 - Graphique de la paire (Ul, U2) pour tous les jours de la semaine 
Jour Il avec DVS avec EIQ 
1 janvier x x 
2 janvier x 
25 mars x x 
13 avril x 
14 avril x 
19 avril x x 
2 mai x 
23 mai x x 
24 mai x 
Tableau 4.3 - Identification des journées spéciales selon deux méthodes, pour .le 
centre C2. 
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de l'An, Vendredi Saint et la Fête de la Reine. Dans la modélisation du processus 
d'arrivée à l'intérieur d'une journée, nous éliminons tout simplement ces journées 
et nous considérons seulement les journées qui se ressemblent (mardi, mercredi et 
jeudi). 
Dans le chapitre 2, en équation (2.1), nous avons présenté un test qui permet de 
justifier le choix d'un processus de Poisson pour les arrivées des appels à l'intérieur 
d'une journée. Nous avons donc appliqué ce test aux données du centre C2, où nous 
disposons de plus de détails sur les instants d'arrivées. Nous avons considéré au 
début un intervalle de longueur 5 minutes pour tous les jours entre 10h00 et 10h05 
pour les journées semblables du type mercredi, jeudi et vendredi pour éliminer 
l'effet du jour de la semaine, excluant les journées spéciales identifiées auparavant, 
soit un total de n· 70 jours. Nous avons obtenu X 2 = 84.528 et une p-valeur 
p = 2.03 X 10-14 , ce qui nous amène à rejeter l'hypothèse nulle. Nous avons repris 
le même test avec un intervalle de longueur une minute, nous avons obtenu les 
résultats suivants: X 2 = 7.236 et p = 0.204. Dans ce cas-ci, l'hypothèse n'est pas 
rejetée jusqu'à un niveau de 20%. Ce résultat permet de considérer le processus 
de Poisson non homogène parmi nos modèles. Nous ajoutons à ce modèle une 
estimation de la fonction de taux par une fonction spline cubique, puisque le test 
montre aussi que même dans des intervalles de 5 minutes, le taux n'est pas vraiment 
stationnaire. 
La question qu'on s'est posée: est ce que ce processus décrit bien la réalité 
dans ce centre d'appels? Pour cela, nous devons étudier le problème de dépendance 
entre les arrivées successives dans une même journée et même entre les journées. 
Dans le graphique 4.10, nous présentons un diagramme de dispersion pour les 
arrivées de tous les jours avant et après 10h00. Nous remarquons bien qu'il y a une 
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Figure 4.10 - Diagramme de dispersion entre les arrivées avant et après 10h00 pour 
tous les jours de la semaine au centre C2. 
pourrait considérer le processus de Poisson doublement stochastique ou encore le 
processus NORTA, puisque dorénavant nous sommes convaincus qu'un modèle qui 
tient compte de la dépendance entre les arrivées dans les différentes partie d'une 
même journée décrit mieux le processus d'arrivée des appels. Nous verrons plus 
loin qùe le processus NORTA a l'avantage de générer des arrivées avec exactement 
les quantités de corrélations désirées. 
La deuxième e:cpérience consiste à étudier le comportement des arrivées si on 
enlève l'effet de la journée de la semaine et l'effet de l'heure de la journée. Les 
graphiques 4.11, 4.12 et 4.13 montrent l'analyse des résidus quand on enlève les 
deux effets en question. Nous pouvons constater que dans les deux cas les résidus ne 
sont pas Li.d. de distribution normale. Pour les arrivées par période de temps dans 
la journée, le test de Box-Ljung (Q = 45.8, p-valeur = 7.534 x 10-6 ) révèle aussi la 
présence de corrélations entre les résidus, ce qui nous motive à chercher des modèles 
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Figure 4.11 - Les résidus du modèle pour les arrivées par jour après avoir éliminé 
l'effet du jour de la semaine. Des observations aberrantes indiquent la présence de 
journées spéciales. 
les volumes d'arrivées dans différentes périodes de la journée. Pour l'instant, nous 
allons supposer que les arrivées d'une journée à l'autre sont indépendantes. 
4.2 Application des modèles 
4.2.1 Simulation du centre d'appels Cl 
Rappelons que la simulation nous permet d'effectuer plusieurs expérimentations 
sur le centre étudié et permet essentiellement d'estimer des mesures de performance 
utiles pour la bonne gestion du centre et permet aussi d'observer la sensibilité du 
centre d'appels face au changement de scénarios dans toute composante du système 
de file d'attente que constitue le centre d'appels en général et dans le processus 
d'arrivée en particulier. Une fois que tous ces objectifs sont fixés, l'étape suivante 
consiste à construire un modèle mathématique à partir des données observées qui 
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Figure 4.12 - Diagnostic de la normalité des résidus pour les arrivées par jour après 
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Figure 4.13 - Diagnostic de la normalité des résidus pour les arnvees par quart 
d'heure après avoir éliminé l'effet du jour de la semaine et de l'heure de la journée. 
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soit en même temps le plus réaliste possible et qu'on peut manipuler avec la simu-
lation. 
Dans notre cas, nous avons utilisé le modèle présenté par Deslauriers [25], 
puisque nous avons utilisé les mêmes données, sauf pour le processus d'arrivée 
où nous utilisons les modèles que nous avons proposés dans cette thèse. 
Dans un premier temps, nous avons commencé par estimer les paramètres de 
la loi binomiale négative pour chaque distribution marginale du nombre d'arrivées 
par demi-heure. Les estimations, basées sur la méthode présentée dans la section 
3.2.3, sont présentés dans le tableau 4.4. 
Pour tester la validité de nos modèles pour les arrivées, nous avons procédé 
à une simulation d'un centre d'appels en mode mixte, c.-à-d., appels sortants et 
appels entrants. Nous avons utilisé les mêmes. données et distributions que celles 
utilisés par Deslauriers [25] et Avramidis et al. [5]. Nous avons simulé deux types 
de journées, une journée en mode mixte entre 8hOO et 20h30, avec des appels 
composés à partir de 14h00, et une journée en appels entrants seulement de 8hOO 
à 14h00. Pour le processus de Poisson, nous présentons les résultats avec deux 
formes de la fonction de taux : constante par morceaux et une fonction spline 
cubique. Les résultats sont présentés dans les tableaux 4.5 et 4.6, sous forme de 
moyennes par jour avec les intervalles de confiance à 95% suite à la simulation 
de 30000 journées indépendantes. Les valeurs inférieures à 0.05 sont remplacées 
par €. La ligne correspondant aux "Données" dans les tableaux des résultats de la 
simulation est obtenue avec un rééchantillonnage de 250 fois pour chaque journée 
. des 120 observées pour obtenir des données pour 30000 journées. Ceci va nous 
permettre de calculer les mesures de performance pour les données avec le même 
nombre que cehii des journées simulées. 
Dans la simulation, nous nous sommes intéressés aux mesures de performance 
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Demi-heure C Mi . Si Pi 
8hOO-8h30 24.7± 1.4 15.7 0.388 
8h30-9hOO 37.0± 1.4 60.2 0.619 
9hOO-9h30 50.1± 2.0 36.9 0.424 
9h30-lOhOO 56.6±2.2 36.7 0.393 
10h00-10h30 59.5±2.3 36.4 0.380 
10h30-11h00 59.1±2.2 40.9 0.409 
11h00-11h30 60.8±2.7 25.1 0.292 
11h30-12h00 58.0±2.5 24.6 0.298 
12h00-12h30 54.8±2.4 24.8 0.312 
12h30-13h00 54.9±2.3 25.3 0.3i5 
13h00-13h30 56.7± 2.6 21.8 0.278 
13h30-14h00 54.0±2.3 25.1 0.317 
14h00-14h30 54.3±2.4 22.8 0.296 
14h30-15h00 52.5± 2.3 23.3 0.308 
15h00-15h30 53.5±2.0 42.9 0.445 
15h30-16h00 56.8± 2.2 36.2 0.389 
16h00-16h30 58.3± 2.0 47.7 0.450 
16h30-17hOO 53.0±2.2 27.7 0.343 
17hOO-17h30 43.7±2.0 21.1 0.325 
17h30-18hOO 39.6± 1.8 26.5 0.401 
18hOO-18h30 34.1±1.7 21.3 0.385 
18h30-19hOO 30.7± 1.7 14.9 0.327 
19hOO-19h30 25.5±1.4 16.8 0.397 
19h30-20hOO 23.3± 1.3 19.2 0.451 
20h00-20h30 18.8± 1.2 10.9 0.368 
Tableau 4.4 - Estimation du taux moyen d'arrivée et des paramètres de la loi 
binomiale négative pour chaque demi-heure avec les données du centre Cl 
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Qualité Nbr. Nbr. Occup. Temps Temps 
de d'abandons d'appels des d'attente d'attente 
service servis agents moy. moy. 
% % appels reçus dans la file 
Données 83.8±.3 20.1±6.1 606±15 65.6±1.6 16.2±3.7 83.9±6.3 
PPNH-cte 89.8±E 1O.3±.1 615.7±.2 66.7±E 6.7±.1 51.3±.3 
PPNH-spline 88.8±E 11.6±.1 612.7±.2 66.3±E 9.3±.1 63.8±.1 
PPDS-cte 84.5±E 18.1±.2 607.6±.7 65.8±.1 14.5±.1 77.5±.3 
PPDS-spline 84.5±E 18±.2 606.2±.6 65.6±.1 14.3 ±.2 74.4±.2 
NORTA 82.7±E 21.5±.2 605.9±.6 65.4 ±E 16.8±.1 79.3±.3 
NORTA réduit 82.9±E 21.1±.2 606.2±.7 65.4±.1 16.4±.2 78.6±.3 
Tableau 4.5 - Mesures de performance obtenues par la simulation d'une journée 
de 8hOO à 14h00 du type mardi, mercredi ou jeudi au centre Ci avec les modèles 
proposés. 
Qualité Nbr. Nbr. Occup. Temps Temps 
de d'abandons d'appels des d'attente d'attente 
service servis agents moy. moy. 
% % appels reçus dans la file 
Données 88.1±.2 26.9±6.8 1143.1±30.6 70.5±.1 10.6±2.3 68±5.2 
PPNH-cte 92±E 15.6±.1 1154.1±.3 71.2±E 5.1±E 44.9±.2 
PPNH7spline 90.8±E 19±E 1145.4±.3 72±E ' 7.1±E 54.2±.1 
PPDS-cte 88.7±E 24.4±.2 1144.6±1.4 70.6±E 9.6±.1 63.2±.3 
PPDS-spline 88±E 26.8±.3 1137.5±1.2 71.5±.1 10.2±.1 62.8±.1 
NORTA 87.4±.1 28.4±.2 1142.5±1.3 70.8±E 11 ±.1 64.5±.3 
NORTA réduit 87.6±.1 27.9±.2 1142.3±1.4 70.7±.1 10.8±.1 63.9±.5 
Tableau 4.6 - Mesures de performance obtenues par la simulation d'une journée 
de 8hOO à 20h30, du type mardi, mercredi ou jeudi au centre Cl avec les modèles 
proposés. 
suivantes: (1) la qualité de service qui représente le pourcentage des appels ayant 
attendu moins de 20 secondes avant d'être servis; (2) le nombre d'abandons; (3) 
le nombre d'appels servis; (4) le taux d'occupation des agents qui représente le 
rapport de la durée de service pour tous les appels sur la disponibilité totale des 
agents; (5) le taux moyen passé dans le système pour tous les appels; (6) le taux 
moyen d'attente dans la file. 
Nous désignons par PPNH, le processus de Poisson non homogène et par PPDS 
le processus de Poisson doublement stochastique. Les termes "constante" et "spli-
ne" sont associés au type d'estimation de la fonction du taux. Pour la génération 
des arrivées selon le processus de Poisson avec une fonction de taux spline, nous 
101 
avons utilisé la méthode de découpage pour générer les instants d'arrivées. Cette 
méthode, proposée par Lewis et Shedler [60], est une variante de la méthode d'ac-
ceptation/rejet qui est utilisée quand le taux cumulé d'un pr~cessus de Poisson 
est difficile à inverser. Pour un processus de Poisson de taux, par exemple >.(t), 
l'algorithme consiste à générer des pseudo-arrivées selon un processus de Poisson 
de taux constant>. = maxt~O >.(t) , et chaque pseudo-arrivée t est acceptée avec 
probabilité >.(t)/5... 
Pour le processus PPDS, au début de chaque journée nous générons une variable 
W suivant une loi gamma avec les paramètres estimés â et ~ pour la multiplier 
par la fonction de taux et utiliser par la suite la même méthode (découpage). 
Le nombre d'agents disponibles, selon les deux types, est fixe pour chaque demi-
heure. La variable durée de service des appels entrants suit une loi gamma, alors 
que pour les appels sortants, la densité de la variable durée de service est estimée 
par une fonction noyau à partir des données observées. Le lecteur peut se référer 
à Deslauriers [25] pour plus de détails sur les différents inputs et modélisations 
utilisés dans la simulation. 
Pour utiliser le résultats de l'estimation avec la fonction spline s, définie dans 
la section 2.2.1, avec le premier centre d'appels étudié Cl, nous avons considéré 
l'intervalle [a, b], la période de temps où ce centre est ouvert, c.-à-d, de 8hOO à 20h30. 
Nous avons donc 25 intervalles de 30 minutes chacun, et les noeuds ont été choisis 
de la façon suivante: ro correspond à 8hOO, rI à 8h30, ... ,r24 à 20h00, et r25 à 20h30. 
Nous disposons de n = 120 jours du type mardi, mercredi et jeudi. Si on considère 
que le centre est fermé avant 8hOO, on peut établir que s(ro) = 0, par contre pour 
la fermeture; on considère que le taux d'arrivée s'annule à la fermeture du centre 
à 20h30 malgré qu'il y a encore des appels qui continuent d'arriver même après ce 
temps, mais que les agents ne les prennent pas en charge. On peut donc supposer 
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que la fonction s devient nulle après r25' Dans la figure 4.15, nous présentons 
une fonction spline cubique avec h = 24 noeuds comparée à une estimation par 
morceaux .. 
En plus du modèle NORTA, nous appelons NORTA réduit, le modèle où les 
corréli:ttions sont modélisées selon l'une des formulations (3.47), (3.48) et (3.49) 
proposées pour les trois modèles 1, 2 et 3 dans la section 3.5. Nous utilisons ici 
le critère d'Ale, donné en (3.50) dans la même section pour le choix du modèle 
adéquat. Selon ce critère, le modèle 1, donné en (3.47), fait légèrement mieux que 
les deux autres modèles. Nous avons donc calculé le Ale pour les trois modèles 
et nous avons obtenu -1464.57 pour le modèle 1, -1462.30 pour le modèle 2 et 
-1459.47 pour le modèle 3. Nous présentons dans le graphique 4.14 les corrélations 
de rang échantillonnales, rG, pour 1 ::; i < j ::; d, comparées à celles obtenues avec 
les trois modèles. Pour l'estimation des paramètres du modèle 1 choisi, nous avons 
. obtenu, avec la méthode des moindres carrés non linéaires, les résultats suivants: 
â = 0.990 ± 0.002 
b = -0.467 ± 0.019, 
avec une erreur standard Ô"~ (écart-type des résidus) de 0.0865. Nous avons aussi 
obtenu une erreur standard de 0.0863 et de 0.0864 pour les deux modèles 2 et 
3, respectivement. Il faut mentionner ici que nous avons pu obtenir une matrice 
semi-définie positive en utilisant ce modèle, malgré une dimension de 25. 
Pour pouvoir analyser la sensibilité de la simulation d'un centre d'appels au 
changement du processus d'arrivée, nous présentons dans les tableaux 4.5 et 4.6 
les résultàts des simulations avec les différents modèles pour le processus d'arrivée. 
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Figure 4.14 - Modèles pour les corrélations TG dans le centre Cl, (graphique pour 
i = 5 et j = 1, ... ,25). 
homogène par rapport aux autres modèles dans notre cas, nous présentons quand 
même les résultats des simulations avec tous les modèles. Cela permet en même 
temps d'illustrer l'avantage des modèles qui tiennent comte de la dépendance intra-
journalière. 
Si nous examinons les résultats de la simulation avec un processus de Poisson 
non homogène, nous remarquons qu'une fonction de taux spline fait légèrement 
mieux qu'une fonction à taux constant par morceaux. Nous n'avons pas obtenu 
de bons résultats avec le processus de Poisson non homogène en général. Avec le 
processus de Poisson doublement stochastique, les résultats sont meilleurs et avec 
une spline cubique pour la fonction de taux les résultats s'améliorent un peu plus 
qu'avec un taux fixe par morceaux. Lè modèle NORTA donne des bons résultats 
surtout dans le cas de la mi-journée de travail (de ShOO à 14h00). Ce modèle et celui 
qui a moins de paramètres (NORTA réduit), où les corrélations sont définies selon 
104 
l'équation (3.47), deviennent presque équivalents et ·les deux sont plus réalistes et 
plus proches des données empiriques. Il faut noter que c'est particulier à ce centre 
où le flux des appels entrants n'est pas si important et on verra la différence dans 
le centre d'appels C2. 
Il faut rappeler ici que la simulation ne constitue pas le principal critère pour 
comparer ou classer les modèles, puisque d'autres composantes stochastiques de la 
simulation peuvent être une source d'erreur. Cependant, elle permet quand même 
de valider nos modèles quand les mesures de performance obtenues sont proches de 
. celles calculées avec les données. La simulation permet aussi d'observer la sensibilité 
des mesures de performance face au changement du processus d'arrivée. Dans le 
tableau 4;7, nous présentons les arrivées par demi-heure obtenus dans la simulation 
des 30000 journées indépendantes. En comparant les résultats, une fois de plus nous 
remarquons que les modèles qui tiennent compte de la dépendance intra-journalière 
donnent des meilleurs résultats, notamment le processus de Poisson doublement 
stochastique avec une fonction spline et le processus NORTA. 
Pour pouvoir comparer d'avantage les résultats obtenus selon les différentes 
méthodes nous avons calculé 
m=1, .. ,24, (4.2) 
c~ qui permet de capter les corrélations entre différentes parties de la journée [5]. 
Nous avons aussi calculé le coefficient de variation, qui est une mesure relative de 
dispersion des arrivées dans chaque intervalle de temps. Bien que ce coefficient ne 
dépend que de la loi marginale, il permet tout de même de faire des comparaisons 
si on considère les coefficients de variation pour les arrivées dans tous les intervalles 
obtenus avec les différents modèles et ceux obtenus avec les données. Ces coefficients 
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Demi- Données PPNH PPDS PPDS . NORTA NORTA 
heure (spline) (constante) (spline) (réduit) 
8h00-8h30 24.71 (0.71) 25.86±0.04 24.33±0.05 25.87±0.05 24.79±0.06 24.81±0.07 
8h30-9hOO 36.97 (0.67) 37.27±0.04 36.63±0.06 37.28±0.07 37.08±0.06 37.02±0.06 
9h00-9h30 50.16 (1.01) 49.63±0.06 48.90±0.08 49:56±0.08 50.09±0.09 50.1O±0.09 
9h30-1OhOO 56.65 (1.16) 56.53±0.06 55.81±0.08 56.52±0.09 56.62±0.10 56.63±0.1O 
lOhOO-lOh30 59.45 (1.13) 59.16±0.06 58.48±0.09 59. 15±0.09 59.51±0.1O 59.47±0.1O 
lOh30-11hOO 59.14 (1.11) 59.26±0.06 57.87±0.09 59.33±0.09 59.14±0.1O 59.19±0.1O 
11hOO-11h30 60.79 (1.32) 60.05±0.06 58.52±0.09 59.96±0.09 60.84±0.12 60.78±0.12 
11h30-12hOO 57.87 (1.33) 57.85±0.06 56.08±0.08 57.96±0.09 58.00±0.11 58.03±0.11 
12hOO-12h30 54.71 (1.39) 54.80±0.06 53.13±0.08 54.78±0.09 54.78±0.11 54.79±0.11 
12h30-13hOO 54.90 (1.16) 54.80±0.05 54.38±0.08 54.94±0.09 54.90±0.11 54.87±0.11 
13hOO-13h30 56.71 (1.32) 56.38±0.06 55.20±0.08 56.36±0.09 56.67±0.12 56.67±0.11 
13h30-14hOO 53.93 (1.20) 54.19±0:06 53.48±0.08 54.20±0.09 53.99±0)0 54.05±0.11 
14hOO-14h30 54.19 (1.32) 54.01±0.06 52.47±0.08 54.05±0.09 54.30±0.11 54.24±0.11 
14h30-15hOO 52.59 (1.11) 52.68±0.06 52.15±0.08 52.70±0.08 52.58±0.10 52.55±0.1O 
15hOO-15h30 53.46 (0.99) 53.48±0.06 52.53±0.08 53.51±0.09 53.57±0.09 53.55±0.09 
15h30-16hOO 56.80 (1.12) 56.57±0.06 56.15±0.08 56.66±0.09 56.77±0.1O 56.72±0.1O 
16hOO-16h30 58.23 (1.05) 57.23±0.06 57.91±0.09 57.90±0.09 58.30±0.09 58.25±0.09 
16h30-17hOO 53.10 (1.06) 52.78±0.06 52.22±0.08 52.74±0.08 53.02±0.1O 52.96±0.10 
17hOO-17h30 43.66 (0.99) 43.98±0.05 43.14±0.07 44.00±0.07 43.71±0.09 43.66±0.09 
17h30-18hOO 39.57 (0.92) 39.30±0.05 39.03±0.06 39.27±0.07 39.61±0.08 ' 39.53±0.08 
18hOO-18h30 34.16 (0.79) 34. 15±0.05 33.86±0.06 34.21±0.06 34.14±0.08 34.05±0.08 
18h30-19hOO 30.63 (0.94) 30.45±0.04 29.99±0.05 30.42±0.06 30.64±0.08 30.61±0.08 
19hOO-19h30 25.50 (0.73) 25.74±0.04 25.48±0.05 25.71±0.05 25.44±0.06 25.52±0.06 
19h30-20hOO 23.31 (0.62) 23.09±0.04 23.42±0.05 23.07±0.05 23.29±0.06 23.27±0.06 
20h00-20h30 18.81 (0.65) 18.46±0.03 18.58±0.04 18.43±0.04 18.76±0.06 18.75±0.06 
Tableau 4.7 - Le nombre moyen d'arrivées par demi-heure pour une journée de 
8hOO à 20h30 au centre Cl. Les données empiriques sont présentés avec l'écart-






~ 0 ~ .. 
g 
- Par morceaux 
- Spline cubique 
0 
N 
8 12 16 20 
heure de la journée 
Figure 4.15 - Fonction de taux estimée par une spline vs une fonction constante 
par morceaux dans le centre Cl. 
sont définis comme suit : 
CV(X.) = yVar(Xi ) d 
t E[Xil' pour i = 0, ... , . 
L'examen du graphique 4.16 permet de constater que le modèle NORTA semble 
être le plus adéquat par rapport aux autres modèles. Il fournit la meilleure estima-
tion de point de vue des corrélations. La version réduite de ce modèle donne des 
résultats moins bons, alors que le processus de Poisson doublement stochastique 
tend à surestimer les corrélations. En résumé, le modèle NORTA est meilleur, suivi 
de NORTA réduit et enfin le processus de Poisson doublement stochastique. Il ne 
faut pas oublier que la structure des corrélations a été légèrement modifiée avec la 
modélisation de ces corrélations selon la formulation (3.47). Il est donc normal que 
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Figure 4.16 - Comparaison des modèles selon les corrélations estimées entre les 
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Figure 4.17 Comparaison des modèles selon le coefficient de variation pour chaque 
demi-heure dans le centre Cl. 
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des données. Par contre, ce modèle fait toujours mieux que le processus de Poisson 
doublement stochastique qui tend à surestimer les corrélation. Le modèle NORTA 
réduit présente un compromis entre les deux autres modèles, il permet de réduire 
le nombre de paramètres par rapport au modèle NORTA et d'avoir des corrélations 
plus proches des données. 
De point de vue variabilité, selon le graphique 4.17, nous remarquons que les 
modèle NORTA et NORTA réduit donnent les mêmes coefficients de variation. Sur 
ce graphique, les lignes qui tracent ces coefficients sont confendues pour ces deux 
modèles et ils sont très proches de celles obtenues avec les données. Les résultats 
obtenus avec les modèles NORTA et NORTA réduit sont meilleurs que ceux obte-
nus avec les modèles basés sur le processus de Poisson (homogène ou doublement 
stochastique). Ces derniers tendent à sous-estimer les coefficients de variation réels. 
4.2.1.1 Fonction spline pour le taux versus fonction constante par mor-
ceaux 
Pour justifier le choix de la fonction spline pour le taux d'arrivée dans le cas du 
processus de Poisson doublement stochastique, nous avons procédé à la simulation 
du même centre Cl pendant les trois premières heures de la journée en considérant 
des intervalles de temps plus courts, soit 15 minutes. Avec le processus PPDS-
constante, nous n'avons pas le choix de garder le taux constant pour les deux 
périodes de 15 minutes de chaque demi-heure. Alors que pour le PPDS-spline, le 
fonction spline permet d'évaluer la fonction de taux à n'importe quelle minute de la 
demi-heure. Nous avons donc simulé 30000 journées indépendantes dans ,le centre 
Cl et nous avons recueilli les quatre mesures suivantes: nombre d'appels servis, 
nombre d'abandons, qualité de service (pourcentage des clients ayant attendu moins 
de 20 secondes) et le taux d'occupation de~ agents. Nous avons comparé ces mesures 
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Qualité Nbr. Nbr. Occup. Temps Temps 
de d'abandons d'appels des d'attente d'attente 
service servis agents moy. moy. 
% % appels reçus dans la file 
Données 83.8±.3 20.1±6.1 606±15 65.6±1.6 16.2±3.7 83.9±6.3 
PPNH-cte 89.8±€ 1O.3±.1 615.7±.2 66.7±€ 6.7±.1 51.3±.3 
PPNH-spline 84.0±€ 19.8±€ 606±.2 67.3 ±.1 13.5±.1 66.7±.2 
Tableau 4.8 - Quelques mesures obtenues par la simulation d'une période d'une 
journée de 8hOO à 14h00, du type mardi, mercredi ou jeudi au centre Cl en 
considérant des intervalles de temps de 15 mn. 
avec celles des données pour la même période de temps. Les résultats présentés 
dans le tableau 4.7, montrent l'avantage d'utiliser une fonction spline. Les résultats 
avec le modèle PPDS-spline s'approchent plus de la réalité. Avec cette fonction 
le fait d'avoir des données agrégées ne constitue pas un obstacle pour modéliser 
les arrivées dans des intervalles de temps plus courts. Si l'on veut assurer une 
certaine flexibilité dans la simulation quant au choix des intervalles de temps, ou 
pour pouvoir connaître Jé taux d'arrivée à n'importe quel instant de la journée, 
il faudra bien se doter d'une fonction de taux continue sur tout l'intervalle de 
temps, comme la fonction spline qui semble être un bon choix dans notre cas. Il 
serait donc intéressant de trouver un moyen pour combiner le modèle NORTA et la 
fonction spline pour tirer avantage des deux en même temps. Nous avons remarqué 
que le processus NORTA permet de générer le nombre d'arrivées par intervalle 
de temps avec les quantités de corrélations désirées, alors que la fonction spline 
permet de générer les instants de ces arrivées de façon adéquate, puisqu'elle capte 
la variabilité du taux sur toutes les périodes de temps étudiées. Ceci constituera 
une bonne avenue de recherche future. 
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4.2.2 Simulation des arrivées au centre. d'appels C2 
Dans ce centre, nous considérons les arrivées par intervalles de 15 min chacun, 
de 8hOO à 20h00 et nous disposons de données de n = 72 jours. Nous avons donc 
48 intervalles [ri, rHI], i = 0, ... , h = 47. Il faut encore noter que pour ce centre 
nous ne disposons que des données sur les arrivées et que pour pouvoir faire une 
comparaison entre les différents modèles, nous devons simuler avec chaque modèle le 
nombre d'arrivées pour chaque période de tèmps pour obtenir le total de la journée 
et répéter l'opération pendant un certain nombre de journées indépendantes et 
ensuite les comparer avec les données observées dans le centre d'appels étudié. 
Pour le modèle NORTA réduit, nous avons utilisé le critère Ale pour sélectionner 
un modèle pour les corrélations. Le modèle 3, donné en (3.49), présente un plus 
petit Ale parmi les trois modèles. Nous avons obtenu -3069.98 pour le modèle 1, 
~3087.23 pour le modèle 2 et -3090.57 pour le modèle 3. Nous remarquons qu'il y 
a une légère différence entre les trois valeurs du Ale. L'estimation des paramètres 
avec la méthode des moindres carrés non linéaires a donné les résultats suivants: 
Îh = -70J.4 ± 912.6 
P2 = 29221 ± 37626 
qI = -66.68 ± 31.32 
q2 = 1079 ± 789.6 
q3 = 30570 ± 40950, 
avec une erreur standard â€ (écart-type des résidus) de 0.0640, alors que l'erreur 
est de 0.0654 et 0.0643 pour le.s modèles 1 et 2, respectivement. 
Nous avons dû simuler 18000 journées indépendantes pour ensuite comparer 
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Figure 4.18 - Modèles pour les corrélations TG dans le centre C2, (graphique pour 
. i = 10 et j = 1, ... , 48). 
coefficients de variation, ou encore les arrivées moyennes par période de temps. 
Dans le tableau 4.9 nous présentons le résultats des estimations, à partir des 
données, des paramètres de chaque distribution marginale (binomiale négative) 
pour le nombre d'arrivées à chaque quart d'heure. 
Pour les données observées, nous avons utilisé 250 répétitions "bootstrap" pour 
obtenir les intervalles de confiances et les 1800.0 journées (250 x 72), c.-à.-d. que les 
données de chaque jours sont rééchantillonnées 250 fois (avec remise) pour pouvoir 
obtenir 18000 journées. Cela permettra de comparer les mesures de performance 
calculées avec les données et celles obtenues avec la simulation avec le même nombre 
de jours .. 
Dans le tableau 4.10, nous pouvons remarquer que les résultats obtenus sont 
presque tous aussi bons que les données. Cependant, nous remarquons qu'avec le 
modèle PPDS et une fonction spline, il y a un léger gain par rapport au modèle où la 
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fonction de taux est constante par morceaux. Mais, les deux modèles surestiment les 
coefficients de corrélation. Pour cela, le modèle NORTA serait préférable si nous 
examinons le graphique 4.20, où ce modèle nous permet d'avoir des corrélations 
très proches de celles des données. Si nous comparons les résultats obtenus dans 
ce centre avec ceux obtenus dans le centre Cl, nous pouvons facilement observer 
le succès obtenu avec le modèle NORTA et à un degré moindre le modèle NORTA 
réduit, dans le cas où le centre est plus important de point de vue nombre d'appels 
reçus par jour et de point de vue variabilité à l'intérieur de la journée. 
Avec le coefficient de variation (figure 4.19) et sur la base d'une comparaison 
entre les coefficients obtenus avec ce modèle et celles estimées par l'échantillon, on 
peut déjà faire une première constatation: il y a plus de variabilité dans les arrivées 
durant les premiers quarts d'heures et dans les dernières demi-heures de la journée. 
C'est durant ces moments de la journée que tous les modèles, à part le modèle 
NORTA, sous-estiment les coefficients de variation théoriques. Nous remarquons 
aussi qu'il n'y a pas d'écart entre les coefficients obtenus à partir des données 
observées et celles obtenues par le modèle NORTA réduit. 
Pour résumer, nous pouvons constater que le processus de Poisson non ho-
mogène ne donne pas de bons résultats de point de vue des corrélations. Les 
résultats obtenus avec le processus NORTA sont aussi bons, sinon meilleurs, que 
ceux obtenus avec le processus doublement stochastique. En ce qui concerne le 
modèle NORTA réduit, où les corrélations sont modélisées selon le modèle 3 donné 
en (3.49), nous remarquons qu'il y a peu de perte d'information et les résultats de 
la simulation sont semblables qu'avec un modèle qui utilise tous les paramètres. 
Il faut mentionner ici que les corrélations échantillonnales sont très petites et 
tendent à s'annuler entre des quarts d'heures éloignés dans la journée, comme par 
exemple entre celle du début de la matinée et de la fin de la journée. Le pro ces-
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Quart d'heure Il 
8h00-8h15 94.9±5.5 17.9 0.158 
8hl5-8h30 127.1±7.1 19.5 0.133 
8h30-8h45 182.9± 9.2 24.1 0.116 
8h45-9hOO 301.7±12.3 35.8 0.106 
9h00-9h15 917.8±37.6 32.6 0.034 
9hl5-9h30 887.1±31.6 45.5 0.049 
9h30-9h45 1050.1±32.0 62.8 0.056 
9h45-lOhOO 1178.4±29.1 98.0 0.077 
lOhOO-lOh15 1420.2±32.8 111.9 0.073 
lOhl5-lOh30 1512.7±33.0 126.3 0.077 
lOh30-1Oh45 1606.1±29.1 180.1 0.101 
10h45-11h00 1640.5±32.2 149.7 0.084 
llhOO-llh15 1685.3±31.4 170.1 0.092 
llhl5-11h30 1685.2±35.7 125.5 0.069 
llh30-11h45 1689. 1±36. 1 126.6 0.070 
11h45-12h00 1676.1±35.0 134.0 0.074 
12hOO-12h15 1644.9±37.1 115.0 0.065 
12hl5-12h30 1604.8±36.0 119.8 0.069 
12h30-12h45 1573.7±34.6 123.6 0.073 
12h45-13h00 1507.2±34.0 116.3 0.072 
13hOO-13h15 1468.3±34.3 107.9 0.068 
13h15-13h30 1484.3±34.4 107.4 0.067 
13h30-13h45 1506.5±35.0 109.2 0.068 
13h45-14h00 1491.8±36.0 103.5 0.065 
14hOO-14h15 1517.6±35.3 109.7 0.067 
14hl5-14h30 1501.0±37.2 96.7 0.061 
14h30-14h45 1499.5±38.2 91.1 0.057 
14h45-15hOO 1447.0±36.7 91.5 0.059 
15hOO-15h15 1454.9±37.3 90.8 0.059 
15hl5-15h30 1427.7±35.3 96.8 0.064 
15h30-15h45 1422.8 ±36.0 91.6 0.060 
15h45-16hOO 1394.0±36.2 86.3 0.058 
16hOO-16h15 1407.0±32.0 113.3 0.075 
16hl5-16h30 1404.0±29.9 130.9 0.085 
16h30-16h45 1419.5±31.1 118.9 0.077 
16h45-17hOO 1472.7±33.1 114.9 0.072 
17hOO-17h15 1469.8±35.6 95.2 0.061 
17hl5-17h30 1464.6±32.6 116.7 0.074 
17h30-17h45 1427.7±31.0 123.4 0.080 
17h45-18hOO 1322.4±29.9 109.2 0.076 
18hOO-18h15 1055.9±27.6 83.4 0.073 
18hl5-18h30 902.2±27.8 54.3 0.057 
18h30-18h45 818.5±23.7 68.1 0.077 
ISh45-19hOO 751.2±21.7 71.6 0.087 
19hOO-19h15 634.2±18.7 67.4 0.096 
19h15-19h30 594.0±17.8 65.1 0.098 
19h30-19h45 544.6±15.4 75.9 0.122 
19h45-20hOO 503.4±16.9 50.7 0.091 
Tableau 4.9 - Estimation du taux moyen d'arrivée et des paramètres de la loi 
binomiale négative pour chaque demi-heure avec les données du centre C2. 
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~? .. rt Données PPNH PPDS PPD::; NORTA NORTA 
d'heure (spline) (constante) (réduit) 
95.10±0.1O 95.01±0.;tl) 1I4.fti±u.48 94.94±0.48 
8hl5-8h30 127.01 (3.41) 131. 15±0.12 127.08::1:0.30 131.22::1:0.31 126.88::1:0.61 126.99::1:0.60 
8h3()'8h45 183.27 (4.65) 177.91::1:0.14 182.85::1:0.39 178.12::1:0.39 182.70::1:0.78 183.00::1:0.77 
8h45-9hOO 301.80 (6.32) 339.76::1:0.19 301.98::1:0.59 339.49±0.66 301.61::1:1.04 302.29::1:1.04 
9hO().9h15 918.96 (19.65) 869.98::1:0.30 919.00::1:1.59 870.23::1:1.51 916.75::1:3.20 92.147::1:3.22 
9h15-9h30 888.16 (16.74) 909.43::1:0.31 887.13::1:1.55 909.35±1.58 886.37±2.65 888.87±2.65 
9h3()'9h45 1051.27 (15.88) 1041.14::1:0.33 1049.82±1. 79 1041.95±1. 78 1049.42::1:2.68 1050.33±2.66 
9h45-10hOO 1178.47 (15.24) 1188.86±0.36 1178.70±2.01 1189.23::1:2.03 1177.00±2.42 1178.55±2.41 
lOhQ().lOh 15 1420.59 (16.96) 1408.81::1:0.39 1421. 13±2.41 1409.58::1:2.37 1418.71::1:2.74 1421.31±2.74 
lOhl5-10h30 1511.34 (15.21) 1515.91::1:0.40 1511.84::1:2.54 1516.57::1:2.54 15lO.52::1:2.77 1513.67::1:2.75 
10h30-10h45 1806.43 (15.67) 1601.66::1:0.41 1606.36::1:2.69 1602.20::1:2.68 1605.03±2.48 1606.06±2.47 
10h45-11h00 1640.75 (16.63) 1642.79::1:0.42 1640.12±2.74 1642.34::1:2.75 1639.34::1:2.78 1641.28::1:2.75 
11hQ().l1h15 1686.77 (15.85) 1677.45::1:0.42 1885.66::1:2.82 1677.84::1:2.80 1682.73::1:2.68 1685.38::1:2.65 
11h15-11h30 1684.52 (19.28) 1680.1O±0.42 1685.16::1:2.82 1680.69±2.83 1683.48::1:3.09 1685.57±3.06 
llh3()'1lh45 1688.83 (18.10) 1680.19::1:0.42 1688.61::1:2.85 1679.90±2.82 1686.53::1:3.08 1688.59::1:3.06 
11h45-12hOO 1678.15 (17.19) 1674.50::1:0.42 1676.60::1:2.81 1674.16±2.82 1674.07::1:2.98 1675.25::1:2.95 
12hO().12h15 1641.98 (18.27) 1644.26±0.42 1644.53::1:2.75 1644.47::1:2.76 1644.48::1:3.15 1645.12::1:3.12 
12hl5-12h30 1606.03 (17.92) 1605.68::1:0.42 1604.90::1:2.69 1605.76::1:2.69 1603.64±3.02 1604.60::1:2.97 
12h3()'12h45 1573.34 (18.lO) 1571.30±0.41 1574.05±2.63 1571.63±2.65 1573.96::1:2.93 1574.42::1:2.89 
12h45-13h00 1508.40 (17.86) 1508.80::1:0.40 1507.48±2.52 1509.09::1:2.54 1506.67::1:2.87 1506.68::1:2.86 
13hO().13h15 1466.90 (16.97) 1470.92±0.40 1468.43±2.48 1470.83::1:2.48 1468.23::1:2.89 1468.16±2.88 
13h15-13h30 1486.48 (16.98) 1485.13::1:0.40 1484.13::1:2.50 1484.94::1:2.49 1483.29::1:2.94 1484.17::1:2.94 
13h3()'13h45 1507.72 (16.71) 1503.60±0.40 1507.35::1:2.53 1503.79±2.52 1505.70::1:2.95 1506.10::1:2.95 
13h45-14h00 1492.07 (17.26) 1495.47±0.40 1492.41::1:2.50 1495.31::1:2.52 1491.62::1:2.99 1492.06::1:2.98 
14hO().14h15 1516.52 (16.96) 1514.20::1:0.40 1518.26±2.57 1514.33±2.55 1517.35::1:2.98 1516.83::1:2.96 
14hl5-14h30 1497.66 (20.17) 1503.24::1:0.40 1501.14±2.53 1503.21::1:2.54 1499.72::1:3.13 1500.66::1:3.10 
14h3()'14h45 1498.20 (18.97) 1495.29±0.40 1499.06::1:2.52 1495.81::1:2.53 1498.74::1:3.22' 1498.87::1:3.19 
14h45-15h00 1446.48 (19.40) 1451. 70±0.39 1447.33±2.44 1451.51±2.46 1446.86::1:3.10 1447.18±3.07 
15hO().15h15 1454.90 (20.45) 1451.66±0.40 1455.31±2.46 1451. 78±2.46 1455.22::1:3.12 1454.89::1:3.09 
15h15-15h30 1427.24 (16.94) 1430.08::1:0.39 1427.76::1:2.40 1430.50::1:2.40 1426.93±2.99 1427.05::1:2.94 
15h3()'15h45 1422.53 (18.91) 1420.35±0.39 1422.82±2.40 1420.00::1:2.40 1421.97::1:3.04 1421.66±3.02 
15h45-16h00 1393.32 (18.59) 1397.04±0.39 1393.94::1:2.36 1397.55::1:2.36 1393.93::1:3.08 1393.50±3.04 
16hO().16h15 1407.55 (14.95) 1405.06±0.39 1407.71±2.38 1405.80::1:2.37 1406.51::1:2.73 1405.82::1:2.70 
16h15-16h30 1403.72 (14.97) 1405.03::1:0.39 1404.32::1:2.37 1405.24::1:2.37 1403.91::1:2.55 1403.15::1:2.52 
16h3()'16h45 1420.17 (16.28) 1422.1O±0.39 1419.41::1:2.40 1422.31±2.40 1419.02±2.68 1419.04::1:2.67 
16h45-17hOO 1474.37 (16.04) 1469.05±0.40 1473.64±2.48 1469.17::1:2.49 1471.30::1:2.83 1470.45::1:2.80 
17hQ().17h 15 1469.39 (18.44) 1470.99::1:0.39 1469.24::1:2.48 1471.23::1:2.49 1468.34::1:3.08 1467.81::1:3.04 
l1hl5-17h30 1464.41 (17.61) 1462. 72±0.40 1464.56±2.48 1463.38::1:2.47 1464.72::1:2.78 1462.94::1:2.76 
17h3()'17h45 1428.02 (15.64) 1426.44::1:0.39 1427.91::1:2.41 1426.95::1:2.41 1428.10::1:2.67 1426.44::1:2.64 
17h45-18h00 1323.27 (16.03) 1312.18::1:0.38 1323.04±2.23 1312.13::1:2.23 1322.48::1:2.61 1321.21::1:2.60 
18hQ().18h15 1055.59 (14.87) 1064.02±0.33 lO56.10::l:1.80 1063.65::1: 1.82 1055.85::1:2.38 1054.56±2.36 
18hl5-18h30 903.75 (13.78) 904.23±0.31 902.19::1:1.56 904.00::1:1.57 902.15::1:2.49 901.07::1:2.46 
18h3()'18h45 816.60 (12.70) 820.02::1:0.30 818.66::1:1.43 819.98::1:1.44 818.41::1:2.03 817.57±2.02 
18h45-19hOO 750.53 (ll.IB) 746.89±0.28 751.32±1.32 747.16::1:1.31 751.04::1:1.82 750.04::1:1.81 
19hQ().19h15 634.84 (9.33) 640.08±0.26 633.69::1:1.13 640.21::1:1.14 635.15::1:1.61 632.97::1:1.59 
19h15-19h3O 593.79 (9.52) 590.70±0.25 594.1l± 1.07 591.36::1:1.07 594.39::1: 1.53 593.52::1:1.52 
19h30-19h45 543.40 (7.36) 550.60::1:0.24 544.14±0.99 551.00::1:0.99 545.47::1:1.32 543.86::1:1.31 
19h45-20h00 504.09 (8.26i 476.75::1:0.23 503.54::1:0.91 476.61::1:0.87 504.34::1:1.47 503.18::1:1.45 
Tableau 4.10 Le nombre moyen d'arrivées par quart d'heure pour une journée 
de 8hOO à 20h00 au centre 02. Les données empiriques sont présentés avec l'écart-
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Figure 4.19 - Comparaison des modèles selon le coefficient de variation pour chaque 
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Figure 4.20 - Comparaison des modèles selon les corrélations estimées entre les 
différentes parties de la journée dans le centre C2. 
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sus NORTA permet de capter ces variations au niveau des corrélations, puisqu'il 
permet de générer des arrivées avec les quantités de corrélations désirées (celles 
des données), alors que le processus de Poisson doublement stochastique permet de 
générer des arrivées avec des quantités élevées de corrélations. Ceci explique l'écart 
entres les corrélations dans le graphique 4.20 et le succès obtenus avec le modèle 
NORTA et à un degré moindre le modèle NORTA réduit. Il faut rappeler ici qu'avec 
le processus de Poisson doublement stochastique' que nous présentons le vecteur 
aléatoire X, qui représente le nombre d'arrivées par intervalles de temps, suit une 
loi multinomiale négative et que la corrélation entre chaque couple d'éléments de 
X est toujours positive et elle tend à sur estimer les corrélations réelles. 
CHAPITRE 5 
LES ARRIVÉES AU CENTRE D'APPELS D'UNE BANQUE 
5.1 Description du centre d'appels C3 
Ce centre reçoit des appels en provenance de 4 états américains: New York, 
Pennsylvanie, Rhode Island et Massachussetts. Il est ouvert pendant 24 heures, 
les 7 jours de la semaine. Pendant les jours fériés le centre est ouvert, mais avec 
un personnel réduit. La grande majorité des appels arrivent au début au système 
automatique VRU ("Voice Response Unit") et une autre partie des appels sont 
transférés directement à partir des lignes d'informations et quelques appels abou-
tissent directement à des agents. Près de 20% de ces appels continuent à travers ce 
système dans le but de solliciter la communication directe avec un agent. La banque 
, 
de données mise à notre disposition contient les détails sur cette proportions des 
appels qui attendent pour parler à un agent libre. 
Ce centre emploie entre 900 et 1 200 agents les jours de semaine et entre 200 
et 500 pour le samedi et dimanche. Le nombre total des appels qui aboutissent 
au système VRU, ainsi que les autres types, se situe entre 200 000 et 270 000 la 
) 
semaine, entre 120 000 et 140 000 le samedi et entre 60 000 et 100 000 le dimanche. 
5.2 Analyse descriptive des données 
Au départ, nous disposons de données s'étalant sur près de deux ans. Après 
avoir identifié et éliminé les journées spéciales et les journées où il y avait des 
problèmes et des difficultés pour collecter les données, nous avons pu garder un 
total de 389 jours. 
En deUxième étape, nous avons procédé à l'élimination de l'effet du jour de la 
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semaine. Il parait évident dès le début que le samedi et dimanche ne ressemblent 
pas aux autres jours. Dans le tableau 5.1, nous présentons le volume moyen des 
appels reçus pour chaque type de jour avec la marge d'erreur, en supposant bien sur 
que les journées sont indépendantes. Les volumes d'appels sont plus élevés pendant 
la semaine que le samedi et dimanche. Dans le graphique 5.1 des diagrammes en 
boites, on peut aussi constater une ressemblance entres les arrivées de mercredi, 
jeudi et vendredi. Les autres jours présentent des différences. 
,. 
A l'intérieur d'une journée, on enregistre le niveau d'appels le plus élevé entre. 
10h00 et 12h00 et le niveau baisse un peu jusqu'à 18h00. Par la suite, le nombre 
d'appels continue de baisser et de minuit jusqu'à 7h du matin on observe le niveau 
le plus bas. Nous présentons dans le graphique 5.3 le nombre moyen d'appels par 
périodes de demi-heures dans une journée du type mercredi, jeudi ou vendredi et 
dans le graphique 5.2 celui du volume moyen d'appels reçus pour tous les jours de 
la semaine. Dans le graphique 5.4, nous présentons la série du volume total des 
arrivées pour ces journées. 
Nous commençons tout d'abord par éliminer l'effet du jour de la semaine et 
avoir des journées semblables. Avec les graphiques 5.1 et 5.2, nous remarquons 
déjà que mercredi, jeudi et vendredi se ressemblent, lundi et mardi sont différents, 
alors que dimanche et samedi sont complètement différents des autres journées. 
Nous avons enlevé les journées où le système d'enregistrement des données a mal 
fonctionné, tel que mentionné par Trofimov et al. [88]. A cet effet, nous avons utilisé 
la méthode basée sur l'étendue inter quartiles (EIQ). Dans la suite du trayail et 
pour l'application des modèles, nous considérons donc seulement les jours du type 
mercredi, jeudi et vendredi, soit un total de 143 jours. 
En ce qui concerne les arrivées par période de temps dans la journée, nous avons 
considéré seulement 34 périodes de 30 minutes chacune de 7hOO à minuit. Pendant 
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Figure 5.1 - Diagrammes en boîtes pour le volume d'appels par type de journée 
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Figure 5.2 - Nombre moyen d'arrivées par intervalle de temps et par type de journée 
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Figure 5.3 - Nombre moyen d'arrivées par intervalle de temps pour une journée de 
type mercredi, jeudi ou vendredi dans le centre C3. 
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Figure 5.4 - Série du volume d'appels reçus par jour de mercredi à vendredi dans 
le centre C3. 
la période de temps de minuit à 7hOO, il y a très peu d'appels par rapport aux 
autres périodes de la journée et pour cela nous n'avons pas considéré cette période. 
Nous allons donc appliquer les modèles NORTA, NORTA réduit et le processus 
de Poisson doublement stochastique pour capter la dépendance intra-journalière. 
Nous supposons donc que les arrivées d'une journée à l'autre sont indépendantes. 
5.3 Application et comparaison des modèles 
La présente section fournit un résumé des résultats obtenus avec la simulation 
des arrivées au centre d'appels C3 selon les différents modèles proposés. Nous avons 
procédé à la simulation des arrivées par intervalle de temps sur 35 750 journées 
indépendantes. Nous ne disposons pas d'autres données pour la simulation du centre 
au complet. Nous avons fait intervenir la méthode "bootstrap" pour les intervalles 
de confiance pour les données empiriques avec 250 réplications des 143 journées 
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observées pour donner un total de 35750 journées pour les données. 
Pour le modèle NORTA réduit, nous avons encore considéré le critère Ale pour 
sélectionner le modèle adéquat pour les corrélations. Nous avons obtenu les résultats 
suivants : -2295.59 pour le modèle 1, -2315.63 pour le modèle 2 et -2312.80 pour 
le modèle 3. Nous avons donc opté pour le deuxième modèle, donné en (3.48), et 
les estimations des paramètres, par la méthode des moindres carrés non linéaires, 
a donné les résultats suivants : 
Îh = -1.60 x 10-5 ± 1.96 x 10-5 
P2 = 1.44 X 10-3 ± 9.16 x 10-4 
P3 = -0.0622 ± 0.012 
P4 = 0.900 ± 0.041, 
avec une erreur standard {JE (écart-type des résidus) de 0.0201 pour ce modèle, et 
de 0,.0216 et 0.0202 pour les modèle 1 et 3, respectivement. 
En premier lieu, nous présentons dans le tableau 5.2 le résultats des estimations 
des paramètres de la loi binomiale négative pour chaque distribution marginale du 
nombre d'arrivées par période de temps, ainsi que le nombre moyen d'appels reçus 
à chaque période. Dans le tableau 5.3, nous présentons les résultats de la simulation 
des arrivées par intervalle de temps et par type de modèle. Nous remarquons q~e 
le processus NORTA, ainsi que sa version réduite donne des résultats très proches 
de ce qui est observé. Rappelons que dans ce dernier modèle les corrélations de 
rang échantillonnales satisfont la relation (3.48). Dans les graphique 5.6 et 5.7, 
nous pouvons aussi remarquer l'avantage du processus de NORTA par rapport 
aux autres modèles. De point de vue des corrélations, les modèles basés sur le 
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Figure 5.5 - Modèles pour les corrélations TG dans le centre C3, (graphique pour 
i = 14 et j = 1, ... ,35). 
taux constante par morceau pour le taux, tendent à surestimer les corrélations 
théoriques. Les résultats sont meilleurs avec le modèle NORTA, mais un peu moins 
bons avec le modèle NORTA réduit. Même constatation de point de vue coefficient 
, ' , 
de variation, les modèles NORTA et NORTA réduit donnent des résultats très 
proches de celles obtenus avec les données, alors que les autres modèles tendent à 
sous-estimer ces coefficients. 
De façon générale, le processus de Poisson non homogène donne des résultats 
moins satisfaisants, du moment qu'il ne modélise pas la dépendance entre les 
différentes parties de la journée. Le processus de Poisson doublement stochastique 
donne de meilleurs résultats, mais une fois de plus nous remarquons que ce modèle 
introduit des corrélations positives entre les arrivées de toutes les périodes de temps 
dans la journée, alors qu'en réalité cette corrélation s'approche de zéro entre des 
intervalles de temps éloignés dans la journée. Ceci explique l'écart sur le graphique 
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Période Il 
7hOO-7h30 615.7±15.8 45.7 0.069 
7h30:-8hOO 713.4±14.6 70.1 0.090 
8h00-8h30 1292.1±20.1 122.5 0.087 
8h30-9hOO 1863.5±24.4 169.7 0.083 
9hOO-9h30 2847.7±33.4 207.2 0.068 
9h30-lOhOO 3275.9±40.3 192.8 0.056 
10h00-10h30 3357.0±38.5 223.2 0.062 
10h30-11h00 3376.0±39.3 219.9 0.061 
11h00-11h30 3311.4±38.2 222.6 0.063 
11h30-12h00 3197.6±37.0 224.0 0.065 
12hOO-12h30 3039.2±33.6 244.0 0.074 
12h30-13h00 2968.8±35.1 212.9 0.067 
13h00-13h30 2949.8±34.4 219.4 0.069 
13h30-14h00 2954.2.±32.5 248.6 0.078 
14h00-14h30 2957.8±33.0 239.4 0.075 
14h30-15h00 2960.2±32.6 244.2 0.076 
15h00-15h30 2879.7±32.2 234.7 0.075 
15h30-16h00 2817.6±32.0 225.2 0.074 
16h00-16h30 2539.5±29.4 216.2 0.078 
16h30-17h00 2174.8±28.9 159.2 0.068 
17h00-17h30 1657.t±24.9 124.5 0.070 
17h30-18hQO 1382.9±19.5 146.9 0.096 
18h00-18h30 1158.5±17.5 128.9 0.100 
18h30-19h00 1001.1±16.8 102.7 0.093 
19h00-19h30 873.8±15.7 91.4 0.095 
19h30-20h00 783.3±16.5 64.6 0.076 
20h00-20h30 621.9±13.9 58.9 0.086 
20h30-21h00 560.2±16.2 37.7 0.063 
21h00-21h30 507.0±13.9 39.0 0.071 
21h30-22h00 442.5±11.7 41.3 0.085 
22h00-22h30 386.6±1O.7 38.6 0.091 
22h30-23h00 323.8±9.0 39.0 0.107 
23h00-23h30 254.7±6.6 48.2 0.159 
23h30-24h00 196.3±4.7 61.9 0.240 
Tableau 5.2 - Estimation du taux moyen d'arrivée et des paramètres de la loi 
binomiale négative pour chaque intervalle de demi-heure avec les données dans le 
centre C3 
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Données PPNH PPDS PPDS NORTA NORTA 
Période (spline) (constante) (spline) (réduit) 
7h00-7h30 615.54 \7.9~! 632.77±0.26 615.90±0.84 632.88±0.46 616.17± 1.85 614.10±1.84 
7h30-8hOO 713.71 (7.34) 750.04±0.28 713.49±0.96 750.46±0.53 713. 77± 1. 75 711.61 ± 1. 75 
8h00-8h30 1292.23 (10.27) 1277.54±0.37 1291.72±1.62 1278.38±0.85 1292.71±2.41 1290.24±2.40 
8h30-9hOO 1862.56 (12.50) 1896.30±0.46 1863.51±2.30 1896.92± 1.21 1864.57±2.95 1860.94±2.94 
9h00-9h30 2848.55 (18.30) 2812 .32±0.55 2846.97±3.38 2814.11±1.76 2850.99±4.04 2845.16±4.00 
9h30-10hOO 3275.19 (19.06) 3264.07±0.60 3277.03±3.89 3264.75±2.03 3280.96±4.79 3273.07±4.75 
10hOO-l0h30 3355.41 (18.30) 3355.35±0.60 3357.79±3.98 3357.54±2.08 3362.08±4.56 3354 .89±4.54 
10h30-11hOO 3376.32 (18.77) 3371.M±0.60 3375.41±3.99 3372.38±2.08 3380.51±4.64 3373.15±4.59 
Il hOO-llh30 3311.58 (18.63) 3309.99±0.60 3311.72±3.92 3310.95±2.06 3315.88±4.53 3308.44±4.45 
Il h30-12hOO 3196.71 (18.73) 3194.33±0.59 3197.89±3.79 3195.78±1.98 320l.60±4.39 3194.60±4.33 
12hOO-12h30 3038.29 (16.82) 3044.91±0.57 3039. 14±3.60 3045.96± 1.89 3043.34±3.98 3034.53±3.96 
12h30-13hOO 2969.13 (19.14) 2970.96±0.56 2969.88±3.55 2971 .08±1.85 2972.86±4.18 2965.83±4.15 
13hOO-13h30 2949 .62 (17.40) 2951. 12±0.56 29W.23±3.51 2951.84±1.84 2954.28±4.11 2947.64±4.05 
13h30-14hOO 2954.38 (16.46) 2953 .98±0.56 2955 .03±3.51 2955 .09± 1.84 2957.88±3.88 2950.70±3.82 
14hOO-14h30 2956.94 (17.46) 2959.30±0.56 2958.42±3.51 2960.23±1.84 2961.57±3.94 2954 .21±3.88 
14h30-15hOO 2960.56 (15 .63) 2954 .76±0.57 2960.38±3.52 2955.31± 1.84 2963.90±3.93 2956.94±3.85 
15h00-15h30 2879.12 (16.79) 2883 .76±0.56 2880.05±3.43 2885.25±1.80 2883.74±3.88 2876.62±3.83 
15h30-16hOO 2818.38 (17.20) 2804 .61 ±0.55 2818.06±3.35 2805.00±1.75 2821.00±3.87 2813.89±3.83 
16hOO-16h30 2538.79 (15 . 12) 2539.73±0.52 2539.73±3.07 2540.43± 1.60 2540.38±3.56 2536.91±3.53 
16h30-17hOO 2174.84 (14.57) 2162 .82±0.48 2175.00±2.64 2163.90±J.37 2174.83±3.53 2173.13±3.51 
17hOO-17h30 1656.85 (12 .25) 1673.19±0.42 1657.37±2.03 1673.80±1.08 1656.69±3.00 1655.15±3.03 
17h30-18hOO 1382.73 (9.88) 1381.46±0.39 1383.38±1.73 1382.17±0.9 1 1382.32±2.35 1382.06±2.37 
18hOO-18h30 1158.04 (7.86) 1162.34±0.36 1158.36± 1.46 1163.04±0.78 1157.53±2.13 1157.24±2.12 
18h30-19hOO 1001.17 (8. 15) 1 OOJ.J6±0.33 1000.14±1.29 l001.26±0.68 1000.33±2.05 999.34±2.03 
19hOO-19h30 873.99 (7.28) 877.33±0.31 873.34± 1.15 877.52±0.60 873.71 ± 1.88 872.84± 1.88 
19h30-20hOO 783.19 (7.68) 777.40±0.29 783.30±1.05 777.82±0.54 873.71 ± 1.88 872.84±1.88 
20hOO-20h30 621 .82 (6.73) 628.82±0.26 621.88±0.86 628.80±0.45 621.98±1.67 621.82±1.66 
20h30-21hOO 559.88 (8.41) 559.31±0.25 560.14±0.79 559.75±0.41 560.44±1.86 560.31±1.84 
21hOO-21h30 1106.95 (7.41) 506.38±0.23 506.90±0.73 506.63±0.38 507.33±1.65 506.21±1.64 
21h30-22hOO 442.33 (5.99) 443. 16±0.22 442.65±0.64 443.33±0.34 442.78±1.41 442.40±1.41 
22hOO-22h30 386.58 (5.52) 386.27±0.21 386.74±0.58 386.13±0.31 386.61±1.29 386.37±1.28 
22h30-23hOO 323.53 (4.34) 323.43±0.19 323.84±0.5 1 323.63±0.27 323.88± 1.09 323.47±1.08 
23h00-23b30 2114.93 (3.65) 255 .47±0. 17 254 .68±0.43 255.38±0.22 254.89±0.79 254.82±0.79 
23h30-24hOO 196.26 (2.50) 196.33±O. 11> 196.19±0.35 196.38±0.19 196.40±0.56 196.16±0.57 
Tableau 5.3 - Le nombre moyen d'arrivées par intervalle de temps pour une journée 
dans le centre C3. Les données empiriques sont comparées avec des données simulées 
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Figure 5.6 '- Comparaison des modèles selon les corrélations estimées entre les 
différentes parties de la journée dans le centre C3. 
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Figure 5.7 - Comparaison des modèles selon le coefficient de variation pour chaque 
intervalle de temps dans le centre C3. 
5.6. Rappelons que les corrélations Pm, m = 1, . _ .,33, dans ce graphique sont cal-
culées avec la même formule donnée en (4.2), avec 34 périodes pour le centre C3. 
Nous remarquons que c'est le modèle NORTA qui affiche sa supériorité et qui per-
met de donner des résultats très proche de la réalité. Le modèle NORTA réduit 
semble être moins bon de point de vue des corrélations. Mais nous remarquons 
qu'il fait quand même mieux que le processus de Poisson doublement stochastique. 
Ce modèle se présente comme un bon compromis entre les deux autres modèles, 
puisqu'il permet de réduire le nombre de paramètres à estimer tout en respectant 
la dépendance, mais en s'éloignant un peu de la structure de corrélation initiale. 
CHAPITRE 6 
MODÈLES DE SÉRIES CHRONOLOGIQUES POUR LES 
ARRIVÉES DANS UN CENTRE D'APPELS 
6.1 Modèles pour les appels au service du 911 
6.1.1 Modèles de planification pour les systèmes médicaux d'urgence 
dans la littérature 
Les modèles que nous présentons dans ce chapitre sont motivés par la disponi-
bilité des données observées sur les appels téléphoniques au service 911 de la ville 
de Calgary, en Alberta._ 
Depuis les années 70, plusieurs études ont été réalisées sur des modèles de pla-
nificationpour les Systèmes Médicaux d'Urgence (SMU), aussi bien que le service 
d'incendies et le service de police. Green et Kolesar [34] ont récemment fourni une 
perspective sur l'impact de ces modèles de planification sur l'aide aux décisions et 
sur le bon fonctionnement de ces systèmes. Ces mêmes auteurs ont aussi fourni une 
description des modèles proposés dans la littérature sur ce sujet. Swersey [87] a 
présenté une revue de la littérature théorique sur ce thème et a étudié le problème 
d'optimisation pour la localisation des services d'urgence, alors que Goldberg [33] 
a présenté une revue détaillée plutôt sur le coté pratique de ce sujet et les travaux 
réalisés pendant une période de 35 ans. 
Des exemples récents sur des modèles de planification et des modèles de simu-
lation ont été présentés par Henderson et Mason [40], par exemple. Leur modèles 
d'optimisation concernent l'affectation des ambulances (nombre nécessaire, empla-
cements ... ) dans la ville d'Auckland, en Nouvelle-Zélande. Dans le même contexte, 
Ingolfsson et al. [43] ont étudié l'impact de l'utilisation d'une station unique, pour 
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les départs et les arrivées des· ambulances qui ont la même période de travail, sur 
l'optimisation du service des ambulances dans la ville d'Edmonton, en Alberta. 
Il y a eu aussi des modèles analytiques de files d'attente, notamment le modèle 
de files d'attente hypercube dans le contexte d'affectation et de déploiement des 
ambulances [53, 54], ainsi que des modèles d'optimisation pour la localisation des 
unités de soins. 
En général, les modèles de files d'attente supposent que les arrivées des appels 
suivent un processus de Poisson, une hypothèse qui est soutenue par des arguments 
aussi bien théoriques [39] qu'empiriques [37, 95]. Des études empiriques tant pour 
un système médical d'urgence (SMU) que pour d'autres services montrent qu'un 
taux d'arrivée variable dans le temps, ou même stochastique, d'un processus de 
Poisson décrit bien la réalité dans les centres d'appels [4, 13]. Si le taux d'arrivée 
varie beaucoup pendant une heure donnée, il est donc inapproprié de l'approximer 
par un taux constant et il est plus prudent de considérer des périodes de temps 
plus courtes, par exemple des demi-heures. Ainsi, ce modèle basé sur le proces-
sus de Poisson non homogène devient plus plausible dans des études analytiques 
ou des simulations. Pour illustration, supposons que les appels arrivent pendant 
l'heure h suivant un processus de Poisson avec un taux qui reste constant pendant 
l'heure. Alors, conditionnellement au nombre d'appels reçus pendant toute l'heure, 
les instants d'arrivées individuels sont indépendants et uniformément distribuées 
[75, Sections 4.5-4.6]. Cette propriété est aussi valable pour un processus de Poisson 
avec un taux d'arrivée stochastique. 
Dans notre travail, nous présentons des modèles pour le taUx d'arrivée pendant 
une partie ou durant les heures de la journée. Nous fournissons les détails dans 
les sections 6.1.4 et 6.1.5 et nous montrons l'utilité de ces modèles dans toute 
simulation et étude analytique où les arrivées suivent un processus de Poisson. 
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Goldberg [33] a montré la grande utilité des prévisions des arrivées des ap-
pels dans les centres, et a déploré le peu d'études systématiques réalisés dans ce 
sens. Dans son travail, il a classifié les modèles utilisés dans littérature en deux 
catégories: (1) des modèles pour la distribution du volume d'appels en fonction 
de variables démographiques et (2) des modèles pour le volume d'appels évoluant 
dans le temps. 
Dans la première catégorie, Kamenetskyet al. [47] ont présenté la littérature 
avant 1982 et ont proposé des modèles de régression pour les prévisions du volume 
d'appels au SMU en fonction de la population, de l'emploi et deux autres variables 
démographiques. Dans leur modèle les variables utilisées ont expliqué la plupart 
de la variation (R2 = 92%) et les données ont couvert 200 unités de soins le sud-
ouest de la Pennsylvanie, aux États-Unis. Dans un article plus récent et dans la 
même catégorie, McConnell et Wilson [65] ont mis le point sur une autre variable 
importante dans l'explication du volume d'appels. Il s'agit de la distribution par 
âge de la population. 
Notre travail tombe dans la deuxième catégorie, du fait que nous présentons des 
modèles de séries chronologiques pour les arrivées journalières et par heure. Ces 
modèles permettront de faire des prévisions dans les centres d'appels au service 911 
dans la ville de Calgary, en Alberta. En général, le volume d'appels qui arrivent à 
ce type de centre varie beaucoup entre les jours de semaine et les jours de la fin 
de semaine [37, 95]. Parmi les travaux réalisés dans le passé sur les prévisions des 
appels au service SMU, il y a celui de Mabert [62] qui a analysé les arrivées des 
appels d'urgence au département de police de la ville d'Indianapolis, en Indiana, 
aux États-Unis. Il a considéré plusieurs méthodes simples basées sur les modèles 
saisonniers et a constaté qu'un modèle ARIMA simple [9] donnait de meilleurs 
résultats dans son cas. Baker et Fitzpatrick [6] ont utilisé le- modèle de lissage 
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exponentiel de "Winter" pour les prévisions des appels journaliers reçus dans le 
centre d'appels d'urgence au SMU. 
Pour les prévisions du volume d'appels journaliers qui arrivent au centre d'appel 
spécialisé dans la télé-vente de détails, Andre~s et Cunningham [3] ont utilisé 
un modèle ARIMA avec une fonction de transfert pour les journées spéciales; ils 
ont utilisé des variables indicatrices pour les jours où les catalogues sont envoyés 
aux clients actuels ou potentiels. Bianchi et al. [8] ont aussi utilisé un modèle 
ARIMA pour les prévisions des appels reçus quotidiennement dans un centre de 
télé-vente. Ils ont comparé ce modèle avec celui de "Holt-Winters" et ont aussi 
montré l'avantage de prendre en considération les journées spéciales. Tych et al. 
[89] ont présenté des modèles de prévision pour les arrivées par heure dans un 
centre d'appels d'une banque en utilisant un modèle relativement complexe avec 
les composantes non observées appelé la régression harmonique dynamique, qui a 
donné de meilleurs résultats qu'un modèle ARIMA saisonnier dans leur cas. Brown 
et al. [13] ont développé une méthode pour les prévisions du taux d'arrivée dans des 
périodes de temps au cours d'une journée, notamment avec un modèle autorégressif 
basé sur le volume d'appels du jour précédent. '" 
Tout récemment Shen et Huang [80] ont présenté des modèles de prévision pour 
le volume d'appels par jour et par intervalles de temps dans une même journée. 
Ils ont considéré un vecteur qui représente le profil du jour pour les· arrivées par 
intervalles de temps et l'ont traité comme une série chronologique multivariée. Ils 
ont procédé à la réduction de la dimension de ce vecteur en utilisant la méthode 
de décomposition en valeurs singulières de la matrice qui représente les données 
observées dans un centre d'appels. Par la suite ils ont utilisé un modèle de série 
chronologique univariée pour le nombre d'arrivées par jour pour ensuite combiner 
les deux modèles afin d'obtenir des prévisions des arrivées à l'intérieur d'une journée 
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en supposant que le profil du jour ne varie pas à un horizon proche. Pour mettre 
à jour les prévisions dans le cas où une partie de la journée est déjà observée, ils 
ont proposé une méthode basée sur les moindres carrées pénalisées qui combine les 
l'information observée avec les prévisions faites sur la même période. 
Weinberg et al. [92] ont présenté un modèle multiplicatif pour les prévisions du 
taux d'arrivée dans un centre d'appels téléphoniques dans le cas où ces arrivées 
suivent un processus de Poisson non homogène. Leur modèle est en fait basé sur 
celui de Brown et al. [13]. L'estimation des paramètres est faite sur la base de 
données observées dans un centre d'appels d'une banque commerciale américaine 
et elle est faite à l'aide des méthodes Monte Carlo par chaînes de Markov. Ces 
méthodes permettent d'obtenir, par simulation, tin échantillon d'une loi quelconque 
sans simuler directement celle-ci, mais plutôt une chaîne de Markov. Ils ont montré 
que leur modèle donne de meilleurs résultats pour le cas du centre étudié que des 
modèles additifs qui tiennen~ .compte de l 'heure de la journée, du jour de la semaine 
et un effet croisé. 
Les normes de niveau de service pour les systèmes SMU sont des mandataires 
incomplets comparés au rôle très important que jouent tels systèmes, à savoir sau-
" ' 
ver des vies et prévenir la souffrance, voir, par exemple, .Erdogan et al. [29] pour une 
discussion de modèles qui essaient de quantifier de tels buts plus explicitement. La 
satisfaction de ces normes de niveau de service n'est certes pas une tâche facile, mais 
c'est un problème d'intérêt économique et social substantiel de diriger des systèmes 
SMU efficacement. L'incertitude et l'environnement stochastique p0ur le volume 
d'appels complique le processus, surtout pour déterminer les niveaux de recrute-
ment du personnel SMU et de l'équipement. Il est donc très important de modéliser 
correCtement la nature stochastique du volume d'appels et particulièrement faire 
des prévisions dans le futur. Ceci explique largement la motivation pour construire 
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des modèles de prévisions pour les appels à court, à moyen et à long terme de façon 
la plus efficace possible. 
Parmi les mesures de performance pour un système SMU et d'une manière ca-
ractéristique, nous pouvons citer la fraction d'appels qui sont satisfaits au bout d'un 
temps bien défini, à partir de l'instant que l'appel a été fait. Bien qu'il n'existe pas 
des normes universelles [67], on considère que le temps de réponse commence quand 
l'évaluation d'appel débute et il se termine lorsque ambulance atteint l'adresse de 
l'appel. On peut aussi citer d'autres mesures de performance comme le temps d'at-
tente au téléphone avant quiun opérateur du 9i1 réponde; par exemple, 90% dans 
10 secondes ou moins, ou 95% dans 5 secondes ou moins [68]. On peut aussi regar-
der le temps moyen passé dans l'évaluation de l'appel, le temps moyen mis avant 
d'être dans le lieu, ainsi que le temps moyen passé à l'hôpital. 
Les décisions principales dans la gestion du personnel et des ambulances re-
posent essentiellement sur les modèles de prévision du volume d'appels à court et 
à moyen terme (quelques jours à quelques semaines dans l'avenir). Les prévisions à 
long terme sont nécessaires pour le plan stratégique d'expansion du système ou de 
réorganisation. Pour le terme plus court (l'intérieur d'une journée), les prévisions 
sont généralement utiles pour des décisions immédiates comme les réunions ou 
la réorganisation des pauses-café des agents, ainsi que pour l'appel de ressources 
supplémentaires. 
6.1.2 Description du centre d'appels étudié C4 
La majorité des grandes villes dans les pays industrialisés disposent d'un système 
de services médicaux d'urgence (SMU) qui fournissent les soins médicaux primaires 
à des personnes malades ou blessées, et assurent le transport de ces personnes vers 
des établissements de soins médicaux. La demande pour de tels services augmente 
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constamment dans ces pays à cause de l'accroissement et surtout le vieillissement 
de la population. 
Presque toute la demande aux systèmes SMU arrive par téléphone en composant 
un numéro d'urgence (911 en Amérique du Nord). Les appels qui arrivent à ce 
numéro sont au départ acheminés à trois services différents, soit le service SMU, 
le service des incendies ou le service de police dépendamment de l'intervention 
demandée. Nous nous concentrons seulement sur les appels acheminés au service 
SMU et nous étudierons spécifiquement le centre d'appels au 911 dans la ville 
de Calgary, en Alberta. Les données observées dont nous disposons concernent ce 
centre pour une période s'étalant sur 4 années. 
Chaque appel qui arrive au centre d'appels 911 est directement pris en charge 
par un agent qui évalue la nature et l'importance de l'incident. Au cours de cette 
première étape, l'agent peut aussi fournir des instructions à une personne présente 
sur la scène sur les procédures des premiers soins en attendant l'arrivée d'une 
ambulance. Une fois que l'adresse est connue, ainsi que la nature et l'importance 
de l'incident, une ambulance est dépêchée sur les lieux. Cette étape est généralement 
débutée au cours de la première, c.-à.-d. qu'en même temps l'agent traite l'appel, 
l'ambulance etl'équipage du véhicule sont en route vers la scène de l'appel, où ils 
évaluent la situation et fournissent des soins médicaux sur place et déterminent par 
la suite si le transport à un éta.blissements de soins médicaux est nécessaire ou non. 
En général, près de 75% des cas nécessitent le transport à un centre médical. Le 
personnel accompagne le patient jusqu'à ce que la responsabilité soit transférée à 
un infirmier ou à un médecin. Par la suite, l'équipage peut alors finir les formalités 
nécessaires avant d'être disponible pour répondre à d'autres demandes. 
En général, la première étape nécessite seulement quelques minutes pour l'évalu-
ation de l'appel et la dépêche de l'ambulance. Pour la deuxième étape, on compte un 
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temps de l'ordre d'une heure pour l'intervention de l'ambulance et de son équipage 
sur la scène. Cependant, la durée de cette étape est en train d'augmenter dans 
beaucoup d'endroits à cause des temps d'attente élevés qui sont enregistrés dans 
les urgences des hôpitaux [27, 28, 79, 83]. 
Dans notre cas, nous présentons des modèles pour le volume d'appels journaliers 
et par heure au SMU et nous validons ces modèles en utilisant des données observées 
dans le centre d'appels 911 de la ville de Calgary, en Alberta. Bien que nous nous 
concentrions sur ces données bien spécifiques, nos modèles pourraient être utiles et 
valables pour tout autre SMU dans d'autres villes. Nous voulions que ces modèles 
soient plutôt simples et efficaces et puissent être utilisés pour la simulation du 
système du centre d'appels. 
Les séries de données observées et analysées ont révélé une tendance à la hausse 
dans le temps, des cycles saisonniers de jour, de semaine et d'année, avec un effet 
de journées spéciales et une structure d'autocorrélation positive. Nous utilisons 
deux approches: (1) les modèles autorégressifs après avoir éliminé la tendance et 
toutes les saisonnalités et l'effet des journées spéciales; et (2) ARIMA doublement 
saisonnier avec les effets des journées . spéciales. Nous comparons les modèles du 
point de vue de performance des estimations et de.8 prévisions. Nous présentons 
aussi deux modèles pour les arrivées par heure: (3) une distribution multinomiale 
pour le vecteur du nombre d'appels à chaque heure conditionnellement au volume 
total d'appels pendant le jour et (4) un modèle de séries chronologiques. Dans notre 
cas et pour nos données, (1) et (3) semblent être meilleurs. 
6.1.3 Analyse descriptive des données 
Nous disposons de données de 50 mois (de 2000 à 2004) qui couvrent les appels 
au SMU dans la ville de Calgary, en Alberta. L'analyse préliminaire de ces données 
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révèle une tendance à la hausse, un cycle saisonnier chaque jour, un cycle saisonnier 
chaque semaine, un cycle saisonnier chaque année, les effets de journées spéciales et 
également une structure de corrélation. En vue de cela, nous considérons les deux 
approches principales sui~antes : (1) des modèles autorégressifs pour les résidus 
d'un modèle avec une tendance positive, les saisonnalités et les effets des journées 
spéciales; et (2) un modèle ARIMA doublement saisonnier pour le résidus d'un 
modèle qui capte seulement des effets de journées spéciales. Dans l'approche (1), 
nous explorons des modèles dont les effets sont le jour de la semaine et le mois de 
l'année. Nous considérons aussi un modèle avec les effets croisés (les termes d'in-
teraction) et un modèle plus parcimonieux pour réduire le nombre de paramètres, 
avec aussi les effets croisés, mais seulement les effets statistiquement significatifs 
sont retenus. Nous verrons plus loin que ce dernier se révèle. être le meilleur tant 
du point de vue de perforinancedes' prévisions que du point de vue estimation. 
Tous les modèles sont estimés avec les 36 premiers mois de données et l'erreur de 
prévisions est mesurée avec les données à partir des 14 derniers mois. 
Nous disposons des données sur les arrivées entre le premier janvier 2000 et le 
16 mars 2004. Chaque appel est enregistré par son instant d'arrivée, et il est classé 
selon sa priorité et la zone géographique d'où il est ·composé. Pour nos modèles, 
l , 
nous procédons avec le nombre d'appels par heure et par jour pour l'application de 
modèles de séries chronologiques. Le nombre moyen d'arrivées est environ 174 par 
jour, et environ 7 par heure. La figure 6.1 montre le volume d'appels journaliers pour 
l'année 2000, où on peut observer une tendance à la hausse. Ceci peut être expliqué 
par une croissance démographique et un vieillissement de la population dans la 
ville en question. Des volumes élevés sont enregistrés en juillet et en décembre, par 
exemple, le 1 janvier, le 8 juillet, le 11 novembre, le 1 décembre; et des volumes 
bas, comme par exemple le 26 janvier, le 9 septembre. Le graphique 6.2, montre le 
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volume mensuel pendant la période entière, qui révèle aussi la tendance à la hausse. 
Le graphique 6.3 affiche le volume moyen des appels par heure pour chaque jour de 
la semaine. Il révèle le cycle saisonnier de 24 heures qu'on qualifie d'effet de l'heure 
de la journée. On remarque aussi que le niveau le plus haut du volume d'appels 
s'affiche entre 10h00 et 20h00; les volumes les plus bas sont observés au cours 
de la nuit. On observe aussi l'effet du jour de la semaine, où l'activité augmente 
vendredi et samedi soir et au début de la nuit. Pour le volume quotidien, les plus 
grandes valeurs sont observées vendredi et samedi par rapport aux autres jours de 
la semaine. 
Les graphiques 6.4 et 6.5 montrent le diagramme en boîtes du volume d'appels 
journaliers par type de jour de la semaine, et celui du volume mensuel pour chaque 
mois de l'année, respectivement. Nous remarquons clairement que vendredi et sa-
medi affichent plus d'appels que la moyenne. Juillet, décembre et novembre sont 
les mois les plus importants en volume, alors que le mois d'avril affiche moins de 
volumes d'appels. 
6.1.4 Modèles pour les arrivées par jour 
Nous considérons maintenant cinq modèles différents de séries chronologiques 
pour le volume d'appels reçus au cours des jours successifs. Bien qu'à la fin nous 
concluons qu'un de ces modèles s'ajuste mieux aux données de Calgary, nous ana-
lysons tous les modèles que nous présentons, car ils peuvent être appropriés selon 
la ville étudiée et le but de l'analyse. Dans la Section 6.1.4.6, nous comparons 
ces modèles du point de vue de la qualité de l'estimation et des performances des 
prévisions. 
Dans la suite du travail, t désigne l'unité de temps utilisée pour désigner le 
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Figure 6.1 - Volume d'appels par jours pour l'année 2000 dans le centre C4, où 
quelques journées spéciales apparaissent. 
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Figure 6.2 - Volume d'appels par mois pour toute la période dans le centre C4. 
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Figure 6.3 - Volume d'appels moyen par heure pour un cycle d'une semaine dans 
le centre C4. 
0 
fl: 0 0 
·N 
8 --9- -.,....-8 1 0 1 1 1 
-+-
-.,....-
1 1 1 
1 1 
1 1 1 






B B 1 <Il B 1 "ii E3 E3 B Cl. g. 'b 1 1 0 1 1 1 1 e ~ 1 1 ~ 
1 1 E 






0 0 0 
S! 
0 
. III 0 
Lun. Mar. Mer. Jeu Ven. Sam. Dim. 
Figure 6.4 - Diagrammes en boîtes pour le volume journalier pour chaque type de 
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Figure 6.5 - Diagrammes en boîtes pour le volume par type de mois de l'année 
dans le centre C4, 
représente le nombre de jours observés dans le centre. La phase d'estimation est 
faite sur la base des 1096 premières observations (du premier janvier 2000 au 31 
décembre 2002) et les 441 observations (du premier janvier 2003 au 16 mars 2004) 
sont utilisées pour la validation. 
Dans nos modèles pour le nombre d'arrivées par jour Yi et par heure Zh, on 
peut utiliser la procédure suivante pour simuler les arrivées au jour t : 
1. Simuler le volume journalier Yi et nous verrons dans cette section que cela 
implique de simuler des résidus selon un processus autorégressif standard. 
2. Connaissant le volume journalier Yi, nous pouvons facilement générer un vec-
teur Z~ = (Z24(t-l)+l' ... ,Z24t), pour le nombre d'arrivées par heure et nous 
verrons plus loin dans ce chapitre que cela implique de simuler un vecteur 
selon une distribution multinomiale. 
3. Ayant obtenu le nombre généré Zh des appels reçus pendant une· heure 
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donnée, nous pouvons utiliser la propriété des statistiques d'ordre pour si-
muler les instants d'arrivées à l'intérieur de l'heure donnée. 
6.1.4.1 Modèle 1 : effets fixes et résidus indépendants 
Le premier modèle simple qu'on a proposé ici tient compte des effets du jour de 
la semaine et du mois de l'année pour le volume d'appels par jour au SMU. Ceci 
peut être valable pour la plupart des grandes villes. L'analyse préliminaire des 
données confirme la présence de ces effets et indique aussi une tendance positive. 
Cela suggère le modèle linéaire suivant comme une première approximation : 
Yj,k,l - a + (Jj + ik + al + €j,k,l, (6.1) 
où Yj,k,l est le nombre d'appels par jour du type j pendant le mois k de l'année l, les 
paramètres a, (Jj, ik, et al, sont des constantes réelles, et les résidus €j,k,l sont Li.d. 
selon la loi normale de moyenne O. Les premières analyses montrent une tendance 
linéaire de l'effet de l'année, en fonction de l, et qui nous permet de réécrire le 
modèle sous la forme d'une série temporelle, comme suit: 
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a + bt + L {ljCt,j + L ,kSt,k + Et, . (6.2) 
j=l k=l 
où a, b, les {lj, et les Ik sont des constantes réelles, l'indicateur Ct,j vaut 1 si 
l'observation t est dans le jour j de la semaine et 0 sinon; l'indicateur St,k vaut 
1 si l'observation t est dans le mois k de l'année et 0 sinon. Dans d'autres villes 
et avec d'autres données, il peut être plus approprié de modéliser avec un effet 
non linéaire pour l'année en fonction de t. Nous supposons que les résidus Et sont 
Li.d. de distribution normale de moyenne 0 et de variance (J~, c.-à-d., un bruit 




L,Bj = Lik = O. (6.3) 
j=lk=l 
Ceci· évitera la redondance dans le modèle; par exemple, en ajoutant une 
constante fi, à tous les ,Bj 's en la soustrayant de a le modèle ne changera pas. 
Nous estimons alors le modèle de régression, donné en (6.2) par moindres carrées 
ordinaires et nous obtenons les résidus montrés dans la figure 6.6, où nous avons 
encerclé le~ points à une distance. supérieure à 3&E, où &~ représente la variance 
empirique des résidus. Nous notons la présence d'un seul point qui dépasse 4&E 
et qui correspond premier janvier 2002, et 7 autres qui dépassent 3&E : le premier 
décembre 2000; le premier janvier 2001 ; le 27 mai 2001 ; le 2 août 2001 ; le 8 sep-
tembre 2001 ; le 27 juin 2002; le 12 juillet 2002. La valeur qui est inférieure à -3&E 
coïncide avec le 30 juillet 2001. Le premier janvier de chaque année parait comme 
une journée spéciale avec un volume supérieur à la moyenne. On constate aussi que· 
le volume d'appels des jours du mois de juillet sont supérieurs à ceux des autres 
mois. Ceci, nous a motivé pour considérer l'effet du "Calgary Stampede", qui a 
lieu chaque année au mois de juillet. Il représente un des plus grands "rodéos" 
dans le monde et le plus gland festival de l'année dans la ville Calgary, en Alberta 
(http://calgarystampede . com). Pour la période qui couvre nos données, il a eu 
lieu entre le 7 et le 16 juillet 2000; du 6 au 15 juillet 2001; du 5 au 14 juillet 2002 ; 
et du 4 au 13 juillet 2003. 
Pour évaluer les journées spéciales, nous ajoutons deux variables indicatrices 
Ht ,l et Ht,2, où Ht ,l vaut 1 si l'observation t coïncide avec le premier janvier et 
o sinon; alors que Ht ,2 vaut 1 si l'observation t coïncide avec un des 40 jours du 
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Figure 6.6 - Les rési4us Et du modèle linéaire simple donné dans l'équation (6.2). 
"Stampede" mentionnés auparavant, et 0 sinon. Le modèle devient : 
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yt - a + bt + L {JjCt,j + L IkSt,k + WI H t,1 + W2 H t,2 + Et, (6.4) 
j=1 k=1 
qui contient deux nouveaux paramètres Wl and W2, Nous procédons alors à l'es-
timation des paramètres du modèle de régression par moindres carrées ordinaires 
en utilisant les n = 1096 premières observations. Si nous dénotons les estimations 
de ces paramètres par â, b, {Jj, 7k' Wl et W2, alors les estimations de yt et Et sont 
données par : 
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Un estimateur naïf de (T~ serait la variance empirique, donnée par : 
(6.7) 
où s = 21 représente le nombre de paramètres estimés dans le modèle. Il est évident 
que cet estimateur est biaisé si les résidus sont corrélés [7]. Pour cela, nous devons 
vérifier si les résidus forment un bruit blanc ou non, c.-à-d" non corrélés et dis-
tribués selon une loi normale standard de moyenne 0 et de variance constante. La 
stationnarité peut être observée dans la figure 6.6. Pour la corrélation entre les 
résidus, nous utilisons le test de "Ljung-Box test", où la statistique est donnée 
par: 
. 1 A2 
Q - n(n+2)~~, L...J n - z 
i=l 
avec n le nombre de résidus, i\ est l'autocorrélation échantillonnale d'ordre i et l 
est l'ordre maximum qu'on utilise pour tester les autocorrélations. Sous l'hypothèse 
nulle que les résidus sont non corrélés et n » s, Q est approximativement distribuée 
selon la loi chi-deux de l degrés de liberté. Nous avons n = 1096 et s = 21. Nous 
appliquons ce test avec .1 = 30 et nous obtenons Q = 154.8, avec une p-valeur 
inférieure à 2.2 x 10-16 , ce qui nous amène a rejeter l'hypothèse nulles. La présence 
de corrélation entre les résidus nous incite à considérer le modèle 2. 
6.1.4.2 Modèle 2 : un modèle autorégressif pour les erreurs 
Nous améliorons le modèle 1 en considérant un modèle de séries chronologiques 
pour les résidus Et. Ce processus étant gaussien et stationnaire, et il suffit donc de 
capter la structure d'autocorrélation. Nous le faisons avec un processus autorégressif 
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d'ordre p, noté AR(p), défini par 
(6.8) 
où at sont i.i.d. distribués selon une loi normale de moyenne 0 et de variance O'~. 
En ~e basant sur les résidus dans (6.6), et en utilisant les outils standards pour 
l'identification d'un modèle ARIMA adéquat [9, 91],. nous obtenons un modèle 
avec p = 3. Il faut noter que cet ordre pourrait varier pour d'autres données et 
d'autres villes. Avec un modèle où p > 3, les coefficients 4>1 pour l > 3 sont non 
significatifs à un niveau de 5%. Par exemple pour 4>4, nous avons une p-valeur de 
0.153. 
Le modèle obtenu en combinant (6.4) et (6.8) avec p = 3 est donné par: 
avec 4>(B) = 1 - 4>lB - 4>2B2 - 4>3B3, B est défini par J3P Et = Et- p , et 4>b 4>2, 4>3 
sont des paramètres autorégressifs. 
Les paramètres (a, b, /31, ... , /37, rI, ... ,r12, W1, W2, 4>1,4>2,4>3) sont estimés par 
moindres carrés non linéaires [1, page 67], en utilisant les observations Yi pour 
t = 4, ... , n = 1096. Les résultats des estimations sont données dans le tableau 6.1, 
avec l'écart-type et la p-valeur du test pour l'hypothèse que le paramètre est non 
significatif (égal à zéro). Les résidus du modèle sont alors ât = ~(B)(Yi - 'ft) et 
leur variance O'~ est estimée par 
(6.10) 
avec n = 1096 et s = 24. Nous obtenons Ô"~ = 250.1. La figure 6.7 montre l'analyse 
145 
de la normalité des résidus obtenus: estimation de la densité et un diagramme 
Quantile-Quantile, c.-à-d., les quantiles empiriques versus les quantiles de la loi 
normale standard. La densité est estimée par la méthode du noyau en utilisant 
un bruit blanc gaussien comme noyau et un facteur de lissage suggéré par [82, 
page 48]. Dans la figure 6.8, nous, vérifions les autocorrélations échantillonnales 
jusqu'à l'ordre 30, et la p-valeur du test de "Ljung-Box" pour chaque ordre. Nous 
constatons que l'hypothèse d'indépendance des résidus n'est pas rejetée, ce qui veut 
dire que ce modèle estime mieux que le modèle 1. 
Les paramètres, présentés dans le tableau 6.1, sont a (la moyenne), b (la ten-
dance positive), W1 (l'effet positif du premier janvier), 4>1, 4>2, et 4>3 (les paramètres 
autorégressifs), 17 (l'effet positif du mois de juillet), et {35" et {36 (l'effet positif de 
vendredi et samedi). Les paramètres qui sont significatifs à un niveau de 10% sont 
{31 et {33 (l'effet négatif du lundi et de mercredi) et Il (effet négatif du mois de 
janvier). Puisque le mois d'avril possède le niveau moyen le plus bas (figure 6.5), il 
paraîtrait étrange de voir l'effet du mois de janvier négatif. Ceci est du au fait qu'on 
a retranché l'effet du premier de ce mois. Il faut ajouter aussi que les estimations 
sont faites avec seulement les premiers 1096 jours des données, alors que dans la 
figure 6.5 on r~présente les 1537 jours. Nous avons un total de 13 paramètres signi-
ficatifs. Dans la section 6.1.4.3, nous éliminerons les paramètres non significatifs. 
L'effet du "Stampede" W2 n'étant pas significatif et ceci est expliqué par le fait que 
cet effet est capturé par l'effet du mois de juillet. Le volume moyen par jour durant 
ces évènements est de 186, et il est de 180 durant le reste des journées de juillet, 
alors que pour tous les jours de l'année, il est de 174 en moyenne. 
Pour ce modèle ci, la variance des résidus est estimée autrement, puisqu'ils 
sont corrélés. Dans le modèle 1, la variance échantillonnale (6.7) "surestime" (J~ = 
VarlEt]. Nous multiplions alors l'équation (6.8) par Et et nous appliquons l'opérateur 
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Paramètre a b Wl W2 
constante tendance Imois Jan. 1 Stampede 
Estimation 149.3 0.031 60.5 2.7 
Erreur std. 3.3 0.003 11.0 4.5 
p-val. du t-test < 0.001 < 0.001 < 0.001 0.544 
Paramètre (31 (32 (33 (34 (35 (36 (37 
Lun. Mar. Mer. Jeu. Ven. Sam. Dim. 
Est. -4.2 -5.0 -5.3 -0.9 8.5 7.6 -0.8 
Erreur std. 2.5 2.5 2.5 2.5 2.5 2.5 2.5 
p-val. du t-test 0.095 0.046 0.034 0.719 0.001 0.002 0.747 
Paramètre '1'1 '1'2 '1'3 '1'4 '1'5 '1'6 '1'7 
Jan. Fev. Mar. Avr. Mai Juin Juil. 
Estimation -5.6 -4.1 -2.5 -4.0 0.5 4.1 13.2 
Erreur std. 2.9 2.8 2.8 2.8 2.7 2.8 2.9 
p-val. du t- test 0.048 0.152 0.358 0.149 0.849 0.138 < 0.001 
Paramètre '1's '1'9 '1'10 '1'11 '1'12 
Aout Sep. Oct. Nov. . Déc. 
Estimation -1.3 -0.3 -4.3 0.3 4.1 
Erreur std. 2.8 2.8 2.8 2.8 2.8 
p-val du t-test 0.627 0.928 0.121 0.916 0.150 
Paramètre ifJl ifJ2 ifJ3 a~ 
Estimation 0.192 0.108 0.083 250.1 
Erreur std. 0.030 0.031 0.030 -
p-val. du t-test < 0.001 < 0.001 0.006 
Tableau 6.1 - Estimation des paramètres du modèle 2. 
d'espérance. Nous obtenons 
où 'Yi = Cov(Et, Et - i ) et Pi = Corr(Et, Et - i ) pour chaque i. Nous remplaçons les 
quantités dans la dernière expression par leur estimations pour a1, nous obtenons 
&1 = 291.8 comme estimation de a1 du modèle 1. Si on le compare avec l'estimation 
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Figure 6.7 - Analyse de la normalité des résidus du modèle 2 
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Figure 6.8 - Analyse des corrélations entre les résidus du modèle 2 
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6.1.4.3 Modèle 3 : ajout des effets croisés 
Ce modèle 3 est une extension du modèle 2 en ajoutant les effets croisés ou plus 
exactement l'interaction entre les jours et les mois. Nous' ajoutons la composante 
suivante: 
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L L 8j ,kM t,j,k (6.11) 
. j=l k=l 
à la partie de droite de l'équation (6.4) et nous la soustrayons entre les crochets 
en (6.9). La variable indicatrice Mt,j,k vaut 1 si l'observation t coïncide avec le jour 
j du mois k. Nous avons donc les nouveaux paramètres 8j ,k, qui satisferont aussi 
les contraintes d'identifiablité 2:~:1 8j ,k = 0, pour chaque j et 2:j=18j ,k = 0, pour 
chaque k. 
Les estimations obtenues pour les paramètres (3j, fk, et Wi dans ce modèle de-
meurent inchangées parrapport au modèle 2. Dans le tableaux 6.2, nous présentons 
le reste des paramètres du modèle 3 avec les p-valeurs du test d'hypothèse par la 
signification des paramètres (égale ou non à zéro). La variance des résidus est de 
a~ = 241.5, qui représente autour de 4% de moins que le modèle 2. Le diagnostic 
des résidus dans la figure 6.9 et le test de "Ljung-Box" ne rejettent pas l'hypothèse 
que ces résidus constituent un bruit blanc (n = 1096, Q = 5.394, et la p-valeur du 
test est de 0.944), ce qui veut dire que notre modèle est adéquat. 
La première remarque concernant ce modèle, est qu'il améliore un peu le modèle 
2, mais avec un peu plus de paramètres à estimer. Ceci nous incite à considérer 
seulement les paramètres significatifs. 
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Param. (h,1 62,1 63,1 64,1 65,1 66,1 67,1 Jan. 
Est. -0.3 5.0 4.6 -6.9 4.0 -6.3 -0.2 
Erreur std. 3.9 4.0 4.0 4.2 4.2 4.2 4.2 
.p-v. du t-test 0.942 0.210 0.256 0.102 0.339 0.137 0.965 
Param. 61,2 62,2 63,2 64,2 65,2 66,2 67,2 Fev. 
Est. -5.4 5.6 3.7 -3.6 1.0 2.9 -4.2 
Erreur std. 4.2 4.1 4.2 4.2 4.2 4.2 4.2 
p-v. du t-test 0.193 0.173 0.382 0.386 0.805 0.486 0.321 
·Param. 61,3 62,3 63,3 64,3 65,3 66,3 67,3 Mar. 
Est. 8.1 6.2 -3.7 6.2 0.5 -12.3 -4.9 
Erreur std. 4.1 4.2 4.1 3.9 3.9 4.2 4.2 
p-v. du t-test 0.052 0.137 0.364 0.113 0.891 0.003 0.240 
Param. 61,4 62,4 63,4 64,4 65,4 66,4 67,4 Avr. 
Est. 1.7 -3.7 0.4 4.2 -3.3 4.1 -3.4 
Erreur std. 4.2 4.2 4.2 4.2 4.2 3.9 3.9 
p-v. du t-test 0.686 0.369 0.927 0.314 0.434 0.287 0.393 
Param. 61,5 62,5 63,5 64,5 65,5 66,5 67,5 Mai 
Est. 5.6 -0.8 -0.5 0.1 -6.6 -1.8 4.0 
St.err 3.8 3.9 3.9 4.2 4.2 4.2 4.2 
p-v. du t-test 0.143 0.840 0.908 0.986 0.113 0.663 0.345 
Param. 61,6 62,6 63,6 64,6 65,6 66,6 67,6 Juin 
Est. -2.6 -4.5 -1.3 11.5 -6.1 3.0 0.7 
. Erreur std. 4.1 4.1 4.2 3.8 3.9 4.2 4.2 
p-v. du t-test 0.525 0.276 0.747 0.003 0.083 0.468 0.875 
·Param. 61,7 62,7 63,7 64,7 65,7 66,7 67,7 Juil. 
Est. -3.9 -4.6 1.5 0.2 6.6 1.8 -1.6 
Erreur std. 3.9 4.2 4.2 4.2 4.2 3.8 3.9 
p-v. du t-test 0.324 0.269 0.728 0.954 0.112 0.649 0.685 
Param. 61,8 62,8 63,8 64,8 65,8 66,8 67,8 Aout 
Est. 6.1 4.7 -1.4 -0.8 -3.1 0.1 -5.4 
Erreur std. 4.2 3.9 3.9 3.9 4.2 4.2 4.2 
p-v. du t-test 0.142 0.227 0.711 0.833 0.452 0.986 0.195 
Param. 61,9 62,9 63,9 64,9 65,9 66,9 67,9 Sep. 
Est. -1.6 -5.3 -4.5 -2.3 2.9 4.9 5.9 
Erreur std. 7.1 6.8 6.7 6.7 5.4 5.8 7.9 
p-v. du t-test 0.819 0.441 0.502 0.732 0.594 0.399 0.457 
Param. 61,10 62,10 63,10 64,10 6~,lO 66,10 67,10 Oct. 
Est. 0.9 -1.5 -3.7 -6.8 3.2 0.8 1.1 
. Erreur std. 4.0 4.0 4.2 4.2 4.2 4.2 3.9 
p-v. du t-test 0.822 0.702 0.371 0.105 0.436 0.839 0.073 
·Param. 61,11 62,11 63,11 64,11 65,11 66,11 67,11 Nov. 
Est. -1.2 0.1 1.8 -2.2 4.5 -5.4 -3.5 
Erreur std. 4.3 3.9 3.9 3.9 4.1 4.1 4.6 
p-v. du t-test 0.775 0.982 0.044 0.578 0.280 0.187 0.444 
Param. 61,12 62,12 63,12 64,12 65,12 66,12 67,12 Déc. 
Est. -1.3 -1.1 -2:7 0.4 -3.1 8.2 5.7 
Erreur std. 4.3 4.3 4.2 4.2 3.9 3.9 4.0 
p-v. du t-test 0.092 0.797 0.518 0.924 0.417 0.036 0.154 
Param. 4>1 4>2 4>3 (7~ 
Est. 0.213 0.126 0.085 241.5 
Erreur std. 0.030 0.031 0.031 -
p-v: du t-test < 0.001 < 0.001 0.006 
Tableau 6.2 - Estimation des paramètres du modèle 3 
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Figure 6.9 - Analyse de la normalité des résidus du modèle 3 
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Figure 6.10 Analyse des corrélations entre les résidus du modèle 3 
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6.1.4.4 Modèle 4 : seulement des paramètres significatifs 
Dans ce modèle, nous retenons seulement les paramètres significatifs du·modèle 
3. Nous choisirons un niveau de 10% (c.-à-d., seulement les paramètres qui ont 
une p-valeur inférieure à 0.10 dans les tableaux 6.1 et 6.2). Dans le tableaux 6.2, 
8 paramètres t5j ,k et 3 paramètres 1Ji sont significatifs à un niveau de 90%. Nous 
avons aussi 10 autres paramètres significatifs dans le tableau 6.1, pour un total de 
20. En considérant les contraintes d'identifiabilité, seulement s = 15 paramètres 
indépendants restent parmi les 20. Il faut bien sûr noter que ceci est valable seule-
ment pour la ville en question. Pour d'autres villes et d'autres données les variables 
significatives changent. 
Nous recommençons alors l'estimation en considérant les paramètres non signi-
ficatifs comme nuls et les résultats sont dans le tableau 6.3. Les paramètres estimés 
sont tous significatifs et nous pouvons aussi remarquer que les paramètres t5j ,k pour 
les samedis du mois de mars ont un effet négatif, alors que les mercredis de juin ont 
un effet positif. A un niveau 10%, nous avons aussi les samedis de decembre; les 
jeudis de novembre, les lundis du mois de mars, les dimanches du mois d'octobre, 
les vendredis du mois de juin et les lundis du mois de décembre. 
La variance des résidus est estimée à (1~ = 241.9. L'analyse des résidus est 
représentée dans les graphiques 6.11 et 6.12. Le test de "Ljung-Box" ne détecte pas 
de corrélations entre les résidus (avec n = 1096, Q = 11.581, et une p-valeur de 
0.48) et ne rejette pas l'hypothèse d'indépendance de ces résidus, ce qui veut dire 
que ce modèle est adéquat pour nos données. 
152 
Paramètre a b w1 
constante tendance/mois Jan. 1 
Estimation 149.6 0.032 57.8 
Erreur atd. 1.9 0.003 10.7 
p-val. dut-test < 0.001 < 0.001 < 0.001 
,Paramètre rh {32 {33 {35 {36 
Lun. Mar. Mer. Ven. Sam. 
Estimation -4.3 -5.3 -6.2 7.8 7.9 
Erreur std. 1.5 1.4 1.4 1.4 1.5 
p-val. dut-test 0.004 < 0.001 < 0.001 < 0.001 < 0.001 
Par~mètre "/1 "/7 
Jan. Juil. 
Estimation -5.7 12.4 
Erreur std. 2.9 2.7 
p-val. dut-test 0.050 < 0.001 
Para.mètre 01,3 06.3 04,6 05,6 07.10 03,11 01.12 06,12 
Lun. Sam. Jeu. Ven. Dim. mer. Lun. Sam. 
Mar. Mar. Juin Juin Oct. Nov. Déc. Déc. 
Estimation 7.9 -11.1 12.0 -7.1 8.3 8.5 -7.8 8.2 
Erreur std. 4.2 4.3 3.9 3.9 3.8 4.0 4.5 4.1 
p-v. du t-test 0.060 0.010 0.002 0.069 0.029 0.034 0.083 0.046 
Paramètre <1>1 <1>2 <1>3 17~ 
Estimation 0.212 0.132 0.094 241.6 
Erreur std. 0.030 0.031 0.031 -
p-v. du t-test < 0.001 < 0.001 0.002 
Tableau 6.3 - Estimation des paramètres du modèle 4 
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Figure 6.11 - Analyse de la normalité des résidus du modèle 4 
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Figure 6.12 - Analyse des corrélations entre les résidus du modèle 4 
6.1.4.5 Modèle 5 : ARIMA doublement saisonnier 
Nous considérons ici un modèle différent: le modèle ARIMA doublement sai-
sonnier. La série est décomposée comme suit: 
(6.12) 
où {Nt} est modélisé par un processus ARIMA doublement saisonnier et la deuxième 
composante capte l'effet des journées spéciales (le premier janvier et les journées 
du "Stampede"). Les deux cycles qu'on considère ici sont ceux de la semaine et 
de l'année: le premier cycle de la semaine avec une 'période 81 = 7, et un cycle 
annuel approximatif avec une période de 82 = 365. Ceci implique que chaque jour 
de l'année affiche le même niveau que celui de l'année passée plus un bruit. Autre-
ment dit, la moyenne conditionnelle de Nt est régressée sur Nt- 365 ; par exemple le 
premier janvier 2004 est régressé sur le premier janvier 2003, en veillant à enlever 
le 29 février pour avoir la périodicité de 365 jours. 
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La forme générale du modèle ARIMA doublement saisonnier [9, 12, 91] avec 
des périodes 81 et 82 est donnée par : 
(6.13) 
d'ordre p, Pl, P2, q, ql, et q2, respectivement, et {ad un bruit blanc gaussien. Ce 
processus est noté ARIMA(p, d, q) x (Pl, dl, ql)Sl X (P2, d2, q2)S2. 
Nous utilisons les outils nécessaire pour l'identification du modèle adéquat 
(choix de l'ordre des polynômes et les composantes d, dl, et d2), l'estimation des 
paramètres (WI' W2, et les coefficients des polynômes), ainsi que le diagnostic et la 
validation du modèle [9, 9:1.]. 
En général, les modèles ARIMA avec plus qu'un cycle saisonnier sont difficiles 
à identifier et aussi à estimer. Ceci est dû à la nature multiplicative du modèle avec 
. ses multiples opérateurs dans (6.1~). Pour cela, un critère pour l'identification et la 
sélection du meilleur modèle s'impose. Nous avons utilisé le critère d'information 
d'Akaike (AIC), présenté dans la section 3.5. Dans ce cas-ci, â~ est l'estimateur de 
maximum de vraisemblance de la variançe des résidus qui est approximativement 
la même que la variance échantillonnale, donnée en (6.10), sans l'hypothèse que les 
résidus sont i.i.d. de distribution normale [72]. 
Le modèle retenu présente un AIC minimum, tout en respectant la condition 
que les résidus présentent un bruit blanc [9]. Voici donc le modèle pour Nt 
Les paramètres sont estimés avec moindres carrés en se basant sur (6.12) et 
(6.14), c.-à-d., les paramètres qui minimisent la somme des carrés 'des résidus es-
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Paramètre Wl W2 
Jan. 1 "Stampede" 
Estimation 43.8 16.6 
Erreur std. 12.0 3.8 
p-v. du t-test < 0.001 < 0.001 
Paramètre </>7 </>14 </>28 </>365 (JI (J2 a 
Estimation 0.064 0.103 0.082 0.128 0.905 251.7 
Erreur std. 0.03 0.03 0.03 0.04 0.01 -
p-v. du t-test 0.038 0.001 0.007 0.001 < 0.0001 
Tableau 6.4 - Estimation des paramètres du modèle 5 
timés. Les estimations sont présentées dans le tableau 6.4, avec les p-valeurs. On 
peut facilement remarquer ici que ce modèle présente peu de paramètres par rap-
port aux modèles précédents. Aussi, on peut noter que ce modèle ne capte pas l'effet 
du mois de janvier, mais en ajoutant l'effet des journées spéciales il a pu capter 
l'effet du "Stampede", qui est très significatif (paramètre W2) pour ce modèle-ci. 
6.1.4.6 Comparaison des modèles pour les arrivées par jour 
Dans cette section, nous comparons la performance des 5 modèles proposés en 
terme de la qualité de l'estimation et la performance des prévisions. Les résultats 
sont dans le tableau 6.5. 
Pour la qualité de l'estimation, nous reportons l'erreur standard pour les résidus 
de chaque modèle, âa , le nombre s de paramètres estimés, et le critère d'information 
d'Akaike (AIC). 
Les modèles présentés sont estimés en utilisant les 1096 premiers jours des 
données. Ces modèles sont alors utilisés pour les prévisions des 441 jours restants 
des données (pour t = 1097, ... ,1537), avec un horizon allant de 1 à 21 jours dans 
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le futur. L'erreur de prévision d'ordre R au jour t est définie par : 
où Yt(R) représente les prévision de Yt+l basée sur l'information observée au jour t. 
Les formules explicites des prévisions par le modèle 5 (ARIMA doublement saison-
nier) s'avèrent assez compliquées [12, pages 175-182], cependant les logiciels utilisés 
les fournissent. 
Les mesures habituellement utilisées pour mesurer les performanèes des prévisions 
sont: racine carrée de l'erreur quadratique moyenne (RCEQM) et l'erreur abso-
lue relative moyenne (EARM) à' différents ordre de prévision, qu'on définit comme 
suit: 
et 
pour l'ordre R. 
RCEQM(R) = 
1 1538-l 
442 - R L el(R) 
t=1097 
1538-l 
EARM(R) = 1 L let(R)1 
442 - R t=1097 Yt+l ' 
Avec la EARM, l'erreur est relativisée par rapport au volume d'appels corres-
pondant, Yt+l' ce qui reflète l'idée qu'un volume élevé engendre une petite erreur. 
D'un autre coté aussi un volume très bas IYt+ll vaengendrer une erreur importante. 
Ce genre de mesure doit être considéré avec plus de précaution. 
Dans le tableau 6.5, nous présentons un sommaire des comparaisons effectuées. 
La première partie concerne l'estimation des modèles avec les 1096 premières obser-
vations. La variance estimée des résidus Ô"~, et sa racine carrée Ô"a (erreur standard 
d'estimation), le nombre s de paramètres indépendants estimés, le degrés de liberté 
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Modèle 1 Modèle 2 Modèle 3 Modèle 4 Modèle 5 
Ar:.! (la 291.8 250.1 241.5 241.6 251.7 
Erreur std. Ô"a 17.08 15.81 15.54 15.55 15.87 
s. 21 24 90 15 7 
Degrés de liberté 1075 1072 1006 1081 1088 
AIC(s) 6099 6194 6045 6068 
RCEQM(1) 17.82 15.38 15.31 13.91 15.68 
EARM(1) (en %) 7.58 6.14 ·6.14 5.72 6.91 
Tableau 6.5 - Comparaison des modèles pour les arrivées journalières 
n-s, le critère AIC(s) (celui-la n'est pas défini pour le modèle 1, Ô"~ étant remplacé 
par Ô"~, défini à la section 6.1.4.1). Selon le critère AIC, le modèle 4 semble être 
le meilleur, suivi du modèle 5, et puis le modèle 2. Cependant, il faut noter que 
le choix du modèle 5 parmi tous les modèles "possibles" ARIMA a été basé sur le 
critère AIC, ce qui explique son rang. -
Dans la deuxième partie du tableau, nous présentons les RCEQM et EARM 
pour les prévisions à un horizon d'une journée. Tandis que les RCEQM à des 
horizons 1 à 21 sont dans la figure 6.13. Pour des petits horizons, le modèle 4 donne 
de meilleurs résultats en prévisions, suivi des modèles 2 et 3. Pour des horizons 
l ;::: 13, les RCEQM(l) sont approximativement égaux pour tous les modèles, sauf 
pour le modèle 5. Ceci nous dit que le critère de sélection selon le AIC est efficace 
pour notre cas. 
Pour l'interprétation de l'erreur standard d'estimation et du RCEQM, il est 
utile de faire le lien avec le nombre moyen d'appels par jour, soit 174 appels. Si 
on considère que les appels sont générés à partir d'un processus de Poisson avec 
taux constant de 174, alors l'écart-type du nombre d'appels par jour serait de 
\1'174 = 13.2. Avec le modèle 4 et un horizon d'une journée, nous avons obtenu un 
chiffre semblable. Ceci nous amène à dire que si nous observons le volume d'appels 






















Figure 6.13 - Erreur de prévision RCEQM(l) pour les modèles de 1 à 5, avec les 
horizons l = 1, ; .. ,21 jours. 
être alors presque déterministe. Par contre, avec un RCEQM assez élevé pour des 
horizons plus longs qu'une journée, on peut voir les arrivées comme étant générés 
selon un processus de Poisson avec un taux variable. 
6.1.5 Modèles pour les arrivées par intervalles de temps dans une 
journée 
Les modèles pour les arrivées des appels par heures sont inspirés par le succès 
des modèles des arrivées journaliers. Nous notons par Zh le nombre d'appels reçus 
durant l'heure h de la journée; h = 1, ... , 24n et n = 1537. Nous présentons deux 
modèles pour les heures construits sur la base des modèles pour le volume par jour 
Yi en ajoutant une composant qui départage la journée en 24 heures. La première 
approche est basée sur la distribution conditionnelle du vecteur du nombre d'appels 
reçus par heure, sachant le volume total de la journée. La seconde approche utilise 
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un modèle de séries basé sur les observations des données par heure. 
6.1.5.1 Modèle 6 : distribution conditionnelle 
Nous utilisons ici le modèle 4 pour les arrivées journalières, puis nous sup-
posons que pour un jour quelconque t, la distribution conditionnelle du vecteur 
Zt = (Z24(t-I)+l"'" Z24t) , sachant yt, est indépendante des autres jours. Nous 
considérons alors la distribution multinomiale, de paramètres (N,Pl,'" ,P24), pour 
la distribution conditionnelle du vecteur donné, où N = yt. Ici, chaque Pi représente 
la probabilité qu'un appel quelconque parmi ceux reçus dans la journée arrive exac-
tement dans l'heure i. Le vecteur (Pl, .... ,P24) est appelé profil du jour. Alors, condi-
tionnellement au volume du jour yt et selon la propriété de la loi multinomiale, les 
arrivées durant les différentes heures de la journée sont indépendants. 
Dans l'analyse des données du centre C4, à la section 6.1.3, nous avons constaté 
qu'il est plus approprié d'utiliser différents vecteurs (Pl, ... , P24) selon le type de 
journée. Nous avons établi 4 types de journées : (1) du lundi au mercredi, (2) jeudi et 
dimanche, (3) vendredi, et (4) samedi. Pour chaque catégorie c, pour c = 1, 2, 3, 4, 
nous estimons cette probabilité par la fraction des appels de la catégorie c qui 
arrivent pendant l'heure i, c.-à-d., 
Pc,i - L~=l L~~l Z24(t-I)+h Pt,c' (6.15) 
pour i - 1,2, ... ,24, où la variable indicatrice Pt,c vaut 1 si le jour t est de la 
catégorie c et 0 sinon. L'avantage avec ce modèle est que le modèle pour les arrivées 
par jour demeure inchangé. Évidemment d'autres distributions que la distribution 
multinomiale, pour la distribution conditionnelle de Zt, peuvent être suggérées. 
Pour tester la validité de notre modèle, nous utilisons le test suivant : sous 
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l'hypothèse que la distribution conditionnelle à yt est multinomiale, et si le jour t 
tombe dans la catégorie c, alors la statistique 
devrait avoir une distribution approximative chi-deux avec 23 degrés de liberté, 
sous la condition que les ytPc,i soient assez élevés (par exemple plus grands que 5) 
pour chaque i = 1, ... ,24 [74]. Alors, pour chaque type de jour, nous avons calculé 
le Qt et nous avons comparé leurs distributions empiriques avec celle de chi-deux. 
Pour garantir que toutes les ytPc,i sont supérieures à 5, nous avons agrégé les heures 
de la nuit et tôt le matin. Nous avons regroupé les heures de 3hOO à 7hOO en un 
seul groupe, ce qui fait que nous avons plutôt m = 21 périodes et à chaque période 
l'espérance est au moins égale à 5. La probabilité qu'un appel de la journée arrive 
pendant la période i en une journée de type c est donnée par 
Pc,i 
Pc,i = Pc,4 + Pc,5 + Pc,6 + Pc,7 
Pc,i+3 
for i = 1, 2, 3, 
for i = 4, 
for i = 5, ... , 21. 
(6.16) 
Dénotons par Zt i le nombre d'appels dans la période i du jour t. Nous avons que 
, . 
2.::'1 Zt,i= yt. -Pour une journée de la catégorie c, conditionnellement à yt, sous 
l'hypothèse nulle (pour la loi multinomiale), nous avons que Zt = (Zt,l"'" Zt,m) 
est distribué selon la loi multinomiale de paramètres (yt,Pc,l"" ,Pc,m). Comme 
estimateurs pour les paramètres Pc,i, nous utilisons ceux données dans (6.16). Alors, 
pour n assez grand, la statistique du test de chi-deux de Pearson 
Q _ Lm (Zt,i - ytPc,i)2 m-l t - A' 




est approximativement distribuée selon la loi chi-deux avec (m -1 = 20) degrés de 
. liberté sous l'hypothèse de la loi multinomiale. 
Nous avons calcUlé les Qm-l,t pour les 1537 valeurs observées, et nous avons 
comparé leur distribution empirique (distribution A) avec celle de la loi chi-deux 
(distribution C) en utilisant le diagramme Quantile-Quantile. Au début, nous avons 
constaté qu'il y a beaucoup de différences entre les distributions, surtout dans la 
partie supérieure de la courbe. Il se peut que cette distribution ne soit pas la plus 
appropriée. Pour cela, nous avons plutôt utilisé la simulation pour générer une 
série de 1537 réalisations successives de yt sous le modèle 4, puis un échantillon 
de vecteurs Zt conditionnellement à yt sous l'hypothèse de la loi multinomiale, 
et avec ces données nous avons calculé les valeurs correspondantes Qm-l,t, pour 
t = 1, ... , 1537. La distribution empirique de cet échantillon est appelée distribution 
B, et dans la figure 6.14, nous montrons le diagramme Quantile-Quantile de la 
distribution A versus la distribution B. L'estimation semble être excellente cette 
fois-ci, à part un peu dans la partie supérieure de la courbe. Ceci est dû au fait 
que les observations à droite qui causent cette légère différence correspondent à 
des journées spéciales où le profil ne correspond à aucun des profils choisis selon 
les 4 catégories de jours établis auparavant. Ceci peut être aussi expliqué par le 
fait que des événements particuliers ont eu lieu à ces dates. Les journées observées 
sont celles du dimanche 29 octobre 2000, lundi 19 mars 2001, vendredi 13 avril 
2001, lundi 30 septembre 2001, dimanche 28 octobre 2001, samedi 28 octobre 2002, 
samedi 21 mai 2003, et le premier janvier de chaque année. Pour la journée du 
premier janvier, le profil peut être établi ou prédit d'avance vu que ça se répète 
chaque année. Nous pouvons conclure que le choix de la distribution multinomiale 
est un bon choix, et il nous permettra d'effectuer des prévisions avec ce modèle 
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Figure 6.14 - Diagramme Quantile-Quantile pour la distribution empirique A ver-
sus la distribution empirique B pour un échantillon de Qm-l,t générés selon le 
modèle 6 sous l'hypothèse de la loi multinomiale. 
Maintenant, nous entamons les prévisions pour les heures en utilisant ce modèle. 
Si h est la hième heure du jour t, une prévision de Zh faite f jours avant le jour 
t (à la fin du jour t - f,alors f = 1 correspond au début de la journée t) est 
tout simplement Pc,S't-e(f) , où Yt-e(f) est la prévision de yt tel que définie dans la 
section 6.1.4 et c est la catégorie du jour t. 
Pour les prévisions de Zh pour l'heure h , nous utilisons Pc,iYt-l (1), bien que l'on 
fera~t mieux si on prenait en compte l'information déjà disponible sur le volume 
quotidien des jours précédents. Par exemple, celui du jour t, jusqu'à l'heure h - l. 
Supposons qu'à 11h00 nous voulons calculer les prévisions des arrivées pour les 
prochaines 13 heures. Nous tenons donc compte de la quantité disponible, qu'on 
appellera Wt,ll. Alors, nous calculons les prévisions du volume d'appels pour le 
restant dé la journée t, Yt-I(1) - Wt,ll, comme suit: 
Pc,i(Yt-I(l) - Wt,ll) 
Pc,12 + ... + Pc,24 
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(6.18) 
pour la ième heure, et i > 11. Un inconvénient ici, c'est que si nous enregistrons un 
Wt,ll asseZ grand, alors nous aurons aussi les prévisions assez basses pour le restant 
de la journée, qui expliqué par une corrélation négative entre le volume d'appels 
durant les heures de la journée, alors qu'elle est en fait positive. Nous pensons donc 
qu'il est plus approprié d'exploiter l'information déjà existante (Wt,ll) pour une 
mise à jour des prévisions des arrivées dans la journée en cours Yt. Nous utilisons 
donc la même formule pour les prévisions des heures qui restent, Zh, = 12, ... ,24, 
c.-à.-d. Pc,i Yt-l (1), mais en veillant à mettre à jour la prévision Yt-l (1) en se servant 
de Wt,ll et de la formule de Bayes. 
Pour un cas plus général,. où nous observons les arrivées jusqu'à l'heure i de la 
journée, notons par Wt,i = Z24(t-l)+1 + ... + Z24(t-l)+i, le nombre d'appels durant 
les i premières heures du jour t. Sous notre modèle, ft = Yt-l (1) est une statistique 
suffisante pour l'information des jours précédents. Avec la formule de Bayes, la 
distribution conditionnelle de Yt sachant ft et Wt,i est 
lP'[Yt = y 1 ft, Wt,i = w] lP'[Wt,i = w.1 yt = y]lP'[Yt = Y 1 ft] 
lP'[Wt,i = w 1 ft] (6.19) 
pour tous 0 ~ w ~ y. La distribution conditionnelle de Wt,i sachant Yt = y 
est binomiale de paramètres (y, Pc,l:i), où Pc,l:i = L~=l Pc,€. Bien que Yt prend 
seulement des valeur entières, le modèle 4 approxime sa distribution conditionnelle à 
ft par la loi normale de moyenne ft et de variance O"? = Var [<fJ-l (B)(at)]. Ceci peut 
être utilisé pour spécifier l'expression pour les probabilités dans (6.19) et les calculer 
numériquement. Pour Yt, la probabilité pour un entier y peut être approximée en 
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intégrant la densité de la loi normale sur l'intervalle [y - 1/2, y + 1/2]. Il faut noter 
que conditionnellement à Wt,i et Yt, le vecteur (Zt,Hl' ... , Zt,24) est distribué selon 
la loi multinomiale de paramètres (Yt - Wt,i, Pc,HI!(1-Pc,1:i), ... , Pc,24/(1-Pc,l:i))' 
Pour les prévisions, nous utilisons alors l'espérance conditionnelle IE[Yi 1 Yt, Wt,i] 
au lieu de la distribution entière (6.19). Si nous supposons que la paire (Yt, Wt,i) 
est approximativement distribuée selon la loi normale bivariée, qui est assez proche 
de la vraie loi sous notre modèle quand Pc,l:i n'est pas proche de 0 ou 1 et Yi a une 
espérance assez large, alors nous avons [41, page 93] : 
IE[Yt 1 Yt, Wt,i = w] y. + Cov[Yt, Wt,i ~ Yt] (w "":"'1E[W, . 1 Y.]). (6.20) t Var[Wt,i 1 Yt] t,z t 
Or, IE[Wt,i 1 Yt] = Pc,l:iYt, Cov[Yt, Wt,i 1 Yt] = Pc,l:i(J~, et 
. Var[Wt,i 1 Yt] lEyt [Var [Wt,i 1 Yt, Yt]] + VarYt [lE [Wt,i 1 Yt, Yi]] 
Si on combine ceci avec (6.20), nous obtenons 
IE[Yt 1 Yt, Wt,i = w] - w - P 1 ·y.t y. + c, :z t - . (1 - Pc,l:i)Yt/(J~ + Pc,l:i (6.21) 
Nous verrons plus loin l'application de cette formule. 
6.1.5.2 Modèle 7 : extension du modèle 4 et ajout de l'effet d'heure de 
.la journée 
Nous écrivons ce modèle comme suit: 
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si h est la ième heure du jour t de catégorie c, où le processus Yi provient du modèle 
4 et le processus Wh est AR(q) pour un certain ordre q. 
Si Yi provient du modèle 4, alors la variance (J~ des résidus devrait être réduite 
d'avantage à cause de la variance additionnelle captée par les Wh. Ceci nous donne 
24 
Zh - Pc,i [Pt + Et] + L:alDh,1 + Wh, (6.22) 
1=1 
où Dh,l = 1 si h est dans la lième heure du jour et 0 sinon, en plus d'avoir {Et} et 
{Wh} des processus AR. 
La majeure différence entre les modèles 6 et 7 est la suivante : avec le modèle 6, 
nous avons une corrélation positive entre les arrivées dans différentes heures de la 
même journée, et la seu~e corrélation entre les heures de deux journées successives 
est captée par les autocorrélations au niveau du processus Et. Avec le modèle 7, la 
corrélation entre les arrivées de deux heures d'une même journée diminue avec la 
distance entre ces deux heures, et la corrélation entre les heures de deux journées 
successives est enregistrée seulement pour des heures proches (par exemple, ven-
dredi soir et samedi tôt le matin). 
Lors de l'estimation du modèle, nous avons ajouté les deux contraintes sui-
vantes : L:;~1 al = 0 et L:~~24(t-1)+1 Wh = 0, pour t = 1, ... , n, et nous avons forcé 
{Et} d'être un processus AR(3) comme dans le cas du modèle pour les journées. 
Nous avons donc estimé le modèle {Wh}. Le plus grand ordre de différence (ob-
servé) pour lequel le paramètre autorégressif est significatif à un niveau 5% est 
l'ordre 44, cependant très peu de paramètres auto régressifs d'ordre plus grand que 
25 sont significatifs à un niveau 1%. Pour cela, nous avons décidé d'adopter le 
modèle AR(25) pour Wh et le modèle AR(3) pour Et. Nous avons donc ré-estimé 
le modèle en (6.22) avec ces contraintes et c'est notre modèle 7. Avec ce modèle 
Densité estimée (méthode du noyau) 













Normal Q-Q plot 
-4 ~ 0 2 4 
Quantiles théoriques 
Figure 6.15 - Analyse de la normalité des résidus du modèle 7 
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nous avons obtenu une erreur standard de 3.6. Le diagnostic des résidus, présenté 
dans la figure 6.15, nous confirme la normalité de ces résidus. 
Pour comparer les deux modèles 6 et 7 de point de vue performance de prévisions, 
nous utilisons la racine carrée de l'erreur quadratique moyenne (RCEQM) à différents 
ordres pour les 441 jours, t = 1097, ... , 1537. Pour h = 24(t - 1) + 1, ... , 24t, nous 
définissons, à l'ordre r et l'heure h, l'erreur eh(r) = Zh+r - Zh(r), où Zh(r) désigne 
la prévision de Zh+r à un horizon r selon un modèle donné. Nous considérons deux 
cas : 
(1) Pour les prévisions des prochaines 24 heures du jour t en étant au début du 
jour t et nous avons yt la prévision de yt selon le modèle 4, nous mesurons l'erreur 
par 
1536 
1 '"' 2 ( ). RCEQM(r) = 441 L...J e24(t-1) r , 
t=1096 
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Tableau 6.6 - Erreur de' prévision (RCEQM) par origine et par horizon avec les 
deux modèles 6 et 7 pour les arrivées par heure. 
Horizon r Modèle 6 Modèle 7 
Cas (1) : 12 (0 :00-12 :00) 3.1 3.5 
Prévisions pour Z24(t-l)+T à Z24t, 14 (0 :00-14 :00) 3.1 3.9 
au temps h = 24(t - 1) 17 (0 :00-17 :00) 3.5 3.9 
23 (0 :00-23 :00) 3.1 3.2 
24 (0 :00-24 :00) 3.2 3.3 
Cas (2) : 1 (11 :00-12 :00) 3.1 3.1 
Prévisions pour Z24(t-l)+Il+T à Z24t, 3 (11 :00-14 :00) 2.9 3.5 
au temps h = 24(t - 1) + 11 6 (11 :00-17 :00) 2.3 3.7 
12 (11 :00-23 :00) 3.1 3.2 
13 (11 :00-24 :00) 3.1 3.1 
(2) Pour les prévisions des heures i = 12, ... ,24, du jour t après avoir observé 
les 11 premières heures en utilisant la formule (6.21) pour la mise à jour de la 
prévision de yt pour le modèle 6, nous mesurons l'erreur par 
RCEQM(r) = 
1 1537 
441 L e~4(t-l)+ll (r). 
t=1097 
Le tableau 6.6 donne une partie des résultats obtenus pour la comparaison. 
Généralement, le modèle 6 donne des meilleurs résultats dans les deux cas (1) et 
(2) j la RCEQM est toujours plus petite. Pour un horizon très proche (une heure), 
ce n'est pas surprenant que les deux modèles ont des performances équivalentes, 
puisqu'avec les deux modèles on arrive à capter convenablement la corrélation entre 
les heures successives. Pour des horizons plus lointains, les deux modèles semblent 
aussi donner des résultats semblables, puisque la vraie corrélation n'est pas aussi 
grande dans ce cas-là. Par contre, pour les valeurs de r entre les deux (horizons de 
quelques heures seulement), l~ modèle 6 donne clairement des meilleurs résultats. 
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Par exemple, si nous sommes à 11h00 (donc Wt,ll étant observé) et nous voulons des 
prévisions pour le volume d'appels pour les heures entre 16h00 et 17h00 du même 
jour, le RCEQM est de 3.7 pour le modèle 7, alors qu'elle est de 2.3 pour le modèle 
, 
6. Nous avons constaté aussi l'importance d'utiliser l'information disponible pour 
le volume des premières heures de la journée dans les prévisions pour le volume 
des prochaines heures de la même journée. Par exemple, ayec le modèle 6 à 11h00, 
pour les prévisions des volumes d'appels entre 16h00 et 17h00, le RCEQM est de 
3.5 si nous ignorons les volumes reçus de minuit jusqu'à 11h00, et l'erreur se réduit 
à 2.3 en si on tient compte de cette information. 
6.1.6 Conclusion 
Nous avons considéré une variété de modèles de séries chronologiques pour esti-
mer et calculer les prévisions pour le volume d'appels par jour et par tranche horaire 
au service SMU. Notons qu'en général, le volume d'appels dépend en grande partie 
du type d'activité des gens au cours de la journée. Ces gens peuvent être au travail, 
en train de faire la navette, en train de dormir ou de faire la fête et nos modèles 
essaient de capter ces influences en considérant l'effet de l'heure de la journée, le 
jour de la semaine, le mois de l'année, ainsi qu'un traitement spécial pour le jour 
de l'an et des journées du festival le plus important dans la ville que nous avons 
étudiée. Nous avons utilisé trois approches fondamentales pour le volume d'appel 
journaliers : la régression standard en ignorant les dépendances, la régression avec 
des résidus corrélés et une troisième approche (ARIMA 4oublement-saisonnier) qui 
tient compte d'une structure de dépendance et des effets saisonniers. Comme in-
terprétation ordinaire de ces modèles: c'est que la première partie déterministe 
capte les .composantes saisonnières et non-saisonnières et la deuxième partie sto-
chastique (les erreurs) capte l'effet d'effets omis ou non-observables comme les 
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corrélations. Nous constatons qu'un modèle de la deuxième catégorie, qui inclut 
un sous-ensemble choisi des effets principaux et statistiquement significatifs pour 
les effets principaux et effets d'interaction, donne des meilleurs résultats pour des 
prévisions 1 ou 2 jours dans l'avenir. L'avantage de ce modèle sur le modèle de 
régression standard diminue quand on augmente l'horizon des prévisions et il dis-
paraît à peu près à deux semaines d'horizon. Le modèle ARIMA doublement-
saisonnier ne donne pas de bons résultats avec un horizon dépassant une semaine 
dans l'avenir (voir figure 6.13). 
Pour le volume d'appels par heure, nous avons utilisé deux approches: une 
qui est construite autour de la distribution conditionnelle du volume par heure, 
connaissant le volume par jour et une autre approche basée sur un modèle de séries 
chronologiques. Les deux approches peuvent être combinées avec n'importe quel 
modèle que nous avons présenté pour le volume d'appels par jour. Nous avons 
aussi montré que le fait de prendre en considération les mises à jour des prévisions 
à .partir du volume déjà observé au début de la journée pourrait être très utile pour 
les décisions d'affectation du personnel en temps réel. Nous avons donc proposé l'ap-
proche de distribution conditionnelle et nous avons constaté qu'elle donne des bons 
résultats et que le fait de mettre à jour les prévisions toutes les heures avec le vo-
lume observé dans la première partie de la journée peut améliorer considérablement 
les prévisions. 
Les modèles que nous avons présentés sont simples, pratiques et pourraient être 
utilisés pour les prévisions de routine pour n'importe quel système SMU, aussi bien 
que dans les modèles de simulation de tels systèmes. Nos modèles qui combinent 
la régression et les processus ARIMA ont montré une supériorité sur le modèle 
ARIMA saison~ier. Nous avons aussi montré l'importance de modéliser les effets 
des journées spéciales, de l'heure de la journée, du jour de la semaine et du mois 
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de l'année. Bien que nous nous attendions à ce que l'approche générale décrite 
ici soit applicable dans d'autres villes et d'autres systèmes SMU, il est important 
de vérifier les spécificités et les caractéristiques de chaque ville. Il peut être utile 
d'étudier la possibilité d'ajouter d'autres variables au modèle de régression comme 
des variables démographiques par exemple; 
6.2 Modèles de prévision pour les arrivées au centre C2 
6.2.1 Les arrivées par jour 
Nous procedons ici à une application de la classe de modèles présentés dans la 
section précédente avec les données du centre C2 de Bell Canada. Le but est de 
fournir un outil efficace et utile pour la planification des ressources humaines en 
agents pour une journée dans l'avenir et à l'intérieur même d'une journée. 
Une première analyse des données à la section 4.1.2, nous a révélé une forte 
présence de l'effet du jour de la semaine. En tenant compte de ces considérations 
et de la présence d'une dépendance entre les journées successives, nous avons utilisé 
un modèle de régression à erreurs AR (modèle autorégressif) semblable au modèle 
donné à l'équation (6.9). Il faut noter que nous aurions espéré avoir une période 
couverte par les données assez longue pour pouvoir développer des modèles assez 
consistants pour les données journalières. Pour cela, nous ne pouvons pas considérer 
l'effet du mois de l'année, ainsi que les journées spéciales. Nous n'avons pas pu aussi 
constater aussi s'il y a une tendarice à la hausse ou non dans cette série au fil des 
jours. Nous avons considéré des journé~s comme des données aberrantes et nous 
avons enlevé les trois jours qui correspondent au premier janvier, le vendredi saint 
(23 mars) et la fête de la reine (23 mai). Les données disponibles concernent donc 
un total de 170 jours. Nous avons utilisé les 17 premières semaines (117 jours) pour 
l'estimation des paramètres et nous avons gardé les 8 autres semaines (53 jours) 
pour la validation des prévisions. Notre modèle se présente comme suit : 
p 




où l'indicateur Ct,j vaut 1 si l'observation t est dans le jour j de la semaine et 0 
sinon; les constantes réelles /3j représentent l'effet du jour de la semaine, vérifient la 
condition d'identifiabilité L~=l /3j = o. Le modèle peut aussi s'écrire comme suit: 
(6.24) 
où Ct = (1, Ct,l, ... , Ct,p)' et /3 = (/30, ... , /3p)'. 
Nous avons pu identifier un modèle AR(I) pour le processus Et, donné par: 
(6.25) 
où at est un bruit blanc de variance (J~. Le modèle en (6.23) devient: 
p 
(1 - CP1B) (Yi - /30 + L /3jCt,j) = at, (6.26) 
j=l 
avec BEt = Et-l. 
Avec une notation matricielle pour le modèle en (6.24), pour t = 1, .. , n, nous 
avons: 
y C/3+ E, (6.27) 
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Figure 6.16 - Analyse des résidus pour le modèle des arrivées par jour pour la 
province du Québec. 
où Y = (YI, ... , Yn)', E = (El, ... , En)' et la matrice 
1 CI,1 CI,p 
C = (Cl, : .. , Cn )' = 
1 C2,1 
1 Cn,l Cn,p 
de dimension (n, p + 1). Dans notre cas nous avons n = 117 et p = 7. 
L'analyse des résidus dans les graphiques 6.16, 6.17 et 6.18 nous permettent de 
conclure que le modèle semble adéquat et valide pour les données disponibles. Dans 
la première partie du tableau 6.7, nous présentons les résultats des estimations sous 
le modèle donné en (6.26), pour les deux provinces du Québec et de l'Ontario, ainsi 
que pour l'ensemble. 
La prévision pour le nombre d'appels à une origine t et à un horizon l, notée 
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Figure 6.17 - Analyse des résidus pour le modèle· des arrivées par jour pour la 
province de l'Ontario. 
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Figure 6.18 Analyse des résidus pour le modèle des arrivées par jour pour l'en-
semble des deux provinces. 
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La variance de l'erreur de prévision, notée V(l), qui est la même que la variance de 
Yi+l' est donnée par : 
V(l) 2 'A - Var [et (l)] = Var(CHl ((3 - (3) + Et+d 
- Var(C;+I((3 - 13)) + O"~ 
- O"~(C;+I(C'C)-ICHl + 1) 
2 
- 1 0"; (C;+l(C'C)-lCt+l + 1), 
- IPI 
où Pl Corr(Et, Et- l ). L'estimateur de cette variance est donné par: 
V(l) = â~(C;+I(C'CtlCHl + 1). 
1 - 1>IPl 
L'intervalle de prévision à un niveau 100(1 -,a)% est donné par: 
) 
A Ct+l C C - CHI + 1 
( 
, ( , ) 1 ) 1/2 
p - 1 O"a A , 




ave~ tO /2(n-p-1) le-quantile d'ordre (1-aj2) de la loi de Student avec (n-p 1) 
degrés de liberté. 
Nous avons considéré les prévisions à un horizon d'un jour (1 = 1) et nous 
avons calculé les mêmes mesures utilisées dans la section 6.1.4.6, pour évaluer les 
performances des prévisions, soit la racine carrée de l'erreur quadratique moyenne 
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Tableau 6.7 - Résultats des estimations des paramètres et les erreurs de prévision 
pour le volume d'appels par jour avec le modèle où les erreurs Et sont corrélées .. 
Il Québec 1 Ontario 1 l'ensemble 1 
{30 18259.89 34451.06 52688.64 
(596.07) (2151.14) (2419.38) 
{31 9416.49 18738.62 28154.89 
(478.32) (1077.53) (1376.79) 
{32 5969.45 9785.91 15750.90 
(478.31) (1078.72) (1377.43) 
{33 4467.93 7686.27 12150.89 
(478.27) (1078.03) (1376.60) 
{34 3753.26 6361.27 10108.82 
Estimation _ (477.75) (1075.15) (1373.34) 
(Erreur std.) {35 3947.99 6401.74 10330.69 
(491.31) (1086.10) (1396.72) 
{36 -12412.72 -21251.14 -33642.75 
(490.49) (1081.75) (1390.12) 
{37 -15142.40 -27722.66 -42853.44 
( 478.28) (1073.64) (1373.47) 
CP1 0.274 0.680 0.573 
(0.089) (0.067) (0.076) 
â-a 1896.28 3059.28 4563.53 
AIC 2116.26 2228.72 2322.08 
Prévisions RCEQM(l) 2956.51 3837.03 6035.19 
EARM(l) (%) 9.84 6.97 7.13 
Dans le bas du tableau 6.7, nous présentons les erreurs de prévisions RCEQM 
et EARM calculées à un horizon d'une seule journée. 
Nous avons comparé ces mesures avec celles obtenues avec un m.odèle qui ne tient 
pas compte des corrélations entre le volume d'appels dans des journées successives, 
c.-à.-d., le modèle en (6.24) en supposant que les résidus Et sont i.i.d. de distribution 
normale de moyenne 0 et de variance (11. L'erreur standard (â E) et les erreurs de 
prévision sont données dans le tableau 6.8. 
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Tableau 6.8 - Erreur standard et erreurs de prévision pour le volume d'appels par 
jour avec le modèle où les erreurs Et sont i.i.d. 
1 Il Québec 1 Ontario 1 l'ensemble 
Estimation aE 2033.44 4306.62 5739.81 
Prévisions RCEQM(l) , 3017.90 4094.01 6365.34 
EARM(l) (%) 11.39 11.90 10.78 
Nous pouvons remarquer facilement que le modèle qui capte la corrélation entre 
les volumes d'appels dans deux journées successives donne de meilleurs résultats. La 
RCEQM, par exemple, est réduite de 2.1% pour le Québec, de 6.3% pour l'Ontario 
et de 5.2% pour l'ensemble. Nous remarquons aussi une réduction au niveau de la 
EARM, ainsi qu'une réduction au niveau de l'estimation quand on compare l'erreur 
standard d'estimation ((ja et (jE).' Rappelons qu'en moyenne le centre reçoit près 
de 18455 appels en provenance du Québec, près de 34226 de l'Ontario et 52681 de 
l'ensemble, sachant que ces moyennes prennent en considération les sept jours de 
la semaine. 
Dans les graphiques 6.19, 6.20 et 6.21, nous présentons les prévisions de Yi+l' t = 
117, ... , 169, qui sont données par "Yt(1), t = 117, ... ,169, c.":à.-d. les prévisions 
d'une seule journée à la fois, dans le futur, à 53 origines différentes. En examinant 
ces graphiques, nous ne remarquons rien d'anormal dans les prévisions, à part 2 ou 3 
observations réelles qui dépassent les limites de prévision et qui représentent moins 
de 5%. Nous remarquons aussi que le modèle fonctionne bien pour les arrivées dans 
chaque province et pour l'ensemble des deux. 
6.2.2 Les arrivées par intervalles de temps dans une journée 
Pour les arrivées par période de temps dans la journée, nous avons considéré 
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Figure 6.19 - Prévisions et limites de confiance (95%) à un .horizon d'une journée 
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Figure 6.20 - Prévisions et limites de confiance (95%) à un horizon d'une journée 
pour les arrivées par jour pour la province de l'Ontario. 
178 




! i ~ 'b 
I!! 
.0 





100 110 . 120 130 140 150 160 170 
JOUIS 
Figure 6.21 - Prévisions et limites de confiance (95%) à un horizon d'une journée 
pour les arrivées par jour pour l'ensemble des deux provinces. 
6.1.5.1, où le vecteur Zt = (Z48(t-I)+l, ... , Z48t) , sachant yt = N, suit une distri-
bution multinomiale de paramètres (N,Pl, ... ,P48), où le vecteur (Pl, ... ,P48), qui 
représente le profil du jour, vérifie l'équation (6.15). Chaque Zh représente donc le 
nombre d'appels reçus durant le quart d'heure h = 48(t - 1) + 1, ... ,48t. 
Pour les prévisions, nous appelons eh(r) = Zh+r - Zh(r), l'erreur de prévision, 
où Zh(r) désigne la prévision de Zh+r selon notre modèle. Nous utilisons le fait que 
N est assez grand et avec le théorème de la limite centrale, nous pouvons calculer 
un intervalle de prévision appoximatif pour Zh+r. Alors l'intervalle à un niveau 
100(1 - a)% est donné par :' 
(6.31) 
avec Za/2 le quantile d'ordre (1 - a/2) de la loi normale standard. 
Nous avons exploité le modèle 6 avec la distribution conditionnelle des arrivées 
connaissant le nombre, total des arrivées dans la journée. Nous avons considéré donc 
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le cas où nous observons une partie de la journée et les prévisions des heures qui 
restent sont calculées en utilisant la prévision mise à jour de la journée calculée à 
partir de la formule de Bayes, présentée en (6.21). Supposons que nous disposons de 
la prévision ft-l(1) du volume d'appels, obtenues avec le modèle en (6.26), durant la 
journée entière t, faite à la veille, c.-à.-d., à la fin de la journée (t - 1), et que nous 
avons observé le nombre d'arrivées jusqu'à 11h00, noté Wt,ll . E~:l Z48(t-l)+i' 
Nous devons donc calculer la prévision du volume d'appels pour la partie restante 
de la journée de 11h00 à 20h00, c.à.-d. la quantité yt - Wt,ll = Et!13 Z48(t-l)+i, en 
utilisant Wt,ll. Nous considérons cette fois-ci l'erreur de prévisions comme suit: 
48 
et,w = L Z48(t-l)+i - Pift-l(I), 
i=13 
(6.32) 
où les Pi, i = 1, ... ,48, représentent une estimation du profil du jour à partir 
des données selon la formule donnée en (6.15). Pour le modèle qui tient compte de 
l'information du matin (Wt,ll), la prévision ft-l (1) est remplacée par sa valeur mise 
à jour en utilisant la formule donnée en (6.21). Pour mesurer l'erreur de prévision, 
nous avons utilisé la racine carrée de l'erreur quadratique moyenne (RCEQM) et 
l'erreur absolue relative moyenne (EARM), définies comme suit: 
RCEQM= 
1 170 




EARM = ~ L let,wl . 
. 53 t=1l8 yt - Wt,Ii 
Dans le tableau 6.9 nous présentons les erreurs de prévision RCEQM et EARM 
calculées pour le nombre d'arrivées pour toute la période de 11h00 à 20h00 sur les 
53 journées utilisées pour les prévisions. Nous comparons ces erreurs avec le modèle 
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Tableau 6.9 - Erreurs de prévisions pour le nombre d'arrivées entre 11h00 et 20h00. 
Il Québec 1 Ontario 1 l'ensemble 1 
Modèle avec mise à jour RCEQM 1407.69 1932.46 3012.91 
de Yt-l(l) EARM (%) 8.36 7.53 6.97 
Modèle sans mise à jour RCEQM 1959.05 2594.68 3905.11 
EARM (%) 11.25 8.67 8.45 
qui ne tient pas compte de l'information du matin, c.-à.-d. sans mise à jour de la 
prévision du volume journalier faite à minuit. De point de vue de la RCEQM, par 
exemple, nous avons observé une réduction de près de 28.1% pour la province du 
Québec, 26.6% pour l'Ontario et 22.~% pour l'ensemble. Rappelons qu'en moyenne 
le centre reçoit près de 12318 appels en provenance du Québec entre 11h00 et 20h00, 
22927 de l'Ontario et 35245 pour l'ensemble pour la même période de temps. Le 
calcul de ces moyennes tient compte des sept jours de la semaine. 
Dans les graphiques 6.22, 6.23 et 6.24, nous présentons le résultat des prévisions 
pour une seule journée choisie pour illustration seulement. Nous avons considéré une 
journée du type jeudi et nous avons calculé les prévisions du nombre d'appels reçus 
durant la période de 11h00 à 20h00 en utilisant une mise à jour de la prévision du 
volume journalier en fonction du volume déjà observé de 8hOO à 11h00. Nous remar-
quons que le modèle fournit des bons résultats pour les arrivées par quarts d'heure 
en utilisant l'information de la matinée. Les résultats des prévisions montrent aussi 
des erreurs minimes et presque toutes les observations réelles sont à l'intérieur des 
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Figure 6.22 - Exemple de prévisions avec mise à jour et limites de confiance (95%) 
dans une journée du type jeudi pour les arrivées par 15 minutes entre 11h00 et 
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Figure 6.23 - Exemple de prévisions avec mise à jour et limites de confiance (95%) 
dans une journée du type jeudi pour les arrivées par 15 minutes entre 11h00 et 
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Figure 6,24 - Exemple de prévisions avec mise à jour et limites de confiance (95%) 
dans une journée du type jeudi pour les arrivées par 15 minutes entre 11h00 et 
20h00, pour l'ensemble des deux provinces, 
CHAPITRE 7 
CONCLUSION 
Dans cette thèse nous nous sommes intéressés à une composante très importante 
du système de file d'attente que constitue tout centre d'appels et qui représente 
le processus d'arrivée. Nous avons pu présenter une variété de modèles pour le 
processus d'arrivée avec des hypothèses assez réalistes et qui décrivent bien la 
réalité dans les centres d'appels téléphoniques étudiés. Ces modèles ont été validés 
et testés avec 4 jeux de données qui concernent 4 centres d'appels et nous avons 
obtenu des bons résultats. 
L'analyse descriptive des données dans les centres étudiés nous ont révélé des 
effets similaires. Les arrivées diffèrent selon la période de la journée, selon le type du 
jour de la semaine et le mois de l'année aussi. Nous avons aussi observé la présence 
de corrélations entre le nombre d'arrivées durant différentes périodes d'une même 
journée. 
Nous avons pu utiliser le processus de Poisson avec une forme particulière qui 
permet de capter la dépendance à l'intérieur d'une journée. A ce modèle, nous 
avons ajouté une amélioration pour la fonction de taux avec une estimation non 
paramétrique à l'aide d'une fonction spline. Nous avons, obtenus des bons résultats 
d'estimation avec ces modèles. 
Avec le modèle NORTA, nous avons eu beaucoup de succès et nous avons 
pu faire des bons ajustements. Ce type de modèle permet de faire des simula-
tion en générant un vecteur d'arrivées dans une journée ·avec exactement la même 
structure de corrélation désirée observée dans la réalité. Nous avons pu apporter 
des améliorations à ce type de modèle qui présente quelques difficultés pratiques, 
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comme la réduction du nombre de paramètres à estimer, ainsi que la difficulté 
d'obtenir une matrice semi-définie positive. Nous avons pu développer de nouvelles 
méthodes précises et très rapides en temps d'exécution pour l'initialisation de la 
méthode NORTA. Ces méthodes sont valables avec les corrélations linéaires et les 
corrélations de rang et dans le cas où les distributions marginales sont discrètes. 
Nous avons pu proposer une méthode semblable dans le cas où nous disposons d'un 
mélange de distributions continues et de distributions discrètes. Lorsque les distri-
butions marginales sont continues, il existe une résolution analytique simple en 
utilisant les corrélations de rang. Nous avons testé ces méthodes dans le contexte 
des arrivées dans les centres d'appels téléphoniques. Ces travaux ont permis la 
publication d'un article. 
Nous avons aussi pu renforcer les librairies de simulation déjà en place avec ces 
nouveaux modèles. Désormais, avec les libraiiies de simulation en Java SSJ [57] 
et ContactCenters [15], on peut facilement générer les arrivées selon le processus 
NORTA ou selon le processus de Poisson non homogène ou doublement stochastique 
avec une fonction spline pour le taux, en utilisant la méthode de découpage. Toutes 
les méthodes que nous avons proposées dans cette thèse pour l'initialisation de 
NORTA sont aussi incorporées sous forme de classes dans la librairie SSJ (voir 
annexes). 
Une autre contribution qui a permis aussi de publier un article, est celle des 
modèles de séries chronologiques pour les arrivées journalières et par tranche ho-
raire. Nous avons pu présenter des modèles de prévisions dans le centre d'appels au 
911 dans la ville de Calgary, en Alberta, pour les journées et les heures dans une 
même journée. Ces modèles peuvent être adaptés à d'autres centres semblables. 
Plusieurs alternatives de travaux futurs méritent d'être étudiés. Nous croyons 
qu'il est intéressant par exemple d'étudier d'avantage les méthodes qui permettront 
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d'améliorer la méthode NORTA et de diminuer ses difficultés pratiques dans des 
grandes dimensions. Il faudrait chercher d'autres modèles qui s'ajustent mieux avec 
la nature des corrélations entre les arrivées des parties d'une journée qui permettent 
de réduire le nombre de paramètres à estimer, et en même temps garantissent 
une matrice semi-définie positive. Une autre avenue de recherche qui consiste à 
combiner le processus NORTA avec la fonction spline. Le premier modèle s'avère 
efficace quand à la génération du nombre d'arrivées avec les quantités désirées de 
corrélations, alors qu'une fonction spline pour la fonction de taux permet générer 
les instants d'arrivées de façon efficace. 
Un sujet très important qui a été laissé à côté dans ce travail et qui pourrait 
être privilégié dans des travaux futurs, est celui de l'étude du cas où il y a plu-
sieurs types d'appels à distinguer, ce qui veut dire considérer plusieurs processus· 
d'arrivée. Dans la réalité, ces processus sont généralement dépendants, non sta-
tionnaires et même doublement stochastiques, ce qui complique la tâche de trouver 
des modèles adéquats et réalistes pour ces processus. Ces propriétés ne sont pas 
toujours prises en compte, par exemple, dans les modèles de simulation des centres 
d'appels téléphoniques. Nous croyons donc qu'il serait très intéressant d'étudier les 
possibilités de modèles et de voir. en même temps les aspects estimation et prévision 
dans de telles situations. 
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Introduction 
This document describes a Java implementation of correlation matching algo-
rithms proposed in [1] for the situation where one wants to use the NORTA me-
thod to fit a multivariate distribution with discrete marginaIs. The four different 
algorithms discussed in [1] are implemented in four subclasses of an abstract class 
named Nortalni tDise. This software makes use of the SSJ library [2]. An example 
of how to use it is given at the end of this document. 
The NORTA method is an approach for modeling dependence in a finite-
dimensional random vector X = (Xl, ... , X d ) with given univariate marginaIs 
via normal copula that fits the rank or the linear correlation between each pair 
of coordinates of X. The standard normal distribution function is applied to each 
coordinate of a vector Z = (Zl, ... , Zd) of correlated standard normals to produce 
a vector U = (Ul, ... , Ud ) of correlated uniforms over [0,1]. Then X is obtained by 
applying the inverse of each marginal distribution function to each coordinate of 
U. The fitting requires finding the correlation between the coordinates of each pair 
of Z that would yield the correlation between the coordinates of the corresponding 
pair of X. The step of finding the correlation matrix of Z, given the correlation 
matrix of X and the marginal distributions, constitutes the NORTA initia1ization 
step. In [1], we present a detailed analysis of the NORTA method and root-finding 
problem when the marginal distributions are discrete. 
With the NORTA method, we have the following representation : 
Xl = Fl-1(<I>(Zl)), l = 1, ... ,d, 
where <I> is the standard normal distribution function and Fl-1(u) = inf{x : Fl(X) ~ 
u} for ° ::; u ::; 1, which is the. quantile function of the marginal distribution 
iv 
F",l = 1, ... ,d. 
For the bivariate case (d = 2), we have a vector X = (Xl, X 2 ) and the two mar-
ginal distributions FI and F2 with means and standard deviations J.1,Fl = E[FI(Xd]' 
J.1, F2 = E[F2 (X2 )], aFl = Var(FI(XI))lj2 and aF2 = Var(F2(X2))lj2, respectively. 
For this case, NORTAinitialization is reduced to the problem of finding the corre-: 
lat ion Pz = Corr(ZI, Z2). 
In this document, we present a set of Java classes for NORTA initialization in the 




gr(P) - E [FI (XI)F2(X2H 
-1: 1: FI {Fl-l[<I>(xd]}F2{F2-1[<I>(~2)]}~P(XI' X2) dx l dx2, (1.2) 
where ~p is the bivariate standard normal density. Then, for a given correlation rx, 
we use an algorithm of root-finder to find the corresponding correlation Pz that 
verifies 
(1.3) 
When the marginal distributions are continuous, the root-finding problem is 
easy to solve when we use the rank correlation. We have an analytic solution for 
v 
(1.2) and the relation in (1.1) becomes : 
rx(p) = (6/tr) arcsin(p/2). 
vi 
N ortaInitDisc 
This abstract class defines the algorithms used for NORTA initialization when 
the marginal distributions are discrete. Four algorithms are supported for now, and 
they are defined as subclasses of the class NortaIni tDise. 
For two random variables Xl and X 2 , and their two marginal distributions FI 
and F2' respectively, we specify the rank correlation rx = Corr(FI(Xd, F2(X2)), 
the parameters of the marginal distributions and a parameter for truncation tr. For 
the correlation matching, we must have finite supports for the two distributions. 
Then if the support of each marginal is infinite, we have to upper-bound it at the 
quantile of order tr. For example, if the marginals have their support points in 
[0, +00), the software will truncate to [0, Fl-I(tr)], for l = 1,2. The parameter tr 
must to be given by the user, depending on the type of the two distributions. If 
the marginaIs have finite supports, one can sim ply give tr = 1. 
Each algorithm NIl, NI2a, NI2b and NI3 can be used to calculate the cor-
responding correlation Pz = Corr(ZI, Z2), where Zl and Z2 are standard normal 
random variables. These subclasses implement the specifie methods for NORTA 
initializatior;t presented in [1]. 
Each type of algorithm should be defined as a subclass of NortaIni tDise. Each 
subclass must implement the method eomputeCorr which returns the solution Pz. 
When executing this method, the subclass may call the methods integ and deriv, 
. depending on the type of algorithm. For example, the subclass NIl calls only the 
method integ, sinee the algorithm do not use the derivative [1]. Each subclass 
must also call the method eomputeParams, which is executed immediately before 
the beginning of the root-finder algorithm. 
When creating a class representing an algorithm, the toString method can be 
called to display information about the inputs. 
public abstract class NortaInitDisc 
Constructor 





Constructor with the target rank correlation rX, the two discrete marginais 
distl and dist2 and the parameter for the truncation tr. This constructor can 
be called only by the constructors of the subclasses. 
Methods 
public abstract double computeCorrO ; 
Computes and returns the correlation Pz. Every subclass of Nortalni tDise 
must implement this method. 
public void computeParams 0 
Computes the following inputs of eaçh marginal distribution : 
. - The number of support points ml and m2 for the two distributions. 
- The means and standard deviations of FI(Xd and F2(X2 ), respectively. 
- The vectors pdi], P2[J], zdi] = cp-l(fdi]) and Z2[J] = cp-I(!2[J]), where fI [il 
viii 
and h[J], for i = 0, ... , ml -1; j = 0, ... ,m2 .-1, are the cumulative proba-
bility functions, and <I> is the standard normal distribution function. 
Every subclass of Nortalni tOise must caU this method. 
public double integ (double r) 
Computes the function 
ml-2 m2-2 
gr(r) = L PI,HI L P2,j+l<Ï>r(ZI,i, Z2,j), (lA) 
i=O j=O 
which involves the bivariate normal integral <Ï>r(x, y) = Jxoo JyOO 4>r(Zl! z2)dzl dz2. 
Method barF of class BiNormalOonnellyOist (from package probdistmulti of 
SSJ [2]) is used to compute <Ï>r(x, y), with ml! m2, and the vectors PI[i], i 
1, ... , ml-1; zl[i], i = 0, ... , ml-2; P2[J], j = 1, ... , m2-1; Z2[J], j = 0, ... , m2-2. 
The correlation parameter r must be in [-1,1]. This method may be caUed by sub-
classes of Nortalni tOise. 
public double deriv (double r) 
Computes the derivative of gr, given by 
ml-2 m2-2 
g~(r), = L PI,i+l L P2,j+l4>r(ZI,i, Z2,j), (1.5) 
i=O j=O 
where 4>r is the bivariate standard binormal density. The method uses ml! m2, and 
the vectors PI[i], i = 1, ... , ml -1; zl[i], i = 0, ... , ml - 2; P2[J],j = 1, ... , m2 -1; 
Z2[J],j = 0, ... , m2-2. The correlation parameter r must be in [-1, 1]. This method 
ix 
may be called by subclasses of Nortalni tDise. 
x 
NIl 
Extends the class NortalnitOise and implements the algorithm Nil. It uses an 
algorithm based on Brent method for root-finding, which combines root-bracketing, 
bisection and inverse quadratic interpolation. It caUs the method integ to compute 
the function gr given in (1.4). The search should be done in the interval [-1,0] if 
rx E [-1,0], or [0,1] if rx E [0,1]. At each iteration, the algorithm halves the 
intervallength and uses an accuracy € to find the root Pz of equation (1.3). 
public class Nil extends NortalnitDisc 
Constructor 





Constructor with the target rank correlation rX, the two discrete marginaIs 
distl and dist2, the parameter for truncation tr (see the constructor of class 
Nortalni tOise) and the specific parameter € = toleranee defined above for the 
algorithm Nil. 
Methods 
public double computeCorr 0 
Computes and returns the correlation Pz using the algorithm Nil. 
xi 
NI2a 
Extends the class Nortalni tOise and implements the algorithm NI2a. It uses, 
the derivative, so it caUs the method deriv to compute the function' g; given in (1.5). 
The double Integration in (1.2) is simplified and only a simple Integration is used. 
The algorithm uses numerical Integration wlth Simpson's rules over subintervals 
given by the finite sequence Pk = Po + 2kh, for k = 0,1, ... , m, where h is a fixed 
step size and m is such that 1 - 2h < Pm < 1. The initial point is chosen as 
Po = 2 sin ( nT x j 6). The Integration is done between Po and Pm = ± (1 - 6), or 
between Po and 0, depending on the sign of TX and on whether the root is to the 
left, or to the right of PO.' So depending on the case, the worst-case Integration 
distance will be set to d = 11- 6 - Pol or d = IPol. Then, the step size is readjusted 
to h* = dj(2m), where d is the maximum number of steps (iterations) calculated 
based on the pre-defined step size h, so m = r dj(2h)l The algorithm stops at 
Iteration k if the root is in a subinterval [Pk-l, Pk], and a quadratic interpolation is 
used to compute the solution. For this, the method interpol of class Mise (from 
package ut il of SSJ [2]) is used. 
public class NI2a extends NortaInitDisc 
Constructor 







Constructor with the target rank correlation rX, the two discrete marginaIs 
distl and dist2, the paramater for the truncation tr (see the constructor of class 
NortalnitDisc), and the specifie parameters h and 8 = delta for the algorithm 
NI2a, as described ab ove. 
Methods 
public double computeCorr 0 
Computes and returns the correlation Pz using the algorithm NI2a. 
xiii 
NI2b 
Extends the class Nortalni tDise and implements the algorithm NI2b. It is a 
variant of NI2a. It uses the derivative, so it caUs the method deri v to compute 
the function g~ given in (1.5) and uses numerical integration with Simpson's rules 
as weU. But the integration grid is either in the interval [0, 1 - 0] or [-1 + 0,0], 
depending on the sign of TX. Here the number of subintervals of integration is fixed 
to m and the algorithm stops at iteration k if the root is in subinterval [Pk-l, Pk], 
and a quadratic interpolation is used to compute the solution. F<;>r this, the method 
interpol of class Mise (from package util of SSJ [2]) is used. 
public class NI2bextends NortaInitDisc 
Constructor 






Constructor with the target rank· correlation rX, the two discrete marginais 
distl and dist2, the parameter for the truncation tr (see the constructor of class 
NortalnitDise), and the specifie parameters m and 0 = delta for the algorithm 
NI2b, as described above. 
xiv 
Methods 
public double computeCorr 0 
Computes and returns the correlation Pz using the algorithm NI2b. 
xv 
NI3 
Extends the class Nortalni tDise and implements the algorithm N13. It uses 
the function gr and its derivative g~, so it caUs the methods iIiteg and deriv, given 
in (lA) and (1.5) and uses an adapted version of the Newton-Raphson algorithm. 
At any iteration, if the solution faUs outside the se arch interval, the algorithm 
uses bisection and halves the interval length to guarantee convergence. The initial 
solution is taken as Po = 2 sine rrrx /6), and then at each iteration k, fr(Pk) and 
f;(Pk) are calculated and a solution is computed by the recurrence formula: 
The algorithm stops at iteration k if IPk-1 - Pk 1 ::; f. The. function fr is the one 
given in (1.3). 
public class NI3 extends NortalnitDisc 
Constructor 
public NI3 (double rX, 




Constructor with the target rank correlation rX, the two discrete marginaIs 
dist 1 and dist2, the parameter for the truncation tr (see the constructor of class 
NortalnitDise), and the specific parameter f = toleranee for the algorithm N13, 
as defined ab ove. 
xvi 
Methods 
public double computeCorr· 0 
Computes and returns the correlation Pz using algorithm NI3 .. 
xvii 
Example 
In this example, we consider two random variables Xl and X2 with negative 
binomial marginals, denoted by NegBin(s, p). In our example, the parameters (s, p) 
for Xl and X 2 , respectively, are: SI = 15.68, Pl = 0.3861, S2 = 60.21 and P2 = 
0.6211. We want to calculate the correlation Pz for a target rank correlation rx = 
0.43. Since the negative binomial has an unbounded support, we set the upper 
bound points of each support at the quantile of order tr = 1 - 10-6 , so that the 
number of support points ml = F/- I (l - 10-6 ) + 1, for l = 1,2. 
The Java program uses the class DiscreteDistributionInt of package probdist 
from SSJ, to specify the two discrete marginal distributions. Each of the four sub-
classes NI1, NI2a, NI2b and NI3 are called for each algorithm to compute the 
correlation Pz, so we can compare the results. 
Listing 1.1 - Example with correlated negative binomial distribution. 
import umontreal . iro . lecuyer .probdist .*; 
public class ExampleNortaInitDisc 
{ 
} 
public static void main (String [] args) { 
} 
final double rX = 0.43; Il Corrélation de rang donnée rX 
final double tr = 1.0 - 1.0e-6; Il Paramètre pour tronquer le domaine 
Il Définie les deux distributions marginales 
DiscreteDistributionInt distl = new 
NegativeBinomialDist (15.68, 0.3861); 
DiscreteDistributionInt dist2 = new 
NegativeBinomialDist (60.21 , 0.6211); 
NIl nil0bj = new Nll (rX , distl , dist2 , tr , 1.0e-4); 
System .out .println("Résultat avec la méthode Ml: rho Z = Il 
+ nil0bj . computeCorr ()); 
NI2a ni2aObj = new NI2a(rX , dist! , dist2 , tr , 0.005, 1.0e-4); 
System .out .println("Résultat avec la méthode M2B: rho_Z = Il 
+ ni2aObj . computeCorr ()); 
NI2b ni2bObj = new NI2b (rX , distl , dist2 , tr , 5, 1.0e-4); 
System . out .println ("Résultat avec la méthode M2A: rho_Z 
+ ni2bObj . computeCorr ()); 
NI3 ni30bj = new NI3 (rX , dist! , dist2 , tr , 1.0e-4); 
System . out .println("Résultat avec la méthode M3: rho Z 
+ ni30bj . computeCorr ()); 
Il 
Il 
Listing 1.2 - Results of the program ExampleNortalni tDise. java 
Results with method NIl : rho_Z 0.44691 
Results with method NI2b : rho_Z 0.44685 
Results with method NI2a : rho_Z 0.44683 
Results wi th method NI3 : rho_Z 0.44691 
XVlll 
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1.2 
Code source des classes Java pour l'initialisation de NORTA avec les 
corrélations de rang et des distributions marginales discrètes 
Nous présentons ici le code source des classes Java, données dans la première 
partie de l'annexe 1, pour l'initialisation de la méthode NORTA avec des corrélation 
de rang et des distributions marginales discrètes. Les quatre sous-classes NIl , NI2a, 
NI2b et NI3 correspondent aux quatre méthodes Ml , M2A, M2B et M3, respecti-
vement, que nous avons présentées dans les sections 3.3.1, 3.3.2 et 3.3.3. 
Nous faisons appels aux classes suivantes de la librairie de simulation en Java 
SSJ : 
- Classes DisereteDistributionlnt et NormalDist du paquetage probdist. 
- Classe BiNormalDonnellyDist du paquetage probdistmul ti. 
- Classe Mise du paquetage util. 
Listing 1.3 - La classe abstraite NortaInitDisc. 
import umontreal . iro . lecuyer .probdist .*; 
import umontreal . iro . lecuyer .probdistmulti .*j 
public abstract class NortalnitDisc 
{ 
protected double rX;11 Corrélation de rang donnée 
protected DiscreteDistributionlnt distl j Il Dist . marginale de X_1 
protected DiscreteDistributionlnt dist2 ; Il Dist . marginale de X_2 
protected double tr i Il Paramètre pour la tronquation 
protected double mu1 , mu2 , sd1 , sd2 j/* Moyennes et écart-types de 
F_1(X_1) et F_2(X_2) . *1 
Il Nombre de points dans les domaines des deux distributions . 
private int ml , m2 ; 
Il Fonctions de masses pour les deux distributions . 
private double[] pl ; 
private double[] p2 ; 
1* Quantiles des probabilités cumulat i ves selon la fonc . de répart . 
de la loi normale standard pour les deux distributions . *1 
private double[] z1 ; 
private double[] z2 ; 
1* Constructeur de la caIsse abstraite . Peut être appelé 
seulement par le constructeur de la sous- classe de la 
NortalnitMix . */ 
public NortalnitDisc (double rX , 
DiscreteDistributionlnt distl , 




this. rX = rX ; 
this. distl = distl ; 
this. dist2 = dist2 ; 
this. tr = tr ; 
public abstract double computeCorr (); 
1* Calcule les moyennes et les écart-types de F_HX_l) et F_2(X_2), 
XXI 
le nombre de points des domaines et les vecteurs p_l, p_2, z_l, z_2 . *1 
public void computeParams () 
{ 
ml = distl . inverseFlnt (tr ) + 1; 
m2 = dist2 . inverseFlnt (tr) + 1; 
int [] yl = new int [ml] ; 
int[] y2 = new int [m2] ; 
pl = new double[ml]; 
p2 = new double [m2]; 
double[] fl = new double [ml]; 
double[] f2 = new double [m2]; 
zl = new double [ml]; 
z2 = new double [m2]; 
double ull = 0.0, u22 = 0.0; 
Il Calcule mul, sdl, pl and zl of X_l 
for (int i = 0; i < ml ; i ++) { 
y1[i] = i ; 
pl [i ] = distl .prob (yl [i]); 
fl [i ] = distl . cdf (yl [i ]); 
zl [i ] = NormalDist . inverseFOl (fl [i ]); 
if (zl [i] == Double .NEGATIVE_INFINITY) 
zl [i] = NormalDist . inverseFOl (2.2e-308); 
if (zl [i ] == Double .POSITIVE_INFINITY) 
zl [i ] = NormalDist . inverseFOl (1.0 - Math .ulp (1.0»; 
mul += fl [i ] * pl [i ]; 
ull += fl [i ] * fl [i] * pl [i ]; 
} 
sdl = Math . sqrt (ull - mul * mul ); 
Il Calcule mu2. sd2, p2 and z2 of X_2 
for (int i = 0; i < m2 ; i ++) { 
y2 [ i l = i ; 
p2 [i ] = dist2 .prob (y2 [i]); 
f2 [i ] = dist2 . cdf (y2 [i ]); 
z2 [i ] = NormalDist . inverseFOl (f2 [i ]); 
if (z2 [i ] == Double .NEGATIVE_INFINITY) 
z2 [i] = NormalDist . inverseFOl (2 . 2e-308); 
if (z2 [i ] == Double . POSITlVE_INFINITY) 
z2 [i ] = NormalDist . inverseFOl (1.0 - Math .ulp (1.0»; 
mu2 += f2[i] * p2 [i]; 
u22 += f 2[i ] * f2 [i] * p2 [i]; 
} 
sd2 = Math . sqrt (u22 - mu2 * mu2); 
} 
Il Calcule la fonction g_r pour chaque corrélation 
public double integ (double r ) 
{ 
double gr = 0.0, sum ; 
for (int i = 0; i < ml - 1; i++) { 
sum = 0.0; 
for (int j = 0; j < m2 - 1; j ++) { 
XXII 
sum += p2 [j +l] * BiNormalDonnellyDist .barF (zl [i], z2 [j ], r ); 
} 
gr += pl [i + 1] * sum ; 
} 
return gr ; 
} 
Il Calcule la fonction dérivée g '_r pour chaque corrélation 
public double deriv (double r ) 
{ 
} 
double c = Math .sqrt (1.0 - r * r ); 
double cl = 2 * c * c ; 
double gp = 0.0, sum ; 
for (int i = 0; i < ml - 1; i++) { 
double zlsq = zl [i] * zl [i ]; 
double tl = 2 * r * zl [i ]; 
} 
sum = 0.0; 
for (int j = 0; j < m2 - 1; j++) { 
} 
sum += p2 [j +l] * Math . exp « tl * z2[j ] - zlsq - z2 [j ] 
* z2 [ j ]) 1 ct) ; 
gp += pl [i + 1] * sum; 
gp = gp 1 (2.0 * Math .PI * c); 
return gp ; 
Il Pour afficher les inputs 
private String tabToString Cdouble[] tab , String message) 
{ 
String desc = message + "\n [II; 
for (int i = 0; i < tab . length ; i++) 
if (i == tab . length - 1) 
desc += "]\n" ; 
else 
desc += tab [i ] + ","; 
return desc ; 
} 
public String toString () 
{ 
String desc 1111 • , 
desc += "rX " + rX + 
desc += "tr " + tr + 
desc += "ml " + ml + 
desc += "m2 " + m2 + 
desc += "mul " + mul 
desc += "mu2 = " + mu2 
desc += "sdl = " + sdl 
desc += "sd2 = " + sd2 
desc += tabToStringCpl 
desc += tabToString (zl 
"\nll; 
n\nll; 














desc += tabToStringCp2 • "Table p2 "); 
desc += tabToString( z2 . "Table z2 ") ; 
return desc ; 
Listing 1.4 - La sous-classe NIl pour la méthode Ml. 
import umontreal . iro . lecuyer .probdist .*; 
import umontreal . iro . lecuyer .util .*; 
public class NIl extends NortaInitDisc 
{ 
private double tolerance ;11 Seuil de tolérance 




DiscreteDistributionlnt dist2 . 
double tr, 
double tolerance) 
super(rX . distl . dist2 . tr); 
this. tolerance = tolerance ; 
computeParams (); 11 Appelle la méthode computeParams 
public double computeCorr () 
{ 
final double ITMAX = 100; 1/ Nombre maximum dJitérations 
final double EPS = 1.0e-15; 11 Précision de la machine 
double b ;11 La solution finale 
double a . c . minl. min2 . fa, fb, fc . pp , q , rrr. s , 
tolerancel . xm .xl . x2 ; 
double e = 0.0, d = 0.0; 
Il Constantes 
double cc = rX * sdl * sd2 · 
double ccc = cc + mul * mu2 ; 
if (rX == 0) 
return 0.0; 
if (rX > 0) { II Oriente la recherche et initialise a, b, c 
xl = 0.0; 
x2 = 1.0; 
a = xl ; 
b = x2 ; 
c = x2 ; 
fa = - cc ; 




xl = -1.0; 
x2 = 0.0; 
a = xl ; 
b = x2 ; 
c = x2 ; 
fa integ (a) - ccc ; 
fb = - cc; 
xxiii 
fc = fb · 
for (int i = 1; i <= ITMAX ; i++) {II Commencer la recherche 
if « fb > 0.0 && fc > 0.0) Il (fb < 0.0 && fc < 0.0» { 
Il Renommer a, b , c et ajuster l'intervalle d . 
c = a ; 
fc = fa ; 
e = d = b - a; 
} 
if (Math .abs (fc ) < Math . abs (fb » { 
a = b ; 
b = c; 
c = a ; 
fa = fb ; 
fb = fc ; 
fc = fa ; 
} 
Il Seuil de tolérance final 
tolerancel = 2.0 * EPS * Math .abs (b) + 0.5 * tolerance ; 
xm = 0.5 * (c - b ); 
if (Math . abs (xm) <= tolerancel Il fb == 0.0) 
return b ; 
xxiv 
if (Math . abs (e) >= tolerancel && Math . abs (fa ) > Math . abs (fb » { 
s = fb 1 fa ; Il Utiliser l ' interpolation quadratique inverse 
if ( a == c) { 
} 
} 
pp = 2.0 * xm * s ; 
q = 1.0 - s; 
else { 
q = fa 1 fc ; 
rrr = fb 1 fc; 
pp = s * (2.0 * xm * q * ( q - rrr) - (b - a ) * (rrr - 1.0»; 
q = (q - 1.0) * (rrr - 1.0) * (s - 1.0); 
} 
if (pp > 0.0) 
q = - q ; Il Vérifier les limites de l'intervalle 
pp Math . abs (pp); 
minl = 3.0 * xm * q - Math . abs (tolerancel * q); 
min2 = Math . abs (e * q); 
if (2.0 * pp < (minl < min2 ? minl : min2» { 
e d ; Il Accepter l'interpolation 
d = pp 1 q ; 
} 
else { Il Échec de l'interpolation, utiliser bissection 
d xm ; 
e = d ; 
} 
else {II Limites convergent lentement, alors utiliser la bissection 
d = xm ; 
e = d ; 
} 
a b ; 
fa = fb j 
if (Math . abs 
b += d ; 
else { 
} 
if (xm > 
else 
b += 
Il a devient la meilleure solution 
(d) > tolerancel ) 
Il Évalue la nouvelle solution 
0) b += Math.abs (tolerancel); 
- Math .abs ( tolerancel); 
} 




Il Pour afficher les inputs 
public String toString () 
{ 
} 
String desc = super. toString(); 
desc += "tolerance : " + tolerance + "\n"; 
return desc ; 
Listing 1.5 - La sous-classe NI2a pour la méthode M2A. 
import umontreal . iro . lecuyer .probdist .*; 
import umontreal . iro . lecuyer .util .*; 
public class NI2a extends NortalnitDisc 
{ 
private double h; 11 Pas utilisé dans l'intégration numérique . 
private double delta ; l* Paramètre positif pour avoir rho_m =l- delta 
(ou -l+delta), tout près de 1 (ou - 1). *1 
public NI2a (double rX , 
DiscreteDistributionlnt distl , 
DiscreteDistributionlnt dist2 , 
double tr , 
{ 
} 
double h , 
double delta) 
super(rX , distl , dist2 , tr); 
this. h = h ; 
this. delta = delta ; 
computeParams (); 11 Appelle la méthode computeParams 
public double computeCorr () 
{ 
Il Paramètres pour l ' interpolation quadratique . 
double xtemp = 0.0, temp = 0.0; 
double[] x nev double [3]; 
double[] y = nev double[3]; 
double[] c = nev double[3]; 
double b = 0.0; Il La solution finale 
double xold , xnev , dold , dnev , dmid , iold , inew ; 
double d = 0.0, h2 = 0.0, hd3 = 0.0; 
int m;11 Nombre d'itérations 
Il Corrélation min. et max . 
double lrx = (integ ( -1) - mu! * mu2 ) 1 sd! * sd2 ; 
double urx = ( integ (1) - mul * mu2) 1 sdl * sd2 ; 
Il Solution i nitiale 
double rhol = 2 * Math . sin (Math .PI * rX 1 6); 
double intgl = integ (rhol ); 11 Calcule g_r(rhol) 
xxv 
double gr = rX * sdl * sd2 + mu1 * mu2 ; 1* integ(\rho) = gr 
équivalent à 
if (intgl == gr) 
return rhol ; 
\rho = la solution. *1 
if (intgl < gr) {II Orienter la recherche de gauche à droite 
if (0 < rX && rX < 1) /* Faire la recherche entre rh_O et 
rho_m=l - delta. *1 
d = 1 - delta - rhol ; 
if ( -1 < rX && rX < 0) 11 Faire la recherche entre rh_O et 0 
d = - rhol ; 
m = (int) Math . ceil (d 1 (2 * h»; 
h = d 1 (2 * m); 11 Réajuster h 
hd3 = h 1 3; Il Constant e 
h2 = 2 * h;11 Constante 
xold = rhol ; 
dold = deriv (xol d); 
iold = intgl ; 
for (int i = 1; i <= m; i ++) {II Commencer la recherche 
dmid deriv (xold + h); 
xnew = xold + h2 ; 
dnew = deriv (xnew); 
inew = iold + hd3 * (dold + 4 * dmid + dnew); 
XXVI 
if ( inew >= gr) {II La solution est dans l'actuel intervalle 
Il Calcule les paramètres pou l'interpolation quadratique 
x [O] xtemp ; 
} 
} 
x [l] = xold ; 
x [2] xnew ; 
y [O] = temp ; 
y [l] = i old ; 
y [2] = inew ; 
Misc . interpol (2, x , y , c); 
b = (c [2] * (xtemp + xold) - c El] + Math . sqrt « c [l] 
- c [2] * (xtemp + xold» * (c [l] - c [2] * (xtemp 
+ xold» - 4 * c [2] * (c[O] - c El] * xtemp + c[2] 
* xtemp * xold - gr») 1 (2 * c [2]); 
return b ; 
xtemp = xold ; 
temp = iold ; 
xold = xnew ; 
dold = dnew ; 
iold = inew j 
b = 1.0 - delta 1 2; Il Quand la solution est à droite de rho_m 
} 
if (intgl > gr) {/ I Orienter la recherche de gauche à droite. 
if (0 < rX && rX < 1) // Faire la recherche entre 0 et rh_O 
d = rhol ; 
if ( -1 < rX && rX < 0) /* Faire la recherche entre 
rho_m=- l+delta et rho_O. *1 
d = rhol + 1 - delta ; 
m = (int) Math . ceil (d 1 (2 * h); 
h = d 1 (2 * m); Il Réajuster h 
hd3 = h 1 3; Il Constante 
h2 = 2 * h ; Il Constante 
xold = rhol ; 
dold = deriv (xold); 
iold = intg1 ; 
for (int i = 1; i <= m; i ++) {II Commencer la recherche 
dmid = deriv (xold - h); 
xnev = xold - h2 ; 
dnew = deriv (xnew); 
inew = iold - hd3 * (dold + 4 * dmid + dnew); 
xxvii 
if (inew <= gr) {II La solution est dans l'actuel intervalle 
Il Calcule les paramètres pou l'interpolation quadratique 






x [l] xold ; 
x[2] xtemp ; 
y [O] inew ; 
y [1] iold ; 
y [2] temp ; 
Misc . interpol (2, x , y , c); 
b = (c[2] * (xnew + xold) - c[l] + Math . sqrt « c [l] 
- c[2] * (xnew + xold)) * (c[l] - c [2] * (xnew 
+ xold») - 4 * c [2]* (c[O] - c[l] * xnew + c[2] 
* xnew * xold - gr»)) 1 (2 * c [2]); 
return b ; 
xtemp = xold ; 
temp = iold ; 
xold xnew ; 
dold = dnew ; 
iold = inew ; 
b -1 + delta 1 2; 11 Quand la solution est à gauche de rho_m 
return b ; 
Il Pour afficher les inputs 
public String toString () 
{ 
} 
String desc = super. toString(); 
desc += "h: "+ h + "\n"; 
desc += " delta: "+ delta + "\n"; 
return desc ; 
Listing 1.6 - La sous-classe NI2b pour la méthode M2B. 
import umontreal . iro.lecuyer .probdist .*; 
import umontreal.iro.lecuyer .util .*; 
public class NI2b extends NortalnitDisc 
{ 
private int m; Il Nombre max . d'itérations pour l'intégration . 
private double delta ; l* Paramètre positif pour avoir rho_m =l-delta 
(ou -l+delta), tout près de 1 (ou - 1) . *1 
public NI2b (double rX , 
DiscreteDistributionlnt dist1 , 
DiscreteDistributionlnt dist2 , 
{ 
} 
double tr , 
int m, 
double delta) 
super(rX , distl , dist2 , tr); 
this. m = m; 
this. delta = delta ; 
computeParams (); 11 Appelle la méthode computeParams 
XXVlll 
public double computeCorr () 
{ 
Il Paramètres pour l'interpolation quadratique . 
double xtemp = 0.0, temp = 0.0; 
double[] x new double[3]; 
double[] y = new double [3] ; 
double[] c = new double [3] ; 
double b = 0.0; Il La solution finale 
double xold , xnew , dold , dnew ,dmid , iold , inew ; 
double rhol = 0.0; Il Solution initiale 
double intgl = mul * mu2 ;// Calcule g_r(rho_l) 
double gr = rX * sdl * sd2 + mul * mu2 ; 1* integ(\rho) = gr 
équivalent à 
double h = (1 - delta) 1 (2 * m); 
double hd3 = h / 3; Il Constante 
double h2 = 2 * h;11 Constante 
if (intgl == gr) 
return rhol ; 
\rho = la solution . *1 
if (0 < rX tt rX < 1) { /* Faire la recherche entre rh_O et 
rho_m=l - delta . *1 
xold = rhol ; 
dold = deriv (xold); 
iold = intgl ; 
for (int i = 1; i <= m ;i++) {II Commencer la recherche 
dmid = deriv (xold + h); 
xnew = xold + h2 ; 
dnew = deriv (xnew); 
i new = iold + hd3 * (dold + 4 * dmid + dnew); 
if (inew >= gr) {II La solution est dans l'actuel intervalle 
Il Calcule les paramètres pou l'interpolation quadratique 
x [o] = xtemp ; 
} 
x [1] xold ; 
x [2] = xnew ; 
y [O] = temp ; 
y [1] iold ; 
y [2] inew ; 
Misc . interpol (2, x, y , c); 
b = (c [2] * (xtemp + xold) - c[l] + Math . sqrt « c [l] 
- c [2] * (xtemp + xold» * (c [l] - c[2] * (xtemp 
+ xold» - 4 * c[2] * (c[O] - c[l] * xtemp + c [2] 
* xtemp * xold - gr») 1 (2 * c[2]); 
return b ; 
xtemp = xold ; 
temp = iold ; 




do Id = dnev ; 
iold = inev ; 
b 1 - delta 1 2; 11 Quand la solution est à droite de rho_m 
if ( -1 < rX && rX < 0) { 1* Faire la recherche entre 
rho_m=-l+delta et rho_O . *1 
xold = rhol ; 
dold = deriv (xold); 
iold = intgl ; 
for (int i = 1; i <= m ; i ++) {II Commencer la recherche 
dmid deriv (xold - h); 
xnev = xold - h2 ; 
dnew = deriv (xnev); 
inev = iold - hd3 * (dold + 4 * dmid + dnew); 
if (inev <= gr) {II La solution est dans l'actuel intervalle 
Il Calcule les paramètres pou l'interpolation quadratique 
x [O] xnev ; 
} 
x [l] = xold ; 
x [2] xtemp ; 
y [O] i nev ; 
y U] i old ; 
y [2] temp ; 
Misc . interpol (2, x , y , c); 
b = (c [2] * (xnew + xold) - c[l] + Math .sqrt « c [l] 
- c [2] * (xnev + xold)) * (c[l] - c [2] * (xnew 
+ xold)) - 4 * c [2] * (c[O] - c [l] * xnev + c[2] 
* xnev * xold - gr))) 1 (2 * c [2]); 
raturn b ; 
xtemp = xold ; 
temp = iold ; 
xold = xnev · 
dold = dnev '; 
iold = inew ; 
} 
XXIX 
b = -1 + delta 1 2; Il Quand la solution est à gauche de rho_m . 
ratum b ; 
} 
} 
Il Affiche les inputs 
public String toString() 
{ 
} 
String desc = super. toString(); 
desc += "m: "+ m + "\n"; 
desc += "delta : " + delta + "\n"; 
return desc ; 
Listing 1. 7 - La sous-classe NI3 pour la méthode M3. 
import umontr eal. iro . lecuyer .probdist .*; 
public class NI3 extends NortalnitDi sc { 
private double tolerance ;11 Seuil de tolérance 
public NI3 (double rX , 
{ 
} 
DiscreteDistributionlnt distl , 
DiscreteDistributionlnt dist2 , 
double tr , 
double tolerance) 
super(rX , distl , dist2 , tr); 
this. tolerance = tolerance ; 
computeParams (); 11 Appelle la méthode computeParams 
public double computeCorr () 
{ 
final double ITMAX = 100; 1/ Nombre maximum d'itérations 
double b = 0.0; Il La solution finale 
double f , df , dx , xl , xh , dxold , temp ; 
double ccc = rX * sd1 * sd2 + mu1 * mu2 ;11 Constante 
if (rX == 0.0) 
return 0.0; 






xl = -1.0; 
xh = 0.0; 
b 2 * Math .sin (Math .PI * rX 1 6); Il Solution initiale 
dxold = xh - xl ; 
dx = dxold · 
f = integ Cb) - ccc ; 
df = deriv (b); 
for (int i = 1; i <= ITMAX ; i ++) {II Commencer la recherche 
if «« b - xh) * df - f ) * « b - xl ) * df - f ) > 0.0) 
} 
Il (Math . abs (2.0 * f ) > Math . abs (dxold * df») { 
1* Faire la bissection si la solution sort de l'intervalle 
ou converge rapidement . *1 
dxold = dx ; 
dx = 0.5 * (xh - xl); 
b = xl + dx ; 
if (xl == b)11 S'il Y a convergence 
return b ; Il Accepter la solution . 
else { 
} 
dxold = dx · 
dx = f 1 di ; 
temp = b ; 
b -= dx · 
if (temp == b) 
return b ; 
if (Math . abs (dx) < 
return b ; 
f = integ (b) - ccc ; 
df = deriv (b); 
if Cf < 0.0) 
xl = b ;11 Garder 
tolerance) 
Il Test pour la convergence 




xh = b ; 
} 
return b ; 
} 
Il Pour afficher les inputs 
public String toString() 
{ 
} 
String desc = super. toString(); 
desc += "tolerance : " + tolerance + "\n"; 
return desc ; 
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Annexe II 
Classes Java pour l'initialisation de NORTA avec les corrélations de 
rang et un mélange de distributions marginales continues et discrètes 
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ILl 
Java classes for NORTA initialization with rank correlations and a mix 
of continuous and discrete marginal distributions 
User's guide with an example 
(version of 11 April 2008) 
N abil Channouf 
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Introduction 
This document describes a Java implementation of correlation matching al-
gorithm for the NORTA method to fit a multivariate distribution with a mix of 
continuous and discrete marginaIs. Only one algorithm, called NI4, is implemented 
as a subclass of an abstract class named NortalnitMix. The software makes use 
of the SSJ library [1] and the scientific Flanagan's library [2]. An example of how 
to use it is given at the end of this document. 
The NORTA method is an approach for modeling dependence in a finite-
dimensional random vector X = (Xl, ... , X d ) with given univariate marginaIs 
via normal copula that fits the rank or the linear correlation between each pair 
of coordinates of X. The standard normal distribution function is applied to each 
coordinate of a vector Z = (Zl, . .. , Zd) of correlated standard norinals to pro duce 
a vector U = (UI , • .• , Ud ) of correlated uniforms over [0,1]. Then X is obtained by 
applying the inverse of each marginal distribution function to each coordinate of 
U. The fitting requires finding the correlation between the coordinates of each pair 
of Z that would yield the correlation between the coordinat es of the corresponding 
pair of X. The step of finding the correlation matrix of Z, given the correlation 
matrix of X and the marginal distributions, constitutes the NORTA initialization 
step. 
With the NORTA method, we have the following representation : 
where <P is the standard normal distribution function and Fj-I(U) = inf{x : F/(x) 2: 
u} for 0 ~ u ~ 1, which is the quantile function of the marginal distribution 
F/,l = 1, ... ,d. 
xxxv 
For the bivariate case (d = 2), we have a vector X = (Xl, X 2 ), with Xl 
being continuous and X 2 discrete. We have their two marginal distributions FI 
and F2 with means and standard deviations fLF! = E[FI(Xd], fL F2 = E[F2(X2)] , 
(J'FI = Var(FI (X1))1/2 and (J'F2 = Var(F2(X2))1/2, respectively. Note that FI(Xt} is 
uniformly distributed over [0,1] since X 2 is continuous, so we have fLFI = 0.5 and 
(J'FI = }1/12. The NORTA initialization is reduced to the problem of finding the 
correlation pz = Corr{ZI, Z2)' 
We present here Java classes for NORTA initialization with rank correlation, 
one continuous and one discrete marginal distributions. We have : 
rx{p} (II.1 ) 
where: 
gr(P) - E [FI (Xt}F2(X2)] 
-1: l: tI>(XdF2{F2- I[tI>(X2)]}<PP(Xt, x2)dx1dx2, (11.2) 
where <Pp is the bivariate standard normal density. Then, for a given correlation rx, 





This abstract class defines the algorithm used for NORTA initialization when 
we have a mix of continuous and discrete marginal distributions. One algorithm is 
supported for now, and it is defined as subclass of the class NortalnitMix. 
For a continuous random variable Xl and a discrete random variable X 2 , and 
their two marginal distributions Ft and F2' respectively, we specify the rank cor-
relation rx = Corr(FI(Xt), F2(X2 )), the parameters of the discrete marginal dis-
tribution, a parameter for truncation tr and a parameter for the number of points 
for the Gaussian quadrature nPoints. We do not need to specify the parameters 
of the continuous distribution, sinee FI (Xl) is uniformly distributed over [0,1]. For 
the correlation matching, we must have finite support for the discrete distribution. 
Then if the support is infinite, we have to upper-bound it at the quantile of order 
tr. For example, if the marginal have its support points in [0, +00), the software 
will truncate to [0, F2- I (tr)]. The parameter tr must to .be given by the user, de-
pending on the type of the two distributions. If the marginaIs have finite supports, 
one can sim ply give tr = l. 
The algorithm NI4 can be used to calculate the corresponding correlation Pz = 
Corr(ZI, Z2), where Zl and Z2 are standard normal random variables. 
The algorithm should be defined as a subclass of Nortalni tMix. This subclass 
must implement the method computeCorr which returns the solution Pz. When 
executing this method, the subclass may call the method integ and this method 
uses the class IntegralFunction and the its subclass Funct for th,enumerical 
integration by the Gauss-Legendre quadrature. The subclass must also call the 
method computeParams, which is executed immediately before the beginning of 
the root-finder algorithm. 
When creating a class representing the algorithm, the toString method can be 
called to display information about the inputs. 
public abstract class NortaInitMix 
Constructor 





Constructor with the target rank correlation rX, the discrete marginal dist2, 
the parameter for the truncation tr and the number of points for the Gaussian 
quadrature nPoints. This constructor can be called only by the constructor of the 
subclass. 
Methods 
public abstract double computeCorrO ; 
Computes and returns the correlation Pz. The subclass of Nortalni tMix must 
implement this method. 
public void computeParams 0 
Computes the following inputs for the discrete marginal distribution : 
- The number of support points m2. 
- The mean and standard deviation of F2(X2 ). 
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- The vectors P2b] and z2b] = 4>-l(h[j]), where hb], j = 0, ... , m2 -1, is the 
cumulative probability function, and 4> is the standard normal distribution 
function. 
The subclass of NortaIni tMix must caU this method. 
public double integ (double r) 
Computes the function 
(lIA) 
which involves the normal integral 4>r(x) = Ixoo <Pr(z)dz. The methodgaussQuad 
of class Integration (from package Integration of Flanagan's library [30]) is 
used to compute the integral in (lIA) over [0,1] with m2 and the vectors hb]' j = 
1, ... , m2 - 1 and z2b],j = 0, ... ,m2 - 2. The correlation parameter r must be in 
[-1,1]. This method may be called by the subclasses of NortaInitMix. 
xxxix 
NI4 
Extends the cIass Nortalni tMix and implements the algorithm NI4. It uses an 
algorithm based on Brent method for root-finding, which' combines root-bracketing, 
bisection and inverse quadratic interpolation. It caUs the method integ to compute 
the function gT) given in (11.4), using numerical integration by the Gauss-Legendre 
quadature. The search should be done in the interval [-1,0] if rx E 1,0], or [0,1] 
if rx E [0,1]. At each iteration, the algorithm halves the intervallength and uses 
an accuracy € to find the root Pz of equation (11.3). 
public cIass NI4 extends NortalnitMix 
Constructor 





Constnictor with the target rank correlation rX, the discrete marginal dist2, 
the parameter for truncation tr (see the constructor of cIass NortalnitMix), the 
parameter nPoints for the number of points for the Gauss-Legendre quadrature 
(numerical integration) and the specific parameter € = tolerance defined above 
for the algorithm NI4. 
xl 
Methods 
public double computeCorr 0 
Computes and returns the correlation Pz using the algorithm NI4. 
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Example 
In this example, we consider a continuous random variable Xl (we do not to 
specify its parameters), and a discrete random variable X 2 having a Poisson dis-
tribution with mean 25. We want to calculate the correlation Pz for a target rank 
correlation TX = 0.2. Since the Poisson distribution has an unbounded support, we 
set the upper bound points of each support at the quantile of or der tT = 1 - 10-6 , 
so that the number of support points m2 = F2- 1(1 - 10-6 ) + 1. 
The Java program uses the class DiscreteDistributionlnt of package probdist 
from SSJ, to specify the discrete marginal distribution. The subclass NI4 is called 
to compute the correlation Pz. 
Listing 11.1 - Example with correlated Normal and Poisson distributions. 
import umontreal . iro . lecuyer .probdist .*; 
public class ExampleNortalnitMix 
{ 
} 
public static void main (St ring [] args ) 
final double rX = 0.2; 
{ 
Il Target rank correlation rX 
Il Quantile upper limit 
} 
final double tr = 1.0 - 1.0e-6; 
final int nPoints = 16; Il Nbr . of points for num. integration 
Il Define the discrete marginal distribution 
DiscreteDistributionlnt dist2 = new PoissonDist (25.0); 
NI4 ni40bj = new NI4 (rX , dist2 , tr , nPo i nts , 1 .0e-4); 
System . out .println ("Result with method NI4: rho_Z = Il 
+ ni40bj . computeCorr ()); 
Listing II.2 - Results of the program ExampleNortalni tMix. java 
Result with method NI4 : rho_Z = 0.2099 
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II.2 
Code source des classes Java pour l'initialisation de NORTA avec les 
corrélations de rang et un mélange de distributions marginales 
continues et discrètes. 
Nous présentons ici le code source des classes Java, données dans la première 
partie de l'annexe II, pour l'initialisation de NORTA avec des corrélations de rang 
et un mélange de distributions marginales continues et discrètes. La classe NI4 
correspond à la méthode M4 présentée à la section 3.3.6. 
Nous utilisons la librairie de simulation en Java SSJ en faisant appel au classes 
suivantes: 
- Classes DiscreteDistributionlnt et NormalDist du paquetage probdist. 
- Classe createForSingleThread du paquetage uti!. 
De la librairie scientifique de Flanagan, nous faisons appel aux classes suivantes: 
- Classe Funct du paquetage IntegralFunction. 
- Classe gaussQuad du paquetage Integration. 
Listing II.3 - La classe abstraite NortalnitMix. 
import flanagan . integration . Integration j 
import flanagan . integration . IntegralFunction j 
import umontreal . iro . lecuyer .probdistmulti .*j 
import umontreal . iro . lecuyer .probdist .*j 
public abstract class NortaInitMix 
{ 
protected double rX j Il Corrélation de rang donnée 
protected DiscreteDistributionInt dist2 j Il Dist. marginale de X_2 
protected double tr j Il Paramètre pour la tronquation 
protected int nPoints jll Num. of intervals for numerical integ . 
protected double mu2 , sd2 j Il Moyenne et écart-type de F_2(X_2). 
private int m2 j Il Nombre de points du domaine de F_2. 
private double[J p2 j Il Fonction de masses de F_2 . 
private double[J f2 j Il Fonction cum. de F_2. 
1* Quantiles des probabilités cumulatives selon la fone. de répart . 
de la loi normale standard pour F_2. *1 
normal C.D.F for the dise . marginal *1 
private double[] z2 ; 
1* Constructeur de la calsse abstraite. Peut être appelé 
seulement par les constructeurs des sous-classes de la 
NortalnitDis.*1 
public NortalnitMix (double rX, 
DiscreteDistributionlnt dist2, 
double tr , 
{ 
} 
int nPoints ) 
this. rX = rX ; 
this. dist2 = dist2 ; 
this. nPoints = nPoints ; 
this.tr = tr i 
Il Moyenne et écart-type de F_2CX_2) 
final double mul = 0. 5; 
final double sdl = Math . sqrt (1.0/12); 
public abstract double computeCorr (); 
1* Calcule la moyennes et l'écart-types de F_2(X_2), 
le nombre de points du domaines et les vecteurs p_2 et z_2 . *1 
public void computeParams () 
{ 
m2 = dist2 . inverseFlnt (tr ) + 1; 
int [] y2 = new int [m2] ; 
p2 = new double[m2]; 
f2 = new double [m2]i 
z2 = new double[m2]; 
double u22 = 0.0; 
Il Calcule mu2, sd2, p2 and z2 of X_2 
for (int i = 0; i < m2 ; i++) { 
y2 Ci ] i; 
p2 [i ] = dist2 .prob (y2 [i]); 
f2 [i ] = dist2.cdf (y2 [i]); 
z2 [i] = NormalDist . inverseFOl (f2[i] ) ; 
if (z2 [i ] == Double.NEGATIVE_INFINITY) 
z2 [i ] = NormalDist . inverseFOl (2.2e-308) ; 
if (z2 [i ] == Double . POSITIVE_INFINITY) 
z2 [i ] = NormalDist.inverseFOl (1.0 - Math.ulp (1 .0». 
mu2 += f2 [i ] * p2 [i ]i 
u22 += f2 [i ] * f2 [i ] * p2 [i]; 
} 
sd2 = Math.sqrt (u22 - mu2 * mu2)i 
} 
Il Défine the fonction à intégrer. 
class Funct implements IntegralFunction{ 
private double rho , z21 , z22 ;11 Corrélation et bornes d'intégration . 
public double function (double x){ 
} 
double y x * (NormalDist . cdfOl « z21- rho * 
NormalDist . inverseF01 (x»/Math . sqrt (1-rho*rho» 
return Yi 
- NormalDist . cdfOl « z22-rho*NormalDist . inverseF01 (x» 




public void setA (double rho ){ 
this. rho = rho; 
} 
public void setB (double z21 ){ 
this. z21 = z21 ; 
} 
public void setC (double z22){ 
this. z22 = z22 ; 
} 
Il Calcule la fonction g_r pour chaque corrélation. 
public double integ (double r ) 
{ 
} 
double gr = 0.0; 
Funct f = new Funct (); 
f . setA (r); 
for (int j = 1; j < m2 ; j++) { 
f . setB (z2 [j ]); 
f . setC (z2 [j-l]); 
gr+= f2 [j] * Integration .gaussQuad Cf, 0.0, 1.0, nPoints); 
} 
retum gr ; 
Il Pour afficher les inputs 
private St ring tabToString(double[] tab , String message) 
{ 
} 
St r i ng desc = message + "\n ["; 
for (int i = 0; i < tab . length ; i++) 
if (i == t ab . length - 1) 
desc += "] \n"; 
else 
desc += tab [i] + ","; 
retum desc ; 
public String t oString() 
{ 
} 
String desc = ""; 
desc += "rX = " + rX + "\n"; 
desc += "tr = " + tr + "\n"; 
desc += "nPoints =" + nPoints + "\n"; 
desc += "m2 = " + m2 + "\n"; 
desc += "mu2 = " + mu2 + "\n"; 
desc += "sd2 = " + sd2 + "\n"; 
desc += tabToString (p2 , "Table p2 ") ; 
desc += tabToString ( z2 , "Table z2 "); 
retum desc ; 
Listing II.4 - La sous-classe NI4 pour la méthode M4. 
import umontreal .iro . lecuyer. probdist .*; 
import umontreal .ir o. lecuyer .util .*; 
xlv 
public elass NI4 extends NortaInitMix 
{ 
private double toleranee ; Il Seuil de tolérance 
public NI4 (double rX , 
{ 
} 
Di screteDistributionInt dist2 , 
double tr , 
int nPoints , 
double toleranee) 
super(rX , dist2 , tr , nPoints); 
this. tolerance = tolerance ; 
computeParams (); Il Appelle la méthode computeParams 
public double computeCorr () 
{ 
final double ITMAX = 100; 1/ Nombre maximum d'itérations 
final double EPS = 1 .0e-15; 11 Précision de la machine 
double b ;11 La solution finale 
double a , c , minl , min2 , fa , fb , fc , pp , q , rrr , s , 
tolerancel , xm ,xl , x2 ; 
double e = 0.0, d = 0.0; 
Il Constantes 
double cc = rX * sdl * sd2 ; 
double ccc = cc + mul * mu2 ; 
if (rX == 0) 
return 0.0; 
if (rX > 0) {II Oriente la recherche et initialise a, b, c 
xl = 0.0; 
x2 = 1.0; 
a = xl ; 
b = x2 ; 
c = x2 ; 
fa = - cc; 




xl = -1.0; 
x2 = 0.0; 
a = xl ; 
b = x2 ; 
c = x2 ; 
fa = integ (a ) - ccc ; 
fb = - cc ; 
fe = fb ; 
for (int i = 1; i <= ITMAX ; i ++) {II Commencer la recherche 
if « fb > 0.0 && fe > 0.0) Il (fb < 0.0 && fc < 0.0)) { 
Il Renommer a, b, c et ajuster l'intervalle d. 
c = a ; 
fe = f a · 
e = d =' b - a; 
} 
if (Math . abs (fc ) < Math . abs (fb )) { 
a = b ; 
b = c ; 
c = a ; 
fa fb ; 
fb fc ; 







Il Seuil de tolérance final 
tolerance1 = 2.0 * EPS * Math . abs (b) + 0.5 * tolerance ; 
xm = 0.5 * (c - b ); 
if (Math . abs (xm) <= tolerance1 Il fb == 0.0) 
return b ; 
xlvii 
if (Math . abs (e ) >= tolerance1 && Math . abs (fa) > Math . abs (fb » { 
s = fb 1 fa ; Il Utiliser l'interpolation quadratique inverse 
if ( a == c) { 
} 
} 
pp = 2.0 * xm * s; 
q = 1.0 - s ; 
else { 
q = fa 1 fc ; 
rrr = fb 1 fc ; 
pp = s * (2.0 * xm * q * ( q - rrr ) - ( h - a ) * (rrr - 1 .0»; 
q = ( q - 1.0) * (rrr - 1.0) * (s - 1.0); 
} 
if (pp > 0.0) 
q = - q ; Il Vérifier les limites de l'intervalle 
pp Math .abs (pp); 
mini = 3.0 * xm * q - Math . abs (tolerancel * q ); 
min2 = Math . abs ( e * q); 
if (2.0 * pp < (min1 < min2 ? minl : min2» { 
e = d ; Il Accepter l'interpolation 
d = pp 1 q; 
} 
else { Il Échec de l'interpolation, utiliser bissection 
d = xm ; 
e = d ; 
} 
else {II Limites convergent lentement, alors utiliser la bissection 
d = xm ; 
e = d ; 
} 
a b ; 
fa = fb ; 
if (Math . abs 
b += d · 
else { , 
} 
if (xm > 
else 
b += 
Il a devient la meilleure solution 
(d) > tolerancel ) 
Il Évalue la nouvelle solution 
0) b += Math . abs (tolerance1); 
- Math . abs (tolerance1); 
fb = integ (b) - ccc ; 
return b ; 
Il Pour afficher les inputs 
public String toString O 
{ 
} 
String desc = super. toString(); 
desc += "tolerance : " + tolerance + "\n"; 
return desc ; 
