Although Twitter is used for emergency management activities, the relevance of tweets during a hazard event is still open to debate. In this study, six different computational (i.e. Natural Language Processing) and spatiotemporal analytical approaches were implemented to assess the relevance of risk information extracted from tweets obtained during the 2013 Colorado flood event. Primarily, tweets containing information about the flooding events and its impacts were analysed. Examination of the relationships between tweet volume and its content with precipitation amount, damage extent, and official reports revealed that relevant tweets provided information about the event and its impacts rather than any other risk information that public expects to receive via alert messages. However, only 14% of the geo-tagged tweets and only 0.06% of the total fire hose tweets were found to be relevant to the event. By providing insight into the quality of social media data and its usefulness to emergency management activities, this study contributes to the literature on quality of big data. Future research in this area would focus on assessing the reliability of relevant tweets for disaster related situational awareness.
relationship to the finding it supports' (Morgan and Waring 2004) . Although connotation of relevance varies with the context of usage, there are some shared common characteristics, such as the timeliness of relevant data and closeness of data to its context, which were used to assess the quality of tweets in this research.
Approaches used to assess relevance tend to focus on developing algorithms using authoritative data (Comber et al. 2013; Meek, Jackson, and Leibovici 2014) , experts' knowledge (See, Fritz, and de Leeuw 2013) , semantic analysis (Gabrilovich and Markovitch 2007; Hofmann 1999) , contextual factors (i.e. seasonal effect) (Baltrunas et al. 2012) , weighted criteria (Gough 2007) , and internet-based human labour (Alonso and Mizzaro 2012; Goodchild and Li 2012; Grady and Lease 2010) . For example, Page et al. (1999) used web page ranking to evaluate web links' relevance to queries; Duan et al. (2010) applied supervised machine learning to prioritize relevance of tweets to queries; Alonso and Mizzaro (2012) used crowdsourcing, such as Amazon Mechanical Turk to assess relevance; and Chae et al. (2012) used Latent Dirichlet Allocation (LDA) to extract relevant information by identifying major topics and by probability ranking. These approaches and studies did not incorporate any other type of data, such as geospatial and meteorological data to assess the relevance of crowdsourced and social media data (Cheong and Cheong 2011; St. Denis, Palen, and Anderson 2014; Caragea et al. 2011) .
The lack of inclusion of other data sets/information pertaining to hazards and specific emergency management activities tends to make these studies less useful. In this research, the relevance of tweets was evaluated using six distinct approaches, spatial, spatiotemporal, temporal, content analysis, cosine similarity comparison, and relevance score. Several geospatial data sets (i.e. precipitation, flood extent, and degree of damage) and authoritative data (i.e. damage assessment reports) were used as reference data for relevance assessment.
Methodology

Study site
In 2013, the Front Range, EL Paso County, Boulder County, and portions of the Denver metropolitan area in Colorado were flooded by severe flooding. The devastating flash flood that resulted from historically severe precipitation during 9th September through 18th September caused considerable damage to a number of counties. Figure 1 depicts the counties that experienced worst, severe, moderate, and least damage due to flooding (FEMA 2014) . Figure 2 shows the hourly precipitation accumulation during the storm event across Front Range. Boulder County, one of the worst hit areas, experienced 9.4 inches of precipitation on 12th September, which was comparable to the county's average annual precipitation. Other areas in the Front Range experienced a small amount of precipitation and accumulation on 15th September.
Data sets and processing
For this study, in addition to tweets, geospatial and survey data sets were obtained from various sources to assess the relevance of tweets in terms of their content about the flooding event. A discussion of data sets, data processing and analytical techniques used to answer the research questions is presented in the following sections.
(1) Tweets of 2013 Colorado Floods: Historical tweets were purchased from Twitter Inc. using a set of keywords pertaining to locations (Colorado, Boulder, Front Range, El Paso County and Boulder County, Denver metro), hazard event and its impacts (flash flooding, flooding, rain 2013, emergency, impact, damaged bridges and roads, damaged houses, financial losses, evacuate, and evacuation). The tweets were purchased for a 10-day duration from 9th to 18th September when the majority of flooding occurred. The firehose data contained a total of 1,195,183 tweets in JSON (JavaScript Object Notation) format, which were stored in MongoDB -an open-source crossplatform database for unstructured data that uses dynamic schemas. Figure 3 depicts the steps that were implemented to process the tweets for analytics.
Among the total tweets, 85% were in English which were used in this study. From the English tweets, 1.38% had geo-location information, and 0.44% of the geo-tagged tweets were generated within Colorado. The 0.44% of the geo-located tweets were used in this study as it was assumed that these tweets were generated by those who experienced or witnessed the floods. This assumption assigned geographic relevance to the tweets and eliminated the possibility of including tweets containing misinformation or rumours, and that were generated by geographical 'outsiders' who did not experience or witness the flood (Table 1) .
From the geo-located tweets, a list of top frequent words and hashtags (words and phrases prefixed by #) corresponding to the flood event was extracted, which was used to mine flood-related tweets. The top frequent words ( Figure 4 ) were: Colorado, Boulder, Denver, flooding, warning, September. The top 10 hashtags with high frequency were: Colorado, boulderflood, Coflood, cowx, NeverForget, flooding, GodBlessAmerica, news, CORecall, Denver. High-frequency hashtags, such as 'NeverForget' and 'GodBlessAmerica', that were misleading were removed from the list of keywords and hashtags before creating the corpus of tweets containing information relevant to the flooding event for analysis.
(2) Geospatial Data: The flooding event of 9th September 2013 was a historically severe flood since the 1995 flood that occurred in Colorado. For this event, the hourly precipitation data were obtained in text format for all rainfall gauge stations located in the study site from the National Climate Data Center (CCC 2013). The precipitation data were used to explore the relationship between the temporal volume of tweets and precipitation amount and to evaluate the temporal relevance of tweets to the flood event. To understand the spatial distribution of tweet volume with respect to flood impacted areas, flood extent data was obtained from the City of Boulder (2014c) . This data were generated based on field surveys, Digital Globe Worldview satellite imagery, crowdsourcing, and input from affected property owners. Street network data were also obtained from the City of Boulder to evaluate the relevance of tweets with regard to flood damages to roads and streets (2014a). (3) Survey Data: A survey data set containing information about residents' choice of contents that should be included in an emergency alert message were obtained from the University of Southern Mississippi (Kar and Cochran 2015) . This data were collected as part of a Department of Homeland Security (DHS) funded a project that examined the risk communication requirements of the Mississippi Gulf Coast residents, specifically, public expectations of contents to be included in an alert message. The information extracted from tweets was compared with survey data to assess the relevance of tweets in disseminating risk information as needed by at-risk population. (4) NOAA Warning/alert Messages: Warning/alert messages sent by NOAA-NWS during the 2013
Colorado flooding event were downloaded from NOAA Weather Forecast Office at Boulder in text format (2013) . The messages contained meteorological forecasts, observations, warnings, advisories, and other information as the flood unfolded. These alert/warning messages were combined as a single text message before using them as a reference to evaluate the relevance of tweets. impacts (City of Boulder 2014b , 2014c Lukas 2014; NOAA 2014; Wright Water Engineers, Inc. 2014) . These reports also provide situational awareness about flooding and summarize damage to properties and infrastructures. In addition to these reports, newspaper articles that provided other facts (i.e. local damage, individual responses to the floods) were obtained to assess tweet relevance.
Analytics and techniques
Six different approaches were used to evaluate the relevance of tweets based on contents, specifically, risk information ( Figure 5 ). The following section discusses each approach and the steps implemented to extract relevant risk information from tweets.
Extraction of relevant risk information
Bag-of-words Model: To filter tweets pertinent to the 2013 Colorado flooding event, a bag-of-words model was used, which is widely used in Natural Language Processing and information retrieval (Filliat 2007; Tirilly, Claveau, and Gros 2008; Wallach 2006) . The bag-of-words contains topic-specific search terms to measure the relevance of a document to the search terms. In this study, the bag-ofwords contained top frequency words and high-frequency hashtags (discussed above) corresponding to impacted locations, event impacts, and emergency management activities. While the top frequency words served as indicators of popular topics that were covered by tweets, the high-frequency hashtags helped identify tweets related to specific topics. Using the bag-of-words model, tweets containing information about the flood event were extracted from the 0.44% of geo-tagged tweets. Survey Responses to Warning/alert Message Content: The analysis of survey responses (discussed above) revealed that citizens prefer inclusion of the following information in warning/alert messages: 'nature of disaster', 'impact zone', 'time frame', 'recommended actions', 'when to take action', 'evacuation routes', 'shelter location', and 'who to contact for help'. Each choice reflects a critical component of risk information. The findings of statistical analyses of survey responses were compared with risk information extracted from tweets to determine if difference exists between what people expect and what was conveyed via tweets.
Approaches to evaluate relevance of tweets
(1) Temporal: Continuous heavy rainfall caused flooding in the Front Range in Colorado in September 2013, which also contributed to an increase in tweet volume during 9th-18th September. Therefore, the relationship between the temporal distribution of tweet volume and precipitation amount was determined to evaluate the temporal relevance of tweets. (2) Spatial: If tweets are relevant to the flooding event, then it could be assumed that their spatial distribution should not be random. Therefore, the spatial distribution of tweets should correlate to the degree of damage experienced across the study site, which was examined statistically to assess the spatial relevance of tweets. (3) Spatiotemporal: Because of intense flooding and extensive damage in Boulder County, the 2013
Colorado floods is called the Boulder flood. Therefore, it could be assumed that the tweets were representative of the spatial and temporal distribution of flood and its associated impacts in the study site. The spatial distribution of tweets over a six-day period with respect to the flood extent was mapped to identify relevance tweets. (4) Content analysis: A classification of risk information, which contains seven categories, was adopted from a survey that was created for a DHS funded project. Referred to this classification, content information belongs to the seven categories was extracted respectively. No matter which category a tweet belongs to, it could be considered relevant. The number of tweets belongs to each category were then divided by the number of geo-tagged tweets to yield the percentage of each category. On the other hand, the number of survey responses to each category was divided by the total survey responses to generate the percentage of each category for the survey. The percentage information derived from both datasets were then compared. By comparing the percentage of risk information extracted from survey responses and tweets, the difference between what people expected in warning/alert messages and what was conveyed in tweets was determined. (5) Cosine similarity comparison: Cosine similarity comparison is a vector space model used for comparing document relevance or similarity (Erk and Padó 2008; Turney and Pantel 2010) . In cosine similarity, documents are represented as vectors, and each vector holds a place for every term in the document collection. The approach calculates the cosine angle between two non-zero vectors (two documents) and the similarity score represents the degree of relevance (0 -no relevance and 1 -relevant) (Indurkhya and Damerau 2010) . Given two documents, d1 and d2, cosine similarity could be computed using Equation 1:
where '·' indicates vector dot product, ||d|| is the length of the vector d.
In this project, contents of tweets were compared with official warnings and damage reports using cosine similarity. Each document vector (tweets and official reports) was assigned a value of '1' or '0' to represent a presence or absence of a term. The binary approach was chosen instead of using term frequency for conversion because tweets consist of similar or repetitive compressed messages that could significantly increase term frequency in tweets. Although term frequency-inverse document frequency could have been used to assess similarity, due to the unstructured nature of tweets and their 140-character limit, they could not be directly compared with official reports. Hence, instead of a direct comparison of documents, top 50 frequent words and top 10 non-redundant hashtags extracted from tweets were compared with top 50 frequent words from both NOAA warning/ alert messages and official damage assessment reports. The rationale for using top frequent words and top hashtags was that top frequent words from tweets represent trending topic(s) from social media, and top frequent words from official reports represent risk information from authorities. If a certain degree of similarity existed between a tweet and the report, then the tweet was considered relevant.
(6) Relevance score: MongoDB's built-in function ($text) returns a score representing the relevance of a document to a given text search query. Particularly, when one or more search terms are provided, MongoDB tokenizes and stems the text content of each tweet by creating an index for each tweet using the $text operator, and then determines relevance of search terms to each tweet using the {$meta: 'textScore'} expression and yields a score for each tweet. The top 10 frequent words and top 10 hashtags were used as search terms to compute a relevance score for each of the 5202 geo-tagged tweets in Colorado. Three differences exist between relevance score computed by MongoDB and cosine similarity comparison approach: (i) the former used predefined terms, while the latter compared top keywords from tweets and official reference documents;
(ii) the former used default MongoDB function ($text), and the latter used cosine similarity function; and (iii) the former yielded a relevance score for each tweet, whereas the latter returned a single similarity score measuring relevance of the documents being compared.
Results and Discussion
Temporal Trend of Tweet Volume vs. Precipitation Amount
The daily volume of tweets and total precipitation across all rain gauge stations in Colorado from 11th to 15th September were compared to investigate the relationship between tweet volume and precipitation amount over time. Both data sets were normalized to have the values range between '0' and '1' for comparison. Figure 6 plots the daily distribution of tweets and precipitation amount. Figure 7 depicts the hourly distribution of these data sets. It is apparent from Figure 6 that tweet volume increased with increase in precipitation amount and experienced a significant increase on 12th September. Both tweet volume and precipitation dropped after 12th September. Interestingly, tweet volume increased from 9:00 am until 6:00 pm when it reached the daily peak. The daily distribution of tweet volume and precipitation roughly have the same pattern for every day except for 13th September, when tweet volume was high although precipitation was low. Although the Pearson correlation coefficient between hourly tweet volume and precipitation amount was 0.544 (p = .05), the Pearson correlation coefficient between daily tweet volume and precipitation amount was 0.778 (p = .05). This indicates that large volume of tweets was generated on the days when precipitation was also heavy except for 13th September. This could be because the flooding was so destructive that it continued to be a significant topic of discussion on social media despite the one-day halt in precipitation on 13th September. It could also be concluded that relevant tweets were produced on days when Boulder experienced significant rainfall and flooding.
Spatial distribution of tweets vs. Degree of damage
To understand the relationship between the spatial distribution of tweet volume and spatial distribution of damage, the tweets were aggregated by city, and overlaid with the impacted area map (Figure 8 ). Instead of creating buffers surrounding flood extent boundary, administrative boundaries were used due to the following two reasons: (i) lack of data about flood extent in counties other than Boulder, and (ii) the degree of damage data used in this analysis was only available at administrative boundary level.
A visual interpretation of the map clearly reveals that the tweets were concentrated in counties/ cities that experienced severe damages. A cluster analysis (Average Nearest Neighbour) of the tweets based on spatial distribution of the degree of damage yielded a z-score of -113.78 (p-value = .000). This indicates that there is less than 1% likelihood that the clustered pattern could be the result of random chance. Table 2 lists the cities plotted in Figure 7 along with the volume of tweets generated in each city, total population of each city, and the degree of damage experienced by each city Correlation coefficient = 0.544 ('Colorado City Rank' 2016). It is evident from Table 2 that tweet volume is dependent on the population of a city (high population density means high tweet volume) and is also influenced by the degree of damage. Denver, Colorado Springs, and Fort Collins are the top four cities by population and by Tweet volume; their tweet volume corresponds to their population. However, the higher tweet volume for the following five cities -Boulder, Longmont, Broomfield, Centennial, and Loveland is a result of flood damage.
Tweet volume, city population and degree of damage were normalized to a scale of '0' to '1' and plotted in a stacked line chart (correlation coefficient = 0.54, p = .05) (Figure 9 ). It is evident from Figure 8 that tweet volume (blue line) decreased with decreasing population except for one trough and one crest. Being the worst damaged city, Boulder ranked second in tweet volume but eleventh in population and therefore created a trough in population curve. Although Aurora ranked higher in population, due to less severity of damage, the tweet volume for Aurora was also low.
Given the dependency of tweet volume on both population and degree of damage, it could be concluded that the extracted tweets are relevant to the flood event, and tweet volume is impacted by both Tweet Volume = 0.02 + 0.3 * Population + 0.1 * Degree of Damage.
With an R square of 0.59, the equation explains 59% changes in tweet volume that are caused by population and degree of damage. Based on coefficient values, it is evident that both population and degree of damage contribute positively to increase in tweet volume. Also, population count appears to have a bigger impact on the increase in tweet volume.
Spatiotemporal analysis of tweets
The geo-tagged tweets for Boulder (the county that experienced the worst damage) were examined to understand their spatiotemporal distribution in flood impacted areas of Boulder. Figure 10 depicts the spatial distribution of geo-tagged tweets within Boulder city limit over six days (10-15 September). The time-series distribution of tweets (a green dot indicates one or more tweets if several tweets are from the same location, the blue represents the flood extent across Boulder) in Figure 10 indicates that the spatial proliferation of tweets occurred on 12th and 13th September when the heaviest precipitation and subsequent flooding occurred. By contrast, tweets generated on other days are fewer and sparsely distributed. Furthermore, the geo-tagged tweets are concentrated along the flooded river/creek channels rather than spread across the city.
The maximum threshold distance (between tweets and flood extent, in Kilometres) within which the tweets are presented on each day was derived to depict the spatial distribution of the tweets relative to the flooded area. Figure 11 depicts the relationship between the threshold distance and percentage daily distribution of tweets within the distance threshold. A Pearson correlation coefficient of −0.76 indicates a strong negative relationship between the two measures. Although the tweet volume increased daily with increasing precipitation, their spatial distribution is confined to the areas where flooding was severe. It could be concluded that relevant tweets were generated by a population that experienced flooding and subsequent damage.
Even though the tweets were extracted based on their geographic location, the above-mentioned findings prove that the tweets are relevant to the flood event. Imposing geographical constraints to extract relevant information from social media was found to be useful as it reduced the massive data to a small portion to be effectively used for emergency management purpose. 
Content analysis
A content analysis of geo-tagged tweets was conducted using a list of keywords (Table 3) to extract risk information belonging to the categories identified by the DHS study about the information that needs to be included in an alert message (discussed above). The results of the content analysis were compared with survey responses (Figure 12 ). The survey responses revealed that 70.07% of respondents expect information about nature of the disaster in alert/warning messages, 53.97% respondents require information about impact zone. Almost 40-45% participants indicated their preference to have information about time frame, recommended actions, and when to take action in messages, and only 36-40% participants expect information about evacuation routes, shelter location, and who to contact for help in warning messages. By contrast, 62.18% and 82.18% tweets contained information about nature of the disaster and impact zone, respectively followed by recommended action (11.49%), damage & loss (8.32%), contact for help (4.16%), and shelter location (3.37%).
Although the kind of risk information people expect in an alert message differs from what is shared by individuals via tweets, both the survey and tweet analysis revealed that the public requires and shares information about nature of the disaster and impact zone rather than other aspects of risk. This is reasonable because citizens' need for information regarding contact for help or shelter location is dependent on their socioeconomic condition, degree of preparations, and/or past experiences with similar situations (Morrow 1999) . Likewise, recommended action or damage & loss is meaningless unless the nature of the disaster and impact zone are known. Nonetheless, because the keywords used to extract tweets in each category influenced the results, a better selection of keywords is needed to extract the content to eliminate bias. Figure 12 . Percentage of categorized risk information from survey vs tweets.
Cosine similarity comparison
Cosine similarity comparison generated a similarity score representing the degree of relevance between documents. One of the documents used in the analysis contained top 50 frequent words from tweets along with top 10 non-redundant hashtags, and the other document contained top 50 frequent words from NOAA warning/alert messages and official damage assessment reports. Several methods can be used to create document vectors, such as raw term frequency and binary weights. While tweets are a collection of keyword-centric documents, NOAA alert messages and official damage assessment reports are story-based documents with contextual content. This distinction made it difficult to create vectors for comparison using raw frequency approach. Therefore, the presence or absence of a term in respective documents was used in a binary weights approach. Furthermore, the following steps were implemented to convert each document to a vector (Table 4) : (i) eliminate special character (i.e. 'â€'), (ii) remove meaningless character combinations (i.e. 'wfos', 'awips'), (iii) combine words of different forms (i.e. 'colorado', 'colo', 'coc'), and (iv) eliminate auxiliary words that had no relationship to flood (i.e. 'great', 'may', and 'love'). Cosine similarity scores ranged from '0' (meaning dissimilar or not relevant) to '1' (meaning very similar or the same). The cosine similarity score for this study was: Similarity = cos (45.5°) = cos (d tweets , d official reports ) = 0.7, which indicates that the two term lists are inclined to be similar. Thus, conclusions can be made that the extracted tweets are relevant to official warning messages and damage assessment reports in terms of content.
Relevance score
A relevance score was generated for each of the 5202 geo-tagged tweets in Colorado. Table 5 lists five randomly selected tweets in descending order of their respective relevance score. The relevance scores varied between 0.5 (lowest score) and 3.79 (highest score) for the 5202 tweets. Figure 12 shows the score distribution. The tweets with high relevance score (i.e. the first and second tweet) contained flood relevant risk information than lower scored ones. The lowest scored tweets, such as the fifth tweet does not contain any information relevant to the flood event. After careful screening of the tweet content, a threshold value of 1.3 was manually selected to separate relevant tweets from irrelevant ones, which results in roughly 14% relevant tweets based on their score among the geo-tagged tweets in Colorado.
To better assess the relevance, the tweets were categorized into four groups based on their relevance score, low relevance (1.3-1.5), moderately low (1.5-2), moderately high (2-2.5), and high relevance (2.5-3.79). The distribution of the relevance score can be found in Figure 13 , the approximate normal distribution indicates a reasonable categorization of the relevance levels. The cut-off point for each group was chosen around the inflexion of relevance score trend line. Based on their relevance score, tweets were classified into the risk information categories (Table 3) . From Figure 14 , it is obvious that relevant tweets tend to provide information about nature of the disaster and impact zone as opposed to other tweets. Also, the percentage distribution of tweets in each category is similar to the trend observed by the entire volume of tweets based on their content. It could be concluded that relevance score is an important measure to identify relevant tweets for emergency management purpose.
Conclusion and future work
Despite its popularity for providing up-to-date information pertaining to disasters, and although several studies have evaluated data quality of tweets, research examining the relevance of tweets based on risk information availability is at its infancy. In this research, an attempt was made to evaluate the relevance of geo-tagged tweets to ensure that the tweets were generated by those who experienced or witnessed the 2013 Colorado flood rather than by 'outsiders'.
Each of the six approaches used to find relevant tweets helped extract relevant tweets based on their spatial and temporal distribution in relation to intensity and severity of flood, flood impact areas, and flood induced damages to road networks. Although the spatial and temporal approaches helped extract relevant tweets that were spatially clustered on days when heaviest precipitation occurred in areas with high population density and high degree of damage; tweet volume was found to be dependent largely on population density and damage extent. Therefore, the spatial distribution of tweet volume could not be used as the only indicator of severely damaged areas to be targeted by EMP for recovery and response efforts as pointed out by (Kryvasheyeu et al. 2016) .
The content analysis of tweets revealed that what people expect to be included in an alert message is different from what is conveyed by individuals in social media. Majority of the tweets tend to provide information about nature of the disaster and impact zone. Although information about these two components of a disaster is crucial for individuals to take appropriate actions to reduce disaster impacts, from a risk communication perspective, it may not be prudent to use tweets to disseminate information about other components identified by the DHS study.
The cosine similarity score (0.7) indicated that the tweets contained information similar to those provided by NOAA and official reports. However, just because the tweets are relevant to the reports does not mean that the tweets contained detailed information about the event or its impacts. So, relevant tweets must be used with caution and complemented with ancillary data.
Limitations and future research
Although the geo-location approach implemented to extract tweets for this study probably eliminated misinformation or rumours (Lee, Wakamiya, and Sumiya 2011) , it may not be effective in case of other hazards occurring in other countries. Out of one million tweets, only 0.44% were geo-tagged to the study site and were used in this study. The low percent of geo-tagged tweets could decrease in case of extreme weather events that cause power failure and communication disruption as was seen during Hurricane Maria (2017) that left the entire island of Puerto Rico without power and subsequently, without any means to communicate using social media. The rising concern about privacy also prohibits citizens from sharing their personal information including location. There are other limitations (discussed below) that also hinder the use of tweets by EMP during emergency management.
(1) The data used in this research were purchased, which is not always possible in real-time. From an emergency management perspective, purchasing tweet is not feasible during emergencies when disaster response and recovery efforts require a large amount of fund. Purchasing tweets ensure post-processing rather than real-time analytics for emergency response purposes. Although real-time tweets could be obtained freely using Twitter API, this automatic download tends to return only 1% of the total tweet volume that match the search terms (Twitter Inc. 2017) . Though probable, it is unclear to what extent the low percentage of real-time tweets obtained using API would eliminate relevant and irrelevant tweets that were otherwise obtained by purchasing from Twitter Inc. (2) Data collection, data cleaning, and analytics are time consuming, computationally intensive, and require skilled professionals. Therefore, using social media data for emergency management activities would be inefficient for local EMP unless automated tools and algorithms enable tweet use in real-time. (3) Given that the Emergency Management Agencies' (EMA) responsibilities during an emergency involve coordination of response and recovery efforts, they may not be interested in knowing what people expect to be communicated in an alert message. However, knowing the kind of risk information the public expects will help EMAs send out the specific information via social media, thereby increasing situational awareness. (4) The steps implemented in this research were progressive, i.e. each step is based on the implementation of a previous step and could not be reversed. The joint use of geo-tagged tweets and bag-of-words extracted a significant number of tweets with high relevance. However, it was assumed that a large number of local public generated the tweets, which in reality may not be the case. If that happens, then the tweet volume would be small enough to be useful for emergency management activities. Furthermore, the methodology implemented herein may not be useful with a small percent of tweets. Therefore, it might be efficient and effective to use crowdsourcing or a citizen science-based approach to impacted population to share information specific to a hazard event (Kar 2015) . (5) Out of the total geo-tagged tweets (0.44% of the total tweets) used in this study, only 14% were relevant to the flood event. Given these results, despite the rich content of tweets, the time and money spent on obtaining tweets and other data sets, and implementing the methodology is not justifiable from EMA perspective. Moreover, relevant tweets must be assessed for reliability before using them for emergency management efforts.
