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We consider the entanglement marginal problem, that consists in deciding whether a number
of reduced density matrices are compatible with an overall separable quantum state. To tackle
this problem, we propose hierarchies of semidefinite programming relaxations of the set of quantum
state marginals admitting a fully separable extension. We connect the completeness of each hierarchy
to the resolution of an analog classical marginal problem and thus identify relevant experimental
situations where the hierarchies are complete. For finitely many parties on a star configuration or a
chain, we find that we can achieve an arbitrarily good approximation to the set of nearest-neighbour
marginals of separable states with a time (space) complexity polynomial (linear) on the system size.
Our results even extend to infinite systems, such as translation-invariant systems in 1D, as well as
higher spatial dimensions with extra symmetries.
I. INTRODUCTION
Recent quantum experiments with cold atoms and su-
perconducting qubits have demonstrated different de-
grees of control over systems of size ranging from about
50 [1] to several hundred qubits [2]. Determining whether
entanglement is present in such architectures is a chal-
lenging task. To begin with, a full tomographic recon-
struction of the underlying quantum state is out of the
question, since it requires the estimation of a number
of parameters that grows exponentially with the system
size. A more realistic goal consists in estimating a num-
ber of parameters that scales polynomially with the sys-
tem size, for instance the reduced density matrices of
neighboring subsystems.
In that case, however, most general methods for en-
tanglement detection fail, since they are tailor-made for
scenarios where the whole state is available and there-
fore require an optimization over an, again, exponential
number of parameters. For instance, the application of
the Doherty-Parrilo-Spedalieri (DPS) hierarchy of relax-
ations [3] to characterize the set of separable states, or
some entanglement detection methods based on incom-
plete information [4] would require solving an optimiza-
tion problem where one of the variables corresponds to
the full density matrix of the system. The memory cost of
such approaches becomes prohibitive already beyond the
case of order of ten qubits. On the other hand, there ex-
ist entanglement detection methods based on two-point
correlation functions [5, 6], but no general construction is
known for them and they are not guaranteed to detect all
entangled states. To our knowledge, to date there is no
systematic and scalable method to detect entanglement
from incomplete information.
In this work, we address this question and consider
the entanglement marginal problem: deciding if an en-
semble of density matrices could be the marginal states
of a separable global state ρ. We present a framework to
construct hierarchies of tests that are satisfied whenever
the ensemble of reduced states is compatible with a global
separable state. The tests amount to solving a semidef-
inite program (SDP) [7], a class of convex optimization
problems which can be solved efficiently. If the ensemble
fails one of the tests, then our method will output a linear
entanglement witness in terms of the states in the ensem-
ble that certifies the entanglement of ρ. We show that
the convergence of the hierarchy is strongly connected to
the classical marginal problem. For those cases in which
the hierarchy is complete, any ensemble passing the Lth
test of the hierarchy is proven to be O(1/L2)-close in
trace norm to the set of ensembles admitting a separable
extension.
To our surprise, we find that, in many cases of phys-
ical interest, the corresponding hierarchies have a time
complexity polynomial on the system size, and a mem-
ory complexity linear on the system size. This allows us
to certify entanglement in systems of hundreds of sites.
Our hierarchies also apply to characterize entanglement
in infinite systems, as long as those are subject to some
natural symmetries. More precisely, we propose two SDP
hierarchies that, respectively, characterize entanglement
in 1D translation-invariant (TI) systems and in 2D TI
systems in the square lattice that are also symmetric
under horizontal (or vertical) reflections. We test the
practical performance of our approach by working out
the critical temperature beyond which no entanglement
is present in the system for a class of solvable models. We
also compute the so-called separable energy per site, the
minimum energy per site achievable by separable states,
for some k-local Hamiltonians.
This article is organized as follows: in Section II we
introduce the notation and concepts to be used along the
text. In Section III we define the entanglement marginal
problem, the subject of this work, and we relate it to the
classical marginal problem. In section IV, we present a
hierarchy of SDPs to attack the entanglement marginal
problem. We fully characterize, in Proposition 1, the set
of state ensembles to which this hierarchy converges to.
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2As we argue, this set corresponds to the set of marginals
of an overall separable state iff the classical marginal
problem is trivial in the considered marginal scenario.
Otherwise, it is just a strict relaxation. We then ap-
ply our construction to solve the entanglement marginal
problem in scenarios with finitely many parties (section
V) or symmetric systems with infinitely many parties
(section VI). Finally, in section VII we present our con-
clusions.
II. PRELIMINARIES
Let A = (α, β, ...) be a finite or infinite alphabet. In
the following, each of the letters of A will represent ei-
ther a quantum system with Hilbert space dimension dα
or a classical random variable with finite or infinite car-
dinality. For finite systems of n particles, one can take
A to be the set {1, . . . , n}, but our considerations also
apply to infinite systems, which motivates the previous
notation. Let I ⊂ A be a subset of all such systems. For
any vector or sequence φ ≡ (φα)α∈A, we call φI the vec-
tor or sequence with coefficients (φα : α ∈ I). Similarly,
for any linear operator O : H → H, with H = ⊗α∈AHα
being a composite Hilbert space, the operator OI de-
notes the partial trace trA\I(O). This notation extends
to probability distributions: pI(φI) denotes the marginal
distribution of p(φ) for variables (φ)α∈I .
Let I ⊂ P (A), where P (A) denotes the power set of
A, that is, the set consisting of all its subsets. By con-
ducting several tomographic experiments on all the sys-
tems in I ∈ I, we can estimate ρI , the density matrix
describing the sites at I. A necessary condition for the
existence of an overall quantum state ρ for all systems in
A compatible with the ensemble {ρI}I∈I is that of local
compatibility, i.e.,
trI\J(ρI) = trJ\I(ρJ), (1)
for I, J ∈ I.
Local compatibility can also be defined for ensembles
of probability distributions. If {pI(φI)dφI : I ∈ I} are
the marginals of a global measure p(φ), defined over all
sites in A, then {pI(φI)dφI : I ∈ I} must satisfy the
local compatibility constraints
∫
dφI\JpI(φI) =
∫
dφJ\IpJ(φJ),∀I, J ∈ I (2)
for I, J ∈ I.
In section VI we study configurations where the phys-
ical systems lie on the sites of an infinite chain or an
infinite hypercubic lattice and the overall state describ-
ing A satisfies translation invariance. In those scenar-
ios, local compatibility admits a very simple form. Con-
sider, for instance, an infinite translation-invariant 1D
system, with A = Z and dα = d for all α ∈ A. Let
FIG. 1: A k× l plaquette. Local translation invariance im-
plies that the marginals (quantum or classical) corresponding
to the sites enclosed by the two dashed lines in each figure are
identical.
ω{1,...,k} denote the density matrix (probability distribu-
tion) describing the quantum systems (classical random
variables) at sites 1, ..., k. If ω{1,...,k} is the marginal of
a translation-invariant 1D system ω, then ω{1,...,k} must
also be subject to the local compatibility relations
ω{1,...,k−1} = ω{2,...,k}. (3)
This condition is known as local translation invariance
(LTI) [8].
In higher spatial dimensions, translation invariance en-
forces slightly more complicated local constraints. Think
of a 2D infinite square lattice, i.e., A = Z2. A k × l pla-
quette is a set of sites of the form Iˆ + z, for Iˆ = {(x, y) :
x = 1, ..., k; y = 1, ..., l}, z ∈ Z2. If the quantum or clas-
sical description ωIˆ of the sites in Iˆ is the marginal of a
TI quantum or classical system, then local compatibility
implies that
ωIˆ\{(1,y):y} = ωIˆ\{(k,y):y},
ωIˆ\{(x,1):x} = ωIˆ\{(x,l):x}, (4)
see Figure 1. These conditions are also dubbed LTI [8].
III. THE ENTANGLEMENT MARGINAL
PROBLEM
A multi-partite quantum state σ, with subsystems la-
beled by the elements of A, is said to be separable if there
exists a multi-variate measure p(φ)dφ, with φ = (φα)α∈A,
such that
σ =
∫
p(φ)dφ
⊗
α∈A
|φα〉〈φα|. (5)
In the following, when we refer to a measure p(φ) gen-
erating a separable state σ, we implicitly mean that the
state is defined by Eq. (5).
In this work, we wish to solve what from now on we
call the entanglement marginal problem, stated as follows.
3Let I ⊂ P (A), and let {ρI}I∈I be an ensemble of locally
compatible reduced states: our task is to find whether
there exists a separable state σ such that trA\I(σ) = ρI
for all I ∈ I. In that case, we say that the ensemble
{ρI}I admits a separable extension σ.
Interestingly, this problem is strongly connected to
the classical marginal problem, an old question that ap-
pears in numerous contexts in physics, such as statisti-
cal physics [8, 9] or quantum nonlocality [10]. In this
problem, one is interested in deciding whether a specific
ensemble of locally compatible distributions {p˜I(φI)}I
admits a global measure [8]. It is well known that
this problem is hard and, in fact, local compatibility
of classical distributions does not imply in general the
existence of a global measure. Consider, for instance,
A = {1, 2, 3}, and the distributions of random variables
a1, a2, a3 ∈ {0, 1} given by PI(0, 1) = PI(1, 0) = 12 , for
I = {1, 2}, {1, 3}, {2, 3}. These distributions satisfy lo-
cal compatibility, and yet it is easy to see that no global
distribution P (a1, a2, a3) admits them as marginals.
In order to understand the connection between the en-
tanglement marginal problem and its classical counter-
part, let us rewrite the reduced states ρI as
ρI ≡
∫
pI(φI)dφI
⊗
α∈I
|φα〉〈φα|. (6)
for some given probability measures pI(φI). Notice that
one can assume such a decomposition always to ex-
ist, since otherwise some of the reduced states would
be entangled, making the solution to the entanglement
marginal trivial. Solving the entanglement marginal
problem is equivalent to determining whether it is possi-
ble to find a collection of distributions {pI(φI)}I∈I that
admits a global measure and such that eq. (5) holds. In-
deed, if such a measure q(φ) exists, it could be used to
generate a separable state σ whose reduced states on each
subset I coincides with ρI∈I , simply because the cor-
responding marginal distribution of q(φ) coincides with
pI(φI).
The connection between the classical and the entan-
glement marginal problem does not make either of them
less challenging. First of all, because the choice of proba-
bility measures pI(φI) in (6) is generally not unique and
there is no guarantee for those measures even to be lo-
cally compatible, in the sense of (2). Moreover, even if we
could enforce their local compatibility, this is generally
not enough to guarantee the existence of a global mea-
sure, and hence of an overall separable extension for the
states. We come back to this point below. However, and
despite the complexity of the problems involved, relat-
ing the entanglement marginal problem and its classical
counterpart offers a useful interpretation to the hierar-
chies that we introduce in the next Section, which will
prove crucial to analyse their convergence properties.
IV. SEMIDEFINITE PROGRAMMING
RELAXATIONS OF THE ENTANGLEMENT
MARGINAL PROBLEM
To solve the entanglement marginal problem, we follow
the ideas of Doherty Parrilo and Spedalieri (DPS) [3, 11,
12], who provided an algorithm to solve the entanglement
problem in the case where the whole density matrix ρ is
specified, i.e., when I = {A}. Suppose then that there
exists a probability distribution p(φ) over pure states φ
such that the separable state defined by Eq. (5) admits
the states {ρI} as marginals. Next, define the states
ρ
(L)
I ≡
∫
pI(φI)dφI
⊗
α∈I
|φα〉〈φα|⊗L. (7)
State ρ
(L)
I thus acts on a composite Hilbert space whose
factors are the Lth tensor powers of the Hilbert space
of each system α ∈ I. Notice that each of them can
be interpreted as the symmetric extension of ρI derived
from the decomposition (6). Indeed, it is easy to see that
the states {ρ(L)I }I∈I satisfy the constraints:
(i) trIL−1(ρ
(L)
I ) = ρI .
(ii) ρ
(L)
I is Positive under Partial Transposition (PPT)
[13] across all bipartitions of its |I|L systems.
(iii) ρ
(L)
I ∈ B(
⊗
α∈I Hsym(L, dα)), where Hsym(L, d)
denotes the symmetric space of L d-dimensional
particles.
(iv) tr(I\J)L(ρ
(L)
I ) = tr(J\I)L(ρ
(L)
J ) (after appropriately
reordering the systems of one of the sides).
For each L, we relax the property that {ρI}I arise from
an overall separable state by demanding that there exist
positive semidefinite matrices {ρ(L)I }I satisfying the four
conditions above (note that the last condition is missing
in the DPS construction [12]). For finite A, the existence
of the matrices {ρ(L)I }I can, in turn, be cast in terms of
a semidefinite program (SDP) [7].
For fixed I, as we increase L, these conditions
lead to the announced SDP hierarchy H(I|{ρI}I∈I)
(H, for short) of tests for entanglement detection.
Each level of the hierarchy involves matrices acting on⊗
α∈I Hsym(L, dα), see condition (iii). Since the dimen-
sion of Hsym(L, d) is
dsym =
(
L+ d− 1
d− 1
)
∼ O(Ld−1) , (8)
the size of the matrices ρ
(L)
I scales as O(L
∑
α∈I(dα−1)).
Clearly, if the ensemble {ρI}I∈I fails the Lth SDP test of
hierarchy H, then it cannot admit a separable extension.
In such a predicament, that we denote as {ρI}I 6∈ HL,
4the dual of the SDP [7] will return a certificate of in-
feasibility, i.e., an entanglement witness in the form of a
linear inequality
∑
I tr(WIρI) ≥ 0 that is violated by the
ensemble {ρI}I .
In Appendix A, we present also an alternative sim-
plified hierarchy of SDPs H¯(I) for those cases in which
I ∈ I contains an index αI that does not appear in any
other set J ∈ I, J 6= I. One can then provide a hier-
archy where the system αI is not L-times “extended” in
the construction of the matrix variable ρ
(L)
I . Trivially,
any ensemble {ρI}I passing the Lth test of H(I) will also
pass the Lth test of H¯(I). For some scenarios I, though,
both hierarchies provide a similar approximation to the
set of separable marginals and implementing H¯L requires
considerably fewer computational resources.
The natural question to ask is whether the SDP hier-
archies defined here are complete, i.e., under which con-
ditions {ρI}I ∈ HL for all L implies that {ρI}I admits
a separable extension. Interestingly, we can make use of
the connection to the classical marginal problem thanks
to the following proposition, proven in Appendix B and
based on the linear maps introduced in [14].
Proposition 1. Let {ρI}I ∈ HL or {ρI}I ∈ H¯L. Then,
there exists an ensemble of fully separable states {ρ˜I}I ,
such that ‖ρI − ρ˜I‖1 ≤ O
(∑
α∈I d
2
α
L2
)
for all I ∈ I. More-
over, the separable states {ρ˜I}I are generated by an en-
semble {p˜I(φI)}I of locally compatible distributions.
The above proposition shows that the introduced hier-
archies are a converging series of relaxations of the set of
reduced states {ρI}I admitting a decomposition (6) gen-
erated by locally compatible probability measures. How-
ever, since these compatibility conditions do not neces-
sarily imply a solution to the classical marginal prob-
lem, the proposition is not a proof of convergence, as
the states {ρ˜I}I are not necessarily the marginals of an
overall separable state σ as in eq. (5). In fact, sup-
pose that there exists an ensemble {p˜I(φI)}I of locally
compatible distributions which are not generated by an
underlying global measure. Then, for m sufficiently high,
one can find a similar counterexample with an ensemble
of probability distributions {P˜I(aI)} of random variables
{aα}α∈A taking values in {1, ...,m}. In turn, such distri-
butions can be used to build an ensemble ρnoextI of classi-
cal states of the form ρnoextI =
∑
aI
P˜ (aI)|aI〉〈aI |, where
{|aI〉 : aI ∈ {1, ...,m}|I|} is the computational basis of
(Cm)⊗|I|. This ensemble is generated by locally com-
patible probability measures and yet there is no overall
quantum state σ (separable or not) admitting {ρI}I as
reduced density matrices.For these cases, the hierarchy
H is incomplete.
Conversely, Proposition 1 guarantees convergence in all
those classical marginal scenarios I where global compat-
ibility follows from local compatibility. In Section V and
VI we present several such scenarios for systems of finite
and infinite size, and analyse the corresponding entangle-
ment marginal problems. These examples illustrate the
applicability of hierarchies H, H¯ to detect entanglement
in relevant experimental situations.
V. FINITE SYSTEMS
In this section we provide marginal scenarios for finite
systems, I ⊂ P (A), with |A| < ∞, where the hierar-
chies H, H¯ completely solve the entanglement marginal
problem.
First, we need to introduce some graph notation. A
graph G = (V,E) is defined by a collection of indices V ,
called vertices, together with a set E of pairs of vertices
{vi, vj}, called edges. Two vertices vi, vj are said to be
connected if there exists an edge e ∈ E such that vi, vj ∈
e. A clique is a set of pair-wise connected vertices, and
a maximal clique C is a clique such that any vertex not
contained in C is not connected with at least one vertex
in C. A graph cycle is a sequence of vertices (vi)
m
i=1
in V such that v1 = vm and vi, vi+1 are connected for
i = 1, ...,m− 1. A chord in a graph cycle is an edge that
does not form part of the cycle but nonetheless connects
two vertices of it, and a chordal graph is a graph such
that any cycle of length 4 or higher has a chord.
Now, given A, I, define a graph G with vertices given
by the letters of A, and join with an edge every pair of
vertices α, β such that α, β ∈ I for some I ∈ I. In the
following, we will refer to G as the dependency graph of I.
Assume that G is chordal and that the elements of I are
its maximal cliques. Then, the classical marginal prob-
lem on I is trivial: any ensemble of locally compatible
probability distributions {p˜I} admits a global measure.
This is a well-known fact in combinatorial optimization
[15], but, for completeness, we include a proof in Ap-
pendix C. By Proposition 1, in all these situations hier-
archies H, H¯ are complete.
Let us explore the ramifications of this result.
A. Particles in a star configuration
Consider first the scenario where we have access to
all the two-body reduced states {ρ1j}nj=2 of particle 1
and each of the remaining particles {2, ..., n}. Determin-
ing whether the overall state of the system is entangled
amounts to solve the entanglement marginal problem for
I = {Ij : j = 2, ..., n}, with Ij ≡ {1, j}. The correspond-
ing dependency graph is shown in Figure 2.
By simple inspection, we notice that the graph is
chordal. Moreover, for j 6= 1, system j only appears
in Ij . Hence, by Proposition 1, the hierarchy H¯, with
αj = j for j = 2, ..., n, is convergent. Writing it explic-
itly, the SDP corresponding to the L-th level of H¯ reads
5FIG. 2: The star configuration. The dependency graph
consists of the edges Ij ≡ {1, j}, for j = {2, ..., n}.
as follows
∃ {ρa1a2...aLb|j ∈ B(Hsym(L, d1)⊗Hdj )}nj=2 ,
s.t. ∀ j ∈ {2, . . . , n} :
(i) ρa1a2...aLb|j  0 ,
(ii) tr(a2...aL)(ρa1a2...aLb|j) = ρ1j (9)
(iii) ρ
Ta1...ak
a1a2...aLb|j  0 k = 1, . . . , L
and ∀ k ∈ {3, . . . n} :
(iv) trb(ρa1a2...aLb|2) = trb(ρa1a2...aLb|k)
Note that, in this case, implementing HL(I) would re-
quire optimizing over positive semidefinite matrix vari-
ables ρ
(L)
I of size O(L
d1+dj−2), each of them acting on
the space HL,d1sym ⊗ HL,djsym . Running H¯L(I), on the con-
trary, just requires extending system 1, and so the cor-
responding positive semidefinite matrix variables are of
size O(Ld1−1).
Let us then see how the hierarchy (9) performs in prac-
tice. Suppose that all systems are qubits (dj = 2 for
j = 1, ..., n), and n = 4. Let X,Y, Z denote the Pauli ma-
trices, and consider the problem of computing the separa-
ble energy of the Hamiltonian H = X1X2 +Y1Y3 +Z1Z4,
i.e., we wish to minimize the term
tr(ρI2X ⊗X) + tr(ρI3Y ⊗ Y ) + tr(ρI4Z ⊗ Z) (10)
over all ensembles {ρI : I ∈ I} admitting a separable
extension.
An SDP optimization over {ρI : I ∈ I} ∈ H¯2 returns
the exact value −√3 ≈ −1.7320, achievable by the prod-
uct state
σ =
I+ X+Y+Z√
3
2
⊗ I−X
2
⊗ I− Y
2
⊗ I− Z
2
. (11)
This optimization, and all the following ones, was carried
out using the MATLAB optimization package YALMIP
[16], in combination with the SDP solver Mosek [17].
FIG. 3: The 1D case. Left: the dependency graph of a 1D
chain with open boundary conditions, given access to nearest
neighbors. Right: the dependency graphs for the 1D case
under closed boundary conditions. The solid lines indicate
the original dependency graph. Adding extra edges (dashed
lines), we obtain a chordal graph, with maximal cliques of the
form {1, j, j + 1}.
It is interesting to compare the exact value −√3 with
that obtained by minimizing H instead over ensembles
of separable states {ρI : I ∈ I} satisfying local com-
patibility. For two-qubit systems, the PPT condition is
equivalent to separability [18]: this allows us to carry out
such an optimization exactly via SDP. The result is −3.
This example shows that the set of locally compatible
separable states can be a very bad outer approximation
to the set of ensembles admitting a separable extension,
which in turn shows the need of constructions like our hi-
erarchies to address the entanglement marginal problem.
B. Particles in a line
Let us consider next the very natural experimental sce-
nario with particles A = {1, ..., n} distributed in a line.
We are given access to the reduced density matrices of
the nearest neighbors ρjj+1 for j = 1, . . . , n−1. Namely,
I = {Ij}n−1j=1 with Ij = {j, j+1}. The dependency graph
of I, a linear graph, is again chordal, and {Ij}j are its
maximal cliques. Therefore, the SDP hierarchies H, H¯
are complete. In this case, the complexity of implement-
ing one or the other is similar, so from now on, we will
stick to H. For the sake of clarity, let us state explicitly
the SDP corresponding to the L-th level of such hierar-
chy, namely
∃ {ρa1...aLb1...bL|j ∈ B(Hj)}n−1j=1 ,
s.t. ∀ j ∈ {1, . . . , n− 1} :
(i) ρa1...aLb1...bL|j ≥ 0
(ii) tr(a2...aLb2...bL)(ρa1...aLb1...bL|j) = ρjj+1 (12)
(iii) ρ
Ta1...akTb1...bl
a1...aLb1...bL|j  0 k, l = 1, . . . , L
(iv) tr(a1...aL)(ρa1...aLb1...bL|j)
= tr(b1...bL)(ρa1...aLb1...bL|j+1) ,
where Hj ≡ Hsym(dj , L)⊗Hsym(dj+1, L).
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FIG. 4: Upper bounds on the critical inverse temper-
ature of separability for the thermal state of H =
−(1/2)∑n−1j=0 XjYj+1, as a function of the number of parti-
cles. The results are obtained by the hierarchy H at the level
L = 2 for a scenario where all the near-neighbours two-body
reduced states are given. The plot compares the critical β be-
tween the case where the information of the boundary term
ρ1n is given (red) or not (orange). Although the hierarchy for
both cases has a favourable scaling with n, we decided to show
only results that require less than a few hours of computation
in a normal laptop.
As in the star configuration, the cost of implementing
the Lth test of H on the line, and hence certifying that the
ensemble is O(1/L2)-close to that of a separable state,
is just polynomial on the system size n. In fact, even
though the number of SDP matrix variables is linear in
n, their size is independent of n. This allows one to tackle
systems of hundreds of sites in a normal desktop, as we
see next.
Consider the case of an Ising model in 1D, represented
by the 2-local Hamiltonian H = −(1/2)∑n−1j=0 XjYj+1
with periodic boundary conditions. The nearest-
neighbour reduced density matrices of the thermal state
ρβ = e
−βH/Z can computed efficiently by performing
a Jordan-Wigner transform and following the methods
of [19] (see also [20]). We wish to determine the criti-
cal temperature βS for which the nearest-neighbour two-
body marginals of ρβS admit a separable extension. As
shown in Figure 4, implementing the hierarchy (12) at
level L = 2 allows us to upper bound the exact value
of βS for systems of up to few hundred particles. More
specifically, the nearest-neighbor density matrices of the
thermal state of H did not satisfy conditions (12) for
inverse temperatures β slightly greater than the values
plotted in Figure 4. Interestingly, we also checked that
increasing the level to L = 3 does not decrease our upper
bounds on the critical temperature.
C. Particles in a ring
Let us now complicate our 1D scenario by closing
the spin chain, i.e., by assuming that we are given the
knowledge also of ρ1n. In the power set notation, such
a scenario corresponds to choosing the sets of indices
Ij = {j, j mod n + 1}, for j = 1, ..., n. This exam-
ple is useful to illustrate how one can deal with situa-
tions in which the dependency graph I = {Ij}j is not
chordal, see Figure 3. Hence, in this scenario local com-
patibility of marginal probability distributions does not
imply global compatibility. Thus, a modification of (12)
by simply introducing an additional symmetric extension
ρa1...aLb1...bL|n of the reduced density matrix ρ1n would
lead to a sound but not convergent hierarchy of relax-
ations.
A way to define a convergent hierarchy involves intro-
ducing a chordal extension of the dependency graph G,
namely by suitably adding edges to it in order to obtain
a new graph G′ that is chordal. Figure 3 shows a possible
chordal extension for the case of 1D with closed boundary
conditions, consisting in selecting one of the nodes (say,
node 1) and adding edges with respect to any other node.
The maximal cliques of the new (chordal) graph are now
I¯j ≡ {1, j+ 1, j+ 2}, for j = 1, ..., n−2. Call I¯ the set of
all such sets. Based on these facts, to solve the 1D entan-
glement marginal problem for nearest-neighbour states
with closed boundary conditions, we consider a slightly
modified SDP hierarchy whose Lth level is given by:
∃{ρ¯I¯}I¯∈I¯ ∈ HL(I¯) s.t.
tr1ρ¯I¯j = ρj+1j+2, for j = 1, ..., n− 2,
tr3ρ¯I¯1 = ρ12, trn−1ρ¯I¯n−2 = ρ1n. (13)
This hierarchy is now complete. Notice that the only
modification applied to the original hierarchy HL(I¯) is to
replace condition (i) with a weaker case where we have ac-
cess only to some two-body reduced states in the sets I¯j .
Interestingly, such an example shows that, starting with
a scenario defined by a non-chordal dependency graph, it
is always possible to define a converging hierarchy for the
entanglement marginal problem, by basing it on a chordal
extension of the original graph. The computational com-
plexity of the resulting hierarchy will be defined by the
size of the maximal cliques of the new graph, which might
be larger than the original graph. Remarkably, in the 1D
case considered here, the polynomial scaling with n of
the computational effort of (13) is preserved, since the
size of the sets I¯j is independent of n. Thanks to the
favourable scaling, we can use (13) to upper bound the
critical temperatures for entanglement in the 1D model
defined above for the case of periodic boundary condi-
tions as well, the results appearing in Figure 4.
Before moving on, some comments on related work are
in order. In [21] it was noticed that, for 1D Hamiltonians
with closed or open boundary conditions, the minimum
energy achievable via mean field theory (namely, the sep-
arable energy) can be computed up to a fixed error with
time complexity polynomial on the system size using -
nets. Interestingly, the hierarchies introduced here pro-
vide a similar result: by optimizing the energy over the
set of marginals compatible with H, one obtains lower
7bounds to the mean field energy, whose distance to the
exact results can be controlled by adjusting the hierar-
chy level L. Morever, in [22] To´th derived the exact sep-
arable energies per site of a number of relevant 2-body
Hamiltonians in different dimensions. In the next Sec-
tion, we will present a similar result, by showing that un-
der suitably chosen additional symmetries, the entangle-
ment marginal problem can be solved analytically, even
for infinite systems. Such a result is also what motivated
the choice of 1D integrable model studied here, which
was selected to specifically avoid reflection symmetry.
VI. INFINITE SYSTEMS WITH SYMMETRIES
The previous tools can be even applied to solve the en-
tanglement marginal problem for infinite systems, that is,
with |A| =∞. Of course, the most general instance of the
problem is out of reach because it requires specifying an
infinite number of reduced states. However, the problem
can be solved in some instances where the global system
is supposed to satisfy a symmetry. The connection to
the classical marginal problem plays again an important
role.
A. Infinite symmetric scenarios where the
entanglement marginal problem is trivial
In section VI B we will show how, with minor mod-
ifications, hierarchy H can be used to fully characterize
the marginals of 1D separable TI quantum states. Before
getting there, though, it is worth exploring in which sit-
uations implementing H would be an overkill. In fact, as
we next prove, if the system under study satisfies certain
symmetries present in most studied models in statistical
physics, then the entanglement marginal problem can be
solved with relative ease.
Consider a scenario where physical systems lie on the
sites of a two-dimensional square lattice. That is, A = Z2
and dα = d for all α ∈ A. We suppose the overall quan-
tum state ρ describing the systems in the lattice to be TI
and also symmetric under reflections of the vertical and
horizontal axes. This scenario appears quite frequently
in statistical physics. At any temperature, the thermal
state of any lattice Hamiltonian that is both translation
and reflection invariant is described by a lattice state ρ
with these two symmetries.
In this context, consider the entanglement marginal
problem with I = {(x, y) + Iˆ : x, y ∈ Z}; with Iˆ =
{(x, y) : x, y = 1, 2}, i.e., we consider all the 2 × 2
plaquettes. By translation invariance, we have that
ρI = ρJ =: ρˆ, for all I, J ∈ I. The input of the entan-
glement marginal problem is therefore finite: it suffices
to provide the 4-partite experimental matrix ρˆ, which we
take to act on the sites in Iˆ. Furthermore, by reflection
symmetry we have that ρˆ is invariant under the permu-
tation operators PH , PV , where H (V ) denotes the per-
mutation that exchanges systems by (x, 1) and (x, 2) for
x = 1, 2 ((1, y) and (2, y) for y = 1, 2).
In this scenario, the marginal entanglement problem
is trivial, in the following sense: ρˆ is the marginal of
a separable TI reflection invariant (RI) quantum state
iff ρˆ is separable and invariant under the permutations
PH ,PV . The “only if” implication is trivial; in the next
lines we prove the “if” part.
Let ρˆ be a 4-partite fully separable quantum state, in-
variant under PH , PV . Then, there exists a measure
pIˆ(φIˆ)dφIˆ generating ρˆ. Consider now the measure de-
fined by
pˆIˆ(φIˆ) =
1
4
∑
pi∈{I,H,V,HV }
pIˆ(φpi(Iˆ)). (14)
This measure is symmetric under the action of H,V on
the 4-dimensional vector φIˆ . Moreover, it generates the
separable state
1
4
(
ρˆ+ PH ρˆP†H + PV ρˆP†V + PV PH ρˆ(PV PH)†
)
= ρˆ.
(15)
In [23], it is shown that any reflection-invariant dis-
tribution pˆIˆ(φIˆ) defined on a 2 × 2 plaquette admits an
extension pˆ(φ) to the whole square lattice that is also
TI and RI. It follows that ρˆ admits a TI, RI separable
extension given by pˆ(φ).
Unfortunately, this trick cannot be extended to char-
acterize entanglement in, e.g., 3 × 3 site plaquettes I =
{(x, y) : x, y = 1, 2, 3}. The reason is that there exist
LTI distributions pI(aI) for the 3 × 3 plaquette, invari-
ant under reflections and even 90 degree rotations, which
nonetheless do not admit a TI extension [8].
The result in [23] on the classical marginal problem
generalizes to square lattices of all spatial dimensions.
We arrive at the following result.
Proposition 2. Let A = ZD and Iˆ = {1, 2}D. A state ρˆ
defined in Iˆ is the marginal of a translation and reflection
invariant separable state for the whole hypercubic lattice
iff ρˆ is fully separable and symmetric under the reflection
of each orthogonal axis.
In order to characterize such marginals, it is thus
enough to impose symmetry and use any separability
criterion, e.g., the DPS hierarchy [12], to enforce sepa-
rability.
For the infinite spin chain (D = 1), the proposition
implies that the set of nearest-neighbor marginals of sep-
arable TI and RI states equals the set of separable bi-
partite states ρˆ1,2, with ρˆ2,1 = ρˆ1,2. For d = 2, the set
of such states can be characterized analytically: it corre-
sponds to the set of bipartite PPT states with symmetry
under reflections. Let us notice that the latter case in-
cludes the most studied integrable models in 1D, such as
the XY and the Heisenberg models.
8B. Translation invariance in one dimension
What happens when we care about next-to-nearest
neighbor correlations, or lose invariance under reflec-
tions? Then the entanglement marginal problem be-
comes non-trivial, and SDP hierarchies such as H are
needed. In this section, we study how to solve the entan-
glement marginal problem for infinite TI 1D chains.
Consider thus a scenario where quantum systems of
dimension d rest on the sites of an infinite spin chain,
i.e., A = Z. As in the previous section, we assume that
the overall quantum state is TI, but not necessarily in-
variant under reflections. The input of the entanglement
marginal problem is ρˆ, the reduced density matrix of k
consecutive neighbors, i.e., ρˆ = ρIˆ , with Iˆ = {1, ..., k}.
We wish to determine whether ρˆ is the marginal of a
separable, TI quantum state.
Suppose, for a moment, that such is the case. In [10] it
is shown that, should there exist an overall TI separable
state, the global measure p(φ)dφ in eq. (5) can also be
chosen TI. Hence the k-variate distribution pIˆ generating
the separable state ρˆ can be assumed LTI. This observa-
tion implies that ρˆ(L), as defined in (7) is also LTI, i.e.,
it satisfies
tr{1}L(ρˆ
(L)) = tr{k}L(ρˆ
(L)). (16)
This suggests tackling the entanglement marginal
problem with an SDP hierarchy Hˆ whose Lth level is
given by the SDP:
∃ρˆ(L) ∈ B(HL,dsym)⊗k, ρˆ(L) ≥ 0 s.t.
trIˆL−1(ρˆ
(L)) = ρˆ,
tr{1}L(ρˆ
(L)) = tr{k}L(ρˆ
(L)). (17)
In the proof of Proposition 1 (see Appendix B), we ap-
plied the linear maps defined in [14] to the matrix vari-
ables {ρ(L)I }I appearing in the definition of H in order to
generate the separable ensemble {ρ˜I}I . As explained in
Appendix B, these linear maps have the convenient prop-
erty of translating linear relations over the matrix vari-
ables {ρ(L)I }I into analogous linear relations over the dis-
tributions {p˜I(φI)}I generating {ρ˜I}I . Consequently, if
we apply said maps to ρˆ(L), we find that, for any ρˆ ∈ HˆL,
there exists a separable state ρ˜, with ‖ρ˜− ρˆ‖1 ≤ O
(
kd2
L2
)
generated by a measure p˜Iˆ(φIˆ) such that∫
dϕp˜Iˆ(ϕ, φ2, ..., φk) =
∫
dϕp˜Iˆ(φ1, ..., φk−1, ϕ). (18)
That is, the LTI of the variable ρˆ(L), enforced by the
last relation in (17), is inherited by the distribution p˜Iˆ
generating the separable approximation to ρˆ.
It is a well-known result in statistical physics (see, e.g.,
[10] for a proof) that every k-variate distribution p˜Iˆ sat-
isfying 1D LTI admits a 1D TI extension p˜. Hence, ρ˜
admits a TI separable extension generated by p˜. This
proves the convergence of the hierarchy Hˆ.
To test how this SDP hierarchy performs in prac-
tice, we take the entanglement witness for translation-
invariant states presented in [10]. There, it is shown
that, if ρ1,2 is the nearest-neighbor reduced density ma-
trix of a separable infinite TI state, then it must satisfy
tr{ρ12(X⊗Z)} ≥ −12 . Moreover, this bound is tight. We
verify that a second order relaxation L = 2 recovers this
bound, up to computer precision.
C. 2D translation invariance
Extending the 1D argument for TI systems to the 2D
case without further symmetries is non-trivial. To begin,
using the symmetrization technique introduced in [10],
one can prove that the marginal of a 2D separable TI
state admits a separable decomposition generated by a TI
measure. Hence, for Iˆ = {(x, y) : 1 ≤ x ≤ k, 1 ≤ y ≤ l},
we can assume that the distribution pIˆ in (7) is LTI.
Hence the corresponding SDP variable ρˆ(L) is subject to
the LTI conditions:
tr{(1,y)L:y}(ρˆ
(L)) = tr{(k,y)L:y}(ρˆ
(L)),
tr{(x,1)L:x}(ρˆ
(L)) = tr{(x,l)L:x}(ρˆ
(L)). (19)
Applying the linear maps from [14] over any feasible ma-
trix variable ρˆ(L), we arrive at a separable decomposition
for ρˆ generated by a LTI distribution p˜(φIˆ).
This is the point where problems appear. Unfortu-
nately, in two spatial dimensions LTI does not imply the
existence of a global TI measure [8]. In fact, the simplest
problem of deciding whether a pair of distributions Ph, Pv
are the horizontal and vertical nearest-neighbor distribu-
tions of a 2D translation-invariant model in the square
lattice is undecidable [9]. Defining a complete hierarchy
of SDPs to characterize entanglement in the 2D TI case
would require considering sequences of extensions (ρˆ
(L)
Ij
)j
involving an ever-growing number of sites Ij .
A compromise between full reflection symmetry and
raw TI is a scenario where the considered system is only
symmetric with respect to reflections over the vertical
axis, see Figure 5. Let us consider then an infinite square
lattice, call Iˆ the l × 2 plaquette {(x, y) : x = 1, 2, y =
1, ..., l}, and let ρˆ, defined on the sites Iˆ, be the input
of an entanglement marginal problem. We denote by
U,L the subsets of Iˆ given by {(x, y) : x = 1, 2; y =
1, ..., k − 1}, {(x, y) : x = 1, 2; y = 2, ..., k}, respectively.
Acknowledging the LTI and invariance under reflec-
tions over the vertical axis of the underlying distribution
pˆ(φ) generating the separable state ρˆ, we arrive, via (7),
at a hierarchy of SDP relaxations whose Lth level is:
9FIG. 5: The 2D case. Subsystems (in red) are located at
each site of an infinite square lattice, subject to symmetry
under reflections of the blue axis and translation invariance.
The set Iˆ of sites is circled with dashed lines.
∃ρˆ(L) ∈ B(HL,dsym)⊗2k, ρˆ(L) ≥ 0,
tr{(1,1),(2,1)}L(ρˆ
(L)) = tr{(1,k),(2,k)}(ρˆ(L)),
SWAPρˆ(L)SWAP† = ρˆ(L), (20)
where SWAP is the operator permuting the Hilbert
spaces of sites (0, y) and (1, y) for y = 0, ..., k − 1. The
convergence of this hierarchy follows from the proof of
proposition 1 and the result, proven in [23], that any
distribution PIˆ(aIˆ) satisfying reflection symmetry along
the vertical axis in addition to LTI admits a TI extension
that is also symmetric with respect to vertical reflections.
The characterization of TI distributions with reflec-
tion symmetry presented in [23] can be easily extended
to arbitrary spatial dimensions. The general result would
state that any probability distribution P for the variables
of the sites {(x1, x1, ..., xD) : x1 ∈ {1, ..., k}, x2, ..., xD ∈
{1, 2}} for a hypercubic lattice admits a TI extension
with symmetry under the reflection of the last D − 1
axes iff P is LTI along the first axis and symmetric un-
der the inversion of the rest. Implementing the 2nd level
of the corresponding SDP hierarchy to tackle the 3D en-
tanglement marginal problem is, however, unrealistic in
a normal desktop.
VII. CONCLUSION
In this work, we have extensively studied the entangle-
ment marginal problem, namely the problem of detecting
the entanglement of an overall quantum state given ac-
cess to some ensemble of reduced density matrices. We
have presented a general framework to derive hierarchies
of SDP relaxations of the set of ensembles admitting a
separable extension. We related the convergence or com-
pleteness of these hierarchies to the classical marginal
problem, and exploited this connection to solve the en-
tanglement marginal problem for condensed matter sys-
tems of arbitrary size in 1D and also in 2D (under reflec-
tion symmetries). In addition, the introduced tools al-
lowed us to show that, for some thermodynamical scenar-
ios, the entanglement marginal problem becomes trivial.
In fact, the set of two-qubit nearest-neighbor marginals
of a 1D TI, RI separable state can be characterized ana-
lytically.
Remarkably, the computational complexity of the
methods presented in this work scales very well with the
system size, when it depends on it at all. We are thus
optimistic that our results will find application to assess
in a scalable way the entanglement of the states gener-
ated in current and near-term quantum setups, such as
Noisy Intermediate Scale Quantum (NISQ) devices.
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Appendix A: A simplified hierarchy for the
entanglement marginal problem
Suppose that there exists a subset I+ of I such that
any I ∈ I+ contains a letter αI that is not present in
any other set J ∈ I. Define I¯ as I \ {αI} for I ∈ I+ or
I, otherwise, and, for any I 6∈ I+, let αI 6∈ A denote a
1-dimensional Hilbert space. This notation will become
clear below.
Let {ρI}I admit a separable extension generated by
the measure p(φ), and define the states
ρ¯
(L)
I ≡
∫
pI(φI)dφI
⊗
α∈I¯
|φα〉〈φα|⊗L ⊗ |φαI 〉〈φαI |. (A1)
Note that whenever I 6∈ I+, the last element αI in
the previous equation corresponds to a one-dimensional
Hilbert space and can in practice be removed. It is how-
ever convenient to write it to have a unified notation for
the two cases I ∈ I+ and I 6∈ I+. Then the states {ρ¯(L)I }
satisfy the conditions
(i) trI¯L−1(ρ¯
(L)
I ) = ρI .
(ii) ρ¯
(L)
I is Positive under Partial Transposition (PPT)
across all bipartitions.
(iii) ρ¯
(L)
I ∈ B(
⊗
α∈I¯ Hsym(L, dα)⊗HαI ).
(iv) tr(I\J)L,αI (ρ¯
(L)
I ) = tr(J\I)L,αJ (ρ¯
(L)
J ) (after appro-
priately reordering the systems of one of the sides).
As in the definition of H, we relax the property that
{ρI}I admit a separable extension by demanding that
there exist positive semidefinite matrices {ρ¯(L)I }I satis-
fying conditions (i)-(iv). The resulting SDP hierarchy
H¯(I|{ρI}I) is weaker than H(I|{ρI}I), in the sense that
{ρI}I ∈ HL implies {ρI}I ∈ H¯L. However, for some
configurations of I, verifying that {ρI}I ∈ H¯L(I) re-
quires considerably less computational resources. This
is because, as said, the index αI is not extended in this
hierarchy.
Appendix B: From matrix variables to separable
states and probability distributions
In this Appendix, we prove Proposition 1. We also
show that linear relations over the matrix variables in
the hierarchy H described in the main text are inherited
by the measure generating the separable approximation
to {ρI}I . For simplicity, we first prove that Proposition
1 holds for any ensemble {ρI}I ∈ HL. The extension to
the weaker condition {ρI}I ∈ H¯L, defined in Appendix
A, will follow easily.
To analyze the speed of convergence of the DPS hi-
erarchy [3, 11, 12], one of us introduced in [14] a fam-
ily of linear maps Ωd,Lφ : B(HL,dsym) → B(Cd) with the
property that, for all Hilbert spaces H and all states
ω1LA ∈ B(Hsym(L, d) ⊗ H) positive semidefinite under
the transposition of bL2 c of the L symmetric systems, the
following inequality holds:
(Ωd,Lφ ⊗ IB(H))(ω1LA) = |φ〉〈φ|1 ⊗ (ωφ)A ≥ 0. (B1)
Furthermore, the map Ωd,L ≡ ∫ dφΩd,Lφ is trace-
preserving in B(Hsym(L, d)), and
‖(Ωd,L ⊗ IB(H))(ω1LA)− ω1A‖1 ≤ O
(
d2
L2
)
. (B2)
Now, suppose that the ensemble {ρI}I admits exten-
sions {ρ(L)I } satisfying the conditions (i)-(iv) in the main
text. We simultaneously apply the maps
∫
dφΩdα,Lφ ,
11
for α ∈ A, to each of the states {ρ(L)I }. This re-
sults in the states ρ˜I =
∫
dφI p˜(φI)
⊗
α∈I |φα〉〈φα|, with
p˜(φI) = tr(
⊗
α∈I Ω
dα,L
φi
ρ
(L)
I ). Note that, if {ρ(L)I }I satis-
fies linear constraints of the form
∑
I∈I,J⊂I
cIJtr(I/J)Lρ
(L)
I = 0, (B3)
such as local compatibility, or relations (16), (19), then
so will the ensemble of measures {p˜I}I . Finally, due to
eq. (B2), ρ˜I = ρI +O
(∑
α∈I d
2
α
L2
)
.
To see that Proposition 1 also applies to the simplified
hierarchy H¯ with no linear constraints on {ρ(L)I }I besides
local compatibility, just apply to each variable ρ¯
(L)
I the
maps
∫
dφΩdα,Lφ , for α ∈ I¯. The result will be a separable
state of the form
ρ˜I =
∫
pI¯(φI¯)
⊗
α∈I¯
|φα〉〈φα| ⊗ σ(φI¯), (B4)
where σ(φI¯) is the state of system αI after we subject
systems in I¯ to the map
⊗
α∈I¯ Ω
dα,L
φα
. Writing
σ(φI¯) =
∫
dφαI p˜(φαI |φI¯)|φαI 〉〈φαI |, (B5)
we find that the separable state ρ˜I is generated by the
distribution p˜(φI) ≡ p˜I¯(φI¯)p˜(φαI |φI¯), with
p˜I¯(φI¯) = tr
⊗
α∈I¯
Ωdα,Lφα (ρ¯
(L))
 . (B6)
Since, by assumption, system αI does not belong to
any other J ∈ I, J 6= I, local compatibility of {ρ¯(L)I }I
implies local compatibility of the distributions {p˜I}I .
Appendix C: Global compatibility for chordal graphs
The purpose of this section is to prove that, if the de-
pendency graph G of I is chordal and the elements of I
correspond to its maximal cliques, then local compatibil-
ity of distributions {pI(φI)}I∈I implies global compati-
bility.
It is a standard result in combinatorics [24] that the
maximal cliques of a chordal graph can be ordered as
I1, ..., Im in such a way that, for all j ∈ {1, ...,m− 1},
Ij+1 ∩
(
j⋃
k=1
Ik
)
⊂ Is, (C1)
for some s ≤ j. This condition is known as the running
intersection property.
We next prove that the running intersection property,
together with local compatibility, implies the existence of
a global distribution p(φ). Call V,Λ the union and inter-
section of the sets I1, I2, respectively. Note that, given
the sets {pI(φI)}I , p(φΛ) is well defined by local compati-
bility. Now, define pV (φV ) := p(φI1)p(φI2)/p(φΛ). Sum-
ming/integrating over the variables φi, with i ∈ I2 \ Λ,
we obtain p(φI1). Similarly, summing/integrating over
φi, with i ∈ I1 \ Λ, we obtain pI2(φI2). Hence pV ad-
mits pI1 , pI2 as marginals. Furthermore, consider any set
Ij , with j > 2. By the running intersection property,
either Ij ∩ V ⊂ I1 or Ij ∩ V ⊂ I2, and so pIj∩V (φIj∩V )
is well defined. It thus follows that the sets of indices
{V }∪{Ij}mj=2 and the distributions {pV }∪{pIj}mj=3 sat-
isfy, respectively, the running intersection property and
local compatibility. Iterating this procedure m−2 times,
we arrive at a global probability distribution.
We next illustrate the construction of the overall dis-
tribution with an example. Think of the open spin chain
discussed in Section V B, where I = {Ij : j = 1, ..., n−1},
with Ij = {j, j + 1}. It can be verified that the sequence
of sets (Ij)j satisfies the running intersection property
(C1). Now, let {p{j,j+1}(φj , φj+1)}n−1j=1 be a set of lo-
cally compatible distributions. Following the procedure
sketched above, a global distribution for the variables at
sites 1, 2, 3 is given by
p{1,2,3}(φ1, φ2, φ3) =
p{1,2}(φ1, φ2)p{2,3}(φ2, φ3)
p2(φ2)
, (C2)
where
p2(φ2) :=
∫
dφ1p{1,2}(φ1, φ2) =
∫
dφ3p{2,3}(φ2, φ3).
(C3)
Note that the last relation holds by local compatibility.
To see why (C2) is an extension of p{1,2}, p{2,3}, inte-
grate φ1 in both sides of (C2). We find, by (C3), that
∫
dφ1p{1,2,3}(φ1, φ2, φ3) = p{2,3}(φ2, φ3). (C4)
Similarly, integrating φ3 we arrive at
∫
dφ3p{1,2,3}(φ1, φ2, φ3) = p{1,2}(φ1, φ2). (C5)
By increasing the number of variables of the overall
probability distribution in this fashion, we find that
p(φ) := p{1,2}(φ1, φ2)
n−1∏
j=2
p{j,j+1}(φj , φj+1)
pj(φj)
(C6)
is an extension of the ensemble {p{j,j+1} : j = 1, ..., n −
1}.
