Mean time to failure in age replacement evaluates the performance and effectiveness of the age replacement policy. In this paper, we propose a test for exponentiality against a trend change in mean time to failure in age replacement. We derive the asymptotic distribution of the test statistics under the null hypothesis to approximate the critical values. We conduct a simulation study to investigate the performance of the proposed test and compare it with some well known tests in the literature.
Introduction
The failure of a component or a system during is usually costly or dangerous. It is a common practice to employ a maintenance policy to prevent the item from the failure during operation. The most common and popular maintenance policy is the age replacement policy in which an item is replaced by a new one upon failure or at a known age t, whichever comes first. Let F be the lifetime distribution of a new item and X [t] denote the time to the first in-service failure of an item under the age replacement policy with the age replacement time t. Then the reliability function of X [t] (denoted by R t ) is given by
R t (x) = [F (t)]
n F (x − nt), nt ≤ x < (n + 1)t, n = 0, 1, . . . , where F = 1−F (Barlow and Proschan, 1965) . To evaluate the performance and effectiveness of the age replacement policy, Barlow and Proschan (1965) introduced the mean of X [t] , which is called the mean time to failure (MTTF) in the age replacement policy. Let us denote M F (t) = E(X [t] ). It is known that
, t > 0 (1.1) (Kayid et al. 2013; Izadi et al., 2018) . Study the behaviour of M F (t) with respect to t might lead us to realize the optimal replacement time which makes the MTTF of practical importance. The distribution F is said to be decreasing mean time to failure (DMTTF) in age replacement if M F (t) is decreasing in t ∈ (0, ∞) which means a kind of "deterioration". The dual class of increasing mean time to failure (IMTTF) in age replacement is defined by changing the sense of the monotonicity and means "non-deterioration" or improvement in some senses. The ageing classes DMTTF and IMTTF have been studied in the literature by many researchers. Klefsjö (1982) investigated the relationship between DMTTF and IMTTF and some well known aging classes of distributions. Knopik (2005) showed that the DMTTF and IMTTF classes are closed under formation of parallel and series systems. Knopik (2006) further studied the relationship between the DMTTF (IMTTF) class and the increasing (decreasing) failure rate in average (IFRA (DFRA)) class of distributions and showed that the DMTTF is closed under weak convergence of distribution and convolution. Li and Xu (2008) introduced the NBUR rh class of life distributions which is equivalent to the DMTTF class. They studied various properties of the DMTTF class and provided a test for exponentiality against monotone MTTF. Asha and Nair (2010) studied some properties of the quantile based MTTF function by examining its relationship with hazard (reversed hazard) rate and mean (reversed mean) residual life functions. They also defined a new stochastic ordering of life distributions based on MTTF and studied its relationship with some known orderings useful in reliability analysis. Kayid et al. (2013) studied the preservation properties of the MTTF order under monotonic transformations, mixture, and weighted distributions. The problem of testing exponentiality against the DMTTF property has been considered in Kayid et al. (2013) and Kattumannil and Anisha (2016) .
The ageing patterns in the above classes are monotone. But, in practical situations, it is often seen that the ageing pattern is non-monotonic. In order to model such situations, various non-monotonic ageing classes have been defined in the literature, see for example, Glaser (1980) , Rajarshi and Rajarshi (1988) , Klefsjö (1989) , Deshpande and Suresh (1990) , Mitra and Basu (1994) , Belzunce et al. (2007) . Izadi et al. (2018) proposed the following two non-parametric classes of distributions with non-monotonic MTTF function. Definition 1.1. A life distribution F is said to be an increasing then decreasing mean time to failure (IDMTTF) (decreasing then increasing mean time to failure (DIMTTF)) distribution if there exists a turning point τ ≥ 0 such that M F (t) is increasing (decreasing) on (0, τ ] and decreasing (increasing) on (τ, ∞).
The IDMTTF class of distributions models a situation that the effect of age replacement is initially beneficial and then adverse and the DIMTTF class of distributions can be used to model the cases when the effect of age replacement is initially adverse and then beneficial. In the IDMTTF class of distributions, M F (t) is maximum at the change point, so it may be taken as a possible optimal age replacement. Thus, the change point of M F (t) is important in the IDMTTF distributions which makes this class of distributions of great interest in connection with the age replacement optimization. One of the most used criteria to determine the optimal replacement time is minimizing the expected cost rate (cf. Nakagawa , 2005) . Izadi et al. (2018) studied the relationship between the MTTF function and the expected cost rate function. They investigated how τ approximates the optimal replacement time which minimizes the expected cos rate function. Izadi et al. (2018) also studied the implications between the IDMTTF and DIMTTF classes of distributions and some existing classes of non-monotonic aging classes.
Let F be a lifetime distribution with finite mean µ F , density function f and failure rate function r F (t) =
. It is said that F is bathtub (upside-down) failure rate (BFR (UBFR)), if there exists t 0 ≥ 0 such that r F (t) is decreasing (increasing) in 0 ≤ t < t 0 and increasing (decreasing) in t ≥ t 0 ; F is NWBUE (NBWUE) if there exists t * ≥ 0 such that
for t > t * . Izadi et al. (2018) showed that BFR =⇒ IDMT T F =⇒ NW BUE and UBFR =⇒ DIMT T F =⇒ NBW UE.
A reasonable starting point in reliability analysis is to determine the ageing class of the underlying distribution F . In view of this consideration, the statistical problem of testing whether the lifetime distribution F belongs to a specific monotonic or non-monotonic ageing class has been received considerable attention in the literature; see for instance Guess et al. (1986) , Klefsjö (1989) , Hawkins et al. (1992) , Hawkins and Kochar (1997) , Lai (1994) , Na et al. (2005) , Lai and Xie (2006) , Anis (2014) and Anis and Ghosh (2015) among others. The problem of testing whether F is DMTTF has also been recently studied by Li and Xu (2008) , Kayid et al. (2013) and Kattumannil and Anisha (2016) .
Let E denote the exponential family of distributions, that is, E = {F |F (x) = λe −λx , λ >
0} and let
F ID = {F |F is an IDMTTF distribution and not exponential} and F DI = {F |F is an DIMTTF distribution and not exponential} .
In this paper we are interested the problem of testing
based on the random sample X 1 , X 2 , . . . , X n from distribution F . When the dual model is considered, we test H 0 against
( 1.3)
The organization of the paper is as follows. In the next section, we propose a test for the considered problem of hypothesis testing and obtain the asymptotic null distribution of the test statistic. The performance of the proposed test is investigated by simulation study in Section 3.
Test for trend change
Let F be a lifetime distribution with finite mean µ F , density function f and reliability function F = 1 − F . Taking derivative of M F (t) with respect to t, it can be shown that F is IDMTTF with the change point τ ≥ 0, if and only if
Let us define
Under the null hypothesis H 0 : F is an exponential distribution, ω(t) = 0 for all t ≥ 0 which implies γ(F ) = 0. Taking derivative of γ(F, t), it is easy to see that under the alternative hypothesis H 1 : F is IDMTTF and not exponential, γ(F, t) is increasing for t < τ and decreasing for t ≥ τ and hence γ(F ) = γ(F, τ ) > 0. Thus we can use γ(F ) as a measure of departure from H 0 in favor of H 1 . It can easily be seen that
. . , X n be a random sample from F and X (1) , . . . , X (n) denote the corresponding order statistics, F n the empirical distribution function and X the sample mean. Set X (0) ≡ 0 and X (n+1) ≡ ∞. The test statistic for testing H 0 against H 1 can be estimate of γ(F ) by replacing F by F n as follows:
where
and hence
The IDMTTF class of distributions is closed under the scale transformation, that is, if the random variable X is IDMTTF, then aX is also IDMTTF for every a > 0. Since γ(F n ) is not scale invariant, we use the test statistic
which makes the test-scale invariant.
In the next theorem, we obtain the asymptotic distribution of γ * (F n ) under the null hypothesis.
Theorem 2.1. Let Z(u) be a mean zero Gaussian process with covariance
as n → ∞.
Proof: We recall that
By the theory of Von-Mises differentiable statistical function, we have that
where R n (F, t) is the remainder term and
at F in direction F n and given by
(see Serfling (1980) , Chapter 6). It is easy to see that
After some algebraic manipulations, we obtain
For every t ≥ 0,
By the classical results on the Kolmogorov-Smirnov statistics, we have (Hawkins et al. (1992) , page 288). Thus √ nR n (F, t) = o p (1).
Let us define the stochastic process Z n (F ) = {Z n (u, F ) : 0 ≤ u ≤ 1} where
By (2.5), under the null hypothesis,
where F −1 is the quantile function corresponding to F . Thus, to obtain the required result, it suffices to show that under the null hypothesis
where Z(u) is a mean-zero Gaussian process with covariance (2.4). Now, we have that
Let us define W n (x) = n 1 2 (F n (F −1 (x)) − x), 0 ≤ x ≤ 1. Now, under the null hypothesis H 0 :
F is an exponential distribution with mean β,
Since W n (x), 0 ≤ x ≤ 1 converges to a Browanian bridge, W (x), with covariance E(W (s)W (t)) = s(1 − t), s ≤ t (see Serfling (1980) , p. 110) and X a.s.
→ β, the required result follows. Now, in order to find the critical points of γ * (F n ) and
we use Durbin's (1985) approximation. Suppose that y(u) is a continuous Gaussian process with covariance function ρ(s, t), 0 ≤ s ≤ t and let
denote the first-passage time of y(u) to a boundary c(u) at time u = u 0 . Durbin (1985) approximated the density function of the first-passage, g(t), by
(2.9) and f (t) = (2πρ(t, t))
Now, suppose c(u) = c, then using Durbin's approximation we can approximate (2.7) for large value of c, the probability that Z(u) crosses c in [0, 1], as follows:
2 2 } and thus
(2.10)
In Table 1 , using (2.10), we provide some approximated values of critical points of γ * (F n ), c, such that P {Z > c} = α, for some commonly used levels of significance. 
From the proof of Theorem 2.1, it can be seen that γ * (F n ) and κ * (F n ) have identical asymptotic distribution. Thus, the values given in Table 1 can be used as the critical points of the test statistic κ * for large sample sizes.
A simulation study
In this section, we study the performance of the proposed tests. First, to investigate the speed of convergence of the test statistics γ * (F n ) and κ * (F n ) to Z and accuracy the approximated critical points given in Table 1 , we obtained the empirical sizes at some different nominal sizes (levels of significance). Since our test statistics are scale invariant, we generated 10000 random samples from exponential distribution with mean 1. The values, presented in Table  2 , are the fraction of times that H 0 is rejected at some levels of significance, i.e., the test statistic is greater than the asymptotic critical value at the given nominal sizes. The results indicate that the tests have type I error rates far from the nominal sizes for small sample sizes. So, in Table 3 below, we obtained the critical points of γ * and κ * by simulation for small sample sizes n = 10(5)70 and some commonly used levels of significance. To compute the critical points, 10000 samples were generated from the exponential distribution. Since there is no other test for our considered problem and the IDMTTF (DIMTTF) test may also be used to test exponentiality against BFR (UBFR) alternative, it would be beneficial to compare it to some BFR (UBFR) tests. Na et al. (2005) proposed a test for the problem of testing exponentiality against BFR property based on the measure
Their test statistic is
where T (F n ) is obtained by replacing F by F n in (3.12). There is a slight mistake in the formula for T (F n ) in Na et al. (2005) . It is not difficult to see that
where for k = 0, . . . , n,
The large values of T * reject the exponentiality against BFR property. Na et al. (2005) have also proposed to reject exponentiality against UBFR property for large values of
(3.14)
Another well known BFR test is the one proposed by Aarset (1985) which rejects H 0 in favor of BFR property for large values of
The small values of G n reject exponentiality in favor of UBFR. Aarset (1985) has derived the exact null distribution of G n which takes integer values in [2, n + 1].
To compare three tests, we use the simulated power of the tests. For a fair comparison, we use the simulated critical points of our test and the test proposed by Na et al. (2005) . We also employ the randomized version of the test of Aarset (1985) . In the alternative hypothesis, we first consider the exponential power distribution which has been studied by Smith and Bain (1975) , Dhillon (1981) , Paranjpe and Rarjarshi (1986) . The exponential power model has survival function and failure rate function given by
respectively. For β < 1, r(t) yields a bathtub shape ( Lai and Xie, 2006) . Since BFR implies IDMTTF (Izadi et al., 2018) , thus the exponential power is IDMTTF for β < 1. In Table  4 , we simulate the power of the IDMTTF test (γ * ), Na et al.'s test (T * ) and Aarset's test (G n ) at significance levels α = 0.01, 0.05 and 0.1 by generating 10000 samples with sizes n = 10(10)60 and from the exponential power distribution with λ = 1 and some values of the parameter β < The random variable X has a lognormal distribution with parameters µ and σ if ln X has a normal distribution with mean µ and variance σ 2 . It is known that the lognormal distribution is UBFR which is also DIMTTF (Izadi et al., 2018) . In order to compare our DIMTTF test (κ * ) with respect to Na et al.'s test (U * ) and Aarset's test (G n ), we consider the lognormal distribution in the alternative. In Table 5 below, we simulate the power of the tests at significance levels α = 0.01, 0.05 and 0.1 by generating 10000 samples with sizes n = 10(10)60 from the lognormal distribution with µ = 0 and some selected values of σ. From Table 5 , a similar observation to that reported for 
