Many applications in different domains produce large amount of time series data. Making accurate forecasting is critical for many decision makers. Various time series forecasting methods exist which use linear and nonlinear models separately or combination of both. Studies show that combining of linear and nonlinear models can be effective to improve forecasting performance. However, some assumptions that those existing methods make, might restrict their performance in certain situations. We provide a new Autoregressive Integrated Moving Average (ARIMA)-Artificial Neural Network(ANN) hybrid method that work in a more general framework. Experimental results show that strategies for decomposing the original data and for combining linear and nonlinear models throughout the hybridization process are key factors in the forecasting performance of the methods. By using appropriate strategies, our hybrid method can be an effective way to improve forecasting accuracy obtained by traditional hybrid methods and also either of the individual methods used separately.
Introduction and related work
Time series include data points listed in time order. It is generally a sequence of discrete-time data which consists of points equally spaced in time.
In time series forecasting, we try to predict the future points by analyzing observed points in the series. It has been widely used in various applications of science, engineering, and business fields. However, time series data might show different characteristics and show increasing or decreasing trends. Some time series has seasonal trends in which variations are specific to a particular time range, e.g coat and boot sales increase in winter season while decrease in summer season. On the other hand, some time series are not seasonal, such as stock market data. Moreover, time series data might show different level of volatility.
While USD/EUR (United States dollar/Euro) exchange rate shows high volatility, growth of an animal, plant, or human being show a linear change. Over past several decades, a considerable effort has been devoted to develop and improve time series forecasting models [1] . In the literature, various forecasting methods have been proposed which use linear and nonlinear models separately or combination of both. In this paper, we propose a hybrid algorithm of linear and nonlinear methods where we choose Autoregressive Integrated Moving Average (ARIMA) as a linear method and Artificial Neural Networks (ANNs) as a nonlinear method.
ARIMA is widely used linear time series forecasting method that is used in numerous applications including finance [2] , engineering [3] , social sciences [4] , and agriculture [5] . ARIMA models are integration of Autoregressive models (AR) and Moving Average models (MA). The model building process of ARIMA depends on Box-Jenkins methodology [6] where it provides a step-by-step procedure for AR and MA analysis. ARIMA models give good accuracy in forecasting relatively stationary time series data. However it makes a strong assumption that the future data values are linearly dependent on the current and past data values. In addition, it also assumes that there is no missing data in the given time series [7] . However, many real world time series data presents complex 2 nonlinear patterns which might not be modeled by ARIMA effectively.
For the nonlinear time series modeling, Artificial Neural Networks (ANNs) are one of the most widely used algorithms [8] in many fields, such as finance [9] , energy [10] , hydrology [11] , and network communications [12] . ANNs have several advantages over ARIMA and other forecasting models. Firstly, ANNs are capable of fitting a complex nonlinear function, therefore it does not need to make data stationary as ARIMA does. This ability helps ANNs to approximate any continuous measurable function with arbitrarily desired accuracy [13] , [14] .
Moreover, ANNs are adaptively data-driven in nature which means ANN models can be adaptively formed based on the features of time series data [15] .
In the literature, there are studies which show the success of linear and nonlinear methods over each other. For example, [16, 17, 18] report that statistical and linear models give better results than ANNs. On the other hand, [19, 20, 21] report that ANN performs better than linear models when data exhibit high volatility and multicollinearity.
In short, each type of model outperform in different domains. It is apparent that there is no universal model which is suitable for all circumstances. In order to overcome this limitation, various hybrid techniques have been proposed which aim to take advantage of the unique strength of each different type of models.
The common practice in hybrid techniques is to decompose time series data into its linear and nonlinear forms, then use appropriate type of models on them separately. A hybrid ANN-ARIMA model proposed by Zhang [15] achieves more accurate forecast results in time series data as compared to using individual models, in applications such as electricity price forecasting [22] and water quality prediction [23] . Another successful hybrid ARIMA-ANN technique is presented by Khashei and Bijari [24] which defines functional relationship between components. Moreover, Babu and Reddy [25] offers a solution to volatility problem in time series data by smoothing out dataset with moving average filter.
Each hybrid method in the literature bring different perspectives to time series forecasting problem. However strong assumptions that these methods make might degenerate their performances if the contrary situations occur. [15] and [24] do not decompose time series data into linear and nonlinear components. Rather, they assume that linear component of the data is the output of the ARIMA model. Moreover, [15] and [25] assume that the output of their hybrid methods is linear combination of components. However, different datasets can suggest different type of relationships between output and the components.
In this study, we propose a novel hybrid method for time series forecasting which aims to overcome the limitations of the traditional hybrid methods by eliminating the need to make strong assumptions. In this method, nature of nonlinearity is first characterized by the help of moving-average (MA) filter, then ARIMA is applied to the linear component. In the final step, ANN is used to combine the output of ARIMA, the nonlinear component, and the original data. Three benchmark datasets, the Wolf's sunspot data, the Canadian lynx data, and the British pound/US dollar exchange rate data and an additional public dataset, Turkey Intraday Electricity Market Price data are used in order to show the effectiveness of the proposed method in time series forecasting.
In addition, we propose an improvement to all hybrid methods mentioned in this paper, including ours, by adding Empirical mode decomposition (EMD) technique [26] to the models. When accuracy results of the hybrid methods with different types of datasets are compared, we observe that accuracy performance gets better with the increasing level of linearity in time series. Then, time series data can be considered as a merge of sub-series which each of them demonstrates more linearity. For this purpose, a well-known multiscale decomposition technique, EMD is used in the proposed hybrid method. The components achieved by EMD are relatively stationary and have simpler frequency range which make them strongly correlated in themselves. Thus, more accurate predictions can be obtained through the models [27, 28] .
The rest of the paper is organized as follows. In the next section, we present existing different time series forecasting methods. In section 3 we present our proposed model. In Section 4, we show the evaluation results of our model and present comparison results with the other methods. In section 5, we present the positive effect of using EMD technique with the hybrid methods and our 4 new method. We show that our method consistently outperforms other linear, nonlinear and even hybrid methods.
Time series forecasting methods
In order to give overall review before we present our method, we want to give a brief information about other time series forecasting methods, such as ARIMA, ANN, and the well-known hybrid methods.
Autoregressive Integrated Moving Average Method
ARIMA is a linear method which means future value of a variable to be forecasted is assumed to be linear function of past observations. As a consequence, time series data that is fed to ARIMA is expected to be linear and stationary.
The method is composed of three main steps in order: Identification, estimation parameters and forecasting steps. In the identification step, stationarity check is performed on given time series data. A stationary time series' statistical characteristics such as mean and autocorrelation patterns constant over time.
When a trend or heteroscedasticity is observed on a time serie data, differencing or power transformation methods are generally applied to remove the trend and make variance stabilize. If stationary property is not satisfied after first attempt, differencing (or power transformation) method is performed continuously until non-stationary property is disposed. If this operation is performed d times, the integration order of ARIMA model is set to be d. Thereafter, an autoregressive moving average(ARMA) is applied on the resultant data as follows:
Let the actual data value is y t and random error t at any given time t.
This actual value y t is considered as a linear function of the past p observation values, say y t−1 , y t−2 , ..., y t−p and q random erros, say t , t−1 , ..., t−q . The corresponding ARMA equation is given in the following equation: . In order to estimate order of the ARIMA model, Box and Jenkins [6] proposed to use correlation analyses tools, such as the autocorrelation function (ACF) and the partial autocorrelation function (PACF). When model coefficient estimation is finalized, the future values of the time series data are forecasted using available past data values and estimated model coefficients. 
Artificial Neural Networks Method
where, at any given time t, w ij and w j are model weights and H and N are the number of hidden and input nodes, respectively. In this equation, e t corresponds to a noise or error term. The transfer function of the hidden layers f in ANN architecture is generally a sigmoid function. 
Zhang's Hybrid Method
For time series forecasting, Zhang proposed a hybrid ARIMA-ANN model [15] .
According to this model, it is assumed that time series data is a sum of linear and nonlinear components, given in the form of:
where L t denotes the linear and N t denotes the nonlinear component.Firstly, ARIMA is used with the given time series data and linear forecasts are obtained.
Residuals from linear component is assumed to contain only nonlinear relationship. This method uses ARIMA to make forecast from the linear component and ANN from the nonlinear component. Then, these models are combined to improve overall forecasting performance. This method gives better foreceasting accuracy than using ARIMA and ANN methods individually, as seen in the experimental results in three well-known real data sets -the Wolfs sunspot data, the Canadian lynx data, and the British pound/US dollar exchange rate data. 
Khashei and Bijari's Hybrid Method
where L t is the linear and N t is the nonlinear component.
In addition, one may not guarantee that the residuals of the linear component may comprise valid nonlinear patterns. Khashei and Bijari suggest that residuals should not put into ANN as an input alone.
Babu and Reddy's Hybrid Method
The hybrid ARIMA-ANN method proposed by Babu and Reddy [25] This method tries to fix Moving Average (MA) filter length until kurtosis value of the data becomes approximately 3. Kurtosis is a shape of a probability distribution which measure thickness or heaviness of the tails of a distribution.
The kurtosis value is 3 if the data has normal distribution. Shortly, the method aims to find out normal distributed component, which shows low volatility, in time series data by using kurtosis value. When the low-volatile component is separated from the original data, high-volatile component, which is assumed to be nonlinear, is achieved. In the final step, like in Zhang's method, the decomposed components are fed into ARIMA and ANN accordingly and forecast results are summed up to achieve final forecast.
Proposed Method
Many decision processes need high forecasting accuracies in time series applications. Although there are numerous available time series models, none of them consistently gives the best results in various situation. There are two main challenges for making an accurate forecast. The first challenge is that underlying data generating process of time series cannot easily identified [29] .
The second one is that non-hybrid individual models are generally insufficient to determine all the characteristics of the time series [15] . Many researches in time series forecasting literature show that hybrid models improve the forecasting performances [30] . By taking the advantage of each individual method in a combined model, error risk of using an inappropriate method is reduced and more accurate results are obtained.
Each hybrid method mentioned in this paper bring different perspectives into time series forecasting problem. However, strong assumptions these methods make might degenerate their performances in certain circumstances. For example, Zhang's and Babu-Reddy's methods assume that the relationship between linear and nonlinear components is additive. If linear and nonlinear components are not additively associated and the relation is different (i.e., it can be multiplicative), the possible complex relationship between components might be overlooked and the forecasting performance might be degenerated. Another assumption that might not always hold is that residuals might not show nonlinear pattern property. Additionally, Zhang's and Khashei-Bijari's methods do not actually decompose data into linear and nonlinear components, but they assume that linear component can be extracted by ARIMA and error sequences shows nonlinear pattern. As a result; such assumptions may lead to low forecasting performances when unexpected scenarios happen.
In this study, we propose to novel hybrid method for time series forecasting 
In order for a proper decomposition, the length of the MA filter m has to be adjusted. 
where g is a linear function of ARIMA. is also empirically determined in the tuning process.
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The proposed model does not only exploit the unique strength of single models, but also eliminates the three strong assumptions performed by other hybrid methods. Therefore, risk of low forecasting performance in unexpected situations is highly avoided. The competitive performance of our proposed algorithm is shown in our experimental results by using various type of datasets.
Empirical Results
The performance results of the proposed hybrid method along with the other methods discussed in this paper are evaluated on four different datasets. Three of them are well-known benchmark datasets -the Wolf's sunspot data, the Canadian lynx data, and the British pound/US dollar exchange rate datawhich have been widely used in statistics and the neural network literature [15, 24, 25, 27] . The other dataset is publicly available electricity price of Turkey Intraday Market [31] .
In the experiments, only one-step-ahead forecasting is considered. In order to compare accuracy performances, three evaluation metrics are used: Mean Absolute Error (MAE), Mean Squared Error (MSE) and Mean Absolute Scaled Error (MASE) whose formulations are indicated as follows respectively:
where e t = y t −ŷ t and y t is the actual data value,ŷ t is the forecasted value at given time t. While MAE specifies the average of the absolute errors over the performed prediction, MSE measures the average of the squared error. Since both MAE and MSE results depend on the scale of the given data, when comparing time series which have different scales, they are not preferable. Therefore, scale-free error metric MASE can be used to compare forecast accuracy between series. To assess the forecasting performance of the different methods, each dataset is divided into training and testing sets. While the training data is used for model development, the test data is used to evaluate the established model.
In order to tune the hyper-parameters the methods, the last 20% of training dataset is used as validation set.
In addition, due to the fact that ANN performs random initialization and produces different results at each run, the methods which include ANN algorithm are executed 50 times and average results are reported. Table 1 gives the forecasting results of all examined methods on these all four datasets.
Forecasts for Sunspot dataset
The Wolf's sunspot series, which contains annual activity of spots visible on the face of the sun, has been extensively used in numerous linear and nonlinear models [24] . The data includes the annual count of sunspots from 1700 to 1987 (see Figure 2 ) giving a total of 288 observations. ADF stationarity test result of the dataset is 0.083 which is greater than the threshold 0.05. This implies that there is a unit root on the dataset, thus the dataset can be regarded as non-stationary time series. 288 observations in the dataset is divided into two samples: 221 observations between 1700-1920 years are considered as training data to develop the model, the last 67 observations between 1921-1987 years are considered as test data and used to evaluate the model performance. In Sunspot dataset, when ARIMA is individually used as a forecasting method, we also set the order of ARIMA to 9 (AR(9)) as same as the other many studies [15, 24, 25] . When ANN is individually used as a forecasting method, similar to these studies, three layered 4 x 4 x 1 ANN architecture is used which is composed of four input nodes, four hidden nodes, and one output node.
In the proposed method, the linear component comes out when the MA filter length is 15. After using the filter, the achieved linear component has 0.006 stationary test result which indicates its stationarity, since it is a value less than the threshold, 0.05. The best fitted neural network in the final step of the proposed hybrid method has 7 nodes in the input layer where 4 of them are observed values, 2 of them are residuals, and one node is assigned for the result of linear component forecast. According to our experiments, when the number of hidden nodes are adjusted to same number of nodes as in the input layer, the best fitted ANN model is achieved.
Figure 3: Sunspot data forecasts using various methods
When numerical results of Sunspot dataset given in Table 1 better results as compared to individual ones. However, they produce lower forecasting performance than our proposed hybrid method. The assumptions those hybrid methods make can be restricting in many situations as mentioned in Section 3. Our proposed hybrid method eliminates those assumptions and yields better generalization performance.
Forecasts for Lynx dataset
The lynx dataset, which contains the number of lynx trapped per year in the Mackenzie River district of Northern Canada, is an another extensively analyzed time series data in the literature [15, 24] . The data shows a periodicity of approximately 10 years as seen in Figure 4 . Moreover, ADF stationary test results of the dataset is 0.056 which implies that the dataset is almost stationary.
There are 114 observations in the data, corresponding to the period of 1821- in other studies [15, 24] , the logarithms (to the base 10) of the data are used in the analysis. When ARIMA is used as an individual model, we used the AR model of order 12 (AR(12)) for Lynx dataset which is also used by [15, 24] . Similar to these studies, three layered 7 X 5 X 1 ANN architecture is used when ANN is individually used as a forecasting method.
In In this dataset, among the individually used methods, ARIMA gives better accuracy as compared to ANN in contrast to the Sunspot dataset (see in Table 1 ). This is most likely due to the fact that Lynx dataset is more stationary dataset compared to Sunspot dataset. Due to this relative stationarity, the effect of hybrid methods might not be easily observed. Although we have circumstances which do not necessarily favor the data decomposition and model combination, hybrid methods do not give a lower performance than the individual linear models, and they even provide better results. The highest performance is mostly achieved by our proposed hybrid method. Figure 5 compares the actual and forecast values for all examined methods.
Forecasts for Gbp/Usd dataset
The other benchmark dataset is the exchange rate between British pound and US dollar which contains weekly observation from 1980 to 1993, giving 731 data points in the time series. Predicting exchange rate is an important yet difficult task due to high volatility. ADF stationary test result of the dataset is 0.58 which is highly greater than the threshold 0.05. This implies that the Figure 5 : Lynx data forecasts using various methods dataset is highly volatile and non-stationary. This non-stationarity can be even seen in the plot, given in Figure 6 , which shows numerous changing turning points in the series. Similar to other datasets, the experimental setup is same as in previous hybrid studies [15, 24] where data is transformed using natural logarithmic function and separated into two samples. The first 679 observations from 1980-1992 years are considered as training data to develop the model, the last 52 observations between 1992-1993 years are used as test data to evaluate the model performance.
In this dataset, when ARIMA is individually used, rather than using regression type of model in the ARIMA itself, random walk model is chosen as best-fitted ARIMA model. This approach has been used by Zhang [15] and also been suggested by many studies in the exchange rate literature [32] . In Figure 6 : Weekly British pound/US dollar exchange rate series (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) this model, the most recent observation is the best guide for the next forecast.
When ANN is individually used as a forecasting method, the best fitted ANN is set as three layered 7 x 6 x 1 architecture.
In the proposed method, in order to decompose this highly volatile data, 
Forecasts for Intraday dataset
The last analyzed dataset is Turkey intraday electricity market price data which is publicly available [31] . The dataset contains 581 observations which consist of daily averaged prices from July 2015 to December 2017. As compared to datasets such as Sunspot and Lynx, data pattern in this dataset is also highly fluctuating (see Figure 8) . ADF stationary test result of the dataset shows 0.27 value which is highly greater than the threshold of 0.05. Natural logarithmic transformation is applied on the dataset for scaling purposes.
In this dataset, when ARIMA is individually used as a forecasting method, we found autoregressive model of order 9 (AR(9)) to be the most parsimonious one among all ARIMA models. The best fitted individual ANN model is 20 Similar to Gbp/Usd dataset, Intraday dataset is highly volatile and nonstationary which cannot be effectively modeled by using only a linear model.
As can be seen in Table 1 
Discussion and Improvement
There are several important results obtained in our experiments Firstly, when individual methods' results are compared among themselves, we see that ARIMA outperforms ANN for the datasets which present more linearity and vice versa (see Table 1 ). Moreover, hybrid methods have better performance as compared to individual ones especially in more fluctuating datasets. Finally, the assumptions made by other hybrid methods degenerate the forecasting performance when unexpected situations occur in the data. Our proposed hybrid method which avoids these assumptions apparently creates more general models and outperforms the other examined methods. Table 1 . When we compare error results among time series data by using a scaleinvariant error metric MASE, it is observed that the more non-stationarity in a dataset leads to a higher error value. For example, Lynx dataset, which turns out to be the most linear among all datasets according to ADF test results, has the lowest MASE results. On the other hand, Gbp/Usd dataset, which shows the most non-linearity according to ADF test results, has the highest MASE results. As a result of this, we can conclude that having more regular data distribution in a time series leads to more accurate results in forecasting. This conclusion motivates us to propose an improvement on our already best performing proposed hybrid method. This improved method aims to produce more stationary subseries from given time series by using a multi-scale decomposition technique. Then, those achieved linear subseries can be modeled with a higher accuracy using the proposed hybrid method.
In the literature there are several multi-scale decomposition methods such as Empirical Mode Decomposition (EMD), Wavelet Packet Decomposition (WPD), Fourier Transform (FT) and etc. [33] . Since EMD does not make a priori assumption about the given time series and preserves time scale of the data throughout the decomposition, it is a more prefer technique than the others for decomposing time series [26] . properties which allow them to be easily modeled: Each subseries has its own local characteristic time scale and they are relatively stationary subseries. Let y(t) be a given time series data, and then the EMD calculation can be described 24 as follows:
where IM F i (t) (i = 1, 2, ..., n) represents the different subseries, and R n (t) is the residue after summation of n IMFs are subtracted from the original data.
The EMD-based methods includes three main steps, as seen in Figure 11 :
In the first step, the original time series data is decomposed into IMFs. In the second step, forecasting is performed by usinf our hybr'dd method on each IMF. In the last step, forecast results of each individual model are summed up to achieve the final forecast of the original time series. We use an additive function in the end to capture the additive relation of IMFs with the original data. The EMD-based methods are evaluated on the same datasets by using the experimental setup in Figure 11 . In order to evaluate the effect of EMD, all examined methods are executed in the second step of the algorithm (see Figure 11) . Table 2 gives the forecasting results of all examined methods with EMD on four all datasets. When these results are compared with the previous ones showed in Table 1 , the methods with EMD give significantly higher accuracies. The percentage improvement for all datasets are presented in Table 3 .
The improvements at each dataset varies between 23% and 89% for all error metrics. We also provide a bar chart (see Figure 12 ) that shows the MASE results for each method which are averaged over the results of all datasets. The chart indicates that methods with EMD achieve remarkably less error in their forecasts. Further analysis shows that EMD-based methods give even greater improvements in the accuracies for non-stationary datasets. This is most likely due to the fact that EMD is able to resolve high volatility problem in time series data. For example, while our hybrid method with EMD improves MASE results of relatively stationary datasets Sunspot and Lynx 30% and 28% respectively, this improvement jump over 50% in Gbp/Usd and Intraday datasets which are highly non-stationary. Another indication of EMD's capability of solving volatility problem is that ARIMA is able to achieve better results than ANN for all datasets (see Table 3 ), although ANN without using EMD was better in non-stationary datasets (see Table 1 ). In final, we want to point out that our proposed hybrid method with EMD gives the best results as compared to other methods (see Table 3 ). Subseries obtained from EMD are relatively stationary as compared to original data however, they still show fluctuations in their frequency range. Performing one more decomposition on these subseries using MA filter and constituting functional relation between the stationary part, residuals, and the original data values outperforms all other remaining methods. 
Conclusions
Time series forecasting is an important yet often a challenging task used in In the light of our experimental results, we can conclude that forecasting performance gets better if more stationary time series data is provided. This result motives us to make original time series data more stationary in order to improve accuracy results. We show that when EMD multi-scale data decomposition is combined with all examined methods, accuracy results can be remarkably improved. Our experimental results indicate that our hybrid method with EMD gives remarkably superior accuracy as compared to all other examined methods.
