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The first-order correlation function, which is accessible experimentally, contains all essential infor-
mation about the state of the system of non-interacting electrons. Here I discuss how this function
can be used to answer the question whether the state of a periodic stream of single-electron wave-
packets is a multi-particle state or it is the product of single-particle states. In the latter case the
correlation function is expected to be factorizable while in the former case it is not. As an example
I consider a train of Lorentzian in shape single-electron excitations, levitons. I demonstrate that the
correlation function in time domain is factorizable or not depending on whether the wave-packets
are separated or overlapping. In contrast, the correlation function in energy domain is always
factorizable and thus cannot be used to distinguish single- and multi-particle states.
PACS numbers: 73.23.-b, 72.10.-d, 73.63.-b
I. INTRODUCTION
Recently Jullien et al.1 have reported a measurement of
a wave function of a single electron traveling in a ballistic
conductor. This groundbreaking experiment opens the
route to the control and characterization of single- and
few- electron states injected on demand into solid state
circuits.2–11
The experiment of Ref. 1 was done with a train of elec-
trons, each prepared in a well-controlled single-electron
state called a leviton. Such a train is also appropriate
to address another problem important for a few-electron
state engineering. Namely, it is important to demon-
strate directly that a multi-particle state is not formed
in the stream of levitons. Such a multi-particle state
should be necessarily formed if the distance between the
levitons would become comparable with the width of a
leviton, see Fig. 1. So, merely by varying the rate at
which the levitons are generated, one can tune the state
of a stream from a multi-particle state to (the product
of) single-particle states.
In quantum optics12 the single- and multi-photon
states are distinguished with the help of the intensity-
intensity correlation measurement13,14: The photon flux
is divided by a beam splitter and the resulting fluxes are
directed to two single-photon detectors. The absence of
coincident detections proves that a multi-photon state is
not present in the flux. This technique is customarily
used to characterize single-photon sources.15
In quantum coherent electronics the analogue of an
optic beam splitter is a quantum point contact,16,17
which divides an electric current into two beams, the re-
flected and the transmitted one. Thus the current cross-
correlation measurement is expected to be an analogue
of a coincidence detection measurement in optics. How-
ever this is not the case. The reason is that there are
no efficient single-electron detectors available at the mo-
ment. Therefore, what is measured in electronics is a
current noise, the product of fluctuations of reflected and
transmitted currents averaged over a long time. Apart
FIG. 1. (Color online) The periodic stream of single-electron
wave-packets: If the width of an individual wave-packet is
smaller than the period, i.e., the distance between subsequent
wave-packets, then all electrons are distinguishable by the pe-
riod they occupy and no a multi-particle state is formed. In
particular during each period only one electron can be de-
tected. If in contrast the width of a wave-packet is comparable
with the period then more then one electron can be detected
during a period, though the mean number of detected parti-
cles remains the same. Due to the overlap between different
wave-packets the multi-particle state is formed.
of the thermal fluctuations vanishing at low tempera-
tures, the noise contains a part, known as the shot noise,
which relies on the quantization of charge and exists due
to the fact that an electron can be either transmitted
or reflected but not both.18 In the absence of electron-
electron correlations the shot noise is proportional to the
mean number of particles in a stream per unit time,19–23
since each particle is scattered independently. This fact
was used in Refs. 8 and 24 to count directly the number
of particles emitted in each cycle. Another approach to
characterize a single-electron emission regime is to mea-
sure a finite frequency noise, which also provides infor-
mation on a short-time dynamics of the source.25–28
If the distance between particles within a periodic
stream would decrease such that different particles start
to overlap, see Fig. 1, the mean number of particles
per period would not change while a multi-particle state
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2would emerge. This results in fluctuations of the num-
ber of particles measured during a given period. The
shot noise, however, cannot distinguish single- and multi-
particle states as long as the mean number of particles
per period is the same.
The aim of this work is to demonstrate that another
measurable, namely the first-order correlation function,
can be used to make the necessary distinction. In Refs. 29
and 30 it was shown that the correlation function in
time domain is directly accessible via a time resolved
interference current, which is measured at the exit of
an electronic Mach-Zehnder interferometer31. Another
approach to access a correlation function but in energy
domain is a single-electron quantum tomography.32–35 It
relies on a zero-frequency noise measurement in the Han-
bury Brown and Twiss set-up36–38, where the source of
interest is in one input channel while the other input
channel is fed by a weak ac voltage. Such an electronic
quantum tomography was realized in Ref. 1.
The paper is organized as follows: In Sec. II some ba-
sic properties of fermionic correlation functions are pre-
sented and the energy representation in the case of a
periodic flux is introduced. In Sec. III the correlation
function of a periodic train of electron-like excitations,
levitons, is analyzed in both time and energy domains.
The conclusion is given in Sec. IV. Some details of calcu-
lations are presented in Appendices A - F.
II. EXCESS CORRELATION FUNCTION
Let us consider an electronic one-dimensional chiral
(or ballistic) waveguide connected to an electronic reser-
voir in equilibrium, a metallic contact at Fermi energy
µ, which serves as a source of electrons. The first-order
correlation function for spinless electrons in a waveguide
is defined as follows, G˜(1) (1; 2) = 〈Ψˆ†(1)Ψˆ(2)〉, where
Ψˆ(j) ≡ Ψˆ (xj , tj) is an electron field operator in the
second quantization evaluated at point xj and time tj ,
j = 1, 2. The quantum-statistical average 〈. . . 〉 is taken
over the equilibrium state of the electronic reservoir.
If a voltage V (t) is applied on the contact, then a non-
equilibrium flux of particles is injected from a contact
into a waveguide. The excess first-order correlation func-
tion is defined as the difference of correlation functions
with the voltage on and off (the subscripts “V ” and “0”,
respectively): G˜(1) = G˜(1)V − G˜(1)0 .32,33 The correlation
function G˜(1) characterizes a flux of particles injected
from a driven contact into a waveguide on the top of the
Fermi sea with chemical potential µ, which plays a role of
a fermionic vacuum. Importantly, the contribution of in-
jected particles is completely separated from that of the
underlying Fermi sea.39
At zero temperatures the disturbance of the vacuum
due to the injected flux consists in the appearance of par-
ticles with energy larger than µ and in the disappearance
of some particles with energy less than µ. In the former
case one can speak about injection of (quasi-)electrons,
while in the latter case about injection of holes. Below I
will focus on an electron injection. However the presence
of holes can be also taken into account by adding a hole
correlation function.32,33,39
Here I am interested in the case when the amplitude
of the voltage is relatively small, eV  µ, and, therefore,
the spectrum of injected electrons in a waveguide can
be linearized close to the Fermi energy µ. In this case
the excess correlation function depends on a combined
coordinate, tj ≡ tj − xj/vµ with vµ the Fermi velocity,
rather than on xj and tj separately.
A. A pure N-electron state
The single-particle correlation function for a pure N -
electron state (with possibly N →∞) can be represented
as follows, see e.g. Ref. 40,
G˜
(1)
N (t1; t2) =
N∑
k=1
ψ∗k(t1)ψk(t2). (1)
where the mode wave functions ψk are orthonormal,
vµ
∫
dtψ∗k1(t)ψk2(t) = δk1k2 . (2)
However, the decomposition presented in Eq. (1) is not
always known a priori, especially if the correlation func-
tion is determined experimentally. In this case the fol-
lowing property of the correlation function is useful to
prove that an electronic state in question is a pure state,
vµ
∫
dtG˜(1)(t1; t)G˜
(1)(t; t2) = G˜
(1)(t1; t2). (3)
As it is pointed out in Ref. 41, an oscillating poten-
tial acting on non-interacting electrons of the Fermi sea
generates a pure state. The state emitted by a single-
electron source without intrinsic dephasing30,42 is also
expected to be pure.
The higher-order (excess) correlation function is ex-
pressed in terms of the first-order correlation function
via the Slater determinant,
G˜(M)(f1, f2, . . . , fM ; iM , iM−1, . . . , i1) =
(4)
= det
 G˜
(1)(f1; i1) . . . G˜
(1)(f1; iM )
. . .
. . . . . .
G˜(1)(fM ; i1) . . . G˜
(1)(fM ; iM )
 ,
where f and i stand for the final and initial coordinates,
respectively. The derivation of the second-order excess
3correlation function is presented in Ref. 43. The higher-
order correlation functions can be calculated along the
same lines.
Remarkably, for a fermionic N -particle state the cor-
relation functions of order higher than N all nullify, (see
Appendix A)
G˜
(M)
N (f1, f2, . . . , fM ; iM , iM−1, . . . , i1) = 0, M > N.
(5)
Therefore, for a single-electron state G(2) ≡ 0, which
is a consequence of the fact that the first-order correla-
tion function is factorizable, that is the sum in Eq. (1)
contains only one term. This property can be used to
demonstrate a single-electron state.
B. The energy representation
Sometimes the energy representation is more conve-
nient than the time representation. Especially if both
electrons and holes are present.32,33,39
In general in the energy representation the two-time
quantities like G(1) (t1; t2) become dependent on two en-
ergies. The energy and time representations are related
via a corresponding Fourier transformation. However
in the case of a system driven periodically with period
T0 = 2pi/Ω, the difference of two energies is not arbi-
trary but can only be a multiple of the energy quantum
~Ω. It is convenient to account this property directly
and denote one energy as E and the other one as, say,
Em = E+m~Ω with m an integer. I introduce two corre-
lation functions in the energy representation, G˜(1),in and
G˜(1),out, depending on which time t2 or t1, respectively,
can be viewed as conjugate to E. The other time can be
viewed is conjugate to Em. The formal definitions are
the following,
G˜(1),in(Em;E) =
∫ ∞
−∞
d∆te−iE
∆t
~
(6a)
×
∫ T0
0
dt1
T0 e
−imΩt1G˜(1)(t1; t1 −∆t),
G˜(1),out(E;Em) =
∫ ∞
−∞
d∆te−iE
∆t
~
(6b)
×
∫ T0
0
dt2
T0 e
imΩt2G˜(1)(∆t+ t2; t2),
where ∆t = t1− t2. Note at m = 0 both functions above
are the same, G˜(1),in(E;E) = G˜(1),out(E;E).
It is convenient to parametrize E by the Floquet
(quasi-)energy, 0 <  < ~Ω,44 and by the Floquet band
number, n, as follows E = µ +  + n~Ω ≡ n. With
this notation the inverse Fourier transformations can be
written as follows,
G˜(1)(t1; t2) = e
iµ∆t~
∫ ~Ω
0
d
h
ei
∆t
~
∞∑
n=−∞
einΩ∆t
(6c)
×
∞∑
m=−∞
eimΩt1G˜(1),in(n+m; n).
G˜(1)(t1; t2) = e
iµ∆t~
∫ ~Ω
0
d
h
ei
∆t
~
∞∑
n=−∞
einΩ∆t
(6d)
×
∞∑
m=−∞
e−imΩt2G˜(1),out(n; n+m),
Since by its definition the correlation function satis-
fies the following relation, G˜(1)(t1; t2) =
[
G˜(1)(t2; t1)
]∗
,
one can get for its Fourier transforms the following,[
G˜(1),in(n; ν)
]∗
= G˜(1),out(ν ; n). The latter allows to
represent equations entirely either in terms of G˜(1),in or
in terms of G˜(1),out.
The use of two different Fourier transforms is espe-
cially convenient to calculate convolutions, like in the
purity condition, Eq. (3). Applying Fourier transforma-
tions presented in Eqs. (6a) and (6b) to Eq. (3) we arrive
at the following relations specific for a pure electronic
state,
G˜(1),in(n; ν) = G˜
(1),out(n; ν),
(7)
G˜(1),in(n; ν) = vµ
∞∑
m=−∞
G˜(1),in(n; m)G˜
(1),in(m; ν).
The details of calculations are given in Appendix B.
C. Correlation function for adiabatically emitted
electrons
The excess correlation function can be expressed in
terms of the Floquet scattering amplitude45 of a peri-
odically driven source, which depends on two energies.
However in the limit of an adiabatic (slow) drive, the
source can be characterized by the frozen scattering am-
plitude, S(E, t), which depends on one energy and time.
The dependence on energy E is the same as for the scat-
tering amplitude of a stationary source. The dependence
4on time t stems from the fact that some parameters of
a source (and hence of a stationary scattering matrix)
are affected by the drive. Since the drive is periodic in
time, the scattering amplitude is also periodic in time,
S(E, t) = S(E, t + T0). At zero temperature what mat-
ters is the scattering amplitude of a source evaluated for
electrons with Fermi energy, E = µ. I denote such an
amplitude as S(t) ≡ S(µ, t).
In the case of a quantum-dot based source, for
instance, a mesoscopic capacitor side-attached to a
waveguide,3,46,47 the regime of a drive is adiabatic if
the dwell time (the time an electron spends within the
source) is small compared to the time extent of an emit-
ted wave-packet.48,49 If an electron stream is generated
by applying an ac voltage V (t) to a metallic contact as in
Refs. 1 and 8, then the regime is adiabatic if ~Ω, eV  µ.
The corresponding scattering amplitude is the following,
S(t) = e−i
e
~
∫ t dt′V (t′).50–52
At zero temperature and in the adiabatic driving
regime, the excess first-order correlation function is ex-
pressed in terms of a scattering amplitude of the source
S(t) as follows,29,30
G˜(1)(t1; t2) =
1
vµ
ei(t1−t2)
µ
~G(1)(t1; t2),
(8)
G(1)(t1; t2) =
i
2pi
1− S∗(t1)S(t2)
t1 − t2 .
The phase factor, ei(t1−t2)
µ
~ , and the constant factor 1/vµ
are not important for further discussion, therefore, I will
work below with the envelope correlation function G(1)
only. Note the absence of a factor vµ in Eqs. (3), (7)
written in terms of G(1) not G˜(1). In addition in Eqs. (6)
written in terms of G(1) we have to put µ = 0.
The correlation function G(1)(t1; t2) is not periodic in
its arguments. However, since the scattering amplitude
S(t) is periodic, then, as it follows from Eq. (8), the re-
duced correlation function,
g (t1; t2) = (t1 − t2)G(1) (t1; t2) , (9)
is periodic in each of its arguments. Therefore, it is suf-
ficient to measure G(1) over one period in each of its
arguments and then to use the periodicity of g (t1; t2) to
extend G(1) to larger arguments.
Moreover, as it follows from Eq. (8), only the diago-
nal part of the correlation function contains all essential
information. To show this let us take the limit t1 → t2
in Eq. (8) and find G(1) (t; t) = (−i/2pi)S(t)∂S∗(t)/∂t.
Since the scattering amplitude is unitary (S∗S = 1),
we can represent it as S(t) = eiφ(t) and obtain φ(t) =
−2pi ∫ t dt′G(1)(t′; t′). Finally we rewrite Eq. (8) in terms
of the correlation function only,
G(1)(t1; t2) =
i
2pi
1− ei2pi
∫ t1
t2
dt′G(1)(t′;t′)
t1 − t2 . (10)
This relation, valid for a single-channel case, greatly
simplifies an experimental set-up necessary to find a
correlation function. Indeed, a time resolved mea-
surement of the current generated by the ac source,
I(t) = (−ie/2pi)S∂S∗/∂t,53,54 not an interferomet-
ric current,29,30 is sufficient to access G(1)(t1; t2) since
G(1)(t; t) = I(t)/e. If nevertheless G(1)(t1; t2) as a func-
tion of both its arguments is experimentally available,
then Eq. (10) can be used to ensure that the driven sys-
tem is in the adiabatic regime. For non-adiabatically
driven systems the correlation function G˜(1) is related to
the Floquet scattering matrix rather than to the frozen
scattering amplitude of the source.30 As a result, equa-
tion (10) is not expected to hold.
III. A PERIODIC STREAM OF OVERLAPPING
LEVITONS
In Refs. 1 and 8 the train of wave-packets carrying
each an elementary charge was generated by applying a
periodic sequence of the Lorentzian voltage pulses with
integer flux,
eVst(t) =
∞∑
n=−∞
2~Γτ
(t− nT0)2 + Γ2τ
. (11)
to a metallic contact, as it was suggested in Refs. 20 and
21. These elementary excitations were named levitons.
In the equation above Γτ is the half-duration of a single
pulse and T0 = 2pi/Ω is a period, i.e., the time delay
between two subsequent pulses. The subscript “st” is
used to differentiate quantities related to a stream. For
such a potential the corresponding scattering amplitude
Sst(t) reads,
55
Sst(t) =
∞∏
k=−∞
SL (t+ kT0) =
sin
(
pi t+iΓτT0
)
sin
(
pi t−iΓτT0
) , (12)
where SL(t) = (t+ iΓτ ) / (t− iΓτ ) is a scattering ampli-
tude corresponding to a single voltage pulse, which ex-
cites a single leviton. Using the equation above in Eq. (8)
we obtain a correlation function,
G
(1)
st (t1; t2) =
i
2pi
1−∏∞k=−∞ S∗L (t1 + kT0)SL (t2 + kT0)
t1 − t2
(13)
=
sin
(
pi t1−t2T0
)
2pi (t1 − t2)
sinh
(
pi 2ΓτT0
)
sin
(
pi t1+iΓτT0
)
sin
(
pi t2−iΓτT0
) .
5The second line is given just for the further reference.
However for subsequent calculations I need only the first
line.
A. Decomposition of the correlation function
To bring Eq. (13) into the form of Eq. (1) let us proceed
as follows. First, it is easy to verify the following identity,
1−
∞∏
k=1
xk = (1− x1) + (1− x2)x1 + (1− x3)x1x2 + . . .
(14)
=
∞∑
n=1
(1− xn)
n−1∏
k=1
xk.
Now one can see that the next identity is also correct,
1−
∞∏
k=1
xk = (1− x1)
∞∏
k=2
xk + (1− x2)
∞∏
k=3
xk
(15)
+(1− x3)
∞∏
k=4
xk + · · · =
∞∑
n=1
(1− xn)
∞∏
k=n+1
xk.
The equation above is also valid if the lower limit is minus
infinite, k → −∞.
Then let us use Eq. (15) with an infinite lower limit
and xk = S
∗
L(t1 + kT0)SL(t2 + kT0), and rewrite Eq. (13)
(its first line) as follows,
G
(1)
st (t1; t2) =
∞∑
n=−∞
Ψ∗n(t1)Ψn(t2), (16a)
where the single-particle (envelope) wave functions,
Ψn(t) = ΨL(t+ nT0)
∞∏
k=n+1
SL(t+ kT0), (16b)
are orthonormal,∫ ∞
−∞
dtΨ∗n(t)Ψn′(t) = δn,n′ . (16c)
Here ΨL(t) =
√
Γτ/pi/ (t− iΓτ ) is an envelope wave
function of a single leviton in a one-dimensional
channel.22,40 Note that the full leviton’s wave function is
ψL(t) =
(
e−iµt/~/√vµ
)
ΨL(t). To get Eq. (16a) we also
need to use the following relation, 1−S∗L(t1+nT0)SL(t2+
nT0) = −2pii(t1 − t2)Ψ∗L(t1 + nT0)ΨL(t2 + nT0).
Of course, the representation given in Eq. (16a) is not
unique, since the basis single-particle wave functions Ψn
given in Eq. (16b) can be chosen in many different ways.
The unitary transformations relating different bases can
be time-dependent.
Note that the train of hole-like levitons is excited by
the potential of an opposite sign, V hst(t) = −Vst(t), where
the superscript “h” denotes quantities related to holes.
Formally it can be accounted by the following replace-
ment, Γτ → −Γτ , which also implies ShL(t) = [SL(t)]∗
and ΨhL(t) = [ΨL(t)]
∗
. As a result the analogue of
expansion given in Eq. (16a) acquires a minus sign,
G
(1),h
st (t1; t2) = −
∑∞
n=−∞
[
Ψhn(t1)
]∗
Ψhn(t2). The minus
sign is a mere consequence of the fact that we consider
an excess correlation function.
B. Periodicity properties
The basis wave functions Ψn(t) in Eq. (16b) are not
periodic in time. Therefore, the correlation function
G
(1)
st (t1; t2), Eq. (16a), is also not periodic in its ar-
guments. However, the reduced correlation function,
gst (t1; t2) = (t1 − t2)G(1)st (t1; t2), Eq. (9), is periodic in
each of its arguments, see Fig. 2.
The wave functions Ψn possess the following discrete
time-translation symmetry,
Ψn(t+ T0) = Ψn+1(t), (17)
which reflects the periodicity of a particle flux.
R
eg
st
t1
t2
FIG. 2. (Color online) The real part of the reduced first-order
correlation function of the stream of levitons, gst (t1; t2) =
(t1 − t2)G(1)st (t1; t2), is given as a function of its arguments t1
and t2 normalized to the period T0. For G(1)st see Eq. (16a).
The width of a leviton is chosen to be 2Γτ/T0 = 0.1.
6The correlation function at coincident times is peri-
odic,
G
(1)
st (t; t) = G
(1)
st (t+ T ; t+ T ) =
∞∑
n=−∞
|Ψn(t)|2 .(18)
Using Eq. (17) one can then evaluate the mean number
of electrons (levitons) per period,
〈Nst〉 =
∫ T0
0
dtG
(1)
st (t; t) =
∫ T0
0
dt
∞∑
n=−∞
|Ψn(t)|2
(19)
=
∫ ∞
−∞
dt |ΨL(t)|2 = 1,
which is one, independently of the ratio Γτ/T0, which
characterises the degree of overlap between the levitons.
Note that the periodicity of a flux allows to express
the correlation function of a single leviton, G
(1)
L (t1; t2) =
Ψ∗L(t1)ΨL(t2), in terms of an experimentally accessi-
ble correlation function of a stream, G
(1)
st (t1; t2). For
this purpose we use Eqs. (17), (18) and relate a dis-
crete Fourier transformation, G
(1)
st (k), of a periodic func-
tion G
(1)
st (t; t) to a continuous Fourier transformation,
G
(1)
L (ω), of a non-periodic function G
(1)
L (t; t), as follows,
G
(1)
st (k) =
∫ T0
0
dt
T0G
(1)
st (t; t)e
ikΩt
=
∫ T0
0
dt
T0
∞∑
n=−∞
|Ψn(t)|2 eikΩt
=
∞∑
n=−∞
∫ (n+1)T0
nT0
dt′
T0 |ΨL(t
′)|2 eikΩt′e−ikΩnT0
=
∫ ∞
−∞
dt′
T0 G
(1)
L (t
′; t′) eikΩt
′
=
1
T0G
(1)
L (ω = kΩ),
(20)
where I made a substitution t′ = t − nT0 and took
into account that T0Ω = 2pi, hence exp(−ikΩnT0) = 1.
Note that a single-time Fourier transformation over t =
t1 = t2, G
(1)(k), is related to a two-time Fourier trans-
formation introduced in Eq. (6b) as follows, G(1)(k) =
(1/T0)
∑∞
n=−∞G
(1),in (n, n+k).
Equation (20) defines G
(1)
L (ω) only on a discrete set of
frequencies, ω = kΩ. However, in the regime of adiabatic
emission the Fourier coefficients G
(1)
L (ω) change smoothly
on the scale of Ω. This allows us to find G
(1)
L (ω) at other
frequencies by interpolation and calculate,
G
(1)
L (t; t) =
∫ ∞
−∞
dω
Ω
G
(1)
st
(ω
Ω
)
e−iωt. (21)
Finally using Eq. (10) the full correlation function of a
single leviton, G
(1)
L (t1; t2), can be reconstructed.
C. The purity condition in time and energy
representations
From Eqs. (16) it immediately follows that Eq. (3)
(without a factor vµ) holds, hence the state is pure.
Therefore, the levitons are created in a deterministic
fashion.
The purity of a state can also be inferred from a corre-
lation function in the energy representation. Substitut-
ing Eq. (16a) with wave functions from Eq. (16b) into
Eqs. (6b) and (6a) we calculate.
G
(1),in
st (n > 0; ν > 0) = G
(1),out
st (n > 0; ν > 0)
(22)
= 2 sinh (ΩΓτ ) e
−ΩΓτ (n+ν+1).
Remember that n =  + n~Ω with the Floquet energy
0 <  < ~Ω. Therefore, n > 0 implies n ≥ 0. For other
energies the correlation function is zero, what is specific
for purely electronic excitations.39 Note that G
(1)
st (k) =
(1/T0) exp (−|k|ΩΓτ ).
By applying the inverse Fourier transformation,
Eq. (6d) or (6c), to Eq. (22) we arrive at G
(1)
st (t1; t2)
in the form of the second line of Eq. (13), as it should be
(see Appendix C). The two functions above, G
(1),in
st and
G
(1),out
st , do satisfy Eq. (7) (without a factor vµ) charac-
teristic for pure states. Note that in the present case the
sum over m in Eq. (7) runs from m = 0.
Thus, the purity of a state of the stream of levitons is
demonstrated in both time and energy representations.
D. Factorization in the time representation
The sum in Eq. (16a) involves more than one term,
therefore, in general the state of the stream of levitons
is a multi-particle state. As a result, all higher-order
correlations functions are non zero. The multi-particle
state is formed due to an overlap of the levitons excited
during different periods, which is the case when Γτ ∼ T0.
In contrast, if the levitons do not overlap, which is the
case when Γτ  T0 , then the state of a flux is the direct
product of states of individual levitons. This formally
follows from Eq. (16b), where limΓτ/T0→0 SL(t+kT0) = 1
and, therefore, Ψn(t) = ΨL(t + nT0). The state with a
wave function Ψn(t) exists only at a period for which
t ≈ −nT0 and it vanishes at other periods.
In practice whether the states of electrons in the stream
are single-particle states or not can be verified by ex-
amining whether the correlation function, G(1) (t1; t2) is
7factorized into two factors each of which depends only
on one argument or not. If the first-order correlation
function is factorizable then, as I already mentioned, all
higher order correlation functions are zero, in particular,
G(2) = 0. Therefore, with increase of the ratio T0/(2Γτ )
the second order correlation function is expected to de-
crease. To confirm this expectation let us evaluate the
mean number of pairs of levitons per period, 〈N2〉,
〈N2〉 =
∫∫ T0
0
dtdt′G(2)st (t, t
′; t′, t), (23)
which should decrease with decreasing the second-order
correlation function G
(2)
st . Representing G
(2)
st in terms
of G
(1)
st according to Eq. (4) and taking into account
Eq. (19), one can express 〈N2〉 in terms of an experi-
mentally accessibly first-order correlation function,
〈N2〉 = 1−
∫∫ T0
0
dtdt′
∣∣∣G(1)st (t; t′)∣∣∣2 . (24)
where G
(1)
st is given in Eq. (13) [or in Eq. (16a)]. The
dependence of 〈N2〉 on the ratio T0/(2Γτ ) is shown in
Fig. 3 (a red solid line). The number of pairs of levitons,
which can be detected during a period, gradually de-
creases with increasing the distance between the levitons,
which demonstrates an evolution from a multi-particle
state to a single-particle state. At the same time the
probability to measure exactly one leviton during a pe-
riod, P1, gradually increases up to one in the limit of
〈N2〉 P1
T0/(2Γτ )
FIG. 3. (Color online) The mean number of pairs of levitons
detected during a period, 〈N2〉, Eq. (24), (a red solid line)
and the probability to measure exactly one leviton during
a period, P1, Eq. (D2), (a blue dashed line) are given as a
function of the ratio of the time delay between two subsequent
levitons, T0, and the width of a leviton, 2Γτ . Notice the
different axes used for 〈N2〉 and P1, which are indicated by
horizontal arrows. In the limit when levitons do not overlap,
T0/(2Γτ ) 1, we have 〈N2〉 → 0 and P1 → 1, which means
that the multi-particle state is not formed.
T0/(2Γτ ) → ∞, see Fig. 3 (a blue dashed line). The
details of calculations of P1 are given in Appendix D.
E. Mean energy per leviton
Another indication that the overlapping levitons do af-
fect each other is an increase of the mean energy per
leviton, 〈〉, with increasing overlap. Using a single-
particle distribution function for the stream of levitons,
fst() = G
(1),in
st (n; n) ≡ fst(n), Eq. (22), one can calcu-
late,
〈〉 =
∫
dfst ()∫
dfst ()
= ~Ω
∞∑
n=0
(n+ 0.5)fst(n)
(25)
=
~Ω
2
coth (ΩΓτ ) =

~
2Γτ
, ΓτT0  1,
~Ω
2 ,
Γτ
T0  1.
The energy 〈〉 gradually increases with increasing over-
lap from the value ~/(2Γτ )22,56 characteristic for an iso-
lated leviton to the value ~Ω/2 characteristic for a dc
bias ~Ω. The latter is what Vst(t), Eq. (11), looks like at
Γτ  T0.57
F. Accidental factorization in the energy
representations
In contrast to a correlation function in the time repre-
sentation, the correlation function of the stream of levi-
tons in the energy representation, Eq. (22), is factorized
at any degree of overlap, G
(1),in
st (n; ν) = ϕst(n)ϕst(ν),
where ϕst(n) = e
−nΩΓτ√2 sinh (ΩΓτ ) e−ΩΓτ . Such a fac-
torization results in vanishing of a two-particle distribu-
tion function (see Appendix E), fst(n, ν) = 0. This
result can be interpreted as a zero probability to mea-
sure two levitons with fixed energies, n and ν . However
this fact does not deny a possibility to measure two levi-
tons during a time period of duration T0, see Fig. 3. The
point is that a leviton has no a definite energy and its
projection into the state with a definite energy can only
be done via measurement over an infinite time. The pos-
sibility to measure two levitons during a finite time is
also clearly demonstrated by the theory of waiting time
distributions.58
The factorization mentioned above is to some extend
accidental and specific to a driving protocol given in
Eq. (11). For a general driving protocol the correlation
function in the energy representation reveals the presence
of multi-particle correlations. The energy representation
is particularly useful to demonstrate the presence of cor-
relations between electrons and holes created by an ac
voltage. As an example the case of a harmonic driving
voltage is shortly discussed in Appendix F.
8IV. CONCLUSION
The excess first-order correlation function allows us to
differentiate unambiguously whether the state of a peri-
odic stream of electrons injected into a waveguide is a
multi-particle state or can be represented as the product
of single-particle states existing during each period sepa-
rately. In the latter case the second- and all higher-order
correlation functions, which all are expressed in terms of
the first-order correlation function, vanish while in the
former case they do not.
Motivated by recent experiments1,8 I analysed a corre-
lation function of a train of single electrons, levitons, ex-
cited by a periodic sequence of Lorentzian voltage pulses
with a unit flux each. I decomposed this function into the
sum of single-electron contributions. This allows us, first,
to verify that the state of a stream is pure rather than
mixed. Second, such a decomposition in the time rep-
resentation allows us to show clearly that decreasing the
width of a leviton makes the state of the electronic stream
evolving from a multi-particle state to a single-particle
state. In the latter case the correlation function is fac-
torizable while in the former case it is not. Unexpectedly
I found that in the energy representation the correlation
function is factorizable at any width of a leviton. This
hinders a direct use of energy-resolved measurements to
differentiate single- and multi-particle states in the case
of a stream of levitons. The possible reason is that such
measurements involve averaging over an infinite time in-
terval, over which the single-particle wave functions are
orthogonal due to the Fermi statistics irrespective of the
degree of overlap.59 Due to orthogonality even the over-
lapping particles contribute independently.
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Appendix A: (N + . . . )th order correlation function for an N-electron state
The determinant is calculated as follows,
det
 A11 . . . A1M. . . . . . . . .
AM1 . . . AMM
 = M∑
j1,··· ,jM=1
j1...jMA1j1 . . . AMjM =
M∑
j1,··· ,jM=1
j1...jMAj11 . . . AjMM . (A1)
Here i1i2...iN is the Levi-Civita tensor with the following properties: (i) 12...N = 1, (ii) if any two indices are the
same, then ...i1...i1... = 0, and, finally, (iii) when the two any indices are interchanged then the tensor changes a sign,
...i1...i2... = −...i2...i1.... Using Eq. (A1) in Eq. (4) with M 6= N we get,
G˜
(M)
N (f1, . . . , fM ; iM , . . . , i1) =
M∑
j1,··· ,jM=1
j1...jM
N∑
k1,...,kM=1
ψ∗k1(f1)ψk1(ij1) . . . ψ
∗
kM (fM )ψkM (ijM ). (A2)
As it follows from Eq. (1), there are N different functions ψk, k = 1, 2, . . . , N . Since M > N , then for any term in
equation above among M factors ψ∗k`ψk` , ` = 1, 2, . . . ,M , one can always find at least two factors, say for ` = α and
` = β, for which kα = kβ . Let us take a close look at the product of such two factors (we also keep the Levi-Civita
tensor),
...jα...jβ ...ψ
∗
kα(fα)ψkα(ijα)ψ
∗
kβ
(fβ)ψkβ (ijβ ) = ...jα...jβ ...ψ
∗
kα(fα)ψkα(ijα)ψ
∗
kα(fβ)ψkα(ijβ )
= −...jβ ...jα...ψ∗kα(fα)ψkα(ijβ )ψ∗kα(fβ)ψkα(ijα). (A3)
Here we utilized the fact that kα = kβ but in general fα 6= fβ and ijα 6= ijβ . Going from the second to the
third line we made an interchange jα ↔ jβ and took into account that the Levy-Civita tensor is antisymmetric,
...jα...jβ ... = −...jβ ...jα.... The interchange jα ↔ jβ does not change Eq. (A2), which involves sums over all jα’s. On
the other hand, according to Eq. (A3), such an interchange should reverse a sign. These two consequences of the
interchange jα ↔ jβ are consistent if and only if the entire sum is zero. Therefore, Eq. (5) is proven.
9Appendix B: The derivation of the purity condition in the energy representation, Eq. (7)
Let us rewrite Eq. (3) in terms of the Fourier coefficients of a correlation function. It is convenient to transform
G˜(1)(t1; t) according to Eq. (6d) and G˜
(1)(t; t2) according to Eq. (6c). As a result we arrive at the following,
G˜(1)(t1; t2) = e
iµ∆t~ vµ
∫ ∞
−∞
dt
∫ ~Ω
0
d
h
ei
t1−t
~
∞∑
n=−∞
einΩ(t1−t)
∞∑
m=−∞
e−imΩt (B1)
×
∫ ~Ω
0
d′
h
ei
′ t−t2
~
∞∑
n′=−∞
ein
′Ω(t−t2)
∞∑
m′=−∞
eim
′ΩtG˜(1),out(n; n+m)G˜
(1),in(′n′+m′ ; 
′
n′)
= eiµ
∆t
~ vµ
∫ ~Ω
0
d
h
ei
∆t
~
∞∑
n=−∞
∞∑
m=−∞
∞∑
m′=−∞
ei(n+m)Ωt1e−i(n+m
′)Ωt2G˜(1),out(n+m; n)G˜
(1),in(n; n+m′),
where ∆t = t1−t2. Note that the integral over t produces hδ (−− (n+m)~Ω + ′ + (n′ +m′)~Ω). Since both Floquet
energies ′ and  belong to the same interval of length ~Ω, this delta function implies ′ =  and n+m = n′ +m′. In
the last line of Eq. (B1) we additionally changed n+m→ n, m→ −m, and m′ → −m′.
To proceed let us perform the Fourier transformation on the left hand side either for in- or for out- representation
using Eqs. (6a) or (6b), respectively. First we use Eq. (6a), put t2 = t1 −∆t, and find
G˜(1),in(`+ν ; `) = vµ
∫ ∞
−∞
d∆te−i(`−µ)
∆t
~
∫ T0
0
dt1
T0 e
−iνΩt1
∫ ~Ω
0
d′
h
ei
′ ∆t
~
∞∑
n=−∞
∞∑
m=−∞
∞∑
m′=−∞
ei(n+m)Ωt1e−i(n+m
′)Ω(t1−∆t)
×G˜(1),out(′n+m; ′n)G˜(1),in(′n; ′n+m′) = vµ
∞∑
m′=−∞
G˜(1),out(`+ν ; `−m′)G˜(1),in(`−m′ ; `). (B2)
where `, ν are integers. Next we use Eq. (6b), put t1 = ∆t+ t2, and arrive at the following,
G˜(1),out(`; `+ν) = vµ
∫ ∞
−∞
d∆te−i(`−µ)
∆t
~
∫ T0
0
dt2
T0 e
iνΩt2
∫ ~Ω
0
d′
h
ei
′ ∆t
~
∞∑
n=−∞
∞∑
m=−∞
∞∑
m′=−∞
ei(n+m)Ω(∆t+t2)e−i(n+m
′)Ωt2
×G˜(1),out(′n+m; ′n)G˜(1),in(′n; ′n+m′) = vµ
∞∑
m=−∞
G˜(1),out(`; `−m)G˜(1),in(`−m; `+ν), (B3)
So from Eqs. (B2) and (B3) we get,
G˜(1),in(n; ν) = vµ
∞∑
m=−∞
G˜(1),out(n; m)G˜
(1),in(m; ν),
G˜(1),out(n; ν) = vµ
∞∑
m=−∞
G˜(1),out(n; m)G˜
(1),in(m; ν). (B4)
Since the right hand sides of these equations are the same, the left hand sides are also the same. Therefore, we arrive
at Eq. (7).
Appendix C: The inverse Fourier transformation of the correlation function of the stream of levitons
Let us apply the inverse Fourier transformation, say, Eq. (6d), to Eq. (22), where only n ≥ 0 and ν = m + n ≥ 0
do contribute. As a result we obtain the following equation,
G
(1)
st (t1; t2) = 2 sinh (ΩΓτ )
∫ ~Ω
0
d
h
ei
∆t
~
∞∑
n=0
einΩ∆t
∞∑
ν=0
e−i(ν−n)Ωt2e−ΩΓτ (n+ν+1) (C1)
=
sinh (ΩΓτ )
{
eiΩ∆t − 1}
ipi∆t
1
1− eΩ[it1−Γτ ]
e−ΓτΩ
1− e−Ω[it2+Γτ ] =
sin
(
Ω∆t2
)
2pi∆t
sinh (ΩΓτ )
sin
(
Ω t1+iΓτ2
)
sin
(
Ω t2−iΓτ2
) ,
which coincides with the second line of Eq. (13).
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Appendix D: Probability to measure exactly one leviton per period
The probability, pn, to detect a leviton with a wave function Ψn, Eq. (16b), during the time interval (0; T0) is the
following,
pn =
∫ T0
0
dt |Ψn(t)|2 =
∫ (n+1)T0
nT0
dtG˜
(1)
L (t; t) =
arctan
(
(n+1)T0
Γτ
)
− arctan
(
nT0
Γτ
)
pi
. (D1)
The sum of all pn’s gives the mean number of levitons detected during a period,
∑∞
−∞ pn = 〈Nst〉 = 1, which
agrees with Eq. (19). However the actual number of detected levitons varies from period to period. In particular, the
probability to measure exactly one leviton per period irrespective of its state is given by the following equation,
P1 =
∞∑
n=−∞
pn
∞∏
k 6=n,k=−∞
(1− pk) = P0
∞∑
n=−∞
pn
1− pn , (D2)
where P0 =
∏∞
k=−∞(1− pk) is a probability to do not measure any leviton. In the equation above the probability pn
to detect a leviton with a wave function Ψn is weighted by the product of probabilities, (1− pk), to do not detect a
leviton in any other state, k 6= n. Note that P1 = 〈Nst〉 = 1 if and only if all pk = 0 but some pn = 1. This is the
case in the absence of overlaps, T0/(2Γτ ) → ∞, which is clearly seen from Fig. 3 (a blue dashed line). In this limit
the number of particles detected during a given period does not fluctuate.
Appendix E: Two-particle distribution function
The two-particle distribution function is defined as follows,43
f(n, n+m) =
∫ T0
0
dt
T0
∫ T0
0
dt′
T0
∫ ∞
−∞
dτe−in
τ
~
∫ ∞
−∞
dτ ′e−in+m
τ′
~ G(2)(τ + t, τ ′ + t′; t′, t)
= f(n)f(n+m) + δ
2f(n, n+m), (E1)
where f(n) = G
(1),in (n; n) = G
(1),out (n; n) is a single-particle distribution function. The irreducible part reads,
δ2f(n, n+m) = (−1)
∫ T0
0
dt
T0
∫ T0
0
dt′
T0
∫ ∞
−∞
dτe−in
τ
~
∫ ∞
−∞
dτ ′e−in+m
τ′
~ G(1)(τ + t; t′)G(1)(τ ′ + t′; t). (E2)
After the following shifts, τ → τ − t+ t′ and τ ′ → τ ′ − t′ + t, the equation above becomes,
δ2f(n, n+m) = (−1)
∫ T0
0
dt′
T0 e
imΩt′
∫ ∞
−∞
dτe−in
τ
~G(1)(τ + t′; t′)
∫ T0
0
dt
T0 e
−imΩt
∫ ∞
−∞
dτ ′e−in+m
τ′
~ G(1)(τ ′ + t; t)
= (−1)G(1),out(n; n+m)G(1),out(n+m; n), (E3)
where we used Eq. (6b) written in terms of G(1) not G˜(1). Substituting the equation above into Eqs. (E1) we arrive
at the following equation,
f(n, ν) = G
(1),out(n; n)G
(1),out(ν ; ν)−G(1),out(n; ν)G(1),out(ν ; n), (E4)
which is used in Sec. III F.
Appendix F: First-order correlation function of an
electron-hole flux generated by an AC voltage
In contrast to a periodic sequence of Lorentzian volt-
age pulses, Eq. (11), the general ac voltage excites both
electrons and holes. As an example let us consider a
harmonic voltage, Vac(t) = V cos (Ωt), applied across a
single-channel ballistic electronic waveguide connected to
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two metallic contacts. The corresponding scattering am-
plitude reads (up to an unimportant constant phase fac-
tor), Sac(t) = exp
{−i eV~Ω sin(Ωt)}. Without the loss of
generality one can put eV > 0 and use the following ex-
pansion,
ei
eV
~Ω sin(Ωt) =
∞∑
n=−∞
Jn
(
eV
~Ω
)
einΩt, (F1)
where Jn is the Bessel function of the first kind and of
the integer order n. Then we represent the correlation
function, see Eq. (8), as follows,
G(1)ac (t1; t2) =
i
2pi
1− ei eV~Ω {sin(Ωt1)−sin(Ωt2)}
t1 − t2
=
∞∑
n,m=−∞
Jn
(
eV
~Ω
)
Jn+m
(
eV
~Ω
)
e−iΩmt2
∫ n~Ω
0
d
h
ei

~∆t,
=
∞∑
n,m=−∞
Jn
(
eV
~Ω
)
Jn+m
(
eV
~Ω
)
eiΩmt1
∫ n~Ω
0
d
h
ei

~∆t,
(F2)
where we also used the following identity,
∞∑
n=−∞
Jn+k
(
eV
~Ω
)
Jn+m
(
eV
~Ω
)
= δk,m. (F3)
Then we split the sum over n in Eq. (F2) into the two
parts, for n > 0 and n < 0, and arrive at the following,
G(1)ac (t1; t2) =
∞∑
m=−∞
∞∑
n=0
∞∑
k=n+1
{
Am,n,k − (−1)mA∗m,n,k
}
,
Am,n,k = G
(1)
n (∆t) Jk
(
eV
~Ω
)
Jk+m
(
eV
~Ω
)
e−iΩmt2
= G(1)n (∆t) Jk
(
eV
~Ω
)
Jk+m
(
eV
~Ω
)
eiΩmt1 ,(F4)
with
G(1)n (∆t) =
∫ (n+1)~Ω
n~Ω
d′
h
ei
′ ∆t
~ . (F5)
The correlation functions G
(1)
n for different n are mu-
tually orthogonal and do satisfy the purity condition,
Eq. (3). Therefore, the corresponding states constitute a
convenient basis for representing the state generated by
a harmonic voltage.55
As I already mentioned, electron and hole contribu-
tions to the correlation function have different signs,
which hinders a direct use of Eq. (3) for the state purity
verification. To assess electronic and hole contributions
separately it is useful to go over from a time domain to
an energy domain. After performing the Fourier trans-
formation according to Eqs. (6a), (6b) we have,
G(1),inac (n; ν) = G
(1),out
ac (n; ν) =
=

∞∑
k=1
Jk+n
(
eV
~Ω
)
Jk+ν
(
eV
~Ω
)
, n ≥ 0,
−
−∞∑
k=0
Jk+n
(
eV
~Ω
)
Jk+ν
(
eV
~Ω
)
, n ≤ −1.
(F6)
Here both n and ν are integers. Remember that n =
+n~Ω and the Floquet energy  is chosen to be positive,
0 <  < ~Ω.
If in the equation above both energies belong to ei-
ther electron, n, ν > 0, or hole, n, ν < 0, sectors the
equation (7) holds, what tells us that the emitted state
is pure. Note that the sum on the right hand side (RHS)
of the second line of Eq. (7) comprises both purely elec-
tron (hole) and electron-hole contributions. Therefore,
both an electron coherence and an electron-hole coher-
ence are equally important to maintain the entire state
pure. A non-zero value of G
(1),in
ac in the electron-hole
sector, n ≥ 0, ν ≤ 0 or n < 0, ν > 0, indicates the
presence of electron-hole correlations.32,33,39 Note that
in the electron-hole sector the sum on the RHS of the
second line of Eq. (7) is zero due to cancellation of elec-
tron and hole contributions, which is specific for states
with equal number of electrons and holes.
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