Wind-photovoltaic systems are a suitable option to provide electricity to isolated communities autonomously. To design these systems, there are recent mathematical models that solve the location and type of each of the electrification components and the design of the possible distribution microgrids. When the amount of demand points to electrify increases, solving the mathematical model requires a computational time that become infeasible in practice. To speed up the solving process, three heuristic methods based on mixed integer linear programming (MILP) are presented in this paper: Relax and Fix heuristics, heuristics based on Corridor Method and Increasing Radius heuristics. In all algorithms first a relaxed MILP is solved to obtain a base solution and then it is used as a starting point to find a feasible solution by searching in a reduced search space. For each type of heuristic several options to relax and to reduce the solution space are developed and tested. Extensive computational experiments based on real projects are carried out and results show that the best heuristic vary according to the size of instances.
Introduction
Over 1.3 billion people worldwide lack access to electricity, especially in rural areas of developing countries [1] . In some regions access to conventional electricity grid is very difficult due to the complexity of the terrain and the dispersal of populations. In these cases, a suitable alternative to provide contact to electricity are autonomous systems based on the use of renewable energy sources [2, 3] since they promote the sustainability of the projects due to the handling of local sources thereby avoid external dependencies, and tend to be cheaper than the extension of the conventional electricity grid.
Photovoltaic systems (PV) have been widely used in recent decades to electrify rural communities. On the other hand, wind systems are increasingly being used [4, 5, e.g.] . Compared with PV, in windy regions the use of wind systems may be more profitable, especially if demand increases and powerful turbines are used. On the other hand, hybrid systems are more efficient, providing more supply reliability and consequently, requiring less energy storage if compared with single energy resource systems [6, 7] .
In autonomous electrification networks, individual systems at each demand point are typically used [8] . However, microgrid distribution arrangements, in which energy is produced in a specific point and distributed by the electric grid to other demand points, have advantages [9, 10] . Its implementation could imply significant savings in the investment cost compared with individual systems, taking advantage of the best resource areas and economies of scale. The combination of microgrids and individual systems (points individually fed) may be the best solution in dispersed communities and it was incorporated in [11] .
Due to the complexity of designing hybrid systems, in the last years different methods to assist designers have appeared. Most of them are focused exclusively on the definition of the best combination of energy resources [12] [13] [14] [15] but not on the distribution grid design. Others consider both problems although all the points must be connected to one only grid [16] [17] [18] . There are few references that deal with autonomous electrification systems designs using hybrid systems and microgrids or individual systems at the same time [11, 19, 20] .
The use of optimization methods is increasingly a powerful tool for solving real-life problems as the design of electrification systems using renewable energies [21, 22] . Especially, linear programming has been widely used in recent years [23] [24] [25] on the conception of energy systems. A MILP model to scheme wind electrification projects that combine microgrids and individual systems has been presented in [20] . Afterwards, a new model was developed in [11] incorporating solar generation. The last aforementioned model has been used in projects at Peru [5] and Cape Verde [26] in order to optimize the design of all the components of autonomous electrification systems: solar panels and wind turbines, electric equipment and cables. The model considers voltage drops and the variability of wind resource according to the placing of generation in demand points.
However, the application of mathematical models to solve this kind of hard combinatorial optimization problems (COPs) is not practical when the size of instances increases, since they spend high computational times. For that reason, heuristics are commonly used to solve COPs [27] in order to obtain solutions reasonably close to the optimal or near optimal solutions in a practical time. For instance VIPOR is a simulated annealing method which designs autonomous electrification projects considering hybrid generation, microgrids and spatial variation of resources [19, 28] . ViPOR determines the location of generation and the distribution grid but with some technical limitations; in particular, it assumes uniform resource in all the points for individual generation and does not calculate voltage drops. A recent study has been presented developing a set of indicators to support the design of autonomous electrification projects [29] . These indicators can be used to select the potential generation points. Furthermore, it evaluates heuristically the suitability of the points to be (or not) connected to a microgrid. A heuristic is also presented in [29] to obtain quickly single-microgrid solutions; i.e., solutions constrained to no more than one microgrid.
To the best of our knowledge, heuristic methods based on MILP have not been applied to autonomous electrification projects although they have been applied successfully in other kind of grid systems problems [30, 31] . In this paper we present heuristic methods based on a MILP model to solve the problem of autonomous electrification systems formed by microgrids powered by solar and wind generators located at one of the points in each microgrid, and allowing the possibility of containing individual systems. The following three type of MILP-based heuristics are presented: Relax and Fix heuristics, Heuristics based on Corridor Method and adhoc developed heuristics that we call Increasing Radius. Instances with high number of demand points are tackled in this work and results show the best heuristic to use depending on the size of the instance.
The paper is organized as follows. Section 2 presents the problem and the components of the autonomous electrification project. Section 3 describes the MILP model in which the proposed heuristics are based. In section 4 the heuristics are presented. In section 5, computational experiments are carried out to evaluate and compare the performance of the algorithms. Finally, Section 6 concludes this paper.
Rural autonomous electrification project
The rural autonomous electrification project presented in this paper considers wind and solar generation placed in demand points. The design of these systems must take account of the availability of these energies in the region (wind resource maps and irradiation data). The electricity distribution combines individual systems and microgrids. The problem is to define which demand points will be included in each microgrid, or whether they will be individually fed; where generators and other components will be placed, and which and how many components are to be used, so as to minimize the initial investment satisfying the demand together with other technical constraints.
Figure 1:
Scheme of rural autonomous electrification systems [11] The components of the autonomous electrification project ( Figure 1 ) are, first, the wind or photovoltaic (PV) generation equipment, which include the generators and the regulators. Next, are the batteries to store energy and the inverters to create alternating current (AC). Finally, there are the cables that distribute the electricity with radial microgrids [32] and meters at the demand points (e.g., houses) for measuring for measuring energy consumed. Each component of rural electrification project can be of different types in order to adequate the design to the needs of each zone.
The energy generated by a wind generator of a particular type depends on the wind resource at a specific demand point. On the other hand, the energy produced by a PV generator (solar panel) of a particular type does not depend on its location because the solar resource is considered uniform in all parts of a community [33] . The number of solar and wind generators are limited at a specific point for space sake. Regulators that transform AC into direct current (DC) power and control charge and discharge batteries are required between generators and batteries. Regulators for wind generators are part of the generator system, whereas regulators for solar generation are independent devices. The generated energy is accumulated in battery banks and subsequently is distributed to the electric system. The capacity of these batteries is calculated depending on the demand and the autonomy required. To allow the consumption of electricity in AC, typical scenario of electric distribution grid, inverters with the necessary power must be installed. The cables connect the different points of every microgrid to supply the energy from the generating point to the demand points. Energy consumption meters and power ones are placed only into the demand points that are part of a microgrid in order to measure and allow fairer consumptions among different consumers.
Mathematical programming model
Our paper develops a MILP-based heuristics from the model presented in [11] . That model is here extended and adapted to develop the heuristic algorithms proposed here. In particular, a limit on the maximum allowed cable length between two points is eliminated to extend the space of solutions. Moreover, specific variables that represent the existence of these connections (xcc pq ) are added to be the base of the fixations in the heuristics. From now on, this new model will be named as AREMWS (autonomous rural electrification model with wind and solar generation).
The description of the model is next presented: firstly the description of data; secondly, the variables; and finally the objective function and the constraints.
• Model Data Data are next introduced and classified according to informations to the demand, the storage, the grid definition, the wind generation, the solar generation and other equipment: Efficiency [fraction of unity] of the batteries and the inverters, respectively.
• Variables
The variables of the model are next presented:
-Binary variables:
x p indicates whether any generator is installed at point p. If so, the value is 1 and 0 otherwise, p∈D. xc pqc indicates whether there is connection from point p to point q with a cable of type c. If so, the value is 1 and 0 otherwise; p∈D, q∈D\{p}, c = 1,...,C. xcc pq indicates whether there is connection from point p to point q (regardless of its type of cable). If so, the value is 1 and 0 otherwise; p∈D, q∈D\{p}. xm p indicates whether a meter is installed at point p (and, thus, point p is part of a microgrid). If so, the value is 1 and 0 otherwise; p∈D.
-Integer variables: xa pa indicates the number of wind turbines with its corresponding regulator that is installed at the point p of type a; p∈D, a = 1,...,A. It should be recalled that variables xcc pq have been added to the original model presented in [11] . The reason is that they are needed for the proposed heuristics. 5 • Objective function
The objective function (1) minimizes the cost, Z, of the initial investment considering: wind and solar generators, regulators, batteries, inverters, cables and meters.
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• Constraints
-Generation and energy storage:
Constraints (2) and (3) limit the number of wind and solar generators, respectively, and define the generation points. Constraints (4) impose at least one (wind or solar) generator at each generation point. Constraints (5), (6) and (7) are the energy flow, power flow and energy in batteries balances [11, 20] . Constraints (5) impose the conditions of conservation of energy and the satisfaction of requirements of energy demand: at each point, the input energy flow plus the possible energy generated with wind turbines and solar panels must satisfy the energy demand of the point (considering losses) plus the energy demand of the following points of the microgrid. Constraints (6) are analogue to constraints (5) for the conservation and the satisfaction of requirements of power demand. Constraints (7) set the energy to be stored in batteries: for each point, if it is a generation point, the energy in batteries must satisfy the requirements of the point and the following points of the microgrid, considering the autonomy and the admitted discharge level. 
-Microgrid: Microgrid constraints establish the possible and the maximum energy and power flow [11, 20] . Constraints (8) and (9) relate the energy and power flows respectively to the cable existence: between two points there may be energy or power flow only if there is a cable between them, and the maximum energy or power flow is the demand of all the points considering losses. Constraints (10) determine the radial distribution of the microgrids. Constraints (11) limit the voltage drop between two points connected with a cable of a certain type, which depends on the distance and power flow. Constraints (12) limit the maximum intensity in a cable depending on its type. Constraints (13) establish that two points are connected if there is a cable of any type between them.
-Other equipment:
Constraints (14) define the number of solar regulators depending on the power of the corresponding solar generators. Constraints (15) determine that the inverters can be only placed at generation points. Constraints (16) and (17) 
MILP-based heuristics
Three different types of MILP-based heuristic methods stand on the AREMWS model are proposed in the following subsections: Relax and Fix heuristics, Corridor Method heuristics and adhoc heuristics, called Increasing Radius. In common, these algorithms obatin an initial solution by solving a relaxed MILP model. This one, usually infeasible, is used as a starting point to explore a constrained and feasible search space. The differences among the methods rely on the strategies of constraining the search space. In the Relax and Fix heuristics some groups of variables related with the existence of connections of the microgrids are fixed (Section 4.1). In the Corridor Method heuristic the total number of connections is limited (Section 4.2). The Increasing Radius heuristics are developed specifically for this electrification problem in which the fixed connections are those contained in an increasing geographic area (Section 4.3). The following sections explain the three procedures in details.
Relax and Fix (RF) heuristics
Given a MILP model, the keystone of the Fix and Relax methodology introduced by [34] is the following. First, only a reduced subset of (non-fixed) binary variables are kept integer (and the integrity of the other binary variables is relaxed) and the model is solved. Second, the values of some of the (non-relaxed) binary variables are fixed according to the obtained solution. These two steps are repeated until a solution is obtained.
In this subsection, we propose several Relax and Fix (RF) heuristics. The designed RF heuristics have two stages, ST1 and ST2. ST1 consists of solving a relaxed version of AREMWS, considering some integer variables as continuous ones. ST2 starts from the solution obtained from the relaxed model solved in ST1. The solution of ST1, obviously, is not necessarily a feasible solution but is useful in order to obtain clues about how a good solution looks like. In that sense, in ST2 the values of some variables are fixed (from the non-relaxed variables of the solution obtained in ST1) and then AREMWS is solved. The solution returned by the RF heuristics is the output of ST2. The proposed RF heuristics differ exclusively in the variables to relax in the first stage (ST1) and / or the variables to be fixed in the second stage (ST2). 6. Solve AREMWS (without relaxing any variable) and return the obtained solution.
General scheme of the RF heuristics

Variables to relax
In order to define the variables to relax a preliminary computational experiment was carried out. The variables that represent the number of wind turbines of type a at point p (xa pa ) and photovoltaic panels of type s at point p (xs ps ) are not appropriate candidates to relax. The reason is that, due to economies of scale and the relaxation of these variables, the solutions obtained in stage ST1 tend strongly to have no microgrids and to place fractions of the most powerful generators (since they have the lowest cost/power ratio). Thus, these solutions would not be useful to fix variable values in stage ST2, as they are not a good reference of which microgrids are part of a good solution. On the other hand, due to an opposite phenomenon, to relax all variables related with the existence of cable (xcc pq and xc pqc ) would tend in stage ST1 to excessively extend the microgrids placing fractions of different type of cables.
In order to define the set of candidate variables to relax (CVR) in stage ST1 were considered those that relate to the number of batteries type b at point p (xb pb ), the number of inverters of type i at point p (xi pi ), the number of regulators of type r at point p in (xrs pr ), the existence of the cable of type c from point p to point q (xc pqc ) and the placing of electric meter at point p (xm p ). Four relaxation options are proposed (R1-R4) in Table 1 . Other combinations of relaxations with the CVR were tested but discarded by the preliminary experiment. 
Variables to fix
Regarding variables to fix in stage ST2, six fixation options (F1 -F6) are proposed over the variables of existence of connection from point p to point q, xcc pq , or the variables of existence of generators at point p (x p ). Let pq xcc and p x be the values of variables xcc pq and x p of the solution obtained in stage ST1, respectively. The different options are next described:
F1. The existence of connection between two points is fixed (the absence is not fixed). That is, F2. The absence of connection between two points is fixed (the existence is not fixed). That is, F3. The existence and absence of connection between two points are fixed. That is,
F4. The existence of generators at a point is fixed (the absence is not fixed). That is,
F5. The absence of generators at a point is fixed (the existence is not fixed). That is,
F6. The existence and absence of generators at a point are fixed. That is, p
Combinations between F1, F2 and F3 with F4, F5 and F6 were not considered as the search space to explore is reduced (therefore, worst solutions may be obtained) and options F1 to F6 require low computational time (results are shown in Section 5).
Proposed RF heuristics
In total, twenty four heuristics of relax and fix are proposed which arise from combining the four options of variables to relax in stage ST1 (R1-R4) and the six options of variables to fix in stage ST2 (F1-F6). Let RFab (a=1,…,4; b=1,…,6) be the heuristic with the relaxation option Ra and the fixation option Fb. Finally, we introduce the parameters 1 RF T and 2 RF T as the maximum resolution times in stages ST1 and ST2, respectively.
Heuristics based on Corridor Method (BCM)
The general concept of Corridor Method (CM) has been presented as a hybrid metaheuristic, linking together mathematical programming with heuristics [35, 36] . CM is based on the use of an exact method applied to a subspace of the solution space of a specific problem. Given a hard optimization problem, let X be the feasible space and M be an exact method (in this paper AREMWS) that is inefficient for large instances of the problem but efficient for smaller ones.
CM defines a neighborhood, or corridor, built in consideration of the method M used to explore it: let x ∈X be a current solution, from which CM builds a neighborhood, N ( x ), that can be effectively explored by the method M. N ( x ) should be reasonably large and built in such a way that it could be explored in (pseudo) polynomial time using method M [37] . Typically, the corridor N ( x ) around a current solution is defined by imposing exogenous constraints on the original problem to identify a limited portion of the search space [38] .
Thus, as second proposal, MILP heuristics based on Corridor Method (BCM) are developed. All those heuristics are based on search iteratively in the neighborhood of the current solution.
The definition of the neighborhood
The constraints proposed for the implementation of N ( x ) are as follows:
-The number of connection and disconnection changes between the current solution and a neighbor is limited to a value L, as formulated in (18) and (19), respectively:
-It is not allowed to change the current flow directions: 
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-Connections between two points p and q in which the distance between them is larger than their break even distance, BED pq , are not allowed. BED pq is the distance with a connection cost equal to the maximum cost of electrifying individually points p or q. Thus, BED pq is an estimation of the break even distance that may worth to connect both points instead of electrifying one of them individually:
Constraints (18) and (19) define the corridor around the number of connection and disconnection changes. A preliminary computational experiment showed that these constraints do not reduce the solution space enough to be explored efficiently. Thus, we propose the additional constraints (20) - (22) in order to obtain a small enough neighborhood that can be explored within a practical time.
General scheme of the BCM heuristics
The pseudo-code of the developed BCM heuristics is presented above:
1: Apply ST1 of the RF heuristics (see Section 4.1.1) and let x be the obtained solution.
2: Local search process: While (not stopping criterion) do
Build the neighborhood ( ) N x by imposing constraints (18) to (22) to AREMWS.
Solve AREMWS (without relaxing any variable) and return the new current solution, x . end while
Stopping criterion occurs when the current solution does not improve or a time limit is attained.
Proposed BCM heuristics
Four BCM heuristics are proposed as a result of the relaxation options R1 to R4, introduced in Section 4.1.2, used to achieve a first solution in order to start the local search process. We denote by BCMa as the heuristic with relax option Ra (a = 1,…,4). Finally, the parameters 1 BCM T and 2 BCM T are defined as the maximum resolution time at steps 1 (initial solution) and 2 (local search) of the algorithm, respectively.
Increasing Radius (IR) heuristics
The idea behind the iterative heuristics called Increasing Radius (IR) is shown as follows. At each iteration i, point i p ( ) i p D ∈ is selected and, starting from this point, a solution is constructed. The heuristics end when all demands points have been selected as starting points or a maximum computational time is achieved and the solution found with the least cost is returned.
To determine the point i p , we use Grid Generation Score (GGS) [29] defined as an index which evaluates outstanding resource potential (renewable energy potential in a specific site) in comparison with the surrounding points and the energy demand concentration around the point. Thus, we choose the demand point with the i-th highest GGS value.
The process to construct a solution (starting from point i p ) is also iterative and it is as follows. In the sequence, at each iteration j of the solution construction process, the surface of a sphere with centre at i p and radius ij Figure 2a ilustrates an example of the first iteration of a solution construction process, in which the small points represent the demand points, the grey circle is region INT i1 around point i p and the darkest area is region EXT ij . Iteratively, the radius of the sphere increases (from now on, expansion) until all the points of the instance are incorporated (i.e, the exterior region is void). At iteration j, AREMWS is solved with some variables relaxed and other variables fixed. The variables to relax are some of those associated to the points of the exterior region (EXT ij ). The variables to fix are some of associated to the 10 points of the interior region of the previous iteration (INT i,j-1 , where 0 i INT = ∅ ), and they are fixed with the values of the solution obtained with AREMWS at the previous iteration (i.e, iteration 1 − j ). The increase of the radius at each iteration j is determined by a parameter that indicates the number of points ( 0 np ) that are wanted to be added at each expansion. Thus, the expansion is determined by the incorporation of new 0 np points rather than a prefixed increment of the radius. Figure 2b illustrates an example of the second iteration of the solution construction process, in which the white circle is the "fixed" area. Note that 0 np is equal to 7 in the example shown in Figure 2 . 
General scheme of the IR heuristics
Recall that X is the set of integer (including binary) variables of AREMWS ( x X ∈ ) and N X = (see Section 4. be the number of variables to fix and the f th variable to fix, respectively.
The algorithm of the Increasing Radius heuristics is the following: 
Variables to relax
In order to define the set of variables to relax in the IR heuristics, the relaxing options (R1-R4) in the RF heuristics (Section 4.1.2) are also considered.
Variables to fix
In order to define the set of variables to fix in the IR heuristics, the fixing options (F1-F6) in the RF heuristics (Section 4.1.3) are also considered.
Proposed heuristics
Twenty four variants IR heuristics are proposed, arising from combining the four options of relaxation and the six options of fixation. Moreover, we define IRab (a=1,…,4; b=1,…,6) as the heuristic with the relaxation option Ra and the fixation option Fb.
The total maximum resolution time is T and the maximum time to construct solution i (let that time be called TC i ) is all the remaining time (i.e, TC i is T minus the time spent to construct the previous solutions). The maximum time to solve the relaxed AREWMS at each iteration j of the construction of solution i is the remaining time divided by 
Computational experiment
The instances of the computational experiment were randomly generated based on the characteristics of a real project in the Peruvian community of El Alumbre [8] , in the area of 3.5x3.5 km 2 in which the wind map was made. The wind resource map and the data of the energy generated with each type of turbine were calculated using WAsP [39] .
The main data of the electrical equipment considered in the project are summarized in Table 2 . Based on these characteristics, the set of testing instances was generated considering the different scenarios summarized in Table 3 . For each combination of scenarios (number of demand points, density, demand and wind potential), 5 instances were generated, giving a total of 10 x 2 x 2 x 2 x 5 = 400 instances.
The tests were carried out in a PC 3.16 GHz Intel Core 2 Duo E8500 with 3.46 GB of RAM. The algorithms were coded in C++ and the MILP models were solved with IBM ILOG CPLEX Optimizer 12.2. The time limit for all heuristics is set to 3600 seconds.
The proposed heuristics were first compared with a starighforward MILP-based heuristic, called henceforth AREMWS-1h, that consists in limiting AREMWS to 3600 seconds. Let this heuristic be called AREMWS-1h. Thirty two instances with 10 demand points are solved with AREMWS-1h before 3600 seconds (i.e, proven optimal solutions are achieved). For the remaining instances, no (proven) optimal solutions are obtained. Results achieved with the RF, BCM and IR heuristics and their parameter values are reported in Section 5.1, 5.2 and 5.3, respectively. In Section 5.4, the proposed heuristics are compared among them. All results are summarized in Tables 4, 5 and 6, where AI% and MI% are the average and maximum improvement (in %) with respect to the results of the heuristic AREMWS-1h, respectively.
The statistical significance of the results of the computational experiment was evaluated by the Paired t-test, which tests the mean difference between paired observations; with a significance level of 5%, using the Minitab 15.1 Statistical Software.
Results of the RF heuristics
The computational time for the RF heuristics is divided as follows: 1 RF T is set to 2700 seconds and 2 RF T is set to the remaining computational time (900 seconds). The reason is that a preliminary experiment showed that ST2 is quicker than ST1. Additionally, in order to accelerate ST1, the relative gap between the value of the cost function and its lower bound at this stage was limited to 25% for instances of 10 and 20 points. For instances bigger than 20 points (80% of total instances) a gap limit equal to 25% was not active in practice because computational time of ST1 run out with gaps bigger than 25%. Experiments made with greater gap limits (50% and 75%) showed worse results for all instances.
The best results were obtained with RF12, RF13 and RF14 heuristics, which are presented in Table 4 . As it can be seen, the three best RF heuristics obtain, on average, better solutions than AREMWS-1h, and the statistical test confirmed the differences with AREMWS-1h are significant. The average values of AI% obtained with RF14, RF12 and RF13 are 1.42, 1.19 and 0.42, respectively. Those heuristics give similar results to AREMWS-1h for instances up to 30 demand points. On the other hand, they obtain significantly better results than AREMWS-1h for larger instances, and especially for instances from 60 to 80 demand points. All three best RF heuristics relax variables xb pb , xi pi , xrs pr , xc pqc and xm p in their first stage ST1 and they differ in the second stage ST2. In particular, RF14, which is the best RF heuristic, fix only the existence of generators, with cost decreases up to 16% with respect to AREMWS-1h. 
The best results were obtained with BCM1 with L = 1, 2 and 5, which are presented in Table 5 . Their average values of AI% 0.25, 0.35 and 1.66, respectively. Therefore, the three best BCM heuristics obtain better solutions than AREMWS-1h, and the statistical test confirmed the differences are significant. As it can be seen, from 10 to 40 and for 100 demand points, AI% presents values lower than or near to 0, so AREMWS-1h performs better than or similar to the shown BCM heuristics. However, from 50 to 90 demand points a significant improvement of the BCM results is observed with AI% from around 1% to 6%. The best results are obtained with BCM1 heuristic and L=5 (that means relaxing option R1 and limit of connection and disconnection changes fixed at 5), with cost decreases up to 15%. 
Results for the IR heuristics
In this study, we take The best relax and fix options are R1 and F2, respectively, since the best results, shown in Table 6 , were obtained with IR12 setting 0 np to 40, 50 or 60. The obtained average values of AI% are 3.00, 3.36 and 2.83, respectively. Therefore, the three best IR heuristics obtain better solutions than AREMWS-1h, and the statistical test confirmed the differences are significant. Note that the values of AI% up to 0 np demand points is 0; the reason is that, in that case, the IR heuristics are equivalent to AREMWS-1h. From 60 to 100 demand points, a significant improvement of AI% is observed, specially when 0 np =50: on average, from almost 5% to almost 8 %. Moreover, when 0 np =50, the maximum improvement MI% is up to 20.31% Table 6 . 3 best results obtained with IR heuristics (compared with AREMWS-1h). 
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Comparison of the three types of heuristics
On average, the best results are obtained with an IR heuristic. Specifically, IR12 with 0 np =50 has an average AI% equal to 3.36.The statistical test confirmed IR12 with 0 np =50 obtain the best results and the differences with the other heuristics are significant.
Complementary, as results vary depending on the number of points of the instances, we would suggest the use of different heuristics depending on the size of the instance to solve, as summarized in Table 7 .
• From 10 to 30 and from 60 to 100 demand points. The best option is to apply IR12 with different values of parameter 0 np , whose value can be easily introduced by the user. • From 40 to 50 demand points. The best option is to apply RF14. 
Conclusions
This paper presents the problem of rural electrification project using wind and solar generation and the distribution of electricity by individual and microgrid systems. In order to solve the problem we design 3 type of heuristic methods based on a MILP model: Relax and Fix heuristics, heuristics based on Corridor Method and adhoc here named Increasing Radius heuristics. In all heuristics first the relaxed model is applied to obtain a base solution which is useful for reduce the search space. However, different strategies to reduce this space are used: in the Relax and Fix heuristics some groups of variables related with connections and/or generators in the microgrids are fixed; in the Corridor Method heuristics the number of total connections is limited, among other additional constraints; and in the Increasing Radius heuristics the connections and/or generators contained in an iteratively increasing geographic area are fixed. For each type of heuristic several options are developed and tested.
An extensive computational experiment is carried out with generated instances based on a real project and the main results of the different heuristics are showed and compared. First the best relaxation and fixation options within each type of algorithm is detected. Then the 3 types of heuristics are compared and concluded that the best heuristic to apply depends on the number of demand points of the instance to solve: for medium size instances we propose to use a Relax and Fix heuristic and for small and large instances we suggest to use Increasing Radius heuristics.
