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Abstract
Using cardiac computed tomography (CT), images of both the left and right ventricle
can be acquired. Potential findings of interest are for example enlarged ventricles or
inadequate pumping, which can be used for diagnosis. The analysis requires that the
ventricles are outlined, either manually or automatically. Automated segmentation
methods for clinical use exist for the left ventricle but not for the right ventricle.
Automated methods are necessary in clinical routine as manual outlining in hundreds
of images per patient is time consuming. Automated methods would also allow to
determine reference values for the right ventricle volume in CT images which cur-
rently is missing. Therefore, the purpose of the thesis was to develop and validate an
automated method to segment the right ventricle.
In this thesis an active shape model is implemented and validated for automatic seg-
mentation of the right ventricle in cardiac CT images. The model was trained on
sixty subjects who all underwent a magnetic resonance (MR) examination and had
their left and right ventricles manually outlined by experts.
Validation was performed on patients with varying image quality from the Heart
and Lung-foundation founded SCAPIS research project. The developed method has
proven flexible enough to handle the many shapes of the right ventricle also in images
with suboptimal quality. The algorithm will be implemented in the first version of
the clinical software Segment CT provided by Medviso AB.

vPopula¨rvetenskaplig sammanfattning
Denna mastersuppsats tar fram en metod fo¨r att automatiskt hitta och rita ut ho¨ger
hja¨rtkammare i datortomografibilder. Hja¨rtat a¨r ett av kroppens mest vitala organ
da¨r en liten sto¨rning kan leda till o¨desdigra konsekvenser. Med detta i a˚tanke a¨r det
inte konstigt att hja¨rt- och ka¨rlsjukdomar a¨r den vanligaste do¨dsorsaken i va¨rlden.
Det a¨r p˚a grund av detta som forskningsprojekt likt SCAPIS har vuxit fram da¨r
flera av de sto¨rsta sjukhusen i Sverige samarbetar fo¨r att bygga upp en kunskapsbank
i fo¨rhoppning att hitta marko¨rer som leder till framtida sjukdomar. D˚a SCAPIS-
projektet g˚ar ut p˚a att l˚ata personer genomg˚ar diverse underso¨kningar varav en a¨r
datortomografi da¨r hundratals bilder av hja¨rtat samlas in s˚a finns det stora ma¨ngder
data att arbeta sig igenom.
I denna datortomografiunderso¨kning s˚a injiceras ett kontrasta¨mne i patienten som
go¨r att olika va¨vnader i kroppen f˚ar olika kontrast och da¨rmed kan avbildas. Bilderna
samlas in i flera tv˚adimensionella skikt som tillsammans ger en tredimensionell volym
av hja¨rtat. Denna volym kan sedan analyseras i datorprogram fo¨r att sta¨lla diagnoser
p˚a patienten.
Att manuellt utlinjera varje del av hja¨rtat och f˚a fram dessa volymerna a¨r otroligt
tidskra¨vande och resultatet blir dessutom subjektivt. SCAPIS projektet siktar p˚a att
inkludera tusentals patienter vilket betyder att det kommer finnas fo¨r mycket data
fo¨r att hinna g˚a igenom allt inom rimlig tid. Det finns redan program s˚a som Seg-
ment som har funktioner att automatiskt hitta och rita ut va¨nster hja¨rtkammare i
dessa datortomografibilder men det finns ingen funktion fo¨r ho¨ger kammare. Genom
att skapa ett verktyg fo¨r att snabbt kunna ta fram den efterso¨kta volymen kan tid
ista¨llet la¨ggas p˚a patienternas va¨lma˚ende.
Algoritmen anva¨nder sig av en s˚a kallad ”active shape model” vilket a¨r en modell som
byggs upp genom tra¨ning av redan segmenterade patienter da¨r likheter och olikheter
mellan olika ho¨gerkammare samlas in. Genom att sedan placera en form i bilden
som underso¨ks kan modellen deformera sig sja¨lv tills den n˚att den efterso¨kta formen
och en ho¨gerkammare a¨r funnen. Programmet a¨r begra¨nsat till att enbart so¨ka i den
tidsfas d˚a kammaren a¨r som sto¨rst, och har dessutom som krav att va¨nster kammare
redan m˚aste vara utlinjerad.
Validering utfo¨rdes p˚a tretton patienter. Bildkvalite´n varierade och patienterna valdes
ut fo¨r att f˚a en ja¨mn spridning av storleken p˚a ho¨ger kammare. Tre metoder anva¨ndes
fo¨r att validera resultaten vilket gav en bild av vilka styrkor och svagheter algoritmen
har. Resultaten visar att den fo¨reslagna metoden fungerar va¨l och segmenteringarna
motsvarar de som blivit manuellt utlinjerade.
Slutsatsen a¨r att algoritmen fungerar va¨l fo¨r att automatiskt detektera och rita ho¨ger
hja¨rtkammare i datortomografibilder fo¨r en tidsfas. Resultatet a¨r ja¨mfo¨rbart med det
utfo¨rt av en la¨kare och flexibiliteten i programmet tycks vara stor. Dock finns da¨r
utrymme fo¨r fo¨rba¨ttringar som bo¨r implementeras innan programmet bo¨rjar anva¨ndas
kommersiellt.
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Chapter 1
Introduction
In 1628 William Harvey came to the conclusion that the heart was a pump and the
blood circulated the body which laid the foundation of todays understanding of the
heart [1]. However, Harvey did not answer all of the questions, for an example he never
understood the function of the septum as he believed that blood perfused through it.
We have come a long way since 1628 and our knowledge about the heart has grown
immensely. However, there are still many unanswered questions, which researchers
all over the world are working to solve. With todays technology and different imag-
ing modalities we have taken major leaps in our understanding of the cardiovascular
system, as it is now possible to see the inside of a body without opening it up. This
technology has only been available for around 20-30 years.
Few research groups have such a close cooperation between doctors and engineers
as the Lund Cardiac MR group at Lund University and Sk˚anes University Hospital.
Doctors come with needs and requests to the engineers who turn them into functions
available in the image analysis software Segment, allowing the group to continue their
research and venture into new research fields otherwise off limits.
The most common cause of death in Sweden is cardiovascular diseases as around 37%
of deaths comes from this cause [2]. Therefore, there is a need for better understand-
ing of the human heart and disease prevention. One such concentrated example of
national effort is SCAPIS, a large research study involving 30000 individuals aimed
to find early risk markers of cardiovascular disease [3]. For each subject a CT scan
will be performed resulting in millions of images. Manual analysis of all these images
is not feasible. These amount of images requires automatic segmentation methods as
countless hours would have to be spent to manually outline the important parts of
the heart wasting the doctors’ time and jeopardising human lives. It already exist
methods to segment the ventricles in CT images but the quality for the right ventricle
is too poor to be useful. Due to this need doctors and companies have requested an
algorithm to automatically segment the right ventricle in cardiac CT images and this
is the reason I was offered a chance to do my thesis at Medviso.
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Background
2.1 Human heart
Figure 2.1: The heart, with all four-chambers. The arrows indicate the direction of
the blood flow through the system.
3
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The heart is a muscle placed approximately in the middle of the chest angled slightly
to the left, pumping blood to every part of the body. The blood transports oxygen
and nutrients to all living cells, at the same time transporting various waste prod-
ucts to the liver and kidneys. The human heart is called a four-chamber heart which
means that it consists of four cavities as opposed to for instance fish whose hearts
consists only of two chambers [4]. The right side of the heart is composed of the
right ventricle together with the right atrium, and the left side of the left counter-
parts. Between the atriums and the chambers goes the atrio-ventricular plane which
defines where the atrium ends and the chamber begins. The bottom point of the
heart is called the apex which is used to tell segmentation algorithms where the heart
begins or ends. The top part of the heart is usually referred to as the basal part
and the bottom part is referred to as the apical part. The walls of the heart consist
of many different parts but the ones of importance for this thesis is the epi- and en-
docardium, which can be explained as the outer and inner surfaces of the heart muscle.
A healthy heart pumps the blood in only one direction with the help of valves. These
valves open and close with the blood flow and thus keeps the blood from flowing
backwards. During a heartbeat the heart goes through a couple of phases. The two
most important ones for this thesis are end-diastole and end-systole, these two phases
represents when the heart has its largest and smallest volumes respectively. The main
focus in this thesis will be on the end-diastolic volume.
The right side of the heart takes care of the blood coming back from the body and
sends it towards the lungs to get oxygenated. The blood first enters the right atrium
where it later flows into the right chamber, where it pumps out into the pulmonary
vein and to the lungs. This circuit from the right side of the heart to the lungs is
called the pulmonary circuit and can be seen in Figure 2.1 as the blue parts. The
blood continues to flow from the lungs to the left side of the heart where the same
blood process takes place with the atrium and chamber pumping out into the entire
body. This larger circuit is instead called the systemic circuit and involves every
single part of the human body and can be seen in Figure 2.1 as the red parts.
2.2 Cardiac imaging
Figure 2.2: The three image
planes of the body. A CT scan-
ner takes images in the transversal
plane viewed from the feet up.
There are several different image modalities avail-
able to depict the human cardiovascular system,
which gives the doctors means of viewing the
heart without the need to open anybody up. Two
of them used in this thesis are MR and CT. These
images are usually taken in the transversal plane
in the direction from head to feet, the different
imaging planes are illustrated in Figure 2.2. To
get a better view of the heart the image volume
is reformatted to instead show the heart along
its own axis. This can be done in two ways; the
long- or short-axis view. The short-axis view is
the one used in this thesis. An example of both
the short- and long-axis view can be seen in Fig-
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ure 2.3 where the short-axis image is in the left panel and the long-axis is in the right
panel.
Figure 2.3: In the left panel is a short-axis view of the heart and in the right panel is
a long-axis view.
In CT images the image resolution is close to isotropic, and it is possible to reconstruct
the original image volume displaying the heart from any direction. The rationale for
standard projections is to help the doctor with the orientation and standardise the
image review process. The short-axis stack provides a good view of both ventricles
without any major information loss. Cutting along the short or long axis effectively
displays the whole ventricle throughout the image volume.
2.2.1 CT scanner
A CT scanner can create detailed three-dimensional volumes of the inside of the hu-
man body without the need of surgery. By shooting X-rays through the patient and
collecting them as they exit, a computer is able to construct an image of the inside
of the body. A more detailed description of this process would be that a sun feather
shaped X-ray beam is sent through the body. The detector on the other side catches
the beams and measures their intensity. This setup can be seen in Figure 2.4.
Depending on what tissue the beams go through they get attenuated to various de-
grees. It is the density of the tissue that determines how much the rays are weakened
and with this information a computer can calculate what kind of tissue a beam has
travelled through. By rotating the source and detector the computer receives infor-
mation about the attenuation from many different angles. With all of this information
the computer is able to put all the pieces together and create a very detailed image
[5]. By performing this procedure at different locations along the transversal plane
of the body, a three-dimensional volume is created. The invention of the CT scanner
was awarded the Nobel prize in Physiology or Medicine in 1979. The award was given
to Godfrey Hounsfield and Allan Cormack for the development of computer assisted
tomography [6].
The information from the scanner is difficult to understand and consists of so called
“sinograms” which are multiple sinusoidal functions grouped together. This is the
main reason why a computer is used, to turn the sinograms into an intensity based
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Figure 2.4: A CT scanner without its hull. The detector and the source of the
radiation is clearly marked.
image. The intensity in turn is based upon what is called a Hounsfield scale, which
translates the attenuation of the rays into intensity. Some standard values from this
scale are water with a value of 0, air with a value of -1000 and bone at around 1000
[5]. With the knowledge that different substances get different values it is possible
to create contrast agents that have unique Hounsfield values making them easy to
distinguish. With the help of “windowing” it is possible to only display certain values
on the Hounsfield scale making these unique values very easy to spot or stand out
from the rest.
CT scans gives ionising radiation which is known to increase the risk of developing
cancer. Therefore it has to be used with caution and where benefit outweighs risk.
Depending on what kind of scan the patient needs, the radiation levels are different.
Some basic examinations like a scan of your arm exposes you to around 0.1mSv where
as a full body scan can expose you to 10mSv or more [7]. This can be compared to
the constant background radiation where people in Sweden get exposed to around
1mSv every year [8].
An images obtained through a CT scan can be seen in Figure 2.5. It is possible to see
how the computer translates the different Hounsfield values to intensities and that the
attenuation affects the outcome of the image. For example the lung which surrounds
the heart, is more or less black as the air inside it does not attenuate the rays.
2.3 Image segmentation
Image segmentation can be explained as when different objects in an image are found
and outlined and is used in softwares that tries to for example recognise faces and
track objects. In this thesis I am interested in identifying and segmenting the right
ventricle.
The CT images are often very dark and the ventricles are hard to identify before
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Figure 2.5: An image directly from the CT scanner before windowed to highlight
certain tissue.
windowed. Figure 2.6 shows a patient where the contrast between ventricle and sur-
rounding tissue is very good and another patient where a contrast gradient is present.
The gradient comes from the fact that the transversal image slices are taken at sepa-
rate time points leading to the possibility of different concentrations of contrast agent
present in the ventricles. This gives rise to the effect of the ventricle to be brighter at
the top and darker at the bottom which can be seen in the right panel of Figure 2.6. It
is brighter at the top because the contrast agent have by the time the lower pictures
are taken the agent has become more distributed in the blood or they might have
missed to moment when the agent was present in the ventricle.
Figure 2.7 shows an image from a stack with poor contrast where a successful seg-
mentation would be challenging. It is very difficult to see where the segmentation is
supposed to be which makes it an even bigger challenge for the computer. A rule of
thumb is that if a human is not able to see the border then a computer would not see
any either. As seen from the Figures 2.6 and 2.7 a segmentation algorithm needs to
be flexible enough to perform well in every situation.
The typical shape of the LV is close to a circle. The shape of the RV is more of an
eggplant. This is seen in Figure 2.8. Where the red and green lines defines the LV en-
docardium and epicardium respectively, and the magenta line is the RV endocardium.
The right ventricle epicardium is usually too thin to be visible in the image and is
therefore not outlined.
A rule of thumb for where the segmentation is supposed to be is at an edge, and the
intensity on either side of the border should be different. Sometimes something called
8 CHAPTER 2. BACKGROUND
Figure 2.6: Left panel: image with a high contrast between ventricle and surrounding
tissue. Right panel: an image with lower contrast and with an intensity gradient
present.
Figure 2.7: Patient with low contrast between the right ventricle and surrounding
tissue making automatic segmentation challenging.
trabecular and papilaries exists inside the ventricles, which can be seen in Figure 2.8
as dark spots within the blood pool that may or may not be connected to the ven-
tricular walls. The papilaries are muscle columns inside the ventricles and are a cause
of problems for segmentation algorithms [7]. The LV segmentation algorithm in Seg-
ment works to include the trabecular and the papilaries in the segmentation since this
is the reference standard process. The volume error introduced by this approach is
small enough compared to the time saved segmenting around them. A second reason
for including them is because some research is based on the wall thickness which then
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Figure 2.8: Manual segmentation of both left ventricle (seen in red and green) and
right ventricle (seen in magenta).
needs to be consistent and not vary as it otherwise would. In the basal slices where
the atrium, pulmonary and aortic valve are present the segmentation becomes prob-
lematic and will in many cases introduce errors. The errors will be introduced due to
the fact that during the transition from RV to pulmonary vein some invisible borders
are present. An example of a basal slice is given in Figure 2.9. This image illustrates
that it is hard for an untrained person to understand why the manual segmentation
is drawn like it is.
To get an understanding of where the border is supposed to go, the anatomy of the
heart becomes very important. Even with a great understanding of the human heart
many doctors draw the line based on feeling rather than distinct image properties,
which is challenging to replicate in a computer algorithm.
2.4 Medviso & Segment software
Medviso was founded in 2007 by Einar Heiberg as a spinn-off to his research in the
Lund Cardiac MR group. During the lifetime the company has grown to exist of
five employees of which two works full time. The basis of the company is the freely
available research software Segment [16]. This software is freely available for research,
but not for clinical use. Medviso sells two clinical versions, one called Segment CMR
and one called Segment CT, for cardiac CMR and for cardiac CT use, respectively.
The software packages share the same platform. Thereby algorithms can be reachable
from every alteration of the software.
10 CHAPTER 2. BACKGROUND
Figure 2.9: Illustration of a basal short-axis CT image with a manual segmentation.
There are ”invisible” borders present at the top and bottom of the RV making the
segmentation increasingly problematic for an automated segmentation algorithm.
Segment have the ability to automatically segment important parts of the heart,
such as left ventricle in MR and CT images, and scar tissue after an infarct in MR
images. Two of these functions are used in this thesis, the reformatting wizard and the
automatic LV segmentation. Heiberg developed the base of the software and during
the years several master’s students and PhD students have continued to expand it.
Medviso now has a research user base in 74 countries with one or two publications
per week and four to five downloads daily.
2.5 Segmentation methods
Four of the most relevant image segmentation methods to use for this type of prob-
lem would be watershed, expectation maximisation algorithm, active snake and active
shape model. One of the bigger challenges with this task is the shape of the RV and
its variations. In most of the slices the right ventricle has the shape of an eggplant
as previously mentioned. The most apical slices can on the other hand take many
different shapes, one common being that of a shovel head. A part from the invisi-
ble borders the shape will in the more basal slices resemble the round shape of the
pulmonary vein. Therefore the chosen method must be able to handle many shape
variations and sizes. Another challenge would be the noise, low contrast and some-
times poor image quality that may result uncertain borders as some images might
not have an abrupt edge but instead have a slow decrease in intensity. These kinds
of borders require a lot of the method where some are better than others to handle
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smoothed out edges. The intensities inside the ventricle can be very bright and at
times very dark while still having sufficiently strong edges. This means an intensity
dependent method would fail, as it must be able to handle both brighter as well as
darker images.
2.5.1 Method 1: Watershed
The watershed method uses edges and gradients to create basins that will work as
“water tanks”. The method basically divides the image into a number of basins
and peaks and then continues to pour water onto the image, filling up the basins,
explaining the name watershed. If the water lands on an edge or close to it, it will
work just as in nature, the water will pour downwards along the gradient and gather
at the bottom [11]. After a while some basins will fill up and the water will pour over
the edges combining the two areas into one large one. When the water stops pouring
the segmentation is complete and one of the remaining water filled basins would then
hopefully be the right ventricle. The main problem with this method is the poor noise
and weak edge handling. Weak edges would lead to areas being merged prematurely
which in the end would lead to an incorrect segmentation. The noise and the earlier
mentioned trabecular in the ventricle will introduce edges which might create many
more basins. These problems combined make this method too unreliable and was
therefore not chosen for this thesis.
2.5.2 Method 2: EM algorithm
The EM algorithm is widely used in left ventricle segmentation algorithms for MR im-
ages [17]. Unfortunately the results are not equally good for CT images. The method
groups pixels together according to their intensity by calculating the probability for
which group the pixels belong to. Each iteration of the algorithm consists of two steps,
one estimation step and one maximisation step [12]. By doing so for every pixel, the
image becomes segmented as every pixel in a group obtains the same number. While
this method was evaluated the results showed problems differentiating between right
ventricle and surrounding tissue in images with low contrast. The method was too
unreliable for use in this thesis. A reason the method works for MR images might be
due to the fact that the contrast is more equivalent between images.
2.5.3 Method 3: Active Snake
The active snake uses an energy image to propagate and to find its final shape, where
the energy image is translated from the edges, intensities and gradients in the original
image [13]. These energy values work as forces pulling, pushing and stretching the
snake, effectively deforming it. While the energies are large enough the snake will keep
on stretching and deforming until most of it is placed where the energy is close to zero.
The method has the possibility to take any shape making it extremely flexible but
with some setbacks. The energy image is very edge and gradient dependent, making
images with somewhat smooth edges difficult. Trabeculas can introduce strong edges
in the middle of the ventricle, which can result in an unsuccessful segmentation. While
this method is a very strong candidate it is considered too flexible and is therefore
not the method chosen for this task.
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2.5.4 Method 4: Active Shape Model
The active snake and the active shape model (ASM) are in many aspects very alike.
A shape is placed in the image, and depending on specific image properties, deformed.
The major difference between the active snake and the ASM is what makes the shapes
deform. The ASM ”sees” the shape that it is supposed to take on but can only make
changes after a set of pre-learned properties [9]. When the model is built it needs to
be trained on as many true shapes as possible so that it learns all the different ways
the object may look like. From this process the model learns what differences the
shapes have and therefore what changes to make to look one way or the other. This
limits the method from taking any possible shape, which is both good and bad for
this task. If the algorithm fails in a previous step and the wanted shape is malformed
the model can “save” the situation by limit the level of error introduced merely by the
fact that it is not able to take the proposed shape. If on the other hand the wanted
shape is correct but differs largely from the ones that the model is trained on it can
unfortunately fail in taking the right shape. The latter problem can be fixed in a post
deformation process if the errors are small enough. Having multiple ways of finding
the final shape combined with the fact that the model is trained on a large number of
other ventricles makes this the method of choice. The following section will go trough
the active shape model; how it works and its limitations.
2.6 Active Shape Model in detail
For the ASM to work it first needs training. This is achieved by collecting RV shapes,
where enough sampels are needed so as many different shape variations are covered.
The more training shapes used the more likely it is that the model is able to take
the sought after shape. Unfortunately the hospital did not have enough hand drawn
shapes from CT examinations and therefore the training had to be done with man-
ually outlined shapes from MR. Even though the images can be very different the
shapes of the RV are the same in both MR and CT. Therefore this method would
still be able to work in either case.
The collected shapes are first to be aligned and resampled so that each point corre-
sponds to the same location on the ventricle shape. This is of high importance since
the location of point number one must be the same for all patients in all shapes. The
alignment includes translation, rotation and scaling for each slice, meaning a shape
from the top of the heart is not to be aligned with one from the bottom. When all
shapes are aligned the mean shape for each slice is calculated. The next step is to cre-
ate the so called ”transformation matrix”. This is the matrix that contains all shape
variations and will be used to determine future deformations. To create the matrix the
differences between the shapes needs to be found, which is achieved with Equation 2.1.
dxi = xi − xm (2.1)
Where dxi is the difference vector, xm is the mean shape and xi is the training
shapes. Each vector dx is composed of the difference in both x and y direction such
that dx = [xi1 − xm1,xi2 − xm2, . . . ,xin − xmn,yi1 − ym1, . . . ,yin − ymn]. These
difference vectors are then used to create the covariance matrix S with Equation 2.2.
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S =
1
N
N∑
i=1
dxidx
T
i (2.2)
It is from the covariance matrix S that the transformation matrix is extracted, this
is done by principle component analysis. PCA can be seen as fitting a n-dimensional
ellipsoid to the data. The axis of the ellipsoid represents the principal components.
The magnitude of the axels are determined from the variation in the data, where
a small variation corresponds to a smaller axis [10]. From the PCA two things are
found; one is the transformation matrix, which consists of the eigenvectors of the co-
variance matrix, the second one being the eigenvalues of the same. The eigenvectors
that make up the covariance matrix are ordered from the most significant to the least
which can be seen in the eigenvalues as well where the largest eigenvalue corresponds
to the most significant eigenvector. It is the eigenvectors that determines in what way
a shape is able to deform and it is the eigenvalues that determine the magnitude of the
deformation. In the three plots seen in Figure 2.12 the three most significant changes
are shown, illustrating how each eigenvector corresponds to one kind of deformation.
From Figure 2.12 it can be seen that the first eigenvector describes the over all thick-
ness of the shape. The second vector instead seem to describe the thickness of the
top part while the third vector describes the lower thickness.
With the help of the eigenvectors in the transformation matrix any shape in the train-
ing set can be approximated with Equation 2.3.
x ≈ xm + Ptbt (2.3)
Where Pt is the t first eigenvectors and bt is appropriate weights for each of the
eigenvectors. Only a part of the transformation matrix is used because it can be
reduced while still being able to sufficiently well approximate the shapes. As shown
in Figure 2.12 the eigenvectors define different kinds of changes in the shapes and
the eigenvalues determines how significant those changes are. This means that the
vectors with very small eigenvalues are more or less useless and if investigated more
thoroughly would show that those vectors governs merely over ”noise movements”
and therefore does not have to be taken in consideration. The significance of the
vectors can be seen in Figure 2.10 where the eigenvalues are plotted. It can be seen
that the values quickly becomes close to zero and only a few vectors are truly needed
to make a good approximation.
It is Equation 2.3 that will be used in the segmentation, where the mean shape and
the transformation matrix is known. The only thing left to find are the weights.
These are calculated from the change needed to move a point from one location to
another as illustrated in Figure 2.11.
If the difference between the mean shape and RV from the image is calculated for
every point along the mean shape, the weights, bt, can be found with Equation 2.4.
bt = P
T
t dx (2.4)
Where dx is the difference vector between the mean shape and the RV from the image
and Pt is the projection basis. The weights should be limited. Cootes et. al. suggests
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the limits set in Equation 2.5 [9].
−3
√
λt ≤ bt ≤ 3
√
λt (2.5)
Where they argue that most of the population lies within three standard deviations
of the mean.
After the deformation has been applied the new difference is calculated and the steps
repeated. This process is iterated until convergence or until a set number of iterations
has been done.
Figure 2.10: Illustration of the magnitude of the eigenvalues from the PCA. The left
panel shows all the eigenvalues and the right panel only shows the first ten values.
Figure 2.11: Points from the segmentation right outside the image boundary. The
images are taken from Cootes et. al. paper [9].
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Figure 2.12: The results after three different eigenvectors are added and subtracted
from the mean shape showing how each vector affects the shape. Blue is the original
mean shape, red is the mean shape with the eigenvector subtracted and green is the
mean shape with the same eigenvector added.
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Chapter 3
Aim
The aim of this thesis is to create an algorithm that automatically can segment the
right ventricle in one time frame in cardiac CT images.
To be able to use the algorithm in clinical routine the segmentation needs to be fast
and the result close to those manually segmented. The validation should provide
a mean Dice So¨rensen coefficient above 90% with manual segmentation by trained
physicians as the reference standard. The goal is to have an algorithm which provides
results within a maximum of 30 seconds. The segmentation algorithm is not allowed
to fail for any validation patient, all patients must provide result that can be consid-
ered correct.
To summarise the main goals are the following.
• Design an automated algorithm to segment the right ventricle in cardiac CT
images.
• The results must be successful in one time frame, the end-diastole.
• Results should provide a mean Dice So¨rensen Coefficient above 90% with seg-
mentations visually comparable to those manually outlined by trained physi-
cians.
• The computational time must be reasonable for clinical use.
• The algorithm must be able to produce satisfying results for all validation pa-
tients.
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Chapter 4
Method
4.1 Image data
4.1.1 Training set
The patients used for the training phase were all part of another research project
where MR images were acquired. A trained observers manually outlined the left and
right ventricle in the images for both the end-diastole and end-systole. The training
set consists of sixty subjects. I have manually placed two markers in every short-
axis slice of every patient to be used in the training process. Those markers were
placed at the RV insertion points locations of the right ventricle and are illustrated
in Figure 4.1. From these points the training algorithm extracted information such
as, what is top and bottom of the shape and how the right ventricle is attached to
the left ventricle.
Figure 4.1: A short-axis MR image where the right ventricle insertion points are
marked in white and labeled ”RV insertion”.
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Details about the subjects included in the training set is presented in Table A.1 in
Appendix A. The majority of the subjects were male (two thirds). The average age
for the male population was 42 and the average right ventricular volume was 221 ml.
For the female patients the average age were 45 and the average right ventricular
volume was 168 ml.
In the next section the patients used for validation will be presented whose images
were acquired by a CT scanner. It can be noted that the average volume will differ
quite much between the training and validation population. The reason behind this
is that it is a different patient population with different age, physical shape etc.
4.1.2 Validation patients
I got the patients used for validation from Medviso and from the research database at
Sk˚anes University Hospital, Lund. 13 patients were chosen to be part of the validation
study. The inclusion criteria were the following.
• A human should be able to see the borders.
• They were chosen to give a variety of sizes.
• There should be approximately as many males as females.
Some details about the patients can be found in Table 4.1 where information such as
age, sex and manually segmented volume of the right ventricle is present.
Patient Manual ref. Sex Age Size of RV
number volume [ml] [Male/Female] [years] [L/N/S]
1 158 F 62 N
2 148 M 68 N
3 124 F 81 N
4 280 M 55 L
5 199 M 54 L
6 201 M 53 L
7 97 F 64 S
8 135 F 50 N
9 173 M 64 N
10 109 M 60 S
11 73 F 62 S
12 206 M 53 L
13 114 F 64 S
Table 4.1: Information about the patients used for validation. L/N/S stands for
Large, Normal and Small and is an approximation of the RV volume.
Patients were chosen to give a good spread in heart size as I wanted to see if this
factor caused any problems for the algorithm. Large hearts can be considered the
ones with a volume at around 200 ml and above and small hearts around 100 ml and
below. It can then be seen from Table 4.1 that the validation patients include four
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that can be considered large and four small. A heart is not small or large just because
of the volume; the size and age of the owner has to be considered as well. An old lady
whose heart volume can be considered small might still have a normal sized heart for
her length, weight and age. For this study I will be looking at the volume and will
therefore consider hearts as large or small according to the actual volume of the right
ventricle and not normalised to the body size.
In most cases it is fairly easy to see where the segmentation should go and in the
other cases I had to learn from experts in the field. As mentioned before there are
certain rules of thumb, if followed, these gives you a hint of where to segment. The
easiest rule to follow is that the line is not supposed to have the same intensity on
both sides i.e. it should be placed on an edge. The second rule is to include tra-
becular in the segmentation. The previously mentioned “invisible walls” that were
draw on feel where they, according to the doctors, ”are supposed to be” will also
be neglected. Sometimes there are small and subtle indicators, other times there is
absolutely nothing and you have to rely on your feeling and knowledge of the hearts
anatomy to know where they are supposed to go.
As a first step the LV was automatically segmented, and corrected if necessary. There-
after the RV was manually outlined. The left ventricle epicardium is quite straight
forward because in the data chosen the right ventricle has great contrast which in
all of these cases means the LV has as well. This is usually the case, I have not
yet seen any patient with a bright right and a dark left ventricle. The left ventricle
endocardium on the other hand is more difficult to segment, I am still not able to do
it successfully from time to time. An example segmentation is shown in Figure 4.2
where left epi- and endocardium together with the right endocardium is outlined.
Figure 4.2: Manual segmentation of both left (green and red) and right (magenta)
ventricle in a CT image.
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The delineation of the hearts were initially made by me after which a physician looked
at it and corrected the segmentation if necessary. From this process I learned many of
the rules and other tips and tricks which for every patient increased my knowledge to
a degree where not much had to be changed in the last patient. This gave me much
valuable experience which I tried to implement in the algorithm.
4.2 Training phase
Figure 4.3 illustrates the steps in the automatic RV segmentation process.
Figure 4.3: Flowchart showing the training process for the RV segmentation algo-
rithm.
The training process of the algorithm starts by loading the first patient data then it
takes the segmented RV shapes and resamples them after manually placed RV inser-
tion points, which are the points illustrated in Figure 4.1. The algorithm resamples
the shapes so the first out of 80 points is the upper RV insertion point and the fol-
lowing points come in a clockwise order. This resample process is of high importance
since the shapes will be compared point wise, which implies that the same part of the
shape is compared to each other. After resampling, the shapes are interpolated to
contain equally many short-axis slices. These steps are completed for every patient in
the training set. The next step is for all RV shapes to be aligned to each other. This
is an iterative process that stops when convergence is reached. Starting by aligning
every RV shape to patient one’s shapes, alignment is achieved through procrustes
analysis where minimisation of Equation 4.1 is sought according to Reference [9].
Ej = (xi −M(sj, θj)[xj]− tj)TW(xi −M(sj, θj)[xj]− tj) (4.1)
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Where M(s, θ)[x] is a rotation by θ and a scaling by s and a translation by t according
to equation 4.2 and 4.3, respectively.
M(s, θ)
[
xjk
yjk
]
=
(
(s · cos(θ))xjk − (s · sin(θ))yjk
(s · cos(θ))xjk + (s · sin(θ))yjk
)
(4.2)
tj = (txj, tyj, . . . , txj, tyj)
T (4.3)
When every volume is aligned a mean volume is calculated and aligned to the first
patient to guarantee convergence. Then every volume is realigned to the newly aligned
mean. After this the process repeat itself as a new mean is calculated, aligned to the
first and then every other shape is aligned to the mean. This iterates until the change
in the mean is practically zero and convergence is achieved.
4.3 Reformatting wizard
The segmentation algorithm uses one point located in the center of the pulmonary
valve that needs to be manually placed by the user. This point is placed during the
reformatting phase when the original transversal image stack is converted to a short-
axis image stack. A first version of the reformatting wizard was already in place to
be used for the automatic LV segmentation. Some changes had to be made to the
existing reformatting wizard where both code and graphical user interface (GUI) el-
ements were added. These elements can be seen in Figure 4.4, where the new items
are circled red.
Figure 4.4: GUI of the reconstruction wizard. The parts added for the right ventricle
segmentation are circled red.
The points to be used in the RV segmentation are placed by shift left-click in the
image. A magenta dot is created so that the user can see the result. This point
location is used when the RV detaches from the LV and it becomes harder to use
the LV to find the RV. One button and one check box was added to the GUI for
the purpose of right ventricular segmentation. If the user wants to perform both
left and right ventricle segmentation directly after reconstruction both check boxes
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should be checked. The wizard will display a message asking the user if left ventricle
segmentation should be performed if just the right ventricle check box is checked.
The button with the text “Save point positions” was implemented for the scenario
where a user first performs left ventricle segmentation and then decides to do right
ventricular segmentation as well. Without the button the user would have to create
a new short-axis stack and redo the left ventricular segmentation before being able
to run the right ventricle segmentation. If pressed a new stack will not be created.
Instead the positions of the placed points will be saved. The button becomes active
after the user has placed the needed point to perform the segmentation.
4.4 Segmentation
Figure 4.5 illustrates the steps in the automatic RV segmentation process.
Figure 4.5: Flowchart showing the segmentation process of the algorithm.
4.4.1 Initialisation
The algorithm begins with an initialisation step where it checks that different criteria
are fulfilled. These are basic things, for example if the image stack to be segmented is
a short-axis stack and if a left ventricle segmentation exists, all things that needs to be
done before the algorithm starts. It finds which slices that contain right ventricle and
finds the specific slice where the RV detaches from the LV. This is done by looking at
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the left ventricular wall thickness, i.e. the distance between the epi- and endocardium.
The LV wall thickness becomes zero when the left ventricle transcends into the aorta.
This transition occurs at the same time as the RV transcends into the pulmonary vein
and therefore works as an indicator for detachment. This is illustrated in Figure 4.6
where the left ventricle starts to transcend into aorta.
Figure 4.6: A basal slice where the RV is no longer attached to the LV. Instead it has
detached and become harder to find.
4.4.2 Interpolation and finding mean and standard deviation
When the algorithm knows how many slices it is supposed to segment it interpolates
the model from the training phase to the desired amount. Now the algorithm needs
to know approximately where the right ventricle is and what intensities the ventricle
contains. It then looks in three mid ventricular slices. The mean and the standard
deviation values are calculated by placing the mean shape in the picture and measure
the intensities it contains. The mean shape’s size is determined from the size it had
in the MR images and is resized to the correct resolution. To increase the chances of
only searching within the ventricle and not in the surrounding tissue the shape’s size
is decrease to one half. To find the correct placement, the shape is rotated around the
left ventricle, while analysing the intensity within the RV shape for each step. The
location corresponding to maximum intensity is saved and used as the location of the
right ventricle. This process is illustrated in Figure 4.7 where the shape’s starting
position and the best placement can be seen. With the correct placement the mean
and std is calculated from the three slices.
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Figure 4.7: The best placement of the RV shape is found by letting a miniature shape
move around the left ventricle segmentation and search for the location corresponding
to maximum intensity within the RV shape. The dashed shape represents the starting
position and the continuos shape is where the maximum intensity was found.
4.4.3 Apply threshold and place model
This next part along with the following one are the most complicated and where the
most improvements can be made. In this step the initial right ventricle contour is
defined. The step starts by applying a threshold where every pixel with an intensity
lower than the mean value minus one std gets the value zero. Every pixel inside the
left ventricle segmentation is also set to zero, effectively making the image look like
the one in Figure 4.8. Then the size and placement of the shapes are calculated, the
same way as before.
4.4.4 Create deformation contour
To create the deformation contour the algorithm starts by labelling every pixel in the
image by the use of Matlabs “bwlabel” command. Every label besides the ones that
are included in the placed right ventricle shape is set to zero. This effectively removes
much or everything of the surrounding pixels that is not part of the RV. This process
results in an image as the one in Figure 4.9. The remaining objects are then merged
and smoothed by the use of dilation and erosion and the largest remaining object is
chosen.
In the slices where the transcendence to pulmonary vein are found the threshold
images in many cases contain more than one object, even after the dilate/erosion stage.
This is handled by the previously manually placed point from the reformatting wizard.
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Figure 4.8: Image after the threshold is applied. The right ventricle is clearly visible
as the light grey coherent object.
Figure 4.9: The image after ”bwlabel” has been applied and every other pixel is
removed.
This point is placed in the middle of the pulmonary valve, as seen in Figure 4.10. The
point thereby work as a guide to which of the objects belong to the right ventricle.
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The top most object can not always be used since there sometimes are small noise
objects left above the sought object. After this stage the algorithm has one contour
for every slice, meaning it has something to base its segmentation on.
Figure 4.10: The contour object is chosen from the pulmonary point placed in the
reformatting wizard. The point can be seen as a magenta star in the upper most
object.
4.4.5 Align contour with model
The mean shape from the trainer is now aligned to the contour. To make sure that
point one of the mean shape is aligned to point one of the contour and increase the
odds of a successful segmentation the contour is resampled. The alignment is per-
formed in an iterative scheme where point one of the mean shape is first aligned to
point one of the contour. Then point one of the mean shape is aligned to point two of
the contour and then point three and so on. The contour is then resampled so point
one belongs to the point which gave the best alignment with the mean shape’s point
one.
By taking the difference between the contour and the mean shape according to Equa-
tion 2.1 the covariance matrix is created with Equation 2.2. From the covariance
matrix some interesting facts can be obtained. In Figure 4.12 the matrix is illus-
trated and it is possible to see in what ways the shapes are different. The image is
divided into four quadrants where the top left describes the differences in the xx-axis
and the bottom right is the yy-axis.
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Figure 4.11: The shape to the left is the found contour (blue), the middle shape is
the mean shape (red) and to the right is both the shapes aligned to each other (blue
and red overlapped). The shapes have many similarities which suggests that it is the
right ventricle that has been found.
Figure 4.12: The covariance matrix S obtained through Equation 2.2. There are
larger differences present in the forth quadrant which corresponds to differences in
the yy-direction.
4.4.6 Deform model
The deformation process is iterative in the sense that convergence is sought after.
Convergence is reached when the sum of the weights bt is less than 10
−5 or when
iterated 50 times. As described in the background Section 2.6 the difference between
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the mean shape and the found contour is taken and used together with the trans-
formation matrix to generate a change in shape and create an approximation of the
sought shape. As also mentioned in the background only the most relevant parts
of the transformation matrix is used. I chose to use 20 % of it as not to risk loose
any valuable information this represents the 32 first eigenvalues that can be seen in
Figure 2.10.
4.4.7 Corrections
In the case where a segmentation fails and produce unrealistic shapes, several correc-
tions are applied. The first correction step is to ensure that the segmentation is inside
the image borders. The next correction search for outlier shapes, i.e. shapes localised
far away from the other shapes. The outlier shapes are then replaced by shapes from
the surrounding slices. This results in some errors but the removed shape’s error
would most likely have been larger.
The next correction check pixels just outside the found shape to see if there have been
any obvious mistakes made in the segmentation. To limit where to look the shape is
enlarged by the found normal for every point multiplied by two. The pixels that are
included in the segment between the shape and the new enlarged shape are classified
with a Gaussian pdf and a threshold is applied the result can be seen in Figure 4.13.
Figure 4.13: In the left panel it is possible to see the section where obvious mistakes
are sought after. The magenta line is the found RV segmentation, the red is the
found segmentation with added normals and the blue is with subtracted normals. In
the right panel the same section is visible but after the threshold has been applied.
The bright pixels most likely belong to the RV. The majority of the bright pixels are
between the magenta and the blue line meaning the algorithm has already included
them in the segmentation.
The shape tries to include as many bright pixels as possible without adding too many
dark ones. Movement inwards is hindered since errors were introduced during testing
where the shape had a tendency to shrink too much if that kind of movement was
allowed.
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The final correction is one for the section where left and right ventricle meet. It is
likely that the right ventricle segmentation has included some parts that are inside
the left ventricle or left a small gap between the two segmentations. This is corrected
by measuring the distance between the segmentations and moving the right ventricle
segmentation on top of the LV for parts where the distance is small enough.
4.4.8 Visualisation
The final step in the segmentation process is to visualise the result in the main in-
terface of Segment. These drawing and volume calculation functions were already
implemented in Segment.
4.5 Validation
Three error measures are used to validate the results. The first one is the volume
of the segmented right ventricle. This gives a global view of how well the algorithm
performed. However, this value can be misleading since there is no guarantee that
two volumes of equal size are the same, since volumes of the same size can be lo-
cated at completely different places. This problem is illustrated in Figure 4.14 where
the area of the red and blue objects is more or less the same but at different locations.
Figure 4.14: The blue object, with equal size but with a different location compared
to the red, illustrates the importance of validation methods including more than just
comparing the size of the segmented object.
The second error measure used is a point to curve calculation. This measure gives
the mean distance from the found curve to the sought curve. This value is found by
calculating the distance from each point on the found curve to each and every point
on the sought curve, taking the minimum distance for every point and then calcu-
lating the mean of all minimum distances. This value might not be entirely reliable
since the error measure can be very small due to a very small segmented object. The
problem is illustrated in Figure 4.15 where it can be seen that the result of the point
to curve calculation would be a small number but the segmentation is incorrect.
The last error measure used is called “Dice So¨rensen Coefficient” and is the one
who gives the most information about how well the segmentation corresponds to the
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Figure 4.15: If the found segmentation (violet circle) is small enough the point to curve
value might be small as well giving a false positive result of how the segmentation
went.
reference segmentation. The method calculates the volume of both the automatic seg-
mentation and the manually outlined and then it calculates the overlapping volume
between the two [18]. To get the result these volumes are put in Equation 4.4 which
gives a number between zero and one where one corresponds to complete overlap and
zero no overlap at all.
DCS =
2×Overlaping volume
Segmented volume + Manually outlined volume
(4.4)
Figure 4.16 shows an example segmentation where it is possible to see both of the
areas and the overlapping parts. The black area is the found segmentation, the white
is the manually outlined area and the light grey is the overlapping area.
Figure 4.16: Example of how the Dice coefficient is calculated. The black area is
the found segmentation, the white is the manually outlined and the light grey is the
overlapping area between the two segmentations.
These three error measures combined give a view of how well the algorithm has
performed and would also give a hint of possible error sources.
Chapter 5
Results
An example of the result in one patient is shown in Figure 5.1. It is possible to
see both the automatic segmentation (magenta) and the manually outlined volume
(cyan). In this particular patient the results are very good and there is no major
difference between the two shapes.
Figure 5.1: An example of how the results is displayed in Segment. The magenta
shape is the one found by the algorithm and the cyan shape is the manually outlined.
The complete results from the algorithm can be seen in Table 5.1 where the values
from the three validation methods are displayed.
Figure 5.2 shows the correlation between the volumes. It is possible to see how well
the algorithm handles different volume sizes over a range of volumes.
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Patient Manual ref. Segmented Volume Point to Dice
number volume volume difference curve value coefficient
[ml] [ml] [ml] [mm] [%]
1 158 150 -8 1.70 91
2 148 147 -1 1.01 95
3 124 121 -3 0.93 95
4 280 237 -43 3.47 90
5 199 199 0 0.90 96
6 201 225 +24 1.82 91
7 97 99 +2 0.67 96
8 135 138 +3 0.98 93
9 173 174 +1 1.16 93
10 109 115 +6 1.39 92
11 73 75 +2 0.73 95
12 206 197 -9 0.88 96
13 114 126 +12 1.18 90
Table 5.1: The complete results from the three error measures (volume difference,
point to curve and Dice So¨rensen coefficient).
Figure 5.2: Relationship between RV volume by the automatic segmentation and by
manual segmentation. There was a good agreement between automatic and manual
segmentation. The dashed line is the line of identity.
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In the Bland-Altman plot in Figure 5.3 it is possible to see that there is no bias
present and that only one patient would count as an outlier.
Figure 5.3: Relationship between RV volume by manual segmentation and difference
between automatic and manual segmentation. There was a good agreement between
the two segmentation methods. Only one patient is outside the limits of agreement
at ±2 std. The bias is located at 1.08
Figure 5.4 shows the spread in the Dice So¨rensen coefficient for the patients. It can
be noted that the lowest value obtained was 0.90 and the highest achieved was 0.96.
The mean of the coefficients is 0.93, which states a 93 % average agreement between
segmentation and manual delineation.
Figure 5.5 shows the spread in point to curve values for the patients. The plot includes
one outlier with the highest value of 3.47 mm and the lowest achieved value is 0.67
mm. The mean P2C value for the validation patiens was approximately 1.30 mm.
The patients with the highest and lowest point to curve values is not the same patients
with the lowest and highest Dice So¨rensen coefficients.
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Figure 5.4: Dice So¨rensen coefficient values for the RV segmentation. The minimum
value is 90 % and the maximum 96 % and the mean is approximately 93 %.
Figure 5.5: Point to curve values for the RV segmentation. The minimum value is
0.67 mm and the maximum 3.47 mm, the mean value is approximately 1.3 mm.
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5.1 Example segmentations
Figure 5.6 shows an example of where the algorithm “leaks” outside of the manual
segmentation into the surrounding tissue.The algorithm has failed to find the bottom
border and have therefore continued to grow downwards in an uncontrolled manner.
In this process it has “dragged” the top part with it making it difficult for it to reach
the top border and even more errors are introduced.
Figure 5.6: An example of an image where the automatic segmentation has failed.
”Leakage” of the segmentation has occurred in the lower part of the RV. Due to a
weak edge at the bottom of the RV. The cyan line represents the manual segmentation
and the magenta line represents the automatic segmentation.
Another patient can be seen in Figure 5.7 where there are two strong image gradients
present which may caused the algorithm to fail. Even though the image contains these
gradients the algorithm has performed well and managed to successfully segment the
ventricle.
The segmentation algorithm must handle trabecular and papilaries as they are very
common. The results from a patient with much trabecular can be seen in Figure 5.8.
It can be seen that the segmentation algorithm has successfully included the whole
ventricle and were not affected by the papilaries and trabeculation.
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Figure 5.7: Image with two gradients inside the RV. They can be seen as edges in
the RV blood pool. Even though the image can be considered bad the algorithm has
performed well and managed to produce a segmentation (magenta) that agrees well
with the manual segmentation (cyan).
Figure 5.8: An example of when the automatic segmentation (magenta) does resemble
the manually segmented (cyan) shape. The algorithm performs well even if the right
ventricle has trabeculation and papilaries. There are some strong edges inside the
ventricle which the algorithm successfully ignored.
Chapter 6
Discussion
The results showed that the algorithm works and can produce accurate segmentations.
It also indicates that there is room for improvement for low quality images as contrast
gradients or unclear borders will cause errors. Doctors strive for no more than 5%
variability when they manually outline patients, meaning if they segment the same
patient twice the resulting volumes should not differ more then 5%. Reaching such
a low variability in an algorithm is very challenging and is nothing I have managed
to do. Although the validation methods indicate that the algorithm does produce a
segmentation close to the reference regardless of image properties. The validation data
does include patients with good and bad quality images with and without trabecular
and should therefore be representative. The algorithm has also proven that it can
handle patients with varying heart sizes although the results were worse for the largest
of hearts. The algorithm works on a wide variety of cases while still having room for
improvement, I am satisfied with the results and consider the task completed and
my aims fulfilled. The developed right ventricular segmentation algorithm will be
implemented in the first version of the clinical software Segment CT provided by
Medviso.
6.1 Limitations
The first limitation is that my algorithm will require the left ventricle to already be
segmented. This is simply because I need something that tells the program where
to look. It most certainly is possible to do the task without this requirement, for an
example you could implement some manual input that gives you an idea of where the
ventricle is. But one of the main parts of Segment is to minimise the manual input
and rely on the programming skills of the developers. The requirement does make
sense from a clinical perspective since it is rare to only look at the RV and not the
LV. One problem with my limitation is that it makes the RV segmentation algorithm
dependent on good LV segmentation. If this is not fulfilled the results could easily
become unsatisfactory.
The second limitation is that the algorithm is concentrated on performing well in
one time frame, the end-diastole time frame. This limitation was added more or less
completely for time reasons. As I discussed in the Method section the program is
trained on shapes from end-diastole and is therefore optimised for that time frame.
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Still there is nothing that says it would not work on any other time frame because
the shapes are in many ways alike.
The third limitation is that the algorithm finds the object it wants to segment and
then tries to deform so it resembles it. What would have been a better solution would
be for the shape to look at its close surroundings for every iteration step. If there
is something just outside of it that it can claim to be RV it tries to move itself to
that location. By doing this the shape grows by small steps for every iteration and
errors such as leaking could be preventable. If enough points have found a border and
does not want to move they can hinder the movement of other neighbouring points
by reducing the constants bt.
6.2 Training set from CT
The difference between MR and CT images can be seen in Figure 6.1 where on the
left side a cardiac MR image is display and on the right the equivalent of CT images.
Figure 6.1: Comparison between MR and CT images. Left panel is a MR image and
right panel is a CT image. It can be seen that the CT image has a higher resolution
that the MR.
Gathering the shapes from CT scans could bring many opportunities for improve-
ments. This could open up for statistical methods to be used in the deformation
phase of the algorithm. One such method would be the Mahalanobis distance where
a vector is compared to a “truth” which tells the user their similarity [14]. This
method was tested during development but turned out unsuccessful as the difference
between the MR images and CT images are too big.
A similar solution would be to use the Active Appearance Model (AAM) also intro-
duced by Cootes and Taylor [15]. It works in many ways just like the shape model
but it adds the knowledge of the grey-level that the shape is taken from [15]. This
can be seen as an combination of the ASM and the Mahalanobis distance.
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Unfortunately the shifting nature of the CT image might render these methods useless.
Due to the fact that the CT images can be both bright and dark, contain difficult
to handle gradients and have different contrasts. The methods might work better
on MR images where the blood always have the same contrast and the gradients are
easier to handle.
6.3 Image gradients
I have already shown an image containing a contrast gradient and in Figure 6.2 is
another example.
Figure 6.2: An CT image with an intensity gradient present in the RV blood pool.
The way that my algorithm finds the mean and std intensities are not optimal. The
algorithm would benefit from a new method of doing this as my way can easily fail
and cause errors. When my algorithm looks for the location with maximum intensity
within the placed RV shape it will find the top of the RV since if a gradient is present
the top is brighter. This will cause the mean and std values to be false since much of
the darker parts of the RV will be missed. While this is one solution that I managed
to make work for the 13 validation patients there are better ways that would be more
reliable. One would be to construct a gradient plane which would keep track of the
image gradient. The intensity of every pixel in the image would be adjusted with
the help of this plane in a way that the gradient is removed. This method is used
in Segments LV algorithm for MR images as the presence of gradients there is much
larger.
For the gradient showed in Figure 5.7 in the results Section 5.1 the ”fix” would
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be much more difficult since the gradient is more of a total change in intensity. My
algorithm “ignores” this change by not having an upper boundary of which intensities
to include. Unfortunately this leads to other problems as there might be very bright
areas just outside the ventricle, which will then be included in the segmentation.
6.4 Future work
I have already mentioned a couple of areas where the algorithm can be improved and
in this section I will discuss why it might be a good idea to implement them. The first
thing I would like to mention is to make the segmentation algorithm time resolved,
as of now my algorithm only segments in one time frame. To implement complete
coverage of every time frame would not require large amounts of work.
The algorithm is in many ways written such that adding more time frames would
just be a change of parameter. The challenge with adding time frames would be
the shapes. If the shapes of the heart change when it enters other time frames the
algorithm could have problems segmenting the RV. The solution to this could be to
train the model on time resolved RV segmentations, including all slices and all time
frames. That way the algorithm has all the tools it needs to successfully segment the
RV in all time frames. Another way of hopefully achieve the same result would be
to only train the model on the end-diastole and end-systole time frames. From these
two time frames it would be possible to interpolate to get the time frames in between.
One problem that is more difficult to remove is the left ventricle requirement. My
algorithm uses the fact that it knows where the LV is and can use that knowledge
to find the RV. There are ways of removing this condition but most of them require
manual input instead. It could and maybe it ought to be solved by adding points
in the reformatting wizard. This is how the problem is solved for the LV and the
same solution would work for the RV as well. By placing points in the RV apex and
atrioventricular-plane the algorithm could from these points calculate the position of
the right ventricle and remove the requirement. A discussion should be had with the
physicians if they need this feature since it is rare to only look at the RV and not the
LV.
Chapter 7
Conclusion
In this thesis I have shown that it is possible to use an active shape model to success-
fully segment the right ventricle in cardiac CT images. The model is trained in sixty
subjects with manual RV segmentations in MR images. The proposed RV segmen-
tation method was validated in CT images from thirteen patients where the results
have been compared to manual segmentations in CT images outlined by trained pro-
fessionals. The patient with the worst segmentation resulted in an agreement of 90
% compared to the reference. The patient with the best segmentation resulted in an
agreement of 96 % compared to the reference. The developed algorithm will be imple-
mented in the first version of the clinical software Segment CT provided by Medviso.
While the segmentation method works there is still room for improvements, for ex-
ample the method could be trained on CT images instead of MR images as the use of
statistical methods could make the algorithm more reliable and stable. The algorithm
is only developed to work in one time frame but can easily be adjusted to work in all
or at least in the two most important, namely the end-diastole and end-systole. By
minor adjustments the algorithm could become able to fully segment the right ven-
tricle in all time frames. While the algorithm is not capable of this today it has given
a firm ground to stand on and gives a hint at what direction further development
should take.
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Appendix A
Subjects used for training
Table A.1 presents all patients used in the training process of the model. The infor-
mation is anonymised and does only contain information about right ventricle volume,
sex and age of the patients.
Table A.1: Information about the patients used for training the
model.
Patient Manual ref. Sex Age
number volume [ml] [Male/Female] [Years]
1 230 M 41
2 212 F 32
3 194 M 61
4 222 M 42
5 231 M 39
6 228 M 34
7 202 M 38
8 266 M 43
9 186 M 42
10 148 F 45
11 228 M 59
12 222 M 38
13 207 M 44
14 219 M 61
15 166 M 64
16 192 M 35
17 236 M 33
18 253 M 50
19 128 F 38
20 204 M 32
21 187 M 40
22 264 M 44
23 193 F 39
Continues on next page
45
46 APPENDIX A. SUBJECTS USED FOR TRAINING
Table A.1 – continued from previous page
Patient Manual ref. Sex Age
number volume [ml] [Male/Female] [Years]
24 144 F 58
25 214 F 34
26 216 F 51
27 207 M 37
28 227 M 34
29 161 M 63
30 221 M 43
31 138 F 58
32 163 F 62
33 302 M 32
34 180 F 32
35 220 M 46
36 266 M 37
37 115 F 74
38 189 F 36
39 163 F 35
40 169 F 32
41 207 M 35
42 208 M 33
43 197 M 32
44 161 F 29
45 198 M 48
46 162 F 52
47 256 M 39
48 153 F 43
49 249 M 32
50 212 M 29
51 249 M 43
52 309 M 29
53 163 F 65
54 221 M 54
55 175 F 33
56 144 M 59
57 205 M 53
58 193 M 36
59 178 F 42
60 243 M 31
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