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Nowadays the term ’sign problem’ is used to identify two different problems.
The ideas to overcome the first type of the ’sign problem’ of strongly oscillating complex valued
imtegrand in the Feynman path integrals comes from Picard-Lefschetz theory and a complex version
of Morse theory. The main idea is to select Lefschetz thimbles as the cycle approaching the critical
point at the path-integration, where the imaginary part of the complex action stays constant. Since
the imaginary part of the action is constant on each thimble, the sign problem disappears and the
integral can be calculated much more effectively. Here based on the Metropolis – Hastings algorithm
a new method of calculations of the integral of the strongly oscillating integrands has been prosed.
Some simple test calculation and comparison with available analytical results have been carried out.
The second type of the ’sign problem’ arises at studies Fermi systems by path integral approach
and is caused by the requirement of antisymmetrization of the real valued matrix elements of the
density matrix. An explicit analytical expression for effective pair pseudopotential in phase space
has been discussed in Wigner formulation of quantum mechanics. Obtained pseudopotential allow
to account for Fermi statistical effects as realizes the Pauli blocking of fermions due to the repulsion
between identical fermions, which prevents their occupation of same phase space cell. To test this
approach, calculations of the momentum distribution function of the ideal system of Fermi particles
have been presented over a wide range of momentum and degeneracy parameter.
PACS numbers: 03.65.- w, 05.10.Ln, 05.30.Fk, 2.38.Gc
Keywords: sign problems, path integrals, Lefschetz thimbles, Wigner functions
I. INTRODUCTION
One of the major difficulty for the Path Integral Monte Carlo (PIMC) simulation of the quantum systems of particles
is so called ’sign problem’. The major aim of this paper is to discussed the new effective Monte Carlo methods for
numerical simulations of path integrals with a sign problems as these methods can also provide a new perspectives
in path integration. Our aim is to consider techniques of universal character, providing insights to this problems.
However now a days the term ’sign problem’ is used to identify two different problems.
The first type of the ’sign problem’ arises in the Wigner and Feynman path integral formulation of quantum
mechanics and the finite density quantum chromodynamics, where a complex action does not give a real and positive
Boltzmann – like weight (for example, by the by the Wick rotation) to resort to the traditional Monte Carlo methods.
The so-called reweighting algorithm is highly ineffective when the imaginary part of the action becomes very large,
because one needs to take a sample from a configuration space, where the weights of nearby configurations have almost
the same amplitudes but very different phases.
There has been many proposals to circumvent the ’sign problem’. Basic possible approach to this problem is to
consider the variables, which are assumed to be real in the original formulation, to be complex and to extend the
cycle of path-integration to a complex space in order to achieve better convergence.
So long under the typical physical conditions the integrand is holomorphic in the new complex variables and the
final value of the path integral is unchanged by Cauchy’s theorem. Making use of the Picard-Lefschetz theory and a
complex version of Morse theory we can select the cycle approaching the saddle point at the path-integration, where
the imaginary part of the complex action stays constant (Lefschetz thimbles) [1, 2]. Since the imaginary part of
the action is constant on each thimble, the sign problem disappears and the integral can be calculated much more
effectively.
However, since different thimbles are strongly separated, one needs to develop method to incorporate contributions
from all relevant thimbles. To overcome this problem a natural choice is to use a gradient flow of action (described
below), starting from the original real space of integration and creating a new manifold at a finite flow time, which
is equivalent to the integration over original real space [3, 4]. In particular, when the flow time approaches infinity,
the new manifold is composed of Lefschetz thimbles. In practise, as long as the finite flow-time is large enough then
the ’sign problem’ will be alleviated, as integral turn into integrals of an oscillating function with decaying amplitude.
However reducing the amount of flow time may also reduce the effectiveness against the ’sign problem’ and the
multimodal problem simultaneously.
The alternative approach of sampling at calculation of the path-integrals on thimbles is based on the making use
2of the complexified Langevin equation [5–7]. Of course, application of the noise leads to departures from the thimble,
that accumulate and need to be corrected. Numerically, this procedure can be made stable.
Besides, the Langevin algorithm, other algorithms have been proposed: an Hybrid Monte Carlo algorithm [8], that
however is essentially as expensive as the Langevin algorithm; two Metropolis algorithms [3, 9] that are simpler and
faster, but have the risk of poor acceptance for large systems and an alternative algorithm [10] that ensures a control
of the thimble at the price of limited scalability.
In this work we present the new Metropolis – Hastings algorithm for searching critical points and subsequent
generation of the a Lefschetz thimbles. The algorithm allows to find critical points and to sample initial conditions for
downward flows from the different quarters or halfs of vicinity of the critical point. To increase efficiency of numerical
procedure we have separated the Markovian transition on the complex plane in two sub-steps: the proposal and the
acceptance-rejection. The proposal probability allow to propose a new state for given one. Here we are free in choosing
proposing probability as it affect only the efficiency of the sampling the main contribution to the integrals and does
not change the final result of calculations. The acceptance distribution is the conditional probability to accept/reject
the proposed state.
The integrals involved in our test calculations are one variable integrals and can be performed analytically or
independent numerically. However, it provides an interesting benchmark which can be seen as a limiting case of more
realistic path integrals. It is non-trivial from the point of view of a Monte Carlo integration. For comparison with
analytical results we present some calculations for the Airy function and some results on the Fourier transform of
basic 1D factors comprising the Wiener path integral representation of the Wigner function in phase space. It also
provides a case where different aspects of our approach can be clearly visualized.
The second type of the ’sign problem’ arises from the requirement of antisymmetrization of the matrix elements of
the fermion density matrix. A a result all thermodynamic quantities are presented as the sum of real valued terms
with alternating sign related to even and odd permutations and are equal to the small difference of two large numbers,
which are the sums of positive and negative terms. The numerical calculation in this case is severely hampered. To
overcome this issue a lot of approaches have been developed but the ’sign problem’ for strongly correlated fermions
has not been fully solved during the last fifty years. Let us mention new original approaches developed in [11–15].
Monte Carlo simulations at finite temperature over the entire fermion densities range down to half the Fermi
temperature have been carried out by permutation blocking path integral Monte Carlo (PB-PIMC) approach [12, 13].
For purpose to simulate fermions in the canonical ensemble, it was combined a fourth-order approximation of density
matrix derived with a full antisymmetrization on all time slices in discrete versions of the paths. It was demonstrated
that this approach effectively allows for the combination of N ! configurations from usual path integral MC into a
single configuration weight of PB-PIMC, thereby reducing the complexity of the problem. Treatment of interacting
fermions in [15] has been carried out at very high densities. Obtained results for finite number of particles were
extrapolated to the thermodynamic limit [13].
The configuration path integral Monte Carlo (CPIMC) approach [14, 15] for degenerate correlated fermions with
arbitrary pair interactions at finite temperatures is based on representation of the N-particle density operator in a basis
of (anti-)symmetrized N-particle states (configurations of occupation numbers). The main idea of this approach is to
evaluate the path integral in space of occupation numbers instead of configuration space. This leads to path integrals
occupation number representation allowing to treat arbitrary pair interactions in a continuous space. However it
turns out that CPIMC method exhibits a complementary behavior and works well at weak nonideality and strong
degeneracy. Unfortunately, the physically most interesting region, where both fermionic exchange and interactions
are strong simultaneously remains out of reach.
Another approach was proposed in [16], where to avoid the ’sign problem’ and to realize Pauli blocking of fermions
accounting for the Fermi statistical effects without antisymmetrization of the matrix elements the Wigner formulation
of quantum mechanics in phase space has been used. In [16, 17] it has been shown that accounting for only the
identical and pair permutations allow to derive an effective pair pseudopotential in phase space realizing the Pauli
blocking. The derived repulsive pseudopotential depends on coordinates, momenta, and the degeneracy parameter
of fermions and do not allow two identical fermions to to occupy the same cell in phase cell. A new quantum phase
space path integral Monte Carlo method has been also developed to calculate average values of arbitrary quantum
operators in phase space. In this work we briefly present the basic ideas of this approach and test results for ideal
degenerated fermions. Results for strongly interacting fermions in wide region of temperature and density for electron
– hole plasma are pesented in [11].
3II. THE ’SIGN PROBLEM’ OF THE COMPLEX VALUED INTEGRAND IN PATH INTEGRALS.
To explain the basic ideas we consider a one-dimensional quantum-mechanical system consisting of one particle in
a potential field U(q). The Hamilton function of such a system has the form:
H(p, q) =
p2
2m
+ U(q), (1)
where p and q are the momentum and coordinate of the particle correspondingly. The potential function U(q) is
attractive and finite when q is real. Also we assume that the system is in a state of thermodynamic equilibrium
with some external thermostat. In other words, we consider a canonical ensemble with temperature T and volume V
(one-dimensional).
The quantum canonical ensemble can be fully characterized by the Wigner function W (p, q), which is essentially
a density matrix in the mixed coordinate-momentum representation and is defined as the Fourier transform of the
density matrix in the coordinate representation:
W (p, q) =
+∞∫
−∞
dξ e
i
~
pξ 〈q − ξ/2| e−βHˆ |q + ξ/2〉, (2)
where β = 1kT is the value inversely proportional to temperature, Hˆ is the Hamilton operator obtained from (1) by
replacing p, q on the momentum and the coordinates operators pˆ, qˆ respectively. The Wigner function W (p, q) can
be formally considered as a generalization of the classical distribution function in phase space to quantum mechanical
systems. At the same time, this generalization should not be taken literally, because, although the Wigner function
is real, it can take both positive and negative values.
As example, let us consider the momentum distribution function for the canonical ensemble, which can be obtained
from
W (p) =
+∞∫
−∞
dq
+∞∫
−∞
dξ e
i
~
pξ 〈q − ξ/2| e−βHˆ |q + ξ/2〉. (3)
III. PATH INTEGRAL REPRESENTATION
Now we need to calculate the density matrix (the integral in (3)). In the general case, this cannot be done directly,
since the kinetic and potential energy operators entering the Hamiltonian are non-commutative, and the statistical
operator exp(−βHˆ) does not split into the product of the operators exp(−βhatp22m ) and exp(−βU(qˆ)). Therefore,
we use the following procedure, leading to the representation of the density matrix in the form of a path integral.
We break the statistical operator exp(−βHˆ) into the product 2K of the same operators exp(−εHˆ), where ε = β2K ,
assuming the integer K is large enough. Then between these operators we insert 2K−1 of the unit operators 1ˆ, which
we respectively replace by completeness relations for states with a certain coordinate |q〉:
〈q − ξ/2| e−βHˆ |q + ξ/2〉 e−εHˆ . . . e−εHˆ |q + ξ/2〉 =
= 〈q − ξ/2| e− β2K Hˆ 1ˆ . . . 1ˆ e− β2K Hˆ |q + ξ/2〉
=
∫
. . .
∫
dq−K+1 . . .dqK−1
[
K−1∏
k=−K
〈qk+1| e−
β
2K
Hˆ |qk〉
]
. (4)
For a small ε corresponding to a large K, ’high-temperature’ statistical operators exp(−εHˆ) can be decomposed
into the product of the operators exp(− εpˆ22m ) and exp(− ε2U(qˆ)) up to O(ε2) . After that, the corresponding matrix
elements can be calculated directly using the completeness relations for states with a certain momentum |p〉, plane
waves 〈q|p〉 = i
~
pq and taking into account the fact that the states |p〉 and |q〉 are proper for the operators pˆ and qˆ
respectively. A small parameter ∆τ = ε~ has the dimension of time. We substitute the ’high-temperature’ matrix
elements into the formula (4) and pass from the integration variables q and ξ to the variables q−K = q + ξ/2 and
q+K = q − ξ/2. As a result, we obtain the path integral representation of the Wigner function.
4For example, the momentum distribution function can be written in the form of a multiple integral over the
coordinates qk, k = 0, ±1, . . . , ±K:
W (p, q) =
(
2π~∆τ
m
)−K ∫
dξ
∫
. . .
∫
dq−K+1 . . . dqK−1e
−Φ2K+1(q−K ,...,qK) +O(∆τ ), (5)
Φ2K+1(q−K , . . . , qK) = − i
~
pξ +
∆τ
~
K−1∑
k=−K
[
m
2
(
qk+1 − qk
∆τ
)2
+
U(qk+1) + U(qk)
2
]
.
The parameter ∆τ = β~2K tends to zero for K →∞, while the formula becomes accurate. However calculation of the
integrals like (5) is practically impossible due to the mentioned above ’sign problem’ related to the strong oscillations
of the complex valued integrand.
For power dependence potential field the discrete expression (5) consists of the following factors:
Ik =
+∞∫
−∞
dqk exp
{
akq
2
k + bkqk + ck + dkq
α
k
}
(6)
where integration is carried out over the real axis of qk ∈ CR
The integrand is also be analytic, which allow us to use the Cauchy’s integral theorem and deform the integration
contour on the complex plane qk ∈ C with the constant value of the integral Ik. (Note that the analytical structure of
the integrand is mainly determined by the function qα, since the polynomial akq
2
k+ bkqk+ ck is , obviously, a analytic
single – valued function.) Let us stress that detailed consideration of the (6)–like integrals for nonanalytical action is
presented in [18].
IV. BASICS OF THE COMPLEXIFICATION ON LEFSCHETZ THIMBLES
According to the Morse theory [1, 2, 19–22] the regions of integration over each real qk in the path integrals (5),
(6) is equivalent to the integration over complex valued set of Lefschetz thimbles which is homologically equivalent
due to the Cauchy’s integral theorem to the integration on real cycle CR. Assuming that qk takes the complex values
qk ∈ C and the action Φ[qk(τ)] is extended to a holomorphic function of q let us condider the set Σ of critical points
(sadle points) qk,σ, which satisfy condition ∂Φ¯[q¯]/∂q¯|q¯=q¯k,σ = 0. The real Morse function in our case can be defined
as h ≡ −ℜ{Φ[qk]} and the associate gradient (downward) flow equations is given by:
dq
dl
= −∂Φ(q)
∂q
, l ∈ R. (7)
The Morse function h is always strictly decreasing along a flow. Associated with a critical point qk,σ, a Lefschetz
thimble Υσ [23] is defined by the union of all downward flows, which trace back to qk,σ at l → −∞. Let us note
that if qk(l) equals a critical point at some l, then the flow equation implies that qk(l) is constant for all l. So a non
constant flow can only reach a critical point at l→ −∞.
One can also introduce another submanifold Πτ of by the union of all upward flows, satisfying equation with opposite
sign to equation (7)
d
dl
q˜k(l) =
∂Φ¯[¯˜qk]
∂¯˜qk
, l ∈ R1 (8)
which converge to qk,τ at l→ −∞, so that its intersection number with qk(l) ∈ Υσ is unity and vanishing otherwise,
< Υσ,Πτ >= δσ,τ .
Strictly speaking this means that qk(l) ∈ Υσ if qk(l) is the solution of Eq. (7) and for any positive (may be very
small) ǫ > 0 there exists the positive (may be very large) L > 0 that for all negative l such that −l > L we have
||qk(l)− qk,σ|| < ǫ. This allow in numerical simulation to use the following approximation. Due to the restrictions on
computational time at solving equation (7), (8) it is necessary to exclude the small ǫ vicinity of critical point, where
the parameter l → −∞. So in numerical simulations the staring points for downward flow have to be chosen out
side of a small vicinity of qk,σ and the averaging results of calculations by the Monte Carlo method can be done over
ensemble of the downward flows related to decreasing small ǫ. Algorithm of this MC approach, sampling the main
contribution in integrals like (5), (6) will be discussed below.
5Then, according to Morse theory [23], it follows that
CR =
∑
σ∈Σ
nσΥσ, nσ =< CR|Πτ > (9)
which holds in the homological sense. Now, for example, the momentum distribution function Eq. (3) can be given
by the formula
W (p) =
∑
σ∈Σ
nσe
−iℑ(Φ[q(τ)])
∫
Υσ
Dq(τ) e−ℜ(Φ[q(τ)]), . (10)
As consequence, for the critical points qσ satisfying ℜ[−Φ(qσ)] ≥ maxℜ(−Φ(q)), q ∈ CR, it holds that < CR|Πσ >= 0
and the associated thimbles do not contribute to the path integration. On the other hand, it holds that if < CR,Πσ >=
1 the associated thimbles contribute with the relative weights proportional to e−ℜ(Φ[q(τ)]).
V. ALGORITHMIC SOLUTION
To do calculation, for example, the momentum distribution function F (p) we are going to combine the Monte Carlo
method (MC) [24, 25] for searching the critical points qσ and the finite-difference methods for solving equations (7),
(8) with initial conditions obtained by MC method in the small ǫ vicinity of q¯σ. In this section we will be a little bit
sloppy in our notation as the symbol q can denote a complex valued (2K − 1)-dimensional variables.
Used here MC method is based on the Metropolis – Hastings algorithm [24, 25], which resides in designing a Markov
process (by constructing transition probabilities P (q→ q′) ), such that its stationary distribution to be equal to w(q).
The derivation of the algorithm starts with the condition of detailed balance:
w(q)P (q→ q′) = w(q′)P (q′ → q) (11)
which can be rewritten as
P (q→ q′)
P (q′ → q) =
w(q′)
w(q)
. (12)
To increase efficiency of the numerical procedure we are going to separate the transition in two sub-steps: the
proposal and the acceptance-rejection. The transition probability can be written as the product: P (q→ q′) = g(q→
q
′)A(q→ q′). The proposal distribution g(q→ q′) is the conditional probability of proposing a state q′ for given q.
The acceptance distribution A(q→ q′) is the conditional probability to accept the proposed state q′.
Inserting this relation in the previous equation, we have
A(q→ q′)
A(q′ → q) =
w(q′)
w(q)
g(q′ → q)
g(q→ q′) . (13)
.
Then it is necessary to choose an acceptance that fulfills detailed balance. One common choice is the Metropolis’s
suggestion:
A(q→ q′) = min
(
1,
w(q′)
w(q)
g(q′ → q)
g(q→ q′)
)
. (14)
This means that we always accept when the acceptance is bigger than 1 and we can accept or reject when the
acceptance is smaller than 1.
To optimize the MC search of the critical point ∂Φ¯[q¯]/∂q¯|q¯=q¯k,σ = 0 we define the probability w(q) as w(q) =
exp(−b|∂Φ¯[q]/∂q¯|2) with parameter b ≥ 1. We are free in choosing probability g(q → q′) as it affect only the
efficiency of sampling the main contribution to the integrals and does not change the final result of calculations. For
optimization of the MC finding the main contribution to the integral (10) the choice of the g(q → q′) may be the
following g(q→ q′) = e−βℜ(Φ[q′])/e−βℜ(Φ[q]) with free appropriate fit parameter β.
The Metropolis – Hastings algorithm consists in the following steps:
1. Initialization: pick an initial state point q at random.
62. Randomly pick a state q′, according to probability g(q→ q′).
3. Accept the state according to the probability A(q→ q′). If not accepted, that means that q′ = q, and so there
is no need to update anything. Else, the system transits to q′.
4. Go to 2 until many M states were generated to "forget" initial q and to obtain the average position of the
critical point 〈q〉.
5. If w(〈q〉) ≥ 0.95 carry out several iterations by complex-valued extension of the Newton’s method to produce
better approximations to the roots (or zeroes) of the complex-valued function ∂Φ¯[q¯]/∂q¯|q¯=q¯σ = 0. Else go to 2.
6. Save the state q¯σ = 〈q〉.
7. At random pick an initial point δq at the small vicinity of the zero point of the complex space (may be in any
given quarter).
8. Analogously randomly pick a new state δq′ according to the probability g(qσ + δq→ qσ + δq′).
9. Go to 8 many times M ′ to "forget" initial δq state and to obtain the average value of the 〈δq′〉.
10. Solve equation (8) with initial conditions of qσ + 〈δq′〉 to check if nσ =< CR,Πσ >= 1. If nσ = 1 go to 11,
otherwise go to 2.
11. Solve equation (7) with initial conditions of qσ + 〈δq′〉 until modulus of the integrand in (10) will be smaller of
several order of magnitude of its initial value and calculate the integral sum related to (10).
12. Go to 2 many times and calculate the integrals (10).
It is important to notice that it is not clear, in a general problem, which distribution g(q → q′) one should use.
It is a free parameter of the method which has to be adjusted to the particular problem ’in hand’. This is usually
done by calculating the acceptance rate, which is the fraction of proposed samples that is accepted during the last N
samples. As has been shown theoretically the ideal acceptance rate have to be in interval of 23 – 50 %.
VI. RESULTS OF NUMERICAL TEST CALCULATIONS
Before calculation of the Fourier transform defining the Wigner function (2) it is necessary to test the proposed
algorithm by calculation of the more simple contour integrals with know analytical or numerical answer. We started
from consideration of the strongly oscillating and low dimensional integrals, which can be typically treated very
effectively with the saddle point integration method. Presented test calculations provide an interesting benchmark
for more realistic path integrals. It is also non-trivial from the point of view of a Monte Carlo integration.
A. The Airy function
Let us consider a classic example: the Airy function is defined as the integral over the real axis CR:
Ai(p) =
1
2π
+∞∫
−∞
dx exp
[
i
(
px +
x3
3
)]
, (15)
The integrand is strongly oscillating function on CR, which makes a direct numerical evaluation infeasible. The left
plot of the Fig. 1 shows lines of the constant imaginary part of the power in exponent in (15) on complex plane, while
increasing and lowering values are denoted by the red and blue regions. The critical points are in the left upper and
the right bottom quarters of the complex plane. We can deform the integration path in the complex plane of variable
z = x+ iy, as long as the new path belongs to the original relative homology class, which connects regions of strongly
decaying modulus of the integrand at infinity (blue regions on the centre plot of the Fig. 1). Right panel of this figure
shows the contour plot of the MC probability w(q) = exp(−b|∂Φ¯[q]/∂q¯|2) with two red circles at its maximum values
at the critical points.
Testing the proposed approach starts from finding critical points by suggested MC method. It turns out that
the Markovian chain traveling on the whole complex plane always stabilizes in the vicinity of the the critical point
zσ = −1.11 + i1.79 (point in the left upper quarter of the complex plane in Fig. 1) ignoring the second critical point
7Figure 1: (Color online) The contour plot of the imaginary part (left panel) and the real part (central panel) of the power in
exponent in (15) on complex plane for p = 2 + 4i. (Right plot) Contour plot of the probability w(q) = exp(−b|∂Φ¯[q]/∂q¯|2).
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Figure 2: (Color online) (Left plot) The averaged downward flows are lines – 1 (∈ Υσ) and the upward flows are lines – 2 (∈ Πσ).
The critical points are points 3 and 4 (∂Φ¯[q¯]/∂q¯ = 0) of the integrand in (15). Red critical point and the associated thimbles
contribute to the contour integral of the Airy function (15) as < CR,Πσ >= 1, while the blue point not, as < CR,Πσ >= 0.
(Right plot) Details of initial conditions obtained by MC method in different quarters of small vicinity of the critical point.
(zσ = +1.11 − i1.79) in the favoure of the the first one. So to force the Markovian chain to stabilize in the vicinity
of the second critical point we have to use the special restrictions. Reason of this behavior of the Markovian chain is
the asymmetry of the contour plots of the real and imaginary parts of the power in exponent in (15) (see the Fig. 1 ).
Solution of the complex valued differential equations (7 and 8 ) with MC initial conditions nearby the both critical
points allow to obtain averaged downward (red lines) and upward (blue lines) flows (see both plots of the Fig. 2).
Right plot of this figure shows in details the downward and upward flows from different quarters of the small enough
vicinities of the critical points. Let us note that initial conditions for red downward and blue upward flows were the
same to test their fast converge to the related Υσ and Πσ respectively. Let us note that the power low grows on the
complex plane of the right part of differential equations (7) and (8) results in limitations on the ’time’ l of obtained
solutions at needed given accuracy.
Table I: The MC results versus the exact Airy function
p MC theAiryfunction
2+i4 0.3365 − i0.065451 0.3301 − i0.088
0+i4 −4.8569 + i7.244 −4.6362 + i7.4111
4+i0 0.000738 + i0.00006 0.000952 + i0
As only the blue line for red point crosses the real axis (< CR|Πσ >= 1) we calculate integral defined the Airy
function along the red Lefschetz thimble. As we mentioned above the Markovian chain traveling on the whole
8complex plane prefer namely this critical point ignoring the second one. The reason of this interesting fact has be
further investigated.
Result of calculation at p = 2 + i4 is presented in Table 1 as well as results of the some additional calculations
for p = 0 + i4 and p = 4 + i0. Comparison of obtained results with well known values of Airy function demonstrate
a good enough agreement. Discrepancy between exact values of the Airy function and related values obtained by
proposed procedure can be explained by approximations used in transitions from initial integral to its Lefschetz
thimbles representation accounting for only the main contribution to the contour integrals.
B. Short time path integral
Now to test the developed approach let us consider elementary factor (6) in the finite dimensional approximation
of the path integral. Expression (6) may be rewritten in the form like:
Ik(pk) =
+∞∫
−∞
dqk exp
{
i(pkqk + i
(
(qk − const)2 + q4k/4)
)}
, (16)
where, for example, const = 2.
Figure 3: (Color online) The contour plot of imaginary part(left panel) and real part (central panel) of the of the power in
exponent in (16) on complex plane for const = 2. (Right plot) Contour plot of the probability w(q) = exp(−b|∂Φ¯[q]/∂q¯|2).
The left and right plots of Fig. 3 are the contour plots of the image and real parts of the power of exponent in inte-
grand in (16) respectively. Right plot of the Fig. 3 presents contour plot of the probability, w(q) = exp(−b|∂Φ¯[q]/∂q¯|2)
which with conditional probability g(q→ q′) allows to find by MC method the critical points and provides the initial
conditions for solution of the equations (7) and (8). According to the Monte Carlo simulation the critical points are
z1 ≈ 0.5712 + i0.8786, z2 ≈ −0.5712 + i0.8786 and z3 ≈ −1.77 + i0.0, which agree with the regions of the saddle-like
behaviour of the contour lines on left and right plots of Fig. 3. Here the Markovian chain traveling on the whole
complex plane always stabilizes in the vicinity of the the critical point z1 and z2 ignoring the point z3.
As before solution of the complex valued differential equations (7) and (8 ) with MC initial conditions nearby the
both upper critical points allow to obtain averaged downward (red lines) and upward (blue lines) flows (see Fig. 4).
As the both blue lines for red point cross the real axis (< CR|Πσ >= 1) we calculate sum of the contributions to
the integral (16) along the both red Lefschetz thimbles with opposite sign due to the different thimble orientation.
According to the Morse theory contribution of the bottom critical point has to be ignored as the related blue line
does not cross real axis (here not shown) and the maximum of the integrand on the real axis is smaller than the value
of the integrand at this critical point.
As before details the MC initial conditions and related downward and upward flows are presented by right plot of
the Fig. 4. Let us note that red and blue lines start at the same MC initial points. Reason of asymmetry in behavior of
the red and blue lines is in asymmetry of the real and imaginary parts of the power in exponent. (see the Fig. 4 ). Let
us stress the fast convergence of the upward and downward flows to the related limit lines Υσ and Πσ. Comparison of
the Monte Carlo result for Ik = 0.01306+ i0.00006 with independent exact calculations Ik = 0.01402+ i0 demonstrate
a good enough accuracy of the developed approach.
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Figure 4: (Color online) The averaged downward flows are lines – 1 (∈ Υσ) and the upward flows are lines – 2 (∈ Πσ) at
const = 2 and const = 2 and p = 2 + i4 . The critical points of the integrand in (16) are points 3 (∂Φ¯[q¯]/∂q¯ = 0). Red critical
point and the associated thimbles contribute to the contour integral (16) as < CR,Πσ >= 1. (Right plot) Details of MC initial
conditions in different quarters of small vicinity of the critical points.
VII. ’THE SIGN PROBLEM’ OF THE REAL VALUED PATH INTEGRALS.
The second type of the ’sign problem’ discussed in Introduction arises from requirement of antisymmetrization of
the real valued matrix elements of the density matrix to account for Fermi statistical effects. In this section to avoid
this type of ’sign problem’ we are going to discuss the effective pair pseudopotential in phase space, which realizes the
Pauli blocking of fermions due to the repulsion between identical fermions preventing their occupation of the same
phase space cell. In this approximation the pseudopotential is used instead of antisymmetrization of matrix elements.
The antisymmetrized Wigner function of many-particle electron - hole system in canonical ensemble can be defined
as a Fourier transform [26, 27] of the matrix element of the density operator [28] in the coordinate representation:
W (p, x) =
∑
σ,σ´
∫
dξ δσ,σ´ exp(i〈ξ|p〉)〈x + ξ/2, σ|e−βHˆ|x− ξ/2, σ´〉
=
C(M)
Z (Neh, V, β)
∑
σ
∑
PePh
(−1)κPe+κPhS(σ,Peiσ′)
∣∣
σ′=σ
×
∫
dξ
∫
dq(1) . . . dq(M−1) exp
{
−π 〈ξ|Peh + E|ξ〉
2M
+ i〈ξ|p〉 − π |Pehx− x|
2
M
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + εU
(
(Pehx− x)m
M
+ x+ q(m) − (M −m)ξ
2M
+
mPehξ
2M
)]}
,
(17)
where C(M) is constant and the multidimensional vectors p q σ present all momenta, coordinates and spin variables
of particles. The antisymmetrization for electrons and holes takes into account the Fermi statistics. Here in the sum
over all permutations PePh we have replaced variables of integration x
(m) for any given permutation PePh by relation
x(m) = (Pehx− x)m
M
+ x+ q(m) − (M −m)ξ
2M
+
mPehξ
2M
. (18)
where q(M) = q(0). Details of deriving the Wigner function (17) are presented in [11, 28–34].
As it was shown in [35] due to the Fermi repulsion of fermions the main contribution to Fermi statistics in (17)
comes from the pair permutations even at temperatures less the Fermi energy. This is the physical reason to take into
account only identical and pair permutations and neglect the others.
To avoid difficulties at Monte Carlo simulations due to arising the delta-function after the Fourier transform the
positive Husimi distributions, being a coarse-grained Wigner function, can be used with a Gaussian smoothing for
small phase space cells of parameters ∆2x and ∆
2
p [27]. The final expression for Wigner function can be written in the
form:
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WH(p, q, ) ≈ C(M)
Z (Neh, V, β)
∫
dq(1) . . .dq(M−1)
× exp
{
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + εU(q + q(m))
]}
× exp
{
M
4π
∣∣∣∣∣ip+ ε2
M−1∑
m=0
(M − 2m)
M
∂U(q + q(m))
∂x
∣∣∣∣∣
2}
×
∑
σ
exp(−β
Ne∑
l<t
velt) exp(−β
Nh∑
l<t
vhlt) (19)
where the effective phase space pair pseudopotentials, accounting for quantum statistical effects in pair apptoximation,
look like:
valt = −kT ln
{
1− δσl,aσt,a exp
(
−
2π|ql,a − qt,a|2(1 − ∆˜
2
a,x/λ
2
a
1+∆˜2a,x/λ
2
a
)
λ2a
)
exp
(
−|(p˜l,a − p˜t,a)|
2λ2a
(2π~)2(∆˜2p/λ
2
a)
)}
p˜t,a = pt,a +
ε
2
M−1∑
m=0
∂U(q + q(m))
∂qt,a
.
Here a = e, h, ∆2a,x =
2
(pi2−2) and z = 1/
√
2, the interaction energy U is the sum of the two-particle quantum Kelbg –
Coulomb pseudopotentials, the δσ,σ´ are the Kronecker symbols. The phase space pseudopotentials v
a
lt allow us to avoid
the famous ’fermionic sign problem’ and to realize the Pauli blocking for electrons/holes with the same spin without
antisymmetrization. Note also that the expression (19) explicitly contains the term, related to the classical Maxwell
distribution, modified by terms accounting for influence of interaction on the momentum distribution function. To
extent the region of applicability of obtained phase space pair pseudopotential, ∆˜2p and ∆˜
2
Q can be considered as fit
functions with values much smaller than unity. Our test calculations [35] have shown that the best fit for ∆˜2p can be
written in the form ∆˜2p/λ
2
a = 0.00505 + 0.056nλ
3
a, while ∆˜
2
a,x and ∆˜
2
Q were of order 0.1.
Figure 5 presents contour panels of effective pair pseudopotentials for parameter of degeneracy nλ3e equal to
5.6 (T/EF = 0.208). Momenta and coordinates axises are scaled by the electron thermal wave length with Plank
constant and factor ten for momentum.
For ideal (U ≡ 0 in 19) electron–hole plasma the Figure 5 shows the momentum distributions Wa(|pa|), (a = e, h)
scaled by ratio of the Planck constant to the electron thermal (de Broglie) wavelength ( ~λe ). In the Figure 5 results
of Monte Carlo calculations for electrons and holes are presented by lines 1 and 3, while lines 2 and 4 shows ideal
Fermi distributions. Presented distribution functions are normalized to one. Note that, in these calculations, holes
are twice as massive as electrons, so the corresponding degeneracy parameters are 23/2 times smaller. It follows from
the analysis of Figure 5 that the agreement between the MC calculations and the analytical Fermi distributions are
good enough up to a value of the electron degeneracy parameter equal to nλ3e ≈ 6 where decay of the distribution
functions is about of five orders of magnitude.
So the Pauli blocking in phase space accounted for by these exchange pseudopotentials provides agreement of
MC calculations and analytical Fermi distribution in wide ranges of fermion degeneracy and fermion momenta,
where decay of the distribution functions is at least of five orders of magnitude. It necessary to stress that one of
the reason of increasing discrepancy with degeneracy growth is limitation on available computing power allowing
calculations with several hundred particles each presented by twenty beads. When parameter of degeneracy is more
than 10 (T/EF = 0.141) the thermal electron wave length is of order of Monte Carlo cell size and influence of finite
number of particles and periodic boundary conditions becomes significant.
Let us stress that detailed test calculation for interacting particle carried out within developed approach in [30, 31]
have demonstrated good agreement with results of independent calculations by standard path integral Monte Carlo
method and available analytical results.
VIII. CONCLUSION
One of the main difficulty for the Path Integral Monte Carli simulation of the quantum systems of particles is so
called ’sign problem’. However nowadays the term ’sign problem’ is used to identify two different problems.
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Figure 5: (Color online)(Left panel) Contour plots of the repulsive effective exchange pair pseudopotentials in phase space.
Dark area βvelt ≈ 0, white area βv
e
lt ≥ 1.9. (Right panel) The momentum distribution functions Wa(|p|) for ideal electrons
(a=e) and two times heavier holes (a=h). Lines: 1, 3 – MC distributions Wa(|p|) scaled by ratio of Planck constant to the
electron thermal (de Broglie) wavelength ( ~
λe
), while lines 2, 4 demonstrate the analytical Fermi distributions. Parameters of
degeneracy nλ3e for electrons is nλ
3
e = 5.6 (T/EF = 0.208, kFλe = 5.5).
The ideas to overcome the first type of the ’sign problem’ of strongly oscillating complex valued integrand in the
Feynman path integrals comes from Picard-Lefschetz theory and a complex version of Morse theory. The main idea
is to select Lefschetz thimbles as the cycle approaching the saddle point at the path-integration, where the imaginary
part of the complex action stays constant. Since the imaginary part of the action is constant on each thimble, the sign
problem disappears and the integral can be calculated much more effectively. In this work some simple test calculation
and comparison with available analytical results have been carried out. We hope that the presented simple testing
is a perfect playground to see thimble regularization at work. It is instructive both for inspecting the structure of
relevant thimbles and from the algorithmic point of view.
The second type of the ’sign problem’ arises at studies the Fermi systems by path integral approach and is caused
by the requirement of antisymmetrization of the real valued matrix elements of the density matrix. To overcome
this issue the new numerical version of the Wigner approach to quantum mechanics for treatment thermodynamic
properties of degenerate systems of fermions has been developed. Here the main idea is to derived pseudopotential
in phase space depending on the coordinates and momenta, which due to the repulsion between identical fermions
prevents their occupation of the same phase space cell and so realizes the Pauli blocking. To test the developed
approach calculations of the momentum distribution function of the degenerate ideal system of Fermi particles has
been presented in a good agreement with analytical Fermi distributions.
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