







その他のタイトル Development of experiment device for comparing
software and hardware performance
URL http://hdl.handle.net/2241/00138353
２．実験装置 
実験装置を図 1 に示す。実験装置は CMOS カメ
ラの  MT9D111 を  Pmod コネクタに搭載した 
ZYBO ボードが  2 台、超小型パーソナルコン
ピュータを 1 台、スイッチングハブを 1 台搭載し









度は 1600 ピクセル× 1200 ラインで、その場合の
フレームレートは 15fps(frame per second)である。
MT9D111 は、現状では 800 ピクセル× 600 ライ
ンの 15fps で動作している。MT9D111 はインター
フェース基板に搭載されて、ZYBO の Pmod コネ
クタの内の 2 個に取り付けられている。その様子を
図 2 に示す。 
 
超小型パーソナルコンピュータは、intel Core i5 プ
ロセッサが搭載され、8GB のメモリ、256GB の 
SSD (Solid State Drive)が搭載されている。超小型
パーソナルコンピュータには、Ubuntu14.04 がイン
ストールされている。その上に HDL を記述するこ
とで FPGA 部分のハードウェアを生成する Xilinx 
社の Vivado ツールや C、C++、SystemC 言語から 
HDL を生成することができる Vivado HLS、Vivado 
が生成したハードウェアに応じたソフトウェアを作
製することができる SDK(Software Development Kit)
などをインストールしてある。これらによって、USB 





ZYBO 2 台の LAN と超小型パーソナルコンピュー








フィルタの画像に掛ける係数を図 3 に示す。 






シアンフィルタ処理後の値は 0 となる。 
10 ×(-1)+10 ×(-1)+ 10 ×(-1) 
 +10 ×(-1)+10 × 8+10 ×(-1) 












子を図 4 に示す。 
 
図 4. 1 画面分のラプラシアンフィルタ処理 
図 2. ZYBO ボードの Pmod コネクタとインター











近 年 、 高 性 能 な プ ロ セ ッ サ に  FPGA(Field 
Programmable Gate Array)が付属している Xilinx 社
の  Zynq や  Altera 社 の  SoC FPGA な ど の 
SoC(System On a Chip)が作られるようになってきた。













製作した。実験装置は、Xilinx 社の Zynq チップを
搭載した ZYBO ボード 2 台と、FPGA のツールを
搭載する超小型のパーソナルコンピュータを 1 つ
の箱に入れてコンパクトな形状とした。 
Zynq チップは、Xilinx 社の ARM プロセッサと 























プ ロ セ ッ サ ＋  SIMD(Single Instruction 




3. OpenMP を使用して、1.と 2.を実行した場合 
4. ソースコードを Vivado HLS でハードウェ
ア(FPGA)にオフロードした場合（AXI バス
のマスタアクセスを使用した） 












図 1. ソフトウェアとハードウェアの性能比較実験装置 
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プ ロ セ ッ サ ＋  SIMD(Single Instruction 




3. OpenMP を使用して、1.と 2.を実行した場合 
4. ソースコードを Vivado HLS でハードウェ
ア(FPGA)にオフロードした場合（AXI バス
のマスタアクセスを使用した） 
















できるが、Zynq チップの FPGA 部分を使用した
ハードウェアとして実行することもできる。ラプラ
シアンフィルタ処理前の画像を図 5 に示し、ラプラ
シアンフィルタ処理後の画像を図 6 に示す [1]。 
 
４．ZYNQ チップの構造 
Zynq チップ [2] は ARM プロセッサと FPGA 部
分が 1 チップに統合された IC(Integrated Circuit)で
ある。ARM プロセッサが搭載されている領域は 
PS(Processing System)と呼ばれていて、2 個の ARM 
プロセッサと IO 周辺デバイスが搭載されている。
PS に搭載されているデバイスを示す。 
 2 個の ARM プロセッサ（最大 1GHz 動作） 
 2 個 の  NEON SIMD(Single Instruction 
Multiple Data)エンジン（ARM プロセッサに
付属） 
 2 個の 32KB Instruction L1 Cache、32KB Data 
L1 Cache（ARM プロセッサに付属） 
 512KB L2 Cache  
 DDR(Double Data Rate)2, DDR3, DDR3L, 
LPDDR(Low Power Double Data Rate)2 コン
トローラ 
 2 個の USB(Universal Serial Bus) 
 2 個の Gigabit Ethernet  
 2 個 の  SD(Secure Digital), SDIO(Secure 
Digital Input Output) 
 GPIO(General Purpose Input Output) 
 2 個の CAN(Controller Area Network) 
 2 個の I2C(Inter-Integrated Circuit) 
 2 個の SPI（Serial Peripheral Interface） 
上記に示す様に、多くのデバイスが PS に搭載さ
れて、ARM プロセッサから使用することができ
る。Zynq チップのブロック図を図 7 に示す。 
 PS と PL(Programmable Logic, FPGA 搭載部)は 
AXI バスで接続されている。PS と PL 間の接続
ポートを示す。 
図 5. ラプラシアンフィルタ処理前の画像 図 6. ラプラシアンフィルタ処理後の画像 
図 7. Zynq チップのブロック図
 4 ポートの AXI_HP ポート（図 7 では 
High-Performance Ports） 
 各 2 ポートの AXI_GP マスタ＆スレー
ブ・ポート（図 7 では General-Purpose Ports） 




の場合の性能は最大 1.6GB/s となる。AXI_GP 
ポートは PL に作った IP のレジスタの設定な
どの性能が比較的要求されない用途に使用する事
ができる。AXI_ACP ポートは ARM プロセッサ
のキャッシュを対象に Read/Write することがで




Zynq チップの PL 部分に実装されたカメラ・コン













PL 部に実装されたラプラシアンフィルタ IP がラ
プラシアンフィルタ処理を行う。ラプラシアンフィ
ルタ IP は、DDR3 SDRAM のカメラ画像領域から
画像データを AXI4 Master Read を使用して DMA 
アクセスにより、読み出してラプラシアンフィルタ
処理を行う。そのラプラシアンフィルタ処理結果は 
AXI4 Master Write を使用して DMA アクセスによ
り、DDR3 SDRAM のラプラシアンフィルタ処理領
域に書き込まれる。その様子を図 8 に示す。 
ハードウェアの性能比較対象としては、C や C++、
SystemC 言 語 か ら  HDL(Hardware Description 
Language)に変換する高位合成ツールの Vivado HLS 
を用いた場合と HDL を用いて直接ラプラシアン
フィルタ処理を書いた場合についての性能比較を











無く、図  7 に示した  SIMD(Single Instruction 
Multiple Data)の NEON エンジンを使用する条件で
も 4 種類のソフトウェアについて実験を行った。通
常の ARM プロセッサは 1 個のみを使用してラプ
ラシアンフィルタ処理を実行するが、搭載されてい









左上と左端の 2 ピクセルを 0 にすることにした。
これにより、ソースコードの条件分岐が減って 
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左上と左端の 2 ピクセルを 0 にすることにした。
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図 9. OpenMP への最適化によるラプラシアン
フィルタの実装の違い 
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図 10 と図 12 は同じ傾向を示した。gcc 4.6 のオー
トベクタライズ機能を使用してラプラシアンフィル
タ処理をコンパイルした時の最速の値は、
laplacian_fiter3 の最適化オプション-O3 の時の 
77.7 ms だった。NEON を使用しない場合に比べて 
NEON を使用した場合のほうが最速の処理時間が
より短くなった。 
6.2 コンパイラに gcc 4.8 を使用した場合 
gcc 4.8 の場合のラプラシアンフィルタの gcc 最
適化オプションと NEON 使用の場合のラプラシア
ンフィルタ処理時間を表 3、表 4 に示す [5]。gcc 4.8 
を使用した場合は laplacian_filter5 ~ laplacian_filter8 
も処理時間を測定して表に追加した。ラプラシアン
フィルタの各実装における最適化オプションの違い
による処理時間のグラフを図  13 に示す。
図 12. gcc 4.6 オートベクタライズ機能によって
NEON エンジンを使用した場合の各実装の最適化オ
プションの違いによる処理時間のグラフ 
図 13. gcc 4.8 でコンパイルしたラプラシアン
フィルタの各実装の最適化オプションの違いによる
処理時間のグラフ 
-O無し (ms) -O1 (ms) -O2 (ms) -O3 (ms) -Os (ms) -Ofast (ms)
laplacian_filter1 425.0 145.0 126.0 125.0 125.0 126.0
laplacian_filter2 316.0 95.0 80.9 80.8 94.0 80.2
laplacian_filter3 299.0 95.3 84.4 82.2 94.4 80.2
laplacian_filter4 273.0 127.0 88.9 88.6 114.0 88.9
laplacian_filter5 420.0 148.0 137.0 137.0 139.0
laplacian_filter6 308.0 95.2 82.7 83.5 89.9
laplacian_filter7 303.0 95.7 83.2 83.5 89.3
laplacian_filter8 265.0 119.0 84.2 87.1 114.0
表 3. gcc 4.8 でコンパイルしたラプラシアンフィルタの各実装の 
最適化オプションの違いによる処理時間 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms) NEON -Ofast (ms)
laplacian_filter1 425.0 145.0 133.0 143.0 128.0 141.0
laplacian_filter2 315.0 94.2 75.1 75.3 94.4 76.3
laplacian_filter3 299.0 95.2 74.9 74.4 94.1 74.6
laplacian_filter4 273.0 127.0 88.9 88.9 122.0 89.4
laplacian_filter5 420.0 147.0 131.0 132.0 143.0
laplacian_filter6 309.0 95.3 79.8 81.1 88.9
laplacian_filter7 303.0 94.8 80.5 81.9 90.7
laplacian_filter8 265.0 119.0 87.7 86.9 116.0
表 4. gcc 4.8 のオートベクタライズ機能によって NEON エンジンを使用した場合の 
ラプラシアンフィルタの処理時間 
-O無し (ms) -O1 (ms) -O2 (ms) -O3 (ms) -Os (ms) -Ofast (ms)
laplacian_filter1 304.0 148.0 137.0 133.0 134.0 133.0
laplacian_filter2 238.0 109.0 99.0 101.0 103.0 101.0
laplacian_filter3 221.0 106.0 95.5 97.7 105.0 97.6
laplacian_filter4 241.0 121.0 94.7 95.0 94.9 94.9









 laplacian_filter1  
 ソフトウェアとして作製した C ソース
コードを使用した 
 画像を 1 ピクセル読んで、ラプラシアン
フィルタ処理し、1 ピクセルごとに書く 





 laplacian_filter3  
 laplacian_filter2 の割り算をステートマシ
ン に 変 更 し た （ Vivado HLS で は 
PIPELINE ディレクティブを挿入した） 
 laplacian_filter4  
 memcpy()の使用やソースコードを Vivado 
HLS に最適化した（Vivado HLS では最
適なディレクティブを追加して高速化
を図った） 
laplacian_filter1 ~ laplacian_filter4 を図 9 に示す
通り、画像の左上と左端の 2 ピクセルを 0 にする
様 に 改 造 し た ソ フ ト ウ ェ ア が そ れ ぞ れ 
laplacian_fiter5 ~ laplacian_filter8 に対応する。 
なお、ZYBO 基板の ARM プロセッサ Cortex-A9、
動作周波数 650MHz で動作する Ubuntu 14.04 LTS 
上でソフトウェア及びハードウェアの実行を行った。
時間計測は Linux の gettimeofday システムコール
で行った。 
6.1 コンパイラに gcc 4.6 を使用した場合 
最初に gcc 4.6 でコンパイルした場合の最適化オ
プションによるラプラシアンフィルタ処理時間を表 
1 に示す [4]。 
表 1 を最適化オプションごとに棒グラフにした
図を図 10 に示す。図 10 の縦軸はラプラシアン
フィルタの処理時間 ms 単位、横軸は最適化オプ
ションごとのラプラシアンフィルタの実装の違いに
よる性能差を表す。図 10 を見ると gcc の最適化オ










の最適化オプション-O2 の場合の 82.1 ms が最速
だった。 
次に、同じ gcc 4.6 を使用して、ARM プロセッ
サの SIMD エンジンの NEON を使用してラプラ
シアンフィルタ処理を演算した結果を表 2 に示す 
[4]。 
gcc のオートベクタライズ機能を使用してコンパ
イルし NEON 用のコードを出力した。gcc のオー
トベクタライズのオプションは-mcpu=cortex-a9 
図 10. gcc 4.6 でコンパイルしたラプラシアン
フィルタの各実装の最適化オプションの違いによ
る処理時間のグラフ 
図 11. gcc 4.6 でコンパイルしたラプラシアン
フィルタの各実装の違いによる処理時間のグラフ
-O無し (ms) -O1 (ms) -O2 (ms) -O3 (ms) -Os (ms) -Ofast (ms)
laplacian_filter1 448.0 130.0 130.0 127.0 136.0 127.0
laplacian_filter2 328.0 99.5 86.4 85.1 96.3 82.1
laplacian_filter3 279.0 94.2 83.6 82.7 91.6 82.8
laplacian_filter4 228.0 123.0 92.8 93.3 114.0 92.7
表 1. gcc 4.6 でコンパイルしたラプラシアンフィルタの各実装の最適化オプションの違いによる
処理時間 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms) NEON -Ofast (ms)
laplacian_filter1 447.0 131.0 132.0 137.0 138.0 137.0
laplacian_filter2 313.0 95.0 78.3 83.4 92.2 83.0
laplacian_filter3 278.0 94.4 77.7 83.4 92.0 84.2
laplacian_filter4 229.0 123.0 96.4 96.3 118.0 96.2
表 2. gcc 4.6のオートベクタライズ機能によってNEONエンジンを使用した場合のラプラシアン
フィルタの処理時間 
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laplacian_filter4 273.0 127.0 88.9 88.6 114.0 88.9
laplacian_filter5 420.0 148.0 137.0 137.0 139.0
laplacian_filter6 308.0 95.2 82.7 83.5 89.9
laplacian_filter7 303.0 95.7 83.2 83.5 89.3
laplacian_filter8 265.0 119.0 84.2 87.1 114.0
表 3. gcc 4.8 でコンパイルしたラプラシアンフィルタの各実装の 
最適化オプションの違いによる処理時間 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms) NEON -Ofast (ms)
laplacian_filter1 425.0 145.0 133.0 143.0 128.0 141.0
laplacian_filter2 315.0 94.2 75.1 75.3 94.4 76.3
laplacian_filter3 299.0 95.2 74.9 74.4 94.1 74.6
laplacian_filter4 273.0 127.0 88.9 88.9 122.0 89.4
laplacian_filter5 420.0 147.0 131.0 132.0 143.0
laplacian_filter6 309.0 95.3 79.8 81.1 88.9
laplacian_filter7 303.0 94.8 80.5 81.9 90.7
laplacian_filter8 265.0 119.0 87.7 86.9 116.0
表 4. gcc 4.8 のオートベクタライズ機能によって NEON エンジンを使用した場合の 
ラプラシアンフィルタの処理時間 
-O無し (ms) -O1 (ms) -O2 (ms) -O3 (ms) -Os (ms) -Ofast (ms)
laplacian_filter1 304.0 148.0 137.0 133.0 134.0 133.0
laplacian_filter2 238.0 109.0 99.0 101.0 103.0 101.0
laplacian_filter3 221.0 106.0 95.5 97.7 105.0 97.6
laplacian_filter4 241.0 121.0 94.7 95.0 94.9 94.9









 laplacian_filter1  
 ソフトウェアとして作製した C ソース
コードを使用した 
 画像を 1 ピクセル読んで、ラプラシアン
フィルタ処理し、1 ピクセルごとに書く 





 laplacian_filter3  
 laplacian_filter2 の割り算をステートマシ
ン に 変 更 し た （ Vivado HLS で は 
PIPELINE ディレクティブを挿入した） 
 laplacian_filter4  
 memcpy()の使用やソースコードを Vivado 
HLS に最適化した（Vivado HLS では最
適なディレクティブを追加して高速化
を図った） 
laplacian_filter1 ~ laplacian_filter4 を図 9 に示す
通り、画像の左上と左端の 2 ピクセルを 0 にする
様 に 改 造 し た ソ フ ト ウ ェ ア が そ れ ぞ れ 
laplacian_fiter5 ~ laplacian_filter8 に対応する。 
なお、ZYBO 基板の ARM プロセッサ Cortex-A9、
動作周波数 650MHz で動作する Ubuntu 14.04 LTS 
上でソフトウェア及びハードウェアの実行を行った。
時間計測は Linux の gettimeofday システムコール
で行った。 
6.1 コンパイラに gcc 4.6 を使用した場合 
最初に gcc 4.6 でコンパイルした場合の最適化オ
プションによるラプラシアンフィルタ処理時間を表 
1 に示す [4]。 
表 1 を最適化オプションごとに棒グラフにした
図を図 10 に示す。図 10 の縦軸はラプラシアン
フィルタの処理時間 ms 単位、横軸は最適化オプ
ションごとのラプラシアンフィルタの実装の違いに
よる性能差を表す。図 10 を見ると gcc の最適化オ










の最適化オプション-O2 の場合の 82.1 ms が最速
だった。 
次に、同じ gcc 4.6 を使用して、ARM プロセッ
サの SIMD エンジンの NEON を使用してラプラ
シアンフィルタ処理を演算した結果を表 2 に示す 
[4]。 
gcc のオートベクタライズ機能を使用してコンパ
イルし NEON 用のコードを出力した。gcc のオー
トベクタライズのオプションは-mcpu=cortex-a9 
図 10. gcc 4.6 でコンパイルしたラプラシアン
フィルタの各実装の最適化オプションの違いによ
る処理時間のグラフ 
図 11. gcc 4.6 でコンパイルしたラプラシアン
フィルタの各実装の違いによる処理時間のグラフ
-O無し (ms) -O1 (ms) -O2 (ms) -O3 (ms) -Os (ms) -Ofast (ms)
laplacian_filter1 448.0 130.0 130.0 127.0 136.0 127.0
laplacian_filter2 328.0 99.5 86.4 85.1 96.3 82.1
laplacian_filter3 279.0 94.2 83.6 82.7 91.6 82.8
laplacian_filter4 228.0 123.0 92.8 93.3 114.0 92.7
表 1. gcc 4.6 でコンパイルしたラプラシアンフィルタの各実装の最適化オプションの違いによる
処理時間 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms) NEON -Ofast (ms)
laplacian_filter1 447.0 131.0 132.0 137.0 138.0 137.0
laplacian_filter2 313.0 95.0 78.3 83.4 92.2 83.0
laplacian_filter3 278.0 94.4 77.7 83.4 92.0 84.2
laplacian_filter4 229.0 123.0 96.4 96.3 118.0 96.2
表 2. gcc 4.6のオートベクタライズ機能によってNEONエンジンを使用した場合のラプラシアン
フィルタの処理時間 
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 6.5 Vivado HLS を用いてハードウェア化
した場合 
ソフトウェアでのラプラシアンフィルタの実装と
殆ど同一の C ソースコードを Vivado HLS を使用
して高位合成によりハードウェアにした時のラプラ
シアンフィルタ処理時間を表 9 に示す [1][6][7]。ソフ
トウェア処理時間はそれぞれの実装で最速の処理時
間を表示したが、ソフトウェアで OpenMP を使用
した場合は laplacian_filter1 ~ laplacian_filter4 の代
替として laplacian_filter5 ~ laplacian_filter8 を使用
した。Vivado HLS でハードウェア化した実装はバ
ス・インターフェースに AXI4 Master を使用し、条
件に書いてある通りにディレクティブを追加して最
適化してある。最速は、Vivado HLS でハードウェ












位を一度に転送すると  AXI4 Master イン
ターフェースのバースト転送を使用するこ
とができて性能が向上する。 












6.6  HDL を用いてハードウェア化した
場合 










を図 15 に示す。 
今回の Verilog HDL による実装では、ソフトウェ
アの実装に合わせるためにわざと DDR3 SDRAM 
のカメラ画像領域から読み込んで、ラプラシアン
フィルタ処理後にラプラシアンフィルタ処理領域に
書き込んでいる（図 8 参照）。Verilog HDL を使用




























表 9. Vivado HLS を用いてラプラシアンフィルタ処理をハードウェア化した時の処理時間
実装
（ソフトウェア実装） SW 条件 HW 条件
laplacian_filter1
(laplacian_fiter5) 95.2 OpenMP -O3 509 PIPELINE無し 0.19
laplacian_filter2 74.9 NEON -O3 80 PIPELINE無し、memcpy() 0.94








laplacian_filter1 と laplacian_filter5 は多少実装が異
なるだけなので、ほとんど同じ傾向を示す。
laplacian_filter2 と laplacian_filter6 もその他も同様
である。gcc 4.6 と gcc 4.8 のラプラシアンフィルタ
の処理時間を比較すると、一長一短であることがわ
かった。最短の処理時間は、gcc 4.8 の場合の 
laplacian_filter3 の NEON を使用した-O3 の場合で、
74.4 ms だった。 
6.3 コンパイラに llvm 3.4, clang 3.4 を使
用した場合 
llvm 3.4, clan 3.4 を使用してコンパイルした場合
の最適化オプションと NEON 使用の場合のラプラ
シアンフィルタ処理時間を表 5、表 6 に示す [4]。
NEON を使用する場合のオートベクタライズのオ





出力するとは限らない。表 6 の NEON を使用する
コードが含まれている実行コードの処理時間を赤い




場 合 は 、 gcc で コ ン パ イ ル し た よ り も 
laplacian_filter2 ~ laplacian_fiter4 の処理時間の差が
少ないことがわかった。gcc 4.6、gcc 4.8 に比べて 
llvm 3.4、clang 3.4 ではラプラシアンフィルタの処理
時間が長くかかる傾向があることがわかった。 
 6.4 OpenMP を用いて 2 つの CPU コア
を使用した場合 
 gcc 4.8 において OpenMP を使用するためのオ
プション- fopenmp をコンパイル・オプションとし
て追加した場合の最適化オプションによるラプラシ
アンフィルタ処理時間を表 7 に示す [5]。gcc 4.8 に
おいて OpenMP を使いながら、更に、NEON エン
ジンを使用した時の最適化オプションによるラプラ





処理時間は  laplacian_filter8 の最適化オプション
-O3 の場合の 72.5 ms だった。これは、ソフトウェ
ア実装最速のラプラシアンフィルタ処理時間である。 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms) NEON -Ofast (ms)
laplacian_filter1 300.0 143.0 134.0 134.0 133.0 133.0
laplacian_filter2 232.0 102.0 86.8 88.3 87.9 88.6
laplacian_filter3 219.0 102.0 89.7 90.8 88.4 91.0
laplacian_filter4 230.0 115.0 92.4 92.4 93.4 93.2
表 6. llvm 3.4、clang 3.4 のオートベクタライズ機能によって NEON エンジンを 
使用した場合のラプラシアンフィルタの処理時間
図 14. llvm 3.4、clang 3.4 オートベクタライズ機
能によって NEON エンジンを使用した場合の最適化
オプションによる処理時間のグラフ 
-O無し (ms) -O1 (ms) -O2 (ms) -O3 (ms) -Os (ms)
laplacian_filter1 209.0 117.0 105.0 101.0 211.0
laplacian_filter2 236.0 107.0 94.4 93.9 144.0
laplacian_filter3 224.0 100.0 87.0 87.0 94.1
laplacian_filter4 167.0 90.0 74.4 76.8 90.0
laplacian_filter5 231.0 111.0 95.2 95.3 203.0
laplacian_filter6 204.0 95.4 80.9 81.6 111.0
laplacian_filter7 204.0 94.2 80.9 81.9 111.0
laplacian_filter8 182.0 93.9 74.3 72.5 88.6
表 7. gcc 4.8 において OpenMP を使用した場合の最適化オプションによる処理時間 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms)
laplacian_filter1 210.0 117.0 99.9 103.0 210.0
laplacian_filter2 234.0 107.0 94.6 95.7 144.0
laplacian_filter3 228.0 99.4 85.6 90.4 95.0
laplacian_filter4 173.0 89.4 76.8 73.6 90.0
laplacian_filter5 213.0 109.0 96.1 96.5 209.0
laplacian_filter6 190.0 92.3 80.2 79.6 110.0
laplacian_filter7 190.0 92.5 80.5 79.8 111.0
laplacian_filter8 172.0 89.0 73.0 72.8 89.5
表 8.  gcc 4.8 において OpenMP を使いながら、NEON エンジンを使用した時の 
最適化オプションによる処理時間 
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 6.5 Vivado HLS を用いてハードウェア化
した場合 
ソフトウェアでのラプラシアンフィルタの実装と
殆ど同一の C ソースコードを Vivado HLS を使用
して高位合成によりハードウェアにした時のラプラ
シアンフィルタ処理時間を表 9 に示す [1][6][7]。ソフ
トウェア処理時間はそれぞれの実装で最速の処理時
間を表示したが、ソフトウェアで OpenMP を使用
した場合は laplacian_filter1 ~ laplacian_filter4 の代
替として laplacian_filter5 ~ laplacian_filter8 を使用
した。Vivado HLS でハードウェア化した実装はバ
ス・インターフェースに AXI4 Master を使用し、条
件に書いてある通りにディレクティブを追加して最
適化してある。最速は、Vivado HLS でハードウェ












位を一度に転送すると  AXI4 Master イン
ターフェースのバースト転送を使用するこ
とができて性能が向上する。 












6.6  HDL を用いてハードウェア化した
場合 










を図 15 に示す。 
今回の Verilog HDL による実装では、ソフトウェ
アの実装に合わせるためにわざと DDR3 SDRAM 
のカメラ画像領域から読み込んで、ラプラシアン
フィルタ処理後にラプラシアンフィルタ処理領域に
書き込んでいる（図 8 参照）。Verilog HDL を使用




























表 9. Vivado HLS を用いてラプラシアンフィルタ処理をハードウェア化した時の処理時間
実装
（ソフトウェア実装） SW 条件 HW 条件
laplacian_filter1
(laplacian_fiter5) 95.2 OpenMP -O3 509 PIPELINE無し 0.19
laplacian_filter2 74.9 NEON -O3 80 PIPELINE無し、memcpy() 0.94








laplacian_filter1 と laplacian_filter5 は多少実装が異
なるだけなので、ほとんど同じ傾向を示す。
laplacian_filter2 と laplacian_filter6 もその他も同様
である。gcc 4.6 と gcc 4.8 のラプラシアンフィルタ
の処理時間を比較すると、一長一短であることがわ
かった。最短の処理時間は、gcc 4.8 の場合の 
laplacian_filter3 の NEON を使用した-O3 の場合で、
74.4 ms だった。 
6.3 コンパイラに llvm 3.4, clang 3.4 を使
用した場合 
llvm 3.4, clan 3.4 を使用してコンパイルした場合
の最適化オプションと NEON 使用の場合のラプラ
シアンフィルタ処理時間を表 5、表 6 に示す [4]。
NEON を使用する場合のオートベクタライズのオ





出力するとは限らない。表 6 の NEON を使用する
コードが含まれている実行コードの処理時間を赤い




場 合 は 、 gcc で コ ン パ イ ル し た よ り も 
laplacian_filter2 ~ laplacian_fiter4 の処理時間の差が
少ないことがわかった。gcc 4.6、gcc 4.8 に比べて 
llvm 3.4、clang 3.4 ではラプラシアンフィルタの処理
時間が長くかかる傾向があることがわかった。 
 6.4 OpenMP を用いて 2 つの CPU コア
を使用した場合 
 gcc 4.8 において OpenMP を使用するためのオ
プション- fopenmp をコンパイル・オプションとし
て追加した場合の最適化オプションによるラプラシ
アンフィルタ処理時間を表 7 に示す [5]。gcc 4.8 に
おいて OpenMP を使いながら、更に、NEON エン
ジンを使用した時の最適化オプションによるラプラ





処理時間は  laplacian_filter8 の最適化オプション
-O3 の場合の 72.5 ms だった。これは、ソフトウェ
ア実装最速のラプラシアンフィルタ処理時間である。 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms) NEON -Ofast (ms)
laplacian_filter1 300.0 143.0 134.0 134.0 133.0 133.0
laplacian_filter2 232.0 102.0 86.8 88.3 87.9 88.6
laplacian_filter3 219.0 102.0 89.7 90.8 88.4 91.0
laplacian_filter4 230.0 115.0 92.4 92.4 93.4 93.2
表 6. llvm 3.4、clang 3.4 のオートベクタライズ機能によって NEON エンジンを 
使用した場合のラプラシアンフィルタの処理時間
図 14. llvm 3.4、clang 3.4 オートベクタライズ機
能によって NEON エンジンを使用した場合の最適化
オプションによる処理時間のグラフ 
-O無し (ms) -O1 (ms) -O2 (ms) -O3 (ms) -Os (ms)
laplacian_filter1 209.0 117.0 105.0 101.0 211.0
laplacian_filter2 236.0 107.0 94.4 93.9 144.0
laplacian_filter3 224.0 100.0 87.0 87.0 94.1
laplacian_filter4 167.0 90.0 74.4 76.8 90.0
laplacian_filter5 231.0 111.0 95.2 95.3 203.0
laplacian_filter6 204.0 95.4 80.9 81.6 111.0
laplacian_filter7 204.0 94.2 80.9 81.9 111.0
laplacian_filter8 182.0 93.9 74.3 72.5 88.6
表 7. gcc 4.8 において OpenMP を使用した場合の最適化オプションによる処理時間 
NEON -O無し (ms) NEON -O1 (ms) NEON -O2 (ms) NEON -O3 (ms) NEON -Os (ms)
laplacian_filter1 210.0 117.0 99.9 103.0 210.0
laplacian_filter2 234.0 107.0 94.6 95.7 144.0
laplacian_filter3 228.0 99.4 85.6 90.4 95.0
laplacian_filter4 173.0 89.4 76.8 73.6 90.0
laplacian_filter5 213.0 109.0 96.1 96.5 209.0
laplacian_filter6 190.0 92.3 80.2 79.6 110.0
laplacian_filter7 190.0 92.5 80.5 79.8 111.0
laplacian_filter8 172.0 89.0 73.0 72.8 89.5





  Vivado HLS でハードウェア化して性能が
良い C ソースコードは、一般的にソフト
ウェアでも性能が良い。 
  gcc のオートベクタライズ機能を使用して 
NEON を使用すると性能が向上することが
多い。 
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