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CURVATURE BOUNDED CONJUGATE SYMMETRIC
STATISTICAL STRUCTURES WITH COMPLETE METRIC
BARBARA OPOZDA
Abstract. In the paper two important theorems about complete affine spheres
are generalized to the case of statistical structures on abstract manifolds. The
assumption about constant sectional curvature is replaced by the assumption
that the curvature satisfies some inequalities.
1. Introduction
In the paper we refer to the following well-known theorems of affine differential
geometry
Theorem 1.1. (W. Blaschke, A. Deicke, E. Calabi) Let f : M → Rn+1 be an
elliptic affine sphere whose Blaschke metric is complete. Then the induced structure
on M is trivial. Consequently the affine sphere is an ellipsoid.
Theorem 1.2. (E. Calabi) Let f : M → Rn+1 be a hyperbolic or parabolic affine
sphere whose Blaschke metric is complete. Then the Ricci tensor of the metric is
negative semidefinite.
The aim of this paper is to generalize these theorems. In particular, we prove
Theorem 1.3. Let (g,∇) be a trace-free conjugate symmetric statistical structure
on a manifold M . Assume that g is complete on M . If the sectional ∇-curvature
is bounded from below and above on M then the Ricci tensor of g is bounded from
below and above on M . If the sectional ∇-curvature is non-negative everywhere
then the statistical structure is trivial, that is, ∇ = ∇ˆ. If the sectional ∇-curvature
is bounded from 0 by a positive constant then, additionally, M is compact and its
first fundamental group is finite.
More precise and more general formulations of this theorem give Theorems 3.1
and 4.1. The meaning of the generalization can be explained as follows. The in-
duced structure on an affine sphere is a conjugate symmetric trace-free statistical
structure. But the statistical connection on an affine sphere is projectively flat and
its sectional∇-curvature is constant. In the theorems we propose the projective flat-
ness is not needed, which means that the statistical structure can be non-realizable
on any Blaschke hypersurface even locally. Moreover, the assumption about the
constant curvature is replaced by the assumption that the curvature satisfies some
inequalities. Since the notion of the sectional ∇-curvature is relatively new, see [6],
[1], the theorems proved in this paper show that the notion is meaningful.
In the proofs of Theorems 3.1 and Theorem 4.1 we use the same main tool as in
Calabi’s theorems, that is, a theorem on weak solutions of differential inequalities
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for the Laplacian of non-negative functions on complete Riemannian manifolds. In
fact, we shall use only a particular version of this theorem. Note that a crucial step
in the proof of Theorem 3.1 is an estimation obtained in Lemma 3.2. In the case
of affine spheres (Theorem 1.2) the corresponding part of the proof is trivial.
2. Preliminaries
2.1. Definitions of statistical structures. We shall shortly recall basic notions
of statistical geometry. For details we refer to [6]. Let g be a positive definite
Riemannian tensor field on a manifoldM . Denote by ∇ˆ the Levi-Civita connection
for g. A statistical structure is a pair (g,∇) where ∇ is a torsion-free connection
such that the following Codazzi condition is satisfied:
(1) (∇Xg)(Y, Z) = (∇Y g)(X,Z)
for all X,Y, Z ∈ TxM , x ∈M . A connection ∇ satisfying (1) is called a statistical
connection for g.
For any connection ∇ one defines its conjugate (dual) connection ∇ relative to
g by the formula
(2) g(∇XY, Z) + g(Y,∇XZ) = Xg(Y, Z).
It is known that the pairs (g,∇) and (g,∇) are simultaneously statistical structures.
From now on we assume that ∇ is a statistical connection for g. We have
(3) g(R(X,Y )Z,W ) = −g(R(X,Y )W,Z),
where R and R are the curvature tensors for ∇ and ∇, respectively. Denote by Ric
and Ric the corresponding Ricci tensors. Note that, in general, these Ricci tensors
are not necessarily symmetric. The curvature and the Ricci tensor of ∇ˆ will be
denoted by Rˆ and R̂ic, respectively. The function
(4) ρ = tr gRic(·, ·)
is the scalar curvature of (g,∇). Similarly, one can define the scalar curvature ρ
for (g,∇) but, by (3), ρ = ρ. We also have the usual scalar curvature ρˆ for g.
Denote by K the difference tensor between ∇ and ∇ˆ, that is,
(5) ∇XY = ∇ˆXY +KXY.
Then
(6) ∇XY = ∇ˆXY −KXY.
K(X,Y ) will stand for KXY . Since ∇ and ∇ˆ are without torsion, K as a (1, 2)-
tensor is symmetric. We have (∇Xg)(Y, Z) = (KXg)(Y, Z) = −g(KXY, Z) −
g(Y,KXZ). It is now clear that the symmetry of ∇g and K implies the sym-
metry of KX relative to g for each X . The converse also holds. Namely, if KX is
symmetric relative to g then we have (∇Xg)(Y, Z) = −2g(KXY, Z).
We define the statistical cubic form A by
(7) A(X,Y, Z) = g(KXY, Z).
It is clear that a statistical structure can be defined equivalently as a pair (g,K),
where K is a symmetric tensor field of type (1, 2) which is also symmetric relative
to g, or as a pair (g,A), where A is a symmetric cubic form.
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A statistical structure is trace-free if tr gK(·, ·) = 0 (equivalently, tr gA(X, ·, ·) =
0 for every X ; equivalently, trKX = 0 for every X). The trace-freeness is also
equivalent to the condition that ∇νg = 0, where νg is the volume form determined
by g. In affine differential geometry the trace-freeness is called the apolarity. The
assumption about the trace-freeness of a statistical structure is essential in all the
theorems mentioned in the Introduction.
2.2. Relations between curvature tensors of statistical structures. It is
known that
(8) R(X,Y ) = Rˆ(X,Y ) + (∇ˆXK)Y − (∇ˆYK)X + [KX ,KY ].
Writing the same equality for ∇ and adding both equalities we get
(9) R(X,Y ) +R(X,Y ) = 2Rˆ(X,Y ) + 2[KX ,KY ].
In particular, if R = R then
(10) R(X,Y ) = Rˆ(X,Y ) + [KX ,KY ],
which can be shortly written as
(11) R = Rˆ + [K,K].
Using (9) and assuming that a given statistical structure is trace-free one gets, see
[6],
(12) Ric(Y, Z) + Ric(Y, Z) = 2R̂ic(Y, Z)− 2g(KY ,KZ).
In particular, if (g,∇) is trace-free then
(13) 2R̂ic(X,X) ≥ Ric(X,X) + Ric(X,X).
If, moreover, R = R then
(14) R̂ic ≥ Ric.
The following lemma follows from formulas (3) and(8).
Lemma 2.1. Let (g,∇) be a statistical structure. The following conditions are
equivalent:
1) R = R,
2) ∇ˆK is symmetric (equiv. ∇ˆA is symmetric),
3) g(R(X,Y )Z,W ) is skew-symmetric relative to Z,W .
The family of statistical structures satisfying one of the above conditions is as
important in the theory of statistical structures as the family of affine spheres in
affine differential geometry. A statistical structure satisfying 2) in the above lemma
was called in [2] conjugate symmetric. We shall adopt this definition.
Note that the condition R = R implies the symmetry of Ric.
Taking now the trace relative to g on both sides of (12) and taking into account
that ρ = ρ, we get
(15) ρˆ = ρ+ ‖K‖2 = ρ+ ‖A‖2
for a trace-free statistical structure.
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2.3. Sectional ∇-curvature. The notion of a sectional ∇-curvature was first in-
troduced in [6]. Namely, the tensor field
(16) R =
1
2
(R+R)
is a Riemannian curvature tensor. In particular, it satisfies the condition
g(R(X,Y )Z,W ) = −g(R(X,Y )W,Z).
In general, this condition is not satisfied by the curvature tensor R. In the case
where a given statistical structure is conjugate symmetric the curvature tensor R
satisfies this condition. In [6] we defined the sectional ∇-curvature by
(17) k(pi) = g(R(e1, e2)e2, e1)
for a vector plane pi ∈ TxM , x ∈ M and e1, e2 any orthonormal basis of pi. It is a
well-defined notion.
In general, Schur’s lemma does not hold for the sectional ∇-curvature. But, if a
statistical structure is conjugate symmetric (in this case R = R) then the second
Bianchi identity holds and, consequently, the Schur lemma holds, see [6]. Thus, in
Theorems 3.4 and 4.1 from [4] (which were the inspiration for our investigation),
the functions R˜ are, in fact, constant if n > 2.
2.4. Statistical structures on affine hypersurfaces. The theory of affine hy-
persurfaces in Rn+1 is a natural source of statistical structures. For the theory we
refer to [3] or [5]. We recall here only some selected facts.
Let f : M → Rn+1 be a locally strongly convex hypersurface. For simplicity
assume that M is connected and orientable. Let ξ be a transversal vector field on
M . We have the induced volume form νξ on M defined as follows
νξ(X1, ..., Xn) = det (f∗X1, ..., f∗Xn, ξ).
We also have the induced connection ∇ and the second fundamental form g defined
by the Gauss formula
DXf∗Y = f∗∇XY + g(X,Y )ξ,
where D is the standard flat connection on Rn+1. Since the hypersurface is locally
strongly convex, the second fundamental form g is definite. By multiplying ξ by
−1 if necessary, we can assume that g is positive definite. A transversal vector field
is called equiaffine if ∇νξ = 0. This condition is equivalent to the fact that ∇g is
symmetric, i.e. (g,∇) is a statistical structure. It means, in particular, that for a
statistical structure obtained on a hypersurface by a choice of an equiaffine transver-
sal vector field, the Ricci tensor of ∇ is automatically symmetric. A hypersurface
equipped with an equiaffine transversal vector field and the induced structure is
called an equiaffine hypersurface.
Recall now the notion of the shape operator. Having a fixed equiaffine transversal
vector field ξ and differentiating it we get the Weingarten formula
DXξ = −f∗SX.
The tensor field S is called the shape operator for ξ. If R is the curvature tensor
for the induced connection ∇ then
(18) R(X,Y )Z = g(Y, Z)SX − g(X,Z)SY.
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This is the Gauss equation for R. The Gauss equation for the dual structure is the
following
(19) R(X,Y )Z = g(Y,SZ)X − g(X,SZ)Y.
It follows that the dual connection is projectively flat if n > 2. The dual connec-
tion is also projectively flat for 2-dimensional surfaces equipped with an equiaffine
transversal vector field, that is, ∇Ric is symmetric. The form g(SX,Y ) is symmet-
ric for any equiaffine transversal vector field.
We have the volume form νg determined by g on M . In general, this volume
form is not covariant constant relative to ∇. The starting point of the classical
affine differential geometry is the theorem saying that there is a unique equiaffine
transversal vector field ξ such that νξ = νg. This unique transversal vector field is
called the affine normal vector field or the Blaschke affine normal. The second fun-
damental form for the affine normal is called the Blaschke metric. A non-degenerate
hypersurface endowed with the affine Blaschke normal is called a Blaschke hyper-
surface. The induced statistical structure is trace-free on a Blaschke hypersurface.
If the affine lines determined by the affine normal vector field meet at one point or
are parallel then the hypersurface is called an affine sphere. In the first case the
sphere is called proper in the second one improper. The class of affine spheres is
very large. There exist many conditions characterizing affine spheres. For instance,
a Blaschke hypersurface is an affine sphere if and only if R = R. Therefore, con-
jugate symmetric statistical manifolds can be regarded as generalizations of affine
spheres. For connected affine spheres the shape operator S is a constant multiple
of the identity, i.e., S = κ id for some constant κ.
If we choose a positive definite Blaschke metric on a connected locally strongly
convex affine sphere then we call the sphere elliptic if κ > 0, parabolic if κ = 0 and
hyperbolic if κ < 0.
2.5. Conjugate symmetric statistical structures non-realizable on affine
spheres. As we have already mentioned, if ∇ is a connection on a hypersurface
induced by an equiaffine transversal vector field then the conjugate connection ∇
is projectively flat. Therefore the projective flatness of the conjugate connection
is a necessary condition for (g,∇) to be realizable as the induced structure on a
hypersurface equipped with an equiaffine transversal vector field. In fact, one of the
fundamental theorems in affine differential geometry (see, e.g. [5]) says, roughly
speaking, that it is also a sufficient condition for the local realizability of a Ricci-
symmetric statistical structure, but we will not need it in this paper. Note also
that, if (g,∇) is a conjugate symmetric statistical structure then ∇ and ∇ are
simultaneously projectively flat. Indeed, it is obvious for n > 2. If n = 2 we can
argue as follows. It suffices to prove that if ∇ is projectively flat then so is ∇. Since
R = R, ∇ is Ricci-symmetric. By the fundamental theorem mentioned above (g,∇)
can be locally realized on an equiaffine surface in R3. By Lemma 12.5 from [6] the
surface is an equiaffine sphere, that is, the shape operator is locally a constant
multiple of the identity, and hence ∇ is projectively flat. It follows that if (g,∇)
is conjugate symmetric then it is locally realizable on an equiaffine hypersurface if
only if ∇ or ∇ is projectively flat.
We shall now consider trace-free conjugate symmetric statistical structures. The
following fact was observed in [6], see Proposition 4.1 there. If (g,∇) is the induced
statistical structure on an affine sphere, the metric g is not of constant sectional
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curvature and α 6= 1,−1 is a real number, then ∇α := ∇ˆ+ αK is not projectively
flat and therefore it cannot be realized (even locally) on any affine sphere. Of course,
(g,∇α) is again a statistical conjugate symmetric structure (by 2) of Lemma 2.1)
and since the initial structure was trace-free (because an affine sphere is endowed
with the Blaschke structure), (g,∇α) is trace-free as well. Note also that there are
very few affine spheres whose Blaschke metric has constant sectional curvature, see
[3], which means that the assumption that g is not of constant sectional curvature
is not restrictive.
The following example shows another easy way of producing conjugate symmetric
trace-free statistical structures which are non-realizable (even locally) on affine
spheres.
Let M = Rn, where n ≥ 4, be equipped with the standard flat metric tensor
field g. Let x1, ..., xn be the canonical coordinate system and e1, ..., en be the
canonical orthonormal frame. Define the cubic form A = (Aijk) on M , where
Aijk = A(ei, ej, ek), by
(20)
Aijk = 0 if at least two of indices i, j, k are equal,
Aijk ∈ R
+ if the indices i, j, k are mutually distinct.
Then ∇ˆK = 0 and, consequently, R = R. Observe now that the connection
∇ = ∇ˆ −K, where g(K(X,Y ), Z) = A(X,Y, Z), is not projectively flat and there-
fore, (g,∇) cannot be realized on any Blaschke hypersurface, even locally. Indeed,
suppose that ∇ is projectively flat. Then we must have g(R(ei, ej)ej , el) = 0 for
i 6= j and l 6= i, j. On the other hand, by (8), we have
g(R(ei, ej)ej , el) = g([Kei ,Kej ]ej, el) = −g(KejKeiej , el)
= −g(K(ei, ej),K(ej , el)) = −
n∑
s=1
AijsAjls.
By (20) it is clear that the function −
∑n
s=1 AijsAjls is negative if n ≥ 4.
Another version of this example (with ∇ˆK 6= 0) is given by the symmetric Aijk,
where
(21)
Aijk = 0 if at least two of indices i, j, k are equal,
(Aijk)x = x
1 + ...+ (̂xi) + ...+ (̂xj) + ...+ (̂xk) + ...+ xn for i < j < k,
where (̂xl) means that the coordinate xl was removed from the sum. One can easily
check that ∇ˆA is symmetric. Indeed, we want to check that ∂lAijk = ∂iAljk for
l 6= i. It is sufficient to assume that j 6= k. Consider the cases: a) l = j or l = k,
b) i = j or i = k, l 6= j, l 6= k, c) i 6= j, i 6= k, l 6= j, l 6= k. In cases a) and b)
both sides of the required equality vanish. In the last case, where all indices are
mutually distinct, on both sides of the required equality we get 1.
In the same manner as in the previous example one sees that∇ is not projectively
flat on (R+)n if n ≥ 4.
The considerations of this subsection show that the class of conjugate symmetric
trace-free statistical manifolds is much larger than the class of affine spheres, even
in the local setting.
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3. Curvature bounded conjugate symmetric trace-free statistical
structures
Let n = dimM and (g,∇) be a statistical structure on M . From now on we
assume that the structure is trace-free and conjugate symmetric. Assume moreover
that
(22) H2 ≤ k(pi) ≤ H1,
for every vector plane pi ⊂ TxM and x ∈ M . Denote by ε the difference H1 −H2
and set
H3 = H2 −
n− 2
2
ε.
The quantities H1, H2 and ε can be functions onM (not satisfying any smoothness
assumptions), but in the main theorem of this section, that is, in Theorem 3.1, H3
must be a real number. The condition (22) can be written as
(23) H1 − ε ≤ k(pi) ≤ H1
or
(24) H3 +
n− 2
2
ε ≤ k(pi) ≤ H3 +
n
2
ε.
Theorem 3.1. Let (g,∇) be a trace-free conjugate symmetric statistical structure
on an n-dimensional manifold M . Assume that (M, g) is complete and the sectional
∇-curvature k satisfies the inequalities (24) on M , where H3 is a non-positive
number and ε is a non-negative function on M . Then the Ricci tensor R̂ic of g
satisfies the inequalities
(25) (n− 1)H3 +
(n− 1)(n− 2)
2
ε ≤ R̂ic ≤ −(n− 1)2H3 +
(n− 1)n
2
ε.
The scalar curvature ρˆ of g satisfies the inequalities
(26) n(n− 1)H3 +
(n− 1)(n− 2)n
2
ε ≤ ρˆ ≤
n2(n− 1)
2
ε.
Proof. In what follows the scalar multiplication g will be also denoted by 〈 , 〉.
The following lemma is crucial in the following proof
Lemma 3.2. Let V be any unit vector of TpM . Denote by TV the (0, 4)-tensor
given by
(27) TV (X,Y, Z,W ) = −〈KVX,R(Y, Z)W 〉 − 2〈KVW,R(Y, Z)X〉.
Assume that
(28) H3 +
n− 2
2
ε ≤ k(pi) ≤ H3 +
n
2
ε
for some H3 ∈ R, ε ∈ R
+ and for all vector planes pi ⊂ TpM . Then
(29) 〈T ′V , AV 〉 ≥ (n+ 1)H3ψV ,
where
(30) AV (X,Z) = A(V,X,Z),
(31) T ′V (X,Z) = tr gTV (X, ·, Z, ·)
and
(32) ψV = 〈AV , AV 〉.
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Proof of Lemma 3.2. Let e1, ..., en be an eigenbasis of KV and KV ei = λiei for
i = 1, ..., n. Then ψV = λ
2
1 + ...+ λ
2
n. We have
〈T ′V , AV 〉 = −
∑
i,j,k
[〈KV ej, R(ei, ek)ei〉〈KV ej , ek〉+ 2〈KV ei, R(ei, ek)ej〉〈KV ej , ek〉]
=
∑
i,j
(λ2j − 2λiλj)kij ,
where kij = k(ei ∧ ej). Since kij = kji and kii = 0, we obtain
(33)
〈T ′V , AV 〉 = (λ
2
1k11 + ...+ λ
2
1k1n) + ...+ (λ
2
nkn1 + ...+ λ
2
nknn)− 4
∑
i<j λiλjkij
=
∑
i<j(λj − λi)
2kij − 2
∑
i<j λiλjkij .
In the last term we now replace λn by −λ1 − ...− λn−1. We get
−
∑
i<j
λiλjkij = −λ1λ2k12 − ... − λ1(−λ1 − ...− λn−1)k1n
−λ2λ3k23 − ...− λ2(−λ1 − ...− λn−1)k2n
...
−λn−1(−λ1 − ...− λn−1)kn−1,n
= λ1λ2(−k12 + k1n) + ...+ λ1λn−1(−k1,n−1 + k1n) + λ
2
1k1n
+λ1λ2k2n + λ2λ3(−k23 + k2n) + ...+ λ2λn−1(−k2,n−1 + k2n) + λ
2
2k2n
...
+λn−1λ1kn−1,n + ...+ λn−1λn−2kn−1,n + λ
2
n−1kn−1,n
=
∑
i<j≤n−1
λiλj(kin + kjn − kij) +
n−1∑
i=1
λ2i kin.
Thus, using the assumption (22) and the condition λn = −λ1 − ...− λn−1, we get
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〈T ′VAV 〉 ≥
∑
i<j≤n
(λi − λj)
2H2 + 2
n−1∑
i=1
λ2iH2 + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij)
=
∑
i<j≤n−1
(λ2i + λ
2
j − 2λiλj)H2 +
n−1∑
i=1
(λi − λn)
2H2
+2
n−1∑
i=1
λ2iH2 + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij)
=
∑
j<j≤n−1
(λ2i + λ
2
j )H2 + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij −H2)
+
n−1∑
i=1
λ2iH2 + (n− 1)λ
2
nH2 − 2
n−1∑
i=1
λiλnH2 + 2
n−1∑
i=1
λ2iH2
= (n+ 1)
n−1∑
i=1
λ2iH2 + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij −H2) + (n+ 1)λ
2
nH2
= (n+ 1)ψVH2 + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij −H2).
Therefore, it is sufficient to prove
(34) (n+ 1)ψV (H2 −H3) + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij −H2) ≥ 0.
The left hand side of this inequality can be written and then estimated as follows
(35)
(n+ 1)(λ21 + ...+ λ
2
n−1)(H2 −H3) + nλ
2
n(H2 −H3)
+(λ1 + ...+ λn−1)
2(H2 −H3)
+2
∑
i<j≤n−1 λiλj(kin + kjn − kij −H2)
≥ n+2
n−2
(H2 −H3)(n− 2)(λ
2
1 + ...+ λ
2
n−1)
+2
∑
i<j≤n−1 λiλj(kin + kjn − kij −H3).
Assume now that n ≥ 4. Observe that for i < j ≤ n− 1 we have
kin + kjn − kij −H3 ≥ 0.
Indeed, we have kin + kjn − kij −H3 ≥ 2H2 −H1 −H3 = (
n
2
− 2)ε ≥ 0 for n ≥ 4.
Moreover
n+ 2
n− 2
(H2 −H3) ≥ kin + kjn − kij −H3.
Namely, since H1 = H3 +
n
2
ε and H2 = H3 +
n−2
2
ε, we have
kin + kjn − kij −H3 ≤ 2H1 −H2 −H3 =
n+ 2
2
ε =
(
n+ 2
n− 2
)(
n− 2
2
ε
)
=
n+ 2
n− 2
(H2 −H3).
We now can make father estimations in (35) as follows
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n+ 2
n− 2
(H2 −H3)(n− 2)(λ
2
1 + ...+ λ
2
n−1) + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij −H3)
≥ (n− 2)(λ21 + ...+ λ
2
n−1)(kin + kjn − kij −H3) + 2
∑
i<j≤n−1
λiλj(kin + kjn − kij −H3)
=
∑
i<j≤n−1
(λi + λj)
2(kin + kjn − kij −H3) ≥ 0.
The lemma is proved for n ≥ 4. Consider now the case n = 3. By the trace-freeness
we can assume that λ1λ2 ≥ 0. We compute and estimate the left hand side of (34)
as follows
2(λ21 + λ
2
2 + λ
2
3)ε+ 2λ1λ2(k13 + k23 − k12 −H2)
≥ 2(λ21 + λ
2
2 + λ
2
3)ε+ 2λ1λ2(2H2 −H1 −H2)
= 2(λ21 + λ
2
2 + λ
2
3)ε− 2λ1λ2ε
= (λ1 − λ2)
2ε+ (λ21 + λ
2
2 + λ
2
3)ε ≥ 0.
Finally, consider the case n = 2. In this case we have H2 = H3, λ2 = −λ1 and
ψV = 2λ
2
1. Going back to (33) we get
〈T ′V , AV 〉 = 6λ
2
1k12 ≥ 3ψVH3.
The proof of Lemma 3.2 is completed. ✷
It is well-known that for any tensor field s the following formula holds
(36) ∆(g(s, s)) = 2g(∆s, s) + 2g(∇ˆs, ∇ˆs),
where ∆s is defined by
(37) ∆s =
n∑
i=1
∇ˆ2eieis,
for any orthonormal frame ei. We shall now compute ∆ψ for
(38) ψ = g(A,A).
Let p ∈M , X,Y, Z ∈ TpM and e1, ..., en be an orthonormal basis of TpM . Extend
all these vectors along ∇ˆ-geodesics starting at p and denote the obtained vector
fields by the same letters X,Y,X , e1, ..., en, respectively. Of course, ∇ˆX = ∇ˆY =
∇ˆZ = 0,∇ˆe1 = 0,..., ∇ˆen = 0 at p. The frame field e1, ..., en is orthonormal. Since
∇ˆA is symmetric, one gets at p
n∑
i=1
(∇ˆ2eieiA)(X,Y, Z) =
n∑
i=1
(∇ˆei (∇ˆA))(ei, X, Y, Z) =
n∑
i=1
∇ˆei((∇ˆeiA)(X,Y, Z))
=
n∑
i=1
∇ˆei((∇ˆXA)(ei, Y, Z)) =
n∑
i=1
(∇ˆei (∇ˆXA))(ei, Y, Z))
=
n∑
i=1
(Rˆ(ei, X)A)(ei, Y, Z) +
n∑
i=1
(∇ˆX(∇ˆeiA))(ei, Y, Z))
=
n∑
i=1
(Rˆ(ei, X)A)(ei, Y, Z) +
n∑
i=1
∇ˆX((∇ˆeiA)(ei, Y, Z)).
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Thus
(39) (∆A)(X,Y, Z) = tr g(Rˆ(·, X)A)(·, Y, Z).
Since Rˆ = R− [K,K], we have
(40) (∆A)(X,Y, Z) = tr g(R(·, X)A)(·, Y, Z)− tr g([K·,KX ]A)(·.Y, Z).
We shall use the following inequality proved, in fact, on p. 84 in [5].
Proposition 3.3. For a trace-free statistical structure we have
(41) g(F,A) ≥
n+ 1
n(n− 1)
(g(A,A))2,
where
(42) F (X,Y, Z) = −tr g([K·,KX ]A)(·, Y, Z).
Set
(43) A′(X,Y, Z) = tr g(R(·, X)A))(·, Y, Z).
We shall now estimate the function g(A′, A) from below. We have
(44)
g(A′, A) =
∑
i,j,k,l〈(R(ei, ek)A)(ei, ej , el), A(ek, ej , el)〉
= −
∑
i,j,k,l[A(R(ei, ek)ei, ej , el)A(ek, ej , el)
+A(ei, R(ei, ek)ej , el)A(ek, ej, el)]
−
∑
i,j,k,l A(ei, ej, R(ei, ek)el)A(ek, ej, el).
In the last term we interchange the indices j and l. Since A is symmetric, we get
(45)
g(A′, A) = −
∑
i,j,k,l[A(R(ei, ek)ei, ej, el)A(ek, ej, el)
+2A(ei, R(ei, ek)ej , el)A(ek, ej , el)].
For a fixed index l we have
−
∑
i,j,k
[A(R(ei, ek)ei, ej , el)A(ek, ej , el) + 2A(ei, R(ei, ek)ej, el)A(ek, ej, el)]
= −
∑
i,j,k
[Ael(R(ei, ek)ei, ej)Ael (ek, ej) + 2Ael(ei, R(ei, ek)ej)Ael (ek, ej)]
By Lemma 3.2 we now obtain
(46) g(A′, A) ≥ (n+ 1)ψH3.
By (36), (46), (40 and Proposition 3.3 we get
(47) ∆ψ ≥ 2(n+ 1)ψH3 +
2(n+ 1)
n(n− 1)
ψ2
We shall now cite a theorem on weak solutions of differential inequalities for the
Laplacian of non-negative functions. The following version of this theorem, proved
in [3], is sufficient for our purposes
Theorem 3.4. Let (M, g) be a complete Riemannian manifold with Ricci tensor
bounded from below. Suppose that ψ is a non-negative continuous function and a
weak solution of the differential inequality
(48) ∆ψ ≥ b0ψ
k − b1ψ
k−1 − ...− bk−1ψ − bk,
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where k > 1 is an integer and b0 > 0, b1 ≥ 0,..., bk ≥ 0. Let N be the largest root
of the polynomial equation
(49) b0ψ
k − b1ψ
k−1 − ...− bk−1ψ − bk = 0.
Then
(50) ψ(p) ≤ N
for all p ∈M .
We have, see (14),
(51) R̂ic ≥ Ric ≥ (n− 1)H2,
that is, R̂ic is bounded from below. Since H3 ≤ 0, by Theorem 3.4 and (47) we
have
(52) ψ ≤ −n(n− 1)H3.
Let X be a unit vector. Using (12) we now obtain
R̂ic(X,X) = Ric(X,X) + g(KX ,KX) ≤ Ric(X,X) + g(K,K) = Ric(X,X) + ψ
≤ (n− 1)H1 − n(n− 1)H3 = −(n− 1)
2H3 +
(n− 1)n
2
ε.
Combining this with (51) one gets the following estimation of the Ricci tensor R̂ic
(53) (n− 1)H3 +
(n− 1)(n− 2)
2
ε ≤ R̂ic ≤ −(n− 1)2H3 +
(n− 1)n
2
ε.
In order to estimate the scalar curvature ρˆ we use (15) and (52). We get
(54) n(n− 1)H3 +
(n− 1)(n− 2)n
2
ε ≤ ρˆ ≤ n(n− 1)(H1 −H3) =
n2(n− 1)
2
ε.
The proof of Theorem 3.1 is completed. ✷
Theorem 3.1 can be obviously formulated as follows
Theorem 3.5. Let (g,∇) be a trace-free conjugate symmetric statistical structure
on an n-dimensional manifold M . Assume that (M, g) is complete and the sectional
∇-curvature k satisfies the inequality (22) onM , where H1 = H3+
n
2
ε, H2 = H1−ε,
H3 is a non-positive number and ε is a non-negative function on M . Then the Ricci
tensor R̂ic of g satisfies the inequalities
(55) (n− 1)H2 ≤ R̂ic ≤ (n− 1)
[
(1− n)H1 +
n2
2
ε
]
.
The scalar curvature ρˆ of g satisfies the inequalities
(56) n(n− 1)H2 ≤ ρˆ ≤
n2(n− 1)
2
ε.
Remark 3.6. The estimation of the Ricci tensor R̂ic from below in the above
theorems is easy and it follows from (13). The estimation of the Ricci tensor R̂ic
from above is not optimal in Theorems 3.1, 3.5. Namely, in the case of a hyperbolic
sphere, that is, in the case where H1 = H2 = H3 < 0, Theorem 3.1 gives the
estimation R̂ic ≤ −(n− 1)2H3 (it should be R̂ic ≤ 0). The estimation of the scalar
curvature in Theorems 1.3, 3.5 is optimal and, in the above proof, it is not deduced
from the estimation of the Ricci tensor.
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4. Conjugate-symmetric trace-free statistical structures with
non-negative sectional ∇-curvature
We shall prove
Theorem 4.1. Let (M, g) be a complete Riemannian manifold with a conjugate
symmetric trace-free statistical structure (g,∇). If the sectional ∇-curvature is
non-negative on M then the statistical structure is trivial, i.e. ∇ = ∇ˆ.
This theorem can be deduced from the considerations of the previous section,
but it can be proved in an easier way, as it is shown below. Namely, consider the
non-negative function ϕ on M given by
(57) ϕx = maxU∈UxA(U,U, U),
where Ux is the unit hypersphere in TxM , x ∈ M . The function ϕ is continuous
on M . Let p ∈ M be a fixed point and V ∈ Up be a vector for which A(U,U, U)
attains its maximum on Up. One observes (see, e.g. [6] the proof of Theorem 5.6)
that V is an eigenvector of KV and if e1 = V, e2, ..., en is an orthonormal eigenbasis
of KV with corresponding eigenvalues λ1, ..., λn then
(58) λ1 − 2λi ≥ 0
for i = 2, ..., n. Extend V = e1 and e2, ..., en by ∇ˆ-parallel transport along ∇ˆ-
geodesics starting at p. We obtain a smooth orthonormal frame field. Denote the
vector fields again by V = e1 e2, ..., en. Then we have at p
(59) ∇ˆei = 0, ∇ˆei∇ˆeiV = 0
for i, j = 1, ..., n. Denote by Φ the function A(V, V, V ) defined in a neighborhood
of p. Of course, Φp = ϕp. We have at p
(60) ∆Φ =
n∑
i=1
(∇ˆei(∇ˆeiA))(V, V, V ).
Indeed, we have
(∇ˆdΦ)(X,Y ) = X(dΦ(Y ))− dΦ(∇ˆXY )
= X [(∇ˆYA)(V, V, V ) + 3A(∇ˆY V, V, V )]− dΦ(∇ˆXY )
= (∇ˆX(∇ˆY A))(V, V, V ) + 3(∇ˆY A)(∇ˆXV, V, V ) + 3(∇ˆXA)(∇ˆY V, V, V )
+3A(∇ˆX∇ˆY V, V, V ) + 6A(∇ˆY V, ∇ˆXV, V )− dΦ(∇ˆXY ).
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Thus, by (59), we get (60) at p. We now have at p
∆Φ =
n∑
i=1
∇ˆei((∇ˆeiA)(V, V, V )) =
n∑
i=1
∇ˆei((∇ˆV A)(ei, V, V )
=
n∑
i=1
(∇ˆei (∇ˆV A))(ei, V, V )
=
n∑
i=1
(Rˆ(ei, V )A)(ei, V, V ) +
n∑
i=1
(∇ˆV (∇ˆeiA))(ei, V, V )
=
n∑
i=1
(Rˆ(ei, V )A)(ei, V, V ) +
n∑
i=1
∇ˆV ((∇ˆeiA)(ei, V, V ))
=
n∑
i=1
(Rˆ(ei, V )A)(ei, V, V ).
In the last computations we used both assumptions: the conjugate symmetry and
the trace-freeness of the statistical structure. By a straightforward computation
one also gets at p
(61) −
n∑
i=1
([Kei ,KV ]A)(ei, V, V ) =
n∑
i=1
λ2i (3λ1 − 2λi)
and
(62)
n∑
i=1
(R(ei, V )A)(ei, V, V ) =
n∑
i=1
(λ1 − 2λi)ki1.
Assume now that the sectional ∇-curvature is bounded from below by a number
N . Using the equality Rˆ = R− [K,K] and the relations λ1 − 2λi ≥ 0, Φ = λ1 ≥ 0,
Φ = ϕ at p, we get at p
(63)
∆Φ =
∑n
i=1(λ1 − 2λi)k1i + λ
3
1 +
∑n
i=2 λ
2
i (3λ1 − 2λi)
≥
∑n
i=2(λ1 − 2λi)N +Φ
3 = (n+ 1)NΦ+ Φ3.
It follows that the function ϕ is a weak solution of the differential inequality
(64) ∆ϕ ≥ (n+ 1)Nϕ+ ϕ3.
Since R̂ic is clearly bounded from below, by Theorem 3.4 we obtain that if N ≤ 0
then
(65) ϕ(x) ≤
√
−(n+ 1)N
for all x ∈ M . If N = 0 we get ϕ ≡ 0 which means that K ≡ 0. Theorem 4.1 is
proved. ✷
We also proved
Proposition 4.2. Let (M, g) be a complete Riemannian manifold and (g,∇) a
trace-free conjugate symmetric statistical structure onM . If the sectional ∇-curvature
is bounded from below by a non-positive number N then for any unit tangent vector
U ∈ TM we have
(66) A(U,U, U) ≤
√
−(n+ 1)N.
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5. Proof of Theorem 1.3
We shall now prove Theorem 1.3. Assume that the statistical sectional curvature
is bounded from below and above, that is, the inequalities
(67) H2 ≤ k(pi) ≤ H1
are satisfied, where H1, H2 are real numbers. If H2 < 0 then H3 = H2 −
n−2
2
ε < 0
and we can use Theorem 3.1 to get the first assertion of Theorem 1.3. If H2 ≥ 0
then we can use Theorem 4.1. The fact that the Ricci tensor of g is bounded
trivially follows from the fact that the ordinary sectional curvature of g is equal
to the sectional ∇-curvature. If H2 > 0 then R̂ic ≥ (n − 1)H2 > 0. By Myers’
theorem, M is compact and its first fundamental group is finite. This completes
the proof of Theorem 1.3.
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