Abstract. The problem of evaluating the dominant eigenvalue of real matrices using Monte Carlo numerical methods is considered. Three almost optimal Monte Carlo algorithms are presented:
Introduction
Monte Carlo methods give statistical estimates for the functional of the solution by performing random sampling of a certain random variable whose mathematical expectation is the desired functional. They can be implemented on parallel machines efficiently due to their inherent parallelism and loose data dependencies. Using powerful parallel computers it is possible to apply Monte Carlo method for evaluating large-scale irregular problems which sometimes are difficult to be solved by the well-known numerical methods.
Let J be any functional that we estimate by Monte Carlo method; θ N be the estimator, where N is the number of trials. The probable error for the usual Monte Carlo method [5] is defined as parameter r N for which P r{|J − θ N | ≥ r N } = 1/2 = P r{|J − θ N | ≤ r N }. If the standard deviation is bounded, i.e. D(θ N ) < ∞, the normal convergence in the central limit theorem holds, so we have
In this paper we present Monte Carlo algorithms for evaluating the dominant eigenvalue of large real sparse matrices and their parallel implementation on a cluster of workstations using MPI. These three algorithms use the idea of the Power method combined with Monte Carlo iterations by the given matrix, the resolvent matrix and the inverse matrix correspondingly. In [6] , [5] , [3] , [4] one can find Monte Carlo methods for evaluation the dominant (maximal by modulus) eigenvalue of an integral operator. In [7] , [8] Monte Carlo algorithms for evaluating the smallest eigenvalue of real symmetric matrices are proposed. Here we generalize the problem.
) produces a sequence of vectors f (k) as follows:
Except for special starting points, the iterations converge to an eigenvector corresponding to the eigenvalue of A with largest magnitude (dominant eigenvalue) with rate of convergence:
Consider the case when we want to compute the smallest eigenvalue. To handle this case and others, the power method is altered in the following way: 
Computational Complexity: Having k iterations, the number of arithmetic operations in Power method is O(4kn 2 + 3kn), so the Power method is not suitable for large sparse matrices. In order to reduce the computational complexity we propose a Power method with Monte Carlo iterations.
Monte Carlo Algorithms

Monte Carlo Iterations
Consider a matrix
. The algebraic transformation Af ∈ R n×1 is called iteration and plays a fundamental role in iterative Monte Carlo methods.
Consider the following Markov chain:
where k j = 1, 2, . . . , n for j = 1, . . . , i are natural numbers. The rules for constructing the chain (3) are:
Such a choice of the initial density vector and the transition density matrix leads to almost optimal Monte Carlo algorithms for matrix computations. Now define the random variables W j using the following recursion formula:
Direct Monte Carlo Algorithm
The dominant eigenvalue can be obtained using the iteration process mentioned in the Introduction:
where we calculate scalar products having in mind (see, [5] , [6] , [2] ) that
Thus we have
Inverse Shifted Monte Carlo Algorithm (Resolvent MC Method)
Now consider an algorithm based on Monte Carlo iterations by the resolvent matrix
The following presentation holds
Having in mind that (see, [3] , [7] )
we have the following Monte Carlo algorithm:
where
, W i are defined by (4) and C j i are binomial coefficients. Let us note that if q > 0 the algorithm evaluates λ max , if q < 0, the algorithm evaluates λ min without matrix inversion. This parameter may be used as parameter controlling the convergency.
The coefficients C n n+m are calculated using the formula
The RMC algorithm has strong requirements about matrices for which it can be applied: the error from the Power method applied on the resolvent matrix determines the value of the parameter m; the error which comes from the representation of the resolvent matrix as a series determines the value of the parameter l, and also the values of m and l are not independent, since they determine the binomial coefficients C l m=l−1 which grow exponentially with l.
Inverse Monte Carlo Algorithm
This algorithm can be applied when A is a non-singular matrix. The algorithm has high efficiency when the smallest by modulus eigenvalue of A is much smaller than the other eigenvalues. This algorithm can be implemented in two ways: 
where f j = A −j f j−1 and f 0 is the starting vector. -Second, to apply Resolvent Monte Carlo algorithm with q = −1, i.e.
Balancing of Errors
There are two kind of errors in Power method with Monte Carlo iterations:
-systematic error (from Power method, see (2)):
and λ i and µ i are the eigenvalues of A and B correspondingly; -stochastic error (because we calculate mathematical expectations approximately, see (1)):
To obtain good results the stochastic error must be approximately equal to the systematic one. (It is not necessary to use "a large" number of realizations N in order to have "a small" stochastic error if the systematic error is "big".)
Computational Complexity
The mathematical expectation of the total number of operations for the Resolvent MC Method ( [7] , [8] is:
where l is the numbers of moves in every Markov chain, N is the number of Markov chains, d is the mean value of the number of non-zero elements per row, γ A is the number of arithmetic operations for calculation the random variable (in our code-realization of the algorithm γ A = 6), l A and l L are arithmetic and logical suboperations in one move of the Markov chain, k is the number of arithmetic operations for generating the random number (k is equal to 2 or 3). The main term of (8) does not depend on the matrix size n. This means that the time required for calculating the eigenvalue by RMC practically does not depend n. The parameters l and N depend on the spectrum of the matrix, but does not depend on its size n. The above mentioned result was confirmed for a wide range of matrices during the realized numerical experiments (see Table 3 ).
Numerical Tests
The numerical tests are made on a cluster of 48 Hewlett Packard 900 series 700 Unix workstations under MPI (version 1.1). The workstations are networked via 10Mb switched ethernet segments and each workstation has at least 64Mb RAM and run at least 60 MIPS. Each processor executes the same program for N/p number of trajectories, i.e. it computes N/p independent realizations of the random variable (here p is the number of processors). At the end the host processor collects the results of all realizations and computes the desired value. The computational time does not include the time for initial loading of the matrix because we consider our problem as a part of bigger problem (for example, spectral portraits of matrices) and suppose that every processor constructs it.
The test matrices are sparse and storaged in packed row format (i.e. only nonzero elements). The results for average time and efficiency are given in tables 2 and 3 and look promising. The relative accuracy is 10 −3 . We consider the parallel efficiency E as a measure that characterize the quality of the proposed algorithms. We use the following definition:
where X is a Monte Carlo algorithm, ET i (X) is the expected value of the computational time for implementation the algorithm X on a system of i processors.
Conclusion
Parallel Monte Carlo algorithms for calculating the eigenvalues are presented and studied. They can be applied for well balanced matrices (which have nearly equal sums of elements per row) in order to provide good accuracy. We propose to use them when one have to calculate the dominant eigenvalue of very large sparse matrices since the computational time is almost independent of the dimension of the matrix and their parallel efficiency is superlinear.
Acknowledgements
This work was partially supported by the Ministry of Science, education and Technology of Bulgaria under grant I501/95 and by the European Community Table 3 . Implementation of Resolvent Monte Carlo Algorithm for evaluation of λ max using MPI (number of trajectories -100000; q > 0).
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