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We report a comprehensive investigation of the effects of quantum turbulence and quantized
vorticity in superfluid 4He on the motion of a micro-electromechanical systems (MEMS) resonator.
We find that the MEMS is uniquely sensitive to quantum turbulence present in the fluid. To generate
turbulence in the fluid, a quartz tuning fork (TF) is placed in proximity to the MEMS and driven at
large amplitude. We observe that at low velocity, the MEMS is damped by the turbulence, and that
above a critical velocity, vc ' 5 mm s−1, the turbulent damping is greatly reduced. We find that
above vc, the damping of the MEMS is reduced further for increasing velocity, indicating a velocity
dependent coupling between the surface of the MEMS and the quantized vortices constituting the
turbulence. We propose a model of the interaction between vortices in the fluid and the surface of
the MEMS. The sensitivity of these devices to a small number of vortices and the almost unlimited
customization of MEMS open the door to a more complete understanding of the interaction between
quantized vortices and oscillating structures, which in turn provides a new route for the investigation
of the dynamics of single vortices.
I. INTRODUCTION
Similar to classical fluids, superfluids, such as 4He,
3He, and Bose-Einstein condensates of ultra cold gases,
can also become turbulent [1–5]. This phenomenon goes
by the name quantum turbulence (QT). Quantum tur-
bulence differs from classical turbulence in at least two
key ways. Firstly, in QT, all of the circulation in the
superfluid component is due to quantized vortices. Anal-
ogous to vortices in type II superconductors, quantized
vortices in a superfluid consist of circulating superfluid
around a normal core of diameter a0. The quantum of
circulation is κ = h/m [6], where h is Planck’s constant
and m is the mass of the boson constituting the super-
fluid. For 4He, the vortex core diameter estimated from
the nonlinear Schro¨dinger equation is a0 ' 10−10 m [6]
and κ = 9.97 × 10−8 m2 s−1. Because the energy of a
quantized vortex is proportional to the square of the cir-
culation [6], doubly quantized vortices are unstable, with
the fluid preferring two singly quantized vortices instead.
Therefore, all of the circulation is due to singly quan-
tized vortices, and QT may be understood as a tangle of
these identical vortices. Secondly, the superfluid differs
from the classical fluid in that it has zero viscosity, and
viscous dissipation is absent.
Despite these differences, in some ways QT is remark-
ably similar to classical turbulence. In both 3He [7, 8]
and 4He [9–12], the decay rate of turbulent energy was
found to have the same time dependence as predicted by
the classical Kolmogorov-Ohbukov theory. In 4He, the
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quintessential k−5/3 law for turbulent fluctuations and in-
termittency has also been observed [13]. Remarkably, the
similarities between quantum and classical turbulence, do
not exist only at high temperatures, where the superfluid
and normal fluid are coupled by mutual friction. In this
regime, it might be expected that the turbulence in the
superfluid inherits classical characteristics through its in-
teraction with the normal fluid. However, even in the
ultra-low temperature regime, where the normal fluid is
effectively absent, the superfluid is able to mimic classi-
cal turbulent flow on scales larger than the average inter
vortex distance, ` = L−1/2, where L measures vortex line
length per unit volume. By polarizing and forming bun-
dles, quantized vortices are able to generate flow on all
scales between ` and the system size [14]. In this way,
pure superfluid turbulence can behave quasi-classically
[15]. Although, at scales similar to and smaller than `,
the individual nature of the quantized vortices becomes
apparent and the flow loses any classical character.
In the ultra-low temperature regime, in the absence of
viscous damping, how is the energy in quantum turbu-
lence dissipated? It is well established through experi-
ment [7–12, 16] and simulation [14, 17–21] that at scales
much larger `, turbulent energy is transferred to smaller
scales in a manner similar to the Richardson cascade [22]
of classical turbulence. However, at scales similar to `
this process must stop, and a new process must take over.
It is thought that the energy is carried to smaller scales
by the Kelvin wave cascade on individual vortices before
it is radiated away as phonons. However, direct exper-
imental evidence of this process has not been observed,
due to the lack of an appropriate experimental probe.
When the normal fluid is absent, powerful probes, such
as second sound and tracer particles, cease to function.
There has been significant success with injected electrons
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2[9–12]. Currently, this method has only been able to
measure average properties about large scale flow, such
as the average L. In the past two decades, small oscillat-
ing objects, such as vibrating wires [7, 8, 23–46]; tuning
forks [47–60]; micro-spheres [61–67]; and vibrating grids
[40, 68–73], have successfully investigated many proper-
ties of QT in 4He and 3He over a large range of tempera-
tures, including the ultra-low temperature regime. They
have been particularly useful in understanding the gener-
ation of QT and the crossover from laminar to turbulent
flow. However, in 4He, none are continuously sensitive
to externally applied turbulent flow, as they begin to
generate their own turbulent flow after being exposed to
vortices from the turbulent flow. This precludes them
from being able to measure important quantities, such
as the fluctuations in turbulent energy or in line density,
L.
In this work, we investigate the effects of QT
and quantized vorticity on the motion of a micro-
electromechanical systems (MEMS) resonator in the
ultra-low temperature limit of 4He. Previously, similar
MEMS resonators have been used to study superfluid
[74–76] and normal fluid [77] 3He. To generate QT, a
quartz turning fork (TF) is placed in proximity to the
MEMS and driven with large amplitude. We find that
the MEMS is uniquely sensitive to vortices and is able
to continuously monitor the turbulent flow. We also
find that the coupling between the MEMS and quan-
tized vortices is velocity dependent, with a critical veloc-
ity of 5 mm s−1 separating two distinct regimes of cou-
pling. While these are not observations of the elusive
Kelvin wave cascade, the sensitivity of these devices to a
small number of vortices and the almost unlimited cus-
tomization of MEMS open the door to a more complete
understanding of the interaction between quantized vor-
tices and oscillating structures, which in turn provides a
new route for the investigation of the dynamics of sin-
gle vortices and turbulent fluctuations in the ultra-low
temperature regime.
II. EXPERIMENTAL
A. Devices
The MEMS device used for this study is 2µm thick and
consists of a 125 × 125µm2 square plate with two rows
of capacitively coupled comb electrodes on two opposite
sides of the plate. The device is suspended 2µm above a
substrate by four springs, which allows for a fluid film to
be formed beneath the device. A diagram of the device
is shown in Fig. 1(a) along with a cartoon of the cross
section of the device in Fig. 1(b). Due to the geometry of
the MEMS device, there are several modes of oscillation,
which are illustrated in Refs. [78, 79]. In this work, we
only study the behavior of the shear mode, which has its
motion directed in the plane of the device, as shown in
Fig. 1(b). In contradistinction to most of the resonators
mentioned previously, when oscillating in the shear mode,
the whole device is displaced equally, and the velocity is
uniform. This is an advantage of our device, as non-
uniform velocity profiles have the tendency to blur the
measurements of velocity dependent phenomena.
The device is asymmetrically driven and detected via
the comb electrodes. An oscillating voltage, V (t) =
Vf cos(2pift/2), is applied to one side of the device, which
creates a force due to the gradient of the electrostatic en-
ergy, F = 12V
2 dC
dx , where C is the capacitance between
the movable electrode and the fixed electrode, and x is
the displacement of the device from its equilibrium posi-
tion. The driving force is then
Fd =
1
4
βV 2f cos(2pift), (1)
where β = dCdx |x=0 = 1.44 nF m−1 (in helium) is called
the transduction factor [80]. Because the force depends
on the square of the voltage, the force is transduced at
twice the excitation frequency, and also at f = 0. The
DC component of the force, 14βV
2
f , negligibly shifts the
equilibrium position, and may be ignored.
The displacement is detected by using the electrodes
on the other side of the device. A DC bias voltage, Vb,
applied to the electrodes induces a charge on the elec-
trodes. As the device is displaced the capacitance varies
by δC, which varies the charge by δq = VbδC = Vbβx.
The change in the charge is measured by a charge sen-
sitive amplifier with amplification α = 0.67 pF−1. The
displacement can be calculated as
x =
Vo
αβVb
, (2)
where Vo = αδq is the voltage measured at the output of
the charge sensitive amplifier.
At the low temperatures used in this work, damping of
the device is minimal and the quality factor, Q, exceeds
105. Because of this, the nonlinear nature of the device
is apparent, see Fig. 4. The nonlinearity observed in this
device is attributed to the nonlinear variation of the ca-
pacitance. After a carefully accounting for the nonlinear
variation in capacitance [80], it is found that two addi-
tional forces need to be considered: a modification to the
spring constant, 12V
2
b c1x, and a nonlinear spring restor-
ing force, 12V
2
b c3x
3, where c1 and c3 are constants that
depend on the geometry of the electrodes. Additional
forces also arise which are proportional to V 2f ; however,
(Vf/Vb)
2 < 0.002 for all measurements, so they may be
ignored. Including these nonlinearities the equation of
motion for the MEMS is
x¨+ 2(Γ1 + Γ2x
2)x˙+ ω20x+ α3x
3 = g0 cos(2pift), (3)
where 2Γ1 = ∆ω is the full width at half max (FWHM)
of the resonance at low amplitude, 2Γ2 characterizes the
nonlinear damping intrinsically present in the silicon,
ω20 = (k− 12V 2b c1)/m, k is the mechanical spring constant,
m is the mass, α3 = − 12V 2b c3/m, and g0 = βV 2f /4m.
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FIG. 1. Schematic diagram of the oscillators used in this experiment (a) A scale diagram of the MEMS. The MEMS consists
of a 125 × 125µm2 square plate, and is suspended above the substrate by springs which are anchored to the substrate at the
anchor points. The device is actuated and detected through the capacitively coupled electrodes on either side. (b) A cartoon of
the cross section of the MEMS (not to scale). The MEMS has a uniform 2µm thickness, and is suspended above the substrate
by 2µm. The arrows indicate the direction of motion for the primary resonance mode discussed. (c) Cartoon of the TF used
to drive turbulence in the experiment. The dimensions of the fork are W = 0.10 mm, T = 0.23 mm, and L = 2.36 mm. The
tines oscillate in the plane of the fork and in antiphase to one another. (d) Schematic of the experimental setup. The TF is
located ' 3 mm above the MEMS device. When the TF is driven with large amplitude, turbulence is formed and vortex rings
are ejected from the tangle, which interact with the MEMS.
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FIG. 2. The MEMS and TF are measured through a lock-in
referenced at ωd = 2pifd, where fd is the driving frequency
for each respective device. This setup is employed for both
time and frequency domain measurements, and allows for the
collection of both phase and amplitude information.
The TF used in this work is the commercially avail-
able Epson C-002RX. These forks are typically used as
timing devices for integrated circuits, and they are de-
signed to have a frequency of 215 = 32768 Hz. They come
packaged in a hermetically sealed vacuum can, which is
lathed off exposing the fork. A 3D rendering of the TF
is shown in Fig. 1(c). The TF is made of single crys-
tal quartz with metal electrodes patterned on the tines
(not shown). The fork consists of two large aspect ra-
tio tines of length L = 2.36 mm, width W = 0.10 mm,
and thickness T = 0.23 mm. When oscillating in its fun-
damental mode (the only mode used in this work) the
tines oscillate in anti-phase to one another in the plane
of the fork. It is actuated and its motion is detected by
taking advantage of the piezoelectirc property of quartz.
The electrical properties of the TF are characterized by
a single quantity, the fork constant, a [81]. Similar to
the MEMS, the fork is driven by applying an alternat-
ing voltage, V (t) = Vf cos(2pift), directly to one of the
electrodes on the fork. This applies a force on the fork
proportional to V (t):
Fd =
1
2
aVf cos(2pift). (4)
In contradistinction to the MEMS, the force on the TF
is at the same frequency as the applied excitation. As
the fork oscillates, a current is generated proportional to
the velocity of the fork, v(t):
I(t) = av(t). (5)
It should be noted that the fork tines do not move with
uniform velocity, i.e., the tines have the maximum ve-
locity v at the tip and zero velocity at the base. The
current is then amplified using a transimpedance ampli-
fier with amplification α = −10 k Ω. The output voltage,
Vo = αI, can then be directly related to the velocity us-
ing Eq. 5. Calibration of the fork and determination of
the fork constant are discussed further in the supplemen-
tary information. For the fork used in this work it was
found that a = 2.84µC m−1 [80].
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FIG. 3. Damping force on resonance for various velocities
at 14 mK in He-II for increasing (blue) and decreasing (or-
ange) velocities. The change of slope of the TF’s velocity
dependence on force is associated with the generation of tur-
bulence. The dashed line is an extrapolation of the potential
flow regime to higher velocities. The excess damping force
due to turbulence is calculated by subtracting off the extrap-
olated damping force from the potential flow regime. Inset:
Frequency sweeps of the TF in He-II at 14 mK for driving
forces in the range 1.4 – 19 nN. Here, the responses of the de-
vice have been normalized by the driving excitation. The data
collapse to a universal curve on the low velocity tails, but fail
to collapse on resonance. This indicates that at low velocities
the damping is linear and becomes nonlinear beyond vc, due
to the generation of turbulence.
B. Measurement Technique
To study the behavior of the MEMS in the presence
of turbulence, the MEMS and the TF are situated in
close proximity, with the TF 3 mm above the MEMS, as
depicted in Fig. 1(d). The devices are located inside of
a copper cell with a cylindrical volume of about 2 cm3.
The cell is affixed just below the mixing chamber stage of
a dilution refrigerator. To generate turbulence, the TF
is driven with a large amplitude. For TFs, the transi-
tion to turbulent flow and their behavior in the turbulent
regime has been studied extensively over the past decade,
in both 4He and 3He-B [47–60]. Because the MEMS is
most sensitive to the effects of vortices when the damping
is smallest, all of the measurements made in the turbulent
regime are made at the lowest attainable temperature of
14 mK to avoid excess damping due to the presence of
normal fluid.
To characterize the generation of turbulence by the
TF, we measure the velocity of the TF on resonance as
the driving force is varied. This allows us to measure
the velocity dependent damping force experienced by the
TF. When the TF is on resonance, the force is in phase
with the velocity, and we may equate the driving force
with the damping force. In order to remain on reso-
nance, a feedback loop was employed, taking advantage
of the property that the quadrature component of the TF
signal passes through zero on resonance. The feedback
loop is implemented in a LabVIEW program and adjusts
the frequency of excitation until the quadrature compo-
nent is within some specified distance from zero. Figure 3
shows the results of this measurement for increasing and
decreasing driving force. At low velocity, the damping
force on the TF is roughly proportional to the velocity,
F ∝ v. This is identified as the laminar regime. More
accurately, the flow around the TF in this regime is po-
tential, because the viscous normal fluid is absent at this
temperature. As the velocity is increased beyond about
140 mm s−1, the velocity jumps to a lower value, indicat-
ing a sudden increase in the damping, and the damping
force is no longer proportional to the velocity. This is
identified as the turbulent regime. As the velocity is re-
duced in the turbulent regime, the damping force con-
tinues to follow the new power law until it eventually
crosses over into the laminar regime. The velocity where
the turbulent and potential regimes merge is identified
as the critical velocity, vc. For our TF, vc = 90 mm s
−1.
This behavior is different from the generation of tur-
bulence in classical fluids. In a classical fluid, there is no
critical velocity and the onset of turbulence is continu-
ous. Here, in pure superfluid, there is no turbulent flow or
emission of vorticity below vc [35, 51, 61]. The difference
arises because vorticity in superfluid 4He is nucleated ex-
trinsically from preexisting remnant vortices pinned to
the surfaces of the oscillating structures. The growth
of these remnant vortices occurs through the Glaberson-
Donnely instability [82], which only happens above a crit-
ical velocity determined by the size of the largest vortex
pinned to the device.
To further illustrate the effects of turbulence genera-
tion on the TF, a set of frequency sweeps of the TF are
shown in the inset of Fig. 3. There, the sweeps are scaled
by the driving excitation. Collapse of the data onto a sin-
gle universal curve after scaling indicates that the fork is
in the linear regime. Here, it is clearly seen that the data
on resonance do not overlap, and that the data measured
with larger driving force are situated toward the bottom,
which indicates increased damping at higher velocities.
However, the tails of the resonance still collapse to a sin-
gle curve, confirming that the excess damping is only
present above vc.
The effects of turbulence on the MEMS device was in-
vestigated by performing measurements in both the fre-
quency domain and time domain. For both types of mea-
surement, the output of the MEMS, after the preamp,
was fed into a lock-in amplifier referenced at the fre-
quency of the driving force, fd (twice the excitation volt-
age frequency). This allows us to collect amplitude and
5phase information by measuring the components of the
signal in and out of phase with the driving force, see
Fig. 2.
The frequency response of the MEMS is measured by
driving the MEMS with a fixed amplitude while vary-
ing the driving frequency through the resonance. In the
absence of turbulence, the frequency response of the de-
vice is modeled by Eq. 3 [83, 84]. The displacement of the
MEMS has the following form x(t) = A(ω) cos(ωt+φ(ω))
with
A(ω) =
g0√
(ω20 − ω2 + 2ΠAω0)2 + ω2(2Γ1 + 12Γ2A2)2
(6)
and
tan(φ(ω)) =
−2ω(Γ1 + 12Γ2A2)
ω20 − ω2 + 2ΠA2ω0
. (7)
Here, Π = 38
α3
ω0
. Above a critical amplitude, ac, which
depends on all of the resonance parameters, a hysteresis
appears between sweeping through the resonance with
increasing and decreasing frequency [83]. Figure 4 shows
an upward and downward frequency sweep through the
resonance of the MEMS, with the directions of the sweeps
indicated by the arrows. A clear hysteresis is observed,
which is characteristic of the Duffing nonlinearity. The
intrinsic (i.e. not due to the fluid) nonlinear nature of
the damping can be seen in Fig. 6(a), where the intrinsic
damping measured in vacuum is shown as the solid green
curve.
For the measurements that follow, only downward
sweeps through the resonance (down sweeps) are con-
sidered. This is because we are primarily focused on the
damping force experienced by the MEMS. Because our
device possess a spring softening nonlinearity, the down
sweeps contain the resonance peak (maximum displace-
ment). As is true for the linear resonator, at the peak
of the nonlinear resonance, the force and velocity are in
phase, i.e., φ(ωpeak) = pi/2. Therefore, by measuring the
peak velocity we may equate the driving force with the
damping force and map the relationship between MEMS
velocity and damping force.
The time domain response of the MEMS is measured
by observing its free decay (ringdown). To do this, the
MEMS is first energized by driving it at a frequency close
to resonance. For these measurements, we wish to start
at large amplitude on the upper branch of the resonance
(blue curve of Fig. 3.). To accomplish this, the frequency
must be set above the hysteretic region and slowly re-
duced to the desired value. In the absence of turbulence,
the behavior of the MEMS under free decay is determined
by solving Eq. 3 for g0 = 0 [85]. Here the response of the
MEMS is given by x(t) = A(t) cos(ω0t+ φ(t)) with
A(t) =
A0e
−Γ1t√
1 + 14
Γ2
Γ1
A20(1− e−2Γ1t)
(8)
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FIG. 4. Frequency response of the device in vacuum at 6 mK,
demonstrating the hysteresis between upward and downward
frequency sweeps through the resonance.
and
φ˙(t) = ΠA2(t), (9)
where A0 is the initial displacement amplitude. The de-
vice parameters can then be determined by fits to either
the frequency response or the free decay.
In presenting Eqs. 6 - 9, we stated that they only hold
true in the absence of turbulence. This is because the
functional form of the damping and frequency shifts on
the device due to the vorticity is not known a priori and
is not included in Eq. 3. The response of the device pre-
sented above describes the intrinsic behavior of the de-
vice, and any deviations may be attributed to the effect
of turbulence in the fluid.
III. RESULTS
A. Frequency Domain
The effect of turbulence on the device can be clearly
seen by comparing two sweeps made with the same driv-
ing force. Figure 5(a) shows two down sweeps of the
MEMS shear mode, both made with 400 mVp excitation.
One sweep was made in the presence of turbulence, la-
beled “Turbulent”, and the other in its absence, labeled
“Quiescent”. For the turbulent sweep, the velocity of the
TF was 126 mm s−1. There are several features that dis-
tinguish the turbulent sweep from the quiescent sweep.
The turbulent sweep transition between bi-stable states
of the Duffing oscillator (the big jump around 23621 Hz)
occurs at a higher frequency and lower amplitude, and
also has its phase shifted relative to the other sweep.
Extra noise is also observed in the quadrature channels,
6but not in the amplitude, which can be interpreted as
phase noise. Measurements of the phase noise spectra
and discussion of the origin of the noise are to be pre-
sented in a forthcoming publication. Because the peak
occurs when the driving force is equal to the damping
force, and because both sweeps were performed with the
same excitation, the lower peak of the turbulent sweep
indicates increased damping due to the presence of tur-
bulence. The overall shift in phase and the increase in
frequency of the bi-stable transition are consequences of
the peak occurring at a lower amplitude.
Figure 5(b) shows a series of frequency sweeps made
while the TF was generating turbulence at 126 mm s−1.
The frequency sweeps were made with excitations from
100–420 mVp with 20 mVp steps. It can be seen that for
the lowest few excitations the damping is significantly
higher compared to the other sweeps (labeled “High
Damping”), and on this scale the signal is indistinguish-
able from the noise floor. To characterize the velocity
dependence of the damping, we record the velocity of the
MEMS at the peak for various driving forces. Figure 6
shows the result of this measurement. Figure 6(b) depicts
the data shown in Fig. 6(a) with the vacuum damping
(solid green curve in Fig. 6(a)) subtracted. Therefore, the
damping presented in Fig. 6(b) may be identified as the
damping from the presence of vortices and turbulence.
A preliminary version of the results shown in Fig. 5 and
Fig. 6 were discussed previously in Refs. [86, 87]
In Fig. 6, alongside the measurements made in TF gen-
erated turbulence, are measurements of the response of
the device due to remnant vortices pinned to the sur-
face, which are shown as open and closed squares. These
vortices became pinned to the surface after some turbu-
lent event, such as driving the TF or cooling through
the superfluid transition [88]. They remain attached to
the surface after the turbulence has dissipated. These
measurements were made directly after cooling to base
temperature through the superfluid transition, so that
many remnant vortices were present, and the MEMS was
highly damped. They were also made in the absence of
turbulence generated by the TF. The measurements were
first made for increasing velocity, then decreasing veloc-
ity. A large hysteresis between these measurements can
be seen and is identified with the removal of some vor-
tices pinned to the device. We identify the change in
damping around v ' 5 mm s−1 with the onset of vortex
removal. To observe the hysteresis again, more remnant
vortices must be generated. Otherwise, upon increasing
the velocity again, the damping closely follows the lower
curve. We term the process of vortex removal as anneal-
ing. While the MEMS may be annealed by use of the
shear mode, as seen in Fig. 6, it may be annealed to a
greater degree by driving other modes of the device. The
effects of remnant vortices and the annealing process are
discussed further in Refs. [79, 86, 87].
In the presence of turbulence, hysteresis is no longer
observed. This is consistent with the interpretation that
pinned vortices are being removed when the velocity
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FIG. 5. Frequency response of the MEMS in the presence of
turbulence generated by the TF measured at 14 mK. (a) Two
downward frequency sweeps of the MEMS with (Turbulent)
and without (Quiescent) the TF generating turbulence. The
main figure shows the quadrature components of the signal
and the inset shows the amplitude. In the turbulent state the
peak amplitude is smaller due to increased damping. Excess
noise in the phase also appears caused by fluctuations of the
damping [79, 86]. (b) A set of frequency sweeps made with
excitations between 100 – 420 mVp in steps of 20 mVpwhile the
TF was generating turbulence (vTF = 126 mm s
−1). For the
lowest several excitations, the corresponding sweeps (labeled
“High Damping”) experience significant damping, which can
be seen by the relatively small amplitudes. This behavior can
be seen more clearly in Fig. 6.
of the device exceeds v ' 5 mm s−1. In the turbulent
flow, vortices are continually colliding with the MEMS
and becoming pinned; any vortices removed by driving
the MEMS are quickly replenished. For velocities below
5 mm s−1, the MEMS experiences significant drag. This
corresponds to the “High Damping” regime referenced in
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FIG. 6. Damping force on the MEMS in the presence of turbu-
lence generated by the TF measured by performing frequency
sweeps. Also shown is the damping from remnant vortices,
which is measured while the TF is at rest. (a) The total
damping force experienced by the MEMS as a function of ve-
locity. The colored and open symbols represent measurements
made for increasing and decreasing MEMS velocity, respec-
tively. (b) The damping force experienced by the MEMS due
to turbulence for various TF velocities. The turbulent damp-
ing force is calculated by subtracting the intrinsic damping
of the device, which is shown as the solid curve in (a). The
intrinsic damping was measured in vacuum at 6 mK.
Fig. 5. Upon exceeding this critical velocity, the damping
of the MEMS is reduced, whereupon the velocity of the
MEMS jumps to ' 70 mm s−1. Similar to the remnant
vortex response, in the high velocity regime the turbulent
damping force is reduced as the velocity increases.
To understand the high damping regime it is helpful to
consider how much extra vortex line length would need to
be generated to account for the observed damping. For
this, we consider how much energy is dissipated during
each cycle of oscillation. We simplify the argument by
assuming that the force and velocity are sinusoidal, and
that they are exactly in phase. This last assumption is
justified because we are only considering the damping on
resonance. In this case, the energy dissipated per cycle
is E = F0v0/2f , where F0 and v0 are the amplitudes of
the force and velocity, respectively. For F0 = 10
−11 N
and v0 = 10 mm s
−1, the energy dissipated each cycle is
E = 2.1× 10−18 J. The linear energy density of a vortex
is E/l = (ρκ2/4pi) ln(`/a0) [6], where ρ is the density of
helium, ` is the inter vortex spacing around the device,
and a0 ' 10−10 m is the size of the vortex core. For
our device, a reasonable guess for the vortex spacing is
in the range ` ∼ 1 − 100µm. This then yields a linear
energy density E/l = 1.0 − 1.4 × 10−18 Jµm−1, which
corresponds to ∼ 2µm/cycle of total increased length.
We can estimate the number of vortices pinned to the
device by constructing a simple model for how the vor-
tices are pinned, see Fig. 7(a) – (d). The movable portion
of the MEMS is suspended d = 2µm above a substrate.
Consider a straight vortex bridging the moving plate and
the substrate such that its length is d. If the plate is dis-
placed horizontally by a distance x, the vortex length is
increased by δl ' x2/2d. For a complete cycle of oscil-
lation the increased length is twice that amount. The
displacement amplitude of the MEMS near the critical
velocity is roughly x ' 0.1µm. This yields an increase
of length per vortex of δl ' 5× 10−3 µm, which suggests
there are about 400 vortices pinned to the device in the
high damping regime. This excess vortex length would
then be carried away from the device by vortex rings that
are created when the length of an individual vortex is
large enough to intersect itself and cause a reconnection
event [89, 90]. It is not possible to know the exact distri-
bution of vortices on the device; however, they are most
likely concentrated around the perimeter of the device.
Including the electrodes, the perimeter of the MEMS is
quite large. For 400 vortices the inter-vortex distance is
` ∼ 1− 10µm, consistent with our initial guess above.
This simple model is consistent with the linear scaling
of the force with velocity in the high damping regime:
the energy lost per cycle is proportional to the veloc-
ity squared, E ∝ v2, and the energy transferred to the
vortices is proportional to the increased length which is
proportional to the velocity squared, E ∝ δl ∝ x2 ∝ v2.
To effectively transfer energy from the device to the vor-
tex line, the frequency of the device should be matched
to the frequency of a standing mode of the vortex [68].
If the frequency of the device is too low, the vortex line
will respond adiabatically and will be in its instantaneous
equilibrium position determined by the flow around the
device. In this limit, there is no accumulation of excess
length through one period of motion. If the frequency of
the device is much larger than the standing mode, the
coupling of motion is greatly reduced. The frequency of
8standing wave modes for a quantized vortex is given by
f(k) =
1
2pi
κk2
4pi
ln
(
1
ka0
)
, (10)
where k = npi/l is the wave number [6]. Taking the
range of lengths, l = 2.0–2.2µm, we find that the fun-
damental frequency of the standing mode is in the range
27.3–22.9 kHz, which is consistent with the frequency of
the SH mode (23.6 kHz), indicating that the device can
efficiently transfer energy to the vortices.
Another possible mechanism for the damping of the
MEMS that might be proposed is the removal of energy
through a Kelvin wave cascade. The initial stages of this
process are similar to what is described above, i.e., the
motion of the device causes motion on the vortices pinned
to the device. Except, instead of the energy being car-
ried away from the device as vortex rings, it is ferried to
smaller scales of wave motion on the attached vortices
through the Kelvin wave cascade until the vortex can ef-
ficiently radiate phonons. However, this process predicts
that the power dissipated should scale as the tenth power
of the displacement amplitude, A10 [91], which is clearly
not observed, so this process can not fully explain the
damping observed by the device.
Because the TF is situated above the MEMS, it is rea-
sonable to expect that some vortices will become pinned
to the top of the moving plate (i.e. the side in contact
with the bulk). However, these vortices should not signif-
icantly contribute to the damping because it is unlikely
that their lengths correspond to a Kelvin wave resonance
at the frequency of the device. It may be expected that
vortices pinned to the top of the device could cause the
MEMS to transition to turbulent flow in a manner sim-
ilar to the TF, but this is not observed. Because of the
geometry of the device, the backflow around the device
is minimal, and it is the backflow which provides the su-
perflow necessary for the transition to turbulence. For
these reasons, we do not believe that vortices pinned to
the top of the MEMS significantly contribute to the ob-
served results.
The reduction of damping with increasing velocity, ob-
served above the critical velocity, can be understood as
the depinning of vortices from pinning sites on the sur-
face. Figures 7(e) – (f) illustrate this process. When the
velocity of the plate is below the depinning velocity, vpin,
the vortex remains attached to the pinning site. Because
the vortex is pinned, its length is increased as the plate
is displaced, which leads to damping as discussed above.
When the velocity exceeds vpin the vortex is no longer
pinned to a specific place on the surface and is free to
move relative to the surface. Because of this, the motion
of the vortex is no longer coupled to the motion of the
plate and no longer contributes to the damping. The de-
pinning velocity for a vortex pinned between two parallel
plates was considered by Schwarz [90], and was found to
be
vpin =
κ
2pid
ln
(
b
a0
)
. (11)
2𝜇𝑚 d = 2𝜇𝑚
𝑥
𝑙 𝑙′
𝑣 < 𝑣𝑝𝑖𝑛 𝑣 > 𝑣𝑝𝑖𝑛
d = 2𝜇𝑚
𝑏 = 10−7 − 10−8 m
(a) (b)
(c) (d)
(e) (f)
FIG. 7. A cartoon of the interaction between the MEMS
and quantized vortices. (a) – (d) A mechanism for damping
the MEMS. (a) A quantized vortex is pinned between the
device and the substrate. (b) Because of the pinning, the
vortex is elongated when the device is displaced. (c) The
extra length after displacement is accumulated. Some number
of cycles later the vortex line is long enough to reconnect
with itself. (d) The reconnection ejects a vortex ring, which
removes length from the pinned vortex, and the process begins
again. (e) – (f) A mechanism for the decoupling of the motion
of the MEMS from the motion of vortices. (e) At velocities
lower than the velocity required to depin a vortex, vpin, the
motion of the MEMS is coupled to the motion of the vortex.
(f) When the MEMS exceeds vpin the vortex is free to slide
along the surface and the motion is no longer coupled. A
distribution in depinning velocities would cause the damping
to be gradually reduced as the velocity is increased, as seen
in Fig. 5(b).
Here d = 2µm is the MEMS gap size and b = 10−7–
10−8 m is the size of the pinning site, measured by atomic
force microscopy [78]. However, the argument presented
in Ref. [90] is for uniform superflow between the plates,
which is not the case for the MEMS. A vortex pinned be-
tween the moving plate and the substrate will experience
some velocity gradient as the plate is displaced. Despite
this, we use Eq. 11 for an order of magnitude compari-
son. For our MEMS, vpin ' 50 mm s−1, which is close
to the region where the damping is observed to decrease,
70–200 mm s−1. The observed velocity dependence of the
damping may be due to a distribution in the size of pin-
ning sites. The surface of the MEMS is rough on the
9scale of 100 nm, and there is a distribution of bump sizes
that make up this roughness. A detailed discussion of
the surface characteristics of these MEMS devices is pro-
vided in Refs. [78, 92]. Because of the distribution in the
bumps there is a distribution in the depinning velocities.
As the velocity is increased, more vortices decouple and
the damping is reduced. However, the velocity depends
only on the logarithm of the bump size, and this is un-
likely able to explain this behavior over the whole veloc-
ity range. A complete explanation of this phenomena is
not possible because there is still much unknown about
how the MEMS interacts with the turbulence from the
TF. We currently do not know how the MEMS captures
and removes vortices. It is also unknown how the flow
field induced by the turbulent vortices around the device
affects its motion.
B. Time Domain
We further investigate the effects of turbulence on the
MEMS motion by studying the properties of the free de-
cay of the MEMS in the turbulent and quiescent regime.
In the quiescent regime we investigate the effect of rem-
nant vortices. For all measurements, the MEMS was
tuned to fd = 23, 621.72 Hz and was driven at 400 mVp.
The lock-in was referenced at fd, and the time constant
was chosen such that 1/τ > ωd − ω(t) for all time. Here,
ω(t) = ω0 + ΠA
2(t) (Eq. 9) depends on the amplitude
and changes during the ringdown measurement due to
the nonlinear restoring force. Note that the measure-
ments do not begin on resonance. This is done because
the noise due to turbulence will readily cause the MEMS
to transition from the high amplitude state into the low
amplitude state if the frequency is tuned too close to the
transition frequency [93].
From top to bottom, Fig. 8 shows the ringdown re-
sponse of the MEMS in the quiescent regime after an-
nealing, in the quiescent regime before annealing, and
in the turbulent regime. For each different measurement
shown, ten individual decays were recorded and averaged.
The black curve is the amplitude of motion, A(t), and the
oscillating curve is the in-phase component of the motion,
A(t) cos[(ω(t)−ωd)t]. The out-of-phase component is also
collected, but it is not plotted for clarity. The frequency
of oscillation at any given time is |f(t) − fd|. This shift
in frequency is due to demodulation occurring within the
lock-in. Relative to the motion in the quiescent annealed
state, the motion in the presence of remnant vortices and
turbulence is more damped, which is consistent with the
frequency domain measurements. The decay in all three
cases begins roughly the same, and only deviates as the
amplitude is decreased. In the turbulent state, the decay
clearly deviates from an exponential time dependence at
lower amplitudes. Several more measurements of the free
decay of the MEMS were made for various TF velocities
in the range of 126 – 183 mm s−1. Again, for each TF
velocity ten decays were measured and averaged. The
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FIG. 8. From top to bottom, the response of the MEMS in
the quiescent state after being annealed (see text), in the qui-
escent state before annealing, and with turbulence. The solid
black curves represent the amplitude of the device, A(t), while
the oscillating curves represent the component of the signal
in-phase with the original driving signal, A(t) cos[(ω(t)−ωd)t]
(see Eq. 9). At large amplitude, ω(t) ' ωd, and the oscillation
is slow. As the amplitude is decreased φ˙ tends towards zero
and ω(t) tends toward ω0. At low amplitude, the signal then
oscillates with frequency |ω0 − ωd|. The out-of-phase signal
is also recorded, but is not plotted for clarity. The envelopes
of these ringdowns are shown in Fig. 9b in log-linear scale,
where the departure from a pure exponential decay can be
easily noticed.
results of these measurements are shown in Fig. 9.
Visually, it is not obvious from Fig. 8 what effect the
turbulence has on the nonlinear frequency shift. To see
how the turbulence affects the frequency shift we first
need to calculate the frequency of oscillation as the am-
plitude decays. To do this, we first calculate the phase
of the oscillator as a function of time from the measured
quadrature components as
φ(t) = tan−1
(
A(t) sin[(ω(t)− ω0)t]
A(t) cos[(ω(t)− ω0)t]
)
. (12)
To obtain the total accumulated phase, pi is added ev-
ery time the argument of Eq. 12 changed signs from −
to +. The frequency shift was then calculated by nu-
merically differentiating the phase with respect to time.
At low amplitude, the noise would cause the sign of the
phase to fluctuate and spoil the process described above.
A moving average including the 40 nearest points was
performed to reduce the noise.
The amplitude dependent frequency shift for the
MEMS measured in the quiescent annealed state is shown
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FIG. 9. Ringdown response of the MEMS for several different TF velocities between 126-183 mm s−1. (a) Amplitude dependent
frequency shift calculated from the time dependent phase (see Eq. 12). The main figure shows the response in the quiescent
state after annealing, and the solid line is a fit to Eq. 9 with Π/2pi = 2.0 Hzµm−2. The inset shows the frequency response for all
different TF velocities, including the response shown in the main figure. Within the precision of the measurement, the presence
of turbulence does not alter the linear or nonlinear restoring force. (b) Ringdown envelopes in log-linear scale for various TF
velocities. The measurements are grouped into three categories: “Turb” for measurements made in the turbulent state, “Rem”
for measurements made in the quiescent state before annealing, and “Ann” for measurements made in the quiescent state after
annealing. The solid red line is a fit of the “Ann” data to Eq. 8 with Γ1/2pi = 0.037 Hz and Γ2/2pi = 0.18 Hzµm
−2. The inset
shows the short time behavior at high velocity before the nonlinearities significantly affect the response of the device. (c) The
velocity dependence of the instantaneous damping rate, Γ, calculated from Eq. 13. Γ can be understood as the instantaneous
slope of an envelope shown in (b). Inset: Damping force experienced by the MEMS calculated as m2Γv, where m is the mass
of the MEMS, v is the velocity, and Γ is the value displayed in the main figure.
in Fig. 9(a). The solid line is a fit to the data using Eq. 9.
Around A = 1.3µm the frequency shift deviates from the
fit. This anomaly is due to the ringdown beginning off
resonance. The fit yields a nonlinear frequency pulling
of Π/2pi = −2.0 Hzµm−2. In the inset of Fig. 9(a), the
nonlinear frequency shifts of the MEMS in both the tur-
bulent and quiescent state are shown. Within the pre-
cision of the measurement, all of the data lie on top of
each other. This implies that the presence of turbulence
does not significantly affect the resonance frequency or
the nonlinear frequency shift of the MEMS.
The ringdown envelopes for all measurements are
shown in Fig. 9(b) in log-linear scale. When plotted this
way, the slope at any point is the instantaneous damp-
ing rate, and a straight line in the plot corresponds to
a pure exponential decay. The envelope labeled “Ann”
was made in the quiescent state after annealing. The
solid red line is a fit to the data using Eq. 8. From the fit
we obtain Γ1/2pi = 0.037 Hz and Γ2/2pi = 0.18 Hzµm
−2.
Because the normal fluid is absent and the remnant vor-
tices have been removed, the measured linear and non-
liner damping may be attributed to intrinsic processes
polysilicon. Two measurements were made in the quies-
cent state directly after turbulence was present, and are
labeled “Rem”. These measurements were made before
annealing, so the device is still influenced by remnant vor-
tices. The envelopes labeled “Turb” were made while the
TF was continuously generating turbulence, with veloc-
ities in the range 126–183 mm s−1. Even in the absence
of turbulence, the remnant envelope differs significantly
from the annealed envelope. Directly after initiating the
ringdown, the damping rate begins to decrease. How-
ever, as the velocity is reduced further, the damping rate
begins to increase for the remnant case, while it remains
constant after annealing. The increased damping rate at
low amplitude is more pronounced for the measurements
made in turbulence. These observations are consistent
with our previous measurements: there is large damping
at low velocities, and at large velocities the damping is
reduced.
The decay of the MEMS in the presence of vorticity
cannot be described by Eq. 8, as the functional form of
the damping is unknown. However, we can extract the
local damping rate, Γ, at a given time by computing the
slope of ln(A(t)) at that time, that is
Γ = −d ln(A(t)/A0)
dt
. (13)
The damping rates extracted this way are shown in
Fig. 9(c) as a function of the velocity of the resonator.
Because of the noise, the data was first smoothed using
a local weighted regression and the numerical derivative
was averaged over the 100 nearest points. The damp-
ing rates are peaked at low velocity, and as the velocity
increases the damping falls off like v−1 until it begins
to plateau around 100 mm s−1. The inset of Fig. 9(c)
shows the damping force, m2Γv, calculated from the data
shown in the main figure. This can be directly compared
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FIG. 10. The increase of the MEMS damping rate at high
velocity as a function of the square root of the TF power
input into turbulence. The damping rate is calculated by
fitting a line to the data shown in the inset of Fig. 9(b) for
times less than 0.6 s. The increase in the damping rate due to
turbulence, ΓTurb is calculated by subtracting the damping
rate measured without turbulence or remnant vortices, ΓA,
i.e. ΓTurb = Γ− ΓA.
with Fig. 6(a), where it can be seen that the same broad
features are displayed. The critical velocity observed in
Fig. 6(a) can be understood as the velocity at which the
damping rate becomes inversely proportional to v, i.e.
Γ ∝ v−1. The large jump in velocity above the critical
velocity seen in Fig. 6, can also be understood from the
velocity dependence of Γ. When Γ ∝ v−1, the damping
force experienced by the MEMS, F ∝ Γv, is constant
and independent of velocity. Therefore, any incremental
increase in the force will cause the velocity to grow un-
til some new process alters the velocity dependence of Γ
causing the damping force to once again equal the driving
force.
For the data presented in Fig. 9, it is important to re-
member that the data are collected for decreasing veloc-
ity. That is, the damping starts off small and is increased
as the velocity is reduced. This increase in damping must
come from an increased coupling of the device motion to
the motion of vortices surrounding the device. This in-
creased coupling can be understood as the same process
described in Fig. 7(e)–(f). Also, as the MEMS slows down
it is more likely for a vortex line impingent on the device
to pin to the surface upon collision. The increased like-
lihood of vortex capture is due to the increased number
of stable pinning sites at lower velocities.
For short times after the beginning of the ringdown,
the damping can be considered to be linear, which is
demonstrated in the inset of Fig. 9(b). By fitting the
data in the first 0.6 s to a line, the damping rate, Γ can
be extracted. The increase in damping rate arising from
the turbulence, ΓTurb, can be determined by subtracting
the damping rate of the device in the annealed state, ΓA,
i.e. ΓTurb = Γ − ΓA. It is found that ΓTurb grows in
proportion the the square root of the turbulent power.
This is demonstrated in Fig. 10, where ΓTurb is plotted
against the square root of the turbulent power. The solid
line is a fit to the data, and the fitting function with the
fit values are shown in the figure. The turbulent power
is calculated from the excess force experienced by the
TF when it is driving turbulence, FT = F − γv, where
γ is determined by fitting in the potential flow regime,
see Fig, 3. The power input to turbulent flow is then
P = FT v.
The dependence of ΓTurb on turbulent power may
be understood by assuming that we are in the ultra-
quantum regime of turbulence [15, 16, 20]. This regime is
distinct from the quasi-classical regime discussed in the
introduction, and is characterized by a lack of large scale
flow. Here, the turbulent vortex tangle is random and
lacks any significant polarization. In other words, most
of the turbulent energy is contained at the scale of the
inter vortex spacing, `. With ` being the characteristic
length scale of the ultra-quantum turbulence, it may be
shown by dimensional analysis, that the decay rate of the
vortex line density, L, is proportional to κL2 [94]. To de-
termine the steady state value of L we must add a term
to account for the creation of line length coming from the
TF. Because the energy of a vortex line is proportional
to its length, the rate of increase of line length should be
proportional to the power P . Including this we obtain
dL
dt
= χPP − χ2κL2, (14)
where χP is a proportionality constant, which can be
understood at the inverse of the average linear energy
density of a vortex in the turbulent flow. The steady
state value of L is found when dL/dt = 0, yielding
L =
√
χPP
κχ2
. (15)
It is natural to assume that the damping on the de-
vice is proportional to the number of vortices interact-
ing with the device, and in turn proportional to L. As-
suming this, we arrive at ΓTurb ∝ L ∝
√
P . Unfortu-
nately, we are unable to make a quantitative calculation
of L, because we lack a precise theory for how L corre-
sponds to Γ. However, by making a similar measurement
for a greater range of TF velocities, we may be able to
observe the crossover from the ultra-quantum to quasi-
classical regime of turbulent flows. In the fully devel-
oped quasi-classical regime dL/dt ∝ −L3/2, which yields
ΓTurb ∝ P 2/3.
The offset of Γ at P = 0, ΓR, is likely due to a semi-
permanent background of remnant vortices. The data
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point at (0 pW, 6.5 mHz) corresponds to the damping of
both remnant ringdown measurements, which were made
at different times. One was made after driving the TF at
125 mm s−1 and the other after driving it at 183 mm s−1.
Although they were made at separate times, their ring-
down envelopes overlap almost perfectly. This indicates
that there are some long lived remnant vortices that are
not removed by simply driving the shear mode to high
velocity. The extra damping of these vortices is then
present for all of the ringdown measurements made in
turbulence, which is seen as a constant shift of ΓTurb.
If there really is a semi-permanent background of rem-
nant vortices, then why do the remnant ringdowns dif-
fer from the annealed ringdown (see Fig. 9(b))? Before
making the annealed measurement, the device was thor-
oughly annealed using a combination of different reso-
nance modes of the device, and was annealed for a longer
time. The extra care in annealing seems to be responsible
for the removal of these semi-permanent vortices.
IV. CONCLUSION
We have presented measurements of our MEMS de-
vice in the presence of turbulence generated by a sec-
ondary structure (tuning fork) in the ultra-low tempera-
ture regime (14 mK) and demonstrated that our device is
uniquely sensitive to turbulence. The uniqueness of this
device is its ability to continuously measure the turbulent
flow. Until now, all other oscillators measured in super-
fluid 4He begin to generate their own turbulence immedi-
ately after being exposed to vorticity in the fluid. While
this has enabled many rich experiments [33–37, 95], it
precludes the use of these devices to continuously sense
quantum turbulence.
To demonstrate the sensitivity of the MEMS, we have
presented measurements of the device in both the fre-
quency and time domain. It was observed that below
a critical velocity of about 5 mm s−1, the damping of
the MEMS is greatly enhanced relative to its intrinsic
damping. Above the critical velocity, the damping is
greatly reduced. From the time domain measurements,
it was observed that this critical velocity corresponds to
a change in the velocity dependence of the damping, with
the damping rate changing inversely proportional to the
velocity, Γ ∝ v−1. To explain the damping at low veloci-
ties and the change in damping above the critical velocity
we propose a model of vortices pinned between the sub-
strate and the moving part of the MEMS. The model
accounts for the reduction in damping above the critical
velocity by supposing there is a distribution in depinning
velocities, and that when a vortex become depinned its
motion is decoupled from the motion of the device. How-
ever, from the frequency domain measurements of the
device under the influence of remnant vortices, it is clear
that complete removal of some fraction of the vortices
is also happening above the critical velocity. Through
the time domain measurements, it was also found that
high velocity damping of the MEMS scales in proportion
to
√
P . We interpret this result as an indication that
the MEMS is sensing the average vortex line density, L,
which scales as
√
P in the ultra quantum regime.
While there is still much to learn about the interaction
of vortices with the MEMS device before more quantita-
tive statements can be made, it is clear that there is a
wealth of information that can be extracted from these
devices.
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