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ABSTRACT 
A square matrix A is said to have prmerty n if there exists a nonnegative power 
of A. In this paper, necessary and sufficient conditions for such matrices to have a 
nonnegative Drazin inverse are presented. 
1. INTRODUCTION AND PRELIMINARIES 
This paper continues a series of recent articles devoted to matrix monoton- 
icities; see [4], [6-S], [g-12]. To specifically introduce the types of monotoni- 
city with which we shall be concerned, some concepts from the theory of 
generalized inverses of matrices are required. 
Let R” denote the n-dimensional real vector space. For a matrix A in the 
space R IJ’, n of all real m x n matrices: let A”, R(A), N(A), and rank(A) 
denote, respectively, the transpose of A, the range space of A, the null space 
of A, and the rank of A. Furthermore, denote by Nc( A) and R,.(A), 
respectively, the set of all those subspaces M and S from R” and R”’ such 
that M@ N( A) = R” and S@ R( A) = R”’ ( @ indicating a direct sum). 
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Let then A E R”’ 
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M E N,(A), and S E R,(A), and consider the follow- 
AXA=A, 
XAX = X, 
XA = p~,N(A,> 
AX = 'R(A),S, 
where, for instance, the symbol PM,NcAJ is used to denote the (oblique) 
projector whose range space is M and whose null space is N(A). Suppose 
that 0 # 17 z { 1,2, M, S }. Then X is said to be an q-inverse of A if X satisfies 
Equation (Gi) for each i E 11. We shall in general use the symbol Aq to 
denote an arbitrary q-inverse of A. { 1}-inverses are usually called generalized 
inverses. 
For convenience we list the following well-known propositions from the 








The (2, M, S }-inverse of A exists uniquely. 
Any { M }-inverse of A, and likewise any { S}-inverse of A is also a 
{ 1}-inverse of A. 
Conversely, for any {l}-’ mverse X of A there exist uniquely an M E 
N,(A) and an S E R.(A) such that X is an { M, S }-inverse of A. 
If X is an (2, M, S}- inverse of A, then N(X)= S and R(X) = M. 
If X isan {M,S}- inverse of A, then XS c N(A) and XR( A) = M. 
If A is nonsingular, then its generalized inverses all coincide with its 
usual (regular) inverse A - ‘. 
The (2, R( A’), N( A’)}- inverse of A coincides with its Moore-Penrose 
inverse which is usually denoted by A +. 
When A is a square matrix, ind(A), the index of A, denotes the smallest 
nonnegative integer k for which rank( Ak) = rank( Ak’ ’ ). If A is square with 
ind(A) = k, then the Druzin inverse (cf. [5]) of A, denoted AD, is a solution 
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for the system of equations 
(Dl) Ak+lx = Ak 
(D2) XAX=X 
(D3) AX=XA. 
Here, it is well known that a solution to the above system exists and is unique. 
If ind( A) < 1, the Drazin inverse is called the group inverse and denoted by 
A#. 
We are now ready to introduce those concepts of matrix monotonicity 
which will be of interest in this paper. Following Collatz, a square real matrix 
A is called monotone if it satisfies 
(1.1) Ax>0 - x20, 
where for a vector y E R”, y >, 0 denotes that its entries are nonnegative 
numbers. Collatz [l] has shown that the implication (1.1) is equivalent to 
(1.2) A-'20, 
where for a matrix B E I%“.“, B 2 0 denotes that its entries are nonnegative 
real scalars. 
Motivated by a variety of practical and theoretical problems, in the last 
two decades several generalizations of the properties (1.1) and (1.2) have 
appeared in the literature. Among these problems we mention here only the 
theory of Markov chains in probability, certain linear-programming problems, 
and the Leontief closed economic model. The interested reader is referred to 
the excellent book [5] by Berman and Plemmons, where these problems are 
discussed. 
Some of the generalizations are defined as follows: 
DEFINITION 1.1 (e.g., Werner [ll]). Let A E R”‘,“, M E N,(A), and 
SE R,(A). If 77 G {1,2, M,S}, then A is called q-monotone if it has a 
nonnegative q-inverse. 
DEFINITION 1.2 (e.g., Berman and Plemmons [5]). A square matrix A 
with ind(A) = k is Drazin-monotone (often abbreviated D-monotone) if 
AD > 0. In particular, A is called group-monotone if A* exists and A# > 0. 
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DEFINITION 1.3 (Werner [lo]). A matrix A E R”‘,” with rank(A) = r is 
called weak-r-monotone if it has a monotone submatrix of order r. 
It is well known that a square nonnegative matrix A is monotone if and 
only if A is monomial, i.e. if A has exactly one nonzero entry in each row 
and each column. 
We further recall the following extension of the previous concept. 
DEFINITION 1.4 (Werner [9]). For A E R”,” with rank(A) = r, A is said 
to be weak-r-monomial if it has a monomial submatrix of order r. 
In what follows, we consider square matrices which have a nonnegative 
power. The main concern of this paper is to derive necessary and sufficient 
conditions for such a matrix to be Drazin-monotone. Thereby some interesting 
relations of Drazin monotonicity to group monotonicity and weak r-monoton- 
icity are revealed in Section 3 and Section 4, respectively. 
This section is concluded with the following known results from the 
theory of matrix monotonicity, which will prove useful for that purpose. 
THEOREM 1.5 (Werner [12]). Let A be a real m x n matrix, and suppose 
that there exist { 1}-inverses of A, say G and H, such that GA and AH are 
both nonnegative. Then A is {l}- monotone if and only if A is weak 
r-monotone. 
COROLLARY 1.6 (cf. Werner [ll]). The { l}-monotonicity of a nonnega- 
tive matrix A is equivalent to the weak r-morwmiality of A. 
2. GENERALIZED INVERSION AND DRAZIN INVERSION 
In this section, we present some easy factorizations which are essential for 
the sequel. 
Let AER”,” be of index k. Clearly, ind( A) = k implies R( A”+ i) = R( Ak), 
N(A’+‘)= N(Ak), R(A+ N,(A”), and NOR,, for each s>, k. 
Moreover, in that case it is not difficult to verify 
satisfies the equations 
that X = A” if and only if X 
XAX=X, AX = PR(**),N(**), 
With this in mind, the results in this section are easy to check. 
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LEMMA 2.1. Let A E R”,” and ind(A) = k. Then, for each s > k, 
(AD)“= (AS)*= (A~)(~.R(-@)-R’(A~)). 
We continue by listing some factorizations of the Drazin inverse of A. 
LEMMA 2.2. Let A E R”,“. lf ind(A) = k and T, s > k, then 
AD = AS(AST~)("‘@)) 
(ii) AD = (As+~)(~~(A~)IAs 
(iii) An = A”( A’+“+‘)(‘)A’, 
where the generalized inverses used are arbitrary elements of the different sets 
of q-inverses. 
In the case where r = s, the third preceding expression is due to Greville 
(see [2, p. 1741). 
3. DRAZIN MONOTONICITY AND GROUP MONOTONICITY 
In [8], Pye derived the following necessary and sufficient condition for a 
square matrix to have a nonnegative Drazin inverse. 
THEOREM 3.1. Let A be a square matrix with ind(A)= k. Then A is 
Drazin-monotone if and only if 
(3.1) Ax6Ry+N(Ak) and xeR(Ak) * x>,O. 
Theorem 3.1 extends Theorem 1 of [3], which considered the group 
monotonicity. 
In this section, we now discuss the logical implications between Drazin 
and group monotonicity. 
In a first result we mention that if A is Drazin-monotone, then A” is 
group-monotone for every s > ind( A). This can be seen either by comparing 
(3.1) with the corresponding implication characterizing the group monotoni- 
city of A”, or more easily by applying Lemma 2.1. The converse statement, of 
course, holds trivially whenever ind( A) < 1. 
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Now it seems quite natural to ask 
QUESTION 3.2. Suppose that s is an arbitrary but fixed integer with 
s > ind( A); is A Drazin-monotone when A” is group-monotone? 
Unfortunately, the example given below shows that this, in general, is not the 
case. 
EXAMPLE 3.3. Consider A = - I, where I denotes the identity matrix of 
some fixed order. In this case, ind(A) = 0, A2 F I, ( A2)*= Z > 0, and AD 
z - Z > 0. So A2 is group-monotone, although A is not Drazin-monotone. 
For that reason, the rest of this section is devoted to provide us with a 
condition on A under which the implication in question becomes true at least 
for a certain exponent. The following concept will therein play the key role. 
DEFINITION~.~. A square matrix A is said to have property n if for some 
positive integer w, the wth power of A is nonnegative. We write n(w) 
whenever A’” > 0 for the positive integer w. 
It should be realized that if A has property n, then A has property n( w ) 
for some integer w > ind(A). In particular, all nilpotent matrices as well as all 
nonnegative matrices have property n. 
THEOREM 3.5. Let A E R”, “. Suppose that A has property n(w) for 
some integer w > ind(A). Then A is Drazin-monotone if and only if A’L.+l is 
group-monotone. 
Proof. That the group monotonicity of, for instance, A’“+i is necessary 
for A to be Drazin-monotone was verified above without any additional 
assumption. Only the converse implication of the theorem remains to be 
shown. Therefore, let w > ind(A), and suppose that A has property n(w) 
and A’O+ ’ is group-monotone. But now observe that the group inverse of 
A’“+l is a special { N(Ak)}-inverse of A’O+‘, so that the assertion follows by 
applying Lemma 2.2(i). n 
For a nonnegative square matrix, Theorem 3.5 becomes 
COROLLARY 3.6. Let A E R”,” with ind( A) = k be nonnegative. Then A 
is Drazin-monotone if and only if Ak’ ’ is group-monotone. 
In order to strengthen Theorem 3.5, we need some preliminary results. 
DRAZIN-MONOTONICITY CHARACTERIZATIONS 333 
THEOREM 3.7 (Berman and Plemmons [3]). Suppose that A is a nonnega- 
tive square matrix with ind( A) < 1 and rank(A) = T. Then A is group-mono- 
tone if and only if A has a nonnegative full-rank factorization of the form 
(3.2) A = PBQ, 
where B is a monomial r X r matrix and P and Q are matrices of suitable 
order such that QP = 1 (I denoting the identity matrix of appropriate order). 
We remark the following interesting 
SUPPLEMENT 3.8. lf a nonnegative matrix A has a factorization as given 
in Theorem 3.7, then the matrices P and Q are weak-r-monomial. 
Proof (of the supplement). It follows from P >, 0, Q >, 0, and QP = I 
that P and Q are nonnegative { I}-inverses of each other, so that our assertion 
is clear, e.g. by applying Corollary 1.6. w 
THEOREM 3.9. Let A be Drazin-monotone. Then A has property n if and 
only if A has property n(w) for each integer w >, ind(A). 
Proof. Suppose that A is Drazin-monotone, and let A have property n. 
Then by the Archimedean principle there exists an integer w > ind( A) such 
that w > 1 and A’” > 0. Since by Lemma 2.1 (A”)#>, 0, Theorem 3.7 and its 
supplement guarantee that A’” can be factorized as 
(3.3) A” = PBQ, 
where B is monomial and nonnegative, and P and Q are weak-r-monomial 
nonnegative matrices satisfying QP = 1. Letting k = ind( A) and r = rank( Ak), 
then it is clear that BER’*‘, PER”,‘, QER’,“, R(A’“)=R(A”)=R(P), 
and N(A”)=N(Ak)=N(Q). Next let V be any nX(n-r) matrix 
whose columns are a basis of N(Ak). Since R” = R(Ak)@N(Ak), the matrix 
W := [P j V] is nonsingular. It follows by inspection of W-‘W (recall (P4)) 
that 
where 2 is the unique { R(Ak)}-. Inverse of V. Also, as AR( Ak) = R( Ak) and 
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AN( Ak) c N( Ak), we get that for some matrices M and N of order r X r and 
(n - r) x (n - r), respectively, A can be written as 
A[P j V]= [P ; V][; !j, 
or equivalently after postmultiplication by W- ‘, 
(3.4) A=PMQ+VNZ. 
Needless to say, M and N are uniquely determined. Because Nk = 0, (3.4) 
implies 
(3.5) A”=PM”Q=(PMQ)” 
for each s 2 k. By checking the defining relations (Dl), (D2), and (D3) it can 
further be seen that 
(3.6) AD= PM-‘Q. 
Since AD 2 0, we also have 0 < (AD)“- ’ = PM’-‘“Q. Combining this with 
A’” > 0 results in 0 < (AD),-rA’” = PMQ [note (3.5) and QP = I], i.e., 
(3.7) PMQ>O. 
Thus A” > 0 for each s > k by virtue of (3.7) and (3.5). This completes the 
proof. n 
The above theorem together with its proof enables us now to derive two 
new characterizations of A being Drazin-monotone, provided A has prop- 
erty n. 
THEOREM 3.10. Let A be an n X n matrix with ind(A) = k and rank(Ak) 
= T, and suppose that A has property n. Then A is Drazin-monotone if and 





[ 1 z ’ 
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N is nilpotent, and M, P, Q are nonnegative weak-r-monomial matrices of 
order r X r, n X r, and T X n, respectively. 
Proof. First suppose that the property-n matrix A is Drazin-monotone. 
Then all results in the proof of Theorem 3.9 hold true. To prove necessity we 
thus only have to show that M in (3.4) is nonnegative and monomial. From 
(3.7) we get M >, 0 because P and Q are weak-r-monomial. Comparing (3.5) 
with (3.3) further gives B = M”. Since B is m onomial, it now follows from 
M > 0 that M must be monomial as well. Conversely, suppose that A can be 
expressed as in (3.8). Since AD = PM-‘Q (see the previous proof), then 
A” > 0, and the proof is complete. n 
In passing, we remark that Theorem 3.10 extends an earlier result given in 
[B] for nonnegative matrices. 
Moreover, we are now ready to give Theorem 3.5 a somewhat stronger 
form which is similar to Corollary 3.6. 
THEOREM 3.11. Let A be a square matrix with ind( A) = k, and suppose 
that A has property n. Then A is Drazin-monotone if and only if A has 
property n(k) and Akil is group-monotone. 
Proof. Necessity follows from Theorem 3.9 and Lemma 2.1. Sufficiency 
is clear by Lemma 2.2. n 
4. DRAZIN MONOTONICITY AND WEAK r-MONOTONICITY 
Our concern in this section is investigating the relationship between 
Drazin-monotonicity and weak r-monotonicity. 
Our main result in this respect is 
THEOREM 4.1. Let A be a property-n matrix with k = ind(P ) and 
r = rank(Ak). Then A is L?razin-monotone if and only if A has property n(k) 
and A2k+ ’ is weak-r-monotone. 
Proof. First suppose that the property-n matrix A is Drazin-monotone. 
From Theorem 3.9 and Lemma 2.1 it then follows that for each s > k the 
matrices A” and (A”)# are both nonnegative. Consequently, A”(A”)*= 
( A”)ttA” > 0. Since (A”)* is a { 1}-inverse of A”, necessity now follows from 
Theorem 1.5 (choose s = 2k + 1). To establish sufficiency, let Ak >, 0 and let 
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A2k+ ’ be weak-r-monotone. Notice that weak r-monotonicity does always 
imply { 1}-monotonicity (as was shown e.g. in [9]). The desired result thus 
easily follows by applying the factorization AD = Ak A2k+‘)(‘)Ak ( given in 
Lemma 2.2. n 
This theorem admits a corollary for nonnegative matrices. 
COROLLARY 4.2. A square nonnegative matrix A with ind(A) = k is 
Drazin-monotone if and only if Azk+ ’ is weak-r-monomial. 
Proof. This result is a direct consequence of the previous theorem by 
observing Corollary 1.6. H 
It should be realized that if A is a nonnegative and Drazin-monotone 
matrix with ind( A) = k and rank( Ak) = r, then in each power of A there must 
exist a monomial submatrix of order r. In view of Corollary 4.2, it therefore 
seems of some interest to ask for the smallest power A” (s 2 k) such that its 
weak r-monomiality is sufficient for A to be Drazin-monotone. The previous 
corollary provides us with an upper bound for the degree of that power, but 
whether or not 2k + 1 is the least one remains unresolved. That the least 
upper bound must, in general, be strictly greater than the index of the matrix 
is ilhrstrated by the next example. 




1 11. 1 0 1 
Obviously, rank(A) = 2 and ind( A) = 1. But despite 
we have that A is weak-r-monomial. 
We conclude this paper with the following result, which shows that at 
least for a special class of nonnegative matrices Corollary 4.2 admits a 
stronger version. 
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THEOREM 4.4. Let A be a square nonnegative matrix with ind( A) = k < 1 
and rank(A) = r. Then A is group-monotone if and only if Ak+’ is weak-r- 
monomial. 
Proof. First let k = 0. Then A#= A-‘, and the claim follows at once 
from Corollary 1.6. Next let k = 1. Necessity is now clear from Corollary 4.2 
and the remarks before example 4.3. To prove the converse, suppose that A’ 
is weak-r-monomial. Since A is nonnegative, it must be weak-r-monomial, too. 
Hence A has a factorization A = BC where B and C are nonnegative 
weak-r-monomial matrices of full column and row rank, respectively. From 
A2 = B(CB)C it is now seen that A2 is weak-r-monomial if and only if CB is 
monomial. Then (CB) ’ >, 0. Thus A# > 0 because A# = B( CB) 2C (see also 
Theorem 5.5 in [5]). n 
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