ABSTRACT Grading of glioma is crucial for treatment decision making as well as prognostic assessments. In clinical routines, radiologists grade gliomas with multiple complementary magnetic resonance imaging (MRI) sequences, which is yet challenging for glioma prediction models. In this paper, we take full advantages of four commonly used MRI sequences to propose non-invasive grading of glioma based on a variant of maximum entropy discrimination (MED) and decision tree. First, radiomics features calculation is, respectively, performed on T1-weighted imaging, T2-weighted imaging, fluid attenuation inversion recovery imaging, and contrast-enhanced T1-weighted imaging. Then, radiomics features are integrated to build a glioma prediction model named four-sequence MED (FSMED) according to the assumption that the classification margin of different sequences is consistent. Finally, we propose a multi-MED decision tree (MMEDT) model to obtain the grading of gliomas based on the output of FSMED and the results of MED on each sequence. Validation experiments are conducted on a data set collected from Henan Provincial People's Hospital (GliomaHPPH2018) and Multimodal Brain Tumor Image Segmentation Benchmark 2017 (BraTS2017). The results of these two data sets demonstrate the high-prediction performance of our method. The average areas under the curve (AUC) of MMEDT are 0.9119, 0.8184, and 0.9084 for GliomaHPPH2018, BraTS2017, and their merged set, respectively, with the corresponding average sensitivities of 92.55%, 87.85%, and 87.91%, and average specificities of 92.57%, 81.36%, and 87.39%.
I. INTRODUCTION
Glioma is a prevalent fatal brain disease that accounts for approximately 24 .7% of all primary brain tumors and other tumors in the central nervous system and for 74.6% of malignant tumors [1] . Moreover, it is a major malignant brain disease with high mortality and morbidity. The World Health Organization's guidelines for glioma diagnosis and treatment are divided into four levels: I-II for low-grade glioma (LGG) and III-IV for high-grade glioma (HGG) [2] , [3] . Therefore, the accurate grading of glioma has clinical significance in the determination of a treatment plan, the evaluation of treatment
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response, and the prognostic evaluation of patients. MRI is commonly used in glioma grading because it can accurately display the location, size, and histological characteristics of lesions [4] . In clinical practice, commonly used sequences for glioma grading include T1-weighted imaging (T1), T2-weighted imaging (T2), fluid attenuation inversion recovery imaging (FLAIR), and contrast-enhanced T1-weighted imaging (CET1) [5] , [6] . Each of these modalities provides different types of biological information and therefore poses complementary information for glioma grading [7] .
In traditional clinical practice, radiologists investigate various types of MRI for glioma grading. With the development of machine learning, more and more researchers grade glioma by constructing different classification models [8] , [9] by training image features, such as textures [10] and wavelets [11] . Currently, most studies on glioma grading used single sequence, such as CET1 [12] , [13] , FLAIR [14] , or T2 [15] . In their multimodal glioma study, Wang et al. [16] predicted glioma grading based on three MRI sequences (CET1, T2, and ADC) and used radiomics for feature calculation and model training. They showed that the three sequences have more clinical predictive value than single sequence. Tian et al. [17] combined multi-parameter MRI images to predict the invasiveness of glioma tumors by calculating the radiomics features. Their results showed that multi-parameter texture features have high classification performance. Qin et al. [18] extracted 114 features based on three MRI sequences ( FLAIR, CET1, and ADC) in patients with glioma. They selected eight features with significant differences by evaluating the distribution of these features under HGG and LGG gliomas, which improved the diagnostic accuracy. These studies demonstrate that glioma grading of multi-sequence MR images is feasible and significant. At present, single sequence is still the main method to research glioma grading. Although some scholars have applied multi-sequences to grade glioma, effectively using the complementarity of multi-sequences by only simply stacking them into one training set is difficult. Co-training multi-sequences to use complementary information has become an urgent problem to be solved.
The multi-view learning method considers learning with multiple views to improve the generalization performance [19] . Some studies have verified the validity of multiview learning in medical imaging. Cao et al. [20] proposed a multi-view learning algorithm for radiomics using random forests to merge different sequence information. Their experiments on several open multi-sequence datasets showed that radiomics with multi-view learning exhibit high predictive performance. In addition, other scholars used multifeatures or multi-sequences to achieve promising results in the diagnosis of diabetes [21] , fatty liver disease [22] , prostate cancer [23] , and other diseases. Maximum entropy discrimination (MED) [24] is a general framework for integrated generative and discriminative learning, and it relies on maximum entropy theory and maximum margin theory. In the aspect of generative learning, probabilistic tools can be used to model learning tasks and to specify prior knowledge. Discriminative learning can also be used to directly model learning objectives without considering data distribution. MED has been used for multi-view learning, and has achieved good results in non-medical data by using two perspectives of data on the multi-view maximum entropy discriminant model [25] . Liu et al. [26] combined the maximum entropy model with multi-view learning for disease diagnosis and achieved positive results. They applied texture features of other features to deep learning technology, and completed the diagnosis of microscopic nerve damage images using the maximum entropy discriminant model, which fully proved the effectiveness of multi-view MED learning and deep learning. Zhang et al. [27] proposed an end-to-end VRNN+NN model for disease diagnosis based on generative and discriminative learning, which proved the advantages of combining generative learning and discriminant learning.
Combinations of multiple MRI sequences have been explored for disease diagnosis in some methods. However, most of them are required to train a glioma prediction model for each sequence. And therefore, how to take fully advantages of complementary information contained in multiple sequences is still challenging. In this paper, we propose a non-invasive grading of glioma based on maximum entropy discrimination and decision tree. According to the assumption that the classification margin of different sequences is consistent, a glioma prediction model named Four-Sequence MED (FSMED) is built, which is then incorporated into our proposed Multi-MED decision Tree (MMEDT) model to improve grading accuracy. The average AUC of MMEDT are 0.9119, 0.8184, and 0.9084 for GliomaHPPH2018, BraTS2017, and their merged set, respectively, with corresponding average sensitivities of 92.55%, 87.85%, and 87.91%, and average specificities of 92.57%, 81.36%, and 87.39%. The main contributions of this paper are twofold:
1. We propose a fully automated and no-invasive prediction method for the grading of gliomas, which exploits four commonly clinical used MRI sequences in a unified framework.
2. A four sequences maximum entropy discriminant model is designed, which takes fully advantages of the consistency and complementary information contained in each sequence.
II. METHODOLOGY
To maximize the complementary information contained in T1, T2, FLAIR, and CET1 sequences, this paper proposes a fully automated and no-invasive prediction method for the grading of gliomas. The method mainly involves four steps. In the first step, four training sets are obtained by calculating radiomics features of the corresponding sequences. In the second step, features are preprocessed through feature imputation, outlier detection, domain purging, and feature standardization. In the third step, the FSMED model is trained, and then Multi-MED decision Tree (MMEDT) model based on the output of FSMED and results of MED on each sequences is obtained. In the fourth step, the performance is analyzed. Fig. 1 shows the flow chart of glioma grading by our method.
A. FOUR-SEQUENCE MAXIMUM ENTROPY DISCRIMINATION
Entropy is originally a thermodynamic concept. Shannon introduces the concept of information entropy in information theory to measure uncertainty. The greater the uncertainty, the larger the entropy. The relative entropy, also known as Kullback-Leibler divergence, is used to describe the asymmetry measure of the difference between two different probability distributions. MED is an excellent discriminative classification algorithm in view of maximum entropy and maximum margin principles [28] . Recently, many versions of multiview MED have been proven to be effective in multi-view learning. However, those methods are designed only for the two-view classification problem [25] . This study extends the MED from a single variable to four variables and proposes the FSMED model.
Suppose the data set D = (X 1t , X 2t , X 3t , X 4t , y t ) , where t ∈ {1, . . . , N }, N is the number of samples;X 1t , X 2t , X 3t , and X 4t respectively represent the radiomics features of the -th sample of T1, T2, FLAIR, and CET1 sequences; y t represents the ground truth label of the -th sample; y t ∈ {+1} (+1 means HGG; and −1 means LGG). Define the
To learn from multisequences, we use the principle of marginal consistency. In other words, the classifier margin of the four sequences is equal. Thus, the common spacing vector γ = γ 1 = . . . = γ n , which means the classification confidence obtained from different sequences is equal. We extend the parameter of the maximum entropy model suppose the joint distribution of 1 , 2 , 3 , 4 and the common spacing vector γ is p( 1 , 2 , 3 , 4 , γ ). Thus, the objective function of FSMED is defined as (1) .
where p 0 ( 1 , 2 , 3 , 4 , γ ) represents the theoretical distribution that must be defined. p( 1 , 2 , 3 , 4 , γ ) is the best probability model to solve. The margin is defined as y t L i (X it | i ) and is large and positive whenever the label y t agrees with the scalar valued prediction L i (X it | i ) and negative when they disagree. Apply large margin constraints to the four sequences in the FSMED model, which means let y t L i (X it | i ) larger than a certain margin γ . Large margin constraints can be defined as (2) .
Functions L i (X it | i ), i = 1, 2, 3, 4 represent the discriminant functions of four sequences. FSMED can be expressed as the following optimization problems.
Using the Lagrangian multiplier method, we obtain (4).
where
the nonnegative Lagrangian multipliers of four sequences.
To solve (3), we need to solve (5) .
By solving (5), we obtain the general form of solution for the FSMED optimization problem as (6) .
where Z (λ 1 , λ 2 , λ 3 , λ 4 ) is the normalization factor and can be defined as (7).
Four Lagrangian multipliers λ i = {λ i,1 , . . . , λ i,N }, i = 1, 2, 3, 4 correspond to one constraint condition, respectively. λ 1 , λ 2 , λ 3 , and λ 4 are solved by maximizing the following joint concave function.
The solution p( 1 , 2 , 3 , 4 , γ ) of FSMED can be obtained by substituting the Lagrangian multipliers of the solution into (6) , and p( 1 , 2 , 3 , 4 , γ ) can be obtained by eliminating the margin variable γ . (9) can then be used to predict a new glioma grade from single sequence.
Four sequences can be combined to predict new glioma samples using (10) .
B. CALCULATE THE MODEL SOLUTION (6) shows that prior probability distribution p 0 ( 1 , 2 , 3 , 4 , γ ) is important for the solution of FSMED. To solve the model, we introduce the following assumption.
In (11)
From (8), we can maximize J (λ 1 , λ 2 , λ 3 , λ 4 ) to obtain Lagrange multipliers λ 1 , λ 2 , λ 3 , and λ 4 . Therefore, under the condition of (11), the normalization factor Z (λ 1 , λ 2 , λ 3 , λ 4 ) can be analyzed to solve the problem. First, we extend (7).
Then, by substituting (12) into (8), we can obtain the following results. (13) is similar to the loss function L(γ t ) in regularization theory. We can consider finding the penalty term −J γ t (λ 1,t , λ 2,t , λ 3,t , λ 4,t ) from the prior distribution p 0 (γ t ) of the margin variable γ t , and vice versa.
Therefore, a dual relationship exists between defining objective functions and penalty terms and defining a prior distribution over parameters and a prior distribution over margins.
Then, we consider using the following margin prior distribution as (14) .
According to the margin prior distribution of (13), we can obtain the penalty function as (15) . log(Z γ t (λ 1,t , λ 2,t , λ 3,t , λ 4,t ))
Under this condition, when the classification margin is smaller than the mean of prior margin γ t , which is 1 − 1 c , the penalty term will be introduced for the large margin constraint, otherwise it will not. The selection of prior margin is similar to that of relaxation variables in support vector machines and to that of different loss functions in regularization theory.
We then consider the prior distribution p 0 ( 1 , 2 , 3 ,   4 ). First, we assume that the prior distribution p 0 ( 1 , 2 , 3 , 4 ) can be decomposed on any unrelated set of variables i . As long as these variables appear in different additive components of ( 1 , 2 , 3 , 4 ) .
The deviation prior distribution b i uses a Gaussian prior with a mean of 0 and a variance of infinity, as shown in (17) .
The linear parameter vector distribution θ i uses a Gaussian prior with a mean of 0 and a variance of the unit matrix, as shown in (18) .
The discriminant functions of the four sequences are denoted as
The discriminant functions are substituted into log(Z (λ 1 , λ 2 , λ 3 , λ 4 )) according to (17) and (18) .
Substituting (15) and (19) into (13), (20) can be obtained.
Thus, the object function in (20) tends to be negative infinity unless N t=1 λ i,t y t = 0 is satisfied, and then the FSMED optimization problem can be obtained by maximizing Eq.20 to obtain the following dual problem shown in (21) . λ i can be obtained by solving the above dual optimization problem, where the non-zero value represents the support vector. Then, (11), (16) , and the discriminant functions corresponding to the four sequences L i (X it | i ) = θ T i X it + b i are substituted into (6) to obtain (22) .
According to the solution of the above formula, the following expected values can be obtained.
The solution is then solved according to the Karush-KuhnTucher (KKT) condition. According to KKT conditions (t = 1, . . . , N ).
In consideration that the objective function of the FSMED problem is a convex function and the constraint gives a convex region, the above KKT condition is a necessary and sufficient condition for p ( 1 , 2 , 3 , 4 , γ ) to be a solution to the FSMED problem. (27) of the KKT condition is solved. For any λ it = 0 of t, (29) can be obtained.
where y s and X is represent the labels and features of the ith sequence of the samples corresponding to non-zero λ it in (29), respectively. Thus, the value of b i can be obtained by (30) .
For new samples of glioma with four sequences (X 1 , X 2 , X 3 , X 4 ), (31) can be used to make predictions about its high or low grade.
The FSMED model uses (32) to predict new samples.
C. MULTI-MED DECISION TREE
Real labels are analyzed with the predicted results by (31) and (32) . Although the prediction performance of FSMED is higher than that of single sequence, some cases where the single-sequence prediction is successful and FSMED fails to predict also exist. To further improve the prediction performance of the model, we propose Multi-MED decision Tree (MMEDT) model to obtain the grading of gliomas based on the output of FSMED and results of MED on each sequences. The training methods are as follows. Single-sequence MED prediction results and FSMED prediction results are combined to form a training set D E = ( y 1 , y 2 , y 3 , y 4 , y) where y 1 , y 2 , y 3 , y 4 are obtained by (31) , and y is obtained by (32) . We use the CART algorithm to train a decision tree and Gini coefficient to split nodes. During the training process, the hyper-parameters of the decision tree are optimized using the strategy of minimum number of leaf nodes. The logarithmic range of leaf node search is [1, max(2, NumObservations/2 )]. The prediction result of the decision tree is the final prediction result.
III. EXPERIMENTS
The validation experiments are performed in four commonly used MR sequences, namely, FLAIR, T1, CET1, and T2. The experiments consist of four main steps. In the first step, four training sets are obtained by calculating the radiomics features of the corresponding sequences. In the second step, features are preprocessed through feature imputation, outlier detection, domain purging, and feature standardization. In the third step, the FSMED model is trained, and then MMEDT is trained by combining four single-sequence MED prediction results and FSMED prediction results. Finally, the performance is analyzed.
A. DATASETS
High-quality data are required to obtain high-quality models, the training data should be representative and consistent with the true distribution of glioma, and the data should reach a certain scale to meet the requirements of model training. The research data of this study are derived from the PACS system of Henan Provincial People's Hospital between 2012 and 2018(GliomaHPPH2018) and the Multimodal Brain Tumor Image Segmentation Benchmark 2017 (BraTS2017) [7] , [29] . GliomaHPPH2018 contains 233 samples (157 HGG and 76 LGG), and BraTS2017 contains 285 samples (210 HGG and 75 LGG). All data meet the following criteria: (1) images acquired before the operation, (2) data sequences include T1, T2, FLAIR, and CET1, and (3) gliomas are histopathologically confirmed and graded in accordance with the WHO criteria.
B. RADIOMICS FEATURES
To facilitate the reproductivity of the algorithm, this study uses Pyradiomics [30] to calculate radiomics features, including first-order statistical features, spatial geometric features, texture features, and wavelet features. The first-order statistical feature is extracted from the histogram, including 18 statistical features, such as energy, entropy, mean, maximum, and median. Spatial geometric features, including compactness, maximum diameter, and eccentricity, describe the spatial geometry of the tumor [31] . Texture features are used to describe similarity between voxels. A total of 43 texture features are calculated including 22 gray-level co-occurrence matrix features [32] , 16 gray-scale travel matrix features [33] - [36] , and 5 local gray-tone difference matrix features [37] . The wavelet features are calculated as above features based-on wavelet transform data. In this study, raw data are decomposed into eight sub-bands by 3D wavelet transform.
C. FEATURE PREPROCESSING
Pre-processing of features is very important for further data analysis and model training, and effective pre-processing helps enhance the training of models [38] . The FSMED algorithm requires that all input be of real number. To ensure the correct training, feature imputation must be performed VOLUME 7, 2019 with missing values or invalid values. Three types of situations require preprocessing. For samples with large-scale missing values, the training samples are removed; features with numerous missing features may be removed or not after manual evaluation; if the number of features missing is relatively small, statistical methods are used for feature imputation. This study uses the mean value of the features to replace missing values. In order to eliminate the magnitude difference between features, Z-score is used to standardize data. Because the range of each feature is quite different, Z-score is used to standardize data in order to eliminate the influence.
D. MODEL TRAINING
After feature preprocessing, four training sets are inputted into the FSMED model for training. The average performance of the four-fold cross-validation is used to evaluate models. In consideration that the FSMED model has a hyperparameter C (see (14) ), a grid search is used to find the optimal C value. Previous experiments confirmed that the model is inseparable when C is too small. Thus, the grid search range is 2 0 to 2 10 , and log(C) is incremented by 1 for each step. A total of 11 rounds of experiments are conducted.
Each single model prediction results combined with the prediction result of FSMED forms a new training set, and the prediction result of MMEDT is used as the final output.
IV. RESULTS AND DISCUSSIONS
In studies of glioma grading, different sequences of MR images contain different types of information of tumors, and the information between multiple sequences is complementary. Fig.2 shows the CET1, T1, FLAIR, and T2 sequences of five patients. Among them, the CET1 sequence features of patient A are more discriminate, but making a conclusion by T1 sequence is difficult; the T1 sequence of patient B is clear, and the remaining sequences have their own characteristics; the FLAIR image features of patient C are clearer than those of the others; among all the sequences of patient D, the T2 image is more obvious; different images of patient E reflect the different aspects of the glioma. This study aims to improve the accuracy of the prediction model through multisequence joint training, and the FSMED model is designed based-on T1, T2, FLAIR, and CET1 to grade glioma. The objectives of this chapter are as follows. First, the FSMED model can obtain better training effects under multi-sequence conditions. Second, the MMEDT model can further improve the performance of glioma grading.
The final training data include 233 cases from GliomaHPPH2018 data and 285 cases from BraTS2017 data. For each sequence, 557 radiomics features are calculated in this study, including 9 spatial geometric features extracted from raw data, 18 first-order statistical features, and 43 texture features, which are calculated from raw data and 8 wavelets transform data. Then, preprocessing radiomics features are preprocessed through feature imputation, outlier detection, domain purging, and feature standardization. To evaluate our model, we perform three groups of experiments, using GliomaHPPH2018 alone, BraTS2017 alone, and GliomaHPPH2018 and BraTS2017 combined for model training. The average performance of four-fold cross validation is used to evaluate the models in all three groups of experiments.
The hyper-parameter C, which reflects the penalty for the distance of positive and negative classes, may not have an effective solution when C is too small and exerts minimal influence on the accuracy of the model when C is larger than a certain value. In this study, we search for the best hyperparameter C through grid search. To speed up the search of hyper-parameter, we use exponential growth as the search step. The AUC is used to evaluate the prediction models. The C that makes the model have the highest average AUC is selected for the final model. Fig. 3 shows the change in mean AUC on different C values. When the C value is too small, the model has no meaning. As the C value increases, the value of AUC gradually increases. When the model reaches a peak after a certain C value, and then increases C, the performance slightly declines and then relative stability is maintained. For the GliomaHPPH2018 dataset ( Fig. 3-a) , C = 2 2 gives the best average performance (AUC = 0.9119); for the BraTS2017 dataset (Fig. 3-b) , C = 2 2 gives the best average performance (AUC = 0.9119). For mixing the data set (Fig. 3-c) , the best performance (AUC = 0.9084) is at C = 2 3 . In consideration of the large data imbalance in the training data, the evaluation indicators of this study include the AUC, accuracy (Acc), sensitivity (Sen), specificity (Spe), positive predictive value (PPV) and negative predictive value (NPV) to evaluate the performance of the model. The single sequence prediction results, the FSMED prediction results, VOLUME 7, 2019 FIGURE 5. Radar map on test set of GliomaHPPH2018. and the MMEDT prediction results in the three sets of experiments are listed in Table 1 .
Under the selected hyper-parameters, the model with the best overall performance is selected as the final model, and the final results are analyzed. Fig. 4 lists the confusion matrices of the final model for GliomaHPPH2018, BraTS2017, and the mixed data set. To visually evaluate the performance differences among the four single-sequence models, FSMED, and MMEDT models, we show the corresponding radar maps in Figs. 5, 6, and 7.
In the three sets of experiments, the model achieves the best performance on the GliomaHPPH2018 dataset, with slightly lower performance on the mixed dataset, and lower performance than the mixed dataset on the public dataset BraTS2017.
The reason for this may be that the BraTS2017 dataset is from multiple centers, which means the collection parameters and the collection equipment are not uniform. The data provider performs the necessary preprocessing, such as uniformly scaling the voxels to 1 × 1 × 1mm 3 , and the preprocessing operations may result in degraded image quality.
As shown in Fig. 8 , the FLAIR sequence of sample B is incompletely scanned; after data preprocessing, the resolution of some T1 and FLAIR sequences decreases, and the image is slightly blurred, such as samples A, C, and D; a large difference in contrast is found between samples, such as sample B, and the CET1 sequences of samples A, C, and D have large deviations. Such problems may cause deviations in feature calculations. In Table 1 , the minimum of the single FLAIR in the BraTS2017 experiment verifies the hypothesis. Whether the preprocessing of the image has a significant impact on the feature calculation is beyond the scope of this study.
V. CONCLUSIONS
CET1, T1, FLAIR, and T2 are sequences that are the most commonly used in clinical practice. These four sequences express tumors from different perspectives. Therefore, the training target of multiple sequences is consistent. In this study, the maximum entropy discriminant model is extended to these four sequences, and a FSMED model is proposed. Experiments show that the prediction performance of the FSMED model is higher than that of the singlesequence maximum entropy discriminant model. Considering that the multiple sequences are complementary, MMEDT based on the four single-sequence discriminant models and the FSMED model is trained to make the final prediction, which further improves the prediction performance of the model. For the FSMED model, the setting of hyper-parameter C has a direct impact on model training. In this paper, grid search is performed to find the optimal parameters. Parameter C reflects the penalty of the model. When the C is too small, the model may not have an effective solution. When C is greater than a certain value, the accuracy of the model is less affected.
After experimental comparison, the prediction performance of each single-sequence is generally not high. After using FSMED for multi-sequence training, the prediction performance is greatly improved. The MMEDT trained from FSMED prediction results combined with the four singlesequence MED prediction results can further improve the prediction performance of our method.
Overall, the prediction performance is relatively lower on the public data set BraTS2017 compared with GliomaHPPH2018. The reason may be that the BraTS2017 data set is derived from multiple centers and preprocessed for uniform specifications. Multi-center data sharing is the trend in medical image analysis to increase the size of training data. The problem of non-uniformity of parameters faced by multicenters is an important issue that needs to be studied in depth.
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