In size preserving video tracking, the camera's focal length (zoom) is adjusted automatically to compensate for the changes in the target's image size caused by the relative motion between the camera and the target. The accurate estimation of these changes is paramount to the system performance.
INTRODUCTION
Video tracking systems with automatic zoom control have attracted increasing research interests, due to their added flexibility in interacting with changing environments. In addition to the proper pursuit of the target's motion by adjusting the camera's pan and tilt angles, the camera's zoom is also varied for desired target details. The appropriate camera zoom is generated based on the estimated changes in target image size caused by the target's relative motion, especially the motion along the camera's optical axis.
Although inherently zoom dependent, region based methods are commonly used in literature due to their low computational complexity [2, 3] . To account for changes in target image size, additional parameters are derived from the region of interest. However, since region based algorithms are restricted to the 2D image plane and disregard the target's 3D real world motion, they will not be able to produce accurate zoom controls even if additional parameters accounting for the changes in target image size are obtained. Recently, two new trends emerged. One led by Murray et al. [1] utilizes SFM to recover a target's real world coordinates and movements, and the other proposed by Fayman et al. [4] is based on the optical flow of the image sequence. Apart from pure space domain processing, the wavelet transform is another promising approach [5] .
Among existing target scale estimation algorithms, the algorithms based on SFM appear to be the most promising candidates primarily due to their superior accuracy and moderate computational complexity. However, Murray et al. used the weak perspective projection model, a highly simplified representation of the real imaging process, and ignored the influence of the center offset, the difference between the target image center and the image center. In practice, the target image may not be close to the image center due to tracking latency and the center offset has to be taken into consideration for accurate target scale estimation. The second concern comes from the affine assumption, which requires the target to be at a distance large enough compared to its relief. When the target is too close to the camera, the affine projection model is unable to describe the actual imaging process, necessitating the use of the perspective projection model.
In this paper, we propose target scale estimation algorithms based on the paraperspective and perspective projection models. We restrict our interest to algorithms with linear solutions for their applicability to real-time tracking scenarios. The extension from the weak perspective to the paraperspective projection model accounts for the center offset and still requires comparable computations. Scale estimation algorithms based on the perspective projection model only consider planar motion. Two SFM methods for planar motion with linear solutions are implemented, referred to as the direct geometry constraint [6] and image decomposition [7] methods. A special case, where the image plane is perpendicular to the motion plane, is studied in [7] . We generalize the decomposition approach to incorporate the camera's pan/tilt motions. Afterwards, from the reconstructed motion/shape or the decomposed image coordinates, we derive the corresponding target scale estimation and show that the direct geometry constraint and image decomposition methods eventually produce identical estimations. We also implement the target scale estimation algorithms based on various projection models and compare their performances. Scale estimation based on the paraperspective projection model is proved to produce the most accurate and robust performance.
The remainder of this paper is organized as follows. Section 2 gives a brief introduction to the affine and perspective projection models. The proposed scale estimation algorithms are described in section 3. Experimental results 1-4244-0481-9/06/$20.00 C2006 IEEE are demonstrated in section 4 and section 5 concludes this paper.
2. CAMERA PROJECTION MODELS The perspective projection model describes the imaging process under the pin-hole assumption. An image point x expressed in homogeneous coordinates is projected from a scene point X by: x= M3X4X = K(R t)X, where M3x4 is the perspective projection matrix and K, R, t are the camera intrinsic matrix, rotation matrix, and translation vector, respectively.
When a target's relief is small enough compared with the overall distance separating it from the observation camera, affine projection models can be used to approximate the imaging process. The affine projection is characterized by the following equation in inhomogeneous coordinates: X=M2X4(XT ifA where M2x4 is the affine projection matrix.
The weak perspective and paraperspective projection models are two major affine projection models. If we denote the camera's intrinsic parameters as follows, skew: s, aspect ratio: ao, and focal length: f, given the target's center of mass (Xr,Y,,Zr), the weak perspective projection matrix can be written as, ME = f I s (R2 t2), where R2 and t2 are the first two rows of the rotation matrix and translation vector, respectively. In the weak perspective projection, the target's image simply translates when the target translates parallel to the image plane. However, under perspective projection, the target's image presents a different view of the target, which may introduce a changed image size. This amount of image size change is determined by the center offset, target relief, and target depth. The paraperspective projection is evolved from the weak perspective projection and takes into account both the distortions associated with the center offset and possible variations in target depth. It yields a closer approximation of the perspective projection by modeling the position effect. Meanwhile, it also retains some of the linear properties of the weak perspective projection.
The paraperspective projection matrix can be expressed as: and the image of the target's center of mass, xri and yri, can be obtained from the estimated translation mi [9] .
The vector h has 6 unknowns and for I frames there are 1-] Si. For each frame we can obtain three constrains and need 31 . 6 + I -1 or equivalently I . 3 frames to solve the above equations. With known f, the resulting algorithm requires similar computations as those based on the weak perspective projection model. With unknown f and following the algorithm proposed in [10] , we need I >3 to solve a polynomial equation of the second degree in f-2, resulting in non-linear computations. Since the current camera zoom is available, our implementation follows the reasonable assumption of known f The paraperspective projection model takes the target position into consideration and can produce more accurate scale estimates when the target image is away from the image center. The use of the paraperspective model considerably reduces the error introduced by non-ideal tracking.
Perspective projection model
The affine projection model is sufficient for scenarios with targets at long distance. When the target is relatively close to the camera, the perspective camera model is preferred. However, SFM based on the perspective projection model for general motion involves non-linear computations and an iterative optimization process is compulsory for refining the reconstruction. This tends to be time consuming and thus is not suitable for real-time applications. Linear solutions can be obtained by imposing constraints on the general motion assumption, such as the planar motion constraint [6, 7] , where the target's motion is restrained to a plane (referred to as the motion plane). The target can translate within and rotate along the normal direction of the motion plane. The planar motion perfectly describes the motion of traffic or pedestrians, the two major targets in our applications. Hence, we investigate the feasibility of scale estimation based on the perspective projection model under the planar motion assumption.
Li et al. directly applied the geometry constraints from planar motion and recovered the depths of traced feature points, Rip [6] . The mean of these depths is the average p distance between the target and the camera, i = ZAip , the p=1 inverse of which describes the target size change. The camera focal length then needs to be adjusted for a constant Si =-. In addition to the camera's focal length, the Ai directions of the X-, Y-, and Z-axis of the world coordinate system are required and are estimated from the camera's current pan/tilt.
Quan et al. showed that the 2D image under planar motion can be decomposed into two complementary ID images: one on the trifocal line and the other on the pencil of epipolar lines [9] . The 3D space is accordingly decomposed into two orthogonal subspaces, one of 2D represented by the trifocal plane (motion plane) and the other on the pencil of epipolar lines (rotation axis). Generally speaking, this decomposition is feasible provided that the trifocal tensor or fundamental matrices are available. To avoid computing the trifocal tensor or the fundamental matrices, Quan et al. considered a simple case where the image plane is parallel to the rotation axis of the planar motion, which excludes the camera's tilt motion.
Since, a 2D image point is decomposed by a projection from the image plane to the trifocal line with the vanishing point of the rotation axis as the projection center, the key point for the generalization to allow for camera's tilt motion lies in the derivation of this vanishing point. Assume a known tilt angle 0 and let H denote the height of the camera from the motion plane (ground plane). A point Y along the rotation axis, is projected onto the image plane by The vanishing point goes to infinity if 0 = 90 , which agrees with the case Quan et al. discussed [7] . Given the vanishing point, the 2D image p(x,y) can be decomposed into p(x',y') with a 2D perspective projection The target is walking at a normal speed towards the camera. The offline sequence is collected by a Sony camcorder DCR-TRV730 with constant zoom. We manually measured the target image size and use it as a reference to evaluate the performances of algorithms based on various projection models. The real-time sequence is collected by a Pelco Spectra III SE series dome system. Realtime pan/tilt/zoom commands are issued to pursue the target's motion and maintain a constant target image size. Figure 2 shows the sample frames and performance comparison from the offline pedestrian sequence. When the target is at long distance, algorithms based on both affine and perspective models can produce accurate estimation. As the target approaches the camera, the affine projection model is unable to capture the characteristic of the imaging process. The advantage of using the perspective projection model emerges. It can produce accurate estimation independently from the position of the target. However, its performance deteriorates dramatically when more realistic sequences (deformations, disturbances from the background, camera motion) are used. Although linear solutions can be derived under the constraint of planar motion, without a final optimization process, the noisy reconstruction fails to preserve the necessary robustness. Since the target image is close to the image center in the pedestrian sequence, the performances are similar for both affine projection model based algorithms. As the target approaches the camera resulting in increased influence from the center offset, accuracy improvement is observed at the end of the sequence. The advantage of paraperspective projection model becomes evident when there exists decent amount of center offset, such as the case in real-time tracking.
Considering both the accuracy and robustness, the algorithm based on the paraperspective projection model appears to be the most promising choice. Compared with algorithms based on the weak perspective projection model, essentially no additional computations are introduced while conspicuously improved immunity to the center offset or tracking errors is achieved. Figure 3 demonstrates the sample frames, estimated target size, and corresponding zoom control from the real-time pedestrian sequence. The camera zoom changes from 8x to lx and the target image size is maintained with only slight variations. (a) (b) (c) Figure 3 Sample frames of the real-time pedestrian sequence: (a) first frame and (b) last frame. Green bounding box illustrates the initial target image size, which is to be preserved though the sequence. (c) Estimated target size (normalized to the target image size in the first frame) and camera zoom.
5. CONCLUSIONS Target scale estimation based on SFM recovers the target's real world motion and thus produces improved accuracy over the popular region based methods. In this paper, we proposed two types of target scale estimation algorithms with linear computations based on the affine (paraperspective) and perspective projection models. Compared with the existing algorithm based on the weak perspective projection model, the algorithm based on the paraperspective projection model compensates for the center offset inevitable in real-time tracking due to system latency. Meanwhile, the algorithms based on the perspective projection model improve the estimation accuracy when the target is at close distances. Considering both accuracy and robustness, scale estimation using the paraperspective projection model is recommended and its effectiveness is verified in real-time size preserving tracking systems.
