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SECTION I 
We shall be concerned here with fourth order differential equations of the 
form 
x(4) +f(ji)I;E + a$ + g(k) + a4x = p(t) (1.1) 
in which CX~, a4 are constants and f, g, p depend only on the arguments 
displayed, the dots as usual denoting differentiation with respect to t. The 
functions f, g, p are such that g’(y) exists and f(z), g’(y), p(t) are continuous 
for all y, z, and t. Essentially our subject is to establish some sufficient con- 
ditions for the stability and for the boundedness of solutions of (1.1) in the 
cases p = 0, p + 0 respectively. 
For the case p = 0 our result is summarized in the following theorem: 
THEOREM 1. Given the da~erential equation 
x(4) +f(n)z + a$ + g(k) + (Yqx = 0, (1.2) 
suppose that 
(i) c+ and a4 are both positive; 
(ii) g(0) = 0 and there are Jinite constants 01~ > 0, CX~ > 0 such that 
g(y)/y > a3 (Y # 0) and f(x) b a1 for all K 
(iii) there is afinite constant d, > 0 such that 
bl% - i?(Y)) @-3 - v4f(n) 3 All (l-3) 
for ally and z; 
(3 g’(Y) -&4/Y G 81 f OY all y  # 0, where the constant 6, is such that 
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(v) 
that 
{(l/x) Jif( 5) dl;) -f(z) < 6, for all z $; 0, where the constant 6, is such 
62 < uJ/&). (1.5) 
Then every solution x(t) of (1.2) satis$es 
x --+ 0, 2 -+ 0, E -+ 0, ‘i-+0 as t-+03. (1.6) 
It should be pointed out that in the special case f = 01~ (so that 
the hypothesis (v) is trivially fulfilled) the theorem reduces to an earlier 
stability result [I]. Also in another special case in which f = OCR and g(k) = ~yak 
in (1.2) (so that all the conditions in hypotheses (iv) and (v) are trivially 
fulfilled) the hypotheses (i), (ii), and (iii) reduce to 
a1 > 0, a2 > 0, 013 > 0, 014 > 0, (ap3 - (Y3) a3 - c&x4 > 0 
which is the Routh-Hurwitz criterion (see [2; $ 1.31) for the asymptotic 
stability (in the large) of the trivial solution of the equation 
x(4) + c4,i + or,* + a33f + 014x = 0. 
If p + 0 the result (1.6) d oes not, in general, hold for solutions of (1 .l) 
even when f = constant and g(R) is linear in k, but we shall show that, at least, 
THEOREM 2. If the conditions in hypotheses (i)-(v) of Theorem 1 hold 
and if, further, 
s 
t 
I ~(7) I dT ,< A -=L m (1.7) o 
for all t > 0, then given any finite x0, y,,, q,, w0 there is a Jinite constant D = 
D(x,, yO, z,,, w,,) such that the (unique) solution x(t) of (1.1) which is determined 
by the initial conditions 
X(O) = x0, 3i*(O) = yo, 2(O) = zo, X(0) = wo 
satisfies 
I x(t) I < D, I W) I < D, I W> I d D, 1 ii(t) 1 < D 
fm all t 2 0. 
II. PRELIMINARY 
Our treatment of both theorems is indirect. In fact, rather than deal with 
(1.1) and (1.2) th emselves, we consider the equivalent systems 
R =y, j = x, % = w, fb = - wf(z) - ,$z -g(y) - 014x + p(t), 
P-1) 
R =y, p = z, 2 = w, 5% = - wf(z) - o12z -g(y) - 01*x (2.2) 
obtained from (1.1) and (1.2) respectively on setting R = y, j = z, t = w. 
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Then to prove Theorem 1, for example, it will suffice to show that every 
solution (x(t), y(t), z(t), w(t)) of (2.2) satisfies 
44 - 0, Y(f) - 0, x(t) - 0, w(t) -+ 0 (2.3) 
as t -+ 03. Also, since solutions of (2.1) exist and are uniquely defined by 
their initial conditions, let (x(t), y(t), x(t), w(t)) be the solution of (2.1) 
satisfying 
x(O) = x0, Y(O) ==Yor 40) = ql, w(0) = wo; (2.4) 
and then Theorem 2 will follow as soon as it is shown that there is a constant 
D = D(x,, yo, x0, wo) such that 
I x(t) I < D, 
for all t 3 0. 
I r(t) I G D> I x(t) I < D> I w(t) I < D, (2.5) 
III. THE FTJNCTION V 
The proofs of (2.3) and (2.5) depend entirely on the function Y = 
V(x, y, x, w) defined by 
2~’ = w&x2 + (c+G - w4) y2 + 2 j ’ g(T) 4 + (4 - 4) 2’ 
0 
+ 2 jz [f(5) dS + 4w2 + 2~39 + 2w4xx 
0 
+ 24y j'f(C) d5 + 24qdy) + 24yw + 22~9 (3.1) 
where 
0 
4 = E + lh, 4 = 6 + 4+, (3.2) 
and E > 0 is a constant whose precise value is to be fixed to advantage later. 
The function V thus depends explicitly on the (so far) arbitrary positive 
constant E, and we shall now prove that, under the conditions of Theorem 1, 
I’ is a Lyapunov function for the system (2.2) provided that E is small enough. 
The proof is on two parts (Lemmas 1 and 2). 
LEMMA 1. Under the hypotheses (i)-(v) of Theorem 1, V(0, 0, 0,O) = 0 
and further there are positive constants Di (i = 1, 2, 3, 4) depending only on E, 
% a29 % 014, Sl, 6, and A, such that 
V > D,x2 + D2y2 + D8x2 + D4w2 (3.3) 
for all x, y, z, w provided that 0 < t < q where Ed depends only on (Ye, 012, ag, ol,, 
S,, 6, and A,,. 
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PROOF. The proof of the lemma depends on three inequalities which arise 
as a result of (3.2) and of the hypotheses (i)-(v) of Theorem 1. The inequali- 
ties are 
4 - lM.4 3 6 for all z, (3.4) 
d2 - %YMY) 3 E for y f 0, (3.5) 
012 - W(Y) - d2.e) 3 2 - Doe, 
for ally and z, where D, is a constant depending only on a1, CY~, 01s and CY& The 
first two are obvious from (3.2) and from hypotheses (i) and (ii). To verify 
(3.6) substitute the values for dl and d, given in (3.2) in the expression on 
the left hand side of (3.6). We have 
by (1.3). But (1.3) also implies that 
d(Y) < %@+2 
for all y and z. Hence 
for all y and z, and this proves (3.6). 
We consider now the function V(X, y, x, ru) defined by (3.1). Since g(0) = 0 
it is obvious that V(0, 0, 0,O) = 0 an d so it remains only to verify (3.3). We 
deal first with the case x = 0. Here 
2v = 2V(x, y, 0, w) 
= 42x2 + (4, - 41)~~ + 2 j'g(q) dq + d,w2 + 2ol,xy + 2d,yw 
0 
= 4(w + d;‘dd2 + w&(x + y/dJ2 
and, since 
2j~g(~)d?-((a,ld,)y2=2jy~~---$I?jd~~0 
0 
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by (3.5), we thus have that 
(3.7) 
Now let y = y(y) be the function of y defined by 
Y = AYYY Y f0, 
Y = g’(O) y =o. (34 
Then, since the coefficient of ya in the last term on the right hand side of 
(3.7) may be rewritten 
a,d, - aqdl - d;/d, 
and since the condition g(0) = 0 implies that r(y) = g’(B, y) (0 < 8, < l), 
it follows at once from (3.4), (3.5), (3.6) and (3.2) that 
> 8 44~;) 
provided that E < & A,,/( ~l+s D,). Hence, on combining this with (3.7) we 
have that, if E < + A,,/(a,a, D,), then 
~V(‘T(X, y, 0,~) 3 4(w + d,-‘dd2 + 42(x + yldJ2 + + Vo4(w& y2 
The expression on the right-hand side here evidently exceeds 
&(x2 + y2 + w”) 
for a sufficiently small D, = D,(d,, d,, 01r, 01s, CQ, A,) > 0 and thus, if 
E < 4 Ao/(wa Do), 
2V(‘(x,y, 0, w) 2 &(x2 +y2 + w”) 
which corresponds to (3.3) with x = 0. 
To deal with the case x + 0, set 
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and then, with y(y) as defined by (3.8), it is a simple matter to verify that 
2V = {aqd2 - Lx&(y)} x2 + {ol,d, - Lx:4dl - d~(x)/x} y2 
+ 2 jhd7 -Y&r(Y) + {a24 - d2 - 4(Y)) x2 
0 
+ 2 j’ <f(t) 4 - x@) + (4 - z/F(z)} w2 
0 
VI = {w4 - 41 - &W/4 y2 + 2 ,: E(T) 4 - yg(y) 
By (3.5), 
Also, since F(0) = 0 implies that F(z) = zf(tJ,z) (0 < e2 < l), it is clear 
from (3.4) that 
{dl - z/F(z)} w2 > l u2. 
Hence 
2V > cQEX2 + EW2 + v, + v, (3.11) 
where VI, V2 are defined by (3.10). The coefficient of y2 in the expression 
for VI may evidently be rearranged in the form 
so that, since 
Y(Y) = g’(W and F(x)/x =f(e,x), 0 < Bi d 1 (i = 1,2), (3.12) 
we obtain, on using (3.5) and (3.6), 
I a2d2 - olqdl - d,” - -- 
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provided that Doe < AO/(olrola) as we shall assume. Next we observe that 
and hence that 
Then, on combining results, we find that 
by hypothesis (iv) of Theorem 1. But, by (1.4) 
2Aoc~ 2 - 6, > 0, 
011013 
and so, 
provided that 
E G t a3 Wo4w4)l - WWo). 
In the same way on rewriting the coefficient of z2 in the expression for V, 
in the form 
w4 - 4 - &y) = d&2 - ddy) - 4fC41 + 4[4fM - 11, 
we see at once, from (3.4) and (3.6), that 
provided that D,,E < A,/( 01~01s). Then putting this, as well as the identity 
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into the expression for Va we shall find that 
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z 26, 2D0 v,> 2--E- li 0 Ya3 011 [ 
T -f(5)] 1 5 d5 
by hypothesis (v) of Theorem 1. Since (1.5) implies that (24,/&J - 6, is 
positive, it follows then that 
v2 3 P 1 -- 240 2 s 2 
5013 I 
.z2 > 0 
provided that 
and then putting these estimates of VI and V, into (3.11) we obtain (3.3) 
for the case x # 0. This completes the verification of the lemma. 
LEMMA 2. Under the hypotheses (i)-(v) of Theorem I, there exist cm- 
stunts D, > 0, D, > 0, D, > 0 depending only on E, czl, 01~, 01~, X, and A, such 
that, if (x, y, z, w) is any solution of (2.2) then 
3 = ; V(x, y, z, w) < - (D,y2 + D,.z2 + D,w2) 
provided that 0 < E < Q, where c2 is a constant depending only on aI, u2, 01~, ol, 
and A,. 
PROOF. Given any solution (x, y, x, w) of (2.2) a straightforward calcuia- 
tion gives that 
p = - @,yb9 - 011~~) - C[a2 - h?(y)1 z2 - 4&+4) - V,f(4 - 11w2 
Ul u2 lJ3 
(3.13) 
say, where F(x) is as defined by (3.9). 
But (with y defined by (3.8)) 
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by (3.5) and by hypothesis (ii) of Theorem 1. Also, by (3.6) and (3.12), 
:-s 8 (A,;a,a,) 2 , 
provided that E < p d,/(ol,a, D,). Finally, 
us ==m 14 - l/%41 w2 
3 cd1EW2 
by (3.4) and by hypothesis (ii) of Theorem 1. Hence, on gathering results, 
ti < - (a,cy” + -k (Ao/rps) x2 + ayW2) 
provided that E < or = $ d,/‘(ol,aisDa), and this proves the lemma completely. 
IV. PROOF OF THEOREM 1 
Consider now the function V given by (3.1), but with E now fixed so that 
0 < E < min (or, ~a), (4.1) 
where Q, c2 are the constants of Lemmas 1 and 2 respectively. By Lemma 1 
V(x, y, 2, w) = 0, .X2+y2+z2+W2=0, 
WI Y, I, w) > 0, 2+y2+z2+w2+o, 
V(x, y, z, w) -+ a as x2 fy2 + 22 j- w2-+,. (4.2) 
Also let (x, y, z, w) be any solution of (2.2) and consider the function 
P’(t) = V(x, y, z, w) corresponding to this solution. By Lemma 2, we must 
p(t) < - (D,y2 + D,z2 + D,w2). (4.3) 
Hence, 
V(t) e I/(O), t > 0. (4.4) 
Moreover v(t), being nonnegative and nonincreasing, tends to a non- 
negative limit, V(a) say, as t -+ ~0. To prove Theorem 1 now it suffices to 
show that 
vp) = 0; (4.5) 
for then, since V vanishes only at (0, 0, 0, 0), we shall have (2.3). 
SOME FOURTH ORDER DIFFERENTIAL EQUATIONS 145 
Our proof of (4.5) is based, as in [l], on an extension of the method in [3]. 
Suppose; on the contrary, that 
V(~) > 0. (4.6) 
Then, using an obvious adaptation of the limit point arguments in the proof 
of [3, Theorem l] we shall find, as a result of (4.2) and (4.4), that there are 
trajectories of (2.2) lying on the surface 
Q”, y, % 4 = VW). (4.7) 
Because of (4.3), we obviously have that y = 0, z = 0, w = 0 and hence 
also that i = 0 and x = 5 (constant) on all such trajectories, and then sub- 
stituting these in (2.2) we get that 5 = 0. Thus the point (0, 0, 0,O) lies on 
the surface (4.7), which, in view of (4.2), contradicts (4.6). Hence V(m) 
satisfies (4.5) and this completes the proof of Theorem 1. 
V. PROOF OF THEOREM 2 
The proof of Theorem 2 here is based essentially on the method in [4]. 
Let (x(t), y(t), z(t), w(t)) be the solution of (2.1) satisfying the initial condi- 
tions (2.4); and set I’(t) = I’@(t), y(t), z(t), w(t)), where I’(x, y, z, w) is the 
function V used in Section IV in the proof of Theorem 1, that is with E frxed 
by (4.1). Then I’ satisfies (4.2) and hence to prove (2.5) it is enough to show 
now that there is a constant D, = D,(x,,, yO, z,,, w,,) > 0 such that 
v(t) d D,, t 3 0. 
By an elementary calculation from (2.1) and (3.1), 
p = - (VI + u2 + w + (d2Y + 27 + 44 p(t) 
(5.1) 
where Vi, Ua, U, are as defined in (3.13). Thus, since Lemma 2 implies 
(in view of our choice of E) that 
u, + u, + u, 3 D,y2 + L4.9 + L&w2 2 0, 
we have that 
e G &,(I Y I + ! z I + I w I) I p(t) I 
where D,, = max (1, 4, d,). From this, since 
/YI<1+Y2, 12 cl +z2, / w 1 < 1 + w2 
10 
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for ally, x and w, we get that 
9 < D,,(3 + y” 1 2 $~ w”) ~ p(t) ’ 
< 4, 1 p(t) I i Dl,~ I p(t) I (54 
by (3.3), where D,, = 3 Dlo, D,, = D,,,iD*, and D* = min (D,,D,,D,,D,). 
Rewrite (5.2) in the form 
f - D,,v I N> I < I p(t) I 
and multiply both sides of this by 
x(t) = exp (-- D12j: I P(T) I do) j 
and then integrate from 0 to t. This gives 
w x(t) G WV + Ql j: I PC4 I XC’) dT9 
or, on dividing both sides by x(t), 
< {V(O) + &A) eDlzA, t>o 
by (1.7) and by the definition of x above. Since V(0) = V(x,, ys, zO, w,,) this 
proves (5.1) and Theorem 2 now follows. 
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