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THE MONOIDAL CENTER AND THE CHARACTER ALGEBRA
KENICHI SHIMIZU
Abstract. For a pivotal finite tensor category C over an algebraically closed
field k, we define the algebra CF(C) of class functions and the internal character
ch(X) ∈ CF(C) for an object X ∈ C by using an adjunction between C and
its monoidal center Z(C). We also develop the theory of integrals and the
Fourier transform in a unimodular finite tensor category by using the same
adjunction. Our main result is that the map ch : Grk(C) → CF(C) given by
taking the internal character is a well-defined injective homomorphism of k-
algebras, where Grk(C) is the scalar extension of the Grothendieck ring of C
to k. Moreover, under the assumption that C is unimodular, the map ch is an
isomorphism if and only if C is semisimple.
As an application, we show that the algebra Grk(C) is semisimple if C is a
non-degenerate pivotal fusion category. If, moreover, Grk(C) is commutative,
then we define the character table of C based on the integral theory. It turns
out that the character table is obtained from the S-matrix if C is a modular
tensor category. Generalizing corresponding results in the finite group theory,
we prove the orthogonality relations and the integrality of the character table.
1. Introduction
The character theory is an important subject in the theory of groups and Hopf al-
gebras. Since many results on Hopf algebras have been generalized and understood
in the setting of tensor categories, it is interesting to find a category-theoretical
counterpart of the character theory. The aim of this paper is to propose and de-
velop such a framework.
To explain what we do in this paper, we first consider a representation V of a
finite group G over a field k. The character χV : G → k is defined by taking the
trace of the action of an element of G on V . The basic property of the trace implies
that χV is in fact a class function on G. In representation-theoretic terms, this fact
can be said that the linear map χV : kG→ k is a homomorphism of kG-modules if
we view A := kG and k as the adjoint representation and the trivial representation,
respectively. From the viewpoint of the theory of tensor categories, the trivial rep-
resentation is the unit object. A counterpart of the adjoint representation may not
be obvious at the first glance. To see what it should be, we remark that the adjoint
representation of a Hopf algebra H arises from an adjunction between the category
of H-modules and the category of Yetter-Drinfeld H-modules. This observation
suggests that a category-theoretical counterpart of the adjoint representation can
be defined in terms of the monoidal center.
A finite tensor category [EO04] is a class of tensor categories including the rep-
resentation category of a finite-dimensional Hopf algebra. In this paper, we initiate
the “internal character theory” based on the above idea. More precisely, let C be
a finite tensor category over an algebraically closed field k, and let Z(C) be its
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monoidal center. Then the forgetful functor U : Z(C) → C has a right adjoint,
say R. We define the adjoint algebra A ∈ C by A = UR(1), where 1 ∈ C is the
unit object. It turns out that the adjoint algebra is a generalization of the adjoint
representation of a Hopf algebra (which is in fact a module algebra over the Hopf
algebra). Thus we call
CE(C) := HomC(1, A) and CF(C) := HomC(A,1)
the space of central elements and the space of class functions, respectively. A certain
universal property of the adjoint algebra yields an isomorphism
(1.1) CE(C) ∼= End(idC)
of vector spaces. By the definition of R, we also have an isomorphism
(1.2) CF(C) = HomC(UR(1),1) ∼= HomZ(C)(R(1), R(1)) = EndZ(C)(R(1))
of vector spaces. Thus we can introduce algebra structures on CE(C) and CF(C) so
that (1.1) and (1.2) are isomorphisms of algebras.
Like the adjoint representation of a Hopf algebra, the algebra A acts on every
object of C. Thus, if C has a pivotal structure, we can define the internal character
ch(X) : A → 1 of X ∈ C to be the partial pivotal trace of the action A ⊗X → X
(this definition basically agrees with that given in [FSS13b] when C has a ribbon
structure; see Remark 3.12). Now let Gr(C) be the Grothendieck ring of C, and put
Grk(C) := k ⊗Z Gr(C). Our first main result implies that the linear map
(1.3) ch : Grk(C)→ CF(C), [X ] 7→ ch(X) (X ∈ C)
is a well-defined injective algebra map (Theorem 4.1 and its corollary). This map
is not surjective in general. Our second main result is that, under the assumption
that C is unimodular in the sense of [ENO04], there holds:
(1.4) ch : Grk(C)→ CF(C) is an isomorphism ⇐⇒ C is semisimple
(Theorem 5.9). Thus, if C is not semisimple, there is an element of CF(C) that
cannot be expressed as a linear combination of internal characters. This result
seems to suggest the importance of the assumption of unimodularity in the study
of finite tensor categories, taking into account the fact that (1.4) does not hold in
general without the unimodularity.
Our proof of these results is based on the fact that Z(C) can be identified with
the category of modules over a certain Hopf monad on C [DS07, BV12]. For the
proof, we also set up the integral theory and define the Fourier transform for a
unimodular finite tensor category. These techniques are of independent interest as
generalizations of corresponding results on Hopf algebras given in [Rad94, CW07,
CW08, CW11].
A fusion category [ENO05] is a semisimple finite tensor category and one of well-
studied classes of tensor categories. In this paper, we give some applications of our
results to the theory of fusion categories. If C is a pivotal fusion category, then the
map (1.3) is an isomorphism. Hence, by (1.2), we have an isomorphism
(1.5) Grk(C) ∼= EndZ(C)(R(1))
of algebras. This result allows us to study the Grothendieck algebra of a fusion
category via the monoidal center. For example, we prove a conjecture of Ostrik
[Ost15] stating that Grk(C) is semisimple if and only if C is non-degenerate in the
sense of [ENO05] (Theorem 6.5). See below for other results.
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The existence of an isomorphism such as (1.5) has been showed by Ostrik [Ost15]
in the case where k is of characteristic zero. Our construction of the isomorphism
is somewhat more canonical and works as well in the case of positive character-
istic. We also note that Neshveyev and Yamashita [NY16] have established such
an isomorphism for C∗-tensor categories possibly with infinitely many isomorphism
classes of simple objects. Instead of mentioning such C∗-tensor categories, we con-
cern applications to finite tensor categories and fusion categories over a field of
arbitrary characteristic. Our approach is essentially same as [NY16] if it is limited
to C∗-fusion categories.
Organization of this paper. This paper is organized as follows: In Section 2, we
recall some basic results on monoidal categories that will be used throughout this
paper.
In Section 3, we first recall the construction of the central Hopf (co)monad
on a rigid monoidal category, which plays a crucial role in this paper. Provided
that certain (co)ends exists in a rigid monoidal category C, a right adjoint of the
forgetful functor U : Z(C) → C is expressed by the central Hopf comonad Z¯ on C.
We establish isomorphisms (1.1) and (1.2) in terms of the central Hopf comonad.
Finally, we consider the case where C is the representation category of a Hopf
algebra and explain in detail what our results say (such an additional explanation
is provided each of Sections 4 and 5).
In Section 4, we prove the injectivity of the map (1.3) for a pivotal finite tensor
category C. For the proof, we require a certain algebra Ass ∈ C, which corresponds
to the quotient of a finite-dimensional Hopf algebra H by the Jacobson radical
if C is the representation category of H . We show that there is an epimorphism
q : A → Ass and every internal character factors through q. Then the proof of
the injectivity goes along the same line as the proof of the linear independence of
irreducible characters of a finite-dimensional Hopf algebra.
Techniques used in Section 4 seem to be essential when we deal with certain
form of coends. With motivation coming from the recent study of conformal field
theories [FSS13a, FSS13b], in Section 4, we also compute the composition factors
of such a coend by applying our techniques (Theorem 4.11).
In Section 5, we introduce the notions of an integral, a cointegral and the Fourier
transformation in a unimodular finite tensor category by using a characterization
of the unimodularity in terms of the monoidal center [Shi16]. By utilizing these
tools, we prove not only the assertion (1.4), but also a Maschke-type theorem and
a Radford-type trace formula.
In Section 6, we give applications of our results to fusion categories. We first
prove the above-mentioned conjecture of Ostrik. We also show that, for a non-
degenerate pivotal fusion category C, the algebra Grk(C) is commutative if and only
if R(1) is multiplicity-free (Theorem 6.6). Finally, by using the Fourier transform,
we define the character table and related notions of a pivotal fusion category C
such that Grk(C) is commutative. Our definitions generalize Cohen and Westreich’s
[CW11]. We prove some results on the character table, such as the orthogonality
relations and the cyclotomic integrality. If C is a modular tensor category, then its
character table is obtained from the S-matrix (Example 6.14).
Acknowledgments. The author thanks Victor Ostrik and Makoto Yamashita for
letting him know about [Ost15] and [NY16], respectively, and giving him some
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2. Preliminaries
2.1. Monoidal categories. For the basic theory of monoidal categories, we refer
the reader to [ML98] and [Kas95]. In this paper, all monoidal categories are assumed
to be strict. For a monoidal category C = (C,⊗,1) with tensor product ⊗ and unit
object 1, we set Cop = (Cop,⊗,1) and Crev = (C,⊗rev,1), where ⊗rev is the reversed
tensor product given by X ⊗rev Y = Y ⊗X .
A monoidal functor [ML98, XI.2] is a functor F : C → D between monoidal
categories C and D endowed with a morphism F0 : 1 → F (1) in C and a natural
transformation F2(X,Y ) : F (X) ⊗ F (Y ) → F (X ⊗ Y ) (X,Y ∈ C) satisfying a
certain coherence condition. We say that a monoidal functor (F, F2, F0) is strong
if F0 and F2 are invertible, and strict if they are identities. A comonoidal functor
from C to D is the same thing as a monoidal functor from Cop to Dop.
A left dual object of X ∈ C is a triple (X ′, e, d) consisting of an object X ′ ∈ C
and morphisms e : X ′ ⊗X → 1 and d : 1→ X ⊗X ′ such that
(e⊗ idX′) ◦ (idX′ ⊗ d) = idX′ and (idX ⊗ e) ◦ (d⊗ idX) = idX .
Suppose that every object of C has a left dual object (we say that C is left rigid if
this is the case). For each X ∈ C, we choose a left dual object
(X∗, evX : X
∗ ⊗X → 1, coevX : 1→ X ⊗X
∗)
of X ∈ C. Then the assignment X 7→ X∗ gives rise to a strong monoidal functor
(−)∗ : C → Cop,rev, which we call the left duality functor.
A rigid monoidal category is a monoidal category C such that both C and Crev
are left rigid. If C is a rigid monoidal category, then the left duality functor (−)∗
of C is an equivalence. A quasi-inverse of (−)∗, denoted by ∗(−), is called the right
duality functor. As explained in [Shi15, Lemma 5.4], we may assume that (−)∗ and
∗(−) are strict monoidal and mutually inverse to each other. Thus,
(X ⊗ Y )∗ = Y ∗ ⊗X∗, 1∗ = 1, and (∗X)∗ = X = ∗(X∗).
2.2. Pivotal monoidal category. A pivotal structure of a rigid monoidal category
C is an isomorphism j : idC → (−)
∗∗ of monoidal functors. A pivotal monoidal
category is a rigid monoidal category endowed with a pivotal structure. Now let C
be a pivotal monoidal category with pivotal structure j. Throughout this paper,
we use the following notation:
(2.1) e˜vX := evX∗ ◦ (jX ⊗ idX∗) (X ∈ C).
Let A,B,X ∈ C be objects. For a morphism f : A⊗X → B⊗X , the (right) partial
pivotal trace of f is defined and denoted by
trXA,B(f) = (idB ⊗ e˜vX) ◦ (f ⊗ idX∗) ◦ (idA ⊗ coevX) ∈ HomC(A,B).
If A = B = 1, then we write trXA,B(f) ∈ EndC(1) simply as tr(f) and call it the
(right) pivotal trace of f . The (right) pivotal dimension of X ∈ C is defined by
dim(X) := tr(idX).
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2.3. The monoidal center. For a monoidal category C, the monoidal center (or
the Drinfeld center) of C is a category Z(C) defined as follows: An object of Z(C)
is a pair (V, σ) consisting of an object V ∈ C and a natural isomorphism
(2.2) σX : V ⊗X → X ⊗ V (X ∈ C)
satisfying a part of the hexagon axiom. A morphism f : (V, σ) → (V ′, σ′) in Z(C)
is a morphism f : V → V ′ in C such that (idX ⊗ f) ◦ σX = σ
′
X ◦ (f ⊗ idX) for all
X ∈ C. The composition is defined in an obvious way.
A braiding [Kas95, XIII.1] of a monoidal category (B,⊗B,1) is a natural iso-
morphism σ : ⊗B → ⊗
rev
B satisfying the hexagon axiom, and a braided monoidal
category is a monoidal category endowed with a braiding. The category Z(C) is in
fact a braided monoidal category; see, e.g., [Kas95, XIII.3] for details.
Remark 2.1. Replacing (2.2) with “σX : X ⊗V → V ⊗X (X ∈ C)”, one can define
another version of the monoidal center, which we denote by Zr(C). The braided
monoidal category introduced in [Kas95, XIII.3] under the name “center” is in fact
Zr(C). Given a braided monoidal category B = (B,⊗,1, σ), we set
Brev = (B,⊗rev,1, σrev) and Bmir = (B,⊗,1, σmir),
where σrevX,Y = σY,X and σ
mir
X,Y = σ
−1
Y,X . Then we have Z(C) = Zr(C
rev)rev,mir.
2.4. Hopf monads. Let C be a monoidal category. A bimonad [BV07] on C is a
monad (T, µ, η) on C endowed with a comonoidal structure
T0 : T (1)→ 1 and T2(V,W ) : T (V ⊗W )→ T (V )⊗ T (W ) (V,W ∈ C)
such that the multiplication µ : T 2 → T and the unit η : idC → T of the monad T
are comonoidal natural transformations. If T is a bimonad on C, then the category
TC of T -modules (= the Eilenberg-Moore category of T [ML98, VI.2]) is a monoidal
category in such way that the forgetful functor U : T C → C is a strong monoidal
functor.
Now suppose that C is a rigid monoidal category. Then a Hopf monad [BV07]
on C is a bimonad T on C endowed with natural transformations
S
(ℓ)
V : T (T (V )
∗)→ V ∗ and S
(r)
V : T (
∗T (V ))→ ∗V (V ∈ C),
called the left antipode and the right antipode, respectively, satisfying certain con-
ditions. If T is a Hopf monad on C, then the monoidal category TC is rigid.
2.5. Ends and coends. Let C and V be categories, and let S, T : Cop × C → V be
functors. A dinatural transformation ξ : S
..
−→ T is a family
ξ = {ξX : S(X,X)→ T (X,X)}X∈C
of morphisms in V such that
T (idX , f) ◦ ξX ◦ S(f, idX) = T (f, idY ) ◦ ξY ◦ S(idY , f)
for all morphism f : X → Y in C. An end of S is a pair (E, p) consisting of an
object E ∈ V (regarded as a constant functor from Cop × C to V) and a dinatural
transformation p : E
..
−→ S that enjoys the following universal property: For any pair
(E′, p′) consisting of an object E′ ∈ V and a dinatural transformation p′ : E′
..
−→ S,
there exists a unique morphism φ : E′ → E in V such that p′X = pX ◦ φ for all
X ∈ C. A coend of T is a pair (C, i) consisting of an object C ∈ V and a dinatural
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transformation i : T
..
−→ C having a similar universal property. The end of S and
the coend of T are expressed as∫
X∈C
S(X,X) and
∫ X∈C
T (X,X),
respectively. See [ML98, IX] for the basic results on (co)ends.
Lemma 2.2. Let B, C and V be categories, and let F : B → C be a functor that
has a right adjoint G. Then, for any functor Φ : Cop × C → V, we have
(2.3)
∫ X∈C
Φ(X,FG(X)) ∼=
∫ V ∈B
Φ(F (V ), F (V )),
meaning that if either one of coends exists, then the other one exists and there is a
canonical isomorphism between them.
This is a special case of [BV12, Lemma 3.9]. We recall how to define (2.3) from
its proof. Let C1 and C2 denote the left hand side and the right hand side of (2.3),
respectively. The isomorphism φ12 : C1 → C2 mentioned in the above lemma is a
unique morphism such that
φ12 ◦ i
(1)
X = i
(2)
G(X) ◦ Φ(εX , idFG(X))
for all X ∈ C, where i(a) (a = 1, 2) is the universal dinatural transformation to Ca
and ε : FG→ idC is the counit of the adjunction.
We now assume that the coend C3 =
∫ X∈C
Φ(X,X) also exists. By the universal
property, there exists a unique morphism φ23 : C2 → C3 such that
φ23 ◦ i
(2)
V = i
(3)
F (V )
for all V ∈ B, where i(3) is the universal dinatural transformation to C3. Thus
φ23 ◦ φ12 ◦ i
(1)
X = φ23 ◦ i
(2)
G(X) ◦ Φ(εX , idFG(X))
= i
(3)
FG(X) ◦ Φ(εX , idFG(X))
= i
(3)
X ◦ Φ(idX , εX)
for all X ∈ C, where the third equality follows from the dinaturality of i(3). Sum-
marizing the above argument, we have the following conclusion:
Lemma 2.3. With the above notation, the composition∫ X∈C
Φ(X,FG(X))
φ12
−−−−−−→
∫ V ∈B
Φ(F (V ), F (V ))
φ23
−−−−−−→
∫ X∈C
Φ(X,X)
coincides with the morphism∫ X∈C
Φ(idX , εX) :
∫ X∈C
Φ(X,FG(X))→
∫ X∈C
Φ(X,X).
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2.6. Conjugation by the duality functor. For a functor T : B → C between
rigid monoidal categories, we define T ! : B → C by
T !(V ) = T (∗V )∗ (V ∈ B).
A natural transformation α : S → T between S, T : B → C induces
α!V : T
!(V ) = T (∗V )∗
(α∗V )
∗
−−−−−−−−→ S(∗V )∗ = S!(V ) (V ∈ B).
The operation (−)! preserves the composition of functors between rigid monoidal
categories and the horizontal composition of natural transformations, but reverses
the vertical composition of natural transformations. Moreover, this operation is
invertible: The inverse is given by T 7→ !T , where !T (V ) = ∗T (V ∗). By the above
observation, one easily proves:
(1) F : B → C is a monoidal functor if and only if F ! is comonoidal.
(2) T : C → C is a monad on C if and only if T ! is a comonad on C. Moreover, if
T is a monad, then there is a category isomorphism between the categories
of T -modules and of T !-comodules.
(3) Let F : B → C and G : C → B be functors. Then F ⊣ G (i.e., F is left
adjoint to G) if and only if G! ⊣ F !.
Now suppose that F : B → C is a strong monoidal functor. Since F commutes with
the duality functor, we have F ! ∼= F . Thus, for functors L,R : C → B, we have
L ⊣ F ⇐⇒ F ⊣ L! and F ⊣ R ⇐⇒ R! ⊣ F.
Remark 2.4. Some of the above results are found in [BV07] and [BV12].
3. Internal characters
3.1. The central Hopf monad. Throughout this section, we let C be a rigid
monoidal category such that the coend
(3.1) Z(V ) =
∫ X∈C
X∗ ⊗ V ⊗X
exists for all V ∈ C. Day and Street [DS07] showed that the functor V 7→ Z(V )
has a structure of a monad such that the category ZC of Z-modules is canonically
isomorphic to the monoidal center Z(C). By Tannaka reconstruction, the monad Z
has a structure of a quasitriangular Hopf monad in the sense of [BV07, BV12] such
that the category isomorphism ZC ∼= Z(C) is in fact an isomorphism of braided
monoidal categories.
We first recall the definition of the Hopf monad Z and the construction of the
isomorphism ZC ∼= Z(C). Let iV ;X : X
∗⊗V ⊗X → Z(V ) be the universal dinatural
transformation for the coend (3.1). The comonoidal structure
Z0 : Z(1)→ 1 and Z2(V,W ) : Z(V ⊗W )→ Z(V )⊗ Z(W ) (V,W ∈ C)
of Z is determined by Z0 ◦ i1;X = evX and
(3.2) Z2(V,W ) ◦ iX;V⊗W = (iX;V ⊗ iX;W ) ◦ (idX∗ ⊗ idV ⊗ coevX ⊗ idW ⊗ idX)
for all V,W,X ∈ C. The multiplication of Z is determined by
(3.3) µV ◦ i
(2)
V ;X,Y = iV ;X⊗Y
for all V,X, Y ∈ C, where i
(2)
V ;X,Y = iZ(V );Y ◦ (idY ∗ ⊗ iV ;X ⊗ idY ). Finally, we define
the unit η : idC → Z of Z by ηV = iV ;1 for V ∈ C. We omit the description of the
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left antipode, the right antipode and the universal R-matrix of Z since we will not
use them in this paper. See [BV12] for details, where, more generally, the quantum
double of a Hopf monad is considered.
Definition 3.1. We call Z the central Hopf monad on C.
To establish the isomorphism ZC ∼= Z(C), we define ∂V,X to be the morphism
corresponding to iV ;X under the canonical bijection
HomC(X
∗ ⊗ V ⊗X,Z(V )) ∼= HomC(V ⊗X,X ⊗ Z(V )).
Given a Z-module (M,a) with action a : Z(M)→M , we define
σX :M ⊗X
∂M,X
−−−−−−−→ X ⊗ Z(M)
idX⊗a−−−−−−−−→ X ⊗M (X ∈ C).
The assignment (M,a) 7→ (M,σ) gives rise to an isomorphism ZC ∼= Z(C) of braided
monoidal categories.
3.2. The adjoint algebra. As we have seen, the monoidal center Z(C) can be
identified with the category of modules over the central Hopf monad Z on C. Under
the identification, the free Z-module functor
(3.4) L : C → Z(C), V 7→ (Z(V ), µV ) (V ∈ C)
is a left adjoint of the forgetful functor U : Z(C) → C. By the argument of §2.6,
the functor U also has a right adjoint, say R, which is isomorphic to L!.
By a Hopf comonad on C, we mean a comonad T on C endowed with a monoidal
structure such that, in a word, T op : Cop → Cop is a Hopf monad on Cop. Again
by the argument of §2.6, the functor Z¯ := UR (∼= Z !) has a structure of a Hopf
comonad whose category of comodules is identical to ZC.
Definition 3.2. We call Z¯ and A := Z¯(1) the central Hopf comonad on C and the
adjoint algebra in C, respectively.
The central Hopf comonad Z¯ is more convenient for our applications than the
central Hopf monad Z. The reason why we have introduced Z is just a technical
one that some useful references, such as [DS07, BV07], deal with Z.
For simplicity, we assume R = L! (thus Z¯ = Z !). Then the universal dinatural
transformation iV ;X for the coend Z(V ) induces a morphism
(3.5) πV ;X : Z¯(V )
(i∗V ; ∗X )
∗
−−−−−−−−−−→ (∗X∗ ⊗ ∗V ⊗ ∗X)∗ = X ⊗ V ⊗X∗
in C that is natural in V ∈ C and dinatural in X ∈ V . Since the duality functor is
an anti-equivalence, we have
(3.6) Z¯(V ) =
∫
X∈C
X ⊗ V ⊗X∗
with the universal dinatural natural transformation given by (3.5). Thus there is a
natural bijection
(3.7) HomC(V, Z¯(W )) ∼= Nat(V ⊗ (−), (−)⊗W ),
where Nat(F,G) is the set of natural transformations from F to G.
The Hopf comonad structure of Z¯ can be described in terms of π. By (3.3), the
comultiplication δ : Z¯ → Z¯2 is the unique natural transformation such that
(3.8) (idX ⊗ πV ;Y ⊗ idX∗) ◦ πZ¯(V );X ◦ δV = πV ;X⊗Y
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for all V,X, Y ∈ C. The counit is given by εV = πV ;1. We omit to describe the
monoidal structure of Z¯, but note that the multiplication m and the unit u of the
adjoint algebra A = Z¯(1) are determined by
π
1;X ◦ u = coevX ,(3.9)
π
1;X ◦m = (idX ⊗ evX ⊗ idX∗) ◦ (π1;X ⊗ π1;X)(3.10)
for all X ∈ C, respectively.
Definition 3.3. We define the canonical action ρX : A ⊗X → X (X ∈ C) to be
the natural transformation corresponding to idA via the bijection (3.7) with V = A
and W = 1. More precisely, ρX is given by the composition
(3.11) ρX : A⊗X
π
1;X⊗idX
−−−−−−−−−−→ X ⊗X∗ ⊗X
idX⊗evX−−−−−−−−−−→ X.
By (3.9) and (3.10), we see that (X, ρX) is a left A-module in C.
Remark 3.4. By definition, A has a natural isomorphism σ : A ⊗ (−) → (−) ⊗ A
such that (A, σ) is an object of Z(C). Explicitly, it is given by
σX = (idX ⊗ idA ⊗ evX) ◦ (πZ¯(1);X ⊗ idX) ◦ (δ1 ⊗ idX)
for X ∈ C. By (3.8), the canonical action is expressed by σ as follows:
(3.12) ρX = (idX ⊗ ε1) ◦ σX (X ∈ C).
We have used (3.11) to define ρ, since it is convenient when we discuss the internal
characters introduced in later. On the other hand, (3.12) has an advantage that it
does not involve the universal dinatural transformation π. Thus, by using (3.12),
we can define A and ρ whenever U : Z(C)→ C has a right adjoint even if C is not
rigid (such as the case where C is the category of all left modules over a Hopf algebra
with bijective antipode). In this paper, we do not discuss further generalizations in
such a direction.
3.3. The monoid of central elements. Till the end of this section, U , R, Z¯, A,
m and u have the same meaning as in the previous subsection. We now consider
the following set defined in terms of the adjoint algebra:
Definition 3.5. CE(C) := HomC(1, A) is called the set of central elements.
Specializing (3.7) to V =W = 1, we get a bijection
(3.13) ψ : CE(C)→ End(idC), ψ(a)X = ρX(a⊗ idX) (a ∈ CE(C), X ∈ C)
(cf. [KL01, Proposition 5.2.5]). For a, b ∈ CE(C), we set a · b := m ◦ (a⊗ b). Then
the set CE(C) is a monoid with respect to this operation. Moreover, the bijection
(3.13) is in fact an isomorphism of monoids.
The following operator on CE(C) will be used in later:
Definition 3.6. The antipodal operator is the operator S on CE(C) induced by
(−)! : End(idC)→ End(idC), ξ 7→ ξ
!
via the bijection (3.13). See §2.6 for the definition of ξ!.
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3.4. The monoid of class functions. As we will see in later, the adjoint algebra
generalizes the adjoint representation of a group. Thus it is natural to consider the
following set:
Definition 3.7. CF(C) := HomC(A,1) is called the set of class functions.
For class functions f and g, we define their product f ⋆ g ∈ CF(C) by
(3.14) f ⋆ g = f ◦ Z¯(g) ◦ δ
1
,
where δ : Z¯ → Z¯2 is the comultiplication of Z¯. This operation is nothing but the
composition of morphisms in the co-Kleisli category of the comonad Z¯. Thus CF(C)
is a monoid with respect to ⋆.
The category of Z¯-comodules can be identified with the category of Z-modules,
and hence with Z(C). Since the co-Kleisli category of Z¯ is equivalent to the category
of free Z¯-comodules, we have the following theorem:
Theorem 3.8. The adjunction isomorphism
(3.15) CF(C) = HomC(UR(1),1) ∼= EndZ(C)(R(1)), f 7→ Z¯(f) ◦ δ1
is an isomorphism of monoids.
3.5. Internal characters. We now suppose that the monoidal category C has a
pivotal structure j : idC → (−)
∗∗. We introduce a category-theoretical analogue of
the notion of the character of a representation:
Definition 3.9. The internal character of X ∈ C is the class function
ch(X) := trXA,1(ρX) ∈ CF(C).
By the definition of the canonical action, we have
(3.16) ch(X) = e˜vX ◦ π1;X ,
where e˜vX : X ⊗X
∗ → 1 is the morphism defined by (2.1). Hence,
(3.17) ch(1) = e˜v
1
◦ π
1;1 = π1;1 = ε1.
Theorem 3.10. ch(X ⊗ Y ) = ch(X) ⋆ ch(Y ) for all X,Y ∈ C.
Proof. Since jX⊗Y = jX ⊗ jY , we have
(3.18) e˜vX⊗Y = e˜vX ◦ (idX ⊗ e˜vY ⊗ idX∗)
for all X,Y ∈ C. Hence,
ch(X) ⋆ ch(Y )
= e˜vX ◦ π1;X ◦ Z¯(ch(Y )) ◦ δ1 (by (3.14) and (3.16))
= e˜vX ◦ (idX ⊗ ch(Y )⊗ idX∗) ◦ πZ¯(1);X ◦ δ1 (by the naturality of π)
= e˜vX ◦ (idX ⊗ e˜vY ⊗ idX∗)
◦ (idX ⊗ π1;Y ⊗ idX∗) ◦ πZ¯(1);X ◦ δ1 (by (3.16))
= e˜vX⊗Y ◦ π1;X⊗Y (by (3.8) and (3.18))
= ch(X ⊗ Y ) (by (3.16)). 
Remark 3.11. The graphical calculus for the central Hopf monad Z, explained in
[Shi15], would be helpful to understand the above computation.
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Remark 3.12. The coend F =
∫X∈C
X∗⊗X has a structure of a coalgebra in C and
every object of C has a natural structure of a right F -comodule, which we call the
canonical coaction (see [KL01, §5.2.2]). Taking the left partial pivotal trace of the
canonical coaction, we obtain a morphism ch′(X) : 1 → F . The morphism ch′(X)
has been considered in the study of conformal field theories [FSS13a, FSS13b]. If
we realize the adjoint algebra A by A = F ∗, then we have
ch
′(X) = ∗ch(X∗)
for all X ∈ C. Thus the theory of ch and that of ch′ are essentially same. We prefer
to deal with ch(X) since it is more convenient for our applications.
3.6. The braided case. Suppose that C has a braiding σ. Then the coend F in
Remark 3.12 is not only a coalgebra but a Hopf algebra in C [Maj95, KL01]. Hence
the adjoint algebra is also a Hopf algebra as the dual of F . The comultiplication
∆ of A is a unique morphism such that
(3.19) (π
1;X ⊗ π1;Y ) ◦∆ = (idX ⊗ σY⊗Y ∗,X∗) ◦ π1;X⊗Y
for all X,Y ∈ C, and the counit of A is ε
1
. We omit the description of the antipode
since it will not be used.
As we have mentioned in Remark 3.12, a construction of internal characters has
been appeared in [FSS13a, FSS13b]. The product of characters is defined by using
the multiplication of the Hopf algebra F in these papers. Translating its definition
into our context, we introduce a binary operation ⋆˜ on CF(C) by f ⋆˜ g := (f⊗g)◦∆.
Now there are two binary operations on CF(C). These operations coincide:
Proposition 3.13. f ⋆ g = f ⋆˜ g for all f, g ∈ CF(C).
Proof. For V ∈ C, there is a unique morphism H
(ℓ)
V : Z¯(V )→ A⊗ V such that
(3.20) (π
1;X ⊗ idV ) ◦ H
(ℓ)
V = (idX ⊗ σV,X∗) ◦ πV ;X
for all X ∈ C. By the naturality of σ and π, we see that H
(ℓ)
V is natural in the
variable V . Let δ : Z¯ → Z¯2 be the comultiplication of Z¯. Then we compute
(π
1;X ⊗ π1;Y ) ◦ H
(ℓ)
A ◦ δ1
= (idX ⊗ idX∗ ⊗ π1;Y ) ◦ (idX ⊗ σA,X∗) ◦ πA;X ◦ δ1 (by (3.20))
= (idX ⊗ σY⊗Y ∗,X) ◦ (idX ⊗ π1;Y ⊗ idX∗) ◦ πA;X ◦ δ1 (by the naturality)
= (idX ⊗ σY⊗Y ∗,X) ◦ π1;X⊗Y (by (3.8))
= (π
1;X ⊗ π1;Y ) ◦∆ (by (3.19))
for all X,Y ∈ C. Hence we obtain
(3.21) ∆ = H
(ℓ)
A ◦ δ1.
Using this formula, we compute
f ⋆˜ g = (f ⊗ g) ◦ H
(ℓ)
A ◦ δ1
= f ◦ H
(ℓ)
1
◦ Z¯(g) ◦ δ
1
(by the naturality of H(ℓ))
= f ◦ Z¯(g) ◦ δ
1
(since H
(ℓ)
1
is the identity)
= f ⋆ g. 
Theorem 3.14. If C is braided, then the monoid CF(C) is commutative.
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Proof. We define H
(r)
V : Z¯(V )→ V ⊗A by
(3.22) (idV ⊗ π1;X) ◦ H
(r)
V = (σX,V ⊗ idX∗) ◦ πV ;X
for X ∈ C (cf. (3.20)). By the definition of a braiding, we have
σY⊗Y ∗,X∗ = (σY,X∗ ⊗ idY ∗) ◦ (idY ⊗ σY ∗,X∗) = (σY,X∗ ⊗ idY ∗) ◦ (idY ⊗ σ
∗
Y,X)
for all X,Y ∈ C (see [Kas95, XIII–XIV]). Hence,
(π
1;X ⊗ π1;Y ) ◦∆
= (idX ⊗ σY,X∗ ⊗ idY ∗) ◦ (idX ⊗ idY ⊗ σ
∗
Y,X) ◦ π1;X⊗Y (by (3.19))
= (idX ⊗ σY,X∗ ⊗ idY ∗) ◦ (σY,X ⊗ idX∗ ⊗ idY ∗) ◦ π1;Y⊗X (by the dinaturality)
= (σY,X⊗X∗ ⊗ idY ∗) ◦ π1;Y⊗X
for all X,Y ∈ C. We obtain ∆ = H
(r)
A ◦ δ1 in a similar way as (3.21) in the proof of
the previous lemma but by using this expression instead of (3.19). Thus,
g ⋆ f = (g ⊗ f) ◦∆
= (g ⊗ f) ◦ H
(r)
A ◦ δ1
= f ◦ H
(r)
1
◦ Z¯(g) ◦ δ
1
(by the naturality of H(r))
= f ◦ Z¯(g) ◦ δ
1
(since H
(r)
1
is the identity)
= f ⋆ g
for all class functions f and g. 
3.7. The case of Hopf algebras. Let H be a finite-dimensional Hopf algebra
over a field k with comultiplication ∆, counit ε and antipode S. We will use the
Sweedler notation such as
∆(h) = h(1) ⊗ h(2) and ∆(h(1))⊗ h(2) = h(1) ⊗ h(2) ⊗ h(3) = h(1) ⊗∆(h(2))
for h ∈ H . To conclude this section, we explain what our results mean if C is the
representation category of H .
Recall that a (left-left-)Yetter-Drinfeld H-module is a left H-module V endowed
with a left H-comodule structure, denoted by v 7→ v(−1) ⊗ v(0), such that
(h · v)(−1) ⊗ (h · v)(0) = h(1)v(−1)S(h(3))⊗ h(2)v(0)
holds for all h ∈ H and v ∈ V . A Yetter-Drinfeld module V over H becomes an
object of the center of the category H-Mod of left H-modules by
(3.23) σV,X : V ⊗X → X ⊗ V, v ⊗ x 7→ v(−1)x⊗ v(0)
for X ∈ H-Mod. This construction establishes an isomorphism between the cate-
gory HHYD of Yetter-Drinfeld H-modules and Z(H-Mod).
If C = H-mod is the category of finite-dimensional left H-modules, then Z(C)
can be identified with the category HHYDfd of finite-dimensional Yetter-Drinfeld H-
modules. Under the identification, the forgetful functor U : Z(C)→ C corresponds
to the functor forgetting the left H-comodule structure. A right adjoint R of U is
given as follows: As a vector space, R(V ) = H ⊗k V for V ∈ C. The action and the
coaction of H on R(V ) are given by
h · (a⊗ v) = h(1)aS(h(3))⊗ h(2)v and a⊗ v 7→ a(1) ⊗ a(2) ⊗ v
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for a, h ∈ H and v ∈ V . Thus A = UR(k), where k is the trivial H-module, can be
identified with H as a vector space. The action of H on A = H is the adjoint action
⊲ given by h ⊲ a = h(1)aS(h(2)) for h ∈ H and a ∈ A, and the algebra structure of
A is the same as H (see, e.g., [Shi15] and [Shi16] for details). By (3.23) and (3.12),
the canonical action is given by
(3.24) ρX(a⊗ x) = a(1)x⊗ ε(a(2)) = ax
for a ∈ A and x ∈ X ∈ H-mod.
Under the identification Homk(k,A) ∼= A, the vector space CE(C) ⊂ A coincides
with the center of H . The bijection (3.13) corresponds to the well-known fact that
the center of H is canonically isomorphic to the endomorphism algebra of idC . By
the definition of the duality functor on C, the antipodal map is given by
S(a) = S−1(a) (a ∈ CE(C)).
An element of CF(C) is an H-linear map A→ k. Thus,
CF(C) = {f ∈ H∗ | f(h(1)aS(h(2))) = ε(h)f(a) for all a, h ∈ H}
= {f ∈ H∗ | f(ba) = f(aS2(b)) for all a, b ∈ H}.
The product of CF(C) is given by the convolution product. To see this, we note
that the comultiplication of the comonad Z¯ = UR is given by
δV : Z¯(V )→ Z¯
2(V ), a⊗ v 7→ a(1) ⊗ a(2) ⊗ v (a ∈ H, v ∈ V ).
Thus, for all f, g ∈ CF(C) and a ∈ A, we have
〈f ⋆ g, a〉 = 〈f ◦ Z¯(g), a(1) ⊗ a(2)〉 = 〈f, a(1)〉〈g, a(2)〉.
Now we suppose that H has a pivotal element g ∈ H , i.e., an invertible element
such that ∆(g) = g ⊗ g and S2(h) = ghg−1 for all h ∈ H . Then C is a pivotal
monoidal category with pivotal structure
jX : X → X
∗∗ (X ∈ C), 〈jX(x), p〉 = 〈p, gx〉 (x ∈ X, p ∈ X
∗).
By (3.24), the internal character of X ∈ C is given by
〈ch(X), a〉 = TrX(ga) (a ∈ A),
where TrX(h) is the trace of the action of h ∈ H on X .
Example 3.15 (the Taft algebra). Let N > 1 be an integer, and let ω be a primitive
N -th root of unity. The Taft algebra T (ω) is the algebra generated by g and x
subject to the relations gN = 1, xN = 0 and gx = ωxg. The algebra T (ω) has a
Hopf algebra structure determined by
∆(g) = g ⊗ g, ∆(x) = x⊗ g + 1⊗ x,
ε(g) = 1, ε(x) = 0, S(g) = g−1, S(x) = −xg−1.
The set {gixj | i, j = 0, . . . , N − 1} is a basis of T (ω). If f : T (ω) → k is a class
function, then we have
〈f, gixj〉 = 〈f, ggixjg−1〉 = ω−j〈f, gixj〉
for i, j = 0, . . . , N − 1. Thus 〈f, gixj〉 = 0 whenever j > 0. Conversely, a linear
functional f on T (ω) satisfying this property is a class function. Thus, in conclusion,
the set of class functions on T (ω) is given by
CF(T (ω)-mod) = spank {αi | i = 0, . . . , N − 1},
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where αi : T (ω)→ k is the algebra map such that 〈αi, g〉 = ω
i and 〈αi, x〉 = 0.
4. Linear independence of irreducible characters
4.1. Finite tensor categories. Throughout this section, we work over an alge-
braically closed field k. A finite abelian category (over k) is a k-linear category that
is equivalent to A-mod for some finite-dimensional k-algebra A. A finite tensor
category [EO04] is a rigid monoidal category C such that
(1) C is a finite abelian category,
(2) the tensor product ⊗ : C × C → C is k-linear in each variable, and
(3) EndC(1) ∼= k as algebras.
In view of (3), we often identify EndC(1) with k. Thus, in particular, the pivotal
trace and the pivotal dimension in a pivotal finite tensor category are regarded as
elements of k.
For a finite abelian category A, we denote by Gr(A) its Grothendieck group and
set Grk(A) = k ⊗Z Gr(A). It is well-known that the isomorphism classes of simple
objects of A is a basis of Grk(A). If C is a finite tensor category, then Grk(C) is an
algebra with respect to the multiplication [V ] · [W ] = [V ⊗W ]. Thus, if this is the
case, we call Grk(C) the Grothendieck algebra.
Following [KL01, §5], the coend (3.1) exists for all V ∈ C if C is a finite tensor
category (see also the discussion in §4.3). In the rest of this paper, we study the
internal characters in a finite tensor category and, especially, its relation to the
Grothendieck algebra.
Notation. For convenience, we gather notations used in §3. First, we denote by
U : Z(C) → C and R the forgetful functor and its right adjoint, respectively. The
functor Z¯ = UR is a Hopf comonad on C. Since Z¯ can be given by (3.6), there is a
universal dinatural transformation
πV ;X : Z¯(V )→ X ⊗ V ⊗X
∗ (V,X ∈ C).
The comultiplication δ, the counit ε and the monoidal structure
Z¯0 : 1→ Z¯(1) and Z¯2(X,Y ) : Z¯(X)⊗ Z¯(Y )→ Z¯(X ⊗ Y ) (X,Y ∈ C)
of Z¯ are expressed in terms of the universal dinatural transformation in a similar
way as the central Hopf monad; see (3.8)–(3.10).
The object A := Z¯(1) is an algebra in C, called the adjoint algebra, with multi-
plication m = Z¯2(1,1) and unit u = Z¯0. The morphism π1;X induces the canonical
action ρX : A⊗X → X for X ∈ C, and the internal character ch(X) : A→ 1 of X
is defined to be the partial pivotal trace of ρX (if C is pivotal).
Finally, we set CE(C) = HomC(1, A) and CF(C) = HomC(A,1). It is obvious that
the multiplications of CE(C) and CF(C) are k-linear. Thus these monoids are in fact
finite-dimensional algebras. The algebra CE(C) is always commutative, while CF(C)
may not.
4.2. Linear independence of irreducible characters. Let C be a finite ten-
sor category over k endowed with a pivotal structure j : idC → (−)
∗∗, and let
{V0, . . . , Vm} be a complete set of representatives of isomorphism classes of simple
objects of C. An element of the set
Irr(C) := {ch(V0), . . . , ch(Vm)} ⊂ CF(C)
is called an irreducible character. The main result of this section is:
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Theorem 4.1. The set Irr(C) is linearly independent in CF(C).
We give some immediate consequences of this theorem. Recall that the internal
character ch(X) of X ∈ C is defined to be the partial pivotal trace of ρX . Since ρX
is natural in X , and since the partial pivotal trace is additive with respect to exact
sequences, the linear map
ch : Grk(C)→ CF(C), [X ] 7→ ch(X) (X ∈ C)
is well-defined. Moreover, Theorem 3.10 implies that this map is a homomorphism
of algebras. Since the set {[V0], . . . , [Vm]} is a basis of Grk(C), we have:
Corollary 4.2. The map ch : Grk(C)→ CF(C) is an injective k-algebra map.
By Theorem 3.8, we also have the following corollary:
Corollary 4.3. The algebra Grk(C) can be embedded into EndZ(C)(R(1)).
Before giving a proof of Theorem 4.1, we observe two cases that the linear inde-
pendence of the irreducible characters is relatively obvious.
Example 4.4. A fusion category [ENO05] is a semisimple finite tensor category. If
C in the above is a fusion category, then, by the argument of [KL01, §5.1.3],
Z¯(V ) =
m⊕
i=0
Vi ⊗ V ⊗ V
∗
i
as an object in C and the morphism πV ;X is just the projection if X is one of
V0, . . . , Vm. Hence, by (3.16), ch(Vi) ∈ CF(C) corresponds to e˜vVi via
CF(C) = HomC(A,1) ∼=
m⊕
i=0
HomC(Vi ⊗ V
∗
i ,1).
By Schur’s lemma, HomC(Vi⊗V
∗
i ,1) is one-dimensional. Thus the set Irr(C) is not
only linearly independent, but also a basis of CF(C).
Remark 4.5. Thus, for a pivotal fusion category C, we have an isomorphism
Grk(C) ∼= EndZ(C)(R(1))
of algebras by Theorem 3.8. We shall note some related results: First, in the case
where k is of characteristic zero, the existence of such an isomorphism has been
showed by Ostrik [Ost15, Corollary 2.16]. His method cannot be applied in the
case of positive characteristic. Our construction of the isomorphism is somewhat
more canonical and also works in such a case. We also note that Neshveyev and
Yamashita [NY16] have established such an isomorphism for C∗-tensor categories
possibly with infinitely many isomorphism classes of simple objects. Our approach
is basically same as [NY16] if it is limited to C∗-fusion categories.
Example 4.6. Let H be a finite-dimensional Hopf algebra over k with pivotal ele-
ment g, and let V0, . . . , Vm be the complete set of representatives of isomorphism
classes of simple left H-modules. As explained in §3.7, then C = H-mod is a pivotal
finite tensor category. Since g is invertible, Theorem 4.1 is equivalent to that
(4.1) {TrVi}
m
i=0 is linearly independent in H
∗
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in this particular case. This statement is well-known to be true and can be proved
as follows: Set Hss = H/J , where J is the Jacobson radical of H . By the Artin-
Wedderburn theorem, there is an isomorphism
(4.2) Hss ∼= Endk(V0)⊕ · · · ⊕ Endk(Vm)
of algebras. Since TrVi coincides with the composition
(4.3) H
quotient
−−−−−−→ Hss ∼=
m⊕
i=0
Endk(Vi)
projection
−−−−−−−→ Endk(Vi)
trace
−−−−→ k,
the assertion (4.1) follows.
Our proof of Theorem 4.1 basically follows the above scheme. More precisely, we
will introduce an object Ass ∈ C, which can be considered as a category-theoretical
analogue ofHss in Example 4.6. We then show that Ass is a quotient of A of the form
like (4.2) and every irreducible character factors through the quotient morphism
A։ Ass like (4.3). Unlike Examples 4.4 and 4.6, there are some technical difficulties
in the general setting. To prove Theorem 4.1, we need to go back to the proof of
the existence of certain (co)ends including (3.1).
4.3. Existence of certain (co)ends. Let C be a finite tensor category over k. For
X ∈ C and K ∈ k-mod, their tensor product K ·X ∈ C (also called the copower) is
defined by
(4.4) HomC(K ·X,Y ) ∼= Homk(K,HomC(X,Y ))
for Y ∈ C. Let Lex(C) be the category of k-linear left exact endofunctors on C. As
explained in [Shi16], the Eilenberg-Watts theorem implies that the functor
(4.5) Φ : C ⊠ C → Lex(C), X ⊠ Y 7→ HomC(X
∗,−) · Y (X,Y ∈ C)
is an equivalence of k-linear categories, where ⊠ means the Deligne tensor product
of k-linear abelian categories [Del90, §5]. As shown in [Shi16], a quasi-inverse of Φ,
which we denote by Φ, is given by
(4.6) Φ(F ) =
∫ X∈C
∗X ⊠ F (X)
for F ∈ Lex(C). Thus, there are natural isomorphisms
(4.7) F ∼= ΦΦ(F ) ∼=
∫ X∈C
Φ(∗X ⊠ F (X)) =
∫ X∈C
HomC(X,−) · F (X)
for F ∈ Lex(C).
Now let D be a full subcategory of C closed under taking subobjects, quotient
objects and finite direct sums. Then D is an abelian category such that the inclusion
functor iD : D →֒ C is exact. For every X ∈ C, there is the largest subobject tD(X)
of X belonging to D. The assignment X 7→ tD(X) extends to a k-linear left exact
functor from C to D. Moreover, we have
HomC(iD(V ), X) = HomD(V, tD(X))
for all V ∈ D and X ∈ C. In what follows, we often omit writing iD and regard tD
as an endofunctor on C for simplicity of notation. By applying Lemma 2.3 to the
adjunction iD ⊣ tD, we have
(4.8) tD
(4.7)
−−−−→
∼=
∫ X∈C
HomC(X,−) · tD(X)
(2.3)
−−−−→
∼=
∫ X∈D
HomC(X,−) ·X.
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Lemma 4.7. There is a commutative diagram
tD
(4.8)
−−−−−−−−−−−−−−−−−→
∫ X∈D
HomC(X,−) ·X
ι
y yφ
idC −−−−−−−−−−−−−−−−−→
(4.7) with F = idC
∫X∈C
HomC(X,−) ·X
in Lex(C), where ι : tD → idC is the counit of iD ⊣ tD and φ is the canonical
morphism obtained by the universal property of the coend.
Proof. We consider the following diagram:
tD
(4.7)
−−−−→
∫ X∈C
HomC(X,−) · tD(X)
(2.3)
−−−−→
∫X∈D
HomC(X,−) ·X
ι
y y∫X∈C HomC(idX ,−)·ιX yφ
idC
(4.7)
−−−−→
∫ X∈C
HomC(X,−) ·X
∫X∈C
HomC(X,−) ·X.
This diagram commutes by the naturality of (4.7) and Lemma 2.3. The composition
along the top row is (4.8). Thus the proof is done. 
There is a right action ⊳ of C⊠ Crev on C given by V ⊳ (X ⊠ Y ) = Y ⊗ V ⊗X for
V,X, Y ∈ C. Using this action, we define the functor Ψ : Lex(C)× C → C by
Ψ(F, V ) = V ⊳ Φ(F ) (F ∈ Lex(C), V ∈ C).
Since the base field k is algebraically closed, the action ⊳ is exact in each variable
[Del90, Proposition 5.13]. Thus we set Z(D;V ) = Ψ(tD, V ) for D as above and
V ∈ C. Then, by (4.7) and (4.8), we have, symbolically,
(4.9) Z(D;V ) =
∫ X∈D
X ⊗ V ⊗ ∗X.
Lemma 4.8. The morphism φV : Z(D;V )→ Z(C;V ) in C obtained by the univer-
sal property of the coend (4.9) is monic.
Proof. By the above construction of Z(D;V ), we have φV = Ψ(ι, idV ), where ι is
the counit of iD ⊣ tD. We note that ι is the inclusion tD →֒ idC and, in particular,
is monic in Lex(C). Since Ψ is exact in each variable, φV is monic. 
We package the above results toward the proof of Theorem 4.1.
Lemma 4.9. Let D be a full subcategory of C closed under subobjects, quotient
objects and direct sums. Then the morphism
q :
∫
X∈C
X ⊗X∗ →
∫
X∈D
X ⊗X∗
obtained by the universal property of the right end is an epimorphism.
Proof. The universal dinatural transformation jV ;X : X ⊗ V ⊗
∗X → Z(D;V ) of
the coend (4.9) induces a family
Z(D;1)∗
(j
1;X )
∗
−−−−−−−−→ (X ⊗ 1⊗ ∗X)∗ = X ⊗X∗
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of morphisms in C that is dinatural in X ∈ D. Since the left duality functor is an
anti-equivalence, we have, symbolically,∫
X∈D
X ⊗X∗ = Z(D;1)∗ and
∫
X∈C
X ⊗X∗ = Z(C;1)∗.
Thus q = φ∗
1
with the notation of Lemma 4.8. Since φ
1
is monic, q is epic. 
4.4. Proof of Theorem 4.1. We now give a proof of Theorem 4.1. Let C be a
pivotal finite tensor category over k, and let S be the full subcategory of C consisting
of all semisimple objects. As a categorical analogue of Hss in Example 4.6, we
propose to consider the following object:
Definition 4.10. Ass :=
∫
X∈S
X ⊗X∗.
As before, we let {V0, . . . , Vm} be the complete set of representatives of isomor-
phism classes of simple objects of C. By [KL01, §5.1.3], we may assume that
Ass =
m⊕
i=0
Vi ⊗ V
∗
i
and the universal dinatural transformation πssX : A
ss → X ⊗X∗ (X ∈ S) is just the
projection if X is one of V0, . . . , Vm.
Proof of Theorem 4.1. By the universal property, there exists a unique morphism
q : A→ Ass such that π
1;X = π
ss
X ◦ q for all X ∈ S. Thus, by (3.16),
ch(Vi) = e˜vVi ◦ π1;Vi = e˜vVi ◦ π
ss
Vi
◦ q
for i = 0, . . . ,m. This means that ch(Vi) is obtained as the image of e˜vVi under
m⊕
i=0
HomC(Vi ⊗ V
∗
i ,1)
∼= HomC(A
ss,1)
HomC(q,1)
−−−−−−−−−−→ HomC(A,1) = CF(C).
It is easy to see that D = S satisfies the assumption of Lemma 4.9. Thus q is epic
by that lemma, and hence HomC(q,1) is injective. This implies that the set Irr(C)
is linearly independent. 
4.5. Further remarks on coends. The equivalence Φ, introduced in §4.3, seems
to be an essential tool to study properties of certain coends. Before closing this
section, we add another application of the equivalence Φ. Let C and {V0, . . . , Vm}
be as above (but now C is not necessarily pivotal). With motivation coming from
logarithmic conformal field theory, the character of a certain coend has been studied
in [FSS13a, FSS13b]. In relation to this, we give the following formula of the
composition factors of such a coend:
Theorem 4.11. For all k-linear left exact functor F : C → C, we have
(4.10)
[∫ X∈C
∗X ⊠ F (X)
]
=
m∑
i,j=0
[F (P ∗i ) : Vj ] · [Vi ⊠ Vj ]
in Gr(C ⊠ C), where Pi is the projective cover of Vi and [X : Vi] is the multiplicity
of Vi in the composition series of X.
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Proof. Let A be a finite abelian category over k. We first recall that if P is the
projective cover of a simple object V ∈ A, then there holds
(4.11) [X : V ] = dimk HomA(P,X)
for all X ∈ A.
Let Φ : C⊠C → Lex(C) be the equivalence given by (4.5), and let Φ be the quasi-
inverse of Φ given by (4.6). The left-hand side of (4.10) is [Φ(F )]. Since every simple
object of C ⊠ C is of the form Vi ⊠ Vj , and since Pi ⊠ Pj is the projective cover of
Vi ⊠ Vj , we have
(4.12) [Φ(F )] =
m∑
i,j=0
dimk(HomC⊠C(Pi ⊠ Pj ,Φ(F ))) · [Vi ⊠ Vj ]
for all F ∈ Lex(C) in Gr(C ⊠ C) by (4.11). For all i, j = 0, . . . ,m, we compute
HomC(Pi ⊠ Pj ,Φ(F )) ∼= Nat(Φ(Pi ⊠ Pj), F )
∼=
∫
X∈C
HomC(HomC(P
∗
i , X) · Pj , F (X))
∼=
∫
X∈C
Homk(HomC(P
∗
i , X),HomC(Pj , F (X)))
∼= Nat(HomC(P
∗
i ,−),HomC(Pj , F (−)))
∼= HomC(Pj , F (P
∗
i )) (by the Yoneda lemma).
The claim now follows from (4.11) and (4.12). 
5. Integrals and Fourier transform
5.1. Unimodular finite tensor categories. Throughout this section, we work
over an algebraically closed field k. Etingof, Nikshych and Ostrik [ENO04] intro-
duced the distinguished invertible object D ∈ C of a finite tensor category C over
k. The object D is a category-theoretical analogue of the modular function (also
called the distinguished grouplike element) of a finite-dimensional Hopf algebra,
and therefore we say that C is unimodular if D ∼= 1.
The aim of this section is to introduce an integral, a cointegral and the Fourier
transform for a unimodular finite tensor category. We do not recall the definition
of the distinguished invertible object. Instead, we will use the following character-
ization of the unimodularity given in [Shi16].
Theorem 5.1. Let C be a finite tensor category over k, and use the set of notations
in §4.1. Then the following assertions are equivalent:
(1) C is unimodular.
(2) U is a Frobenius functor, i.e., R is also left adjoint to U .
(3) HomZ(C)(R(1),1) 6= 0.
We also note that A := R(1) is an algebra in Z(C) as the image of 1 ∈ C under
a monoidal functor. Since the adjoint algebra is given by A = U(A), the structure
morphisms of A are expressed by the same symbol as those of A. It is known that
the algebra A is commutative in the sense that
(5.1) m ◦ σA,A = m,
where σ is the braiding of Z(C); see, e.g., [Shi16].
Now suppose that C is unimodular. Then we have
(5.2) HomZ(C)(A,1Z(C)) ∼= HomC(1, U(1Z(C))) = HomC(1,1) ∼= k
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by Theorem 5.1. Thus there is a non-zero morphism λ : A → 1 in Z(C) and such
a morphism is unique up to scalar multiple. It is also shown in [Shi16] that A is a
Frobenius algebra in Z(C) with trace λ in the sense that
(5.3) A
idA⊗coevA−−−−−−−−−−−→ A⊗A⊗A∗
m⊗idA∗−−−−−−−−−→ A⊗A∗
λ⊗idA∗−−−−−−−−→ A∗
is an isomorphism in Z(C).
For later use, we note some consequences of the Frobenius property of A (see,
e.g., [FS08] for the general theory of Frobenius algebras in a rigid monoidal cate-
gory). Fix a non-zero morphism λ : A→ 1 in Z(C) and set
(5.4) eλ = λ ◦m and dλ = (idA ⊗ φ
−1
λ ) ◦ coevA,
where φλ : A→ A
∗ is the isomorphism given by (5.3). Then the triple (A, eλ, dλ)
is a left dual object of A. The A-linearity of φλ implies
(5.5) (idA ⊗m) ◦ (dλ ⊗ idA) = (m⊗ idA) ◦ (idA ⊗ dλ).
Let ∆ : A → A ⊗ A be the left-hand of (5.5). Then (A,∆, λ) is a coalgebra in
Z(C). Namely, the following equations hold:
(∆⊗ idA) ◦∆ = (idA ⊗∆) ◦∆, (λ⊗ idA) ◦∆ = idA = (idA ⊗ λ) ◦∆.
5.2. Characterization of trivial objects. Let C be a finite tensor category over
k (the unimodularity and the pivotality are not needed for a while). We say that an
object X ∈ C is trivial if it is isomorphic to the direct sum of finitely many (possibly
zero) copies of the unit object. Before we introduce the notions of integrals and
cointegrals, we provide the following characterization of trivial objects:
Proposition 5.2. An object X ∈ C is trivial if and only if
(5.6) ρX = ε1 ⊗ idX .
Proof. It is easy to see that an object X ∈ C satisfies (5.6) if X is trivial. To prove
the converse, we recall that F :=
∫X∈C
X∗ ⊗X has the coalgebra structure such
that F ∗ ∼= A as algebras in C (see Remark 3.12). By Lyubashenko’s result on the
category of F -comodules [Lyu99, §2.7], we see that the functor
C ⊠ C → (the category of left A-modules in C), V ⊠W 7→ (V ⊗W,ρV ⊗ idW )
is an equivalence of categories. Now suppose that X ∈ C satisfies (5.6). By the
above equivalence, we have 1⊠X ∼= X ⊠ 1 in C ⊠ C. Applying the functor
C ⊠ C → C, V ⊠W 7→ HomC(1, V ) ·W
to both sides, we getX ∼= HomC(1, X)·1. HenceX is trivial. The proof is done. 
5.3. Integral theory. We introduce an integral and a cointegral in a unimodular
finite tensor category. From now on, we suppose that C is unimodular and use the
set of notation given in §4.1.
Definition 5.3. An integral in C is a morphism Λ : 1→ A in C such that
(5.7) m ◦ (idA ⊗ Λ) = ε1 ⊗ Λ.
A cointegral in C is a morphism λ : A→ 1 such that
(5.8) Z¯(λ) ◦ δ
1
= u ◦ λ.
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Remark 5.4. Definition 5.3 makes sense even if C is not unimodular. The unimod-
ularity will be used to show that non-zero (co)integrals exist. We suspect that a
non-zero (co)integral in a finite tensor category A exists only if A is unimodular
(cf. the case of Hopf algebras, §5.6). The above definition should be modified to a
form involving the distinguished invertible object for the non-unimodular case.
If we identify Z(C) with the category of Z¯-comodules, then a right adjoint of U
is the free comodule functor V 7→ (Z¯(V ), δV ). Equation (5.8) says that a cointegral
is a morphism R(1)→ 1 of Z¯-comodules. Hence, by (5.2), a non-zero cointegral in
C exists and such a cointegral is unique up to scalar multiple.
It is easy to see that ε
1
: A → 1 is a morphisms of algebras in C. If we regard
1 ∈ C as a left A-module by ε
1
, then an integral is precisely a morphism 1→ A of
left A-modules. Since A ∼= A∗ as right A-modules, we have
(5.9) HomA|−(1, A) ∼= Hom−|A(A
∗,1∗) ∼= Hom−|A(A,1) ∼= HomC(1,1) ∼= k,
where HomA|−(X,Y ) and Hom−|A(X,Y ) are the sets of morphisms of left and
right A-modules, respectively. This means that a non-zero integral in C exists and,
moreover, such an integral is unique up to scalar multiple.
In the theory of finite-dimensional Hopf algebras, it is well-known that the pairing
between cointegrals and integrals is non-degenerate. To formulate an analogous fact
in our setting, we consider a paring
(5.10) 〈 , 〉 : CF(C)× CE(C)→ k, 〈f, a〉 id
1
= f ◦ a.
Now we fix a non-zero cointegral λ and define φλ, eλ and dλ as in §5.1.
Proposition 5.5. Λ := (idA ⊗ ε1) ◦ dλ is an integral such that 〈λ,Λ〉 = 1.
Proof. The isomorphism θ : Hom−|A(A,1) → HomA|−(1, A) obtained by compos-
ing the inverses of the first two isomorphisms in (5.9) is given by
θ : f 7→ f ◦ φ−1λ 7→ (idA ⊗ (f ◦ φ
−1
λ )) ◦ coevA = (idA ⊗ f) ◦ dλ
for f ∈ Hom−|A(A,1). Since ε1 ∈ Hom−|A(A,1), Λ = θ(ε1) is an integral. To
show 〈λ,Λ〉 = 1, we recall that A is a coalgebra with the comultiplication ∆ given
by (5.5) and the counit λ. Hence,
λ ◦ Λ = (λ⊗ ε
1
) ◦ dλ = (λ ⊗ ε1) ◦∆ ◦ u = ε1 ◦ u = id1. 
The equivalence (1) ⇔ (4) of the following proposition can be thought of as a
generalization of the Maschke theorem on the semisimplicity of finite group algebras
and finite-dimensional Hopf algebras.
Proposition 5.6. Let Λ ∈ CE(C) be a non-zero integral in the unimodular finite
tensor category C. Then the following assertions are equivalent:
(1) C is a semisimple abelian category.
(2) End(idC) is a semisimple algebra.
(3) The integral Λ ∈ CE(C) is not a nilpotent element.
(4) 〈ε
1
,Λ〉 6= 0, where ε is the counit of the central Hopf comonad on C.
Proof. If C is semisimple, then End(idC) is isomorphic to a finite direct product of
the base field k. Thus (1) implies (2). The implication (2) ⇒ (3) follows from the
fact that CE(C) is isomorphic to the commutative algebra End(idC). Now suppose
that Λ is not nilpotent. Then we have 〈ε
1
,Λ〉Λ = Λ · Λ 6= 0 and thus 〈ε
1
,Λ〉 6= 0.
Hence (3) implies (4).
22 KENICHI SHIMIZU
Finally, we prove that (4) implies (1). Suppose 〈ε
1
,Λ〉 6= 0. By normalizing the
given integral, we may assume that 〈ε
1
,Λ〉 = 1 so that Λ is an idempotent. Recall
that C is semisimple if and only if the unit object 1 ∈ C is projective. Thus, to show
that C is semisimple, it is enough to show that every epimorphism p : X → 1 in C
splits. Let e denote the natural transformation corresponding to Λ. Since e is an
idempotent, we have X = T ⊕K, where T and K are the image and the kernel of
eX : X → X , respectively. By the definition of an integral, we have ρT = ε1 ⊗ idT .
Hence, by Proposition 5.2, T is a trivial object. On the other hand, if f : K → 1
is a morphism in C, then f = e
1
◦ f = f ◦ eK = 0 by the naturality of e. Thus
p = p¯ ⊕ 0 : T ⊕ K → 1 for some p¯ : T → 1. Since T is a trivial object, p¯ splits.
This implies that p also splits. 
5.4. Trace formula. In the theory of finite-dimensional Hopf algebras, there are
some trace formulas involving integrals. Here we formulate and prove one of such
formulas in the setting of unimodular finite tensor categories.
For simplicity, we assume that R(V ) = (Z¯(V ), δV ) is the free Z¯-comodule functor
and setA = R(1) as in §5.1. For f ∈ CF(C), we denote by f˜ : A→ A the morphism
in Z(C) corresponding to f via the isomorphism of Theorem 3.8. Recall that the
Drinfeld isomorphism in Z(C) is given by
ψX : X
id⊗coev
−−−−−−→ X⊗X∗ ⊗X∗∗
σ⊗id
−−−−→ X∗ ⊗X⊗X∗∗
ev⊗id
−−−−−→ X∗∗
for X ∈ Z(C), where σ is the braiding of Z(C). By [Shi15, §7], ψA = jA if C has a
pivotal structure j. Thus, by abuse of notation, we define tr(ξ) for ξ : A→ A in C
to be the element of k corresponding to the morphism
1
coev
−−−−→ A⊗A∗
ξ⊗idA
−−−−−→ A⊗A∗
ψA⊗idA∗−−−−−−−→ A∗∗ ⊗A∗
ev
−−→ 1
via the canonical isomorphism k ∼= EndC(1).
Now let λ be a cointegral in C, and let Λ be the integral such that 〈λ,Λ〉 = 1
(which exists by Proposition 5.5). The following proposition can be thought of as
an analogue of Radford’s trace formula [Rad94, Proposition 2]; see §5.6.
Proposition 5.7. tr(f˜) = 〈f,Λ〉 〈λ, u〉 for all f ∈ CF(C).
Proof. By the definition of the Drinfeld isomorphism, tr(f˜) is equal to
1
coev
−−−−−−→ A⊗A∗
f˜⊗id
−−−−−−−→ A⊗A∗
σ
−−−−→ A∗ ⊗A
ev
−−−−−→ 1.
This does not depend on the choice of a left dual object of A. Thus we define eλ
and dλ by (5.4) and choose the triple (A, eλ, dλ) as a left dual object of A. Then,
by (5.1), we have
(5.11) tr(f˜) = eλ ◦ σA,A ◦ (f˜ ⊗ idA) ◦ dλ = eλ ◦ (f˜ ⊗ idA) ◦ dλ
for all f ∈ CF(C).
Since dλ : 1→ A⊗A is a morphism in Z(C), we have
(5.12) Z¯(dλ) ◦ Z¯0 = Z¯2(A,A) ◦ (δ1 ⊗ δ1) ◦ dλ
by the definition of the tensor product of Z¯-comodules. We also have
(5.13) Z¯(ε
1
) ◦ δ
1
= idZ¯(1)
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by the definition of a comonad. Now we compute
m ◦ (f˜ ⊗ idA) ◦ dλ
= Z¯2(1,1) ◦ (Z¯(f)⊗ Z¯(ε1)) ◦ (δ1 ⊗ δ1) ◦ dλ (by (3.15) and (5.13))
= Z¯(f ⊗ ε
1
) ◦ Z¯2(A,A) ◦ (δ1 ⊗ δ1) ◦ dλ (by the naturality of Z¯2)
= Z¯(f ⊗ ε
1
) ◦ Z¯(dλ) ◦ Z¯0 (by (5.12))
= Z¯(f ◦ Λ) ◦ Z¯0 (by Proposition 5.5)
= 〈f,Λ〉 Z¯(id
1
) ◦ Z¯0 = 〈f,Λ〉u.
The claim now follows from (5.11) and the definition of eλ. 
5.5. Fourier transform. Let λ be a non-zero cointegral in C, and let Λ be the
integral such that 〈λ,Λ〉 = 1.
Definition 5.8. The Fourier transform (associated to λ) is the linear map
(5.14) Fλ : CE(C)→ CF(C), Fλ(a) = λ ↼ S(a),
where S : CE(C)→ CE(C) is the antipodal operator of Definition 3.6 and ↼ is the
action of CE(C) on CF(C) given by
(5.15) f ↼ b = f ◦m ◦ (b ⊗ idA) (f ∈ CF(C), b ∈ CE(C)).
The Fourier transform should be defined in a form involving S in view of the
case of finite-dimensional Hopf algebras (see the discussion in §5.6). However, it is
convenient to consider the ‘twisted’ Fourier transform
(5.16) F′λ = Fλ ◦S
−1.
Since (A, eλ, dλ) is a left dual object of A, the inverse of F
′
λ is given by
(5.17) (F′λ)
−1(f) = (f ⊗ idA) ◦ dλ
for f ∈ CF(C). Thus Fλ is also invertible.
As an application of the (twisted) Fourier transform, we prove:
Theorem 5.9. For a unimodular finite tensor category C admitting a pivotal struc-
ture, the following assertions are equivalent:
(1) C is semisimple.
(2) dimk Grk(C) = dimk CF(C).
Thus, the map ch : Grk(C)→ CF(C) is bijective if and only if C is semisimple.
Proof. For simplicity, we set E = CE(C) and F = CF(C). Let ψ : E → End(idC) be
the isomorphism given by (3.13). By Schur’s lemma, for each simple object V ∈ C,
there is a linear map ξV : E → k such that ψ(a)V = ξV (a) · idV for all a ∈ E. One
can easily verify that ξV is an algebra map and
ch(V )↼ a = ξV (a) · ch(V )
for all a ∈ E. This means that the one-dimensional space spanned by an irreducible
character is a one-dimensional submodule of the E-module F.
The implication (1) ⇒ (2) has been proved in Example 4.4. If, conversely,
(2) holds, then F is spanned by the irreducible characters by Theorem 4.1, and
hence a semisimple E-module by the above argument. Since F′λ : E → F is an
isomorphism of E-modules, E is also a semisimple E-module. By Proposition 5.6, C
is semisimple. 
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We note that the unimodularity assumption of the above theorem is necessarily,
since the equality of (2) holds if C is the representation category of the Taft algebra,
which is neither unimodular nor semisimple; see Example 3.15.
The implication (2) ⇒ (1) of the theorem can be rephrased as that, if C is
a non-semisimple unimodular pivotal finite tensor category, then there exists an
element of CF(C) that is not a linear combination of internal characters. The gap
between the dimensions of CF(C) and Grk(C) is an interesting subject but will not
be discussed in this paper.
5.6. The case of Hopf algebras. To conclude this section, we consider the case
where C = H-mod is the representation category a finite-dimensional Hopf algebra
H over k. We use the same notations as in §3.7 and identify Z(C) with the Yetter-
Drinfeld category.
As we have seen in §3.7, the algebra CE(C) can be identified with the center of
the algebra H . By Definition 5.3, an integral in C is an element Λ ∈ H such that
h(1)ΛS(h(2)) = ε(h)Λ and aΛ = ε(a)Λ
for all a, h ∈ H . The former equation implies that the element Λ is central, and
the latter means that Λ is a left integral in H in the usual sense. Thus a non-zero
integral in C exists if and only if H is unimodular.
By definition, a cointegral in C is a morphism λ : R(k) → k of Yetter-Drinfeld
modules. Thus it is the same thing as a linear map λ : H → k such that
a(1) 〈λ, a(2)〉 = ε(a)1H and 〈λ, h(1)aS(h(2))〉 = 〈ε, h〉〈λ, a〉
for all a, h ∈ H . The former condition means that λ is a right cointegral on H . By
the result of Radford [Rad94], a non-zero right cointegral on H satisfies the latter
condition if and only if H is unimodular.
Now we suppose that H is unimodular. We fix a non-zero cointegral λ in C, and
then let Λ be the (two-sided) integral such that 〈λ,Λ〉 = 1. The Frobenius property
of the algebra A := R(k) in HHYD has been pointed out by Ishii and Masuoka in
[IM14] in their study of handlebody-knot invariants. According to them, the map
(5.18) dλ : k → A⊗A, 1 7→ Λ(2) ⊗ S
−1(Λ(1))
is a morphism in HHYD and the triple (A, eλ, dλ), where eλ = λ ◦m, is a left dual
object of A. The formula of Λ in Proposition 5.5 reduces to
Λ = Λ(2)〈ε, S
−1(Λ(1))〉,
which is obviously true from the axiom of Hopf algebras.
Let ψ be the Drinfeld isomorphism in Z(C). Then we have
〈ψA(a), p〉 = 〈p, S
2(a)〉 (a ∈ A, p ∈ H∗)
(see the proof of [Shi15, Proposition 7.1]). For f ∈ CF(C), the morphism f˜ : A→ A
of Proposition 5.7 is the linear map given by a 7→ a(1)〈f, a(2)〉 for a ∈ A. Hence, in
our context, the claim of the proposition reduces to
Tr
(
A→ A; a 7→ S2(a(1))〈f, a(2)〉
)
= 〈f,Λ〉〈λ, 1〉,
which is a special case of Radford’s formula given in [Rad94].
Recall that H acts on H∗ from the right by 〈f ↼ h, h′〉 = 〈f, hh′〉. If we identify
CE(C) with the center of H , then the Fourier transform associated λ is given by
(5.19) Fλ : CE(C)→ CF(C), Fλ(a) = λ ↼ S
−1(a)
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for a ∈ CE(C). This operator coincides with a restriction of the Fourier transform
on Hcop introduced and studied by Cohen and Westreich in [CW07]. We note that
the inverse of (5.19) is given by
(5.20) F−1λ (f) = 〈f,Λ(1)〉Λ(2) (f ∈ CF(C)).
The space of symmetric forms on a finite-dimensional Hopf algebra is also studied
by Cohen and Westreich in [CW08]. Our main result in this section (Theorem 5.9)
corresponds to a part of [CW08, Corollary 2.3].
6. Applications to fusion categories
6.1. Integrals in a fusion category. Finally, we give some applications of our
theory to fusion categories. Throughout this section, C is a pivotal fusion category
over an algebraically closed field k, and we use the set of notations as in §4.1.
Furthermore, let {V0, . . . , Vm} be a complete set of representatives of isomorphism
classes of simple objects with V0 = 1. For i ∈ {0, . . . ,m}, we define i
∗ ∈ {0, . . . ,m}
by Vi∗ ∼= V
∗
i . Then i 7→ i
∗ is an involution on {0, . . . ,m}.
Since a fusion category is unimodular [ENO04], C has a non-zero integral and a
non-zero cointegral in the sense of Definition 5.3. To describe them, we introduce
further notations. As we have remarked in Example 4.4, we may choose
A =
m⊕
i=0
Vi ⊗ V
∗
i
as a realization of the adjoint algebra. For i = 0, . . . ,m, we define ei and χi by
ei : 1
coev
−−−−→ Vi ⊗ V
∗
i
inclusion
−−−−−−−→ A and χi : A
projection
−−−−−−−→ Vi ⊗ V
∗
i
e˜v
−−→ 1,
respectively. It is easy to see that the sets {χi}i=0,...,m and {ei}i−0,...,m are bases
of CF(C) and CE(C), respectively, such that
(6.1) 〈χi, ej〉 = dim(Vj) δi,j (i, j = 0, . . . ,m),
where δ−,− is the Kronecker delta.
As we have seen in Example 4.4, χi = ch(Vi) for i = 0, . . . ,m. The central
element ei corresponds via (3.13) to the endomorphism on idC that is the identity
on Vi and zero on the other Vj ’s. Thus we have
(6.2) ei · ej = δi,j ei and S(ei) = ei∗ (i, j = 0, . . . ,m),
where S : CE(C)→ CE(C) is the antipodal operator of Definition 3.6.
Lemma 6.1. e0 ∈ CE(C) is an integral in C.
Proof. The linear map ǫ : CE(C) → k given by a 7→ 〈ε
1
, a〉 is a homomorphism of
algebras. If Λ is an integral in C, then we have
(6.3) a · Λ = ǫ(a)Λ (a ∈ CE(C)).
by the definition of an integral. By (6.1) and (6.6), Λ = e0 satisfies (6.3). On the
other hand, since CE(C) ∼= k × · · · × k as algebras, an element Λ satisfying (6.3) is
unique up to scalar multiples. Thus we conclude that e0 is an integral in C. 
To give a description of a cointegral, we provide:
Lemma 6.2. Grk(C) is a symmetric Frobenius algebra with the trace given by
Grk(C)→ k, [X ] 7→ dimk HomC(1, X).
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Proof. Let τ denote the above linear map. The well-definedness of τ follows from
the semisimplicity of C. By the rigidity, we have
τ([Vi] · [Vj ]) = dimk HomC(1, Vi ⊗ Vj) = dimk HomC(V
∗
i , Vj) = δi∗,j
for i, j = 0, . . . ,m. Thus τ is non-degenerate. The symmetry of τ is obvious from
the above computation. 
Recall from Example 4.4 that CF(C) is isomorphic to Grk(C) as an algebra. Thus
CF(C) is a symmetric Frobenius algebra with the trace τ given by
(6.4) τ(χi) = δi,0 (i = 0, . . . ,m).
By the above proof, τ(χi ⋆ χj) = δi,j∗ . Thus E :=
∑m
i=0 χi∗ ⊗ χi ∈ CF(C)
⊗2 is an
element such that the linear map
(6.5) Θ : Homk(CF(C), k)→ CF(C), α 7→ (α⊗ id)(E)
is bijective. Let, in general, α : CF(C)→ k be an algebra map. By the basic theory
of Frobenius algebras, we see that λ = Θ(α) satisfies
(6.6) f ⋆ λ = α(f)λ
for all f ∈ CF(C), and an element λ ∈ CF(C) satisfying (6.6) is unique up to scalar
multiple. Moreover, the symmetricity of τ implies that Θ(α) ∈ CF(C) is central.
Now we consider the map d : CF(C) → k defined by f 7→ 〈f, u〉. It is easy
to see that d is an algebra map sending the internal character of X ∈ C to the
pivotal dimension of X . Applying the above argument to α = d gives the following
description of cointegrals in C.
Lemma 6.3. A class function λ ∈ CF(C) is a cointegral if and only if
f ⋆ λ = 〈f, u〉λ
for all f ∈ CF(C). Thus, by the above argument, we see that
Θ(d) =
m∑
i=0
dim(V ∗i )χi ∈ CF(C)
is a cointegral in C and belongs to the center of CF(C).
Proof. Let I be the space of class functions λ satisfying (6.6) with α = d. By the
above argument, I is one-dimensional. If λ ∈ CF(C) is a cointegral in C, then, for
all f ∈ CF(C), we have
f ⋆ λ = f ◦ Z¯(λ) ◦ δ
1
= f ◦ u ◦ λ = α(f) · λ
by (3.14) and (5.8). Thus the space I ′ of cointegrals is a subspace of I. Since I is
one-dimensional, and since a non-zero cointegral in C exists, we have I = I ′. The
proof is done. 
6.2. Properties of the Grothendieck algebra. The dimension of C is given by
dim(C) =
m∑
i=0
dim(V ∗i ) dim(Vi) ∈ k.
It is known that dim(C) 6= 0 if char(k) = 0 [ENO05]. On the other hand, dim(C)
happens to be zero in the case where char(k) > 0.
Definition 6.4. C is said to be non-degenerate if dim(C) 6= 0 in k.
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We now prove the following theorem:
Theorem 6.5. For the pivotal fusion category C, the following four conditions are
equivalent:
(1) Grk(C) is a semisimple algebra.
(2) C is non-degenerate.
(3) Z(C) is a semisimple abelian category.
(4) R(1) ∈ Z(C) is a semisimple object.
Note that Mu¨ger [Mu¨g03] proved (2) ⇒ (3). Bruguie`res and Virelizier [BV13]
proved (2) ⇔ (3) in a more general setting than ours. Ostrik proved (1)⇒ (2) and
conjectured that the converse holds in [Ost15]. Highlighting the role of cointegrals,
we also give another proof of (1) ⇒ (2).
Proof. As we have remarked, (2) ⇔ (3) has been known. (3) ⇒ (4) is obvious. To
show (4) ⇒ (1), we recall from Example 4.4 that there are isomorphisms
(6.7) Grk(C) ∼= CF(C) ∼= EndZ(C)(R(1))
of algebras. Thus, if R(1) is a semisimple object, then EndZ(C)(R(1)) is semisimple,
and therefore so is Grk(C).
Finally, we prove (1) ⇒ (2). Suppose that (1) holds. Then CF(C) has no non-
zero central nilpotent elements, since it is isomorphic to a finite product of matrix
algebras. Now let λ be the cointegral in C given by Lemma 6.3. Since λ is a non-zero
central element, we have dim(C)λ = λ ⋆ λ 6= 0. Hence dim(C) 6= 0. 
For a pair (H,K) consisting of a semisimple Hopf algebraH over an algebraically
closed field of characteristic zero and its Hopf subalgebra K, Andruskiewitsch and
Natale [AN00] defined the Hecke algebra H(H,K). The pair (H,K) is called a
Gelfand pair if the algebra H(H,K) is commutative. As shown in [AN00], this is
equivalent to that the left H-module H ⊗K 1K is multiplicity-free, where 1K is the
trivial K-module. They also showed that (D(H), H) is a Gelfand pair if and only if
the Grothendieck ring ofH-mod is commutative, whereD(H) is the Drinfeld double
ofH . The following result can be thought of as a category-theoretical generalization
of their result:
Theorem 6.6. For a non-degenerate pivotal fusion category C, the following as-
sertions are equivalent:
(1) R(1) ∈ Z(C) is multiplicity-free.
(2) The algebra Grk(C) is commutative.
For the case of char(k) = 0, this theorem has been proved by Ostrik [Ost15].
Proof. Under the assumption, R(1) ∈ Z(C) is semisimple. Thus (1) is equivalent
to that the endomorphism algebra of R(1) is commutative. Now the result follows
from (6.7) in the proof of the previous theorem. 
6.3. The character table. We now suppose that C is a non-degenerate pivotal
fusion category such that Grk(C) is commutative (although some of below defini-
tions make sense without such assumptions). If this is the case, R(1) ∈ Z(C) is
multiplicity-free by Theorem 6.6.
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Definition 6.7. A conjugacy class of C is a simple direct summand of R(1) ∈ Z(C).
For a given conjugacy class C, we define its size by
|C| = dim(C) ∈ k.
The class sum C ∈ CE(C) is defined as follows: Let e be the idempotent on R(1)
whose image is C. Then C is the element corresponding to e via
EndZ(C)(R(1))
Theorem 3.8
−−−−−−−−−−−→ CF(C)
F
−1
λ−−−−−−→ CE(C),
where λ is the cointegral in C such that 〈λ, u〉 = 1.
By Lemma 6.3, such a cointegral is given by
(6.8) λ =
1
dim(C)
m∑
i=0
dim(V ∗i )χi.
By Theorems 6.5 and 6.6, the number of conjugacy classes of C is equal to the
number of isomorphism classes of simple objects of C. Thus let C0, . . . ,Cm be the
conjugacy classes of C. Since the unit object 1Z(C) ∈ Z(C) is always a subobject of
R(1), we can assume C0 = 1Z(C).
We note that the size of Cj is non-zero in k since it is the pivotal dimension of
a simple object in a pivotal fusion category Z(C). Thus we set
(6.9) gr := |Cr|
−1 · Cr ∈ CE(C)
for r = 0, . . . ,m. The element gr can be thought of as the “average” of the elements
in the conjugacy classes. Thus we define:
Definition 6.8. We call the matrix (〈χi, gr〉)i,r=0,...,m the character table of C.
For r = 0, . . . ,m, let f˜r ∈ EndZ(C)(R(1)) denote the idempotent whose image is
Cr, and let fr ∈ CF(C) be the corresponding class function. The set {fr}r=0,...,m is
a complete set of primitive orthogonal idempotents of CF(C). fr’s are expressed by
irreducible characters as follows:
Theorem 6.9. fr =
|Cr|
dim(C)
m∑
i=0
〈χi∗ , gr〉χi for all r = 0, . . . ,m.
Proof. We represent Fλ and its inverse with respect to bases {ei} and {χi}. By (6.2),
(6.7) and the definition of the Fourier transform, we have
〈Fλ(ei), ej〉 =
1
dim(C)
m∑
ℓ=0
dim(V ∗ℓ )〈χℓ,S(ei)ej〉 =
dim(Vi) dim(V
∗
i )
dim(C)
δi∗,j
for all i, j = 0, . . . ,m. Thus, by (6.1),
(6.10) Fλ(ei) =
dim(Vi)
dim(C)
χi∗ and F
−1
λ (χi) =
dim(C)
dim(Vi)
ei∗ (i = 0, . . . ,m).
Now we write fr =
∑m
i=0 airχi (air ∈ k). Then, by (6.1) and (6.10),
|Cr|
dim(C)
〈χi∗ , gr〉 =
1
dim(C)
〈χi∗ ,F
−1
λ (fr)〉 =
m∑
j=0
ajr
dim(Vi)
〈χi∗ , ej∗〉 = air. 
The orthogonality relations can be derived from this theorem. As a preparation,
we show that every entry of the 0-th row of the character table is 1.
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Lemma 6.10. 〈χ0, gr〉 = 1 for r = 0, . . . ,m.
Proof. For a ∈ CE(C), one easily sees that 〈χ0,S
−1(a)〉 = 〈χ0, a〉. By (5.16), (5.17)
and Proposition 5.5, we have
〈ε
1
,F−1λ (fr)〉 = 〈ε1, (fr ⊗ idA) ◦ dλ〉 = (fr ⊗ ε1) ◦ dλ = 〈fr,Λ〉 = tr(f˜r) = |Cr|.
Thus, 〈χ0, gr〉 = |Cr|
−1〈ε
1
,F−1λ (fr)〉 = 1. 
Corollary 6.11. We have the first orthogonality relation
(6.11)
m∑
r=0
|Cr|
dim(C)
〈χi, gr〉 〈χj∗ , gr〉 = δi,j (i, j = 0, . . . ,m)
and the second orthogonality relation
(6.12)
m∑
i=0
|Cr|
dim(C)
〈χi, gr〉 〈χi∗ , gs〉 = δr,s (r, s = 0, . . . ,m).
For i = 0, . . . ,m, we have
(6.13) χi =
m∑
r=0
〈χi, gr〉 fr.
Proof. We first prove the second orthogonality relation. By Theorem 6.9,
dim(C)
|Cs|
δr,s fs =
dim(C)
|Cs|
fr ⋆ fs =
|Cr|
dim(C)
m∑
i,j=0
〈χi, gr〉 〈χj , gs〉χi ⋆ χj
for all r, s = 0, . . . ,m. Applying (6.4) to both sides, we obtain
δr,s〈χ0, gr〉 =
|Cr|
dim(C)
m∑
i=0
〈χi, gr〉 〈χi∗ , gs〉.
Now (6.12) follows from Lemma 6.10. To prove (6.11), we consider the matrices T
and T ′ whose (i, j)-entries are given by
Tij = 〈χi∗ , gj〉 and T
′
ij =
|Ci|
dim(C)
〈χj , gi〉 (i, j = 0, . . . ,m),
respectively. Equation (6.12) means T ′ · T = 1. Hence, by linear algebra, we also
have T · T ′ = 1. This implies (6.11). Equation (6.13) is easily verified by using
Theorem 6.9 and the first orthogonality relation. 
Now we suppose that char(k) = 0.
Theorem 6.12. Every entry of the character table of C is a cyclotomic integer.
Proof. Let i, r ∈ {0, . . . ,m}. Since fr ∈ CF(C) is a primitive idempotent, there is
an algebra map ρr : CF(C) → k such that f ⋆ fr = ρr(f)fr for all f ∈ CF(C). By
[ENO05, Corollary 8.53], ρr(χi) is a cyclotomic integer. By (6.13), we have
ρr(χi)fr = χi ⋆ fr =
m∑
s=0
〈χi, gs〉 fs ⋆ fr =
m∑
s=0
〈χi, gs〉 δr,s fr = 〈χi, gr〉 fr,
and hence ρr(χi) = 〈χi, gr〉. Therefore the (i, r)-th entry of the character table,
〈χi, gr〉, is a cyclotomic integer. 
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Example 6.13. We consider the case where C = kG-mod is the category of represen-
tations of a finite group G such that |G| 6= 0 in k. As in §3.7 and §5.6, we identify
Z(C) with the Yetter-Drinfeld category over kG. Then R(1) is the vector space kG
with the action ⊲ and the coaction given by
g ⊲ a = gag−1 and a 7→ a⊗ a (a, g ∈ G),
respectively. Now let C0, . . . ,Cm be the conjugacy classes of G with 1 ∈ C0. Then
we have the following decomposition in the Yetter-Drinfeld category:
R(1) =
m⊕
r=0
spank Cr.
Thus we can (and do) identify a conjugacy class in the sense of Definition 6.7 with
a conjugacy class of G in the usual sense. Since the pivotal dimension coincides
with the ordinary dimension in our case, the size of Cr in the sense of Definition 6.7
is precisely the number of elements of the conjugacy class Cr.
Let λ : kG → k be the cointegral such that λ(1) = 1, and let Λ ∈ kG be the
integral such that 〈λ,Λ〉 = 1. Explicitly, λ(g) = δg,1 (g ∈ G) and Λ is the sum of
all elements of G in kG. For r = 0, . . . ,m, we define fr and f˜r as above. Then
the class function fr is the characteristic function on the subset Cr ⊂ G. Thus, by
(5.20), the class sum associated to Cr is given by
F
−1
λ (fr) =
∑
g∈G
〈fr, g〉 g =
∑
g∈Cr
g.
Hence the element gr defined by (6.9) is given by gr = |Cg|
−1
∑
g∈Cr
g. From this,
we see that the character table of C in the sense of Definition 6.8 agrees with the
character table of G in the usual sense.
The above understanding of conjugacy classes by the Yetter-Drinfeld category is
due to Zhu [Zhu97]. Cohen and Westreich [CW11] have defined a conjugacy class
of a semisimple Hopf algebra in the spirit of Zhu. Our definitions basically agree
with Cohen and Westreich’s (see also §5.6). It is interesting to investigate how can
we generalize the results of [CW11, CW14] to the setting of fusion categories.
Example 6.14 (Modular tensor categories). Suppose that the fusion category C is
a ribbon category with braiding σ. The S-matrix S = (sij) of C is then defined by
sij = tr(σVj ,V ∗i σV ∗i ,Vj ) (i, j = 0, . . . ,m).
Set dj = s0j . By [BK01, Theorem 3.1.12] and its proof, the linear map
Q : CF(C)→ CE(C), Q(χi) =
m∑
j=0
sij
dj
ej (i = 0, . . . ,m)
is in fact a homomorphism of algebras.
A modular tensor category [BK01] is a ribbon fusion category whose S-matrix is
invertible. If C is a modular tensor category, then Q is an isomorphism of algebras.
After relabeling indices, we may assume that Q(fj) = ej for all j. Then
χi = Q
−1Q(χi) =
m∑
j=0
sij
dj
Q−1(ej) =
m∑
j=0
sij
dj
fj
for all i. It follows from Corollary 6.11 that the matrix (sij/dj) is the character
table of C. This result generalizes [CW11, Theorem 3.2].
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