The state in which a discrete event simulation is started causes the estimators for equilibrium measures obtained from the simulation to be biased, and to reduce this bias, the collection of data is delayed until a so-called warm-up period is completed. In this paper, we determine the optimal warm-up periods for steady-state discrete event simulations. We do this by using deterministic numerical methods, that is, methods not using random numbers. We found that in the systems investigated, transient expectations give no indication regarding the optimal length of the warm-up periods, which is counterintuitive. This requires some re-evaluation of some of commonly held opinions about the factors one should take into account when determining warm-up periods. Such factors will also be discussed.
INTRODUCTION
The initial bias problem arising in discrete event simulation has been discussed in numerous articles (see (Awad 2006) , (Mahadjan and Ingalls 2004) , (Robinson 2007) , (White 1997) , and the review paper (Pawlikowski 1990) , and references in these papers). It is described in most textbooks dealing with simulation (see e.g. (Asmussen and Glynn 2007) , (Banks, Carson, Nelson, and Nicol 2005) , (Law and Kelton 2000) ). Yet, some results given in literature may need modification and/or elaboration. One reference, which we found very valuable, is in the book by (Tocher 1963, page 176) , who uses the warm-up period to find what he calls "typical conditions".
First, we describe the problem: Let R(t) be the process to be simulated as part of a discrete event simulation, and assume that E(R(t)) converges toward an equilibrium value E(R), where E(R) is independent of the starting state. To estimate E(R) by simulation, we use a time average. In many simulations, this time average is only taken after a warm-up period of length τ ≥ 0, that is, the time average becomes R(T ) = 1 T −τ T τ R(t)dt. Under very general conditions,R(T ) converges with probability 1 toward E(R). Of course, we would like to select an initial state i and a value of τ such that the difference betweenR(T ) and E(R) is small, while we require that T is less than or equal to some constant. Specifically, we use the mean squared error MSE i (R(T )) = E((R(T ) − E(R)) 2 ) to judge the quality of our estimate.
Suppose, first, that the initial state i is given. In this case, one would expect that the transient behavior of the system would shed some light to what might be a good value for τ, the length of the warm-up period. We show, by using examples, that this is not necessarily the case.
In contrast to other efforts, we do not use random numbers to obtain our results, but we use non-Monte Carlo methods, also called deterministic methods. Specifically we use a modification of a method described in (Grassmann 1987) to find the mean squared error in question. Also, asymptotic results are available ( (Grassmann 2008) , (Grassmann and Luo 2005) , (Hazen and Pritsker 1980) , (Kelton and Law 1983) , (Kelton and Law 1985) , (Madansky 1976) , (van Moorsel, Kant, and Sanders 1996) , (Whitt 1992) , (Wilson and Prisker 1978a) , (Wilson and Prisker 1978b) , and references in these papers). We also should mention the work of (Reynolds 1975) and references therein. We note that all these methods are restricted to continuous-time Markov chains. However, our models are only used as examples to clarify the issue, and to show that commonly held opinions can be wrong. At the very minimum, this should make the reader aware of potential problems which can then be further investigated in more complex models.
TRANSIENT SOLUTIONS AND WARM-UP PERIODS
Several papers seem to suggest that the transient expectations can be used as a guide for determining the optimal value of the warm-up period. Let us see how this works out in concrete examples. As our first model, consider the M/M/1/10 model, that is, a queuing system with Poisson arrivals, exponential service times, one server, and a maximum of 10 elements in the system. The problem is to estimate by using simulation the expected number in the system. For this purpose, let R(t) represent the number in the system, which means that E(R) is to be found. We want to determine a good value for the length of the warm-up period τ, and we ask if the transient solution E(R(t)) is helpful in this regard. Hence, consider Figure 1 , which gives the results for E(R(t)) when the arrival rate is λ = 0.8 and the service rate is µ = 1. One can see that at t = 23.6, E(R(t)) reaches 90% and at t = 31.9 it reaches 95% of its equilibrium expectation E(R). Hence, one would expect that a warm-up period τ around 25 should do. To see how this works out, we calculated the mean squared error for τ ranging from 0 to 25 given T = 1000. The result: the mean squared error is lowest when τ = 0, where it has a value of 0.171. The MSE is increasing with τ, reaching 0.177 when τ = 25. Hence, instead of using a warm-up period of 25, one should use no warm-up period! In other words, the transient solution given in Figure 1 is misleading. One may object that the M/M/1/10 queue is rather special, and that the finding above is an exception. However, in all cases we looked at, we found that transient solutions greatly overestimate the warm-up period. The next two tables show this. They give the results for the M/M/10/30 and a system of tandem queues. In both cases, the objective is to determine the expectation of the total number in the system. The M/M/10/30 queue has an arrival rate of λ = 8 and a service rate of µ = 1. The results are given in Table 1 , which compares the values where E(R(t)) reaches 90% and 95% of their equilibrium values with the optimal value for τ. Table 2 gives the numbers for a tandem queue with blocking and the number of centers ranging from 2 to 4. All arrivals have to go through all the centers in sequence. Also, arrivals are exponential, with arrival rates as given in the table. The the service times are exponential with a rate of 1. The number in each center is limited to 4. From these tables, one notes that the optimal values for τ are, in all cases, only a fraction of the one suggested by the transient solutions. We conclude that in many cases, using transient solutions is misleading. Hence, if we see a title like "The Transient behavior of the M/M/c Queue, with Implication for Steady-State Simulation" as in (Kelton and Law 1985) , we have to conclude that this is misleading since there may be no connection between the transient behavior and warm-up periods, contradicting thus the authors of (Kelton and Law 1985) . We have to confess, though, that before doing our investigation, we had, like others (Asmussen and Glynn 2007) (Asmussen, Glynn, and Thorisson 1992) , the same opinion. Hence, we were in good company. Since our findings are somewhat paradoxical, it is imperative that the initialization bias problem be reexamined, which we do below. First, however, we have to review some basic relations.
IMPORTANT DEFINITIONS AND RELATIONS
The examples above are all Markovian, in some cases with several state variables, and we will restrict our attention to Markov chains. This is not a major restriction since, as pointed out in (Asmussen, Glynn, and Thorisson 1992) and (Grassmann 2008) , most systems can be approximated arbitrary closely by Markov chains. Besides, it would be very difficult to argue that the paradoxical behavior discussed above is restricted to Markov chains. We further assume that the number of states is countable. The state the system at time t will be denoted by X(t). Typically, we are not interested in X(t) per se, but in R(t), which is a function of X(t). For instance, in the tandem queues with d centers discussed above, X(t) would be a vector of dimension d, but we were interested in the number in total, that is, the number of all centers added together. This number is our R(t). Since R(t) depends on X(t), we can define r i as the value of R(t) if X(t) = i. Note that even though X(t) is Markovian, R(t) typically is not because it does not contain the full information captured by X(t). We now define
For convenience, we will write E i (R(T )) instead of E i,τ (R(T )) when the value of τ is clear from the context, and Var i (R(T )) and MSE i (R(T )) must be understood in a similar fashion. It is easy to verify that
Efficient ways to calculate E i (R(T )) and Var i (R(T )) are given in (Grassmann 1987) , and we used these methods to obtain the results presented above.
ASYMPTOTIC RESULTS
The issue in question becomes clearer if we consider asymptotic results. For large T , and τ << T , we can use the following relations
These relations are discussed in (Asmussen and Glynn 2007) , but they appeared earlier in (Grassmann 1982) , where we also give a method to find B i,0 and V numerically. For improved methods to find B i,0 and V , see (Grassmann 2008 ) and references therein. Essentially, these methods involve solving a system of linear equations, which are identical to the equilibrium equations, except that the right-hand side is not 0. Another method to find B i,0 and V is given in (van Moorsel, Kant, and Sanders 1996). The algorithms mentioned allow one to find B i,τ for τ = 0. To calculate B i,τ for τ > 0, we proceed as follows. The algorithms allow one to choose the initial state X(0) randomly, that is, we can set
τ). If the value obtained this way is B # i (R(T )), then we can use B i,τ (R(T )) = B # i (R(T −τ)).
We now substitute (2) and (3) into (1) to find
Hence, B i,τ (R(T )) becomes negligible for large T . As a concrete example, consider the M/M/1/10 queue described above starting with i = 0 and no warm-up period. According to (Grassmann 2008) , the bias in this model is −0.02729, whereas the variance is 0.17025, which yields MSE 0 (R(1000)) = 0.17100, which differs from the variance only in the third decimal digit. We also note that B 0 = 27.3 and V = 174.54, hence B 0 /T differs from the bias only in the fourth decimal digit, while V /T differs from the Var 0 (R(T )) only in the third digit. Hence, for T = 1000, the approximation is quite accurate. One might object that T = 1000 is too high, but if anything, T should be higher in order to obtain a reasonable accuracy. The 95% confidence interval for E(R) is 2.966 ± 0.809, which is quite wide. For larger T , the accuracy of the asymptotic expressions increases. The fact that the variance dominates implies that in many cases, we only need to find the initial state i * that minimizes the variance Var i (R(T ) ). This has a counterintuitive consequence: if we select the initial state randomly, say we select the X(0) according to the equilibrium probabilities π i , we get a variance that exceeds Var i * (R(T )) because the variation of X(0) has to be added to the variance. Hence, if we start in equilibrium we do not obtain the lowest possible variance, and, as a consequence, we may not obtain the lowest possible mean squared error. In fact, starting with the equilibrium probabilities in the M/M/1/10 queue discussed above, the mean squared error when starting with X(0) = 0 is MSE 0 (R(1000)) = 0.1710, whereas starting in equilibrium results in a mean squared error of MSE π (R(T )) = 0.1725, which is higher. In (Grassmann 2008) , we therefore concluded that starting in equilibrium, and, by extension, using any warm-up period may be detrimental. We have re-evaluated the situation, and concluded that it does not make sense to use a measure that yields a worse value for starting in equilibrium than for starting deterministically in state 0. We fixed this problem by replacing Var i (R(T )) by V /T . We call the resulting measure modified mean squared error, which is defined as:
As mentioned earlier, the bias becomes negligible for large T . Hence, if T is large enough, we only need to minimize V /(T − τ), and since V is constant, this minimum is reached for τ = 0. This result is, of course, only true if the term (Bias i,τ (R(T ))) 2 can be neglected. We conclude that if V is large when compared to the bias, in which case T must be large in order to obtain reasonable confidence intervals for the estimator, then it is best to have no warm-up. On the other hand, in the case where V is small, short runs may be sufficient, and a value of τ > 0 should be chosen. We should also mention that for small τ, the value of the term V /(T − τ) changes only very little as τ changes. Hence, even in cases where the bias is small, its effect on the location of the value of τ that minimizes the modified mean squared error can be significant. On the other hand, if MSE m as given in (5) changes so little with τ, starting with τ = 0 is still convenient.
Let us now look at the situation from another point of view. If the system becomes more deterministic, in the sense that V decreases, the importance of the bias increases, and so does the need for a warm-up period. V , in turn, is determined by the variance Var(R), the variance of R(t) for a given, but large enough t, and by the covariance structure. Hence, in systems with high variance of R, or with strong correlation, short or no warm-up periods should be used. On the other hand, if the simulation is started in a state far away from E(R), the bias becomes significant, and warm-up periods are called for. This matches well with the theory of Tocher who uses the warm-up period to find a typical state.
It is also important to understand the difference between deterministic and stochastic systems. A stochastic system is said to be in equilibrium if its distributions do not change over time, whereas a deterministic system is said to be in equilibrium if the state variables themselves do not change over time. In a stochastic system in equilibrium, the state variables still change, which implies that the sample function gives no indication whether or not the system is in equilibrium. In fact, as soon as the state the system is in is known, its distribution becomes degenerate, and we are no longer in equilibrium. To demonstrate this, consider the M/M/1 queue. If we know that R(t), the number in the system at time t, then it is easy to show that at time t + h, with h small, E(R(t + h)) = E(R(t)) + λ h − µh if R(t) > 0, and E(R(t + h)) = E(R(t)) + λ h if R(t) = 0. Both λ h − µh and λ h are different from 0, which implies that the expectation changes, meaning that the system is not in equilibrium. Of course, if we run a large number of replications in parallel, then in some cases, R(t) = 0, and in others, R(t) > 0, and if the proportion of replications with R(t) = 0 is proportional to the corresponding equilibrium probability π 0 = 1 − λ /µ, then E(R(t)) assumes its equilibrium value E(R).
Of course, there are systems which are almost deterministic, meaning that the state variables change only in a relatively narrow range, we call it equilibrium range. If starting the simulation outside its equilibrium range, one needs, of course, a warm-up period, and this warm-up period should end as soon as one enters into the equilibrium range. Since the states in the equilibrium range are what Tocher would call "typical states", this matches well with our earlier discussion. We conclude that the more deterministic a system, the more important the bias, and, for this reason, τ must be increased.
CONCLUSIONS
We conclude: if one starts in a state with a high equilibrium probability, one should not use any warm-up period. The prime example for this is the M/M/1 queue, where the empty state has the highest equilibrium probability, and this state should be used as the starting state. However, finding such a state may be difficult in complex systems, and even if such a state can be found, it may be inconvenient to use it as starting state. In this case, one should use the warm-up period for finding a typical state, and the length of the warm-up period should be determined in such a way that the likelihood of finding a such a state is sufficiently large. The fact that one should not use a warm-up period when starting in a state with a high equilibrium probability also explains why the transient solutions can be such poor indicators for finding the length of the warm-up period: transient solutions only reflect the bias, and if the process has a large variation, the bias becomes irrelevant. In this case, the issue is to use as much data as possible as long as the data is typical for the process, and this is achieved by reducing the length of the warm-up period.
