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In this paper, we study the asymptotic variance of sample path
averages for inhomogeneous Markov chains that evolve alternatingly
according to two different pi-reversible Markov transition kernels
P and Q. More specifically, our main result allows us to compare di-
rectly the asymptotic variances of two inhomogeneous Markov chains
associated with different kernels Pi and Qi, i ∈ {0,1}, as soon as the
kernels of each pair (P0, P1) and (Q0,Q1) can be ordered in the sense
of lag-one autocovariance. As an important application, we use this
result for comparing different data-augmentation-type Metropolis–
Hastings algorithms. In particular, we compare some pseudo-marginal
algorithms and propose a novel exact algorithm, referred to as the
random refreshment algorithm, which is more efficient, in terms of
asymptotic variance, than the Grouped Independence Metropolis–
Hastings algorithm and has a computational complexity that does
not exceed that of the Monte Carlo Within Metropolis algorithm.
1. Introduction. Markov chain Monte Carlo (MCMC) methods allow
samples from virtually any target distribution π, known up to a normalizing
constant, to be generated. In particular, the celebrated Metropolis–Hastings
algorithm (introduced in [11] and [8]) simulates a Markov chain evolving
according to a π-reversible Markov transition kernel by first generating, us-
ing some instrumental kernel, a candidate and then accepting or rejecting
Received July 2013; revised December 2013.
1Supported in part by the ONERA, the French Aerospace Lab and the DGA, the
French Procurement Agency.
2Supported by the Swedish Research Council, Grant 2011-5577.
AMS 2000 subject classifications. Primary 60J22, 65C05; secondary 62J10.
Key words and phrases. Markov chain Monte Carlo, asymptotic variance, Peskun or-
dering, inhomogeneous Markov chains, pseudo-marginal algorithms.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Statistics,
2014, Vol. 42, No. 4, 1483–1510. This reprint differs from the original in
pagination and typographic detail.
1
2 F. MAIRE, R. DOUC AND J. OLSSON
the same with a probability adjusted to satisfy the detailed balance condi-
tion [19]. When choosing between several Metropolis–Hastings algorithms, it
is desirable to be able to compare the efficiencies, in terms of the asymptotic
variance of sample path averages, of different π-reversible Markov chains.
Despite the practical importance of this question, only a few results in this
direction exist the literature. Peskun [15] defined a partial ordering for finite
state space Markov chains, where one transition kernel has a higher order
than another if the former dominates the latter on the off-diagonal (see Def-
inition 1). This ordering was extended later by Tierney [19] to general state
space Markov chains and another even more general ordering, the covariance
ordering, was proposed in [12]. In general, it holds that if a homogeneous
π-reversible Markov transition kernel is greater than another according to
one of these orderings, then the asymptotic variance of sample path averages
for a Markov chain evolving according to the former is smaller for all square
integrable (with respect to π) target functions.
We provide an extension of this result to inhomogeneous Markov chains
that evolve alternatingly according to two different π-reversible Markov tran-
sition kernels. To the best of our knowledge, this is the first work dealing with
systematic comparison of asymptotic variances of inhomogeneous Markov
chains. The approach is linked with the operator theory for Markov chains
but does not make use of any spectral representation. After some prelim-
inaries (Section 2), our main result, Theorem 4, is stated in Section 3. In
Section 4, we apply Theorem 4 in the context of MCMC algorithms by
comparing the efficiency, in terms of asymptotic variance, of some existing
data-augmentation-type algorithms. Moreover, we propose a novel pseudo-
marginal algorithm (in the sense of [1]), referred to as the random refresh-
ment algorithm, which—on the contrary to the pseudo-marginal version of
the Monte Carlo Within Metropolis (MCWM) algorithm—turns out to be
exact and more efficient than the pseudo-marginal version of the Grouped
Independence Metropolis–Hastings (GIMH) algorithm. Here, the analysis is
again driven by Theorem 4. The proof of Theorem 4 is given in Section 5 and
some technical lemmas are postponed to Appendix A. Finally, Appendix B
relates some existing MCMC algorithms to the framework considered in this
paper.
2. Preliminaries. We denote by N := {0,1,2, . . .} and N∗ := {1,2, . . .} the
sets of nonnegative and positive integers, respectively. In the following, all
random variables are assumed to be defined on a common probability space
(Ω,F ,P). Let (X,X ) be a measurable space; then we denote by M(X ) and
F(X ) the spaces of positive measures and measurable functions on (X,X ),
respectively. The Lebesgue integral of f ∈ F(X ) over X with respect to the
measure µ ∈M(X ) is, when well-defined, denoted by µf :=
∫
f(x)µ(dx).
Recall that aMarkov transition kernel P on (X,X ) is a mapping P :X×X →
[0,1] such that:
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• for all A ∈ X , X ∋ x 7→ P (x,A) is a measurable function,
• for all x ∈ X, X ∋ A 7→ P (x,A) is a probability measure.
A kernel P induces two integral operators, one acting on M(X ) and the
other on F(X ); more specifically, for µ ∈M(X ) and f ∈ F(X), we define
the measure
µP :X ∋ A 7→
∫
P (x,A)µ(dx)
and the measurable function
Pf :X ∋ x 7→
∫
f(x′)P (x,dx′).
Moreover, the composition (or product) of two kernels P and Q on (X,X ) is
the kernel defined by
PQ :X×X ∋ (x,A) 7→
∫
Q(x′,A)P (x,dx′).
We will from now on fix a distinguished probability measure π on (X,X ).
Given π, we denote by L2(π) := {f ∈ F(X ) :πf2 <∞} the space of square
integrable functions with respect to π and furnish the same with the scalar
product
〈f, g〉 :=
∫
f(x)g(x)π(dx) (f ∈ L2(π), g ∈ L2(π))
and the associated norm
‖f‖L2 := (πf
2)1/2 (f ∈ L2(π)).
Here, we have expunged the measure π from the notation for brevity. If P is
a Markov kernel on (X,X ) admitting π as an invariant distribution, then the
mapping f 7→ Pf defines an operator on L2(π), and by Jensen’s inequality
it holds that
‖P‖ := sup
f∈L2(π) : ‖f‖
L2≤1
‖Pf‖L2 ≤ 1.(1)
Recall that a kernel P is π-reversible if and only if the detailed balance
relation
π(dx)P (x,dx′) = π(dx′)P (x′,dx)
holds. If the Markov kernel P is π-reversible, then f 7→ Pf defines a self-
adjoint operator on L2(π), that is, for all f and g belonging to L2(π),
〈f,Pg〉= 〈Pf, g〉.(2)
The following off-diagonal ordering of Markov transition kernels on a com-
mon state space was, in the case of Markov chains in a finite state space,
proposed in [15]. The ordering was extended later in [19] to the case of
Markov chains in general state space.
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Definition 1. Let P0 and P1 be Markov transition kernels on (X,X )
with invariant distribution π. We say that P1 dominates P0 on the off-
diagonal, denoted P1  P0, if for all A ∈X and π-a.s. all x∈ X,
P1(x,A \ {x})≥ P0(x,A \ {x}).
The previous ordering allows the asymptotic efficiencies of different re-
versible kernels to be compared. More specifically, the following seminal
result was established in [15], Theorem 2.1.1, for Markov chains in discrete
state space and extended later in [19], Theorem 4, to Markov chains in
general state space.
Theorem 2. Let P0 and P1 be two π-reversible kernels on (X,X ). If
P1  P0, then for a.s. all f ∈ L
2(π),
v(f,P1)≤ v(f,P0),
where we have defined, for a Markov chain {Xk;k ∈ N} with π-reversible
transition kernel P and initial distribution π,
v(f,P ) := lim
n→∞
1
n
Var
(
n−1∑
k=0
f(Xk)
)
.(3)
Note that according to [19], if {Xk;k ∈N} is a π-reversible Markov chain
and f ∈ L2(π), then limn→∞n
−1Var(
∑n−1
k=0 f(Xk)) is guaranteed to exist
(but may be infinite). Nevertheless, the ordering in question does not allow
Markov kernels lacking probability mass on the diagonal, that is, kernels P
satisfying P (x,{x}) = 0 for all x ∈ X, to be compared. This is in particular
the case for Gibbs samplers in general state space. To overcome this limi-
tation, one may consider instead the following covariance ordering based on
lag-one autocovariances.
Definition 3. Let P0 and P1 be Markov transition kernels on (X,X )
with invariant distribution π. We say that P1 dominates P0 in the covariance
ordering, denoted P1 < P0, if for all f ∈ L
2(π),
〈f,P1f〉 ≤ 〈f,P0f〉.
The covariance ordering, which was introduced implicitly in [19], page 5,
and formalized in [12], is an extension of the off-diagonal ordering since
according to [19], Lemma 3, P1  P0 implies P1 < P0. Moreover, it turns out
that for reversible kernels, P1 < P0 implies v(f,P0)≥ v(f,P1) (see the proof
of [19], Theorem 4).
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All these results concern homogeneous Markov chains, whereas many
MCMC algorithms such as the Gibbs or the Metropolis-within-Gibbs sam-
plers use several kernels, for example, P and Q in the case of two kernels
[16]. A natural idea would then be to apply Theorem 2 to the homogeneous
Markov chain having the block kernel PQ as transition kernel; however,
even when the kernels P and Q are both π-reversible, the product PQ of
the same is usually not π-reversible, except in the particular case when P
and Q commute, that is, PQ=QP . Thus, Theorem 2 cannot in general be
applied directly in this case.
3. Main assumptions and results. In the following, let Pi and Qi, i ∈
{0,1}, be Markov transition kernels on (X,X ). Define {X
(0)
k ;k ∈ N} and
{X
(1)
k ;k ∈N} as the Markov chains evolving as follows:
X
(i)
0
Pi−→X
(i)
1
Qi
−→X
(i)
2
Pi−→X
(i)
3
Qi
−→ · · · .(4)
This means that for all k ∈N, i ∈ {0,1} and A ∈X :
• P(X
(i)
2k+1 ∈ A|F
(i)
2k ) = Pi(X
(i)
2k ,A),
• P(X
(i)
2k+2 ∈ A|F
(i)
2k+1) =Qi(X
(i)
2k+1,A),
where F
(i)
n := σ(X
(i)
0 , . . . ,X
(i)
n ), n ∈N. We impose the following assumption:
(i) Pi and Qi, i ∈ {0,1}, are π-reversible,
(A1)
(ii) P1 < P0 and Q1 <Q0.
As mentioned above, P1  P0 implies P1 < P0; thus, in practice, a sufficient
condition for (A1)(ii) is that P1  P0 and Q1 Q0.
Theorem 4. Assume that Pi and Qi, i ∈ {0,1}, satisfy (A1) and let
{X
(i)
k ;k ∈ N}, i ∈ {0,1}, be Markov chains evolving as in (4) with initial
distribution π. Then for all f ∈ L2(π) such that for i ∈ {0,1},
∞∑
k=1
(|Cov(f(X
(i)
0 ), f(X
(i)
k ))|+ |Cov(f(X
(i)
1 ), f(X
(i)
k+1))|)<∞,(5)
it holds that
v1(f)≤ v0(f),(6)
where
vi(f) := lim
n→∞
1
n
Var
(
n−1∑
k=0
f(X
(i)
k )
)
(i ∈ {0,1}).(7)
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Remark 5. At present, we have not been able to extend the arguments
of our current proof of Theorem 4 (see Section 5) to inhomogeneous Markov
chains evolving alternatingly according to more than two different kernels.
On the other hand, we have not been able to find a counterexample rejecting
the hypothesis that a similar result would hold true also in that case. We
leave this as an open problem.
Remark 6. Condition (5) is not a necessary condition for (6); indeed,
letting X= {−1,1}, π(dx′) = P0(x,dx
′) = (δ1(dx
′)+ δ−1(dx
′))/2, Q1 =Q0 =
P1, where, as in [6], Example 5, P1(x,dx
′) = δ−x(dx
′), provides a straight-
forward counterexample.
When verifying if a given f satisfies the condition (5) it may be convenient
to consider the homogeneous Markov chains {X2k;k ∈ N} or {X2k+1;k ∈
N} or even {(X2k,X2k+1);k ∈ N}. Typically, none of these chains are π-
reversible. Nevertheless, π-reversibility is not needed for checking conditions
of type (5), which can be established using upper bounds on the V -norm be-
tween the distribution given by the nth iterate of a homogeneous kernel and
its stationary distribution. This will be developed in the following section.
3.1. Sufficient conditions for the absolute summability assumption (5).
For any measurable real-valued function f on (X,X ), define the V -norm of
the function f by
|f |V := sup
x∈X
|f(x)|
V (x)
.
Moreover, let ξ be a finite signed measure on (X,X ). Then by the Jordan
decomposition theorem there exists a unique pair of positive, finite and
singular measures ξ+ and ξ− on (X,X ) such that ξ = ξ+ − ξ−. The pair
ξ± is referred to as the Jordan decomposition of the signed measure ξ. The
finite measure |ξ| := ξ+ + ξ− is called the total variation of ξ. Let V be a
nonnegative function taking values in [1,∞); then the V -norm of the signed
measure ξ is defined by
‖ξ‖V := |ξ|(V ) = sup
f : |f |V ≤1
ξf.
Definition 7. A Markov kernel P on (X,X ) is V -geometrically ergodic
if it admits a unique invariant distribution π and there exists a measurable
function V :X→ [1,∞) satisfying πV <∞ and such that the following hold:
(a) There exist constants (C,ρ) ∈R+ × (0,1) such that for all x ∈ X and
all n ∈N,
‖Pn(x, ·)− π‖V ≤Cρ
nV (x).(8)
(b) There exist constants (b, λ) ∈R+× (0,1) such that PV ≤ λV + b.
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Remark 8. [7], Theorem 1.2, provides sufficient conditions, in terms
of drift towards a small set, for (a) in Definition 7 to hold; see also [17],
Fact 10, for necessary and sufficient conditions under the assumption of
aperiodicity and irreducibility. Moreover, the coming developments require
only the bound (8) to hold π-a.s.
We have now all necessary tools for giving sufficient conditions that imply
the absolute summability assumption (5). Let the chain {Xk;k ∈N} evolve
according to
X0
P
−→X1
Q
−→X2
P
−→X3
Q
−→ · · ·(9)
with X0 ∼ π, for some Markov kernels P and Q.
Proposition 9. If the Markov kernel PQ is V -geometrically ergodic,
then for all functions f such that |f |V 1/2 <∞ and |Pf |V 1/2 <∞,
∞∑
k=1
(|Cov(f(X0), f(Xk))|+ |Cov(f(X1), f(Xk+1))|)<∞,
where {Xk;k ∈N} evolves as in (9).
The proof of Proposition 9 is found in Appendix A.1.
4. Application to data-augmentation-type algorithms. Before consider-
ing some applications of Theorem 4, we recall the following proposition, de-
scribing how to obtain a π-reversible Markov chain using some instrumental
kernel K. Although this result is fundamental in the Metropolis–Hastings
literature (see, e.g., [5, 16, 17] and the references therein), it is restated here
as it will be used in various situations in the sequel [especially when there is
no fixed reference measure dominating all the distributions {K(x, ·);x ∈ X}].
Proposition 10. Let K be a Markov transition kernel on X× X and
π a probability measure on (X,X ). Define the probability measures µ(dx×
dx′) := π(dx)K(x,dx′) and ν(dx×dx′) := π(dx′)K(x′,dx). Assume that the
measures ν and µ are equivalent and such that for µ-a.s. all (x,x′) ∈ X2,
0<
dν
dµ
(x,x′)<∞,(10)
where dνdµ denotes the Radon–Nikodym derivative. Then the Markov kernel
P (x,dx′) :=K(x,dx′)α(x,x′) + δx(dx
′)β(x), where
α(x,x′) := 1∧
dν
dµ
(x,x′) and β(x) := 1−
∫
K(x,dx′)α(x,x′),
is π-reversible.
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Algorithm 1 The freeze algorithm
Given (Y
(1)
k ,U
(1)
k ) = (y,u):
(i) draw Yˆ ∼ S(y,u; ·) and call the outcome yˆ (abbr.  yˆ),
(ii) draw Uˆ ∼ T (y,u, yˆ; ·) uˆ,
(iii) set
(Y
(1)
k+1,U
(1)
k+1)
(11)
←


(yˆ, uˆ), with probability α(y,u, yˆ, uˆ)
:= 1∧
π∗(yˆ)r(yˆ, uˆ)s(yˆ, uˆ;y)t(yˆ, uˆ, y;u)
π∗(y)r(y,u)s(y,u; yˆ)t(y,u, yˆ; uˆ)
,
(y,u), otherwise.
A natural application of Theorem 4 consists in using the result for compar-
ing different data-augmentation-type algorithms. In the following, we wish
to target a probability distribution π∗ defined on (Y,Y) using a sequence
{Yk;k ∈ N} of Y-valued random variables. To this aim, Tanner and Wong
[18] suggest writing π∗ as the marginal of some distribution π defined on the
product space (Y×U,Y ⊗U) in the sense that π(dy×du) = π∗(dy)R(y,du),
where R is some Markov transition kernel on Y × U . In most cases, the
marginal π∗ is of sole interest, while the component u is introduced for con-
venience as a means of coping with analytic intractability of the marginal.
(It could also be the case that the marginal π∗ is too computationally
expensive to evaluate.) A first solution consists in letting {Yk;k ∈ N} be
the first-component process {Y
(1)
k ;k ∈ N} of the π-reversible Markov chain
{(Y
(1)
k ,U
(1)
k );k ∈N} defined as follows. Let S and T be instrumental Markov
transition kernels on Y×U×Y and Y×U×Y×U , respectively, and define
a transition of the chain {(Y
(1)
k ,U
(1)
k );k ∈N} by Algorithm 1.
Remark 11. In the expression (11) of α, we assume implicitly that
the families {S(y,u; ·); (y,u) ∈ Y × U} and {T (y,u, yˆ; ·); (y,u, yˆ) ∈ Y × U ×
Y} of probability measures are dominated by a fixed nonnegative measure
and we denote by s and t the corresponding transition kernel densities,
respectively. In some cases (see, e.g., [13]) it may, however, happen (typically
when some Dirac mass is involved) that these kernels are not dominated by
a nonnegative measure; nevertheless, Algorithm 1 as well as Algorithm 2
defined below remain valid provided that the ratio in α is replaced by the
corresponding Radon–Nikodym derivative dνdµ(y,u, yˆ, uˆ), where in this case,
µ(dy× du× dyˆ× duˆ) := π(dy)R(y,du)S(y,u; dyˆ)T (y,u, yˆ; duˆ),
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ν(dy× du× dyˆ× duˆ) := π(dyˆ)R(yˆ,duˆ)S(yˆ, uˆ; dy)T (yˆ, uˆ, y; du).
By applying Proposition 10, we deduce that the output {(Y
(1)
k ,U
(1)
k );
k ∈ N} is a π-reversible Markov chain. As a consequence, the sequence
{Y
(1)
k ;k ∈N} targets, although it is not itself a Markov chain, the marginal
distribution π∗. Note that the method requires the product π∗(y)r(y,u)s(y,u;
yˆ)t(y,u, yˆ; uˆ) to be known at least up to a multiplicative constant to guar-
antee the computability of the acceptance probability α in (11).
Example 12 (Grouped IndependenceMetropolis–Hastings). The Group-
ed Independence Metropolis–Hastings (GIMH) algorithm (see [1, 3]) is used
in situations where π∗ is analytically intractable. In this algorithm, the quan-
tity π∗(y) is in the acceptance probability replaced by an importance sam-
pling estimate
π∗N (y) :=
1
N
N∑
ℓ=1
π¯(y, vℓ)
qy(vℓ)
,(12)
where π¯(y, v) is the density of some augmented target distribution π¯(dy×dv)
defined on the product space (Y×V,Y⊗V), known up to a normalizing con-
stant and allowing π∗ as marginal distribution, and {v1, . . . , vN} are i.i.d.
draws from the proposal qy. Denoting by s(y, ·) the density used for propos-
ing new candidates yˆ, one obtains the acceptance probability ratio
π∗N (yˆ)s(yˆ, y)
π∗N (y)s(y, yˆ)
=
π∗(yˆ)r(yˆ, uˆ)s(yˆ, y)t(y,u)
π∗(y)r(y,u)s(y, yˆ)t(yˆ, uˆ)
,
where u := (v1, . . . , vN ) and
π∗(y)r(y,u) =
1
N
N∑
ℓ=1
(
π¯(y, vℓ)
∏
m6=ℓ
qy(vm)
)
,
t(y,u) =
N∏
ℓ=1
qy(vℓ).
Consequently, the GIMH algorithm can be perfectly cast into the framework
of the freeze algorithm, with the auxiliary variable U playing the role of the
N -dimensional Monte Carlo sample and U= Vn.
In the following, we use Theorem 4 for comparing the performance of
Algorithm 1 to that of different modifications of the same obtained in the
cases where:
(I) simulating R-transitions is feasible,
(II) simulating R-transitions is infeasible.
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Algorithm 2 The systematic refreshment algorithm
Given Y
(2)
k = y:
(i) draw U ∼R(y, ·) u,
(ii) draw Yˆ ∼ S(y,u; ·) yˆ,
(iii) draw Uˆ ∼ T (y,u, yˆ; ·) uˆ,
(iv) set Y
(2)
k+1←
{
yˆ, with probability α(y,u, yˆ, uˆ) [defined in (11)],
y, otherwise.
Case I: Simulating R-transitions is feasible. In this case, an alternative
to Algorithm 1 consists in letting {Yk;k ∈ N} be the sequence {Y
(2)
k ;k ∈
N} generated through Algorithm 2. Note that Algorithm 2 “refreshes,” in
step (i), systematically the second component of the Markov chain, which
advocates Algorithm 2 to have better mixing properties than Algorithm 1.
The main task of the present section is to establish rigorously this heuristics.
The output {Y
(2)
k ;k ∈N} of Algorithm 2 is, on the contrary to {Y
(1)
k ;k ∈N},
a Markov chain. It is not a classical Metropolis–Hastings Markov chain due
to the auxiliary variables U and Uˆ that appear explicitly in the acceptance
probability. However, as established in the following proposition, whose proof
is found in Appendix A.2, the π-reversibility of {(Y
(1)
k ,U
(1)
k );k ∈N} implies
π∗-reversibility of {Y
(2)
k ;k ∈N}.
Proposition 13. The sequence {Y
(2)
k ;k ∈N} generated in Algorithm 2
is a π∗-reversible Markov chain.
Example 14 (Randomized MCMC [13]). In [13], the authors use the
terminology Randomized MCMC (r-MCMC) for a π∗-reversible Metropolis–
Hastings chain {Yk;k ∈ N} generated using a set of auxiliary variables
{Uk;k ∈ N} with a particular expression of the acceptance probability. Al-
though only one of these auxiliary variables is sampled at each time step,
one may actually cast this approach into the framework of Algorithm 2 by
creating artificially another auxiliary variable according to the deterministic
kernel
T (y,u, yˆ; duˆ) = δf(u)(duˆ),
where f is any continuously differentiable involution on U. Even though T
is not dominated, it is possible to verify (10) using that f is an involution.
We prove in Appendix B.1 that the r-MCMC algorithm is a special case of
Algorithm 2 with this particular choice of T and with the general form of
the acceptance probability described in Remark 11.
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Example 15 (Generalized Multiple-try Metropolis [14]). The General-
ized Multiple-try Metropolis (GMTM) algorithm [14] is an extension of the
Multiple-try Metropolis–Hastings algorithm proposed in [10]. Given Yk = y,
one draws n i.i.d. possible moves V1, . . . , Vn according to Rˇ(y, ·). After this,
a random index J taking the value j ∈ {1, . . . , n} with probability propor-
tional to ω(y,Vj) is generated, whereupon a candidate is constructed as
Yˆ = VJ . The candidate is then accepted with some probability that is com-
puted using n additional random variables Vˆ1, . . . , Vˆn, where Vˆ1, . . . , Vˆn−1
are i.i.d. draws from Rˇ(yˆ, ·), and Vˆn is set deterministically to Vˆn = y (see
Appendix B.2 for more details concerning the acceptance probability). In
Appendix B.2, Proposition 28, it is shown that the GMTM algorithm is in
fact a special case of Algorithm 2 with U = (V1, . . . , VJ−1, VJ+1, . . . , Vn) and
Uˆ = (Vˆ1, . . . , Vˆn−1).
When the function k : (y, yˆ) 7→
∫
R(y,du)s(y,u; yˆ) is known explicitly, one
may obtain another π∗-reversible Markov chain by means of the classical
Metropolis–Hastings ratio, that is, we use again Algorithm 2 but replace
the acceptance probability α(y,u, yˆ, uˆ) by
αˆ(y, yˆ) := 1∧
π∗(yˆ)k(yˆ, y)
π∗(y)k(y, yˆ)
.(13)
The following proposition, which generalizes a similar result obtained in
[13], Section 2.3, for the r-MCMC algorithm, shows, when combined with
[19], Theorem 4, that the asymptotic variance of the classical Metropolis–
Hastings estimator is smaller than that of the estimator based on Algo-
rithm 2.
Proposition 16. The Metropolis–Hastings kernel associated with the
acceptance probability (13) is larger, in the sense of Definition 1, than the
transition kernel associated with Algorithm 2.
Proof. Set
µ(du× duˆ) :=
R(y,du)s(y,u; yˆ)T (y,u, yˆ; duˆ)
k(y, yˆ)
and note that µ is a probability measure. Hence, as the mapping R ∋ v 7→
1∧ v is concave, Jensen’s inequality implies that∫∫
R(y,du)s(y,u; yˆ)T (y,u, yˆ; duˆ)α(y,u, yˆ, uˆ)
k(y, yˆ)αˆ(y, yˆ)
=
∫∫
µ(du× duˆ)α(y,u, yˆ, uˆ)
αˆ(y, yˆ)
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≤
(
1∧
∫ ∫
µ(du× duˆ)
π(yˆ, uˆ)s(yˆ, uˆ;y)t(yˆ, uˆ, y;u)
π(y,u)s(y,u; yˆ)t(y,u, yˆ; uˆ)
)/
αˆ(y, yˆ)
= 1∧
π∗(yˆ)k(yˆ, y)
π∗(y)k(y, yˆ)
/
αˆ(y, yˆ) = 1
(a similar technique was used in the proof of [2], Lemma 1). The previous
computation shows that the off-diagonal transition density function of the
Metropolis–Hastings Markov chain associated with the acceptance probabil-
ity (13) is larger than that of the chain in Algorithm 2. This completes the
proof. 
However, in practice a closed-form expression of k is rarely available,
which prevents the classical Metropolis–Hastings algorithm from being im-
plemented. Thus, if the transition density r is known explicitly and can be
sampled we have to choose between Algorithms 1 and 2 for approximating
π∗. The classical tools (such as the ordering in Definition 1) for comparing
{Y
(1)
k ;k ∈ N} and {Y
(2)
k ;k ∈ N} cannot be applied here, since {Y
(1)
k ;k ∈ N}
is not even a Markov chain. Nevertheless, Theorem 4 allows these two al-
gorithms to be compared theoretically by embedding {Y
(1)
k ;k ∈ N} and
{Y
(2)
k ;k ∈N} into inhomogeneous π-reversible Markov chains. The construc-
tion, which will be carried through in full detail below, leads to the following
result.
Theorem 17. Let {Y
(1)
k ;k ∈ N} and {Y
(2)
k ;k ∈N} be sequences of ran-
dom variables generated by Algorithms 1 and 2, respectively, where (Y
(1)
0 ,
U
(1)
0 )∼ π and Y
(2)
0 ∼ π
∗. Then for all h ∈ L2(π∗) satisfying
∞∑
k=1
|Cov(h(Y
(i)
0 ), h(Y
(i)
k ))|<∞ (i ∈ {1,2})(14)
it holds that
lim
n→∞
1
n
Var
(
n−1∑
k=0
h(Y
(2)
k )
)
≤ lim
n→∞
1
n
Var
(
n−1∑
k=0
h(Y
(1)
k )
)
.
We preface the proof of Theorem 17 by the following lemma, which may
serve as a basis for the comparison of homogeneous Markov chains evolving
according to PiQi (or QiPi), i ∈ {0,1}, where Pi and Qi, i ∈ {0,1}, are
kernels satisfying (A1) on some product space.
Lemma 18. Let Pi and Qi, i ∈ {0,1}, be kernels satisfying (A1) on
(X,X ), with X = Y × U and X = Y ⊗ U . In addition, assume that for all
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(y,u) ∈ X,
Pi(y,u;{y} ×U) = 1 (i ∈ {0,1}).(15)
Then for all f ∈ L2(π) depending on only the first argument [i.e., f(y,u) =
h(y) for some h] and such that
∞∑
n=1
|〈f, (PiQi)
nf〉|<∞ (i ∈ {0,1})(16)
it holds that
v(f,P1Q1) = v(f,Q1P1)≤ v(f,P0Q0) = v(f,Q0P0).
Remark 19. Assumption (15) is essential in Lemma 18. Indeed, let
X= {−1,1} and π({1}) = π({−1}) = 1/2, and define the kernels P0(x,dx) =
δx(dx
′),Q0(x,dx
′) = επ(dx′)+(1−ε)δ−x(dx
′) for some ε ∈ (0,1), P1(x,dx
′) =
π(dx′), and Q1 =Q0. Then the kernels Pi and Qi, i ∈ {0,1}, satisfy (A1),
and consequently Theorem 4 applies to the inhomogeneous chains evolving
alternatingly according to the same. However, the similar result does not
hold true for chains evolving according to the product kernels PiQi and
QiPi, i ∈ {0,1}, as
v(f,P0Q0) = v(f,Q0P0) =
ε
2− ε
< 1 = v(f,P1Q1) = v(f,Q1P1),
with f being the identity mapping on X.
Proof of Lemma 18. Define Markov chains {X
(i)
k ;k ∈ N}, i ∈ {0,1},
evolving as
· · ·
Qi
−→X
(i)
2k =
(
Y
(i)
k
U
(i)
k
)
Pi−→X
(i)
2k+1 =
(
Yˇ
(i)
k
Uˇ
(i)
k
)
Qi
−→X
(i)
2k+2 =
(
Y
(i)
k+1
U
(i)
k+1
)
Pi−→ · · ·
with X
(i)
0 ∼ π. By construction,
∞∑
k=1
(|Cov(f(X
(i)
0 ), f(X
(i)
k ))|+ |Cov(f(X
(i)
1 ), f(X
(i)
k+1))|)
(17)
= πf2− π2f +4
∞∑
k=1
|Cov(h(Y
(i)
0 ), h(Y
(i)
k ))|<∞ (i ∈ {0,1}),
where finiteness follows from the assumption (16). Moreover, for all n ∈N∗
and i ∈ {0,1},
Var
(
n−1∑
k=0
h(Y
(i)
k )
)
=Var
(
n−1∑
k=0
h(Yˇ
(i)
k )
)
=
1
4
Var
(
2n−1∑
k=0
f(X
(i)
k )
)
,
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which implies, by (17),
v(f,PiQi) = v(f,QiPi) =
1
2
lim
n→∞
1
n
Var
(
n∑
k=0
f(X
(i)
k )
)
(i ∈ {0,1}).
Finally, by (17) we may now apply Theorem 4 to the chains {X
(i)
k ;k∈N},
i ∈ {0,1}, which establishes immediately the statement of the lemma. 
Proof of Theorem 17. We introduce the kernels:
• P1(y,u; dy
′× du′) = δ(y,u)(dy
′ × du′),
• P2(y,u; dy
′× du′) = δy(dy
′)R(y,du′),
• Q1 =Q2 being-defined implicitly as the transition kernel associated with
the freeze algorithm (Algorithm 1).
It can be checked readily that the two sequences {Y
(1)
k ;k ∈N} and {Y
(2)
k ;k ∈
N} generated by Algorithms 1 and 2, respectively, have indeed the same
distributions as the marginal processes (with respect to the first component)
of homogeneous chains evolving according to the products P1Q1 and P2Q2,
respectively. In addition, all kernels Pi and Qi, i ∈ {1,2}, are π-reversible,
as:
• P1 is reversible with respect to any probability measure (in particular, it
is π-reversible),
• P2 is π-reversible as a Gibbs-sampler sub-step transition kernel,
• Q1 =Q2 is π-reversible as a classical Metropolis–Hastings transition ker-
nel.
Since P1 has no off-diagonal component, it holds that P2  P1; moreover,
trivially, Q2 = Q1  Q1. Thus, we may complete the proof by applying
Lemma 18 to the function f(y,u) = h(y), for which the condition (16) is
satisfied [by (14)]. 
Case II: Simulating R-transitions is infeasible. Pseudo-marginal algo-
rithms (see [1] and [2]) are implemented using a Markov kernel Rˇ on Y×U
and a family {wu;u ∈ U} of real-valued nonnegative functions on Y such
that
∫
Rˇ(y,du)wu(y) = 1 for all y ∈ Y. We denote by rˇ the transition den-
sity of the kernel Rˇ with respect to some dominating measure. Note that
R(y,du) := Rˇ(y,du)wu(y) is a Markov transition kernel as well. The problem
at hand is to sample the target distribution
π(dy× du) := π∗(dy)R(y,du) = π∗(dy)Rˇ(y,du)wu(y)
under the assumption that:
• for all (y,u) ∈ Y × U, π∗(y)rˇ(y,u)wu(y) is known up to a normalizing
constant,
• for all y ∈ Y, Rˇ(y, ·) can be sampled from.
COMPARISON OF VARIANCES OF INHOMOGENEOUS MARKOV CHAINS 15
The particular case where wu(y) = 1 for all (y,u) ∈ Y ×U was discussed in
the previous section, and we now turn to the case wu(y) 6= 1 (i.e., sampling
directly from R is infeasible). The solution provided by pseudo-marginal
algorithms consists in replacing, in Algorithm 2, the operation (i) by the
sampling U ∼ Rˇ(y, ·), and the computing the acceptance probability α [as
defined in (11)] via the formula
α(y,u, yˆ, uˆ) := 1∧
π∗(yˆ)rˇ(yˆ, uˆ)wuˆ(yˆ)s(yˆ, uˆ;y)t(yˆ, uˆ, y;u)
π∗(y)rˇ(y,u)wu(y)s(y,u; yˆ)t(y,u, yˆ; uˆ)
.
The output of this algorithm, which will be referred to as the noisy algo-
rithm in the following, is typically not—on the contrary to Algorithm 2—
π∗-reversible due to the replacement of R by Rˇ. This justifies the denom-
ination. However, when w is close to unity the noisy algorithm is close to
Algorithm 2, which is, according to Theorem 17, more efficient than Algo-
rithm 1 in terms of asymptotic variance.
Example 20 (Monte Carlo Within Metropolis). The Monte CarloWithin
Metropolis algorithm (MCWM; see [1]) resembles closely the GIMH algo-
rithm (see Example 12), however, with the important difference that the
importance sampling estimates π∗N (Yk) [given by (12)] are not stored and
propagated through the algorithm along with the Yk-values. Instead each
estimate of the marginal density is recomputed using a “fresh” MC sample
before the calculation of the acceptance probability. Thus, the MCWM al-
gorithm can be cast into the framework of the noisy algorithm with T = Rˇ
and with the auxiliary variables U and Uˆ playing the roles of N -dimensional
Monte Carlo samples.
Considering this, we now propose a novel algorithm which will be referred
to as the random refreshment algorithm and which is a hybrid between Al-
gorithm 2 and the noisy algorithm. This novel algorithm, which is described
in Algorithm 3 below, targets exactly π∗ and turns out to be more efficient
than Algorithm 1.
In step (i) in Algorithm 3, the auxiliary variable Uˇ can be either “re-
freshed,” that is, replaced by a new candidate U ′, or kept at the previous
state U
(3)
k according to an acceptance probability that turns out to be a stan-
dard Metropolis–Hastings acceptance probability (which will be seen in the
proof of Theorem 22 below). Interestingly, this allows the desired distribu-
tion π as the target distribution of {(Y
(3)
k ,U
(3)
k );k ∈N}. In comparison, the
noisy algorithm described above differs only from Algorithm 3 by step (i),
in that the new candidate is always accepted in the noisy algorithm. This
“systematic refreshment” makes actually the noisy algorithm imprecise in
the sense that π is no longer the target distribution except when wu(y) = 1
16 F. MAIRE, R. DOUC AND J. OLSSON
Algorithm 3 The random refreshment algorithm
Given (Y
(3)
k ,U
(3)
k ) = (y,u):
(i) (i.1) draw U ′ ∼ Rˇ(y, ·) u′,
(i.2) set
Uˇ ←

u
′, with probability ̺(y,u,u′) := 1∧
wu′(y)
wu(y)
,
u, otherwise,
 uˇ,
(18)
(ii) draw Yˆ ∼ S(y, uˇ; ·) yˆ,
(iii) draw Uˆ ∼ T (y, uˇ, yˆ; ·) uˆ,
(iv) set (Y
(3)
k+1,U
(3)
k+1)←
{
(yˆ, uˆ), with probability α(y, uˇ, yˆ, uˆ),
(y, uˇ), otherwise.
for all (y,u) ∈ Y × U, in which case ̺(y,u,u′) in (18) becomes identically
equal to unity and Algorithm 3 translates into Algorithm 2. Compared to
Algorithm 1, step (i) allows the second component to be refreshed randomly
according to the probability ̺(y,u, uˇ) whereas this component remains un-
changed in Algorithm 1. Thus, in conformity with Algorithm 2, it is likely
that Algorithm 3 has better mixing properties than Algorithm 1. That this is
indeed the case may be established by reapplying the embedding technique
developed in the previous part. Before formalizing this properly, we pro-
pose an example showing a typical situation where a Random Refreshment
algorithm may be used.
Example 21 (Random refreshment GIMH-ABC). In [9] (contributing
to the discussion of [4]), the authors propose a novel algorithm, rejuvenating
GIMH-ABC [9], Algorithm 1, preventing the original GIMH-ABC [4], Al-
gorithm 2 (termed MCMC-ABC in the paper in question), from falling into
possible trapping states. The GIMH-ABC is an instance of Algorithm 1 tar-
geting π(dy× du|sobs) := π
∗(dy|sobs)Rˇ(y,du)wu(y, sobs), where, in the ABC
context:
• π∗(dy|sobs) is the desired posterior of a parameter y given some observed
data summary statistics sobs,
• Rˇ(y, ·) is the likelihood of the data (from which sampling is assumed to
be feasible),
• wu(y, sobs) :=K[(s(u)− sobs)/h]/
∫
Rˇ(y,du′)K[(s(u′)− sobs)/h], where K
is a kernel integrating to unity, providing the classical ABC discrepancy
measure between the observed data summary statistics sobs and that eval-
uated at the simulated data u.
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Rejuvenating GIMH-ABC comprises an intermediate step in which the sim-
ulated data u, generated under the current parameter y, are refreshed sys-
tematically. However, since sampling from R(y,du) := Rˇ(y,du)wu(y, sobs)
is typically infeasible, the auxiliary variables are refreshed through Rˇ in
the spirit of Algorithm 2. Therefore, in accordance with Algorithm 3, a π-
reversible alternative to rejuvenating GIMH-ABC is obtained by, instead of
refreshing systematically the data, performing refreshment with probability
(18). Note that the fact that the constant in the denominator of wu(y, sobs)
is typically not computable does not prevent computation of (18), since this
constant appears in wu(y, sobs) as well as wu′(y, sobs). This provides a ran-
dom refreshment GIMH-ABC, which can be compared quantitatively, via
the Theorem 22 below, to the GIMH-ABC while at the same time avoiding
the possible GIMH-ABC trapping states mentioned in [9].
Theorem 22. Let {Y
(1)
k ;k ∈ N} and {Y
(3)
k ;k ∈ N} be the sequences of
random variables generated by Algorithms 1 and 3, respectively, where (Y
(i)
0 ,
U
(i)
0 )∼ π, i ∈ {1,3}. Then the following hold true:
(i) The output of Algorithm 3 is π-reversible.
(ii) For all h ∈ L2(π∗) satisfying
∞∑
k=1
|Cov(h(Y
(i)
0 ), h(Y
(i)
k ))|<∞ (i ∈ {1,3})
it holds that
lim
n→∞
1
n
Var
(
n−1∑
k=0
h(Y
(3)
k )
)
≤ lim
n→∞
1
n
Var
(
n−1∑
k=0
h(Y
(1)
k )
)
.
Proof. Let the kernels P1 and Q1 be defined as in the proof of Theo-
rem 17 and introduce furthermore:
• P3 defined implicitly by the transition (Y
(3)
k ,U
(3)
k )→ (Y
(3)
k , Uˇ) according
to step (i) in Algorithm 3 (note that the first component is held fixed
throughout the transition),
• Q3 =Q1.
In conformity with the proof of Theorem 17, it can be checked readily
that the two sequences {Y
(1)
k ;k ∈ N} and {Y
(3)
k ;k ∈ N} generated by Al-
gorithms 1 and 3, respectively, have indeed the same distributions as the
marginal processes (with respect to the first component) of homogeneous
chains evolving according to the products P1Q1 and P3Q3, respectively.
The π-reversibility of the kernels P1 and Q1 = Q3 was established in the
proof of Theorem 17. To verify π-reversibility of P3 as well, note that P3 is a
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Metropolis–Hastings kernel associated with the target distribution π, whose
acceptance probability includes a Radon–Nikodym derivative of the type
given in Proposition 10; it is therefore π-reversible. Indeed, note that P3 up-
dates only the second component according to Rˇ(y,du′) with the acceptance
probability ̺(y,u,u′). Assuming first that Rˇ is dominated and denoting by
rˇ its transition density, we have
̺(y,u,u′) = 1∧
wu′(y)
wu(y)
= 1∧
π(y,u′)rˇ(y,u)
π(y,u)rˇ(y,u′)
,
where π(y,u) = π∗(y)rˇ(y,u)wu(y) in the density of the target π. This shows
that ̺(y,u,u′) is indeed the acceptance probability of a Metropolis–Hastings
Markov chain targeting π, with proposal kernel Rˇ(y,du′)δy(dy
′); the π-
reversibility of P3 follows. The proof can be adapted easily to the case where
Rˇ is not dominated. As a consequence, the product P3Q3 is also π-reversible,
which establishes the statement (i) of the theorem. Finally, since P1 has zero
mass on the off-diagonal, it holds that P3  P1 and, clearly, Q3 =Q1 Q1.
The proof of (ii) is now concluded by applying Lemma 18 along the lines of
the proof of Theorem 17. 
5. Proof of Theorem 4. We preface the proof of Theorem 4 with some
preliminary lemmas.
Lemma 23. Assume that P1, P2, . . . , Pn are π-reversible Markov transi-
tion kernels. Then, for all (f, g) ∈ L2(π)× L2(π),
〈f,P1P2 · · ·Png〉= 〈Pn · · ·P2P1f, g〉.
Proof. As each Pℓ is π-reversible, it holds that 〈Pℓf, g〉= 〈f,Pℓg〉 for all
(f, g) ∈ L2(π) × L2(π) and ℓ ∈ {1, . . . , n}. Applying repeatedly this relation
yields
〈f,P1P2 · · ·Png〉= 〈P1f,P2 · · ·Png〉
= 〈P2P1f,P3 · · ·Png〉= · · ·= 〈Pn · · ·P2P1f, g〉. 
Lemma 24. Let P and Q be Markov transition kernels on (X,X ) such
that πP = πQ= π and let {Xk;k ∈N} be a Markov chain evolving as
X0
P
−→X1
Q
−→X2
P
−→X3
Q
−→ · · ·
with initial distribution X0 ∼ π. Then, for all f ∈ L
2(π) such that
∞∑
k=1
(|Cov(f(X0), f(Xk))|+ |Cov(f(X1), f(Xk+1))|)<∞,(19)
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the limit, as n tends to infinity, of n−1Var(
∑n−1
k=0 f(Xk)) exists, and
lim
n→∞
1
n
Var
(
n−1∑
k=0
f(Xk)
)
= πf2− π2f(20)
+
∞∑
k=1
Cov(f(X0), f(Xk)) +
∞∑
k=1
Cov(f(X1), f(Xk+1)).
Proof. As covariances are symmetric,
1
n
Var
(
n−1∑
k=0
f(Xk)
)
= πf2− π2f + 2n−1
∑
0≤i<j≤n−1
Cov(f(Xi), f(Xj)).
We now consider the limit, as n tends to infinity, of the last term on the
right-hand side. Let E and O denote the two complementary subsets of N
consisting of the even and odd numbers, respectively. For all (i, j) ∈N2 such
that i < j, we have
Cov(f(Xi), f(Xj)) =
{
Cov(f(X0), f(Xj−i)), if i ∈ E ,
Cov(f(X1), f(Xj−i+1)), if i ∈O.
This implies that
n−1
∑
0≤i<j≤n−1
i∈E
Cov(f(Xi), f(Xj))
=
n−1∑
k=1
n−1
(⌊
n− 1− k
2
⌋
+1
)
Cov(f(X0), f(Xk))
and
n−1
∑
0≤i<j≤n−1
i∈O
Cov(f(Xi), f(Xj))
=
n−2∑
k=1
n−1
(⌊
n− 2− k
2
⌋
+1
)
Cov(f(X1), f(Xk+1)).
Under (19), the dominated convergence theorem applies, which provides that
the limit, as n goes to infinity, of n−1Var(
∑n−1
k=0 f(Xk)) exists and is equal
to (20). 
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Lemma 25. Let Pi and Qi, i ∈ {0,1}, be π-reversible Markov kernels
on (X,X ) such that P0 < P1 and Q0 < Q1. For all n ∈ N and i ∈ {0,1},
denote by R
(i)
n the Markov kernel R
(i)
n := Pi1E(n) + Qi1O(n). In addition,
let f ∈ L2(π) be such that for i ∈ {0,1},
∞∑
k=1
|〈f,R
(i)
0 · · ·R
(i)
k−1f〉|<∞.(21)
Then for all λ ∈ (0,1),
∞∑
k=1
λk(〈f,R
(1)
0 · · ·R
(1)
k−1f〉+ 〈f,R
(1)
1 · · ·R
(1)
k f〉)
≤
∞∑
k=1
λk(〈f,R
(0)
0 · · ·R
(0)
k−1f〉+ 〈f,R
(0)
1 · · ·R
(0)
k f〉).
Proof. For all n ∈ N and all α ∈ (0,1), define R
(α)
n := (1 − α)R
(0)
n +
αR
(1)
n . In addition, set, for λ ∈ (0,1), Kλ(α) :=K
(E)
λ (α) +K
(O)
λ (α), where
K
(E)
λ (α) :=
∞∑
k=1
λk〈f,R
(α)
0 · · ·R
(α)
k−1f〉,
K
(O)
λ (α) :=
∞∑
k=1
λk〈f,R
(α)
1 · · ·R
(α)
k f〉.
Now, fix a distinguished λ ∈ (0,1); we want show that for all α ∈ [0,1],
dKλ
dα
(α)≤ 0.(22)
Thus, we start with differentiating K
(E)
λ :
dK
(E)
λ
dα
(α) =
d
dα
∞∑
k=1
λk〈f,R
(α)
0 · · ·R
(α)
k−1f〉.(23)
To interchange ddα and
∑∞
k=1 in the previous equation, we first note that
d
dα
〈f,R
(α)
0 · · ·R
(α)
k−1f〉=
k−1∑
ℓ=0
∂
∂αℓ
〈f,R
(α0)
0 · · ·R
(αk−1)
k−1 f〉
∣∣∣∣
(α0,...,αk−1)=(α,...,α)
=
k−1∑
ℓ=0
〈f,R
(α)
0րℓ−1(R
(1)
ℓ −R
(0)
ℓ )R
(α)
ℓ+1րk−1f〉,
where R
(α)
sրt :=R
(α)
s R
(α)
s+1 · · ·R
(α)
t for s≤ t and R
(α)
sրt := id otherwise. By (1),
‖R
(α)
n ‖ ≤ 1, which implies that supα∈[0,1] |
d
dα 〈f,R
(α)
0 · · ·R
(α)
k−1f〉| ≤ 2kπ(f
2).
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Thus, as
∑∞
k=1 λ
kk <∞ we may interchange, in (23), ddα and
∑∞
k=1, yielding
dK
(E)
λ
dα
(α) =
∞∑
k=1
λk
k−1∑
ℓ=0
〈f,R
(α)
0րℓ−1(R
(1)
ℓ −R
(0)
ℓ )R
(α)
ℓ+1րk−1f〉.
Similarly, it can be established that
dK
(O)
λ
dα
(α) =
∞∑
k=1
λk
k∑
ℓ=1
〈f,R
(α)
1րℓ−1(R
(1)
ℓ −R
(0)
ℓ )R
(α)
ℓ+1րkf〉.
We now apply Lemma 23 to the two previous sums. For this purpose, we will
use the following notation: R
(α)
sցt :=R
(α)
s R
(α)
s−1 · · ·R
(α)
t for s≥ t and R
(α)
sցt := id
otherwise. Then
dKλ
dα
(α) =
∞∑
k=1
λk
{
k−1∑
ℓ=0
〈R
(α)
ℓ−1ց0f, (R
(1)
ℓ −R
(0)
ℓ )R
(α)
ℓ+1րk−1f〉
+
k∑
ℓ=1
〈R
(α)
ℓ−1ց1f, (R
(1)
ℓ −R
(0)
ℓ )R
(α)
ℓ+1րkf〉
}
=
∞∑
ℓ=0
∞∑
m=0
λℓ+m+1〈R
(α)
ℓ−1ց0f, (R
(1)
ℓ −R
(0)
ℓ )R
(α)
ℓ+1րℓ+mf〉
+
∞∑
ℓ=1
∞∑
m=1
λℓ+m−1〈R
(α)
ℓ−1ց1f, (R
(1)
ℓ −R
(0)
ℓ )R
(α)
ℓ+1րℓ+m−1f〉.
Now, note that R
(α)
n = R
(α)
n′ for all (n,n
′) ∈ O2 and R
(α)
m = R
(α)
m′ for all
(m,m′)2 ∈ E2; hence, separating, in the two previous sums, odd and even
indices ℓ provides
dKλ
dα
(α) =
∑
ℓ∈E
∞∑
m=0
λℓ+m+1〈R
(α)
1րℓf, (R
(1)
0 −R
(0)
0 )R
(α)
1րmf〉
+
∑
ℓ∈E\{0}
∞∑
m=1
λℓ+m−1〈R
(α)
1րℓ−1f, (R
(1)
0 −R
(0)
0 )R
(α)
1րm−1f〉
+
∑
ℓ∈O
∞∑
m=0
λℓ+m+1〈R
(α)
0րℓ−1f, (R
(1)
1 −R
(0)
1 )R
(α)
0րm−1f〉
+
∑
ℓ∈O
∞∑
m=1
λℓ+m−1〈R
(α)
0րℓ−2f, (R
(1)
1 −R
(0)
1 )R
(α)
0րm−2f〉.
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Finally, by combining the even and the odd sums,
dKλ
dα
(α) =
〈
∞∑
ℓ=0
λℓR
(α)
1րℓf, (R
(1)
0 −R
(0)
0 )
∞∑
m=0
λmR
(α)
1րmf
〉
+
〈
∞∑
ℓ=0
λℓR
(α)
0րℓ−1f, (R
(1)
1 −R
(0)
1 )
∞∑
m=0
λmR
(α)
0րm−1f
〉
.
Since R
(1)
n <R
(0)
n , the operator R
(0)
n −R
(1)
n is nonnegative on L2(π) (by [19],
Lemma 3), and for all f ∈ L2(π) it holds that 〈f, (R
(1)
n −R
(0)
n )f〉 ≤ 0. This
shows (22), which implies that the function α 7→Kλ(α) is nonincreasing on
(0,1). The proof is complete. 
Proof of Theorem 4. According to Lemma 24, for all functions f ∈
L
2(π) and i ∈ {0,1},
v(i)(f) = πf2 − π2f
(24)
+
∞∑
k=1
(Cov(f(X
(i)
0 ), f(X
(i)
k )) +Cov(f(X
(i)
1 ), f(X
(i)
k+1))).
For the kernels Pi and Qi, i ∈ {0,1}, in the statement of the theorem, let
{R
(i)
k ;k ∈N}, i ∈ {0,1}, be defined as in Lemma 25, which then implies that
for all λ ∈ (0,1),
∞∑
k=1
(λkCov(f(X
(1)
0 ), f(X
(1)
k )) + λ
kCov(f(X
(1)
1 ), f(X
(1)
k+1)))
(25)
≤
∞∑
k=1
(λkCov(f(X
(0)
0 ), f(X
(0)
k )) + λ
kCov(f(X
(0)
1 ), f(X
(0)
k+1))).
We conclude the proof by letting λ tend to one on each side of the previous
inequality. Under (5), we may, by the dominated convergence theorem, in-
terchange limits with summation, which establishes inequality (25) also in
the case λ= 1. Combining this with (24) completes the proof. 
6. Conclusion. In this paper, we have extended successfully the theo-
retical framework proposed in [15] and [19] as a means of comparing the
asymptotic variance of sample path averages for different Markov chains
and, consequently, the efficiency of different MCMC algorithms to the con-
text of inhomogeneous Markov chains evolving alternatingly according to
two different Markov transition kernels. It turned out that this configuration
covers, although not apparently, several popular MCMC algorithms such as
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Randomized MCMC [13], Multiple-try Metropolis [10] and its generaliza-
tion [14], and the pseudo-marginal algorithms [1, 2]. It should be remarked
however that our results do not take possible additional computational cost
into consideration, which may be of importance in practical applications.
While these algorithms are inapproachable for the standard tools provided
in [15] and [19], our results allow, without heavy technical developments,
rigorous theoretical justifications advocating the use of these algorithms.
As illustrated by our novel random refreshment algorithm in the context
of pseudo-marginal algorithms, the results of the present paper can also be
used for designing new algorithms and improving, in terms of asymptotic
variance, existing ones.
APPENDIX A: PROOFS OF PROPOSITIONS 9 AND 13
A.1. Proof of Proposition 9. First, set ξ = Pn(x, ·)−π; then by Jensen’s
inequality,
‖ξ‖V 1/2 = |ξ|(X)
|ξ|(V 1/2)
|ξ|(X)
≤ |ξ|(X)
(
|ξ|(V )
|ξ|(X)
)1/2
= |ξ|1/2(X)‖ξ‖
1/2
V ,
and since |ξ|(X)≤ 2,
‖Pn(x, ·)− π‖V 1/2 ≤ (2Cρ
nV (x))1/2.(26)
Now, without loss of generality we may assume that πf = 0, |f |V 1/2 ≤ 1, and
|Pf |V 1/2 ≤ 1. Then applying (26) yields for all x ∈ X,
|(PQ)nf(x)| ≤ (2CρnV (x))1/2.
Hence, for all n ∈N,
|Cov(f(X0), f(X2n))|= |E(f(X0)(PQ)
nf(X0))|
≤ (2Cρn)1/2E(|f(X0)|V
1/2(X0))≤ (2Cρ
n)1/2πV.
In the same way, for all n≥ 0,
|Cov(f(X0), f(X2n+1))|= |E(f(X0)(PQ)
nPf(X0))| ≤ (2Cρ
n)1/2πV.
By applying successively the Cauchy–Schwarz and Jensen inequalities, we
obtain
E(|f(X1)|QV
1/2(X1))≤ [E(f
2(X1))E(QV (X1))]
1/2 ≤ πV,
where the last inequality follows from f2 ≤ V and πP = πQ= π. This implies
that for all n ∈N∗,
|Cov(f(X1), f(X2n))|= |E(f(X1)Q(PQ)
n−1f(X1))|
≤ (2Cρn−1)1/2E(|f(X1)|QV
1/2(X1))
≤ (2Cρn−1)1/2πV.
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In the same way, for all n ∈N∗ we have, using that |Pf(x)| ≤ V 1/2(x),
|Cov(f(X1), f(X2n+1))|= |E(f(X1)Q(PQ)
n−1Pf(X1))| ≤ (2Cρ
n−1)1/2πV.
The statement of the proposition follows.
A.2. Proof of Proposition 13. Let K be the transition kernel of the
Markov chain {Y
(2)
k ;k ∈N}, that is, for all f ∈ F(Y),∫
f(y′)K(y,dy′)
= f(y)β(y) +
∫
f(y′)R(y,du)S(y,u; dy′)T (y,u, y′; du′)α(y,u, y′, u′),
where β(y) := 1−
∫
R(y,du)S(y,u; dy′)T (y,u, y′; du′)α(y,u, y′, u′). Thus, es-
tablishing π∗-reversibility of K amounts to verifying, for all f and g in
F(Y),∫
f(y)g(y′)π∗(dy)
∫
R(y,du)S(y,u; dy′)T (y,u, y′; du′)α(y,u, y′, u′)
=
∫
f(y)g(y′)π∗(dy′)(27)
×
∫
R(y′,du′)S(y′, u′; dy)T (y′, u′, y; du)α(y′, u′, y, u).
Indeed, by π-reversibility of {(Y
(1)
k ,U
(1)
k );k ∈N} it holds, for all f¯ and g¯ in
F(Y ⊗U),∫ ∫
f¯(y,u)g¯(y′, u′)π(dy× du)S(y,u; dy′)T (y,u, y′; du′)α(y,u, y′, u′)
=
∫ ∫
f¯(y,u)g¯(y′, u′)π(dy′× du′)S(y′, u′; dy)
× T (y′, u′, y; du)α(y′, u′, y, u),
which establishes (27) by letting f¯(y,u) = f(y) and g¯(y,u) = g(y). This com-
pletes the proof.
APPENDIX B: RELATION BETWEEN ALGORITHM 2 AND THE
R-MCMC AND GMTM ALGORITHMS
B.1. r-MCMC as a special case of Algorithm 2. As proposed initially
by [13], the r-MCMC algorithm generates a Markov chain {Y
(2)
k ;k ∈ N}
with transitions given by Algorithm 4 below. Denote by |∂f∂u(u)| the Jacobian
determinant of a vector-valued transformation f . In this algorithm, f is any
continuously differentiable involution on U= Rd. In addition, Rˇ and Sˇ are
COMPARISON OF VARIANCES OF INHOMOGENEOUS MARKOV CHAINS 25
Algorithm 4 r-MCMC [13]
Given Y
(2)
k = y:
(i) draw Yˆ ∼ Rˇ(y, ·) yˆ,
(ii) draw U ∼ Sˇ(y, yˆ; ·) u,
(iii) set
Y
(2)
k+1←


yˆ, w.pr. α(r)(y,u, yˆ)
:= 1∧
π∗(yˆ)rˇ(yˆ, y)sˇ(yˆ, y;f(u))
π∗(y)rˇ(y, yˆ)sˇ(y, yˆ;u)
∣∣∣∣∂f∂u (u)
∣∣∣∣,
y, otherwise.
(28)
instrumental kernels on (Y,Y) and (Y2,U), respectively, having transition
densities rˇ and sˇ with respect to some dominating measure and Lebesgue
measure on Rd, respectively.
Proposition 26. The r-MCMC algorithm is a special case of Algo-
rithm 2.
Proof. Since Yˆ and U , obtained in steps (i) and (ii) of Algorithm 4, are
not drawn in the same order as in Algorithm 2, we first derive the expression
of the corresponding kernels R and S, that is,
R(y,du) =
(∫
Rˇ(y,dyˆ)sˇ(y, yˆ;u)
)
λd(du) = r(y,u)λd(du),
S(y,u; dyˆ) =
Rˇ(y,dyˆ)sˇ(y, yˆ;u)∫
Rˇ(y,dyˆ)sˇ(y, yˆ;u)
,
where λd is Lebesgue measure on R
d. Also note that
R(y,du)S(y,u; dyˆ) = Rˇ(y,dyˆ)sˇ(y, yˆ;u)λd(du).(29)
Moreover, introduce another auxiliary variable Uˆ taking values in U and
being drawn according to T (y,u, yˆ; duˆ) = δf(u)(duˆ). Note that the kernel T
is not dominated by a common nonnegative measure regardless the value of
u; still, following Remark 11, the r-MCMC algorithm may be covered by Al-
gorithm 2, provided that the ratio in the acceptance probability α(r)(y,u, yˆ)
corresponds to the Radon–Nikodym derivative in Proposition 10 for
K(r)(y,u; dyˆ× duˆ) = S(y,u; dyˆ)T (y,u, yˆ; duˆ) = S(y,u; dyˆ)δf(u)(duˆ)
and
π(r)(dy× du) = π∗(dy)R(y,du).
The proof is completed by applying Lemma 27 below. 
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Lemma 27. The acceptance probability α(r) in (28) is equal to
α(r)(y,u, yˆ) = 1∧
dν(r)
dµ(r)
(x, xˆ),(30)
where x := (y,u), xˆ := (yˆ, uˆ), and dν
(r)
dµ(r)
denotes the Radon–Nikodym deriva-
tive between the measures ν(r) and µ(r) defined by
ν(r)(dx× dxˆ) := π(r)(dyˆ × duˆ)K(r)(yˆ, uˆ; dy× du),
µ(r)(dx× dxˆ) := π(r)(dy × du)K(r)(y,u; dyˆ× duˆ).
Proof. Write α(r)(y,u, yˆ) = 1∧ γ(r)(y,u, yˆ), where
γ(r)(y,u, yˆ) :=
π∗(yˆ)rˇ(yˆ, y)sˇ(yˆ, y;f(u))
π∗(y)rˇ(y, yˆ)sˇ(y, yˆ;u)
∣∣∣∣∂f∂u (u)
∣∣∣∣.
To show (30), we will prove that for all bounded measurable functions G on
(Y×U)2 it holds that
Eν(r)[G(X,Xˆ)] =
∫
G(x, xˆ)ν(r)(dx× dxˆ)
=
∫
G(x, xˆ)γ(r)(y,u, yˆ)µ(r)(dx× dxˆ)
[where x= (y,u) and xˆ= (yˆ, uˆ)]. Now, using the change of variables u= f(uˆ),
which is equivalent to uˆ = f(u) (since f is an involution) and using the
relation (29) we obtain
Eν(r) [G
(r)(X,Xˆ)]
=
∫
G(r)(y, f(uˆ), yˆ, uˆ)π∗(dyˆ)r(yˆ, uˆ)S(yˆ, uˆ; dy)λd(duˆ)
=
∫
G(r)(y,u, yˆ, f(u))
× π∗(dyˆ)r(yˆ, f(u))S(yˆ, f(u); dy)|(∂f/∂u)(u)|λd(du)
=
∫
G(r)(y,u, yˆ, f(u))
π∗(yˆ)rˇ(yˆ, y)sˇ(yˆ, y;f(u))
π∗(y)rˇ(y, yˆ)sˇ(y, yˆ;u)
∣∣∣∣∂f∂u (u)
∣∣∣∣
× π∗(dy)Rˇ(y,dyˆ)Sˇ(y, yˆ; du)
=
∫
G(r)(x, xˆ)γ(r)(y,u, yˆ)µ(r)(dx× dxˆ),
which completes the proof. 
B.2. GMTM as a special case of Algorithm 2. The GMTM algorithm
proposed in [14] generates a Markov chain {Y
(2)
k ;k ∈ N} with transitions
given by Algorithm 5 below. In Algorithm 5, the auxiliary variables V1, . . . , Vn
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Algorithm 5 GMTM [14]
Given Y
(2)
k = y:
(i) draw (V1, . . . , Vn)∼i.i.d. Rˇ(y, ·) (v1, . . . , vn),
(ii) let J take the value j ∈ {1,2, . . . , n} w.pr. ω(y, vj)/
∑n
ℓ=1ω(y, vℓ),
(iii) let yˆ← vj ,
(iv) draw (Vˆ1, . . . , Vˆn−1)∼i.i.d. Rˇ(yˆ, ·) (vˆ1, . . . , vˆn−1),
(v) let vˆn← y,
(vi) let
Y
(2)
k+1←


yˆ, with probability α(m)(y, v, yˆ, vˆ)
:= 1∧
π∗(yˆ)rˇ(yˆ, y)ω(yˆ, y)
∑n
k=1ω(y, vk)
π∗(y)rˇ(y, yˆ)ω(y, yˆ)
∑n
k=1ω(yˆ, vˆk)
,
y, otherwise.
(31)
are defined on Y and for all y ∈ Y and (v1, . . . , vn) ∈ Y
n, {ω(y, vk)/∑n
ℓ=1ω(y, vℓ)}
n
k=1 are sample weights. Moreover, Rˇ is an instrumental ker-
nel defined on (Y,Y) having the transition density rˇ with respect to some
dominating measure on (Y,Y).
Proposition 28. The GMTM algorithm is a special case of Algorithm 2.
Proof. Denoting by V1, . . . , Vn the random variables generated in step (i)
in Algorithm 5, the proposed candidate Yˆ is obtained as VJ , where J is gen-
erated in step (ii). Let U = V−J , where
v−j := (v1, . . . , vj−1, vj+1, . . . , vn).
To obtain the joint distribution of (Yˆ ,U) conditionally on Y
(2)
k , write for
any bounded measurable function G on Yn,
E[G(Yˆ ,U)|Y
(2)
k = y]
=
n∑
j=1
E[G(Vj , V−j)1J=j|Y
(2)
k = y]
=
∫
· · ·
∫
Rˇ(y,dyˆ)
n−1∏
k=1
Rˇ(y,duk)
nω(y, yˆ)∑n−1
ℓ=1 ω(y,uℓ) + ω(y, yˆ)
G(yˆ, u)
=
∫
· · ·
∫
R(y,du)S(y,u; dyˆ)G(yˆ, u),
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where we introduced the kernels
R(y,du) := n
n−1∏
k=1
Rˇ(y,duk)
∫
Rˇ(y,dyˆ)ω(y, yˆ)∑n−1
ℓ=1 ω(y,uℓ) + ω(y, yˆ)
,(32)
S(y,u; dyˆ) :=
Rˇ(y,dyˆ)ω(y, yˆ)∑n−1
ℓ=1 ω(y,uℓ) + ω(y, yˆ)
/∫ Rˇ(y,dyˆ)ω(y, yˆ)∑n−1
ℓ=1 ω(y,uℓ) + ω(y, yˆ)
.(33)
Now, set Uˆ = (Vˆ1, . . . , Vˆn−1) where the Vˆi’s are sampled in step (iv). The
distribution of Uˆ conditionally on (Y
(2)
k ,U, Yˆ ) = (y,u, yˆ) is given by
T (y,u, yˆ; duˆ) =
n−1∏
k=1
Rˇ(yˆ,duˆk).(34)
If Rˇ is dominated by a nonnegative measure, then (32), (33) and (34) show
that the kernels R, S and T are dominated as well. Denoting by r, s and t
the corresponding transition densities, it can be checked readily that
π∗(yˆ)r(yˆ, uˆ)s(yˆ, uˆ;y)t(yˆ, uˆ, y;u)
π∗(y)r(y,u)s(y,u; yˆ)t(y,u, yˆ; uˆ)
=
π∗(yˆ)rˇ(yˆ, y)ω(yˆ, y)(
∑n−1
k=1 ω(y,uk) + ω(y, yˆ))
π∗(y)rˇ(y, yˆ)ω(y, yˆ)(
∑n−1
k=1 ω(yˆ, uˆk) + ω(yˆ, y))
,
so that α(m) defined in (31) corresponds to the acceptance probability α
defined in (11) with these particular choices of r, s and t. Consequently, the
GMTM algorithm is a special case of Algorithm 2. 
Note that in the previous proof, we have chosen the auxiliary variable
U as the vector of rejected candidates after step (ii). Another natural idea
would consist in choosing U = (V1, . . . , Vn), where the Vis are obtained in
step (i); however, since Yˆ belongs to this set of candidates, the model would
then not be dominated, which would make the proof more intricate.
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