O'Leary, John G. and Nicholas G. Hatsopoulos. Early visuomotor representations revealed from evoked local field potentials in motor and premotor cortical areas. J Neurophysiol 96: 1492 -1506 , 2006 . First published May 31, 2006 doi:10.1152 /jn.00106.2006 . Local field potentials (LFPs) recorded from primary motor cortex (MI) have been shown to be tuned to the direction of visually guided reaching movements, but MI LFPs have not been shown to be tuned to the direction of an upcoming movement during the delay period that precedes movement in an instructed-delay reaching task. Also, LFPs in dorsal premotor cortex (PMd) have not been investigated in this context. We therefore recorded LFPs from MI and PMd of monkeys (Macaca mulatta) and investigated whether these LFPs were tuned to the direction of the upcoming movement during the delay period. In three frequency bands we identified LFP activity that was phaselocked to the onset of the instruction stimulus that specified the direction of the upcoming reach. The amplitude of this activity was often tuned to target direction with tuning widths that varied across different electrodes and frequency bands. Single-trial decoding of LFPs demonstrated that prediction of target direction from this activity was possible well before the actual movement is initiated. Decoding performance was significantly better in the slowest-frequency band compared with that in the other two higher-frequency bands. Although these results demonstrate that task-related information is available in the local field potentials, correlations among these signals recorded from a densely packed array of electrodes suggests that adequate decoding performance for neural prosthesis applications may be limited as the number of simultaneous electrode recordings is increased.
I N T R O D U C T I O N
Although synchronous oscillations of neuronal populations have been observed throughout cortex, including in the visual, somatosensory, and motor cortices (Fetz et al. 2000; Fries et al. 2001; Lebedev and Nelson 1995) , it is still unclear under what circumstances they may participate in the coding of sensory or motor information such as movement and target direction. Local field potentials (LFPs) recorded from penetrating microelectrodes represent the summed postsynaptic potentials of small populations of neurons and are thus considered to be an efficient measure of the synchronous and oscillatory activity of neurons in the cerebral cortex. In fact, LFPs may provide us with a view of such activity that cannot be obtained otherwise, given the difficulty of detecting synchrony and oscillations from multiple single-unit recordings.
Early studies of LFP activity in primate primary motor cortex (MI) found that LFPs engaged in beta and gamma oscillations and that these oscillations occurred most often during steady postural configurations (Baker et al. 1999) or during hold periods that precede visually guided reaches and least often during the execution of these movements Fetz 1992, 1996a; Sanes and Donoghue 1993) . Human EEG recordings have also shown movement-related desynchronization in the beta-frequency range (Gilbertson et al. 2005; Pfurtscheller et al. 2003 Pfurtscheller et al. , 2006 . The results of these studies suggested that beta and gamma oscillations in MI were related to the degree of attention, movement anticipation, or the maintenance of a static posture because no features of these oscillations appeared to vary systematically with the sensory or movement features of the upcoming reach. However, more recent studies have presented evidence that challenges this view. In particular, LFP activity in MI was previously shown to vary with the direction of a reaching movement as it is being carried out (Mehring et al. 2003; Rickert et al. 2005) , and LFPs in posterior parietal cortex were shown to modulate with the direction of reaches and saccades before they are executed (Scherberger et al. 2005) .
Studies of the relationship between LFP activity and movement remain incomplete in at least two respects. First, LFPs in MI have been shown to be modulated by movement direction of reaches only during their execution; MI LFPs recorded when a delay separates a directional instruction from movement execution have not been shown to vary with movement direction. Second, LFPs in dorsal premotor cortex (PMd), a region thought to be important for planning movements, have not been examined. Although directional tuning of single units with MI and PMd during movement preparation has been well documented (Crammond and Kalaska 2000; Georgopoulos et al. 1989; Weinrich and Wise 1982) , it is not obvious whether local field potentials that represent the summed postsynaptic potentials of hundreds of neurons (with potentially different preferred directions depending on their cell body distances) near the electrode tips would also be directionally tuned. In this study, we show that LFPs recorded from both MI and PMd contain information about the target direction to be reached and, in particular, that such information is present early in the preparatory period that precedes a reach in an instructed delay center-out task.
We characterized the extent to which LFP fluctuations in three frequency bands were modulated by target direction: fast oscillations in the gamma range (25-45 Hz), intermediate oscillations in the beta range (10 -25 Hz), and slow fluctuations of Ͻ10 Hz in both MI and PMd. Unlike many previous studies that have examined non-phase-locked oscillations, we focused on fluctuations in these three frequency bands that were phaselocked to the onset of the instruction signal initiating the preparatory period. We have identified phase-locked activity in each of these bands that emerges well before the onset of movement and is modulated by the direction of a visual instruction signal.
M E T H O D S

Behavioral tasks
Three macaque monkeys (Macaca mulatta) were operantly trained to perform an instructed-delay eight-direction center-out (CO) task by moving a cursor to targets by arm movements. The left arm was used by two animals (monkeys B and RS) and the right arm was used by the other animal (monkey R). The task involved projecting the cursor and targets onto a horizontal, reflective surface in front of the monkey above the monkey's hand. The monkey's arm rested on cushioned arm troughs secured to links of a two-joint robotic arm (KINARM system; Scott 1999) underneath the projection surface. The shoulder joint was abducted 90°such that shoulder and elbow flexion and extension movements were made in the horizontal plane.
The CO task involved movements from a center target to one of eight peripherally positioned targets (distance of 5-7 cm). On each trial, one of the eight peripherally positioned targets was pseudorandomly selected. The task consisted of three epochs: 1) a 400-or 500-ms hold period during which the monkey was required to hold its hand over the center target; 2) a fixed instruction period of 600 or 1,000 ms or a variable instruction period of 1,000 to 1,500 ms (depending on the recording session), during which one of the eight final targets appeared, although the monkey was not allowed to move; and 3) a "go" period during which the target began to blink, informing the monkey to begin moving to the peripherally positioned target.
Electrophysiology
Two silicon-based electrode arrays (Cyberkinetics Neurotechnology Systems, Foxboro, MA) composed of 100 electrodes (electrode length 1.0 mm; interelectrode separation 400 m) were implanted in the contralateral arm areas of primary motor (MI) and dorsal premotor (PMd) cortices of each monkey ( Fig. 1 ) (see Hatsopoulos et al. 2004 for more information about the placement of the arrays in the two cortical areas and Maynard et al. 1999 for more details concerning the electrode array). Based on histological evidence from previous implants that we have performed, the electrode tips are likely to be in lower portions of layer 3 or in layer 5. During a recording session, LFP signals were amplified (gain, 5,000), band-pass filtered (0.3-250 or 0.3-500 Hz), and recorded digitally (14-bit) at 1 kHz per channel from Յ256 sites over both arrays simultaneously using one or two Cerebus acquisition systems (Cyberkinetics Neurotechnology Systems).
A total of nine data sets (four each from animals B and R and one from animal RS) were analyzed, where a data set is defined as all simultaneously recoded neural data collected in one recording session. We removed data from electrodes that either exhibited no signal amplitude (resulting from a broken connection or head-stage amplifier) or large amounts of 60-Hz line noise. After removing these channels, each data set contained between 87 and 164 simultaneously recorded sites from MI and PMd (Table 1) . We then isolated the fast (25-45 Hz), intermediate (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) , and slow (Ͻ10 Hz) signal types by digitally band-pass filtering or low-pass filtering the LFP signals using eighth-order Butterworth filters designed in Matlab (The MathWorks, Natick, MA). The filters were applied forward and backward in time to eliminate any phase distortion. The full-bandwidth (DC to about 250 or 500 Hz) LFP at time t for the cth channel and the ith trial will be referred to as LFP c,i b (t), and the LFP in the slow, intermediate, and fast bands will be referred to as LFP c,i b ͑t͒, respectively, where b is the name of the band to which we are referring. All subsequent analyses were performed using Matlab and its Signal Processing, Statistics, Optimization, and Wavelet Toolboxes.
To acquire extracellular action potentials, signals were band-pass filtered (250 Hz to 7.5 kHz) and sampled at 30 kHz per channel. Only waveforms that crossed a threshold were stored and spike-sorted using Offline Sorter (Plexon, Dallas, TX). Interspike interval histograms were computed to verify single-unit isolation by ensuring that Ͻ0.05% of waveforms possessed an interspike interval Ͻ1.6 ms. Signal-to-noise ratios were defined as the difference in mean peakto-trough voltage divided by twice the SD. All isolated single units used in this study possessed signal-to-noise ratios of Ն4:1. Spike data were acquired from six (four data sets for animal B, one data set for animal R, and one data set from animal RS) of the nine data sets from which LFP data were recorded. Each data set contained between 34 and 141 simultaneously recorded units from both areas. A total of 272 and 192 single units were recorded from MI and PMd, respectively, over all six data sets. Both ensembles consisted of "randomly" selected units from MI and PMd except for a possible bias for neurons with large cell bodies that would generate higher signal-to-noise ratios. All of the surgical and behavioral procedures were approved by the University of Chicago's IACUC and conform to the principles outlined in the Guide for the Care and Use of Laboratory Animals (National Institutes of Health publication no. 86 -23, revised 1985) .
Directional tuning of LFPs
For each channel, we determined separately whether the fast, intermediate, or slow activity that followed the instruction signal was tuned to target direction and also whether these three bands of activity surrounding the onset of movement were directionally tuned. different method was used for the slow band. The general procedure for each combination of channel, band, and behavioral event was as follows: first, a feature of the signal, c,i b , was computed for each trial i from the LFP of the band b and channel c of interest. These features were grouped based on the target direction associated with the trial from which they were derived and an ANOVA was performed to test whether the feature varied with target direction. For each channel for which the ANOVA indicated a directional effect, the mean of the feature for each target direction was then computed and a tuning curve was fit to those means. If the tuning curve fit the data well (R 2 Ͼ 0.7, P Ͻ 0.01), we then extracted the preferred direction of the channel from that curve.
The difference between the procedures followed for the fast and intermediate bands and those followed for the slow band came in the choice of feature derived from each trial. We used essentially the same formulas to derive the signal features we used to the determine the perimovement preferred directions of the LFPs, the only difference being that the summation ran from Ϫ200 to 200 ms with respect to movement onset. We determined the preferred directions based on these features of the signal because visual inspection of the band-limited LFPs averaged by direction and triggered on the instruction or the start of movement suggested they would allow us to represent reasonably well with a single number those aspects of the signal that varied with direction.
In all cases, we used a tuning function based on the probability density function of the von Mises distribution, which is the circular statistics analogue of the normal distribution (Amirikian et al. 2000; Fisher 1993 ), which we call a VM function, defined as a scaled and shifted version of the VM pdf
In this function, is the direction for which the feature is being estimated and m, s, , and are tunable free parameters. The parameter m represents the minimum value of the feature, s gives the scale of its stimulus-induced modulation, represents the preferred direction, and changes the sharpness of the tuning. We included the normalization factor of the von Mises pdf, 2I 0 () (where I 0 is the modified Bessel function of the first kind and order zero), because it was found to aid curve fitting. We elected to use the VM function because the LFPs were often too sharply tuned to be well fit by the more common cosine tuning function. We fit the data to the VM function with a stringent threshold value for R 2 of 0.7 (P Ͻ 0.01, t-test) compared with the more standard threshold of 0.5 used for cosine tuning of single units because of the extra tuning width parameter that was absent in the cosine function.
Directional tuning of single units
A standard cosine function was fit to the average firing rate of each single unit over all eight target directions (Georgopoulos et al. 1982) . The instruction-related tuning curve was based on the trial-averaged spike counts measured from 50 to 350 ms relative to the instruction signal onset. The movement-related tuning curve was based on the trial-averaged spike counts measured from Ϫ200 to ϩ200 ms with respect to movement onset.
Frequency domain analyses
We determined the overall frequency content of the early instruction period LFPs recorded by each channel by computing discrete Fourier transforms (DFTs) of the unfiltered LFP, LFP c,i (t), recorded during the first 500 ms after the onset of the instruction, squaring the modulus of the DFT coefficients to obtain power and then averaging power across trials. Data were tapered with a Hanning window before performing a 500-point DFT to yield a frequency resolution of 2 Hz.
To test whether activity in each frequency band was phase-locked to the instruction signal, DFTs were performed on Hanning-tapered 256-ms sections of each signal to yield a frequency resolution of 3.9 Hz. A phase angle was then determined for each frequency on each trial by computing the four-quadrant arctangents of the associated DFT coefficients, after which the degree of phase-locking (that is, the trial-by-trial consistency of phase angles) at each frequency was then quantified by performing a Rayleigh test on the sample of angles associated with that frequency. We then examined the results of the Rayleigh tests for each frequency at which the DFT was computed and classified a band recorded from a channel as phase-locked if at least one of the frequencies within that band was phase-locked. For example, because the DFT was evaluated at 3.9 and 7.9 Hz, and these frequencies were within the low-frequency band (but the next frequency, 11.7 Hz, was not), a channel was classified as phase-locked in the low-frequency band if its activity at either or both of these frequencies was phase-locked. We thus rejected one null hypothesis (no phase-locking within a band) based on the results of multiple statistical tests. If a null hypothesis is rejected or accepted based on the results of multiple statistical tests, one can use the inclusionexclusion principle to determine the fraction of null hypotheses one expects to reject by chance. Assuming the tests are independent, this fraction, f Chance , is given by
where n is the number of statistical tests that will be carried out to test each null hypothesis and ␣ is the significance level of each test.
To gain some sense of how the degree of phase-locking changes on a fine timescale during a trial, and how the degree of phase locking varies across target direction, a time-frequency phase-locking analysis was performed separately on the trials from each direction. This analysis was performed in essentially the same fashion as the phaselocking analysis described above, except that the continuous wavelet transform was substituted for the DFT and the trials were pooled by direction. In the continuous wavelet transform, wavelet coefficients are determined at a series of points in the time-frequency plane by convolving a mother wavelet, centered in time and frequency at that point, with the signal to be analyzed. We chose as our mother wavelet the Complex Morlet wavelet, which is defined in the Matlab Wavelet Toolbox by bandwidth and center frequency parameters, both of which we set to 1. When this wavelet is convolved with the signal at a time-frequency point, a complex-valued coefficient results, and the phase angle of the signal at that time-frequency point can be determined by taking the four-quadrant arctangent of that coefficient (Tallon-Baudry et al. 1996) . We did this for each trial and then used a Rayleigh test to determine whether the resulting sample of phase angles for each direction was likely to have been drawn from a uniform distribution. We used a time axis that ran from the beginning of the hold period to the end of the instruction period and a frequency axis that ran from 1 to 40 Hz in 0.5-Hz increments.
Single-trial decoding of direction
To decode target direction from single-trial LFPs, it was again necessary to represent each trial with a vector of features. To this end, in each of our three bands we averaged LFP c,i b across time bins of sufficiently small size that the Nyquist frequency of the decimated time series would be greater than or equal to the maximum frequency in that band. We chose as time intervals over which to bin the data the most similar time intervals possible to those used for the derivation of the preferred-direction features because the bin sizes we used did not evenly divide the preferred-direction time intervals. Thus each LFP c,i b was represented by a series of bins, each representing the average LFP in that channel, band, and trial during a portion of the instruction period. Vectors for classification were then created for each trial by concatenating these decimated time series from multiple channels. The specific bin sizes and time ranges used were: 50-ms bins from 51 to 350 ms relative to the onset of the instruction signal for the slow band, 20-ms bins from 46 to 205 ms for the intermediate band, and 10-ms bins from 51 to 200 ms for the fast band.
Fisher's linear discriminant analysis (Klecka 1980 ) was used to predict target direction from each vector of binned instruction period activity. Classification performances given were obtained using leaveone-out cross-validation, in which a classification rule is estimated from the data for all trials but one and then the "left-out" trial is classified using the rule. This is repeated until all trials in the data set have been left out, after which generalization performance is estimated as the percentage of left-out trials that were correctly classified.
R E S U L T S
Fast, intermediate, and slow fluctuations
We investigated three forms of LFP activity in motor cortex that are present during the ostensible planning of a visuomotor reaching behavior. As in MI, the LFP signal in PMd ( Fig. 2A) is composed of fast (gamma band) and intermediate oscillatory (beta band) activity, which can be isolated by band-pass filtering the signal between 25 and 45 Hz (Fig. 2B) and between 10 and 25 Hz (Fig. 2C) , respectively. The slow fluctuating activity is isolated by low-pass filtering the signal Ͻ10 Hz (Fig. 2D) . As has been demonstrated in MI, the beta oscillations in PMd decrease in amplitude after the onset of the go cue and remain at a minimum throughout the movement period. The slow fluctuation is evident as a negative deflection after the instruction signal. We chose the three frequency bands used in the preceding decomposition by examining the grand average power spectrum for each channel, computed from the first 500 ms of the instruction period as described in METHODS. The power spectra in both cortical areas most often exhibited peaks in the beta range and frequently were marked by peaks in the gamma range as well (Fig. 3, A-C) . Although only power spectra from MI of animal RS were marked by local maxima in the slow range (Fig. 3C) , all channels from all animals displayed a large amount of power in this range, and thus we decided to examine slow activity in all animals. Distributions of local power spectral peaks over all data sets are shown in Fig. 3D . Time-frequency spectrograms during the instruction period confirm dominant power in all three frequency bands (Fig. 4) . These spectrograms also suggest that there is directional modulation in power in multiple frequency bands at different epochs of the instruction period (see Direction tuning below).
Phase-locked activity
We observed LFP activity phase-locked to the onset of the instruction signal for fast (gamma band), intermediate (beta band), and slow fluctuations. We isolated this activity on each channel by averaging the band-limited LFPs across all trials, triggered on the onset of the instruction signal (Fig. 5) . We refer to this instruction-triggered average potential as the instruction-evoked potential, or IEP.
IEPs in the intermediate and fast bands were observed on most channels and were present only at the beginning of the instruction period. Because it has been well documented that non-phase-locked activity is present in these bands after an instruction signal (Murthy and Fetz 1992; Sanes and Donoghue 1993) , we sought to verify that IEPs we observed based on the averaged potentials were the product of activity that was phase-locked to the instruction onset. We thus measured the trial-by-trial consistency of the signal's phase in different parts of the time-frequency plane (see METHODS; Shah et al. 2004) . A highly significant departure from uniformity indicated a highly consistent phase relationship across trials (Fig. 6 ). Phaselocked activity was observed more often in the intermediate band than in the fast band and was almost entirely restricted to the period immediately after the onset of the instruction signal. In the intermediate band, 902 of the 1,021 (88%; 85% in MI and 91% in PMd) channels contained statistically significant phase-locking on at least one of the frequencies in that band during the first 256 ms of the instruction period (P Ͻ 0.01, Rayleigh test), whereas in the fast band, 557 (55%; 53% in MI and 56% in PMd) of the channels met this criterion. Meanwhile, only 134 (13%) and 53 (5%) of the channels contained significant phase-locked activity in the intermediate and fast bands, respectively, during the second 256 ms after the instruction signal onset. We also examined the degree of phaselocking during the 256 ms before the instruction stimulus was presented and found that 56 (5%) and 11 (1%) of the channels had significant phase-locked activity in the intermediate and fast bands, respectively, during that period (P Ͻ 0.01, Rayleigh test). These results demonstrated that the intermediate-and fast-frequency phase-locking occurred transiently as a consequence of the onset of the instruction stimulus and was not a phenomenon that reflected stimulus anticipation.
The slow IEP appeared on all channels and consisted of one or more negative deflections followed sometimes by a positive deflection. Phase-locking was even more prevalent in the slow-frequency band: 1,005 of the 1,021 channels (98%; 98% in MI and 99% in PMd) contained significant phase-locking in the slow-frequency band during the first 256 ms after the instruction signal onset (P Ͻ 0.01, Raleigh test). In contrast to the intermediate-and fast-frequency bands, there was also considerable phase-locking in the second 256 ms after the instruction signal onset where 893 of the 1,021 channels (87%) exhibited significant phase-locking. This suggests that phaselocking is a much more sustained phenomenon in the slowfrequency band. 
Latency of the IEP
Because the intermediate and fast IEPs typically lasted multiple cycles, and the number and phase of the cycles often varied across channels, it was problematic to use the timing of a single peak to characterize their latencies. We therefore computed the root-mean-square (RMS) IEP in a 151-ms window whose left edge we advanced from 1 to 106 ms in 1-ms steps. When the RMS IEP was at its peak, we designated the time at the center of the window the latency of the intermediate or fast IEP. Using this measure, the intermediate IEP peaked first in PMd, at 114 Ϯ 25 ms (mean Ϯ SD) after the onset of the instruction signal and, later in MI, at 122 Ϯ 23 ms. Meanwhile, the fast IEP peaked first in MI, at 105 Ϯ 24 ms, and later in PMd, at 118 Ϯ 22 ms. Both of these differences in timing were significant ( 2 ϭ 61.96 for intermediate, 2 ϭ 57.36 for fast; P Ͻ 0.001, Kruskal-Wallis tests).
We characterized the slow IEP latency in terms of the timing of the first negative peak to appear after the onset of the instruction signal. The timing of this peak was determined by having an automated algorithm find the first time after the instruction signal at which the first derivative of the IEP crossed zero and the second derivative of the IEP was negative. Visual inspection confirmed that this algorithm generally identified a reasonable latency. This peak arrived first in MI, at 113 Ϯ 30 ms, and second in PMd, at 123 Ϯ 33 ms ( 2 ϭ 55.97; P Ͻ 0.001, Kruskal-Wallis test). In animal RS, a second negative deflection regularly appeared at consistent latencies across all channels and, in animal B, a similar deflection appeared across channels and data sets in PMd. This peaked at 261 Ϯ 50 ms in MI and at 269 Ϯ 37 ms in PMd.
Direction tuning
As has been well documented for single units within motor cortex (Georgopoulos et al. 1982) as well as for field potentials evoked with respect to movement (Rickert et al. 2005) , directional tuning in the magnitude of the IEP (the LFP mean voltage averaged over multiple trials from the same direction condition) was observed in all three bands (Fig. 7) , as suggested by the time-frequency spectrograms in Fig. 4 . As described more fully in METHODS, to identify directionally tuned activity we first reduced the LFP in each band to a single value and tested for an effect of direction on that feature of the signal. This was accomplished by performing a one-way ANOVA on each channel and frequency band separately and testing for a main effect of direction. Of the 1,021 channels, 483 (47%; 44% in MI and 51% in PMd), 162 (16%; 14% in MI and 18% in PMd), and 518 (51%; 50% in MI and 51% in PMd) had a directional effect in the fast, intermediate, and slow bands, respectively (P Ͻ 0.05, ANOVA). We then tested whether the feature varied smoothly with direction by fitting a VM function to the values of the derived features. Of those channels showing a directional effect, VM functions fit (R 2 Ͼ 0.7, P Ͻ 0.01) the fast features of 120 channels (22 and 28% of all MI and PMd channels, respectively, that showed a directional effect based on the ANOVA test), the intermediate features of 60 channels (19 and 51% of all MI and PMd channels, respectively), and the slow features of 277 channels (63 and 44% of all MI and PMd channels, respectively).
A few trends became apparent when these preferred directions with respect to the instruction signal were examined across cortical areas and data sets (Fig. 8, A-C) . First, within a cortical area and frequency band in a given data set, the PDs were not uniformly distributed around the circle but instead tended to cluster in relatively few-and often just onecompact modal groups. These clusters were generally consistent across both cortical areas for those few data sets that exhibited directional tuning in both cortical areas (Fig. 8, A-C , scatterplots) except in the slow-frequency range. For slow IEPs in MI, PD clusters tended to occur within three of the four quadrants with only seven channels representing directions between 90 and 180° (Fig. 8C, left polar plot) , whereas in PMd, the clusters tended to occur between 90 and 270° (Fig.  8C, right polar plot) . In a comparison of PDs across different frequency bands, we found no significant correlation in directional tuning between any pair of bands within MI or PMd. In contrast to the local field potential PDs, we did not observe FIG. 6. Phase-locking of the LFP oscillation recorded in PMd with respect to the onset of the instruction signal for each of the 8 directions. Each panel plots the degree of phase-locking (color) as a function of frequency and time during the trial. Degree of phase-locking is denoted by the P value of Rayleigh test for uniform phase angles over all trials in a particular direction. Highly significant phase-locking is evident for all 3 frequency bands. Each of the panels is positioned in accordance with the direction of the target to be reached.
clustering among instruction-related single-unit PDs within either MI or PMd (Fig. 8D) .
We also compared the directional tuning of IEPs with the tuning of local field potentials evoked with respect to onset of the arm movement (Fig. 8, E-G) . Movement-evoked potentials (MEPs) in MI and their modulation with movement direction were documented by previous research (Mehring et al. 2003; Rickert et al. 2005) . We observed directional tuning in the MEPs in all three frequency bands and their preferred directions were generally consistent across both cortical areas (Fig.  8, E-G, scatterplots) . As with the IEPs, distributions of PDs among MEPs in all three frequency bands were highly clustered, which was not evident among the movement-related single-unit PDs (Fig. 8H) .
The preferred directions of individual-channel IEPs and MEPs were significantly correlated in the fast-frequency band within both MI (rϩ ϭ 0.63, P Ͻ 0.01) and PMd (rϩ ϭ 1, P Ͻ 0.01) as well as in the slow-frequency band within both MI (rϩ ϭ 0.63, P Ͻ 0.05) and PMd (rϩ ϭ 1, P Ͻ 0.01). It should be noted that rϩ represents the circular correlation coefficient (necessary for circular variables such as direction) and not a standard correlation coefficient (Batschelet 1981) . The distribution of PD differences between IEPs and MEPs was centered at zero for the fast-frequency band for both MI (Fig. 9A , black bars) and PMd (Fig. 9A, white bars) . The reason for the few number of samples in the fast-frequency band (Fig. 9A) is explained by the paucity of channels that simultaneously exhibited both IEP and MEP directional tuning. The majority of PD differences in the slow-frequency band were offset from zero within both MI (Fig. 9C, black bars) and PMd (Fig. 9C , white bars), which indicates that the IEP and MEP preferred directions are different despite their correlation. The IEPs and MEPs were not significantly correlated in the intermediatefrequency band (Fig. 9B) . Interestingly, the instruction-related and movement-related PDs among single units were highly correlated and similar within MI (Fig. 9D, black bars) but not in PMd (Fig. 9D, white bars) .
The widths of the VM directional tuning curves for both IEPs and MEPs exhibited a diversity of values, although they tended to cluster in certain ranges. For IEPs (Fig. 10, A-C) , tuning curves were either broadly tuned (about 90°) or sharply tuned (10 -40°) for the fast-and slow-frequency bands. In the fast (gamma) band, MI exhibited predominantly broad tuning, whereas PMd exhibited sharp tuning (Fig. 10A) . In the slow band, in contrast, PMd channels were mostly broadly tuned, whereas MI were both broadly and sharply tuned (Fig. 10C) . In the intermediate (beta) band, tuning curve widths ranged predominantly from 10 to 40°for both MI and PMd (Fig. 10B ). For MEPs (Fig. 10, D-F) , tuning was predominantly broad (about 70 -90°) for all frequency bands and cortical areas. The very sharp tuning (e.g., Ͻ30°) that was occasionally observed should be considered with some caution given the limited resolution of these experiments using only eight target directions. 
Single-trial decoding of target direction
Given the directional tuning of the fast, intermediate, and slow IEPs, we examined whether reliable target prediction could be achieved on a trial-by-trial basis. Although a wide variety of decoding methods were tested, the linear discriminant analysis (LDA) method was the only one selected for further analysis because its performance was close to or better than that of all the other methods and because it does not require the tuning of arbitrary free parameters.
We separately examined for each frequency band and cortical area how well we could predict target direction from the LFPs. Because the objective of this analysis was to determine the trial-by-trial reliability of directional modulation, we attempted to decode the LFPs recorded only from channels that were determined to be directionally tuned in the earlier stages of our analysis. As described more fully in METHODS, for each pairing of frequency band and cortical area, the activity on each channel was reduced to a set of vectors, where each vector represented the time-varying LFP activity for that pairing on that trial. A single trial could be represented by LFPs from more than one channel by joining the vectors constructed for each channel into one larger vector. We used vectors created with these techniques to estimate the decoding performance of LFPs recorded from a particular channel or combination of channels by estimating the probability that the target direction could be correctly predicted from the LFPs recorded from those channels on a single trial.
For each frequency band, we sought to estimate how the decoding performance varied from channel to channel and for different combinations of more than one channel. We thus tried to decode target direction from multiple random subsets of channels of varying sizes. Because only channels that were directionally tuned were used for this analysis, different numbers of channels were available for the decoding analysis performed on each data set. We used the number of channels that were directionally tuned for a pairing of frequency band and cortical area to determine how many random subsets of channels of each size would be used in that pairing's decoding analysis. For example, for one data set, nine channels in MI were directionally tuned in the slow-frequency band. For that data set we therefore estimated the decoding performance separately for each of nine channels and then estimated the performance for nine randomly selected pairs of channels, and so on, with the final estimate being the decoding performance of all nine channels combined. (The only exception to this procedure came for those data sets for which the number of channels was so large that LDA could not be simultaneously performed on all the channels. In these cases subsets of the maximum size possible were used.) This method is akin to the "neuron dropping" technique that has been used by other researchers to determine how the performance of the reconstruction of arm movements is affected by the size of the population used for the reconstruction (Wessberg et al. 2000) .
As we increased the number of channels used for decoding, the average performance of the classifier would occasionally increase to a maximum and then begin to decrease. This decrease was likely attributable to overfitting because the number of trials in the data sets was not much greater than the number of variables being used for classification in these cases. Therefore we reported the maximum average classification performance versus the number of channels at which the maximum occurred over all data sets in which we observed significant direction tuning (Fig. 11, A-C, left and middle) . Maximum classification performance in the fast-frequency band ranged from 9.4 to 18% in MI and from 15.2 to 20.6% in PMd. Because this was an eight-class, classification problem, chance performance was 12.5%. Similarly weak performance was observed in the intermediate-frequency band ranging from 13.7 to 18.7% in MI and from 11.9 to 23.8% in PMd. In contrast, maximum classification performance in the slowfrequency band was typically much stronger, ranging from 18.9 to 41.8% in MI and from 19.2 to 51.3% in PMd, and generally increased with channel count. Interestingly, when examining classification performance versus channel count within a particular data set, performance remained relatively flat in the fast-and intermediate-frequency bands but often increased in the slow-frequency band (Fig. 11, A-C , right, black lines). We also found that performance within PMd was generally superior to that in MI.
An important issue that has often been neglected in the context of decoding using LFPs is the fact that these signals are highly correlated as a result of so-called noise correlations.
Because correlated noise can limit the improvements in decoding performance that can result from the pooling of neural signals (Zohary et al. 1994) , using a small number of simultaneously recorded LFPs to predict the decoding performance that can be obtained with a larger number of simultaneously recorded LFPs is potentially problematic (see Lebedev et al. 2005 , however, for evidence that correlated activity between neurons is associated with stronger directional tuning). To test whether this problem was relevant to our analysis, we simulated the decoding performance from independently recorded LFP signals by randomly shuffling the trial assignments of the LFP signals across multiple channels/electrodes. Thus for example, data from electrode 1 on trial i was associated with data from electrode 2 on trial j and so forth for all electrodes, where trials i and j were recorded during the delay period before movements in the same direction. The performance of the decoding algorithm improved when we artificially removed the noise correlations through the shuffling procedure (Fig. 11 , A-C, right, red lines). In an actual neural prosthesis application, these noise correlations would exist and would thus likely place an upper limit on the decoding performance that could be obtained with LFP recordings.
We also examined the distribution of errors that the decoder made. Confusion matrices were generated that plot the relationship between the actual and decoded directions. Based on the decoding results from one data set, it is weakly evident in the fast- (Fig. 12A ) and intermediate-frequency (Fig. 12B) bands that when an error was made, it was more often made to a neighboring direction than to a more distant direction. This is strongly evident in the slow-frequency band such that there are higher percentages (i.e., brighter elements) in the matrix elements adjacent to the main diagonal (Fig. 12C) . FIG. 11. Performance of the single-trial decoder using the fast, intermediate, and slow oscillations. A: maximum average percentage correct classification in the fast-frequency band vs. the number of channels at which the maximum occurred over all data sets (points) in which significant directional tuning occurred in MI (left) and PMd (middle). Classification performance vs. channel count for one data set (right) using MI channels (thin black lines) and PMd channels (thick black lines). Classification performance vs. channel count without "noise" correlations between channels is shown as red lines. Classification performance represents the mean over random combinations of channels. Error bars represent the SE. Chance is at 12.5% (dotted lines). B and C: same as A, but in the intermediate-and slow-frequency bands.
D I S C U S S I O N
We have characterized three forms of LFP activity in primary motor and dorsal premotor cortices, phase-locked to the onset of a visually presented signal instructing a reaching movement in a particular direction. Our directional tuning analysis revealed that the fast, intermediate, and slow phaselocked fluctuations were modulated by the direction of the instruction signal, although phase-locking and directional tuning were more prevalent in the slow-frequency band. This directional modulation was further corroborated by predicting the target direction using decoding algorithms applied to single trials of multiple LFP signals. We found only weak decoding performance in the fast-and intermediate-frequency bands but stronger performance in the slow-frequency band. Over all three frequency bands, performance was generally superior in PMd compared with that of MI. As others previously showed in movement-evoked potentials in MI (Mehring et al. 2003) , we have demonstrated that specific target/movement directional information is available in early instruction-evoked potentials during movement preparation within MI and PMd.
Because our experimental paradigm does not disambiguate between target and movement direction, it is not possible to determine whether the directional tuning of the LFP that we observed is a visual response to the target or a movement planning response.
Variability in preferred directions
The high variability of preferred directions and the weak reliability of tuning across data sets even in the same animal of the fast-and intermediate-frequency IEPs argue that they may be affected by nondirectional factors. On the other hand, the directional tuning of the slow-frequency IEP was evident in all data sets and the preferred directions were relatively consistent across data sets in the same animal. The longer synaptic integration window associated with the slow-frequency IEP may correspond to a larger spatial sampling window involving larger numbers of neurons, which could explain its lower variability and higher reliability.
Clustering of preferred directions
The clustering of preferred directions that we observed in all three frequency bands can be explained in part by the nature of the LFP signal. As others have shown, we observe that LFP signals on different electrodes are highly correlated, presumably as a result of the volume conduction of synchronous postsynaptic potentials from neighboring populations of neurons. Therefore it is perhaps not surprising that the preferred directions of the IEPs are not uniformly distributed but rather form clusters. It should also be noted that we did not observe such clustering or directional biases in the distribution of PDs of single units recorded from the same electrodes (see Fig. 8 , D and H), which suggests that the slow-frequency LFP signal is distinct from the activity of single units.
Partitioning of frequency range
We chose the three frequency bands (Ͻ10, (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) primarily based on our observation that local peaks and maxima in LFP spectral power fell into these three bands. In addition, our choice allows for direct comparison with previous research demonstrating oscillations in the intermediate-frequency (about 20 Hz) and fast-frequency (25-40 Hz) bands throughout cortex Eckhorn et al. 1988; Gray et al. 1989; Jensen et al. 2005; Fetz 1992, 1996b ; Singer 1993) . Despite the fact that we consistently found local spectral peaks in the intermediate-frequency band, it remains unclear why only one of our animals showed a second prominent peak above 30 Hz. A similar phenomenon was observed by other researchers who found that the peak LFP power could be either between 17 and 26 Hz or between 30 and 39 Hz depending on the animal (Sanes and Donoghue 1993 ; see also Table 1 in Donoghue et al. 1998) . One possibility is that the second peak represents a harmonic of the intermediate-frequency peak. In fact, the second peak is very close to twice the frequency of the intermediate-frequency peak. This would argue that the second peak is not a distinct gamma phenomenon but rather a reflection of lower-frequency beta oscillations. On the other hand, over all our animals we observed that the fast-and intermediate-frequency IEPs exhibited a number of distinct properties including different onset FIG. 12. Confusion matrices for the single-trial decoder based on LFP data from each cortical area and frequency band using results from one data set. In each confusion matrix, each column plots the percentage of trials belonging to a particular direction condition (color coded) that was classified as belonging to each direction condition. For example, the leftmost column represents the percentage of actual 0°trials that were decoded as 0, 45, 90, . . . trials. Confusion matrix for the intermediate-frequency band in MI is missing because there were no channels that were directionally tuned for this data set. latencies in the two cortical areas, uncorrelated preferred directions, and different tuning widths. This suggests that the beta-and gamma-frequency bands represent different phenomena, and thus that the gamma-frequency band is not simply a harmonic epiphenomenon of the fundamental beta-frequency oscillation.
Relation to previous research
Our results are consistent with those of Jackson and colleagues who observed similar beta, gamma, and slow (about 10 Hz) fluctuations phase-locked to electrical stimulation of the pyramidal tract (Jackson et al. 2002) . Their results suggest that pyramidal tract stimulation antidromically activates collaterals of layer 5 neurons that excite local inhibitory circuits within MI, which then phase-reset ongoing oscillations inherent to motor cortex during the holding period of a precision grip. Our results extend their findings by demonstrating that visual instruction signals also appear to phase-lock ongoing oscillations and fluctuations in a similar fashion.
Our results provide additional evidence that specific visuomotor information is provided by motor cortical LFPs. Two recent studies showed that movement direction can be inferred from LFPs recorded in MI (Mehring et al. 2003; Rickert et al. 2005 ) by focusing on LFP activity immediately before and after the start of movement (MEPs). Mehring and colleagues (2003) argue that LFPs can provide comparable amounts of information about movement direction as multiunit and singleunit activity by comparing the performance of single-trial decoding. Although we did not directly compare decoding using LFPs and single-unit spikes in this study, our previous work demonstrated that single units could be used to attain decoding performance comparable to the results we have presented here (in the slow-frequency band) using the same behavioral task (Hatsopoulos et al. 2004 ). Rickert and colleagues (2005) demonstrated that movement-evoked LFPs in at least three different frequency bands provide directional information. They partitioned the frequency axis in a different manner than we did, so their results cannot be completely compared with ours. However, they demonstrated that very slow (Ͻ4 Hz) and band-pass (6 -13 Hz) MEP exhibited strong directional tuning, which is consistent with our results that slow (Ͻ10 Hz) IEPs provided the strongest directional tuning and the best single-trial decoding performance. However, they found that MEPs in the 16-to 42-Hz range, roughly corresponding to our intermediate-and fast-frequency bands, provided no directional information. Although our results indicated weaker directional modulation in the beta-and gammafrequency bands, we nonetheless did observe directional tuning in these frequency bands for both IEPs and MEPs.
Noninvasive EEG-based brain-machine interfaces have shown remarkable success in cursor control using slow cortical potentials (Kubler et al. 2001) as well as more recently using the mu (12-Hz) and beta (24-Hz) rhythm amplitudes that appear on EEG electrodes distributed across the scalp (Kubler et al. 2005; McFarland and Wolpaw 2005; Wolpaw and McFarland 2004) . In addition, electrocorticographic (ECoG) signals from the surface of the brain of intractable epileptic patients have shown one-dimensional control using mu, beta, and gamma oscillations and off-line two-dimensional prediction of joy-stick position using high gamma oscillations (Ͼ40 Hz) (Leuthardt et al. 2004 ). However, it was found that low-frequency ECoG mu rhythms were most effective in predicting movement direction before movement. These ECoG results are consistent with our results in that they indicate that prediction of target direction during movement preparation may be best accomplished using slower-frequency fluctuations, as we have shown, whereas ongoing cursor control may be better achieved using faster oscillations, even Ͼ40 Hz.
Fast oscillations in the gamma range in the parietal cortex were previously shown to modulate with saccadic eye movement direction in a memory-saccade task (Pesaran et al. 2002) . During the memory period, the power of LFP signals between 25 and 90 Hz was tuned to the direction of the upcoming saccadic eye movement. That study also demonstrated that single trials could be decoded using LFP power as accurately as single-unit spikes. However, although not noted in the text of their paper, they did observe low-frequency directional tuning in the LFP during the presentation of the instruction signal as well as several hundred milliseconds later (see Fig. 2 in Pesaran et al. 2002) .
At the single-unit level, a minority of neurons in PMd were shown to oscillate in the beta range during the preparation to move (Lebedev and Wise 2000) . Moreover, many of these neurons oscillated for only one of two possible upcoming movement directions; that is, the oscillations were directionally selective. Our results using LFPs are consistent with and extend the findings of Lebedev and Wise (2000) in that we show that LFP fast oscillations vary their amplitude in a graded fashion depending on which of eight targets the animal will reach.
Potential role of phase-locked fluctuations
Although the role that these phase-locked fluctuations in motor planning remains unclear, we argue that if oscillations and fluctuations at the LFP level are concurrent with oscillatory (or transient) synchronization of local spiking of single units as other have suggested (Baker et al. 1999; Donoghue et al. 1998; Murthy and Fetz 1996a) , these synchronized motor cortical neurons may enhance their influence on postsynaptic targets either in the periphery or in cortex. Experimental evidence has demonstrated that synaptic inputs that arrive synchronously on a postsynaptic neuron are amplified nonlinearly as compared with nonsynchronous inputs (Alonso et al. 1996; Margulis and Tang 1998) . Baker et al. (1999) suggested that pyramidal tract neurons that are phase-locked to the beta oscillations may boost their effect on postsynaptic neurons in the spinal cord.
Given the existence of direct and reciprocal projections between PMd and MI, Lebedev and Wise (2000) speculated that synchronized oscillations of PMd neurons might amplify their influence on MI neurons during the preparatory period. Our observation that the fast and slow phase-locked fluctuations in the LFP occur 10 -13 ms earlier on average in MI than those in PMd may further support this idea. LFP signals are presumed to represent summed postsynaptic potentials within a local area. If preparatory single-unit activity occurs earlier in PMd (Wise 1985) and fast and slow phase-locked LFP fluctuations within MI in part represent postsynaptic inputs from PMd, one would paradoxically expect to see early phaselocked fluctuations within MI. The later occurrence of these LFP fluctuations in PMd may reflect reciprocal effects from MI. The fast and slow IEPs also share two directional tuning properties that argue that they may in part have a common source. First, they exhibit directional tuning that is correlated with their MEPs (see Fig. 9 ), which suggests that these signals may represent direction in a motor coordinate system. Second, their directional tuning widths exhibit a similar bimodal distribution unlike the unimodal distribution observed in the intermediate-frequency band (see Fig. 10 ).
On the other hand, the intermediate-frequency IEPs occur 8 ms earlier on average in PMd than those in MI. Moreover, we observed no correlation between the directional tuning of the intermediate-frequency IEPs with the corresponding MEPs. We thus speculate that the beta-evoked potentials may represent inputs to the PMd from some source outside the motor cortex (e.g., parietal cortex) representing the target direction or location in a visual coordinate system that then is reflected in MI as a result of direct connections from PMd. Further anatomical and physiological work will be necessary to identify the sources of these signals and to definitively specify the functional role, if any, of their directional modulation. , that fabricates and sells the multielectrode arrays and acquisition system used in this study.
