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Abstract
In this study, the authors propose a novel video stabilisation algorithm for mobile platforms with moving objects
in the scene. The quality of videos obtained from mobile platforms, such as unmanned airborne vehicles, suffers
from jitter caused by several factors. In order to remove this undesired jitter, the accurate estimation of global motion
is essential. However it is difficult to estimate global motions accurately from mobile platforms due to increased
estimation errors and noises. Additionally, large moving objects in the video scenes contribute to the estimation
errors. Currently, only very few motion estimation algorithms have been developed for video scenes collected from
mobile platforms, and this paper shows that these algorithms fail when there are large moving objects in the scene.
In this study, a theoretical proof is provided which demonstrates that the use of delta optical flow can improve the
robustness of video stabilisation in the presence of large moving objects in the scene. The authors also propose to
use sorted arrays of local motions and the selection of feature points to separate outliers from inliers. The proposed
algorithm is tested over six video sequences, collected from one fixed platform, four mobile platforms and one
synthetic video, of which three contain large moving objects. Experiments show our proposed algorithm performs
well to all these video sequences.
I. INTRODUCTION
Video stabilisation is the process of removing unwanted jitter from video sequences. It has become increasingly
important in many mobile surveillance systems such as unmanned aerial vehicle (UAV) systems. This is partially
due to the dramatic cost reduction of digital video cameras and computers [1], and the recent advancement of
computer vision and image processing technology. It is well known that human visual sensing is comfortable for
smooth motions but unpleasant when high-frequency motion, known as jitter, is present. Therefore, it is important
to remove jitter from videos when human interpretation is required. It is also essential to have a video stabilisation
algorithm in many other applications such as background estimation and object tracking [4], [7].
If we obtain an accurate estimate of the global motion, we can cancel the effect of undesired motion from videos,
which is caused by undesired translational and rotational motion of the mobile platform. In practice, a translational
motion model is sufficient for some applications [1]. In this case, low-pass filters and moving average filters are
widely used to smooth global motions. The smoothed global motions are assumed to be the intentional motions.
The motion compensation is accomplished by shifting the position of the video frame with an amount equal to the
difference between the accumulated intentional motion and the accumulated gross motion. However, the estimation
of global motion is not an easy task when large moving objects are in the scene. A large moving object is defined
as close to the half of the image.
2In the past decade, many video stabilisation algorithms have been developed and can be divided into three
categories. The first is the class of using hardware motion sensors [2] or mechanical devices such as accelerometers,
gyros, and mechanical dampers [3] to reduce platform vibrations. The second is the class of object tracking based
approaches [4], [7]. In this class, objects are sometimes manually selected and pattern matching and feature matching
algorithms are employed to track the selected objects. The third is the class based on ego-motion estimation
approaches [8], [9]. As we focus on image processing based solutions, we will not discuss the first class approach in
this paper. In the second class, a video stabilisation system defines a target to track and the target could be a vehicle,
a license plate, a person, lane markings, or a road sign. It can be used in surveillance and live television programs. In
the third class, a video stabilisation system usually comprises three components: global motion estimation, motion
filtering, and motion compensation [9]. Among these components, the global motion estimation is the most vital but
also the most difficult one [9]. Unlike algorithms based on tracking selected objects, video stabilisation algorithms
based on global motion estimation can be operated automatically. Therefore, it is advantageous to use this class of
algorithms in many applications.
If a camera is installed in a fixed location such as on a wall or a pole, the global motion is usually caused
by strong winds or small vibration from heavy traffic. In this case, the global motion can be estimated by object
tracking or feature tracking [4], [10], by finding a region with small accumulated motion [8] as the background is
almost stationary over the long term. In order to reduce the computational cost, Marcenaro et al. [4] use a fixed
set of points on a grid that is superimposed on an image. The method evaluates the motion transformation to be
applied to the image by minimizing the mean square error between the corresponding pixels in the images of a
sequence. The global motion is estimated by averaging the motions of points excluding any outliers.
If the camera is mounted on a mobile platform, the global motion contains two components: the intentional
motion and the undesired motion. In this case, some researchers take the advantages of the a-priori knowledge of
application domains. In [7], a video stabilisation algorithm was developed for a camcorder mounted on a moving
vehicle by following the lane on the road. Therefore the algorithm is robust to moving objects. But it is difficult
to apply this algorithm to other applications. In general case, the global motion estimation is derived from local
motion vectors (LMVs) that are obtained from phase correction [11] or optical flows using block matching and
differential methods [1], [8], [9], [12], [13], [14]. However, it is not easy to derive global motion from LMVs as
there are four components in LMVs: the intentional motions, motion jitters, motions of moving objects, and local
motion estimation errors. Usually, the motion estimation errors can be modelled as a random processing. However
the interference from moving objects is difficult to remove as the impact depends on many parameters such as
moving objects’ depths, speeds, and moving directions. In order to accurately estimate the global motions, many
researchers use median filters or averaging LMVs after removing outliers [1] if a simple motion model such as
translation is used. However, removing outliers is not a simple task due to the impact of moving objects. There is
no any algorithm available to deal with large moving objects occupying more than half of the scene.
As the accurate estimation of global motion and the removal of the outliers of motion estimates are vital to
video stabilisation, we will focus on these two main tasks in this paper. We will propose a novel video stabilisation
algorithm using optical flows and delta optical flows and a novel method to remove outlier using feature point
selection. Our major contributions to video stabilisation are: (a) We analyse the impact of moving objects on global
motion estimation; (b) We propose to use sorted arrays of optical flows and delta optical flows to select feature
points without much influence of moving objects so that we are able to remove impacts of estimation errors and
moving objects from the global motion estimation; (c) We develop a novel video stabilisation algorithm which is
robust to moving objects even larger than half of the scene. We will present a novel method to estimate global
motions using optical flow and to estimate jitter using delta optical flow, which is robust to the interference of
moving objects.
II. THE IMPACTS OF MOVING OBJECTS ON OPTICAL FLOW AND DELTA OPTICAL FLOW
It is well known that global motions can be derived from local motion vectors and the local motion vectors can
be estimated using optical flow techniques. In this section, we will show the effects of moving objects on the global
motion estimation using optical flow and delta optical flow.
3A. Local motion estimation using optical flow
There are many methods available for computing optical flow [5]. However we must take two important factors,
the computational cost and the accuracy, into the consideration when we select a particular optical flow method
for an application. Usually, the selection a method is the result of the trade off between the accuracy and the
computational cost as required by the application. For the global motion estimation, we do not need to calculate
the optical flow at every pixel, therefore we choose a method based on local feature tracking. Among local feature
descriptors, SIFT feature descriptor [6] outperforms other local descriptors in most cases. But due to its relatively
high dimensions and a heavy calculation load, SIFT feature descriptor is not suitable for real-time applications.
In our approach, we adopt the Lucas-Kanade method in pyramids for optical flow calculation, as it is one of the
most reliable and widely used techniques for inexpensive optical flow estimation [15], [16]. In our experiments,
the iterative Lucas-Kanade method in pyramids [17] for optical flow estimation is used. Figure 1 shows a typical
example of optical flow estimation on an aerial image taken by a camera mounted on a UAV. As there is no moving
object in this image, the accuracy of the optical flow estimation is high except few gross errors. Therefore, we can
accurately estimate global motion from optical flows when there is no moving object. But in many applications,
there are moving objects in the scene from time to time. Therefore, it is interesting to investigate the influence of
moving objects on global motion estimation. As moving objects have different optical flows with the background,
they can cause substantial errors in global motion estimation if there is no clear separation between the background
optical flows and moving object optical flows or a significant portion of a scene is moving objects. Figure 2
clearly demonstrates that the local motion estimation is affected by depths and speeds of moving objects, where
Figure 2(a) shows that it is not easy to remove outliers as their values are not far away from the true global motions
and Figure 2(b) shows that a significant portion of a scene is moving objects.
Fig. 1. Optical flow estimation using Lucas-Kanade method in pyramids: an aerial image without moving objects.
B. The impact of moving objects on global motion estimation
Figure 2 clearly showed that the optical flows of moving objects are different from the optical flows of static
objects. But the difference varies depending on depths and speeds of moving objects. Let us take a theoretic
analysis on the optical flows of moving objects. In order to differentiate the impacts between moving objects and
the moving camera, we assume the camera is static at this stage. Let the ith feature point of an object be at a
location fxi(t); yi(t); zi(t)g at time t and the camera is at the origin point as showed in Figure 3. So we have
fui(t); vi(t)g = fKxi(t)
zi(t)
; K
yi(t)
zi(t)
g; (1)
where ui(t) and vi(t) are the coordinates of the feature point at the image sensor panel of the camera, and K is
coefficient related to the resolution and the focal length of the camera. If the feature point is moved to another
position and the displacements are fdxi(t); dyi(t); dzi(t)g in real world, the derivative of the displacement or the
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Fig. 2. Optical flow estimation using Lucas-Kanade method in pyramids: images with moving objects.
optical flow of ith feature point of the object at the image sensor panel is
fi(t) = fdui(t)
dt
;
dvi(t)
dt
g
= fKzi(t)
dxi(t)
dt   xi(t)dzi(t)dt
zi(t)2
; K
zi(t)
dyi(t)
dt   yi(t)dzi(t)dt
zi(t)2
g:
(2)
It is easy to find from eqn(2) that the impact of moving objects is related to their depths, positions and speeds. If
the speed is same, the impact depends on depths. If the depth is small, the impact is significant and vice versa. In
other words, the impact is varying from small to large as objects’ positions varying from far to near as evidenced
in Figure 2. Therefore, there is no clear threshold to remove outliers in many cases as demonstrated in Figure 2(a).
C. The impact of moving objects on delta optical flow
The eqn(2) reveals the impact of moving objects on the calculation of optical flow. It also gives us some
information on how to reduce the impact. Let us examine the delta optical flow and the impact of moving objects
on the delta optical flow. The delta optical flow of the ith feature point at time t is
dfi(t)
dt
= f2Kxi(t)
zi(t)3
d2zi(t)
dt2
  2K
zi(t)2
dxi(t)
dt
dzi(t)
dt
+
K
zi(t)
d2xi(t)
dt2
;
2Kyi(t)
zi(t)3
d2zi(t)
dt2
  2K
zi(t)2
dyi(t)
dt
dzi(t)
dt
+
K
zi(t)
d2yi(t)
dt2
g:
(3)
5Fig. 3. A moving object in a scene.
As moving objects are traveling at the almost same speed during a very short period, the second order derivatives
of xi(t), yi(t), and zi(t) are much small than their corresponding first order derivatives. Thus we have
dfi(t)
dt
 f  2K
zi(t)2
dxi(t)
dt
dzi(t)
dt
;  2K
zi(t)2
dyi(t)
dt
dzi(t)
dt
g: (4)
It is easy to find from eqn(4) that moving objects have significant impacts on delta optical flow if moving objects
are close to the camera, and both dxi(t) and dzi(t) are large enough or both dyi(t) and dzi(t) are large enough.
However, if moving objects are far away from the camera or the motions of the camera and moving objects are in
parallel planes, the delta optical flows of moving objects are close to zero. Figure 4 shows the delta optical flows,
where Figure 4(a) shows a scene with moving objects far away from the camera therefore delta optical flows of
feature points in the scene are very consistent. Figure 4(b) shows a scene with one moving object close to the camera
and the delta optical flow of the moving object is not consistent. Therefore it is essential to exclude feature points
of moving object close to the camera from the global motion estimation. If dzi(t)dt is very small, moving objects
don’t have perceptible impact on the delta optical flows as shown in Figure 5, where the car and the train move in
opposite directions but their delta optical flows are the same as that of the background. From above analysis, we
find that we are able to remove the impact of moving objects from the jitter estimation by selecting feature points
having consistent delta optical flows.
D. The impact and the estimation of jitter
Usually the jitter is caused by translations and rotations of the camera. As the translational movement of the
camera is equivalent to the movement of the scene in the opposite direction, the impact of the camera translational
motion is similar to the impact of moving objects as in (3). Due to the momentum of the mobile platform, the
translational speed of the camera is almost the same during a short period. As a result the jitter caused by the
translational motion of the camera is usually very small in comparison with the camera’s field of view and therefore
its effects are negligible. But the displacements caused by rotations can be significant. The rotation could be about
any axis as shown in Figure 6 and any rotation can be represented by the combination of three rotations about x,y
and z-axis. Let take the jitter in the x-axis direction as an example. Clearly, the rotation of an aerial vehicle about
the x-axis can affect the x-axis coordinates of objects. If the aerial vehicle rotates t degree about the y-axis from
time t  1 to t, we have
xi(t) = xi(t  1) cos t   zi(t  1) sin t: (5)
Currently any video camera’s horizontal angle of view is smaller than 90 C, so zi(t)  xi(t). Considering the
angle t is small, we have
xi(t) = xi(t  1)(cos t   1)  zi(t  1) sin t: (6)
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Fig. 4. Delta optical flow with moving objects.
Fig. 5. Delta optical flow: most parts of the image are moving objects.
Consider zi(t) zi(t)  zi(t  1) and sin t  cos t   1, xi(t) can be approximated as:
xi(t)   zi(t  1) sin t: (7)
The displacement xi(t) in real world will cause a displacement ui(t) in the image sensor plane. According to
(1), the relationship between ui(t) and xi(t) is
ui(t) = K
xi(t)
zi(t)
  K sin t: (8)
7Fig. 6. Three rotations about x,y and z-axis.
This means that this rotation of the aerial vehicle causes an equal displacement in the image regardless the
coordinates of an object in real world. Similarly, if a rotation of the vehicle about the y-axis is t, it will cause a
uniform motion in the image:
vi(t) = K
yi(t)
zi(t)
  K sint: (9)
This means that the jitter at a particular frame can be approximated by a uniform displacement. This is consistent
with the assumption in [8] and also gives us a clue on how to select feature points for the estimation of global motion
and jitter, which we will discuss in Section III. Now let examine the error which is caused by the approximation
in eqn8) and (9). If a rotation of 45 occurs during one second and we assume that the camera is rotated in a
steady speed and the frame rate of the video is 25 frames per second, so the rotation  is about 1:8 per frame.
The relative approximation error per frame to the distance z is
err = j(cos    1)jx
z
+ j   sin j:
The accumulated error during one second is 25  err = 0:012  xz + 0:00013. If the which width of the video
frame is 512 pixels, the accumulated error is about 6 pixels. Usually the rotation is much smaller, therefore the
approximation is valid to most cases.
In order to estimate the jitter, let LMVi(t) denote the local motion (optical flow) vector of the ith feature point,
where i = 1; 2;    ; N . Each LMVi(t) can be expressed as follows:
LMVi(t) = ICi(t) + Ji(t) +Mi(t) + Ei(t); 1  i  N; (10)
where N is the total number of local motion vectors, ICi(t) is the intentional global motion, Ji(t) is the jitter,
Mi(t) is the motion of a moving object, and Ei(t) is the estimation error. As the jitter can approximated by a
uniform displacement, we have
J(t)  Ji(t); 1  i  N: (11)
The derivative of the local motion vector or the delta optical flow is:
dLMVi(t)
dt
=
dICi(t)
dt
+
dJ(t)
dt
+
dMi(t)
dt
+
dEi(t)
dt
; 1  i  N; (12)
As the intentional motion is smooth and its delta motion is relatively smaller than the intentional motion, the
value of dICi(t)dt is trivial. Now, let us consider the impacts of moving objects on delta optical flows. If dzi(t) is
significant, both optical flows and delta optical flows of feature points of a moving object are not consistent due
to depth changes according to (2) and (4). But if dzi(t)  0, dMi(t)=dt will be close to zero or there is no much
8impact on delta optical flows according to eqn(4). Therefore if we exclude feature points with inconsistent delta
optical flows from the motion estimation, we actually remove the impacts of moving objects on optical flows and
delta optical flows. This process is called feature point selection. As for Ei(t), if it is a gross error, it will be
removed by using the feature point selection. Therefore, we have
LMV 0(t) =
dLMVi(t)
dt
 dJ(t)
dt
+
dEri(t)
dt
; i 2 S; (13)
where S is the index set of selected feature points, and Eri(t) is remainder error of Ei(t) after feature point
selection, where E(t)  Er(t). It is reasonable to assume that dEri(t)dt is a zero mean Gaussian noise of small
variance, so we have
dJ(t)
dt
= LMV 0(t) =
X
i2S
dLMVi(t)
dt
=jSj; i 2 S; (14)
where jSj is the number of selected feature points. The jitter can be obtained by
J(t) =
Z t
0
LMV 0(t)dt: (15)
In this way, we are able to estimate the jitter from delta optical flow. The most important advantage of using delta
optical flows is that we are now able to handle cases where the major part of an image occupied by moving objects
as shown in Figure 5 and14.
III. FEATURE POINT SELECTION AND GLOBAL MOTION ESTIMATION
Currently, median filters and low-pass filters are popular to remove outliers, but they are not robust to noise and
estimation errors. RANSAC [19] based methods are robust to noise and can handle the impacts of small moving
objects. However, if moving objects occupy large part of the scene, these methods will likely fail in removing
outliers. The histogram of local motions at a given frame contains information about the intentional motion, the
jitter, estimation errors and motions of moving objects. Usually, there are several peaks in one histogram of local
motions. Some peaks are caused by moving objects and some are caused estimation errors. The method based on
the local motion histogram performs better than methods using median filters and low-pass filters [18]. But if a
large moving object occupy more than half of the scene, the method based on the local motion histogram is likely
to fail. This due to that the highest peak is likely produced by the moving object instead of the intentional motion.
In this section, we will present a novel method using difference functions of sorted optical flow and sorted delta
optical flow to estimate global motion robustly.
A. Feature point selection using the difference function of sorted local motions
Let us take the motion at the horizontal direction as an example. For a given set of local motions at the horizontal
direction, we can get a sorted array for horizontal local motions SAx:
SAx(t) = fLMV xk (t)g; 1  k  N; (16)
where
LMV xk (t)  LMV xk+1(t): 0  k  N   1: (17)
If there are enough samples, the average difference between two local motions at the horizontal direction is inversely
proportionate to the histogram, that is:
Dxk(t) = LMV
x
k+(t)  LMV xk (t) /
1
histxk+ 
2
(t)
; (18)
where histx(t) is the histogram of local motions at the horizontal direction, Dxk(t) is the difference function of
sorted local motions and  is the gap. If  is set to a small value, the difference function Dxk(t) will be not smooth
and a low-pass filter is needed but a large  can reduce the accuracy of global motion estimation. We find that
we can set  to N20  N10 and obtain a smooth difference function with enough details, where N > 300. In all
our experiments, we set  = N10 . According to eqn(18), we find that to obtain the global motion at the horizontal
9direction is equivalent to find the minimum of the difference between two local motions, LMV xk+(t) and LMV
x
k (t),
in the sorted array. So we have
px(t) = argmin
k
fDxk(t)g; (19)
Dxmin(t) = min
k
fDxk(t)g; (20)
where px(t) is the position in the sorted array that we have the minimum difference of two sorted local motions
between px(t) and px(t) + . We take the middle local motion as the global motion:
CMx(t) = LMV x(px(t)+0:5)(t); (21)
where CMx(t) is the estimate of global motion at the horizontal direction at tth frame. Note the estimated motion
mainly consists of intentional global motion and jitter. The estimation error is largely removed by feature point
selection. In this case, we assume that there is no major impact of moving objects on the motion estimation.
If there is no large moving object in a video frame, there will be only one major valley in the difference function
of the sorted local motions. Therefore we can easily select feature points by a simple threshold operation. In this
paper, we select a threshold is 3 Dxmin(t) as shown in Figure 7. The eqn(21) considers the translational motions
only, but now we are able to consider the effect of the rotation about the z-axis. Let  denote the rotation about
z-axis from time t  1 to t and we have"
xi(t)
yi(t)
#
=
"
cos()  sin()
sin() cos()
# "
xi(t  1)
yi(t  1)
#
+
"
CMx(t)
CMy(t)
#
; (22)
where xi(t) and yi(t) are coordinates of the ith feature point in the current frame and xi(t  1) and yi(t  1) are
coordinates of the same point in the previous frame. To solve the eqn(22), we can estimate the rotation about the
z-axis and the translations. One of major advantages of this approach is that the selected feature points are inliers
therefore it is not necessary to use any methods such as RANSAC [19] to further remove outliers.
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Fig. 7. There is only one major valley in the difference function of sorted local motions
B. The estimation of jitter using the difference function of sorted delta local motions
Due to the impact of moving objects, usually there are several local minimums in the difference function of
sorted local motions. Nevertheless, according to eqn(2), feature points of a moving object with large values of
dzi(t)=dt have inconsistent optical flows. In this case, moving objects with inconsistent optical flows will not
produce significant local minimums in the difference function of sorted local motions. While the jitter is a constant
at a given frame according to (8) and (9), thus we are able to remove these feature points having inconsistent
optical flows by simple threshold operation.
However if a large object moves in the X-Y plane ( dzi(t)dt  0), it produces an extra minimum in the difference
function of sorted local motions. As a result, there are at least two major valleys in the difference function as
shown in Figure 8. In this case, we have difficulties to select desirable feature points from the difference function
of sorted local motions.
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Fig. 8. A moving object produces an extra minimum in the difference function of sorted local motions
Fortunately, eqn(13) gives a clue to solve the problem if we use a difference function of sorted delta local
motions instead of sorted local motions. Let us take the sorted array of delta local motions in the horizontal
direction (SADx(t)) as example:
SADx(t) = fLMV 0xj (t)g; 1  j  N; (23)
where
LMV 0xj (t)  LMV 0xj+1(t): 0  j  N   1: (24)
The average difference between two delta local motions at the horizontal direction is inversely proportionate to the
histogram function, that is:
Dxj (t) = LMV
0x
j+(t)  LMV 0xj (t) /
1
histDxj+ 
2
(t)
; (25)
where histDx(t) is the histogram of delta local motions at the horizontal direction and Dxj (t) is the difference
function of sorted delta local motions. According to eqn(13), there are two terms in the delta jitter at time t. As
dErj(t)
dt can be treated as a zero mean Gaussian noise, there is one major valley in the difference function of sorted
delta local motions as shown in Figure 9. The delta jitter can be estimated by
J 0(t) =
dJ(t)
dt
 LMV 0x(vd(t)+0:5)(t); (26)
where
vd(t) = argmin
j
fDxj (t)g: (27)
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Fig. 9. The delta optical flow difference: there is only one major valley.
C. Global motion estimation
Once we obtain delta jitter, we can estimate the intentional global motion. There are at least two methods to
estimate global motion.
The simplest method is derived from eqn(26). We can estimate the jitter by:
J(t) = J(t  1) + J 0(t); (28)
where J(0) = 0. The video stabilisation can be achieved by removing J(t) from each frame. However the
performance of video stabilisation is not excellent. This is because that we assume dICi(t)=dt = 0 in eqn(13).
In reality dICi(t)=dt is small but its accumulation error of many frames,
P
i dICi(t)=dt, may be not small. As a
result, the centre of the stabilised frames is slowly drifting away.
The second method is to use the estimated J 0(t) as a guide to search for the global motion. A large moving
object can produce an extra major valley in the difference function of sorted local motions, thus we do not know
which valley is produced by the background. We cannot simply search the deepest valley as it could be produced
by a large moving object. But we can use J 0(t) as a guide for searching the valley produced by the background.
The global motion includes the intentional motion IC(t) and the motion jitter J(t), so we have
CM(t)  CM(t  1) = IC(t)  IC(t  1) + J 0(t): (29)
As the intentional motion is smooth, the global motion can be approximated by
CM(t)  CM(t  1) + J 0(t): (30)
It is clear that the global motion CM(t) is near to CM(t   1) + J 0(t). Assume that we know the global motion
at the previous frame CM(t  1), we can estimate the CM(t) by searching the local minimum of the difference
between two local motions fLMVk+(t) LMVk(t)g, which is closest to CM(t  1) + J(t). In this method, the
initial estimate of the global motion CM(0) is obtained by finding the global minimum of the difference between
two local motions. After finding the major valley produced by the background, we can apply the simple threshold
in the difference function of sorted local motions to select desired feature points as shown in Figure 10 and to
estimate global motions and rotations about z-axis by solving eqn(22). In our experiments, we find the second
method outperforms the first method, so we only present our results using the second method.
IV. MOTION SMOOTHING AND VIDEO STABILISATION
After we obtain global motion, we need to smooth the motions to remove jitter. The most widely used approach
for smoothing is to apply a low-pass filter on accumulated global motion. Once we obtain the smoothed global
motion, also known as the intentional motion, we can stabilise a video by using motion compensation.
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Fig. 10. The feature point selection with multiple valleys.
A. Smoothing
1) Smoothing using a first-order IIR filter: Smoothing is an effective way to remove jitter and remainder
estimation error as they are high-frequency components in the global motion CM(t) or in the accumulated motion.
In this paper, a first-order IIR filter is used to smooth accumulated motion:
SAM(t) = SAM(t  1) + (1  )ACM(t); (31)
and
ACM(t) =
tX
i=1
CM(t); (32)
where SAM(t) = fSAMx(t); SAMy(t)g is the smoothed accumulated motion vector,ACM(t) = fACMx(t); ACMy(t)g
is the accumulated global motion vector and CM(t) = fCMx(t); CMy(t)g is the global motion vector at tth frame,
and  is the smoothing parameter. The reasons of using this first-order IIR filter are: (1) it can be used in real-time
systems; (2) it requires little memory; (3) it involves little computations; (4) the smoothed motions produced by
the filter are satisfactory to human’s eyes if a suitable value is selected for . According to our experiments, the
suitable range of  is [0:95; 0:98].
2) Smoothing using a non-causal low-pass filter: In some applications, videos are processed offline. So we can
use non-causal low-pass filters to smoothen global motions or accumulated motions. In this paper, a non-causal
low-pass filter is used to smooth accumulated motions:
SAM(t) =
LX
i= L
f(i) ACM(t  i); (33)
where f(i) is the non-causal low-pass filter and L = 20 frames.
B. Motion Compensation
In order to stabilize the video, we need to compensate the tth frame using offset. The offset is the accumulated
jitter or undesired motion accumulated from the beginning to the tth frame:
AJ(t) =
tX
i=1
[CM(i)  IC(i)]
= AJ(t  1) +ACM(t)  SAM(t); (34)
where AJ(t) is the accumulated jitter till the tth frame, and the intentional motion IC(t) can be obtained by
smoothing CM(t).
As indicated in eqn(10), there are errors in estimated global motion. Although the remainder estimation error is
small, the accumulated error can be significant if the image sequence of the video is long. The simple solution to
the problem is:
AJ(t) = AJ(t  1) +CM(t)  IC(t); (35)
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where  is the parameter to control the influence of estimation errors. When  is small, the influence of remainder
estimation error in the current frame to the succeeding frames is very limited, but the remaining jitter may be not
trivial. If  is close to 1:0, the reminder estimation error in the current frame will after many succeeding frames,
but the remaining jitter is close to 0. As the remainder estimation error at each frame is very small after the feature
selection, we choose  between 0:95 and 0:99.
V. EXPERIMENTAL RESULTS
We evaluated the proposed algorithm using various videos taken by cameras in UAVs, cars and held by hands,
as shown in Figure 11. In each of these videos, there is jitter caused by vibration or air turbulence. Figure 12
gives the comparison between the original motion and the smoothed motion, where the smoothing filter is the first
order IIR filter. This figure clearly shows that high-frequency components in the original global motion have been
removed in the smoothed global motion.
(a)
(b)
(c)
Fig. 11. Images taken by a camera (a) in a moving vehicle, (b) in an UAV, (c) held by a hand.
It is interesting to compare the performance of using a first-order IIR filter to using a non-causal low-pass filter
for smoothing. We find that both filters can produce smoothed motion as shown in Figure 12(a) and Figure 13.
However, the smoothed motion produced by the non-causal low-pass filter fits the original motion better and
therefore there is very smaller displacement in the stabilized videos. Thus, we recommend that an offline system
should use non-causal low-pass filter for motion smoothing.
It is also interesting to compare the performance of global motion estimation of the proposed method to that of
the method using median values and the method in [18]. We find that all three methods produce very similar results
in most cases. However, the method using median values and the method in [18] may produce significant errors in
global motion estimation if there are large moving objects in frames, while the proposed method produces a very
accurate estimate of global motion. Figure 14 shows such an example. In this case, conventional methods fail to
stabilise the video as one of moving objects occupy more than half of the scene, while the proposed method produces
14
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Fig. 12. Image stabilisation: Horizontal accumulated motions are in left and vertical accumulated motions are in right; original motions
are in green-dash lines and smoothed motions are in red-solid lines. (a) in a moving vehicle, (b) in an UAV, (c) held by a hand.
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Fig. 13. Motion smoothing using a non-causal low-pass filter.
an excellent stabilised video. This example demonstrates that the proposed method is robust to the influence of
moving objects on global motion estimation.
In order to evaluate the accuracy of global motion estimation, a video with ground truth is used in our experiment.
The video with ground truth was created by moving an aerial image backwards to simulate the forward motion
of a mobile platform. A car was added to frames to simulate a moving object with a steady motion. The size of
the car is 64% of the video frame size as shown in Figure 15 and 17. The jitter in both X and Y directions was
added and the ground truth is known. Clearly, when the moving object is larger than half of the frame, the valley
created by the moving object is deeper than that created by the background. Due to our valley tracking method
guided by the delta flow which has only one valley, the proposed method is able to estimate the true global motion
accurately, where we assume that there is no large moving object in the first two frames of videos. Figure 16 gives
the performance comparison on the global motion estimation. In this example, all three method perform well if the
moving object is smaller than or equal to 20% of the video frame size. When the percentage of the moving object
in the scene is becoming larger, the method using median values starts to fail. The performance of the method
using sorted array of optical flow [18] is slightly better than that of the method using median values, but it fails to
produce accurate estimates of global motions when the moving object occupies more than 34% of the scene. This
is because effective size of the background, which excludes the boundaries of the scene, is actually smaller than the
size of the moving object. As a result, the valley produced by the moving object is deeper than that produced by
15
Fig. 14. There are large moving objects in the video. Top: frames from the original video; Bottom: frames from the stabilized video.
the background and the method in [18] will pick the deepest valley for global motion estimation. Due to eqn(30),
the proposed method is able to track the valley produced by the background. Therefore, it is able to accurately
estimate the global motion even the moving object is large than half of the video frame size. The maximum error
of the global motion estimation is 0:1 pixels in this case as shown in Figure 16, where the number of feature points
is 500. The result of the stabilisation is given in Figure 17.
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Fig. 15. A moving object is larger than half of the video frame. Left: The optical flow and its different function Dx; Right: The delta
optical flow and its different function Dx.
VI. CONCLUSION
In this paper, we presented a novel global motion estimation algorithm using feature point selection scheme to
removing the impact of moving objects for mobile platforms. We have analysed the influence of moving objects on
global motion estimation and we have proposed to use the difference function of sorted optical flows to select feature
points and to use the difference function of sorted delta optical flows to estimate jitter. As the jitter estimation is
robust to the interference of moving objects and estimation errors, the overall quality of global motion estimation
is very high. Our theory analysis and experiments have proven that the proposed algorithm for global motion
estimation is robust to estimation errors and interference of moving objects, which could be larger than half of the
scene. The proposed algorithm works very well for both mobile and fixed platforms.
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Fig. 16. The performance comparison on the global motion estimation.
Fig. 17. There is a large moving object in the video. Top: frames from an original synthetic video; Bottom: frames from the stabilized
video
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