Abstract: We determine the stable cohomology groups H s (A Z/ Z) of the alternating groups A for all integers and , and all odd primes .
Introduction and preliminaries
Let G be a finite group, V a finite-dimensional generically free complex representation of G, and let V L ⊂ V be the nonempty open subset of V on which the G-action is free (note that instead of "generically free" we might also say "faithful" here because the two notions coincide for representations of finite groups: if G acts with trivial ineffectivity kernel on V , the points in V fixed by each element in G form a proper linear subspace, and the action on the complement of these finitely many subspaces is free). There is then a natural homotopy class of maps from the classifying space BG to V Let us describe previous work on stable cohomology of the alternating groups. In [5] , Bogomolov and Petrov investigated the stable cohomology of A N with Z/2-coefficients. Unfortunately, the statement of [5, Theorem 5 .1] is not correct as was pointed out to us in a recent letter by Jean-Paul Serre to whom we are very grateful for this. We take the opportunity to give the correct statement here. 
Theorem 1.1 (Serre, unpublished).

There is a natural isomorphism H *
Remark 1.2.
The error in [5] is that it is (implicitly) assumed that the exact sequence in group cohomology 
Stable cohomology of alternating groups
Here is an outline of the proof which occupies Sections 2, 3 and 4. There are the following three main steps:
(a) For every nontrivial stable cohomology class α in H * s (A Z/ ) there is some abelian subgroup A in A such that α remains nontrivial when restricted to the stable cohomology of A. This is the content of Theorem 3.2.
(b) For every nontrivial stable cohomology class α in H * s (A Z/ ), there is even some elementary abelian -subgroup A in A such that α remains nontrivial when restricted to the stable cohomology of A . This is Theorem 3.1.
(c) The conjugacy classes of the maximal elementary abelian -subgroups in A are understood, and application of the Cardénas-Kuhn Theorem together with the triviality of the Steenrod operations in stable cohomology and a result from [12] gives Theorem 1.3. This is carried out in Section 4.
Steps (a) and (b) constitute the heart of the argument.
Step (a) is accomplished via an application of the basic Theorem 2.6, which in turn is proven by an induction on the cohomological degree (note that taking a residue lowers that degree). In fact, the class of groups C consisting of finite products of groups of the form A A , where A is an abelian -group, satisfies the assumptions of Theorem 1.3 which, roughly speaking, require all groups in C to have trivial higher unramified cohomology and a closure property of the class C under taking centralizers. Step (b) is then easier and the main fact that is used is that every abelian -subgroup in A which is not cyclic is contained in a product of smaller alternating groups. Then one uses again induction, this time on the index in A . In step (c) one then proves that the stable cohomology of A is actually detected by just one elementary abelian subgroup which is obtained as follows: partition {1 } into subsets with elements until this is no longer possible, and then take the subgroup E generated by the -cycles with support in these subsets. To prove this first note that H * s (A Z/ ) is detected by a product of subgroups A which contains a -Sylow of A and is embedded by partitioning according to the base expansion of . A maximal elementary abelian -subgroup of A is now either conjugate to one contained in A −1 × · · · × A (embedded via partitioning into groups of −1 elements), or it is conjugate to (Z/ ) embedded via the regular representation into A . If > 1, [12] computed that every homogeneous element (of positive degree) in H * (A Z/ ) restricts to a polynomial in the Bocksteins in H * ((Z/ ) Z/ ), which are zero in stable cohomology.
The techniques used in the present article are mainly topological in flavour; for the connection to motivic cohomology and further developments the reader may consult [10, 11, 14, 15, 19] .
Techniques: residues, centralizers and induction over the cohomological degree
In this section we prove some basic results which we will use later to compute the stable cohomology of the alternating groups. The applicability of all of them is not confined to alternating groups, and in particular, the main technical tool and novelty of this paper, Theorem 2.6, may be useful in dealing with many other classes of groups (some recent applications can be found in [4] ). We precede it with some lemmas expressing what we need (and know) regarding the validity of a Künneth formula in stable cohomology, and a recollection of facts concerning unramified cohomology.
The unramified cohomology groups H nr (G Z/ Z), which form a subring H * nr (G Z/ ) ⊂ H * s (G Z/ ) and provide obstructions to the stable rationality of the quotients V /G, can be defined as follows:
which are in the kernel of all residue maps
associated to divisorial valuations ν of the function field K ; here κ ν is the residue field of ν. For further information on residue maps and unramified classes one may refer to Serre's exposition in [9] , in particular Chapter II, [8] and [7] . Here we just recall some facts which are essential in the proof of Lemma 2.5. Denoting Γ = Gal(K ), there are the subgroups Γ Kν = Gal(K ν ) ⊂ Γ (the decomposition group) and I ⊂ Γ (the inertia subgroup) associated to ν. Write also Γ κν = Gal(κ ν ). The inertia subgroup I is topologically cyclic, I Z, and there is a split extension
(Γ κν Z/ Z) and a projection, which is independent of the splitting,
. The residue map ∂ ν then factors over the restriction to the decomposition group
There is another different definition of the unramified cohomology of G in current use in the literature, see for example [7] (and references therein). It is then defined as the unramified cohomology • H nr (G Z/ ) is well-defined, i.e. independent of the chosen generically free representation V , and
• H nr (G Z/ ) are obstruction spaces to the stable rationality of the quotients V /G, i.e. if V /G is stably rational, then
Moreover, as the classes in H nr (G Z/ ) are the ones coming from the group cohomology of G, they seem to be more amenable to computation than
Definition 2.2.
We say that the stable cohomology H * s (G Z/ ) of a finite group G is detected by a class S of subgroups if the map induced by the restriction to the subgroups in S,
Lemma 2.3.
Suppose a group is a product G × A of finite groups G and A with A abelian. Then there is the Künneth decomposition
We give two proofs one algebraic, the other more geometric.
First proof (following a suggestion by one of the referees). We may assume that A is cyclic. There is always a natural surjection H * 
Proof. There is always the natural surjection
Without loss of generality, we can assume that abelian subgroups A are a detecting family for the stable cohomology of
Now by Lemma 2.3, there is an injection
• where
is the product of restriction maps. Hence is also injective.
With the notation established above we have the maps of groups I ⊂ Gal(K ν ) ⊂ Gal(K ) G, and the image of the inertia subgroup I in G is cyclic, generated by say, and the image of the decomposition group Gal(K ν ) in G belongs to the centralizer Z G ( ). We remark that Gal(K ν ) stabilizes the cohomology of Z G ( ), i.e. the homomorphism
. This last fact is used below in the proof of Lemma 2.5 and can be seen from the commutative diagram
where I is the inertia subgroup of the decomposition group Γ Kν associated to the valuation
The following result is the main technical preliminary for Theorem 2.6. 
Lemma 2.5.
Let G be a finite group and let ∈ H * s (G Z/ ) be a stable class. For ν a divisorial valuation of K , the image of the topologically cyclic inertia subgroup I in G is cyclic, generated by say. There is a natural class ν
( ) ∈ H −1 s (Z G ( ) Z/ ) such that the residue ∂ ν ( ) ∈ H −1 (Γ κν Z/ ) is the pull-back of ν ( ) to Γ κν via the maps Γ κν ⊂ Γ Kν I × Γ κν → Z ( ). Proof. Consider the commutative diagram 1 G G I G G ' ' Γ Kν G G Γ κν G G G G Ñ Ñ 1 1 G G G G Z ( ) G G Z ( )/ G G 1 1 G G y y G G × Z ( ) y y G G Z ( ) y y G G 1defines ν ( ) ∈ H −1 s (Z ( ) Z/ ).
Theorem 2.6.
Let be a prime number and let C be a class of finite groups with the following properties:
(ii) For any G ∈ C the following is true: for any element ∈ G of order a th power, there is a group G ∈ C with the property that Syl ( Proof. We use induction on the cohomological degree, i.e. we prove by induction on : the stable cohomology
is detected by abelian -subgroups for any group G ∈ C.
The beginning of the induction = 1 is obvious because any nontrivial character χ : G → Z/ is nontrivial on some abelian -subgroup of G (it suffices to take the cyclic -group generated by an element of -power order surjecting onto Z/ ).
Let us now assume the assertion holds for and prove it for + 1. Suppose α ∈ H +1 s (G Z/ ) is nontrivial for some group G ∈ C. For a -Sylow subgroup Syl (G) of G we have the natural injections
In particular, ι(α) is also nontrivial and ramified by assumption (i), hence there is an element of -power order such that the residue element ν (α) ∈ H s Z Syl (G) ( ) Z/ defined in the proof of Lemma 2.5 is nontrivial. This means that if we consider the map :
and pull-back α via * and take its Künneth component in
then we get something nontrivial. The map factors over : 
so that by induction, there is an abelian -subgroup A ⊂ G ⊂ Z G ( ) in the stable cohomology of which the class α 0 is nontrivial. Now the restriction of the class α 0 to A is obtained by pulling back α via the natural map :
and taking the appropriate component in the Künneth decomposition. Note for to be a homomorphism one needs that A is contained in the centralizer of . In particular, ( ) * (α) itself must be different from zero, hence the restriction of α to the stable cohomology of the group which is the image of × A in G under the map must be nontrivial. This concludes the inductive step.
Detection by elementary abelian -subgroups
In this section we want to prove the following theorem. To prove Theorem 3.2 we want to apply Theorem 2.6 and will check that its conditions are satisfied. For this we first need some information on the structure of centralizers in complete monomial groups.
Definition 3.3.
Let H be a group. The complete monomial group of degree on H is the group Σ (H) = H S = (H) S , where S is the symmetric group on letters.
A monomial cycle in Σ (H) is an element of the form (( (ii) Any element ∈ Σ (H) can be written uniquely as a product of commuting monomial cycles (the underlying cyles in S have no common variables) [16, Theorem 3] . (iv) Let = ( ( 1 1 ( ) as in (ii), where we group the cycles of equal length and determinant class together: for fixed , all ( ) have determinant class and length . Then the centralizer of in Σ (H) has a description as
where the centralizer of ( ) 1 , or any ( ) , in the group Σ (H) is an extension as in (iv). 
where the A are abelian.
To prove this lemma it suffices to remark that any central extension of a cyclic group by an abelian group is again abelian. To prove Theorem 3.2 it suffices to show the following. Thus we obtain
Proof of Theorem 3.2.
We simply have to show that these groups form a class C which has the properties required in Theorem 2.6.
Condition (i) is verified because if one forms a wreath product of groups, each of which has stably rational generically free linear quotients, then the wreath product inherits this property (compare [5, 2.4] ). Condition (ii) is the assertion of Lemma 3.5 together with the fact that the centralizer of an element in a product of groups is the product of the centralizers of its components and a -Sylow in the product can be taken as a product of -Sylows in the factors. Now we prove Theorem 3.1. It will follow immediately from Proposition 3.6. In summary, it suffices to prove the statement of Proposition 3.6 for the case that the group A in its statement is embedded into the ambient A N via the regular representation. We can write A = A × Z/( ) with rk(A / A ) < rk(A/ A). Moreover, by definition of the regular representation, the composition of arrows
Suppose that A is an abelian -subgroup of A N . Thus one can write
A = =1 Z/( ) ∈ N
If A is not reduced to a single cyclic group Z/( ), then A is contained in a product of alternating groups
gives the regular representation of A where the first arrow → from the left is induced by the regular representation of A , the second such arrow embeds A |A | × Z/( ) into the wreath product A |A | Z/( ) by sending ( ; σ ) to ( ; σ ) as usual, and the last arrow embeds the wreath product A |A | Z/( ) into A |A |· by partitioning the set of |A | · objects which A |A |· permutes into disjoint groups of |A | objects, and letting Z/( ) act by cyclically rotating these groups, and letting (A |A | ) act via permutations within these groups. It follows that
where now A is embedded into A |A| as arbitrary alternating (not only cyclic) permutations of the groups of items. Note that elements of the two subgroups A and A |A | of the group A |A| commute, and the two subgroups intersect trivially, so that we do have a direct product. Moreover, if A is not reduced to a single cyclic group, we have that A is not the trivial group, and < |A|. 
Reduction to one detecting subgroup and the end of the computation
In this section we will prove Theorem 1.3. The first step is to sharpen Theorem 3.1 to the extent that a single elementary abelian -subgroup already detects H * s (A Z/ ). The second step consists in an application of the Cárdenas-Kuhn Theorem which allows one to see which classes in the cohomology of the detecting subgroup come from the ambient group via restriction. We collect some auxiliary results first.
Lemma 4.1.
For = let T (Z/ ) → A ⊂ S be embedded via the regular representation. Then the Weyl groups W S (T ) = N S (T )/T , resp. W
where GL + (F ) is the kernel of the map GL (F ) → Z/2Z given by the determinant raised to the power ( − 1)/2. This is the content of the isomorphisms (1.6) and (1.7) given in [12, p. 269 ].
We will also use in an essential way the Cárdenas-Kuhn Theorem to calculate the stable cohomology of A , so we recall the precise statement (see [1, III.5] for the proof).
Theorem 4.2.
Let E S G be a closed system of finite groups, where the closedness means that every subgroup of S which is conjugate to E in G is already conjugate to E in S. Let W G (E) = N G (E)/E, resp. W S (E) = N S (E)/E, be the Weyl groups of E in G, resp. S, and suppose that E is -elementary and that W S (E) contains a -Sylow of W G (E).
Then the image of the restriction map res
We will mostly use this in the form of the following Corollary 4.3.
Let S be a -Sylow of a finite group G, and let E be an elementary abelian -subgroup of S. Suppose that any subgroup of S conjugate to E in G is conjugate to E in S. Then we have im res
G E : H * (G Z/ Z) → H * (E Z/ Z) = im res S E : H * (S Z/ Z) → H * (E Z/ Z) ∩ H * (E Z/ Z) W G (E)
Proof. |G|/|N G (E)| is the number of conjugates of E in G, and |S|/|N S (E)| is the number of conjugates of E in S.
To obtain the former from the latter we have to multiply with the number of Sylow subgroups in G, which is congruent to 1 mod , and have to divide by the number of Sylow subgroups containing the given group E, which is also congruent to 1 mod , cf. Remark 4.4 (if we multiply |S|/|N S (E)| by we count each conjugate of E as many times as there are -Sylows containing that conjugate, so we must divide by ). Hence we have the equality 
Remark 4.4.
In the course of the proof of the preceding lemma, we used the following fact: let G be a finite group, E a subgroup of G which is a -group; then the number of -Sylow subgroups of G containing E is congruent to 1 mod . For lack of a good reference, we include here the short argument: E acts on the set S of Sylow subgroups of G by conjugation.
Since E is a -group, the number of elements in S not fixed under the action of E is a multiple of , and because |S| ≡ 1 mod , also |S E | ≡ 1 mod . But a Sylow subgroup S of G is fixed under the conjugation action of E if and only if it contains E (for the only if part, notice that if conjugation by elements in E fixes S, then S · E is a -subgroup of G containing S, hence equal to it by maximality). Hence the result.
We now define a specific maximal elementary abelian -subgroup of A : partition the set {1 } into subsets of consecutive elements until this is no longer possible and let E be the elementary abelian -subgroup generated by those -cycles with support in these subsets where the elements are written in a cycle in their natural (increasing) order, i.e. the -cycle (12 ) and so forth.
Proposition 4.5.
The group E detects the stable cohomology of A , i.e. H *
Proof.
To understand H * s (A Z/ Z) we first expand in base :
with 0 ≤ < , = 0, and note that this gives rise to a natural inclusion
and that a -Sylow subgroup in A is given by the product of -Sylow subgroups in the factors in A
1
. Thus it will be sufficient to prove the assertion of Proposition 4.5 for a prime power = as a Künneth theorem holds in stable cohomology for groups whose stable cohomology is detected by abelian subgroups, cf. Lemma 2.4 and we already have 
where E is an exterior algebra on degree 1 generators and P is a polynomial algebra on degree 2 generators with the property that is the Bockstein of ; and Mann, loc. cit., proves that every homogeneous class in H * Thus we see that as long as > 1 we can apply the above reduction step, and the proof of Proposition 4.5 is then complete by induction since H * s (A Z/ ) is detected by E : E in this case is just the -Sylow of A .
To finish the computation of the stable cohomology of the alternating groups, in view of Theorem 4.2, we will proceed in three steps:
• determine the Weyl group of E in A ;
• determine the W A (E )-invariants in H * s (E Z/ ) which is an exterior algebra H *
• verify that E ⊂ Syl (A ) ⊂ A is a closed system and determine which invariant classes come from the cohomology of the Sylow subgroup.
To simplify the argument we first remark that we do not get any interesting invariant classes unless = 3. (
where (Z/3Z) * = W S 3 (E 3 ) {±1} and S acts by permuting the copies of Z/3Z in E (Z/3Z) . Accordingly, the subgroup E is generated by the 3-cycles
An element of N S (E ) permutes these orbits, hence induces a well-defined permutation in S . Thus we get a map W S (E ) → S , which is clearly a surjection and whose kernel consists of the elements in S stabilizing each orbit as a set, modulo the subgroup E . Part (i) then follows from Lemma 4.1 since (Z/3Z) * = GL 1 (Z/3Z) (it is also easy to verify this directly here without appealing to the lemma).
(ii) Again an element of the normalizer N A (E ) induces a well-defined permutation of the orbits above and of the copies of Z/3Z in E generated by the above cycles. This gives a map to S , and the point is that this is again onto: note that conjugating the 3-cycle (123) by τ = (23) exchanges the two nontrivial elements −1 in Z/3Z = (123) , so we can also transpose two given copies of Z/3Z (corresponding to two 3-cycles as above) in E by conjugating by an element in A . To exchange (123) and (456) for example, we can first conjugate by the element in S which exchanges 1 with 4, 2 with 5, and 3 with 6, and after that apply τ. is generated by the classes of elements ( )( ) where ( ) and ( ) are two of the 3-cycles listed at the beginning of this proof.
Finally, the assertion that the action of W A (E ) on H *
is generated by the transformations in the statement of the lemma follows directly from the above: the transposition in S exchanging ( ) and ( ), has a lift in W A (E ) induced by the permutation exchanging with , with , with , followed by the transposition ( ) to make the signum +1. If is the generator corresponding to ( ), the one corresponding to ( ), then the action of this permutation in stable cohomology maps to − . Moreover, the action of the subgroup ((Z/3Z) * ) −1 is clearly the one stated in the last sentence of the lemma.
Remark 4.9.
Note that the similar normalizer computations in [12, Proposition 2.4], are not correct (more precisely, the rows in the diagrams (2.5), (2.6), (2.7) expressing the normalizers inside the alternating groups are not correct). This affects his Theorems 1.20 and 1.21, too.
Lemma 4.10.
We have for = 3 or 3 + 1 that
Proof. 
were invariant under W A (E ). Choose a tuple ( is an isomorphism. items, and so forth down to 0 boxes with room for exactly 1 item. We then distribute the numbers from 1 to consecutively into these boxes, filling the largest boxes first, starting from 1, and once a type of boxes is completely filled we proceed with the next smaller type. In other words,
Proof. The fact that E ⊂
where P ι is the ordered set of integers in box number ι. We denote by A Pι ⊂ A the subgroup which is the alternating group permuting only the items in P ι and fixing all items in {1 } − P ι . Then , and letting A 3 3 −1 be the subgroup permuting the items in each of these subsets separately (each permutation being required to be even). We embed the subgroup Z/3 in A 3 by letting a generator of Z/3 permute the items in the three ordered subsets (as a block) cyclically in an order-preserving way.
