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Controllability of quasi-linear Hamiltonian NLS equations
Pietro Baldi, Emanuele Haus, Riccardo Montalto
Abstract. We prove internal controllability in arbitrary time, for small data, for quasi-linear Hamilto-
nian NLS equations on the circle. We use a procedure of reduction to constant coefficients up to order zero
and HUM method to prove the controllability of the linearized problem. Then we apply a Nash-Moser-
Ho¨rmander implicit function theorem as a black box. MSC2010: 35Q55, 35Q93.
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1 Introduction
We consider a class of nonlinear Schro¨dinger equations (NLS) on T := R/2πZ of the form
∂tu+ i∂xxu+N (x, u, ∂xu, ∂xxu) = 0 , x ∈ T, (1.1)
for the complex-valued unknown u = u(t, x). We assume that N is a Hamiltonian, quasi-linear
nonlinearity
N (x, u, ux, uxx) = −i
(
∂z0F (x, u, ux)− ∂x{∂z1F (x, u, ux)}
)
, (1.2)
where ux, uxx denote the partial derivatives ∂xu, ∂xxu, F : T× C2 → R is a real-valued function,
F
(
x,
y1 + iy2√
2
,
y3 + iy4√
2
)
= G(x, y1, y2, y3, y4) for some G ∈ Cr(T× R4,R) , (1.3)
and the differential operators ∂z0 , ∂z1 in (1.2) are defined as
∂z0 =
1√
2
(∂y1 + i∂y2), ∂z1 =
1√
2
(∂y3 + i∂y4). (1.4)
We assume that G satisfies
|G(x, y)| ≤ C|y|3 ∀y = (y1, y2, y3, y4) ∈ R4, |y| ≤ 1. (1.5)
Equation (1.1) is Hamiltonian in the sense that it can be written as
∂tu = i∇u¯H(u)
where ∇u¯ := 1√2 (∇u1+i∇u2), ∇ is the L2(T) gradient, u = 1√2 (u1+iu2), and the real Hamiltonian
H(u) is given by
H(u) =
∫
T
(|ux|2 + F (x, u, ux)) dx . (1.6)
We underline that (1.1) is, in fact, the real Hamiltonian system
∂t
(
u1
u2
)
= J
(∇u1H(u1, u2)
∇u2H(u1, u2)
)
(1.7)
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for the real-valued unknowns u1, u2, where J :=
(
0 −1
1 0
)
and
H(u1, u2) := H
(u1 + iu2√
2
)
=
1
2
∫
T
(
(∂xu1)
2 + (∂xu2)
2
)
dx+
∫
T
G
(
x, u1, u2, ∂xu1, ∂xu2
)
dx. (1.8)
As a consequence, the assumption of finite regularity of G, i.e. G ∈ Cr (only finitely many times
differentiable) in (1.3) is compatible with the Hamiltonian structure — in particular, no analyticity
assumption is needed on the Hamiltonian.
For example, if G(x, y1, y2, y3, y4) =
1
8a(x)(y
2
3 + y
2
4)
2, then ∂z¯1F (x, u, ux) = a(x)|ux|2ux, and
N (x, u, ux, uxx) = i∂x{a(x)|ux|2ux} = iax(x)|ux|2ux+ia(x)(u2xu¯xx+2|ux|2uxx); if G = 18 (y21+y22)2,
then ∂z¯0F (x, u, ux) = |u|2u, and N = −i|u|2u.
For real s ≥ 0, let Hsx := Hs(T,C) be the usual Sobolev space of complex-valued periodic
functions u(x), and let ‖u‖s := ‖u‖Hsx be its norm. The main result of the paper is the following
theorem about the exact, internal controllability of equation (1.1).
Theorem 1.1 (Controllability). Let T > 0, and let ω ⊂ T be a nonempty open set. There exist
positive universal constants r1, s1, with r1 > s1 > 10, such that, if G in (1.3) is of class C
r1
and satisfies (1.5), then there exists a positive constant δ∗ depending on T, ω,G with the following
property.
Let uin, uend ∈ Hs1(T,C) with
‖uin‖s1 + ‖uend‖s1 ≤ δ∗. (1.9)
Then there exists a function f(t, x) satisfying
f(t, x) = 0 for all x /∈ ω, for all t ∈ [0, T ],
belonging to C([0, T ], Hs1x ) ∩ C1([0, T ], Hs1−2x ) ∩ C2([0, T ], Hs1−4x ) such that the Cauchy problem{
ut + iuxx +N (x, u, ux, uxx) = f ∀(t, x) ∈ [0, T ]× T
u(0, x) = uin(x)
(1.10)
has a unique solution u(t, x) belonging to C([0, T ], Hs1x ) ∩ C1([0, T ], Hs1−2x ) ∩ C2([0, T ], Hs1−4x ),
which satisfies
u(T, x) = uend(x), (1.11)
and
‖u, f‖C([0,T ],Hs1x ) + ‖∂tu, ∂tf‖C([0,T ],Hs1−2x ) + ‖∂ttu, ∂ttf‖C([0,T ],Hs1−4x )
≤ C(‖uin‖s1 + ‖uend‖s1) (1.12)
for some C > 0 depending on T, ω,G.
Moreover the universal constant τ1 := r1−s1 > 0 has the following property. For all r ≥ r1, all
s ∈ [s1, r − τ1], if, in addition to the previous assumptions, G is of class Cr and uin, uend ∈ Hsx,
then u, f belong to C([0, T ], Hsx)∩C1([0, T ], Hs−2x )∩C2([0, T ], Hs−4x ) and (1.12) holds with another
constant Cs instead of C, where Cs > 0 depends on s, T, ω,G.
Remark 1.2. Theorem 1.1 can be seen as split into two parts: first we fix the “low” regularity
thresholds s1, r1, which are sufficient to prove the existence of a solution to the control problem.
Then, in the last paragraph of the theorem, we give a statement about the higher regularity of
such a solution.
Note that the smallness assumption (1.9) in Theorem 1.1 is only in the “low” norm: we only
assume ‖uin‖s1+‖uend‖s1 ≤ δ∗, where the constant δ∗ > 0 does not depend on the “high” regularity
index s ∈ [s1, r − τ1].
Using the same techniques used for proving Theorem 1.1, we also prove the following theorem.
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Theorem 1.3 (Local existence and uniqueness). There exist positive universal constants r0, s0
with r0 > s0 > 10, such that, if G in (1.3) is of class C
r0 and satisfies (1.5), then the following
property holds. For all T > 0 there exists δ∗ > 0 such that for all uin ∈ Hs0(T,C) satisfying
‖uin‖s0 ≤ δ∗, the Cauchy problem{
ut + iuxx +N (x, u, ux, uxx) = 0, (t, x) ∈ [0, T ]× T
u(0, x) = uin(x)
(1.13)
has one and only one solution u ∈ C([0, T ], Hs0x )∩C1([0, T ], Hs0−2x )∩C2([0, T ], Hs0−4x ). Moreover
‖u‖C([0,T ],Hs0x ) + ‖∂tu‖C([0,T ],Hs0−2x ) + ‖∂ttu‖C([0,T ],Hs0−4x ) ≤ C‖uin‖s0 (1.14)
for some C > 0 depending on T,G.
The universal constant τ0 := r0 − s0 > 0 has the following property. For all r ≥ r0, all
s ∈ [s0, r − τ0], if, in addition to the previous assumptions, G is of class Cr and uin ∈ Hs(T,C),
then u belongs to C([0, T ], Hsx)∩C1([0, T ], Hs−2x )∩C2([0, T ], Hs−4x ) and (1.14) holds with another
constant Cs instead of C, where Cs > 0 depends on s, T,G.
1.1 Some related literature
There is a vast amount of literature concerning controllability for linear or semilinear Schro¨dinger
equations. Without even trying to be exhaustive, we only cite some relevant contributions to this
subject, starting with the early papers by Jaffard [31], Lasiecka and Triggiani [32] and Lebeau [35],
which deal with linear Schro¨dinger equations on bounded domains. Regarding the one-dimensional
case, we mention the result of Beauchard and Coron [18] for the controllability of the linear
equation by a moving potential well, and the papers by Beauchard, Laurent, Rosier and Zhang
[16, 19, 33, 41] about controllability of semilinear Schro¨dinger equations. For the semilinear case
on compact surfaces, we cite the work by Dehman, Ge´rard and Lebeau [24]. We also mention the
recent results by Bourgain, Burq and Zworski [22] and by Anantharaman and Macia` [9] concerning
linear Schro¨dinger operators with rough potentials on higher-dimensional tori. More references in
control theory for Schro¨dinger equations can be found in the detailed surveys by Laurent [34] and
Zuazua [43].
Concerning controllability theory for quasi-linear PDEs, most known results deal with first
order quasi-linear hyperbolic systems of the form ut + A(u)ux = 0 (see, for example, Coron [23]
chapter 6.2 and the many references therein). Recent results for different kinds of quasi-linear
PDEs are contained in Alazard, Baldi and Han-Kwan [6] on the internal controllability of gravity-
capillary water waves equations, in Alazard [2, 3, 4] on the boundary observability and stabilization
of gravity and gravity-capillary water waves, and in Baldi, Floridia and Haus [14, 15] on the internal
controllability of quasi-linear perturbations of the Korteweg-de Vries equation.
1.2 Strategy of the proof
Because of the presence of two derivatives in the nonlinearity, the controllability of the quasi-
linear control problem (1.10)-(1.11) cannot be directly deduced by a perturbative argument from
the controllability of the corresponding linear problem by applying some fixed point argument or
the usual implicit function theorem. A similar difficulty for a quasi-linear control problem was
overcome in [6] by using a suitable nonlinear iteration scheme adapted to quasi-linear problems.
Such a nonlinear scheme requires solving a linear control problem with variable coefficients at
each step of the iteration, with no loss of regularity with respect to the coefficients (i.e., the
solution must have the same regularity as the coefficients). In [6] this is achieved by means of
paradifferential calculus, together with linear transformations, Ingham-type inequalities and the
Hilbert uniqueness method. As an alternative method, in [14] it is used a Nash-Moser approach,
which also demands the solving of a linear control problem with variable coefficients, but it requires
weaker estimates, allowing some loss of regularity. The proof of such weaker estimates is easier to
obtain, and it does not require the use of powerful techniques like paradifferential calculus (for a
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discussion about pseudo- and paradifferential calculus in connection with the Nash-Moser theorem,
see, for example, [29], [8]). The result in [14] is slightly weaker than the one in [6] regarding the
regularity of the solution of the nonlinear control problem with respect to the regularity of the data
(in [14] for data in Hs(T) both the control and the solution are in C([0, T ], Hs
′
(T)) for all s′ < s,
while the result in [6] reaches the corresponding optimal regularity s′ = s). The version of the
Nash-Moser implicit function theorem used in [14] is due to Ho¨rmander [28], and it is the sharpest
version in literature regarding the loss of regularity in terms of the coefficients of the linearized
problem in several function spaces. As it is observed in [15], the theorem in [28] is the sharpest
possible in Ho¨lder class, but it is not optimal in Sobolev spaces (this is the reason for which the
optimal regularity s′ = s is not obtained in [14]). In [15] the sharpest Ho¨rmander’s version of the
Nash-Moser theorem has been extended to Sobolev spaces (so that s′ = s can be obtained both
with the Nash-Moser approach and with the quasi-linear scheme with paradifferential analysis like
in [6]). For this reason, in the present paper we use the Nash-Moser theorem in [15].
We mention that Nash-Moser schemes in control problems for PDEs have been used by Beauchard,
Coron, Alabau-Boussouira and Olive in [16, 17, 18, 1]. A discussion about Nash-Moser as a method
to overcome the problem of the loss of derivatives in the context of controllability for PDEs can
be found in [23], Section 4.2.2. Beauchard and Laurent [19] were able to avoid the use of the
Nash-Moser theorem in semilinear control problems thanks to a regularizing effect.
We prove Theorem 1.1 by applying the Nash-Moser-Ho¨rmander implicit function theorem of
[15] as a black box. To this end, one has to solve the associated linearized control problem (see
equation (1.21)), which is a 2×2 real system with variable coefficients at every order, and to prove
tame estimates for the solution. Like in [6, 14], we solve the linearized control problem in L2(T)
by applying the Hilbert uniqueness method (HUM), see Lemma (4.1). Then, in Lemma (4.2), we
recover the additional regularity of the solution by adapting a method of Dehman-Lebeau [25],
also used by Laurent [33] and in [6, 14]. To apply the HUM method, we prove in Section 3 the
observability of the linearized operator in (1.29) by a procedure of symmetrization and reduction
to constant coefficients up to a bounded remainder (like in [6, 14]) developed in Section 2; then the
result follows by applying Ingham inequality (with a further simple argument to deal with double
eigenvalues, like in [6]). The procedure of symmetrization and reduction of the linearized operator
is an adaptation of the one used by Feola and Procesi [27, 26] in the context of KAM theory for
quasi-linear NLS equations. We remark that a similar reduction procedure has been also developed
in [30], [10], [11], [12], [13], [5], [6], [20], [38] for water waves, quasi-linear KdV, Benjamin-Ono and
Kirchhoff equations.
1.3 Functional setting and the linearized problem
Given any open subset ω ⊂ T, we introduce a function χω ∈ C∞(T,R) whose support is contained
in ω, such that 0 ≤ χω(x) ≤ 1 for all x ∈ T, and χω = 1 on some open interval contained in ω. We
write the NLS control problem as a real system, namely, writing u = 1√
2
(u1+iu2), f =
1√
2
(f1+if2),
with u1, u2, f1, f2 all real-valued functions, the control problem (1.10)-(1.11) becomes the one of
finding (f1, f2) such that the solution (u1, u2) of the Cauchy problem
∂tu1 +∇u2H(u1, u2) = χωf1
∂tu2 −∇u1H(u1, u2) = χωf2
u1(0, ·) = (u1)in
u2(0, ·) = (u2)in
satisfies
{
u1(T, ·) = (u1)end
u2(T, ·) = (u2)end
(1.15)
where the real Hamiltonian H is defined in (1.8). We define
P (u1, u2) :=
(
∂tu1 +∇u2H(u1, u2)
∂tu2 −∇u1H(u1, u2)
)
, χω(f1, f2) :=
(
χωf1
χωf2
)
, (1.16)
and
Φ(u1, u2, f1, f2) :=
P (u1, u2)− χω(f1, f2)(u1, u2)(0, ·)
(u1, u2)(T, ·)
 , zdata :=
 0((u1)in, (u2)in)
((u1)end, (u2)end)
 , (1.17)
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so that problem (1.15) reads
Φ(u1, u2, f1, f2) = zdata. (1.18)
By (1.16) and (1.8), the nonlinear operator P is given by
P (u1, u2) =
(
∂tu1 − ∂xxu2 + (∂y2G)(x, u1, u2, (u1)x, (u2)x)− ∂x{(∂y4G)(x, u1, u2, (u1)x, (u2)x)}
∂tu2 + ∂xxu1 − (∂y1G)(x, u1, u2, (u1)x, (u2)x) + ∂x{(∂y3G)(x, u1, u2, (u1)x, (u2)x)}
)
.
(1.19)
The crucial assumption to verify in order to apply the Nash-Moser theorem is the existence of
a right inverse of the linearized operator. The linearized operator Φ′(u1, u2, f1, f2)[h1, h2, ϕ1, ϕ2]
at the point (u1, u2, f1, f2) in the direction (h1, h2, ϕ1, ϕ2) is given by
Φ′(u1, u2, f1, f2)[h1, h2, ϕ1, ϕ2] =
P ′(u1, u2)[h1, h2]− χω(ϕ1, ϕ2)(h1, h2)(0, ·)
(h1, h2)(T, ·)
 . (1.20)
Thus we have to prove that, given any (u1, u2, f1, f2) and any z = (v1, v2, α1, α2, β1, β2) in a
suitable function space, there exists (h1, h2, ϕ1, ϕ2) such that
Φ′(u1, u2, f1, f2)[h1, h2, ϕ1, ϕ2] = z (1.21)
(i.e., we have to solve the linearized control problem). The linearized operator P ′(u1, u2)[h1, h2] is
P ′(u1, u2)[h1, h2] (1.22)
=
(
∂th1 − ∂xxh2 + p(11)2 ∂xxh1 + p(12)2 ∂xxh2 + p(11)1 ∂xh1 + p(12)1 ∂xh2 + p(11)0 h1 + p(12)0 h2
∂th2 + ∂xxh1 + p
(21)
2 ∂xxh1 + p
(22)
2 ∂xxh2 + p
(21)
1 ∂xh1 + p
(22)
1 ∂xh2 + p
(21)
0 h1 + p
(22)
0 h2
)
,
namely{
∂t + J∂xx +
(
p
(11)
2 p
(12)
2
p
(21)
2 p
(22)
2
)
∂xx +
(
p
(11)
1 p
(12)
1
p
(21)
1 p
(22)
1
)
∂x +
(
p
(11)
0 p
(12)
0
p
(21)
0 p
(22)
0
)}(
h1
h2
)
(1.23)
where the coefficients of the terms of order 2 are
p
(11)
2 = −(∂y3y4G), p(12)2 = −(∂y4y4G), (1.24)
p
(21)
2 = (∂y3y3G), p
(22)
2 = (∂y3y4G),
those of order 1 are
p
(11)
1 = (∂y2y3G)− (∂y1y4G)− ∂x{(∂y3y4G)}, p(12)1 = −∂x{(∂y4y4G)}, (1.25)
p
(21)
1 = ∂x{(∂y3y3G)}, p(22)1 = −(∂y1y4G) + (∂y2y3G) + ∂x{(∂y3y4G)},
those of order 0 are
p
(11)
0 = (∂y1y2G)− ∂x{(∂y1y4G)}, p(12)0 = (∂y2y2G)− ∂x{(∂y2y4G)}, (1.26)
p
(21)
0 = −(∂y1y1G) + ∂x{(∂y1y3G)}, p(22)0 = −(∂y1y2G) + ∂x{(∂y2y3G)},
and (∂yiyjG) = (∂yiyjG)(x, u1, u2, ∂xu1, ∂xu2) for all i, j ∈ {1, 2, 3, 4}.
Consider the transformation(
h1
h2
)
= C
(
h
h¯
)
, where C := 1√
2
(
1 1
−i i
)
, C−1 = 1√
2
(
1 i
1 −i
)
, (1.27)
and similarly (ϕ1, ϕ2) = C(ϕ, ϕ¯), (v1, v2) = C(v, v¯), (α1, α2) = C(α, α¯), (β1, β2) = C(β, β¯). With
this “vector complex” notation, the linearized control problem (1.21) becomes
L[h, h¯]− χω(ϕ, ϕ¯) = (v, v¯)
(h, h¯)(0, ·) = (α, α¯)
(h, h¯)(T, ·) = (β, β¯)
(1.28)
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where L := L(u1, u2) := C−1P ′(u1, u2)C. More explicitly, we calculate
L = ∂tI2 + i(Σ +A2)∂xx + iA1∂x + iA0 , (1.29)
where
I2 :=
(
1 0
0 1
)
, Σ :=
(
1 0
0 −1
)
, Ak :=
(
ak bk
−bk −ak
)
, k = 0, 1, 2, (1.30)
ak :=
1
2
(
− ip(11)k − p(12)k + p(21)k − ip(22)k
)
, bk :=
1
2
(
− ip(11)k + p(12)k + p(21)k + ip(22)k
)
, (1.31)
and a¯k, b¯k are the complex conjugates of the coefficients ak, bk. By (1.31) and (1.24), (1.25), (1.26),
one has
a2 = a¯2, a1 = 2∂xa2 − a¯1, a0 = a¯0 + ∂xxa2 − ∂xa¯1, b1 = ∂xb2. (1.32)
Remark 1.4. The linear system (1.28) is made by three pairs of equations in which the second
equation is the complex conjugate of the first one. Hence (1.28) is equivalent to
L(sca)h− χωϕ = v
h(0, ·) = α
h(T, ·) = β
(1.33)
where
L(sca) := ∂t + i(1 + a2 + b2C)∂xx + i(a1 + b1C)∂x + i(a0 + b0C), C[h] := h¯. (1.34)
The complex conjugate operator C : h 7→ h¯ is R-linear, and there is no problem in using it to
shorten the notation of the real system (1.21).
However, instead of the scalar complex notation (1.33), in the analysis of the linearized problem
we will use the vector complex notation (1.28), which is somewhat “more natural” and very common
in the literature on the Schro¨dinger equation. In any case, for linear systems the two notations
are, of course, completely equivalent.
For real s ≥ 0, we consider the classical Sobolev space
Hs(T) := Hs(T,C) :=
{
u ∈ L2(T,C) : ‖u‖2s :=
∑
k∈Z
〈k〉2s|ûk|2 <∞
}
,
where 〈k〉 := (1+|k|2) 12 and u(x) =∑k∈Z ûk eikx ∈ L2(T) := L2(T,C). We adopt the convention of
indicating explicitly Hs(T,R) the subspace of real-valued functions of Hs(T,C), and to denote, in
short, by Hs(T) the whole space Hs(T,C). The same convention applies to L2(T,R) and L2(T) :=
L2(T,C). We also consider spaces Hs(T,K2), where K = R,C, and for (u1, u2) ∈ Hs(T,K2) we
set
‖(u1, u2)‖s := ‖u1‖s + ‖u2‖s .
We define the real subspace Hs(T) of Hs(T,C2) as
Hs(T) :=
{
u = (u, u) : u ∈ Hs(T,C)} (1.35)
where u¯ is the complex conjugate of u. When there is no ambiguity, we also write, in short, Hsx to
denote Hs(T,C) or Hs(T,R2), and the same for L2x, H
s
x and L
2
x.
We denote by 〈·, ·〉L2 the standard L2 scalar product in L2(T,C), namely
〈u, v〉L2 :=
∫
T
u(x)v(x) dx ∀u, v ∈ L2(T,C). (1.36)
We define the scalar product in L2(T,R2) as
〈(u1, u2), (v1, v2)〉L2(T,R2) :=
∫
T
u1(x)v1(x) dx +
∫
T
u2(x)v2(x) dx, (1.37)
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and the scalar product in L2(T) as
〈u,v〉L2 :=
∫
T
u(x)v(x) dx +
∫
T
v(x)u(x) dx . (1.38)
Note that (1.38) is a real scalar product on L2(T), and therefore (L2(T), 〈·, ·〉L2 ) is a real Hilbert
subspace of L2(T,C2).
The transformation C defined in (1.27) satisfies
〈u,v〉L2 = 〈Cu, Cv〉L2(T,R2) ∀u,v ∈ L2(T), (1.39)
and so C is a unitary isomorphism between the real Hilbert space L2(T,R2) equipped with the real
scalar product (1.37) and the real Hilbert space L2(T) equipped with the scalar product (1.38).
Given a linear operator R : L2(T,C)→ L2(T,C), we define the adjoint operator R∗ as
〈Ru, v〉L2 = 〈u,R∗v〉L2 ∀u, v ∈ L2(T,C); (1.40)
the transpose operator RT as∫
T
(Ru)v dx =
∫
T
u(RT v) dx ∀u, v ∈ L2(T,C); (1.41)
and the conjugate operator R as
Ru = (Ru¯) ∀u ∈ L2(T,C). (1.42)
For an operator
R :=
(
A B
B A
)
: L2(T)→ L2(T) ,
we define its adjoint R∗ by
〈Ru,v〉L2 = 〈u,R∗v〉L2 ∀u,v ∈ L2(T), (1.43)
namely
R∗ =
(
(A)T BT
(B)T AT
)
=
(
A∗ BT
B∗ AT
)
=
(
A∗ BT
BT A∗
)
. (1.44)
For any real s ≥ 0 and u = (u, u) ∈ Hs(T), we set
‖u‖s := ‖u‖s . (1.45)
Given a Banach space (X, ‖ · ‖X), and T > 0, we consider the space C([0, T ], X) of the continuous
functions u : [0, T ]→ X equipped with the sup-norm
‖u‖C([0,T ],X) := ‖u‖CT (X) := sup
t∈[0,T ]
‖u(t)‖X . (1.46)
For X = Hs(T,R) or Hs(T,R2) or Hs(T,C) or Hs(T,C2) or Hs(T), and u ∈ C([0, T ], X), we
denote, in short,
‖u‖T,s := sup
t∈[0,T ]
‖u(t)‖s . (1.47)
We also define the following notations. Given a Sobolev index s ≥ 0, we write A .s B if there exists
a constant C(s) > 0 depending on s such that A ≤ C(s)B. If the constant C(s) is independent of
s, we simply write A . B.
According to (1.15)-(1.19), Theorem 1.1 follows from the following theorem.
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Theorem 1.5. Let T > 0, and let ω ⊂ T be a nonempty open set. Let χω be a C∞ function
supported in ω, with 0 ≤ χω ≤ 1 on T and χω = 1 on some open interval contained in ω. There
exist positive universal constants r1, s1 such that, if G in (1.3) is of class C
r1 and satisfies (1.5),
then there exists a positive constant δ∗ depending on T, ω,G with the following property. Let
(u1)in, (u1)end, (u2)in, (u2)end ∈ Hs1(T,R) with
‖(ui)in‖s1 + ‖(ui)end‖s1 ≤ δ∗, i = 1, 2 .
Then there exist functions
f1, f2 ∈ C([0, T ], Hs1(T,R)) ∩ C1([0, T ], Hs1−2(T,R)) ∩ C2([0, T ], Hs1−4(T,R))
such that the Cauchy problem 
∂tu1 +∇u2H(u1, u2) = χωf1
∂tu2 −∇u1H(u1, u2) = χωf2
u1(0, ·) = (u1)in
u2(0, ·) = (u2)in
(1.48)
has a unique solution (u1, u2) with
u1, u2 ∈ C([0, T ], Hs1(T,R)) ∩ C1([0, T ], Hs1−2(T,R)) ∩ C2([0, T ], Hs1−4(T,R)) ,
which satisfies
u1(T, x) = (u1)end(x), u2(T, x) = (u2)end(x) (1.49)
and for i = 1, 2
‖ui, fi‖T,s1 + ‖∂tui, ∂tfi‖T,s1−2 + ‖∂ttui, ∂ttfi‖T,s1−4
≤ C(‖(u1)in, (u2)in‖s1 + ‖(u1)end, (u2)end‖s1) (1.50)
for some C > 0 depending on T, ω,G.
Moreover the universal constant τ1 := r1 − s1 > 0 has the following property. For all r ≥ r1,
all s ∈ [s1, r− τ1], if, in addition to the previous assumptions, G is of class Cr and (u1)in, (u2)in,
(u1)end, (u2)end ∈ Hs(T,R), then u, f belong to C([0, T ], Hs(T,R)) ∩ C1([0, T ], Hs−2(T,R)) ∩
C2([0, T ], Hs−4(T,R)) and (1.50) holds with another constant Cs instead of C, where Cs > 0
depends on s, T, ω,G.
Similarly, Theorem 1.3 follows from the following theorem.
Theorem 1.6. Let T > 0. There exist positive universal constants r0, s0 such that, if G in (1.3) is
of class Cr0 in its arguments and satisfies (1.5), then there exists a positive constant δ∗ depending
on T,G with the following property. Let (u1)in, (u2)in ∈ Hs0(T,R) with
‖(u1)in‖s0 + ‖(u2)in‖s0 ≤ δ∗ .
Then the Cauchy problem 
∂tu1 +∇u2H(u1, u2) = 0
∂tu2 −∇u1H(u1, u2) = 0
u1(0, ·) = (u1)in
u2(0, ·) = (u2)in
(1.51)
has a unique solution (u1, u2) with
u1, u2 ∈ C([0, T ], Hs0(T,R)) ∩ C1([0, T ], Hs0−2(T,R)) ∩C2([0, T ], Hs0−4(T,R))
and
‖ui‖T,s0 + ‖∂tui‖T,s0−2 + ‖∂ttui‖T,s0−4 ≤ C(‖(u1)in‖s0 + ‖(u2)in‖s0) , i = 1, 2 (1.52)
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for some C > 0 depending on T,G.
Moreover the universal constant τ0 := r0−s0 > 0 has the following property. For all r ≥ r0, all
s ∈ [s0, r − τ0], if, in addition to the previous assumptions, G is of class Cr and (u1)in, (u2)in ∈
Hs(T,R), then u belongs to C([0, T ], Hs(T,R)) ∩ C1([0, T ], Hs−2(T,R)) ∩ C2([0, T ], Hs−4(T,R))
and (1.52) holds with another constant Cs instead of C, where Cs > 0 depends on s, T,G.
2 Reduction of the linearized operator
In view of the application of the Nash-Moser scheme, we will consider linear operators of the same
form as L = L(u1, u2) given in (1.29). The aim of this section is to conjugate such operators to
constant coefficients up to a bounded remainder, adapting the procedure described in [26, 27]. We
first fix some notation.
Let u1, u2 ∈ C0
(
[0, T ], Hs+4(T,R)
) ∩ C1([0, T ], Hs+2(T,R)) ∩ C2([0, T ], Hs(T,R)). We define
MT (s;u1, u2) := max
k=1,2
sup
t∈[0,T ]
(‖uk(t, ·)‖s+4 + ‖∂tuk(t, ·)‖s+2 + ‖∂ttuk(t, ·)‖s) . (2.1)
We recall the notation defined in (1.47): given a function v ∈ C([0, T ], Hs(T,R)), we denote
‖v‖T,s := supt∈[0,T ] ‖v(t, ·)‖Hsx . Also, if v = (v, v) ∈ C
(
[0, T ],Hs(T)
)
, we set
‖v‖T,s := ‖v‖T,s .
In the next Lemma we provide some estimates on the coefficients ai, bi, i = 0, 1, 2.
Lemma 2.1. Let r ≥ 6 be the regularity of G in (1.3). There exists δ > 0, depending on G, such
that, if MT (2;u1, u2) defined in (2.1) satisfies
MT (2;u1, u2) ≤ δ, (2.2)
then for every s ∈ [0, r − 6] one has
‖ai‖T,s , ‖∂tai‖T,s, ‖∂ttai‖T,s, ‖bi‖T,s , ‖∂tbi‖T,s, ‖∂ttbi‖T,s .s MT (s+ 2;u1, u2) .
Proof. The estimates follow from the explicit expressions given in (1.31), (1.24)-(1.26) and by the
composition Lemma 7.2.
We consider operators of the form
L := ∂tI2 + i(Σ +A2)∂xx + iA1∂x + iA0 , (2.3)
where
Σ =
(
1 0
0 −1
)
, Ak :=
(
ak bk
−bk −ak
)
, k = 0, 1, 2 . (2.4)
We assume that the time dependent vector field L(t) := iA2∂xx + iA1∂x + iA0 is Hamiltonian,
therefore equations (1.32) hold by Lemma 6.2. We assume that for S ∈ N large enough
a2, ∂ta2, ∂tta2, b2, ∂tb2, a1, ∂ta1, b1, ∂tb1, a0, b0 ∈ C
(
[0, T ], HS(T)
)
, (2.5)
and, for s ∈ [0, S], we set
NT (s) := sup
t∈[0,T ]
max{‖a2‖Hs , ‖∂ta2‖Hs , ‖∂tta2‖Hs , ‖a1‖Hs , ‖∂ta1‖Hs , ‖a0‖Hs}
+ sup
t∈[0,T ]
(
‖b2‖Hs , ‖∂tb2‖Hs , ‖b1‖Hs , ‖∂tb1‖Hs , ‖b0‖Hs
)
. (2.6)
In Sections 2, 3, we will consider constants σ, S, with 0 < σ < S, and η ∈ (0, 1), and assume that
NT (σ) ≤ η . (2.7)
The constant S will have the role of a large and fixed regularity index, σ will indicate the “loss of
regularity” in terms of the coefficients of the linearized operator, and η will be small enough.
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2.1 Symmetrization of L up to order zero
In this subsection we remove the off-diagonal terms from the order 2, namely we conjugate the
linear operator L in (2.3) to an operator L0 (see (2.13)-(2.14)) where the coefficient in front of ∂xx
is a diagonal 2 × 2 matrix. As a consequence of the Hamiltonian structure, the transformation
that achieves this cancellation also removes the off-diagonal terms from the order 1 (see equation
(2.17)). First we consider the 2× 2 matrix valued function
Σ +A2(t, x) =
(
1 + a2(t, x) b2
−b2 −1− a2(t, x)
)
(recall that a2 = a2 by Lemma 6.2). The eigenvalues of the above matrix are given by ±λ(t, x) ∈ R,
where
λ(t, x) :=
√
(1 + a2)2 − |b2|2 . (2.8)
Note that, by Sobolev embedding, (2.7) and because σ ≥ 1, one has
‖a2‖L∞ + ‖b2‖L∞ . ‖a2‖T,1 + ‖b2‖T,1 . η ,
so that (1+a2)
2−|b2|2 is close to 1 for η ∈ (0, 1) small enough. Then we consider the 2× 2 matrix
S = S(t, x) :=

1 + a2 + λ√
(1 + a2 + λ)2 − |b2|2
− b2√
(1 + a2 + λ)2 − |b2|2
− b2√
(1 + a2 + λ)2 − |b2|2
1 + a2 + λ√
(1 + a2 + λ)2 − |b2|2
 . (2.9)
The columns of the matrix S are the eigenvectors corresponding to the eigenvalues ±λ and
det(S(t, x)) = 1. Then the map
S(t) : h(x) 7→ S(t, x)h(x)
is symplectic. The above matrix is invertible and its inverse is given by
S−1 = S−1(t, x) :=

1 + a2 + λ√
(1 + a2 + λ)2 − |b2|2
b2√
(1 + a2 + λ)2 − |b2|2
b2√
(1 + a2 + λ)2 − |b2|2
1 + a2 + λ√
(1 + a2 + λ)2 − |b2|2
 (2.10)
and a direct calculation shows that
S = S∗ . (2.11)
We compute the conjugation S−1LS. Note that
S−1(Σ +A2)S =
(
λ 0
0 −λ
)
=
(
1 + a
(0)
2 0
0 −1− a(0)2
)
, a
(0)
2 := λ− 1 ∈ R (2.12)
and we get the linear operator
L0 := S−1LS = ∂tI2 + i(Σ +A(0)2 )∂xx + iA(0)1 ∂x + iA(0)0 , (2.13)
where
A
(0)
2 :=
(
a
(0)
2 0
0 −a(0)2
)
, (2.14)
A
(0)
1 :=
(
a
(0)
1 b
(0)
1
−b(0)1 −a(0)1
)
= 2S−1(Σ +A2)(∂xS) + S−1A1S , (2.15)
A
(0)
0 :=
(
a
(0)
0 b
(0)
0
−b(0)0 −a(0)0
)
= S−1(Σ +A2)(∂xxS) + S−1A1(∂xS) + S−1(∂tS) + S−1A0S . (2.16)
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Since the linear transformation S(t) : h(x) 7→ S(t, x)h(x) is symplectic, the time dependent linear
vector field L0(t) := i(Σ + A
(0)
2 )∂xx + iA
(0)
1 ∂x + iA
(0)
0 is still Hamiltonian. Then, by Lemma 6.2,
one has
b
(0)
1 = ∂xb
(0)
2 = 0 , (2.17)
hence
A
(0)
1 =
(
a
(0)
1 0
0 −a(0)1
)
= 2S−1(Σ +A2)(∂xS) + S−1A1S. (2.18)
Note that (2.17) can also be proved by a direct calculation.
Lemma 2.2. There exists η ∈ (0, 1) small enough, σ > 0 such that if NT (σ) ≤ η, then for any
0 ≤ s ≤ S − σ (where S is defined in (2.5))
‖S±1 − Id‖T,s .s NT (s+ σ) . (2.19)
As a consequence
‖(S±1 − Id)h‖T,s .s η‖h‖T,s +NT (s+ σ)‖h‖T,0 . (2.20)
Furthermore,
‖a(0)2 ‖T,s, ‖∂ta(0)2 ‖T,s, ‖∂tta(0)2 ‖T,s .s NT (s+ σ) , (2.21)
‖a(0)1 ‖T,s, ‖∂ta(0)1 ‖T,s , ‖a(0)0 ‖T,s, ‖b(0)0 ‖T,s .s NT (s+ σ) . (2.22)
Proof. Use definitions (2.9), (2.12), (2.15) and apply Lemmas 7.1, 7.2.
2.2 Change of the space variable
The aim of this subsection is to remove the x-dependence from the highest order term of the
operator L0 defined in (2.13) (namely, to conjugate L0 to an operator where the coefficient of ∂xx
does not depend on the space variable x). For this purpose, we consider t-dependent families of
diffeomorphisms of the torus T of the form
x 7→ x+ α(t, x) , α : [0, T ]× T→ R , |αx(t, x)| ≤ 1/2 .
The above diffeomorphism is invertible and its inverse is given by
y 7→ y + α˜(t, y) .
Then we define the linear operator A as
A := √1 + αx Aα , Aαh(t, x) := h(t, x+ α(t, x)) . (2.23)
Using the fact that
1
1 + αx(t, y + α˜(t, y))
= 1 + α˜y(t, y) (2.24)
one gets that the inverse of the operator A has the form
A−1 = A∗ =√1 + α˜y Aα˜ , Aα˜h(t, y) := A−1α h(t, y) = h(t, y + α˜(t, y)) . (2.25)
A direct calculation shows that AI2 is a symplectic map. The conjugation of the differential
operators ∂t, ∂x, ∂xx and of multiplication operators a = a(t, x) : h 7→ ah are given by
A−1∂tA = ∂t + (Aα˜αt)∂y +
(
Aα˜
αtx
2(1 + αx)
)
, A−1aA = (Aα˜a) (2.26)
A−1∂xA = [1 + (Aα˜αx)]∂y +
(
Aα˜
αxx
2(1 + αx)
)
(2.27)
A−1∂xxA = {Aα˜[(1 + αx)2]}∂yy + 2(Aα˜αxx)∂y +
(
Aα˜
2αxxx(1 + αx)− α2xx
4(1 + αx)2
)
. (2.28)
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Conjugating the operator L0 in (2.13) by means of the symplectic map AI2 we get the operator
L1 := A−1I2L0AI2 = ∂tI2 + iA(1)2 ∂yy + iA(1)1 ∂y + iA(1)0 , (2.29)
where, taking into account (2.17),
A
(1)
2 :=
(
a
(1)
2 0
0 −a(1)2
)
, A
(1)
1 :=
(
a
(1)
1 0
0 −a(1)1
)
, A
(1)
0 :=
(
a
(1)
0 b
(1)
0
−b(1)0 −a(1)0
)
and
a
(1)
2 := Aα˜[(1 + a
(0)
2 )(1 + αx)
2] , (2.30)
a
(1)
1 := Aα˜[2(1 + a
(0)
2 )αxx + a
(0)
1 (1 + αx)− iαt] , (2.31)
a
(1)
0 := Aα˜
{ (1 + a(0)2 )[2αxxx(1 + αx)− α2xx]
4(1 + αx)2
+
a
(0)
1 αxx − iαtx
2(1 + αx)
+ a
(0)
0
}
, (2.32)
b
(1)
0 := Aα˜b
(0)
0 . (2.33)
Our purpose is to find α : [0, T ]× T→ R and a function m2 : [0, T ]→ R so that
a
(1)
2 (t, y) = m2(t) , ∀(t, y) ∈ [0, T ]× T . (2.34)
Thus, we have to solve
(1 + a
(0)
2 )(1 + αx)
2 = m2 . (2.35)
Since a
(0)
2 is a real-valued function, the solutions are given by
m2 :=
( 1
2π
∫
T
dx
(1 + a
(0)
2 )
1
2
)−2
, α := ∂−1x
(
m
1
2
2 (1 + a
(0)
2 )
− 12 − 1
)
, (2.36)
where ∂−1x is the Fourier multiplier ∂
−1
x e
ijx = (1/ij)eijx for j ∈ Z, j 6= 0, and ∂−1x 1 = 0. Note that
m2 : [0, T ]→ R is a real-valued function. The operator L1 in (2.29) has then the form
L1 = ∂tI2 + im2Σ∂yy + iA(1)1 ∂y + iA(1)0 , (2.37)
where Σ is defined in (2.4).
Lemma 2.3. There exists η ∈ (0, 1) small enough and σ ∈ N large enough, such that if NT (σ) ≤ η
(see (2.6)), then, for any 0 ≤ s ≤ S − σ,
‖m2 − 1‖C2
T
. η , (2.38)
‖α‖T,s, ‖∂tα‖T,s, ‖∂ttα‖T,s, ‖α˜‖T,s, ‖∂tα˜‖T,s, ‖∂ttα˜‖T,s . NT (s+ σ) . (2.39)
The transformations A±1 map C([0, T ], Hs(T))→ C([0, T ], Hs(T)) and they satisfy the estimate
‖A±1h‖T,s .s ‖h‖T,s +NT (s+ σ)‖h‖T,0 , ∀h ∈ C([0, T ], Hs(T)) . (2.40)
The functions a
(1)
1 , a
(1)
0 , b
(1)
0 satisfy
‖a(1)1 ‖T,s, ‖∂ta(1)1 ‖T,s, ‖a(1)0 ‖T,s, ‖b(1)0 ‖T,s .s NT (s+ σ) . (2.41)
Proof. The Lemma follows by the explicit expressions of the coefficients, applying Lemmas 7.1,
7.5, 7.6.
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2.3 Reparametrization of time
In this subsection we remove also the dependence on time from the highest order (namely we
conjugate the operator L1 in (2.37) to an operator where the coefficient of ∂xx is a constant
matrix, independent of (t, x), see (2.49)). We consider a diffeomorphism of the time interval [0, T ],
β : [0, T ]→ [0, T ] , β(0) = 0 , β(T ) = T (2.42)
with inverse β−1. We define the operators B±1 induced by the diffeomorphisms β±1 as
Bh(t, x) := h(β(t), x) , B−1h(τ, x) := h(β−1(τ), x) . (2.43)
The following conjugation rules hold:
B−1aB = (B−1a) , B−1∂tB = (B−1β′)∂τ , B−1∂mx B = ∂mx , m ∈ N. (2.44)
Conjugating the operator L1 in (2.37), we get
B−1I2L1BI2 = (B−1β′)∂τ I2 + i(B−1m2)Σ∂xx + i(B−1I2A(1)1 )∂x + i(B−1I2A(1)0 ) . (2.45)
Our aim is to choose β so that the coefficients of ∂τ I2 and iΣ∂xx are proportional, namely we have
to look for a diffeomorphism β : [0, T ]→ [0, T ] and a constant µ ∈ R such that
β′(t) =
1
µ
m2(t) , ∀t ∈ [0, T ]. (2.46)
Then, integrating in time from 0 to T , by (2.42) we fix the value of µ and define β(t) as
µ :=
1
T
∫ T
0
m2(t) dt, β(t) :=
1
µ
∫ t
0
m2(s) ds . (2.47)
Defining
ρ(τ) := (B−1β′)(τ) = µ−1(B−1m2)(τ), τ ∈ [0, T ] , (2.48)
we get
B−1I2L1BI2 = ρL2 , L2 := ∂τ I2 + iµΣ∂yy + iA(2)1 ∂y + iA(2)0 , (2.49)
A
(2)
1 :=
(
a
(2)
1 0
0 −a(2)1
)
, A
(2)
0 :=
(
a
(2)
0 b
(2)
0
−b(2)0 −a(2)0
)
, (2.50)
a
(2)
1 := ρ
−1(B−1a(1)1 ) , a(2)0 := ρ−1(B−1a(1)0 ) , b(2)0 := ρ−1(B−1b(1)0 ) . (2.51)
Note that the vector field L2(t) := iµΣ∂yy+iA
(2)
1 ∂y+iA
(2)
0 is still Hamiltonian, since reparametriza-
tions of time preserve the Hamiltonian structure. We also remark that, changing the time variable
in the integral, one has∫ T
0
〈Bu(t),v(t)〉L2 dt =
∫ T
0
〈u(τ), ρ−1(τ)B−1v(τ)〉L2 dτ ∀u,v ∈ L2, (2.52)
namely the transpose of B with respect to the time-space scalar product ∫ T
0
〈·, , ·〉L2 dt is
B∗ = ρ−1B−1. (2.53)
Lemma 2.4. There exists η ∈ (0, 1) small enough, σ ∈ N large enough such that if NT (σ) ≤ η,
then for any 0 ≤ s ≤ S − σ, the following holds:
|µ− 1| , ‖β±1 − 1‖C3
T
. η (2.54)
‖B±1h‖T,s . ‖h‖T,s ∀h ∈ C([0, T ], Hs(T)) (2.55)
‖ρ±1 − 1‖C1
T
. η (2.56)
‖a(2)1 ‖T,s, ‖∂ta(2)1 ‖T,s, ‖a(2)0 ‖T,s, ‖b(2)0 ‖T,s . NT (s+ σ) . (2.57)
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Proof. Estimate (2.54) for µ and β±1 follows from definitions (2.47) and estimate (2.38) for m2.
Estimate (2.55) for B±1 follows directly from definition (2.43), computing the norm ‖ · ‖T,s. Esti-
mates (2.56), (2.57) for ρ±1 follow by the explicit expressions (2.48), (2.50), applying Lemma 7.1
and estimates (2.38), (2.54), (2.55), (2.41), (2.55), (2.56).
2.4 Translation of the space variable
In this subsection we remove the space average from the order 1 coefficient a
(2)
1 (namely we conju-
gate the operator L2 in (2.49) to an operator where the coefficient in front of ∂x is a 2× 2 diagonal
matrix whose entries are functions with zero space average, see (2.66), (2.61)). We consider the
change of the space variable z = y + p(τ), where p : [0, T ]→ R, and define the operators
T h(τ, y) := h(τ, y + p(τ)) , T −1h(τ, z) = T ∗h(τ, z) = h(τ, z − p(τ)) . (2.58)
A direct calculation shows that T is symplectic. Moreover, one has
T −1∂τT = ∂τ + p′∂z , T −1aT = (T −1a) , T −1∂my T = ∂mz , m ∈ N . (2.59)
Then
L3 := T −1I2L2T I2 = ∂τ I2 + iµΣ∂zz + iA(3)1 ∂z + iA(3)0 (2.60)
with
A
(3)
1 :=
(
a
(3)
1 0
0 −a(3)1
)
, A
(3)
0 :=
(
a
(3)
0 b
(3)
0
−b(3)0 −a(3)0
)
, (2.61)
a
(3)
1 := −ip′ + (T −1a(2)1 ) , a(3)0 := (T −1a(2)0 ) , b(3)0 := (T −1b(2)0 ) . (2.62)
Our aim is to choose the function p so that∫
T
a
(3)
1 (τ, z) dz = 0 , ∀τ ∈ [0, T ] . (2.63)
Performing the change of variable y = z − p(τ), the above equation becomes (multiplying by i)
2πp′(τ) + i
∫
T
a
(2)
1 (τ, y) dy = 0 . (2.64)
By Lemma 6.2, we have that a
(2)
1 = 2(∂xµ) − a(2)1 = −a(2)1 (recall that µ is a constant), implying
that a
(2)
1 : [0, T ]× T→ iR, and then ia(2)1 : [0, T ]× T→ R. Hence we can solve equation (2.64) by
setting
p(τ) := − 1
2π
∫ τ
0
∫
T
ia
(2)
1 (ζ, y) dy dζ , τ ∈ [0, T ] (2.65)
and we get that p : [0, T ]→ R is a real-valued function. Renaming the variables τ = t, z = x we
have
L3 = ∂tI2 + iµΣ∂xx + iA(3)1 ∂x + iA(3)0 ,
∫
T
a
(3)
1 (t, x) dx = 0 , ∀t ∈ [0, T ] . (2.66)
Lemma 2.5. There exists η ∈ (0, 1) small enough and σ ∈ N large enough such that if NT (σ) ≤ η,
then for any 0 ≤ s ≤ S − σ, the following estimates hold:
‖p‖C2
T
. η . (2.67)
(2.68)
The transformations T ±1 map C([0, T ], Hs(T))→ C([0, T ], Hs(T)) and they satisfy
‖T ±1h‖T,s . ‖h‖T,s ∀h ∈ C([0, T ], Hs(T)), ∀s ≥ 0 . (2.69)
Furthermore
‖a(3)1 ‖T,s, ‖∂ta(3)1 ‖T,s, ‖a(3)0 ‖T,s, ‖b(3)0 ‖T,s .s NT (s+ σ) . (2.70)
Proof. The lemma follows from definitions (2.58), (2.62), (2.65), applying Lemmas 7.1, 7.5, 7.6
and using estimates (2.57).
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2.5 Elimination of order one
In this last subsection, we remove completely the order 1 (namely we conjugate the operator L3 in
(2.66) to an operator where the term ∂x is not present). We consider the multiplication operator
by the matrix valued function
M :=
(
v 0
0 v
)
, v : [0, T ]× T→ C , (2.71)
where v is a function sufficiently close to 1, to be determined. The inverse M−1 and the adjoint
M∗ are
M−1 =
(
v−1 0
0 v−1
)
, M∗ =
(
v 0
0 v
)
(2.72)
We compute
L4 :=M−1L3M = ∂tI2 + iµΣ∂xx + iA(4)1 ∂x + iA(4)0 (2.73)
with
A
(4)
1 :=
(
a
(4)
1 0
0 −a(4)1
)
, A
(4)
0 :=
(
a
(4)
0 b
(4)
0
−b(4)0 −a(4)0
)
, (2.74)
a
(4)
1 := a
(3)
1 + 2µv
−1vx , a
(4)
0 := a
(3)
0 + v
−1(µvxx + a
(3)
1 vx − ivt) , b(4)0 := b(3)0 . (2.75)
To remove the first order term we need to solve the equation
a
(3)
1 + 2µv
−1vx = 0 . (2.76)
We look for solutions of the form v = exp(q) and we get a
(3)
1 + 2µqx = 0, which, recalling (2.63),
has the solution q = −(2µ)−1∂−1x a(3)1 . Hence we set
v := exp
(
− ∂
−1
x a
(3)
1
2µ
)
, (2.77)
which solves (2.76) and gives
L4 = ∂tI2 + iµΣ∂xx +R , R := iA(4)0 . (2.78)
We remark that, by the Hamiltonian structure, a
(3)
1 = −a(3)1 , therefore
v = exp
(
− ∂
−1
x a
(3)
1
2µ
)
= exp
(
− ∂
−1
x a
(3)
1
2µ
)
= exp
(∂−1x a(3)1
2µ
)
= v−1 .
Recalling (2.72) one gets
M−1 =M∗ . (2.79)
Lemma 2.6. There exist η ∈ (0, 1) small enough, σ ∈ N large enough such that, if NT (σ) ≤ η,
for any 0 ≤ s ≤ S − σ, the function v defined in (2.77) satisfies the estimate
‖v±1 − 1‖T,s, ‖∂tv±1‖T,s .s NT (s+ σ) . (2.80)
As a consequence, the transformations M±1 satisfy
‖M±1h‖T,s .s
(
‖h‖T,s +NT (s+ σ)‖h‖T,0
)
, ∀h = (h, h) ∈ C([0, T ],Hsx) . (2.81)
The multiplication operator
R =
(
ia
(4)
0 ib
(4)
0
−ib(4)0 −ia(4)0
)
:=
(
r1 r2
r1 r2
)
(2.82)
satisfies
‖r1‖T,s, ‖r2‖T,s .s NT (s+ σ) . (2.83)
Proof. The lemma follows by recalling definitions (2.71), (2.72), (2.77), (2.78), applying Lemma
7.1 and estimates (2.54), (2.70).
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3 Observability
In this section we prove the observability for linear operators L of the form (2.3). The proof is
split in several lemmas.
Lemma 3.1 (Ingham). Let T > 0. Then there exists a constant C1(T ) > 0 such that for any
µ ≥ 12 and for any w = (wj)j∈N ∈ ℓ2(N,C), one has∫ T
0
∣∣∣∑
j∈N
wje
iµj2t
∣∣∣2 dt ≥ C1(T )∑
j∈N
|wj |2 .
Proof. This result is classical. For a proof, see for instance Theorem 4.3 in Section 4.1 of [37]. To
prove that the constant C1(T ) does not depend on µ ∈ [ 12 ,+∞) it is enough to follow the proof in
[37] and use the lower bound |µj2−µk2| ≥ 12 for all pairs of distinct nonnegative integers j 6= k.
Lemma 3.2 (Observability for ∂t + iµ∂xx). Let T > 0 and ω ⊂ T be a non-empty open set. Then
there exists a constant C2 := C2(T, ω) > 0 such that for any µ ≥ 12 , the following holds: for any
uT ∈ L2(T) the solution u of the backward Cauchy problem
∂tu+ iµ∂xxu = 0 , u(T, ·) = uT (·) (3.1)
satisfies the estimate ∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C2‖uT‖20 .
Proof. The proof of this result is standard. For instance, it can be deduced by adapting the proof
of Proposition 6.5 in [6] to the present, simpler case. We give here the proof for completeness.
We fix an open interval ω0 = (a, b) ⊂ ω. We choose b − a smaller than a suitable universal
constant, so that∣∣∣∣ sin(n(b− a))n
∣∣∣∣ = (b− a) ∣∣∣∣ sin(n(b− a))n(b− a)
∣∣∣∣ ≤ (b − a) sin(b− a)b− a = sin(b− a) ∀n ≥ 1. (3.2)
Let uT =
∑
n∈Zwne
inx, so that ‖uT‖2L2x =
∑
n∈Z |wn|2. We compute
u(t, x) =
∑
n∈Z
wne
inxeiµn
2(t−T ) =
∑
n∈N
zn(x)e
iµn2t
where
zn(x) :=
{
e−iµn
2T (wne
inx + w−ne−inx) for n ≥ 1,
w0 for n = 0.
By Lemma 3.1 we get ∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C1(T )
∑
n∈N
∫
ω0
|zn(x)|2 dx.
It remains to prove that ∑
n∈N
∫
ω0
|zn(x)|2 dx ≥ C(ω0)
∑
n∈Z
|wn|2 (3.3)
for some constant C(ω0) depending only on ω0. We have∫
ω0
|z0(x)|2 dx = (b− a)|w0|2. (3.4)
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For n ≥ 1, we compute∫
ω0
|zn(x)|2 dx =
∫
ω0
(|wn|2 + |w−n|2 + wnw¯−ne2inx + w¯nw−ne−2inx)dx
≥ (b − a){|wn|2 + |w−n|2} − |wn||w−n|
(∣∣∣∣∫
ω0
e2inx dx
∣∣∣∣+ ∣∣∣∣∫
ω0
e−2inx dx
∣∣∣∣)
= (b − a){|wn|2 + |w−n|2} − 2|wn||w−n|
∣∣∣∣sin(n(b − a))n
∣∣∣∣
≥
{
b− a−
∣∣∣∣ sin(n(b− a))n
∣∣∣∣} (|wn|2 + |w−n|2).
Finally, we use (3.2) and we deduce∫
ω0
|zn(x)|2 dx ≥
{
b− a− sin(b − a)}(|wn|2 + |w−n|2). (3.5)
Note that b − a − sin(b − a) > 0 is a constant depending only on ω0. Summing (3.5) over n ∈ N
and adding (3.4), we get (3.3), which concludes the proof.
Lemma 3.3 (Observability for L4 = ∂tI2 + iµΣ∂xx +R). Let T > 0, ω ⊂ T be a non-empty open
set and L4 the operator defined in (2.73). Then there exist η ∈ (0, 1) small enough and σ ∈ N
large enough such that if NT (σ) ≤ η then the following holds: let uT ∈ L2(T) and let u(t, x) be the
solution of the backward Cauchy problem
∂tu+ iµΣ∂xxu+Ru = 0 , u(T, ·) = uT . (3.6)
Then there exists a constant C3 := C3(T, ω) > 0 (independent of uT ) such that∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C3‖uT ‖20 .
Proof. Let u1 be the solution of
∂tu1 + iµΣ∂xxu1 = 0 , u1(T, ·) = uT .
If u1 = (u1, u1) and uT = (uT , uT ), then u1 solves (3.1). Therefore∫ T
0
∫
ω
|u1(t, x)|2 dx dt ≥ C2‖uT ‖20 and ‖u1‖T,0 = ‖uT ‖0 . (3.7)
Then the function u2 := u− u1 solves the Cauchy problem
∂tu2 + iµΣ∂xxu2 +Ru2 = −Ru1 , u2(T, ·) = 0 .
By Lemma 8.2, (2.83), (3.7), since NT (σ) ≤ η,
‖u2‖T,0 . ‖Ru1‖T,0 . NT (σ)‖uT ‖0 . η‖uT ‖0 . (3.8)
Therefore, using the elementary inequality (a+ b)2 ≥ 12a2 − b2,∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ 1
2
∫ T
0
∫
ω
|u1(t, x)|2 dx dt−
∫ T
0
∫
ω
|u2(t, x)|2 dx dt
(3.7)
≥ C2
2
‖uT ‖20 −
∫ T
0
∫
T
|u2(t, x)|2 dx dt
≥ C2
2
‖uT‖20 − T ‖u2‖2T,0
(3.8)
≥ C2
2
‖uT ‖20 − Tη2‖uT ‖20 ≥
C2
4
‖uT ‖20
by taking η ∈ (0, 1) small enough, then the claimed inequality holds by taking C3 := C2/4.
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Lemma 3.4 (Observability for L3 = ∂tI2 + iµΣ∂xx + iA(3)1 ∂x + iA(3)0 ). Let T > 0, ω ⊂ T be a
non-empty open set and L3 be the operator defined in (2.66). Then there exist η ∈ (0, 1) small
enough and σ ∈ N large enough such that if NT (σ) ≤ η then the following holds: let uT ∈ L2(T)
and u(t, x) be the solution of the backward Cauchy problem
∂tu+ iµΣ∂xxu+ iA
(3)
1 (t, x)∂xu+ iA
(3)
0 (t, x)u = 0 , u(T, ·) = uT . (3.9)
Then there exists a constant C4 := C4(T, ω) > 0 (independent of uT ) such that∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C4‖uT ‖20 .
Proof. Lemma 8.3 guarantees that if uT ∈ L2(T), then the Cauchy problem (3.9) admits a unique
solution u ∈ C([0, T ],L2(T)). In Section 2.5, we have proved that the operator L3 in (2.66) is
conjugated to the operator L4 in (2.73) by using the operator M defined in (2.71). Therefore u
solves the Cauchy problem
L3u = 0 , u(T, ·) = uT
if and only if u˜(t, ·) :=M−1(t)u(t, ·) solves the Cauchy problem
L4u˜ = 0 , u˜(T, ·) =M−1(T )uT .
By Lemma 3.3 we get the inequality for u˜∫ T
0
∫
ω
|u˜(t, x)|2 dx dt ≥ C3‖u˜T‖20 . (3.10)
By estimate (2.80) of Lemma 2.6, using that C([0, T ]× T) is embedded into C([0, T ], H1(T)) one
has that, for some σ ∈ N large enough, the function v(t, x), defined in (2.77) and determining the
operator M, satisfies
‖v±1 − 1‖L∞
T
L∞x
. NT (σ) . η .
Hence, for any function h = (h, h) : [0, T ]× T → C2, for η small enough, we get for any (t, x) ∈
[0, T ]× T
|M−1(t)h(t, x)| ≤ (1 + ‖v−1 − 1‖L∞
T
L∞x
)|h(t, x)| ≤ (1 + Cη)|h(t, x)| ≤ 2|h(t, x)| , (3.11)
|M−1(t)h(t, x)| ≥ |h(t, x)| − ‖v−1 − 1‖L∞
T
L∞x
|h(t, x)| ≥ (1− Cη)|h(t, x)| ≥ 1
2
|h(t, x)| . (3.12)
Using that u˜(t, x) =M−1(t)u(t, x), the two inequalities above imply∫ T
0
∫
ω
|u˜(t, x)|2 dx dt ≤ 4
∫ T
0
∫
ω
|u(t, x)|2 dx dt , ‖u˜T ‖20 ≥
1
4
‖uT ‖20 ,
and then the claimed inequality follows by (3.10) and by setting C4 := C3/16.
Lemma 3.5 (Observability for L2 = ∂tI2 + iµΣ∂xx + iA(2)1 ∂x + iA(2)0 ). Let T > 0, let ω ⊂ T be
a non-empty open set and L2 be the operator defined in (2.49). Then there exist η ∈ (0, 1) small
enough and σ ∈ N large enough such that if NT (σ) ≤ η then the following holds: let uT ∈ L2(T)
and u(t, x) be the solution of the backward Cauchy problem
∂tu+ iµΣ∂xxu+ iA
(2)
1 (t, x)∂xu+ iA
(2)
0 (t, x)u = 0 , u(T, ·) = uT . (3.13)
Then there exists a constant C5 := C5(T, ω) > 0 (independent of uT ) such that∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C5‖uT ‖20 .
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Proof. Lemma 8.4 guarantees that if uT ∈ L2(T) then there exists a unique solution u ∈ C([0, T ],
L2(T)) of the Cauchy problem (3.13). In Section 2.4, we have proved that the transformation T
defined in (2.58) conjugates the operator P4 defined in (2.49) to the operator P5 given in (2.66),
hence u solves the Cauchy problem
L2u = 0 , u(T, ·) = uT
if and only if u˜(t, x) := T −1(t)u(t, x) solves the Cauchy problem
L3u˜ = 0 , u˜(T, ·) = T −1(T )uT .
Then by Lemma 3.4, applied to a time interval ω1 := (α1, β1) ⊂ ω, the function u˜ satisfies the
property ∫ T
0
∫
ω1
|u˜(t, x)|2 dx dt ≥ C4(T, ω1)‖u˜T ‖20 . (3.14)
Performing the change of variables y = x − p(T ) (where p(t), defined in (2.65), is the function
determining the operator T ), one has
‖u˜T ‖20 =
∫
T
|uT (x− p(T ))|2 dx =
∫
T
|uT (y)|2 dy = ‖uT ‖20 . (3.15)
By the change of variables y = x− p(t),∫ T
0
∫
ω1
|u˜(t, x)|2 dx dt =
∫ T
0
∫
ω1
|u(t, x− p(t))|2 dx dt =
∫ T
0
∫ β1−p(t)
α1−p(t)
|u(t, y)|2 dy dt . (3.16)
By estimate (2.67), for all t ∈ [0, T ], [α1 − p(t), β1 − p(t)] ⊆ [α1 − Cη, β1 + Cη] ⊂ ω if η is small
enough. Therefore, by (3.16),∫ T
0
∫
ω1
|u˜(t, x)|2 dx dt ≤
∫ T
0
∫
ω
|u(t, x)|2 dx dt . (3.17)
The claimed inequality follows by (3.14), (3.15), (3.17), with C5 := C4(T, ω1).
Lemma 3.6 (Observability for L1 = ∂tI2 + im2Σ∂yy + iA(1)1 ∂y + iA(1)0 ). Let T > 0, ω ⊂ T be a
non-empty open set and L1 be the operator defined in (2.37). Then there exist η ∈ (0, 1) small
enough and σ ∈ N large enough such that if NT (σ) ≤ η then the following holds: let uT ∈ L2(T)
and u(t, x) be the solution of the backward Cauchy problem
∂tu+ im2(t)Σ∂xxu+ iA
(1)
1 (t, x)∂xu+ iA
(1)
0 (t, x)u = 0 , u(T, ·) = uT (·) . (3.18)
Then there exists a constant C6 := C6(T, ω) > 0 (independent of uT ) such that∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C6‖uT ‖20 .
Proof. Lemma 8.5 guarantees that if uT ∈ L2(T) then there exists a unique solution u ∈ C([0, T ],
L2(T)) of the Cauchy problem (3.18). In Section 2.3, we have proved that the transformation
B defined in (2.43) conjugates the operator L1 defined in (2.37) to the operator ρL2 where the
function ρ is defined by (2.48) and the operator L2 is given in (2.49). Hence u solves the Cauchy
problem
L1u = 0 , u(T, ·) = uT
if and only if u˜(t, x) := B−1u(t, x) solves
L2u˜ = 0 , u˜(T, ·) = uT
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(we use that B−1uT = uT since B acts only in time). Then, by Lemma 3.5, the function u˜ satisfies∫ T
0
∫
ω
|u˜(t, x)|2 dx dt ≥ C5‖uT‖20 . (3.19)
Performing the change of the time variable τ = β−1(t) (recall (2.42)), we get for η small enough∫ T
0
∫
ω
|u˜(t, x)|2 dx dt =
∫ T
0
∫
ω
|u(β−1(t), x)|2 dx dt =
∫ T
0
∫
ω
|u(τ, x)|2β′(τ) dx dτ
(2.54)
≤ (1 + Cη)
∫ T
0
∫
ω
|u(τ, x)|2 dx dτ ≤ 2
∫ T
0
∫
ω
|u(τ, x)|2 dx dτ . (3.20)
The claimed inequality follows by (3.19), (3.20) and setting C6 := C5/2.
Lemma 3.7 (Observability for L0 = ∂tI2+i(Σ+A(0)2 )∂xx+iA(0)1 ∂x+iA(0)0 ). Let T > 0, let ω ⊂ T
be a non-empty open set and L0 be the operator defined in (2.13). Then there exist η ∈ (0, 1) small
enough and σ ∈ N large enough such that if NT (σ) ≤ η then the following holds: let uT ∈ L2(T)
and u(t, x) be the solution of the backward Cauchy problem
∂tu+ i(Σ +A
(0)
2 )∂xxu+ iA
(0)
1 ∂xu+ iA
(0)
0 u = 0 , u(T, ·) = uT . (3.21)
Then there exists a constant C7 := C7(T, ω) > 0 (independent of uT ) such that∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C7‖uT ‖20 .
Proof. Lemma 8.6 guarantees that if uT ∈ L2(T) then there exists a unique solution u ∈ C([0, T ],
L2(T)) of the Cauchy problem (3.21). In Section 2.2, we have proved that the transformation A
defined in (2.23) conjugates the operator L0 defined in (2.13) to the operator L1 defined in (2.37).
Hence u solves the Cauchy problem
L0u = 0 , u(T, ·) = uT
if and only if u˜(t, x) := A−1u(t, x) solves L1u˜ = 0, u˜(T, ·) = A−1(T )uT . Applying Lemma 3.6 to
the time interval ω1 := (α1, β1) ⊂ ω one gets∫ T
0
∫
ω1
|u˜(t, x)|2 dx dt ≥ C6(T, ω1)‖u˜T ‖20 . (3.22)
Recalling (2.24), (2.25) and performing the change of variable x = y + α˜(T, y), one has
‖u˜T ‖20 =
∫
T
(1 + α˜y(T, y))|uT (y + α˜(T, y))|2 dy
=
∫
T
(
1 + α˜y(T, x+ α(T, x))
)(
1 + αx(T, x)
)
|uT (x)|2 dx =
∫
T
|uT (x)|2 dx = ‖uT ‖20 . (3.23)
By (2.39) (applied with s0 ≥ 1), and using the standard Sobolev embedding, we get that for some
σ ∈ N large enough
‖α˜‖L∞
T
L∞x
. NT (σ) . η.
Hence, for some constant C > 0,{
(t, y + α˜(t, y)) : t ∈ [0, T ] , y ∈ ω1
} ⊂ [0, T ]× [α1 − Cη, β1 + Cη] ⊂ [0, T ]× ω
for η ∈ (0, 1) small enough. Then, using the change of variables x = y + α˜(t, y) and (2.24),∫ T
0
∫
ω1
|u˜(t, y)|2 dy dt =
∫ T
0
∫
ω1
(1 + α˜y(t, y))|u(t, y + α˜(t, y))|2 dy dt
≤
∫ T
0
∫
ω
|u(t, x)|2 dx dt . (3.24)
The claimed inequality follows by (3.22), (3.23), (3.24) by choosing C7 := C6(T, ω1).
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Lemma 3.8 (Observability for L = ∂tI2 + i(Σ +A2)∂xx + iA1∂x + iA0). Let T > 0, let ω ⊂ T be
a non-empty open set and let L be the operator defined in (2.3). Then there exist η ∈ (0, 1) small
enough and σ ∈ N large enough such that if NT (σ) ≤ η then the following holds: let uT ∈ L2(T)
and u(t, x) be the solution of the backward Cauchy problem
∂tu+ i(Σ +A2)∂xxu+ iA1∂xu+ iA0u = 0 , u(T, ·) = uT (·) . (3.25)
Then there exists a constant C8 := C8(T, ω) > 0 (independent of uT ) such that∫ T
0
∫
ω
|u(t, x)|2 dx dt ≥ C8‖uT ‖20 .
Proof. Lemma 8.7 guarantees that if uT ∈ L2(T) then there exists a unique solution u ∈ C([0, T ],
L2(T)) of the Cauchy problem (3.25). In Section 2.1 we have proved that the transformation S
defined in (2.10) conjugates the operator L defined in (2.3) to the operator L0 defined in (2.13).
Hence u solves the Cauchy problem
Lu = 0 , u(T, ·) = uT
if and only if u˜(t, x) := S−1(t)u(t, x) solves L0u˜ = 0, u˜(T, ·) = S−1(T )uT . By Lemma 3.7,∫ T
0
∫
ω
|u˜(t, x)|2 dx dt ≥ C7‖u˜T‖20 . (3.26)
Applying (2.19) and the ansatz (2.7), together with Sobolev embeddings, there exists σ ∈ N large
enough such that
‖S±1 − I2‖L∞ . NT (σ) ≤ Cη , ‖S±1‖L∞ ≤ 2 (3.27)
for η ∈ (0, 1) small enough. Therefore, recalling (2.25) and performing the change of variable
x = y + α˜(T, y), provided that η is small enough, one has
‖u˜T ‖20 =
∫
T
|S−1(T, x)uT (x)|2 dx
(3.27)
≥ (1− C2η2)
∫
T
|uT (x)|2 dx ≥ 1
2
‖uT ‖20 . (3.28)
Moreover, using again (3.27),∫ T
0
∫
ω
|u˜(t, y)|2 dy dt =
∫ T
0
∫
ω
|S−1(t, x)u(t, x)|2 dy dt ≤ 2
∫ T
0
∫
ω
|u(t, x)|2 dx dt . (3.29)
The claimed inequality follows by (3.26), (3.28), (3.29) and taking C8 := C7/4.
4 Controllability
In this Section we prove the controllability of linear operators L of the form (2.3), namely
L = ∂tI2 + i(Σ +A2)∂xx + iA1∂x + iA0
where the vector field L(t) = −i((Σ +A2)∂xx +A1∂x +A0) is Hamiltonian and A2, A1, A0 satisfy
hypotheses (2.4)-(2.7). We define the operator L∗ as
L∗ := −∂tI2 − i(Σ + [A2]∗)∂xx − iA˜1∂x − iA˜0 , (4.1)
where
A˜1 := 2∂x[A2]
∗ − [A1]∗ , A˜0 := ∂xx[A2]∗ + ∂x[A1]∗ . (4.2)
21
We point out that by Lemma 6.3, the time-dependent vector field L∗2(t) := −i[A2]∗∂xx−iA˜1∂x−iA˜0
is still a Hamiltonian operator. Note that
max{‖A˜1‖T,s0−1, ‖∂tA˜1‖T,s0−1, ‖A˜0‖T,s0−2} . NT (s0) ,
so that the operator L∗ satisfies the same hyphotheses as L and the reduction procedure of Section
2 can be applied also to L∗.
Lemma 4.1. Let T > 0, let ω ⊂ T be an open set. Let L∗ be the operator defined by (4.1). There
exists η ∈ (0, 1) small enough and σ ∈ N large enough such that, if NT (σ) ≤ η, then for any
hin,hend ∈ L2(T), q ∈ C([0, T ],L2(T)) there exists a unique function f ∈ C([0, T ],L2(T)) that
solves L∗f = 0 such that the only solution h ∈ C([0, T ],L2(T)) of the Cauchy problem{
Lh = χωf + q
h(0, ·) = hin
(4.3)
satisfies h(T, ·) = hend. Furthermore
‖f‖T,0 . ‖hin‖0 + ‖hend‖0 + ‖q‖T,0 .
Proof. (Existence). For any f1,g1 ∈ L2(T), applying Lemma 8.7, we consider the unique solutions
f ,g ∈ C([0, T ],L2(T)) of the Cauchy problems{
L∗f = 0
f(T, ·) = f1 ,
{
L∗g = 0
g(T, ·) = g1
(4.4)
and we define the bilinear form
B(f1,g1) :=
∫ T
0
〈χωf ,g〉L2dt
and the linear form
Λ(g1) := 〈hend,g(T, ·)〉L2 − 〈hin,g(0, ·)〉L2 −
∫ T
0
〈q(t, ·),g(t, ·)〉L2 dt ,
where the real scalar product 〈·, ·〉L2 is defined in (1.38). By (4.4) and Lemma 8.7 we have
|B(f1,g1)| . ‖f1‖0‖g1‖0 , |Λ(g1)| . (‖hin‖0 + ‖hend‖0 + ‖q‖T,0)‖g1‖0 .
By Lemma 3.8, the bilinear form B is coercive and therefore, by Riesz representation theorem (or
Lax-Milgram lemma), there exists a unique f1 ∈ L2(T) such that
B(f1,g1) = Λ(g1) ∀g1 ∈ L2(T), (4.5)
satisfying ‖f1‖0 . ‖Λ‖L(L2,C) . ‖hin‖0+‖hend‖0+‖q‖T,0. Now let f1 be the only solution of (4.5)
and let h be the solution of the Cauchy problem (4.3) (whose existence follows by Lemma 8.7).
We have
0 = B(f1,g1)− Λ(g1)
=
∫ T
0
〈χωf ,g〉L2dt− 〈hend,g(T, ·)〉L2 + 〈hin,g(0, ·)〉L2 +
∫ T
0
〈q(t, ·),g(t, ·)〉L2 dt
(4.3)
=
∫ T
0
〈Lh,g〉L2 dt− 〈hend,g(T, ·)〉L2 + 〈hin,g(0, ·)〉L2
=
∫ T
0
〈u,L∗g〉L2 dt+ 〈h(T, ·),g(T, ·)〉L2 − 〈h(0, ·),g(0, ·)〉L2 − 〈hend,g(T, ·)〉L2 + 〈hin,g(0, ·)〉L2
(4.4)
= 〈h(T, ·)− hend,g1〉L2 .
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Then for any g1 ∈ L2(T) we have that 〈h(T, ·)−hend,g1〉L2 = 0, implying that h(T, ·) = hend and
then the lemma follows.
(Uniqueness). Assume that f˜ ∈ C([0, T ],L2(T)) satisfies L∗f˜ = 0, and that the solution h of
the Cauchy problem Lh = χω f˜ + q, h(0, ·) = hin satisfies h(T, ·) = hend. Setting f˜1 := f˜ (T, ·) and
arguing as above, one sees that B(f˜1,g1) = Λ(g1) for all g1 ∈ L2(T), and then, by uniqueness of
the solution f1 of (4.5), we deduce f˜1 = f1.
Lemma 4.2 (Higher regularity). Assume the hypotheses of Lemma 4.1, and NT (σ + 2) ≤ 1. Let
s ∈ [0, S−σ−1], and assume that NT (s+1+σ) <∞. If hin,hend ∈ Hs(T), q ∈ C([0, T ],Hs(T)),
then h, f ∈ C([0, T ],Hs(T)) and
‖f‖T,s, ‖h‖T,s .s ‖φ‖T,s +NT (s+ σ)‖φ‖T,0 , φ := (q,hin,hend) .
Furthermore, if hin,hend ∈ Hs+4(T), q ∈ C
(
[0, T ],Hs+4(T)
) ∩ C1([0, T ],Hs(T)), then
h, f ∈ C([0, T ],Hs+4(T)) ∩ C1([0, T ],Hs+2(T)) ∩ C2([0, T ],Hs(T)) ,
and
‖h, f‖T,s+4, ‖∂th, ∂tf‖T,s+2, ‖∂tth, ∂ttf‖T,s .s ‖φ‖T,s+4 + ‖∂tq‖T,s +NT (s+ σ)‖φ‖T,4 . (4.6)
Proof. Assume that h, f ∈ C([0, T ],L2(T)) are the solutions of
Lh = χωf + q
h(0, ·) = hin
h(T, ·) = hend ,
L∗f = 0 . (4.7)
By the results of Section 2, one has that
L = ΦL4Ψ, Φ := S(AI2)(BI2)ρ(T I2)M, Ψ :=M−1(T −1I2)(B−1I2)(A−1I2)S−1, (4.8)
with L4 = ∂tI2 + iµΣ∂xx + R, and R ∈ C([0, T ],Hs(T)) is the multilplication operator given by
(2.82). We define the adjoint operator
L∗4 := −∂t − iµΣ∂xx +R∗ ,
where R∗ is the adjoint of the multiplication operator R with respect to the scalar product 〈·, ·〉L2 ,
namely, recalling (2.82),
R∗ =
(
r1 r2
r2 r1
)
. (4.9)
Now we define
h˜ := Ψh h˜in := Ψ|t=0 hin h˜end := Ψ|t=T hend (4.10)
q˜ := Φ−1q f˜ := Φ∗f K := Φ−1χω(Φ∗)−1, (4.11)
where Φ∗ is the adjoint of Φ with respect to the time-space scalar product 〈·, ·〉(t,x) :=
∫ T
0 〈·, ·〉L2 dt.
We call “time-space adjoint” the adjoint of an operator with respect to 〈·, ·〉(t,x). By (2.11), (2.25),
(2.58), (2.79), the adjoint operators (with respect to the L2 scalar product) of S,A, T ,M are
S∗ = S, A∗ = A−1, T ∗ = T −1, M∗ =M−1 (4.12)
at each fixed t ∈ [0, T ], and therefore, integrating over [0, T ], the equalities in (4.12) also hold
for the time-space adjoint operators S∗,A∗, T∗,M∗. The time-space adjoint of B satisfies B∗ =
ρ−1B−1 (see (2.53)), and therefore, from the definitions of Φ,Ψ in (4.8), we calculate Φ∗ =
M−1(T −1I2)(B−1I2)(A−1I2)S. We also calculate
K =M−1(T −1I2)ρ−1(B−1I2)(A−1I2)S−1χωS(AI2)(BI2)(T I2)M .
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Since [S, χωI2] = 0 and [M, kI2] = 0 for all real-valued functions k(t, x), using the conjugation rules
(2.26), (2.44), (2.59), and recalling also (2.23)-(2.25), one can easily see that K is the multiplication
operator
K = k(t, x)I2, k(t, x) := (T −1ρ−1)(t) (T −1B−1A−1α χω)(t, x). (4.13)
By the estimates of Section 2, we get
‖Kh‖T,s .s ‖h‖T,s +NT (s+ σ)‖h‖T,0 ∀h ∈ C([0, T ],Hs(T)) . (4.14)
Note that, by the estimates of Section 2, one has that if hin,hend ∈ Hs(T), q ∈ C([0, T ],Hs(T)),
then h˜in, h˜end ∈ Hs(T), q˜ ∈ C([0, T ],Hs(T)). Moreover using that h, f ∈ C([0, T ],L2(T)), one has
that also h˜, f˜ ,K f˜ ∈ C([0, T ],L2(T)). By construction, h˜, f˜ satisfy
L4h˜ = K f˜ + q˜
h˜(0, ·) = h˜in
h˜(T, ·) = h˜end ,
L∗4 f˜ = 0 . (4.15)
To prove that L∗4 f˜ = 0 it is enough to write it in its weak form, namely
〈f˜(T, ·),v(T, ·)〉L2 − 〈f˜(0, ·),v(0, ·)〉L2 =
∫ T
0
〈f˜ ,L4v〉L2 dt ∀v ∈ C∞([0, T ]× T)
and to apply the changes of coordinates in the integrals.
Now we show that h˜, f˜ ∈ C([0, T ],Hs(T)). We adapt an argument used by Dehman-Lebeau
[25], also used in [33], [6], [14]. We split the proof into two parts.
Proof in the case hend = 0, q = 0. Define the map
S : L2(T)→ L2(T) , S f˜1 := h˜(0, ·) , (4.16)
where f˜ and h˜ are the solutions of the Cauchy problems{
L∗4 f˜ = 0
f˜(T, ·) = f˜1 ,
{
L4h˜ = K f˜
h˜(T, ·) = 0 . (4.17)
By existence and uniqueness in Lemma 4.1, it follows that S is a linear isomorphism. Then for
every initial datum h˜in ∈ L2(T) there exists a unique f˜1 ∈ L2(T) such that S f˜1 = h˜in. Note that
‖Λsf˜1‖L2x . ‖SΛsf˜1‖L2x , since S : L2(T) → L2(T) is an isomorphism, where Λ := Op
(
(1 + ξ2)
1
2
)
.
To study the commutator [Λs, S], we have to compare (Λsu˜,Λsf˜) with (h, f) solving the Cauchy
problems {
L∗4f = 0
f(T, ·) = Λs f˜1 ,
{
L4h = Kf
h(T, ·) = 0 . (4.18)
Since [L∗4,Λs] = [R∗,Λs], the difference Λsf˜ − f satisfies{
L∗4
(
Λsf˜ − f) = [R∗,Λs ]˜f(
Λsf˜ − f)(T, ·) = 0 .
By Lemma 8.2, and then using Lemma 7.3, (4.9), (2.83), one gets the estimate
‖Λsf˜ − f‖T,0 . ‖ [R∗,Λs ]˜f ‖T,0 .s NT (s+ σ)‖f˜‖T,0 + ‖f˜‖T,s−1 , (4.19)
for some constant σ > 0, where we have used that NT (σ) . 1. The difference Λ
sh˜−h satisfies the
Cauchy problem {
L4
(
Λsh˜− h) = K(Λsf˜ − f)+ [R,Λs]h˜+ [Λs,K ]˜f
(Λsh˜− h)(T, ·) = 0 .
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Arguing as in (4.19) one gets
‖[R,Λs]h˜‖T,0 .s NT (s+ σ)‖h˜‖T,0 + ‖h˜‖T,s−1 .
Since K is a multiplication operator (see (4.13)), the commutator [Λs,K] is of order s − 1. By
(4.14), using again Lemma 7.3, we deduce that
‖K(Λsf˜ − f)‖T,0 . ‖Λsf˜ − f‖T,0 , ‖[Λs,K ]˜f‖T,0 . ‖f˜‖T,s−1 +NT (s+ σ)‖f˜‖T,0 .
Therefore, by Lemma 8.2,
‖Λsh˜− h‖T,0 . ‖[R,Λs]h˜‖T,0 + ‖K
(
Λsf˜ − f)‖T,0 + ‖[Λs,K ]˜f‖T,0
. NT (s+ σ)‖h˜‖T,0 + ‖h˜‖T,s−1 + ‖Λsf˜ − f‖T,0 + ‖f˜‖T,s−1 +NT (s+ σ)‖f˜‖T,0
(4.19)
. ‖h˜‖T,s−1 + ‖f˜‖T,s−1 +NT (s+ σ)
(‖h˜‖T,0 + ‖f˜‖T,0) . (4.20)
Applying Lemma 8.2 to the Cauchy problems (4.17), and using also (4.14), we have
‖f˜‖T,s . ‖f˜1‖s +NT (s+ σ)‖f˜1‖0 ,
‖h˜‖T,s . ‖K f˜‖T,s +NT (s+ σ)‖K f˜‖T,0 . ‖f˜1‖s +NT (s+ σ)‖f˜1‖0 . (4.21)
Hence estimates (4.19), (4.20) become
‖Λsf˜ − f‖T,0, ‖Λsh˜− h‖T,0 .s ‖f˜1‖s−1 +NT (s+ σ)‖f˜1‖0 . (4.22)
By the definition of the map S in (4.16), one has h(0, ·) = SΛsf˜1. Also recall that we have fixed
S f˜1 = h˜in = h˜(0, ·). Using (4.22) and triangular inequality,
‖SΛsf˜1‖0 . ‖Λsh˜(0, ·)‖0 + ‖Λsh˜(0, ·)− h(0, ·)‖0
. ‖h˜in‖s + ‖Λsh˜− h‖T,0 . ‖h˜in‖s + ‖f˜1‖s−1 +NT (s+ σ)‖f˜1‖0 . (4.23)
Since S : L2(T) → L2(T) is a linear isomorphism, we have ‖f˜1‖s ≃ ‖Λsf˜1‖0 . ‖SΛsf˜1‖0 and
therefore, by (4.23),
‖f˜1‖s . ‖h˜in‖s + ‖f˜1‖s−1 +NT (s+ σ)‖f˜1‖0 .
Using again that S : L2(T) → L2(T) is an isomorphism, we have ‖f˜1‖0 . ‖h˜in‖0, and the above
inequality becomes
‖f˜1‖s . ‖h˜in‖s +NT (s+ σ)‖h˜in‖0 + ‖f˜1‖s−1 . (4.24)
If 0 < s ≤ 1, then ‖f˜1‖s−1 ≤ ‖f˜1‖0, and, as already observed, ‖f˜1‖0 . ‖h˜in‖0, whence
‖f˜1‖s . ‖h˜in‖s +NT (s+ σ)‖h˜in‖0 . (4.25)
If s > 1, bound (4.25) is proved by induction on s, applying (4.24) repeatedly. Hence, by (4.21),
‖h˜‖T,s, ‖f˜‖T,s .s ‖h˜in‖s +NT (s+ σ)‖h˜in‖0 . (4.26)
Finally, recalling (4.8), (4.10)-(4.11), (4.12) and the estimates (2.19), (2.40), (2.55), (2.56), (2.69),
(2.81) of Section 2, we obtain the claimed estimate for h and f , namely
‖h‖T,s, ‖f‖T,s .s ‖hin‖s +NT (s+ σ)‖hin‖0 . (4.27)
Proof of the general case. Now we remove the hypothesis that hend and q are zero. Assume
that h, f solve (4.7) and let w be the solution of the backward Cauchy problem
Lw = q, w(T, ·) = hend . (4.28)
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Since hend ∈ Hs(T) and q ∈ C([0, T ],Hs(T)), by Lemma 8.7 one has w ∈ C([0, T ],Hs(T)) with
‖w‖T,s .s ‖q‖T,s + ‖hend‖s +NT (s+ σ)‖hend‖0 . (4.29)
Let v := h−w. Hence
Lv = χωf , v(0, ·) = hin −w(0, ·), v(T, ·) = 0 (4.30)
and therefore v, f solve (4.7) where (hin,hend,q) are replaced by (0,hin − w(0, ·), 0). Hence we
can apply to v, f the estimate (4.27) proved in the previous step, obtaining that
‖v‖T,s , ‖f‖T,s .s ‖hin −w(0, ·)‖s +NT (s+ σ)‖hin −w(0, ·)‖0
.s ‖hin‖s + ‖w(0, ·)‖s +NT (s+ σ)
(‖hin‖0 + ‖w(0, ·)‖0)
.s ‖hin‖s + ‖w‖T,s +NT (s+ σ)
(‖hin‖0 + ‖w‖T,0) . (4.31)
Therefore (4.29), (4.31) imply that
‖v‖T,s , ‖f‖T,s .s ‖hin‖s + ‖hend‖s + ‖q‖T,s +NT (s+ σ)
(‖hin‖0 + ‖hend‖0 + ‖q‖T,0) . (4.32)
The estimate for h = v +w follows by triangular inequality and by (4.29) and (4.32). Estimate
(4.6) is deduced from the fact that h, f solve the equations Lh = χωf + q and L∗f = 0.
For any s ∈ R, we consider the space
C([0, T ], Hs(T,R2)) = C([0, T ], Hs(T,R)) × C([0, T ], Hs(T,R))
and for u = (u1, u2) ∈ C([0, T ], Hs(T,R2)) we set
‖u‖T,s := ‖u1‖T,s + ‖u2‖T,s .
We define
Es := Xs ×Xs, (4.33)
Xs := C([0, T ], H
s+4(T,R2)) ∩ C1([0, T ], Hs+2(T,R2)) ∩C2([0, T ], Hs(T,R2)) , (4.34)
and (recall notations in (1.20)-(1.21)),
Fs :=
{
z := (v, α, β) = (v1, v2, α1, α2, β1, β2) :
v ∈ C([0, T ], Hs+4(T,R2)) ∩ C1([0, T ], Hs(T,R2)), α, β ∈ Hs+4(T,R2)
}
(4.35)
equipped with the norms
‖(u, f)‖Es := ‖u‖Xs + ‖f‖Xs , ‖u‖Xs := ‖u‖T,s+4 + ‖∂tu‖T,s+2 + ‖∂ttu‖T,s , (4.36)
and
‖z‖Fs := ‖v‖T,s+4 + ‖∂tv‖T,s + ‖α‖s+4 + ‖β‖s+4 . (4.37)
With this notation, we have proved the following linear inversion result.
Theorem 4.3 (Right inverse of the linearized operator). Let T > 0, and let ω ⊂ T be an open
set. There exist constants τ ≥ 6, σ ≥ 3 (independent of T, ω) and δ∗ > 0 (depending on T, ω) with
the following property.
Let s ∈ [0, r − τ ], where r is the regularity of the nonlinearity in (1.3). Let z = (v, α, β) ∈ Fs.
If (u, f) ∈ Es+σ, with ‖u‖Xσ ≤ δ∗, then there exists (h, ϕ) := Ψ(u, f)[z] ∈ Es, such that
P ′(u)[h]− χωϕ = v, h(0, ·) = α, h(T, ·) = β, (4.38)
and
‖h, ϕ‖Es ≤ C(s)
(‖z‖Fs + ‖u‖Xs+σ‖z‖F0) (4.39)
where the constant C(s) > 0 depends on s, T, ω.
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Proof. Using the transformation C defined in (1.27), the linear control problem (4.38) for the op-
erator P ′(u1, u2) is transformed into the linear control problem (1.28) for the operator L(u1, u2) =
C−1P ′(u1, u2)C, where the operator L = L(u1, u2) is given in (1.29). We apply Lemma 4.2 to the
control problem (1.28), since by definition (2.6) and Lemma 2.1 the smallness condition ‖u‖Xσ ≤ δ∗
implies that NT (σ
′) . δ∗, for some σ′ < σ. Then the lemma follows by noticing that the map
C : Hs(T)→ Hs(T,R2) is a unitary isomorphism.
5 Proofs
In this section we prove Theorems 1.1, 1.5 and 1.3, 1.6. As explained in Section 1.3, Theorems 1.1
and 1.3 follow by Theorems 1.5, 1.6.
5.1 Proof of Theorems 1.1, 1.5
We check that all the assumptions of Theorem 9.1 are verified. The spaces Es, Fs defined in
(4.33)-(4.37), with s ≥ 0, form scales of Banach spaces. We define the smoothing operators Sj ,
j = 0, 1, 2, . . . as
Sju(x) :=
∑
|k|≤2j
ûk e
ikx where u(x) =
∑
k∈Z
ûk e
ikx ∈ L2(T).
The definition of Sj extends in the obvious way to functions u(t, x) =
∑
k∈Z ûk(t) e
ikx depending
on time. Since Sj and ∂t commute, the smoothing operators Sj are defined on the spaces Es, Fs
defined in (4.33)-(4.35) by setting Sj(u, f) := (Sju, Sjf) and similarly on z = (v, α, β). One easily
verifies that Sj satisfies (9.1)-(9.5) and (9.8) on Es and Fs.
By (1.17), observe that Φ(u, f) := (P (u)−χωf, u(0), u(T )) belongs to Fs when (u, f) ∈ Es+2,
s ∈ [0, r − 4], with ‖u‖T,3 ≤ 1. Its second derivative in the directions (h, ϕ) = (h1, h2, ϕ1, ϕ2) and
(w,ψ) = (w1, w2, ψ1, ψ2) is
Φ′′(u, f)[(h, ϕ), (w,ψ)] =
P ′′(u)[h,w]0
0
 .
For u in a fixed ball ‖u‖X1 ≤ δ0, with δ0 small enough, one has
‖P ′′(u)[h,w]‖Fs .s
(‖h‖X1‖w‖Xs+2 + ‖h‖Xs+2‖w‖X1 + ‖u‖Xs+2‖h‖X1‖w‖X1) (5.1)
for all s ∈ [0, r − 4]. We fix V = {(u, f) ∈ E2 : ‖(u, f)‖E2 ≤ δ0}, δ1 = δ∗,
a0 = 1, µ = 2, a1 = σ, α = β > 2σ, a2 > 2α− a1, (5.2)
where δ∗, σ, τ are given by Theorem 4.3, and r ≥ r1 := a2 + τ is the regularity of G in Theorem
1.5. The right inverse Ψ in Theorem 4.3 satisfies the assumptions of Theorem 9.1. Let uin, uend ∈
Hβ+4(T,R2), with ‖uin, uend‖Hβ+4x small enough. Let g := (0, uin, uend), so that g ∈ Fβ and‖g‖Fβ ≤ δ. Since g does not depend on time, it satisfies (9.12).
Thus by Theorem 9.1 there exists a solution (u, f) ∈ Eα of the equation Φ(u, f) = g, with
‖u, f‖Eα ≤ C‖g‖Fβ (and recall that β = α). We fix s1 := α+ 4, and (1.50) is proved.
We have found a solution (u, f) of the control problem (1.48)-(1.49). Now we prove that u is
the unique solution of the Cauchy problem (1.48), with that given f . Let u, v be two solutions of
(1.10) in Es1−4. We calculate
P (u)− P (v) =
∫ 1
0
P ′(v + λ(u− v)) dλ [u − v].
Conjugating the operator P ′(v + λ(u − v)) by means of the unitary isomorphism C : Hs(T) →
Hs(T,R2) defined in (1.27), one gets
C−1P ′(v + λ(u − v)) C = L(v + λ(u − v)) ,
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where L has the form (1.29). Hence
C−1
∫ 1
0
P ′(v + λ(u− v)) dλ C = L˜ ,
where
L˜ := ∂t + i(Σ + A˜2(t, x))∂xx + iA˜1(t, x)∂x + iA˜0(t, x),
A˜i(t, x) :=
∫ 1
0
Ai(v + λ(u − v))(t, x) dλ, i = 0, 1, 2,
and Ai(u) is defined in (1.30)-(1.31). Setting u := C−1u, v := C−1v one has that the difference
u − v satisfies L˜(u − v) = 0, (u − v)(0) = 0. We apply Lemma 8.7 to the operator L˜, and we
obtain u − v = 0. Then u − v = 0. This completes the proof of Theorem 1.5, and therefore of
Theorem 1.1.
5.2 Proof of Theorems 1.3, 1.6
We define
Es := C([0, T ], H
s+4(T,R2)) ∩ C1([0, T ], Hs+2(T,R2)) ∩ C2([0, T ], Hs(T,R2)), (5.3)
Fs := {(v, α) : v ∈ C([0, T ], Hs+4(T,R2)) ∩ C1([0, T ], Hs(T,R2)), α ∈ Hs+4(T,R2)} (5.4)
equipped with norms
‖u‖Es := ‖u‖T,s+4 + ‖∂tu‖T,s+2 + ‖∂ttu‖T,s (5.5)
‖(v, α)‖Fs := ‖v‖T,s+4 + ‖∂tv‖T,s + ‖α‖s+4, (5.6)
and Φ(u) := (P (u), u(0)), where P is defined in (1.16). Given g := (0, uin) ∈ Fs0 , the Cauchy
problem (1.51) writes Φ(u) = g. We fix V := {u ∈ E2 : ‖u‖E2 ≤ δ0}, where δ0 is the same as
in subsection 5.1; we fix a0, µ, a1, α, β, a2 like in (5.2), where the constants σ, τ are now given in
Lemma 8.7, r ≥ r0 := a2 + τ is the regularity of G in Theorem 1.6, and δ1 is small enough to
satisfy both assumption (2.2) in Lemma 2.1 and NT (σ) ≤ η in Lemma 8.7.
Assumption (9.11) about the right inverse of the linearized operator is satisfied by Lemmas 8.7
and 2.1. We fix s0 := α+ 4. Then Theorem 9.1 applies, giving the existence part of Theorem 1.6.
The uniqueness of the solution is proved exactly as in Subsection 5.1. This completes the proof of
Theorem 1.6, and therefore of Theorem 1.3.
6 Appendix A. Quadratic Hamiltonians and linear Hamil-
tonian vector fields
Dealing with linear Hamiltonian equations, we develop Hamiltonian formalism only for quadratic
Hamiltonians. We consider real quadratic Hamiltonians H : Hs(T)→ R of the form
H(u, u) =
∫
T
R1[u]udx+
1
2
∫
T
R2[u]u dx+
1
2
∫
T
R2[u]udx , (6.1)
where R1, R2 : H
s(T)→ Hs−2(T) and
R1 = R
∗
1 , R2 = R
T
2 . (6.2)
the Hamiltonian equation associated to H is given by
∂tu = iJ∇uH(u) , u = (u, u) ∈ Hs(T)
where
∇uH := (∇uH,∇u¯H) , J :=
(
0 1
−1 0
)
.
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Note that the Hamiltonian vector field associated to the Hamiltonian H has the form
R = iJ∇uH = i
(
R1 R2
−R2 −R1
)
, R1 = R
∗
1 , R2 = R
T
2 . (6.3)
The symplectic form on the phase space L2(T) is defined as
W [u1,u2] = i
∫
T
(u1u2 − u1u2) dx , ∀u1,u2 ∈ L2(T) . (6.4)
Definition 6.1. Let Φi = Φi : H
s(T)→ Hs(T), i = 1, 2. We say that the map
Φ =
(
Φ1 Φ2
Φ2 Φ1
)
,
is symplectic if
W [Φ[u1],Φ[u2]] =W [u1,u2] , ∀u1,u2 ∈ L2(T) ,
or equivalently ΦT JΦ = J .
It is well known that if R is an operator of the form (6.3), then the operators exp(±R) are
symplectic maps. In the next lemma we state some properties of some particular Hamiltonian
vector fields.
Lemma 6.2. Let ai, bi ∈ Hs(T), i = 0, 1, 2 and
Ai :=
(
ai bi
−bi −ai
)
, i = 0, 1, 2 .
If the vector field R := i(A2∂xx+A1∂x+A0) : Hs(T)→ Hs−2(T) is Hamiltonian then the following
holds:
a2 = a2 , a1 = 2(∂xa2)− a1 , a0 = a0 + (∂xxa2)− (∂xa1) , b1 = (∂xb2)
Lemma 6.3. Assume that R is a Hamiltonian operator of the form (6.3). Then its adjoint R∗
with respect to the complex scalar product 〈·, ·〉L2 is still a Hamiltonian operator.
Proof. Let R be a Hamiltonian operator
R = i
(
R1 R2
−R2 −R1
)
, R1 = R
∗
1 , R2 = R
T
2 .
A direct calculation shows that the adjoint R∗ with respect to the complex scalar product 〈·, ·〉L2
is given by
R∗ = i
(
Q1 Q2
−Q2 −Q1
)
, Q1 := −RT1 , Q2 := RT2 .
using that R1 is selfadjoint and R
T
1 = R
∗
1, we get that Q1 = −R1 and therefore Q1 = Q∗1. Moreover
since R2 = R
T
2 , we get that Q2 = R2 and therefore Q2 = Q
T
2 . This implies that
R∗ = i
(−R1 R2
−R2 R1
)
is still Hamiltonian.
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7 Appendix B. Classical tame estimates
In this appendix we recall some classical interpolation estimates used in this paper. We introduce
the following notation: given k ∈ R, we denote
Z≥k := {n ∈ Z : n ≥ k}, R≥k := {s ∈ R : s ≥ k}, R>k := {s ∈ R : s > k}.
Lemma 7.1. (i) (Embedding). For any s ∈ Z≥0, the space Hs+1(T) is compactly embedded in
Cs(T) and
‖u‖Cs .s ‖u‖s+1 ∀u ∈ Hs+1(T) . (7.1)
(ii) (Tame product). Let s ∈ R≥1 and u1, u2 ∈ Hs(T). Then
‖u1u2‖s .s ‖u1‖1‖u2‖s + ‖u1‖s‖u2‖1. (7.2)
In particular
‖u1u2‖s .s ‖u1‖s‖u2‖s. (7.3)
(iii) (Interpolation). Let a0, b0, p, q ∈ R≥0. Then
‖u1‖a0+p‖u2‖b0+q ≤ ‖u1‖a0+p+q‖u2‖b0 + ‖u1‖a0‖u2‖b0+p+q . (7.4)
Lemma 7.2 (Composition). Let s ∈ R≥0, m ∈ N, with m > s+ 1. Let F : Cn → R be a function
of Cm class in the real sense. Let u ∈ Hs(T,Cn) ∩H1(T,Cn), with ‖u‖1 ≤ 1. Then
‖F (u)‖s .s 1 + ‖u‖s . (7.5)
Moreover, if F (0) = 0, then
‖F (u)‖s .s ‖u‖s. (7.6)
Proof. For s ∈ N see [39, p. 272–275] and [40, Lemma 7, p. 202–203]. For the more general case of
real s see [36, Theorem 5.2.6], [8, Proposition 2.2, p. 87], and [7, Proposition 7.3 iii]. The result
in [7] is stated in the uniformly local Sobolev spaces Hsul(R
d), which contain the periodic Sobolev
spaces Hs(Td). The result in [36] is stated for F ∈ C∞, but, in fact, the proof in [36] only uses
the assumption that F has derivatives up to order m > s+ 1 that are bounded on compact sets.
The proof in [36] is on Rd, but it also holds on the torus T and, more generally, Td. The only
nontrivial point when adapting that proof to Td is equation (5.2.10) of [36], which is also “Bernstein
inequality” (4.1.8), which follows from Lemma 4.1.6 of [36].
We explain how to adapt Lemma 4.1.6 of [36] to Td. Let χ ∈ C∞(Rd,R), with 0 ≤ χ ≤ 1,
supported on {|ξ| ≤ 2} and such that χ = 1 on |ξ| ≤ 1. Let Op(χλ) be the Fourier multiplier
of symbol χλ(ξ) := χ(ξ/λ), λ ≥ 1. Let ϕλ := F−1Rd χλ, where F−1Rd denotes the inverse Fourier
transform on Rd, so that the Fourier transform of ϕλ is ϕ̂λ = χλ. Thus for functions u ∈ L2(Rd)
we have
Op(χλ)u(x) =
∫
Rd
uˆ(ξ)χλ(ξ)e
iξ·x dξ =
∫
Rd
u(x− y)ϕλ(y) dy = (u ∗Rd ϕλ)(x),
where uˆ if the Fourier transform of u and ∗Rd denotes the convolution on Rd. Similarly, for periodic
functions u ∈ L2(Td) one has
Op(χλ)u(x) =
∑
k∈Zd
uˆkχλ(k)e
ik·x =
∫
Td
u(x− y)ψλ(y) dy = (u ∗Td ψλ)(x),
where uˆk are the Fourier coefficients of u, ∗Td denotes the convolution on Td, and ψλ(x) :=∑
k∈Zd χλ(k)e
ik·x. With elementary calculations (imitating Section 13.4 of [5]), one proves that ψλ
is the periodization of ϕλ, namely
ψλ(x) =
∑
m∈Zd
ϕλ(x+ 2πm), and (̂ψλ)k = ϕ̂λ(k) ∀k ∈ Zd,
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where (̂ψλ)k are Fourier coefficients, and ϕ̂λ(k) is the Fourier transform. As a consequence, one
proves that, for u ∈ L∞(Td), u ∗Rd ϕλ = u ∗Td ψλ (see equation (13.19) of [5]). We deduce that
‖Op(χλ)u‖L∞(Td) = ‖u ∗Rd ϕλ‖L∞(Td) ≤ ‖u‖L∞(Td)‖ϕλ‖L1(Rd)
and the bounds for ϕλ over R
d proved in [36] can still be used. The periodization trick makes it
possible to safely bypass a change of the variable ξ which does not seem to be applicable when
ξ ∈ Zd.
We recall also the standard commutator estimate between a multiplication operator and a
Fourier multiplier.
Lemma 7.3. Let s ∈ R>0. Let ϕs(D) be a Fourier multiplier of order s and a ∈ Hs+1(T)∩H2(T).
Then
‖[a, ϕs(D)]u‖0 .s ‖a‖s+1‖u‖0 + ‖a‖2‖u‖s−1 ∀u ∈ Hs−1(T) ∩ L2(T).
We now state a lemma on changes of variables induced by diffeomorphisms of the torus.
Lemma 7.4 (Change of variables). (i) Let s ∈ Z≥1 and α ∈ Cs(T), with ‖α‖C1 ≤ 1/2. Then the
operator Au(x) := u(x+ α(x)) satisfies the estimate
‖Au‖0 . ‖u‖0 ∀u ∈ L2(T), (7.7)
‖Au‖s .s ‖u‖s + ‖α‖Cs‖u‖1 ∀u ∈ Hs(T), s ∈ Z≥1 . (7.8)
Moreover, for any s ∈ R≥0, if α ∈ Hs+2(T), with ‖α‖2 ≤ 1, then
‖Au‖s .s ‖u‖s + ‖α‖s+2‖u‖0 ∀u ∈ Hs(T), s ∈ R≥0 . (7.9)
(ii) Let s ∈ Z≥1 and α ∈ Cs(T), with ‖α‖C1 ≤ 1/2. The map T→ T, x 7→ x + α(x) is invertible
and the inverse diffeomorphism T→ T, y 7→ y + α˜(y) satisfies
‖α˜‖Cs .s ‖α‖Cs , s ∈ Z≥1 . (7.10)
(iii) The inverse operator A−1 defined as A−1u(y) := u(y + α˜(y)) satisfies the same estimates
(7.7)-(7.8) as A in (i). Moreover there exists δ ∈ (0, 1) such that, for any s ∈ R≥0, if α ∈ Hs+4(T)
with ‖α‖4 ≤ δ, then
‖A−1u‖s .s ‖u‖s + ‖α‖s+4‖u‖0 ∀u ∈ Hs(T), s ∈ R≥0 . (7.11)
Proof. Proof of (i). Estimates (7.7)-(7.8) are classical; they are proved, e.g., in [10], Lemma
B.4. Let us prove (7.9). Applying (7.8) for s = 1 and recalling (7.7) one has
‖Au‖0 . ‖u‖0 , ‖Au‖1 . ‖u‖1 . (7.12)
Now let u ∈ H2(T) and assume that α ∈ H2(T), with ‖α‖2 ≤ 1. Then, using (7.12), (7.3) and the
bound ‖α‖2 ≤ 1,
‖Au‖2 ≃ ‖Au‖0 + ‖∂x(Au)‖1
(7.12)
. ‖u‖0 + ‖(1 + αx)A(ux)‖1
(7.3)
. ‖u‖0 + ‖A(ux)‖1(1 + ‖α‖2)
(7.12)
. ‖u‖2 . (7.13)
By (7.7) and (7.13), using a classical interpolation result, one has
‖Au‖s . ‖u‖s ∀u ∈ Hs(T), s ∈ [0, 2]. (7.14)
Now we argue by induction on s. Assume that the claimed estimate holds for s ∈ R≥1 and let us
prove it for s+ 1. Using the bound ‖α‖2 ≤ 1, we have
‖Au‖s+1 ≃ ‖Au‖0 + ‖∂x(Au)‖s
(7.7)
. ‖u‖0 + ‖(1 + αx)A(∂xu)‖s
(7.2)
.s ‖u‖0 + ‖A(ux)‖s + ‖αx‖s‖A(ux)‖1 .
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By the inductive hyphothesis, we deduce that
‖Au‖s+1 .s ‖u‖s+1 + ‖α‖s+2‖u‖1 + ‖α‖s+1‖u‖2 . (7.15)
By (7.4), applied with u1 = α, u2 = u, a0 = 2, b0 = 0, p = s, q = 1, one gets
‖α‖s+2‖u‖1 ≤ ‖α‖s+3‖u‖0 + ‖α‖2‖u‖s+1 . (7.16)
Using again (7.4), applied with u1 = α, u2 = u, a0 = 2, b0 = 0, p = s− 1, q = 2, one gets
‖α‖s+1‖u‖2 ≤ ‖α‖s+3‖u‖0 + ‖α‖2‖u‖s+1 . (7.17)
Then (7.15)-(7.17), using that ‖α‖2 ≤ 1, imply that
‖Au‖s+1 .s ‖u‖s+1 + ‖α‖s+3‖u‖0 ,
which is estimate (7.9) at the Sobolev index s+ 1.
Proof of (ii). It is proved in [10], Lemma B.4.
Proof of (iii). The fact that A−1 satisfies the estimate (7.7)-(7.8) is proved in [10], Lemma
B.4. Let us prove (7.11). For any real s ≥ 0, we denote by [s] the integer part of s. One has
‖α˜‖s+2 ≤ ‖α˜‖[s]+3 . ‖α˜‖C[s]+3
(ii)
.s ‖α‖C[s]+3
(7.1)
.s ‖α‖[s]+4 .s ‖α‖s+4 . (7.18)
Hence, for s = 0, one has ‖α˜‖2 ≤ C‖α‖4 ≤ 1 by taking ‖α‖4 small enough. Therefore we can
apply (7.9) to A−1 and the claimed estimate follows by (7.18).
We also study the action of the operators induced by diffeomorphisms of the torus on the spaces
C([0, T ], Hs(T)). For any function α : [0, T ]×T→ R and any h : T→ C, we define the t-dependent
family A(t)h(x) := h(x+ α(t, x)). Then, given h : [0, T ]× T→ R, we define
Ah(t, x) := A(t)h(t, x) = h(t, x+ α(t, x)) . (7.19)
Lemma 7.5. Let s ∈ Z≥1, α ∈ C([0, T ], Cs(T)) with ‖αx‖L∞ ≤ 1/2. Let y 7→ y + α˜(t, y) be the
inverse diffeomorphism of x 7→ x+ α(t, x). Then α˜ ∈ C([0, T ], Cs(T)) and
‖α˜‖C([0,T ],Cs(T)) .s ‖α‖C([0,T ],Cs(T)) , s ∈ Z≥1 . (7.20)
Moreover, for any s ∈ R≥0, if α ∈ C([0, T ], Hs+2(T)), then α˜ ∈ C([0, T ], Hs(T)), with
‖α˜‖T,s .s ‖α‖T,s+2 , s ∈ R≥0 . (7.21)
Proof. Proof of (7.20). Let y 7→ y + α˜(t, y) be the inverse diffeomorphism of x 7→ x + α(t, x).
Since
α˜(t, y) + α(t, y + α˜(t, y)) = 0,
one can directly check that if α ∈ C([0, T ], C1(T)) then also α˜ ∈ C([0, T ], C1(T)) and
α˜y(t, y) = −αx(t, y + α˜(t, y))
1 + α˜y(t, y)
.
Using the above formula and a bootstrap argument, one can show that for any integer s ≥ 1,
if α ∈ C([0, T ], Cs(T)), then α˜ ∈ C([0, T ], Cs(T)). By (7.10), one has ‖α˜(t, ·)‖Cs .s ‖α(t, ·)‖Cs .
Then (7.20) follows by taking the sup over t ∈ [0, T ].
Proof of (7.21). Let α ∈ C([0, T ], Hs+2(T)). Since [s] ≤ s, one has C([0, T ], Hs+2(T))
⊆ C([0, T ], H [s]+2(T)). Using (7.1), C([0, T ], H [s]+2(T)) ⊆ C([0, T ], C [s]+1(T)). As a consequence,
α ∈ C([0, T ], C [s]+1(T)), with
‖α‖C([0,T ],C[s]+1(T)) .s ‖α‖T,s+2 . (7.22)
By (7.20), α˜ ∈ C([0, T ], C [s]+1(T)) and using that C([0, T ], C [s]+1(T)) ⊆ C([0, T ], Hs(T)), we get
that α˜ ∈ C([0, T ], Hs(T)), with ‖α˜‖T,s .s ‖α˜‖C([0,T ],C[s]+1(T)). The claimed inequality (7.21)
follows by recalling (7.22).
32
Lemma 7.6 (Change of variables). There exists δ ∈ (0, 1) with the following properties.
(i) Let s ∈ R≥0 and α ∈ C([0, T ], Hs+2(T)), with ‖α‖T,2 ≤ δ. Then the operator Au(t, x) :=
u(t, x+ α(t, x)) is a linear and continuous operator C([0, T ], Hs(T))→ C([0, T ], Hs(T)), with
‖Au‖T,s .s ‖u‖T,s + ‖α‖T,s+2‖u‖T,0 ∀u ∈ C([0, T ], Hs(T)) . (7.23)
(ii) Let s ∈ R≥0 and α ∈ C([0, T ], Hs+4(T)), with ‖α‖T,4 ≤ δ. Then the inverse operator A−1,
defined by A−1u(t, y) := u(t, y + α˜(t, y)), maps C([0, T ], Hs(T)) into itself, with
‖A−1u‖T,s .s ‖u‖T,s + ‖α‖T,s+4‖u‖T,0 ∀u ∈ C([0, T ], Hs(T)) .
Proof. First, we prove (i). Let s ∈ R≥0 and u ∈ C([0, T ], Hs(T)). We have to prove that Au ∈
C([0, T ], Hs(T)), namely, for any t0 ∈ [0, T ], we have to prove that ‖(Au)(t)− (Au)(t0)‖s → 0 as
t→ t0. By triangular inequality,
‖(Au)(t)− (Au)(t0)‖s ≤ ‖A(t)[u(t)− u(t0)]‖s + ‖(A(t)−A(t0))[u(t0)]‖s (7.24)
(where, in short, u(t) means u(t, ·)). The first term is estimated using (7.9), which gives
‖A(t)[u(t)− u(t0)]‖s .s ‖u(t)− u(t0)‖s + ‖α‖T,s+2‖u(t)− u(t0)‖0 → 0 (t→ t0).
To prove that the last term in (7.24) also vanishes as t→ t0 is equivalent to prove that, for every
h ∈ Hs(T), the map [0, T ]→ Hs(T), t 7→ A(t)h is continuous. Let h ∈ Hs(T), and let ĥ(k) be its
Fourier coefficients. Let
Πnh(x) :=
∑
|k|≤n
ĥ(k)eikx, Π⊥n h(x) := (I −Πn)h(x) =
∑
|k|>n
ĥ(k)eikx,
and
fn(t) := A(t)Πnh, f(t) := A(t)h.
The sequence (fn) converges to f uniformly in t ∈ [0, T ] in the space Hs(T), because, using (7.9)
and the assumption h ∈ Hs(T),
sup
t∈[0,T ]
‖fn(t)− f(t)‖s = ‖fn− f‖T,s = ‖AΠ⊥n h‖T,s .s ‖Π⊥n h‖s+ ‖α‖T,s+2‖Π⊥n h‖0 → 0 (n→∞).
Since continuity is preserved by uniform limits, we have to prove that all fn are continuous. For
any n, the function fn is
fn(t, x) = A(t)Πnh(x) =
∑
|k|≤n
ĥ(k)ψk(t, x), ψk(t, x) := e
ik(x+α(t,x)) = A(t)[eikx].
Hence fn is a finite linear combination of functions ψk. It remains to prove that, for all k ∈ Z, the
function ψk belongs to C([0, T ], H
s(T)). Fix k ∈ Z, and consider the functions G(u) := eiku and
F (u) := eiku − 1. Split
ψk(t)− ψk(t0) = eikxeikα(t0,x){eik[α(t,x)−α(t0,x)] − 1},
and estimate each factor. First, ‖eikx‖s = 〈k〉s. Second, using (7.5) and the assumption ‖α‖T,1 ≤ 1,
‖eikα(t0,x)‖s = ‖G(α(t0, ·))‖s ≤ Ck,s(1 + ‖α(t0, ·)‖s) ≤ Ck,s(1 + ‖α‖T,s).
Third, by (7.6),
‖eik[α(t,·)−α(t0,·)] − 1‖s = ‖F (α(t, ·)− α(t0, ·))‖s ≤ Ck,s‖α(t, ·)− α(t0, ·)‖s .
Hence
‖ψk(t, ·)− ψk(t0, ·)‖s ≤ Ck,s(1 + ‖α‖T,s)‖α(t, ·)− α(t0, ·)‖s → 0 (t→ t0)
because α ∈ C([0, T ], Hs(T)). Hence, we have proved thatA : C([0, T ], Hs(T))→ C([0, T ], Hs(T)).
Estimate (7.23) then follows by applying (7.9) at any fixed t ∈ [0, T ] and taking the supremum.
Finally, (ii) follows by (i) and (7.21).
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8 Appendix C. Well-posedness of linear equations
Lemma 8.1. Let T > 0, t0 ∈ [0, T ], µ ∈ R. Let S ≥ 1, hin ∈ HS(T), g ∈ C([0, T ],HS(T)) and
let R be the multiplication operator
R :=
(
r1 r2
r2 r1
)
, r1, r2 ∈ C([0, T ], HS+1(T)) . (8.1)
There exists η > 0 small enough depending on T such that if
‖R‖T,1 = max{‖r1‖T,1, ‖r2‖T,1} ≤ η , (8.2)
then there exists a unique solution h ∈ C([0, T ],HS(T)) of the Cauchy problem{
∂th+ iµΣ∂xxh+Rh = g
h(t0, ·) = hin
(8.3)
satisfying for any 0 ≤ s ≤ S, the estimate
‖h‖T,s .s ‖hin‖s + ‖g‖T,s + ‖R‖T,s+1‖hin‖0 .
Proof. Since h0 = (h0, h0), g = (g, g), h = (h, h) and R has the form (8.1), it is enough to study
the Cauchy problem {
∂th+ iµ∂xxh+Q(h) = g
h(t0, ·) = h0 ,
Q(h) := r1h+ r2h . (8.4)
Note that for any 0 ≤ s ≤ S, by Lemma 7.1-(ii), applying (7.4), with v = (r1, r2), u = h, a0 = 1,
b0 = 0, p = s− 1, q = 1 and using the smallness condition (8.2), one gets that
‖Qh‖T,s .s η‖h‖T,s + ‖R‖T,s+1‖h‖T,0 , ∀h ∈ C([0, T ], Hs(T)) . (8.5)
We split in (8.4), h = v + ϕ, where{
∂tv + iµ∂xxv = g
v(t0, ·) = hin ,
{
∂tϕ+ iµ∂xxϕ+Q(ϕ) +Q(v) = 0
ϕ(t0, ·) = 0 .
(8.6)
The first Cauchy problem in (8.5) can be solved explicitly and since hin ∈ HS(T), g ∈ C([0, T ],
HS(T)) there exists a unique solution v ∈ C([0, T ], HS(T)) satisfying
‖v‖T,s ≤ ‖hin‖T,s + T ‖g‖T,s , ∀0 ≤ s ≤ S . (8.7)
Then, we construct iteratively the solution of the second Cauchy problem in (8.6), by setting
ϕ0 := 0 , ϕn+1 := Φ(ϕn) , n ≥ 0 ,
where
Φ(ϕ) := −
∫ t
t0
e−iµ∂xx(t−τ)[Q(v)(τ)] dτ −
∫ t
t0
e−iµ∂xx(t−τ)[Q(ϕ)(τ)] dτ . (8.8)
We prove the following claim: for any 0 ≤ s ≤ S there exists a constant KT (s) > 0 (depending on
T and s) such that for any n ≥ 0, ϕn ∈ C([0, T ], Hs(T)) and
‖ϕn‖T,s ≤ R(s) , R(s) := KT (s)
(
η‖v‖T,s + ‖R‖T,s+1‖v‖T,0
)
. (8.9)
We argue by induction on n. For n = 0 the statement is trivial. Then assume that the claim
holds for some n ≥ 0 and let us prove it for n+ 1. By the definition of the map Φ in (8.8), using
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the inductive hyphothesis, one has immediately that ϕn+1 = Φ(ϕn) ∈ C([0, T ], Hs(T)), for any
0 ≤ s ≤ S. Moreover, using that for any t, τ ∈ [0, T ], ‖e−iµ∂xx(t−τ)‖L(Hs(T)) ≤ 1 and by estimate
(8.5), one gets
‖ϕn+1‖T,s ≤ C(s)T
(
η‖v‖T,s + ‖R‖T,s+1‖v‖T,0
)
+ C(s)T
(
η‖ϕn‖T,s + ‖R‖T,s+1‖ϕn‖T,0
)
(8.9)
≤ C(s)T (η‖v‖T,s + ‖R‖T,s+1‖v‖T,0)+ C(s)TKT (s)η(η‖v‖T,s + ‖R‖T,s+1‖v‖T,0)
+ C(s)T ‖R‖T,s+1KT (0)
(
η‖v‖T,0 + ‖R‖T,1‖v‖T,0
)
(8.2)
≤
(
C(s)Tη + C(s)KT (s)Tη
2
)
‖v‖T,s
+
(
C(s)T + C(s)KT (s)Tη + 2TC(s)KT (0)η
)
‖R‖T,s+1‖v‖T,0
≤ KT (s)
(
η‖v‖T,s + ‖R‖T,s+1‖v‖T,0
)
, (8.10)
provided that
C(s)T + C(s)KT (s)Tη ≤ KT (s) , C(s)T + C(s)KT (s)Tη + 2TC(s)KT (0)η ≤ KT (s) .
The above conditions are fulfilled by taking KT (s) > 0 large enough and η ∈ (0, 1) small enough,
therefore (8.9) has been proved at the step n+ 1.
Convergence of ϕn. We prove that for any 0 ≤ s ≤ S, there exists a constant JT (s) > 0 such
that for any n ≥ 0
‖ϕn+1 − ϕn‖T,s ≤ JT (s)
( 1
2n+1
‖v‖T,s + 1
2n
‖R‖T,s+1‖v‖T,0
)
. (8.11)
We argue by induction on n. For n = 0, since ϕ0 = 0, the estimate follows by (8.9) applied for
n = 1 and by taking JT (s) ≥ KT (s) and η ≤ 1/2. Now let us assume that (8.11) holds for some
n ≥ 0 and let us prove it for n+ 1. Recalling (8.8) and the definition of Q in (8.4), one has
ϕn+2 − ϕn+1 = Φ(ϕn+1)− Φ(ϕn) = −
∫ t
t0
e−iµ∂xx(t−τ)[Q(ϕn+1 − ϕn)(τ)] dτ .
Using estimates (8.5), (8.2), (8.11), one gets
‖ϕn+2 − ϕn+1‖T,s ≤ C(s)T
(
η‖ϕn+1 − ϕn‖T,s + ‖R‖T,s+1‖ϕn+1 − ϕn‖T,0
)
≤ C(s)TηJT (s)
( 1
2n+1
‖v‖T,s + 1
2n
‖R‖T,s+1‖v‖T,0
)
+ C(s)T ‖R‖T,s+1JT (0)
( 1
2n+1
+ η
1
2n
)
‖v‖T,0
≤ JT (s)
( 1
2n+2
‖v‖T,s + 1
2n+1
‖R‖T,s+1‖v‖T,0
)
by taking JT (s) > 0 large enough and η ∈ (0, 1) small enough. Thus (8.11) at the step n+ 1 has
been proved. Using a telescoping argument one has that there exists ϕ ∈ C([0, T ], HS(T)) such
that
ϕn → ϕ , in C([0, T ], Hs(T)) , ∀0 ≤ s ≤ S .
Moreover, Φ(ϕn) → Φ(ϕ) in C([0, T ], Hs(T)), for any 0 ≤ s ≤ S, implying that Φ(ϕ) = ϕ. Since
‖ϕ‖T,s = limn→+∞ ‖ϕn‖T,s, by (8.9) one deduces that ϕ satisfies
‖ϕ‖T,s .s η‖v‖T,s + ‖R‖T,s+1‖v‖T,0 . (8.12)
Recalling that h = ϕ+ v and using estimates (8.7), (8.12), one gets
‖h‖T,s .s ‖hin‖s + ‖g‖T,s + ‖R‖T,s+1‖hin‖0 ,
and the lemma is proved.
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Lemma 8.2 (Well posedness of the operator L4 in (2.73)). Let T > 0, t0 ∈ [0, T ] and let L4 =
∂tI2 + iµ∂xxΣ + R be the operator defined in (2.73). There exists η ∈ (0, 1) small enough and
universal constants σ, τ > 0 large enough such that if NT (σ) ≤ η (see the definition (2.6)), then
for any s ∈ [0, r − τ ], hin ∈ Hs(T), g ∈ C([0, T ],Hs(T)), there exists a unique solution h ∈
C([0, T ],Hs(T)) such that {
L4h = g
h(t0, ·) = hin
satisfying the estimate
‖h‖T,s .s ‖hin‖Hsx + ‖g‖T,s +NT (s+ σ)‖hin‖L2x . (8.13)
Proof. The lemma follows by applying Lemmas 2.1, 2.6 and 8.1. Indeed, by (2.82)-(2.83), using
that NT (σ) ≤ η for some η ∈ (0, 1) small enough and σ ∈ N large enough, the smallness condition
(8.2) is fulfilled.
Lemma 8.3 (Well posedness of the operator L3 in (2.66)). Let T > 0, t0 ∈ [0, T ] and let L3 =
∂tI2 + iµΣ∂xx + iA
(3)
1 ∂x + iA
(3)
0 be the operator defined in (2.66). There exists η ∈ (0, 1) small
enough and universal constants σ, τ > 0 large enough such that if NT (σ) ≤ η (see the definition
(2.6)), then for any s ∈ [0, r−τ ], hin ∈ Hs(T), g ∈ C([0, T ],Hs(T)), there exists a unique solution
h ∈ C([0, T ],Hs(T)) such that {
L3h = g
h(t0, ·) = hin
(8.14)
satisfying the estimate
‖h‖T,s .s ‖hin‖Hsx + ‖g‖T,s +NT (s+ σ)‖hin‖L2x .
Proof. LetM be the transformation defined in (2.71). By (2.73), defining h˜(t, ·) :=M−1(t)h(t, ·),
g˜ :=M−1(t)g(t, ·), the Cauchy problem (8.14) transforms into the Cauchy problem{
L4h˜ = g˜
h˜(t0, ·) = h˜in
.
Then the statement follows by Lemma 8.2 and by estimate (2.81) on the transformationM.
Lemma 8.4 (Well posedness of the operator L2 in (2.49)). Let T > 0, t0 ∈ [0, T ] and let L2 =
∂tI2 + iµΣ∂xx + iA
(2)
1 ∂x + iA
(2)
0 be the operator defined in (2.49). There exists η ∈ (0, 1) small
enough and universal constants σ, τ > 0 large enough such that if NT (σ) ≤ η (see the definition
(2.6)), then for any s ∈ [0, r−τ ], hin ∈ Hs(T), g ∈ C([0, T ],Hs(T)), there exists a unique solution
h ∈ C([0, T ],Hs(T)) such that {
L2h = g
h(t0, ·) = hin
(8.15)
satisfying the estimate
‖h‖T,s .s ‖hin‖s + ‖g‖T,s +NT (s+ σ)‖hin‖0 .
Proof. Let T be the transformation defined in (2.58). By (2.60), defining h˜(t, ·) := T −1(t)h(t, ·),
g˜ := T −1(t)g(t, ·), the Cauchy problem (8.15) transforms into the Cauchy problem{
L3h˜ = g˜
h˜(t0, ·) = h˜in
.
Then the statement follows by Lemma 8.3 and by estimate (2.69) on the transformation T .
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Lemma 8.5 (Well posedness of the operator L1 in (2.37)). Let T > 0, t0 ∈ [0, T ] and let L1 =
∂tI2 + im2Σ∂yy + iA
(1)
1 ∂y + iA
(1)
0 be the operator defined in (2.37). There exists η ∈ (0, 1) small
enough and universal constants σ, τ > 0 large enough such that if NT (σ) ≤ η (see the definition
(2.6)), then for any s ∈ [0, r−τ ], hin ∈ Hs(T), g ∈ C([0, T ],Hs(T)), there exists a unique solution
h ∈ C([0, T ],Hs(T)) such that {
L1h = g
h(t0, ·) = hin
(8.16)
satisfying the estimate
‖h‖T,s .s ‖hin‖s + ‖g‖T,s +NT (s+ σ)‖hin‖0 .
Proof. Let B be the transformation defined in (2.43). By (2.49), defining h˜(t, ·) := B−1(t)h(t, ·),
g˜ := ρ−1B−1(t)g(t, ·), the Cauchy problem (8.16) transforms into the Cauchy problem{
L2h˜ = g˜
h˜(t0, ·) = hin
(note that for a function h(x) depending only on the variable x, B−1h = h). Then the statement
follows by Lemma 8.4 and by estimate (2.55) on the transformation B.
Lemma 8.6 (Well posedness of the operator L0 in (2.13)). Let T > 0, t0 ∈ [0, T ] and let L0 =
∂tI2+i(Σ+A
(0)
2 )∂xx+iA
(0)
1 ∂x+iA
(0)
0 be the operator defined in (2.13). There exists η ∈ (0, 1) small
enough and universal constants σ, τ > 0 large enough such that if NT (σ) ≤ η (see the definition
(2.6)), then for any s ∈ [0, r−τ ], hin ∈ Hs(T), g ∈ C([0, T ],Hs(T)), there exists a unique solution
h ∈ C([0, T ],Hs(T)) such that {
L0h = g
h(t0, ·) = hin
(8.17)
satisfying the estimate
‖h‖T,s .s ‖hin‖s + ‖g‖T,s +NT (s+ σ)‖hin‖0 .
Proof. Let A be the transformation defined in (2.23). By (2.29), defining h˜(t, ·) := A−1(t)h(t, ·),
g˜ := A−1(t)g(t, ·), the Cauchy problem (8.17) transforms into the Cauchy problem{
L1h˜ = g˜
h˜(t0, ·) = h˜in .
Then the statement follows by Lemma 8.5 and by estimate (2.40) on the transformation A.
Lemma 8.7 (Well posedness of the operator L in (2.3)). Let T > 0, t0 ∈ [0, T ] and let L =
∂tI2 + i(Σ + A2)∂xx + iA1∂x + iA0 be the operator defined in (2.3). There exists η ∈ (0, 1) small
enough and universal constants σ, τ > 0 large enough such that if NT (σ) ≤ η (see the definition
(2.6)), then for any s ∈ [0, r−τ ], hin ∈ Hs(T), g ∈ C([0, T ],Hs(T)), there exists a unique solution
h ∈ C([0, T ],Hs(T)) such that {
Lh = g
h(t0, ·) = hin
(8.18)
satisfying the estimate
‖h‖T,s .s ‖hin‖s + ‖g‖T,s +NT (s+ σ)‖hin‖0 .
Proof. Let S be the transformation defined in (2.10). By (2.13), defining h˜(t, ·) := S−1(t)h(t, ·),
g˜ := S−1(t)g(t, ·), the Cauchy problem (8.18) transforms into the Cauchy problem{
L0h˜ = g˜
h˜(t0, ·) = h˜in .
Then the statement follows by Lemma 8.6 and by estimate (2.20) on the transformation S.
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9 Appendix D. Nash-Moser-Ho¨rmander theorem
We state here the Nash-Moser-Ho¨rmander theorem, proved in [15], which we use in Section 5 to
prove Theorems 1.1 and 1.3.
Let (Ea)a≥0 be a decreasing family of Banach spaces with continuous injections Eb →֒ Ea,
‖u‖a ≤ ‖u‖b for a ≤ b. (9.1)
Set E∞ = ∩a≥0Ea with the weakest topology making the injections E∞ →֒ Ea continuous. Assume
that Sj : E0 → E∞ for j = 0, 1, . . . are linear operators such that, with constants C bounded when
a and b are bounded, and independent of j,
‖Sju‖a ≤ C‖u‖a for all a; (9.2)
‖Sju‖b ≤ C2j(b−a)‖Sju‖a if a < b; (9.3)
‖u− Sju‖b ≤ C2−j(a−b)‖u− Sju‖a if a > b; (9.4)
‖(Sj+1 − Sj)u‖b ≤ C2j(b−a)‖(Sj+1 − Sj)u‖a for all a, b. (9.5)
Set
R0u := S1u, Rju := (Sj+1 − Sj)u, j ≥ 1. (9.6)
Thus
‖Rju‖b ≤ C2j(b−a)‖Rju‖a for all a, b. (9.7)
Bound (9.7) for j ≥ 1 is (9.5), while, for j = 0, it follows from (9.1) and (9.3).
We also assume that
‖u‖2a ≤ C
∞∑
j=0
‖Rju‖2a ∀a ≥ 0, (9.8)
with C bounded for a bounded (a sort of “orthogonality property” of the smoothing operators).
Now let us suppose that we have another family Fa of decreasing Banach spaces with smoothing
operators having the same properties as above. We use the same notation also for the smoothing
operators.
Theorem 9.1. Let a1, a2, α, β, a0, µ be real numbers with
0 ≤ a0 ≤ µ ≤ a1, a1 + β
2
< α < a1 + β, 2α < a1 + a2. (9.9)
Let V be a convex neighborhood of 0 in Eµ. Let Φ be a map from V to F0 such that Φ : V ∩Ea+µ →
Fa is of class C
2 for all a ∈ [0, a2 − µ], with
‖Φ′′(u)[v, w]‖a ≤ C
(‖v‖a+µ‖w‖a0 + ‖v‖a0‖w‖a+µ + ‖u‖a+µ‖v‖a0‖w‖a0) (9.10)
for all u ∈ V ∩Ea+µ, v, w ∈ Ea+µ. Also assume that Φ′(v), for v ∈ E∞ ∩V belonging to some ball
‖v‖a1 ≤ δ1, has a right inverse Ψ(v) mapping F∞ to Ea2 , and that
‖Ψ(v)g‖a ≤ C(‖g‖a+β−α + ‖g‖0‖v‖a+β) ∀a ∈ [a1, a2]. (9.11)
For all A > 0 there exist δ, C1 > 0 such that, for every g ∈ Fβ satisfying
∞∑
j=0
‖Rjg‖2β ≤ A‖g‖2β, ‖g‖β ≤ δ, (9.12)
there exists u ∈ Eα, with ‖u‖α ≤ C1‖g‖β, solving Φ(u) = Φ(0) + g.
Moreover, let c > 0 and assume that (9.10) holds for all a ∈ [0, a2 + c− µ], Ψ(v) maps F∞ to
Ea2+c, and (9.11) holds for all a ∈ [a1, a2+ c]. If g satisfies (9.12) and, in addition, g ∈ Fβ+c with
∞∑
j=0
‖Rjg‖2β+c ≤ Ac‖g‖2β+c (9.13)
for some Ac, then the solution u belongs to Eα+c, with ‖u‖α+c ≤ C1,c‖g‖β+c.
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