INTRODUCTION
, developed a general method for obtaining under normality conditions, the elements of the information matrix for the variance components of mixed models, with unbalanced data. Those elements have the form tr(V^(-1) 〖 V〗_i V^(-1) 〖 V〗_j ), where V is the covariance matrix of observations and 〖 V〗_i is the partial derivative of V with respect to σ_i^2, some variance component of the model. It is clear that V^(-1) is essential to finding the information matrix, from which come the sampling variances of the large sample maximum likelihood estimators of the components, Crump (1951) , Searle (1970) and Rudan and Searle (1971) . Expression for V^(-1) for 2-way, 3-way and pway nested classifications with unbalanced data are given in Searle (1970) , Rudan and Searle (1971) and Lamotte (1972) , respectively. Searle and Rudan (1973) , described V for 2-way crossed classifications random model with interaction, unbalanced data, and indicated attempts to obtain it's inverse by using Urquhart's technique, Urquhart (1962) . Wansbeek (1982) used the tearing method to derive an alternative to the method of Searle and Rudan (1973) to invert the covariance matrix of the linear model considered by them. Bonney and Kissling (1984) , Gabbara and Naji (1992) and (1994) , Al-Abdullah (1992) , Gabbara (1994) , Gabbara and Al-Abdullah (1995) and (2001) and Al-Aesawey (2001) and Gabbara and Al-Aesawey (2002) have discussed the inversion of different patterned covariance matrices and have given certain applications to each case. This paper discusses finding the inverse of an algebraic structured matrix, which is an extension of the work of Gabbara (1994) . The inverse of the considered algebraic matrix by using the tearing method is demonstrated along with the 23 special cases, which are resulted out of the general case. Applications of the results to the covariance matrices of certain linear statistical models will also be discussed.
NOTATIONS
If A is an m×p matrix and B=(b_ij ) is an n×q matrix, then the Kronecker product of A and B, written as A⊗B, is the mn×pq matrix C=(C_ij ), where C_ij=Ab_ij, i=1,…,n; j=1,…,q. Clearly, (A⊗B)^'=A^'⊗B^' (where A^' means transpose of a matrix A); (A⊗B)(C⊗D)=AC⊗BD (if all multiplications are meaning full); and (A⊗B)^(-1)=A^(-1)⊗B^(-1) (if A and B are invertible), Graybill (1983) . Let a^i be the reciprocal of the element of a_i; A^i be the inverse of the matrix A_i, and let δ_ij be the Kronecker delta which is equal 1 if i=j and 0 if i≠j. The following vector and matrices will be used frequently in this paper. Let 1_s=(1,…,1)^'∈R^s (s≥2); let I_s be the s×s identity matrix and let J_s=1_s 1_s^' be the s×s matrix of 1's .
THE TEARING METHOD
Suppose that the matrix can be decomposed as where are , and matrices respectively, and are non-singular. The method of tearing, Rao (1973), p.33 and Henderson and Searle (1981) , consist of inverting as where The tearing method is useful if it is easy to invert and . 
THE INVERSE
and , and are of dimension matrices,
. Put in , we get
Notice that when 1 n  , then of is only, and has the structure given in which is the structure of Gabbara (1994) . According to , let
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Inverting the Matrix
To invert of , we apply the tearing method given above, and we have
, we have n s r 1
we have the term
, and in , we get
, we have the factor
and in , so we get
where 1 W is given in . Now, put , and in , we get
2.2 Inverting the Matrix . Now, we apply the tearing method on of .
From we have 
Now, we compute the three terms of one by one.
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From
, we compute the term
Put
In a similar way to equations and , we compute the 9 terms of one by one and using 1 W of . We write the results only [for details, see Mahmood (2015) ].
The st 1 term of
we have the factor
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, we have the term
, , and in , we get
Now, put in and using  of , we get
, and in , and we get 
SPECIAL CASES
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Case 19 When
. In this case, the matrix V of and 
. In this case, the matrix V of and are not independent for the  2 way nested random effects model and 
