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Abstract. In this paper we study the stability of the perfectly matched layer (PML) for the elastic wave equation in first order form.
The theory of temporal stability of initial value problems corresponding to the PML is well developed. For initial boundary value problems
(IBVPs) the theory of temporal stability of the PML is less complete. First, we study the solutions of two IBVPs corresponding to the PML
for the elastic wave equation in first order form. We consider separately a PML on the lower half-plane with free-surface boundary conditions
at y = 0 and a PML on the left half-plane with characteristic boundary conditions at x = δ. In both cases the PML truncates a boundary
in the x–direction. Using normal mode analysis we prove that the lower half–plane problem and the left half–plane problem do not support
temporally growing modes.
Second, we develop a high order accurate finite difference approximation of the PML subject to the boundary conditions. To enable accurate
and stable boundary treatments for the PML we construct continuous energy estimates in the Laplace space. We use summation-by-parts
finite difference operators to approximate the spatial derivatives and impose boundary conditions weakly using penalties. By mimicking the
continuous energy estimates in the discrete setting, we construct stable numerical boundary procedures for the PML subject to the free-surface
and the characteristic boundary conditions. Numerical experiments are presented corroborating the theoretical results.
Key words. elastic wave equation, first order systems, Rayleigh surface waves, perfectly matched layers, stability, normal mode analysis,
high order finite difference, summation–by–parts, penalty method.
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1. Introduction. Wave propagation problems are often formulated in unbounded or very large spatial domains.
In numerical simulations, large spatial domains must be replaced by smaller computational domains by introducing
artificial boundaries. Efficient and reliable domain truncation becomes essential, since it enables more accurate numerical
simulations. More than thirty years of extensive research in this area has resulted in two standard, competing approaches
for artificial boundary closures: high order local non-reflecting boundary condition (NRBC) [27]-[30], and the perfectly
matched layer (PML) [1]-[20]. A NRBC is a boundary condition defined on an artificial boundary such that little or no
spurious reflections occur as a wave passes the boundary. The PML is constructed by extending the domain to a layer
where the underlying equations are transformed such that waves traveling into the layer are absorbed without reflections.
A very important property of the PML is perfect matching. This means that there are no reflections as waves propagate
from the physical domain into the layer. It is also important to note that the perfect matching property of the PML is
only guaranteed for the continuous model. When numerical approximations are introduced, the discrete PML can allow
some numerical reflections. However, for a well designed numerical approximation, these artificial reflections vanish as
the mesh size approaches zero.
Often, PMLs (and NRBCs) are derived by assuming a homogeneous unbounded medium. When the PML is used in
semi-bounded domains, the PML introduces layer edges where the physical boundary conditions and the PML interact.
This situation leads to an initial boundary value problem (IBVP) for the PML. A typical set-up can be found in [7, 11];
see also figure 5.1 where for the elastic wave equation a traction free boundary condition is used on one boundary with
PML truncation on all others. Further complicating the matter, the PML is derived in the continuous setting under the
assumption that it is an unbounded layer surrounding the truncated computational domain. However, in practice the
PML is a finite width layer. Thus, even when there is no physical boundary, the PML must be implemented as an IBVP.
To be useful, any method for truncating a computational domain must not only be accurate but also stable. That is,
if the original governing equations do not support energy growth neither should the augmented system.
For first order hyperbolic systems in unbounded domains, the temporal stability of the PML is well known, see for
example [3, 2]. When the domain is bounded or semi-bounded more care is required. A PML which is stable in an
unbounded domain can support growth when boundaries are introduced [11, 7]. Having said that, in [4] it has been shown
that the PML for second order elastic wave equations on a half–plane with the free-surface boundary condition is stable.
The key step taken in [4] was to transform derivatives in the free–surface boundary condition using the PML metric.
Subsequently, using the normal mode analysis, the PML with the transformed boundary condition was proven stable.
When working with the first order form of the equations, there are no derivatives in the boundary conditions. The
application of the PML adds, in a nontrivial way, lower order (undifferentiated) terms to the elastic wave equation. It is
natural to expect the half-plane PML for the first order formulation will be stable, numerical experiments suggest that
instability might not be the case. In particular, numerical experiments [7], using a staggered grid approximation, suggest
that growth can occur for the split-field PML [2] when a free-surface boundary condition is imposed. To investigate
this further, we consider a modal PML [3] and terminate the PML with a local one dimensional NRBC. That is, we set
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the incoming characteristics (corresponding to the Riemann invariant) to zero on the PML boundary. We repeated the
experiments of [7] for an aluminum waveguide using a high order finite difference scheme [26]; the numerical method [26]
is provably stable without the PML. The time history of the discrete energy, resulting from our numerical experiment, is
plotted in figure 1.1. Without the PML, the discrete energy decays throughout the simulation, see figure 1.1, demonstrating
the stability for the numerical method without the PML. When the absorption function of the PML is present, the discrete
energy decays until t ∼ 800 and grows exponentially for t ≥ 800. This is undesirable if longtime calculations are required.













Fig. 1.1. Time history of the maximum energy
∥∥∥√(v21 + v22)/2∥∥∥∞ on the grid for aluminum waveguide with cs/cp = 0.4593.
Though both the experiment shown in figure 1.1 and [7] show instability, it is not known where this instability
arises from. In particular, is it inherent in the PML formulation on bounded domains or a result of the numerical
implementation? In this paper we investigate this problem from a theoretical point of view by considering a modal PML
[3]. We localize the problem and consider a constant coefficient modal PML [3] truncating a vertical boundary on a lower
half-plane (y ≤ 0, −∞ < x < ∞). Firstly, we extend the analysis of [4] to the first order system. In particular, using
normal mode analysis, we prove that the constant coefficient PML with free-surface boundary conditions at y = 0, do not
support growing solutions. To investigate the stability of the characteristics boundary condition terminating the PML, we
consider the constant coefficient PML [3] on the left half-plane (∞ < y <∞, −∞ < x ≤ δ) with characteristic boundary
conditions at x = δ. Again, using a modal analysis, we prove that the constant coefficient PML with the characteristics
boundary conditions at x = δ do not support growing solutions. Together, these two results establish the stability of the
continuous PML.
After establishing the stability of the continuous problem, we move on to the discrete problem. As can be seen in
figure 1.1, the stability properties for the numerical method without the PML do not carry over once a PML is added
(even if the PML is stable in the continuous setting). This indicates that an appropriate care is needed. We will show
that even though the boundary conditions are unmodified by the PML, the way the boundary conditions are enforced
is critical. The numerical method used in figure 1.1 is a high-order, summation-by-parts (SBP) finite difference scheme
[35, 34, 26]. In the method, boundary conditions are enforced weakly using a penalty method known as the simultaneous
approximation term (SAT) method [31]. The power of the SBP–SAT method is that using the energy method, stability
can be guaranteed by a careful choice of penalty parameters.
The PML is a non-standard hyperbolic system. For general systems like the elastic wave equation, it can be difficult
to derive energy estimates for the PML, making stable numerical enforcements of boundary conditions a nontrivial task.
A straightforward approach is to construct a numerical approximation which can be proven stable in the absence of the
PML. One can then add on the PML as a lower order term. This approach can be disastrous as shown by figure 1.1. A
numerical method which is stable in the absence of the PML can support growth when the PML is included, see also [12].
The growth seen in figure 1.1 and in [7] are numerical artifacts caused by unstable boundary treatments for the PML. The
second goal of this paper is to a design stable numerical boundary procedure for the PML. Firstly, in the Laplace space,
we derive energy estimates for the continuous PML. We discretize the equations using the SBP-SAT scheme. We choose
penalties such that the SBP property is preserved and a discrete energy estimate analogous to the continuous estimate is
derived. We present numerical experiments verifying high order accuracy and numerical stability of the discrete PML.
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The remainder of the paper will proceed as follows. In section 2 we introduce the equations of linear elasticity and
the corresponding PML equations. Stability of the continuous PML is analyzed in section 3. In section 4 we present
numerical approximations and demonstrate numerical stability. Numerical experiments are presented in section 5 verifying
the analysis of previous sections. We offer a brief conclusion in section 6.
2. Equations. In this section, the equations of linear elasticity and the corresponding modal PML equations are
introduced.





















































The elastic wave equation supports two families of waves, the P–wave and the S–wave, with the corresponding wave speeds










Here, λ and µ are the first and the second Lame´ parameters and ρ is the density of the medium. We have introduced
the non–dimensional parameter γ = cs/cp, the ratio of the wave–speeds. Note that in (2.1) we have scaled time by the
P–wave velocity, cp. For all µ > 0, λ ≥ 0, the velocity ratio satisfies 0 < γ ≤
√
2/2. Nevertheless, in general the condition
on γ for well-posedness is 0 < γ2 < 1. In (2.1), the unknown u = [u1, u2]
T is the displacement vector. On the surface, at







= 0, at y = 0. (2.3)




vHudx, ‖u‖2 = (u,u) ,
where v is a complex valued vector function and vH denotes the conjugate transpose of v. If v is a real valued vector
function, then vH = vT is the transpose of v.
The elastic wave equation (2.1) with the boundary condition (2.3) and decay conditions |u| → 0, at x→ ±∞ and at
y → −∞ satisfies
Eu (t) = Eu (0) , (2.4)


























0, 2γ2, 2γ2, 2
(
1− γ2) .
Since the elastic energy Eu is conserved, the initial boundary value problem, (2.1) with (2.3), is well–posed.
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After rewriting (2.1) as (2.7a)-(2.7c), the free–surface boundary condition becomes
wy = 0, at y = 0. (2.8)
Here, v = [v1, v2]
T denotes the particle velocities, while wx = [wx1, wx2]
T and wy = [wy1, wy2]
T denote the stress fields.
Note that due to the symmetry of the stress tensor we have wx2 = wy1, therefore wx2 (or wy1) can be eliminated. However,
to simplify the analysis we will keep both wx2, wy1 and consider (2.7a)–(2.7c) with (2.8). Since both (2.7a)-(2.7c) with
(2.8), and (2.1) with (2.3) are equivalent, the first order system (2.7a)-(2.7c) with (2.8) satisfy the energy equation (2.4).
2.2. The perfectly matched layer. Let us consider the numerical solutions of the elastic wave equation (2.7a)-
(2.7c) in the quarter plane x ≤ 0, y ≤ 0. At the boundary x = 0, boundary conditions are needed such that all outgoing
waves disappear without reflections. In order to absorb outgoing waves at x = 0, we introduce the PML, of width
δ > 0, outside the quarter plane, that is in 0 ≤ x ≤ δ. The PML for first order hyperbolic systems is well established,
see for instance [3] for the modal PML and [2] for the split field PML. To derive the PML we follow the standard
procedure: Laplace transform (2.7a)-(2.7c) in time and apply the coordinate transformation ∂/∂x→ (1/Sx) ∂/∂x where
Sx = 1 + σ (x) / (α+ s) is the complex metric. By choosing auxiliary variables and inverting the Laplace transform we







































− (σ + α) q, (2.9e)
with the boundary condition (2.8) at y = 0. Here, σ (x) ≥ 0 is the damping function, α ≥ 0 is the complex frequency
shift (CFS), and the unknowns p = [p1, p2]
T and q = [q1, q2]
T are auxiliary variables introduced to localize the PML in
time. Note that the PML (2.9a)-(2.9e) is the same as the PML derived in [3]. Though, it is possible to choose auxiliary
variables differently in the Laplace space which will yield a different system of PDEs in the physical space. However, all
resulting PMLs can be shown to be linearly equivalent to (2.9a)-(2.9e). We remark that inside the domain, x ≤ 0, y ≤ 0,
the damping function vanishes σ (x) ≡ 0 and we recover the elastic wave equations (2.7a)-(2.7c). In order for the PML
(2.9a)-(2.9e) to be well-posed, we need to specify boundary conditions at x = δ. We terminate the PML, at x = δ, with
the characteristics boundary condition
√
Av + wx = 0, at x = δ > 0. (2.10)
Note that the boundary condition (2.10) for the elastic wave equations (2.7a)-(2.7c), that is (2.9a)-(2.9e) with σ = 0,
leads to the decay of the elastic energy
Ev (t) ≤ Ev (0) . (2.11)
However, the energy estimate (2.11) and the energy equation (2.4) are not applicable to the PML, (2.9a)-(2.9e) with
σ > 0. In the next section we will use normal modes to analyze the stability of the PML, (2.9a)-(2.9e), subject to the
boundary conditions (2.8) and (2.10) respectively.
3. Stability. By construction the PML (2.9a)-(2.9e) is perfectly matched [11] to the elastic wave equation (2.7a)-
(2.7c), but there is no guarantee that solutions decay in time. Temporal growth is not desirable since any growth in the
PML can propagate into the computational domain and spoil the solution. Stability analysis of the PML is an ongoing
research. For Cauchy problems the stability of the PML is rather well understood for various classes of problems, see [3]
for the modal PML and [2] for the split field PML. In [11, 4] a linear stability analysis of the PML for IBVPs in second
order form (2.1) was presented. Here, we extend this analysis to the first system (2.9a)-(2.9e). We will also analyze the
stability of the boundary condition (2.10) terminating the PML.
In order to use a modal analysis we consider the constant coefficient problem. We split the problem into a Cauchy
problem and two half plane problems. The Cauchy problem can be analyzed by a standard Fourier method [2, 3]. The
half–plane problems are analyzed by a Laplace–Fourier method [11, 4]. The constant coefficient analysis is a necessary
step towards the analysis of the variable coefficients problem. Moreover, there is a general theory which makes it possible
to extend a constant coefficient analysis to variable coefficients. This is the so-called frozen coefficient technique, see [23].
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3.1. The Cauchy problem. For general first order hyperbolic systems in unbounded domains or in periodic do-
mains, a necessary condition for the stability of the PML is the geometric stability condition [2]. In [3] it was further
proven that if the geometric stability condition is satisfied, the complex frequency α > 0 is sufficient to ensure the stability
of the PML. There is strong numerical support, see [3, 10]. However, the complex frequency shift α, must increase as the
damping coefficient σ increases. The results [2, 3] are based on standard Fourier methods and perturbation analysis of the
temporal eigenmode under the assumption of small damping or sufficiently high frequencies. For the PML (2.9a)-(2.9e)
in linear isotropic elastic media we can summarize the results of [2, 3] with the theorem
Theorem 3.1. Consider the constant coefficient modal PML (2.9a)-(2.9e) in unbounded isotropic elastic media with
α > 0 and σ ≥ 0. For sufficiently small damping σ ≥ 0, the PML (2.9a)-(2.9e) does not support temporally growing
modes.
Note that in bounded domains with non-periodic boundary conditions Theorem 3.1 is not applicable. However, we
see that away from the boundaries the modal PML (2.9a)-(2.9e) is stable. In order to study the effects of the boundary
conditions (2.8) at y = 0 or (2.10) at x = 0, we will perform a normal mode analysis.
3.2. The lower half–plane problem, −∞ < x <∞, −∞ < y ≤ 0. Consider the PML (2.9a)-(2.9e) in an isotropic
elastic lower half plane, −∞ < x < ∞ and −∞ < y ≤ 0 with the free–surface boundary condition (2.8) at y = 0. After
Laplace transformation in time of (2.9a)-(2.9e) with (2.8) and Fourier transformation in x of (2.9a)-(2.9e) with (2.8),






























= 0, y = 0. (3.2)
Here, (s, kx) are the dual variables to (t, x). Note that the x-derivative in the boundary condition (3.2) is appropriately
transformed by the PML metric Sx. For the corresponding second order systems [11, 4], in order to ensure the consistency
and stability of the PML on the boundary we needed to explicitly transform the boundary conditions (2.3) using the PML
metric Sx.
To show that the PML is stable we will prove that there are no nontrivial solutions to the eigenvalue problem
(3.1)-(3.2) with <s ≥ 0 for all σ > 0, α > 0.
In advance we introduce the complex number z = a+ ib, and define the branch cut of
√
z by
−pi < arg (a+ ib) ≤ pi, arg√a+ ib = 1
2
arg (a+ ib). (3.3)























= 0, y = 0. (3.5)
By defining the modal solutions
v̂ = Φeκy, (3.6)
the eigenvalue problem (3.1) becomes (




Φ = 0, (3.7)
where κ are the roots of
det
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−κ1y + β2Φ4e−κ2y (3.9)































It can be shown that for all σ, α ≥ 0 with <s > 0 and kx ∈ R, we have <κ1,<κ2 > 0, see Lemma A3 in [4]. We consider
only bounded solutions, at y → −∞, by setting β1, β2 ≡ 0. The remaining parameters θ1, θ2 are determined by the
boundary condition (3.5). By inserting (3.9) in (3.5) we obtain
1
s


























 6= 0, <s > 0. (3.10)
Here, F0 (s, kx) is the Rayleigh dispersion relation defined by
F0 (s, kx) ≡
(
s2 + 2γ2k2x





We can now formulate stability as an algebraic condition, corresponding to the so-called Kreiss’ uniform eigenvalue
condition [36], which is well–known to be sufficient for boundary stability [36, 37]:
Definition 1. Consider the constant coefficient modal PML (2.9a)-(2.9e) in an isotropic elastic lower half plane,
−∞ < x < ∞ and −∞ < y ≤ 0, with the free–surface boundary condition (2.8) at y = 0. The initial boundary value
problem (2.9a)-(2.9e), (2.8) is boundary stable if for all α > 0 and σ > 0, there are no complex numbers s with <s ≥ 0,








Firstly, we will characterize the roots of the undamped problem (1/s2)F0 (s, kx) = 0. The following Lemma was
proven in [22].
Lemma 3.2 (Lemma 4 in [22]). The Rayleigh dispersion relation F0 (s, kx) = 0, defined in (3.11), has the solution
s = 0, and exactly two purely imaginary solutions s = iβ, β ∈ R.
The eigenfunction corresponding to the zero root s = 0 vanishes, therefore, the corresponding mode is trivial. The
purely imaginary roots s = iβ are called generalized eigenvalues [36, 37] and correspond to the Rayleigh modes propagating
on the surface of an elastic solid.
We will now state the following lemma characterizing the roots of (1/s2)F0 (s, kx) = 0, for the undamped problem,
with σ = 0.
Lemma 3.3. The equation (1/s2)F0 (s, kx) = 0 has exactly two non zero, purely imaginary solutions s = iβ, β ∈ R
and no zero root s = 0.










= 2γ2(1− γ2)k2x 6= 0.
Therefore, s = 0 is not a solution of (1/s2)F0 (s, kx) = 0.
The following result was proven in [11, 4]:
Theorem 3.4. Let F (s, kx) be a homogeneous function of certain degree n ∈ N for some real number kx and complex





= 0, with k˜x = kx/Sx and Sx = 1 + σ/(s+ α), has no solution s with <s ≥ 0, for all α > 0, σ > 0.
An immediate consequence of Theorem 3.4 and Lemma 3.3 is a main result
Theorem 3.5. Consider the constant coefficient modal PML (2.9a)-(2.9e) subject to the the free–surface boundary




= 0, has no root s with <s ≥ 0 for all
α > 0 and σ > 0.
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3.3. The left half–plane problem, −∞ < x ≤ δ, −∞ < y <∞. We will now consider the left half–plane problem,
that is the PML (2.9a)-(2.9e) on −∞ < x ≤ δ and −∞ < y < ∞, with the boundary condition (2.10) at x = δ. Laplace












with the boundary condition
√












= 0, x = δ. (3.14)











with the boundary condition
√












= 0, x = δ. (3.16)
For the ordinary differential equation (3.15) we can construct modal solutions
v̂ = Φeκx. (3.17)
Substituting (3.17) into (3.15) yields (













The general solution is
v̂ = θ1Φ1e
κ1x + β1Φ2e
































It can be shown that for all σ, α ≥ 0 with <s > 0 and ky ∈ R, we have <κ1,<κ2 > 0, see Corollary B.3 in the Appendix.
Thus boundedness of the solution at x→ −∞ implies β1, β2 = 0. The parameters θ1, θ2 are determined by the boundary
condition (3.16). By inserting (3.20) in (3.16) we obtain
1
ŝ
 −k˜y ( ŝκ1 + 2 γ2) i − (κ22+ŝ κ2+(2 γ2−1) k̂2y) ik̂y
κ1





















 −k̂y ( ŝκ1 + 2 γ2) i − (κ22+ŝ κ2+(2 γ2−1) k̂2y) ik̂y
κ1






2 + ŝ γ











C0 (s, ky) .
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The dispersion relation for the undamped problem is unchanged, and does not depend on the PML parameters σ, α. The
function C0 (s, ky) is define by








+ 2γ2k4y − γs2k2y +
(√














We will now characterize the solutions to the equation C0 (s, ky) = 0.
Lemma 3.6. The equation C0 (s, ky) = 0, has no root s, with <s > 0.
Proof. If <s > 0 then there is energy growth Ev(t) > Ev(0), which is in contradiction with (2.11), and thus <s ≤ 0.





+ 2γ2 − γs¯2 +
(√


















C1 (s¯) = 0. (3.24)
Lemma 3.7. The equation (3.23) has no solution s¯ = 0 or s¯ = iξ, ξ ∈ R for all 0 < γ2 < 1.
Proof. Inserting s¯ = 0 in (3.23) we have C1 (0) = 2γ2 6= 0 for all 0 < γ2 < 1, and thus s¯ = 0 is not a solution.
Now if s¯ = iξ is a solution, then (3.23) becomes(
2γ2 − ξ2)2 + 2γ2 + γξ2 − i(√(γ2 − ξ2) ξ2 +√(1− ξ2) ξ2) ξ2 −√γ2 − ξ2√1− ξ2 (4γ3 + ξ2) = 0. (3.25)
Considering first 0 < ξ2 < γ2 and collecting the real and imaginary parts separately yields two equations(√




ξ2 = 0, (3.26)
(
2γ2 − ξ2)2 + 2γ2 + γξ2 −√γ2 − ξ2√1− ξ2 (4γ3 + ξ2) = 0, (3.27)
which must both be satisfied simultaneously. From equation (3.26), the only possible solution is ξ = 0, which is a
contradiction. Consider ξ2 = γ2 and insert in (3.25) above we have
γ4 + 2γ2 + γ3 − i
√
(1− γ2) γ2γ2 = 0. (3.28)
Collecting the real and the imaginary parts separately gives
γ4 + 2γ2 + γ3 = 0,
√
(1− γ2) γ2γ2 = 0. (3.29)
Since 0 < γ2 < 1, these are contradictions. There are no solutions of (3.25) for 0 < ξ2 ≤ γ2.
Now turning to γ2 < ξ2 < 1 gives, upon collecting real and imaginary terms, the two conditions(
2γ2 − ξ2)2 + 2γ2 + γξ2 − i√(γ2 − ξ2) ξ2ξ2 = 0, (3.30)
i
√




1− ξ2 (4γ3 + ξ2) = 0. (3.31)
Since the square root in (3.30) is purely imaginary, (3.30) cannot vanish yielding a contradiction. On the other hand if
ξ2 = 1 then (3.25) becomes (
2γ2 − 1)2 + 2γ2 + γ − i√(γ2 − 1) = 0. (3.32)
This again yields a contradiction, as the square root is purely imaginary and there are no solutions of (3.25) for γ2 < ξ2 ≤ 1.
The only remaining case is ξ2 > 1. In this case all the square roots in (3.25) are purely imaginary and every term is
positive and nonzero. Thus there are no solutions ξ2 > 1 satisfying (3.25).
We have another main result establishing the temporal stability of the continuous PML problem (2.9a)-(2.9e) subject
to the boundary condition (2.10) at x = δ.
Theorem 3.8. Consider the PML (2.9a)-(2.9e) in the half–plane −∞ < x ≤ 0, −∞ < y < ∞ and subject to the
boundary condition (2.10) at x = δ. The corresponding dispersion relation
(
1/ŝ2
) C0 (ŝ, k̂y) = 0 has no root s with <s ≥ 0
for all σ, α ≥ 0.
By theorems 3.5 and 3.8, it suffices to say that all nontrivial modes in the PML (2.9a)-(2.9e), subject to the boundary
conditions (3.14) and (3.2), decay. Thus, the challenge lies in constructing numerical approximations and ensuring
numerical stability. In the next section, we will construct continuous energy estimates which we can mimic in the discrete
setting to design stable numerical boundary procedures.
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3.4. Partial estimates. In sections 3.2 and 3.3 we established, using modal analysis, the temporal stability of the
continuous PML problem (2.9a)-(2.9e) with boundary conditions (3.14) and (3.2). Extending thess modal analyses to
the discrete setting is possible, but non-trivial in all but the most simplified cases. This motivates the development of an
energy estimate that can be used in numerical approximations. The power of the energy estimate is that we can construct
stable numerical discretization by mimicking this continuous energy estimate.
To begin with, consider now a two dimensional rectangular domain Ω = [−x0, x0] × [−y0, y0], with x0, y0 > 0, and







































− (σ + α) q + f5. (3.33e)
On the boundaries we impose the boundary conditions
wy = 0, at y = ±y0, (3.34)
and
√
Av ±wx = 0, at x = ±x0. (3.35)
For the consistency of the boundary conditions, we will require the forcing functions to vanish completely at the boundaries,
x = ±x0, y = ±y0. After Laplace transformation of the PML (3.33a)–(3.33e) in time, we can eliminate the stress fields



































+ F̂ (x, y, s) , (3.36)
subject to the boundary conditions
√




















































We introduce the energy defined by





















where P = PT ≥ 0 is the 4× 4 potential energy matrix defined in (2.6).
We can prove the following lemma
Lemma 3.9. Consider the constant coefficients transformed equation (3.36) and the transformed boundary conditions
(3.37), (3.38). If s is real and positive, then the quantity Ev̂σ (s) defined in (3.39) is an energy and the energy satisfies√
Ev̂σ (s) ≤ 1
sSx
‖F̂ (x, y, s) ‖, ∀s > 0. (3.40)
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Proof. Multiply (3.36) with (sv̂)
H
from the left, add the conjugate of the product and integrate over the whole
domain. Integration by parts yields











































Note that if s > 0 is real, then the metric Sx is purely real and positive, Sx ≥ 1, for all α, σ ≥ 0. We have















































sv̂, F̂ (x, y, s)
)
. (3.42)
Using Cauchy–Schwarz inequality in (3.42) yields the estimate√
Ev̂σ (s) ≤ 1
sSx
‖F̂ (x, y, s) ‖, ∀s > 0,
where the energy Ev̂σ (s) is defined in (3.39).
Remark 1. It is important to note that (3.40) is a partial energy estimate. A more complete estimate must include
also s with nonzero imaginary parts, =s 6= 0. That said, the estimate (3.40) is useful, as we can construct stable numerical
boundary procedures by mimicking the continuous estimate (3.40).
4. Discretizations and numerical stability. The main focus of this section is to design stable numerical boundary
procedures for the PML (2.9a)-(2.9e). We will use SBP operators, see [34, 35], to discretize the spatial derivatives and
impose all boundary conditions weakly using penalties [31]. If we can derive a discrete approximation and a corresponding
discrete energy estimate analogous to (3.40), then we know that the discrete approximation can not support any energy
growth not permitted by the continuous PML. Finally, we will perform a numerical study of the temporal eigenvalues
resulting from the discrete spatial operator.
4.1. Spatial approximations. Let D denote a matrix approximating the first derivative, D ≈ ∂/∂x. The matrix
D is an SBP operator if the following properties are satisfied
D = H−1x Qx, Q
T
x +Qx = ERx − ELx . (4.1)
Here ELx = diag(1, 0, 0, . . . , 0), ERx = diag(0, 0, 0, . . . , 1) pick out the left and right boundary terms. The matrix Hx is
symmetric and positive definite, and thus defines a discrete norm. The matrix Qx is almost skew-symmetric. The SBP
operators used in the present study have diagonal norms Hx, where the boundary stencils are rth order accurate and the
interior accuracy is 2r.
We discretize the rectangular domain, in the x- and y-directions, using Nx, Ny grid points, respectively, with a uniform
spatial step h > 0. A two dimensional scalar grid function u is stacked as a vector of length NxNy,
v =
(
v11, v12, · · · , vNxNy
)T
.
The discrete approximation of the PML equations (2.9a)-(2.9e) using SBP operators with SAT enforcements of the
boundary conditions (3.34) at y = ±y0 and (3.35) at x = ±x0, can be written as
dv
dt
= (I2 ⊗Dx ⊗ Iy) wx + (I2 ⊗ Ix ⊗Dy) wy − (I2 ⊗ σIx ⊗ Iy) q−τ
((

















+f1 (t) , (4.2a)
dwx
dt





CT ⊗Dx ⊗ Iy
)
v + (B ⊗ Ix ⊗Dy) v − (I2 ⊗ σIx ⊗ Iy)
(
CT ⊗ Ix ⊗ Iy
)
p + f3 (t) , (4.2c)
dp
dt
= (I2 ⊗Dx ⊗ Iy) v − (I2 ⊗ (σ + α) Ix ⊗ Iy) p + f4 (t) , (4.2d)
dq
dt
= (I2 ⊗Dx ⊗ Iy) wx − (I2 ⊗ (σ + α) Ix ⊗ Iy) q
−τ
((










+f5 (t) , (4.2e)
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where, as will be seen, the penalty is τ = 1 yields a stable scheme. Here, the symbol ⊗ denotes the Kronecker products,
see the Appendix. Note that we have enforced the boundary conditions weakly on right hand side of the velocity equation
(4.2a) and the auxiliary differential equation (4.2e). As we will see later, this particular boundary treatment enables us
to construct a discrete energy estimate analogous to the continuous estimate (3.40). It is possible though to also penalize
the stress equations, see for instance [26]. In the absence of the PML, the numerical method [26] can be proven stable.
However, numerical experiments, see figure 1.1, have shown that the application of the numerical method [26] to the PML
is unstable. It is important to note that a numerical method which is stable in the absence of the PML can become
unstable when the PML is included, see also [12].
4.2. Discrete energy estimate. We define the discrete scalar product and the corresponding discrete norm
〈u,v〉Hxy = vTHxyu, ‖v‖
2
Hxy
= 〈v,v〉Hxy , Hxy = I2 ⊗Hx ⊗Hy, (4.3)
and introduce the spatial operators
Dx = (I2 ⊗Dx ⊗ Iy) , Dy = (I2 ⊗ Ix ⊗Dy) .


















where Ph = PTh ≥ 0 is a 4× 4 block, discrete potential energy matrix
Ph =
(
A⊗Hx ⊗Hy C ⊗Hx ⊗Hy
CT ⊗Hx ⊗Hy B ⊗Hx ⊗Hy
)
. (4.5)











f1 (t)−H−1xy DTxHxyf2 (t)−H−1xy DTy Hxyf3 (t) .
When the forcing functions vanish, f1 = f2 = f3 = 0, the energy decays, and we have
Evh (t) ≤ Evh (0). (4.7)
Proof. Consider (4.2a)–(4.2e), and set σ = 0 and τ = 1. The auxiliary variables vanish and we use the SBP property
(4.1) to eliminate some of the boundary terms, we have
dv
dt
= −H−1xy DTx (I2 ⊗Hx ⊗Hy) wx −H−1xy DTy (I2 ⊗Hx ⊗Hy) wy −
((√













CT ⊗Dx ⊗ Iy
)
v + (B ⊗ Ix ⊗Dy) v + f3 (t) . (4.8c)
Next, we rewrite equations (4.8a)–(4.8c) as a second order system. Differentiate equation (4.8a) with respect to time and
use the right hand side of equations (4.8b)–(4.8c) to eliminate the time derivatives for the stress fields, we obtain
d2v
dt2
















f1 (t)−H−1xy DTxHxyf2 (t)−H−1xy DTy Hxyf3 (t) .
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Multiply equation (4.9) with (dv/dt)
T
Hxy from the left, and add the transpose of the product, we have
d
dt
Evh (t) = −2dv
dt
T (√











where the energy Evh (t) is defined in (4.4). After using
d
dt



















When the forcing vanishes, f (t′) = 0, the energy decays
Evh (t) ≤ Evh (0).
Note that the energy estimate (4.7) is completely analogous to the continuous energy estimate (2.11). However, when
the PML is included, σ > 0, proving numerical stability becomes nontrivial.
In order to demonstrate numerical stability for the PML, we take the Laplace transform of (4.2a)–(4.2e) in time. We
set τ = 1 and eliminate the stress fields and the auxiliary variables, we have











A⊗ (ERx + ELx)⊗Hy
)













(A⊗ Ix ⊗ Iy) f̂4
)










The corresponding discrete energy is defined by















We can also prove
Lemma 4.2. Consider the constant coefficients transformed discrete approximation (4.11). If s is real and positive,
then the quantity Ev̂hσ (s) defined in (4.12) is a discrete energy and the discrete energy satisfies√
Ev̂hσ (s) ≤ 1
sSx
‖F̂ (s, α, σ) ‖Hxy , ∀s > 0. (4.13)
Proof. Consider (4.11) and multiply with (sv̂)
H
Hxy from the left and add the conjugate of the product, we have





v̂HDTx (A⊗Hx ⊗Hy) Dxv̂ −<(s∗Sx)v̂HDTy (B ⊗Hx ⊗Hy) Dyv̂

















If s > 0 is real, then the metric Sx is purely real and positive, Sx ≥ 1, for all α, σ ≥ 0. We have
(sv̂)
T





Dxv̂ − v̂HDTy (B ⊗Hx ⊗Hy) Dyv̂
− 1
Sx
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Using Cauchy–Schwarz inequality in (4.15) yields the discrete energy estimate√
Ev̂hσ (s) ≤ 1
sSx
‖F̂ (s, α, σ) ‖Hxy , ∀s > 0,
where the discrete energy Ev̂hσ (s) is defined in (4.12).
Remark 2. We remark that the estimate (4.13) can be easily extended to the error equation. Let the error be defined
by ê := v̂ − V̂, where V̂ is the restriction of the exact solution on the grid. If we denote the energy of the error on the
grid by Eêhσ (s), obtained by replacing v̂ with ê in (4.12), and T̂ (s, α, σ) = O (hr) is the truncation error, we have√
Eêhσ (s) ≤ 1
sSx
‖T̂ (s, α, σ) ‖Hxy , ∀s > 0. (4.16)
Note that for any real s > 0, we have Eêhσ (s)→ 0 as h→ 0.
4.3. Discrete eigenvalues. To verify the above result we study the temporal eigenvalues of the corresponding
discrete spatial operator with constant damping σ ≥ 0. Consider the semi-discrete approximation (4.2a)-(4.2e), we take
the Laplace transform in time. The eigenvalue problem is
s˜Ψ = D˜ (γ, α˜, σ˜) Ψ, Ψ = (v̂, ŵx, ŵy, p̂, q̂)T
where s˜ = hs and s is the dual variable to time, σ˜ = hσ ≥ 0, is the scaled damping function, α˜ = hα > 0 is the scaled
complex frequency shift, h is the spatial step, and 0 < γ <
√
2/2 is a non-dimensional parameter. The spatial discrete
operator is defined by
D˜ (γ, α˜, σ˜) =

D11 D12 D13 0 −σ˜ (I2 ⊗ Ix ⊗ Iy)
D21 0 0 −σ˜ (A⊗ Ix ⊗ Iy) 0
D31 0 0 −σ˜
(
CT ⊗ Ix ⊗ Iy
)
0
D41 0 0 − (σ˜ + α˜) (I2 ⊗ Ix ⊗ Iy) 0





A⊗H−1x (ERx + ELx)⊗ Iy
)
, D12 = h
(





I2 ⊗ Ix ⊗Dy −H−1y (ERy − ELy)
)
, D21 = h ((A⊗Dx ⊗ Iy) + (C ⊗ Ix ⊗Dy)) ,
D31 = h
(
(B ⊗ Ix ⊗Dy) +
(
CT ⊗Dx ⊗ Iy
))
, D41 = h (I2 ⊗Dx ⊗ Iy) .
Note that the spatial operator D˜ is independent of the spatial step h. The numerical approximation (4.2a)-(4.2e) is not
stable, if for sufficiently small α˜ > 0, σ˜ ≥ 0, the discrete spatial operator D˜ has eigenvalues s˜ with <s˜ > 0.
To compute the temporal eigenvalues we use a uniform spatial step with 20 grid points in both x and y axes. The
maximum real parts of the temporal eigenvalues using a 6th order accurate SBP operator are displayed in figure 4.1 for
two real materials, aluminum and steel, and for arbitrary velocity ratio γ.
In the first two computations, see figure 4.1(a) and 4.1(b), we set the scaled complex frequency shift α˜ = 1, the
velocity ratio γ = 0.547 for steel and γ = 0.4593 for aluminum, and vary the scaled magnitude of damping σ˜ from 0 to 1
with the step size 0.1. Observe that for all sufficiently resolved damping coefficients the eigenvalues have no positive real
parts.
In the last computations, see figure 4.1(c), we set α˜ = 1, σ˜ = 0.5 and vary the velocity ratio γ from 0.1 to 0.9 with
the step size 0.1. Observe that there are no eigenvalues with positive real parts. Thus, demonstrating numerical stability
for arbitrary materials.
We also note that numerical computations of the temporal eigenvalues using lower, 2nd and 4th, order accurate SBP
operators yield similar results as in figure 4.1. In the coming section we will present numerical experiments.
5. Numerical experiments. In this section, we present numerical experiments. The experiments are designed to
quantify numerical errors introduced by discretizing the PML. We will also verify the stability analysis of the last section.
5.1. Computational setup. Consider a rectangular waveguide with the dimension (x, y) = [−50, 50]× [0, 50]. On
the the surface of the waveguide, at y = 50, we set the free–surface boundary conditions wy = 0. The bottom of the
waveguide, at y = 0, is a fictional wall with the characteristics boundary condition
√
Bv−wy = 0. In the x-direction we
introduce two additional layers, having 50 ≤ |x| ≤ 50 + δ in which the PML equations are solved. In order to complete
the statement of the problem we set the characteristics boundary conditions
√
Av ±wx = 0 at x = ± (50 + δ), the edge
of the PML. The setup is schematically shown in figure 5.1.
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(a) Steel with γ = 0.547, α˜ = 1










(b) Aluminum with γ = 0.4593, α˜ = 1










(c) α˜ = 1, σ˜ = 0.5
Fig. 4.1. The maximum real parts of the temporal eigenvalues using a 6th order accurate SBP operator.
Fig. 5.1. The computational setup.
BOUNDARY WAVES AND STABILITY OF THE PML II 15
We use the initial data
v1 = v2 = e
− log(2) x2+(y−25)29 , (5.1)










if |x| ≥ 50,
where d0 ≥ 0 is the damping strength. We will use d0 = 2 and the complex frequency shift, α = 0.5, in all experiments.
We discretize in space with a high order accurate SBP operator. The spatial operator has a sixth order accurate
interior stencil and a third order accurate boundary closure, and thus yielding a theoretical global fourth order accurate
finite difference stencil. All boundary conditions are enforced weakly using SAT, as described in the last section. Note
that the penalty strength τ = 1 ensures stability. Numerical approximation in time is obtained by the classical fourth





5.2. Numerical error. Here, we evaluate the numerical error introduced by discretizing the continuous PML. The
discretization errors generated inside the PML are seen in the computational domain as artificial reflections. We consider
an aluminum waveguide defined by γ = 0.4593. The corresponding P-wave and S-wave velocities are given by cp = 2.1772,
cs = 1. To quantify numerical reflections we use a wide PML width, δ = 50. We compute the solution until t = 40 so that
the reflections arriving from the outer edges do not yet affect the solutions in the interior, (x, y) ∈ [−50, 50]× [0, 50]. We
also compute a reference solution in a larger domain without the PML. We define the error as the point wise maximum
difference of the reference solution and the PML solution in the interior, (x, y) ∈ [−50, 50]× [0, 50]. In figure 5.2, we have
plotted the numerical error against time for various resolutions. Table 5.1 gives the error at the final time. Observe that








Numerical errors from the interface of the PML for an aluminum waveguide with γ = 0.4593 , for a sixth order accurate SBP operator
using a fourth order accurate Runge-Kutta scheme.
5.3. Stability. We investigate numerically the stability of the PML. In practical calculation the PML width is
considerably short, we therefore use δ = 10. This corresponds to 10% of the width of the computational domain. For
various velocity ratios γ = 0.1, 0.2, 0.3, 0.4, 0.5 and the spatial step h = 0.5, we compute the solution until t = 5000. Note
that in [7] numerical instabilities are seen to be more severe for small γ. The snapshots of the solution at t = 5, 20, 40
are shown in figure 5.3 for γ = 0.2, 0.4. Figure 5.3 shows how the initial pulse spreads, being reflected by the free-surface
and the absorption of waves by the PML. Note that in both media the S-wave speed is cs = 1. The P-wave velocity is
cp = 5 in the media with γ = 0.2 and cp = 2.5 in the media with γ = 0.4. In figure 5.3, it is apparent that the P-wave
propagates as twice as fast in the media with γ = 0.2 than in the media with γ = 0.4, while the S-wave propagate at the
same speed in both media. In figure 5.4 we have plotted the time history of the maximum energy on the grid. Observe
that the energy decays from unity until ∼ 10−3.
6. Concluding remarks. We have extended the stability theory of [4, 11] to the PML for first order hyperbolic
systems. Our approach is based on a modal analysis of the constant coefficient PML on a half-plane. We have shown that
the PML for the elastic wave equation (in velocity-stress formulation) subject to free-surface boundary conditions does
not support growing solutions. We have also proven that terminating the PML with characteristics boundary conditions
yields a stable PML boundary closure. The challenge lies in constructing accurate and stable numerical approximations
for the PML and the boundary conditions. First we construct an estimate in the Laplace space. By mimicking the energy
estimate in the discrete setting, we develop a stable numerical boundary procedure using the SBP-SAT methodology.
Thus, obtaining a highly accurate and reliable domain truncation. Numerical experiments are presented verifying high
order accuracy and numerical stability. We also note that our schemes have been successfully implemented in a large
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Fig. 5.2. Numerical errors from the interface of the PML for an aluminum waveguide with γ = 0.4593, with a sixth order accurate SBP
operator and a fourth order accurate Runge-Kutta scheme.
2D finite difference open source code: FDMAP (http://pangea.stanford.edu/ edunham/codes/codes.html), for dynamic
earthquake rupture simulations.
Since an SBP operator can be shown to be analogous to a finite element scheme [24], we also believe that the
numerical boundary procedure presented in this paper can be extended to other numerical schemes such as the finite
element methods. However, a corresponding weak formulation must be discretized.
Appendix A. The Kronecker product. In order to construct discrete operators in two space dimensions we will
use the Kronecker product.
Definition 2 (Kronecker Products). Let A be an m-by-n matrix and B be a p-by-q matrix. Then A ⊗ B, the Kro-
necker product of A and B, is the (mp)-by-(nq) matrix
A⊗B =

a11B a12B . . . a1nB
. . . . . . . . . . . . .
. . . . . . . . . . . . .
am1B am2B . . . amnB
 .
The following properties hold for Kronecker products
1. Assume that the products AC and BD are well defined then
(A⊗B)(C ⊗D) = (AC)⊗ (BD)
2. If A and B are invertible, then (A⊗B)−1 = A−1 ⊗B−1
3. (A⊗B)T = AT ⊗BT
Appendix B. Some useful lemmata. Introduce the complex number z = x+ iy and define the branch cut of
√
z by





arg (x+ iy). (B.1)
The following Lemma was adapted from Lemma 6 in [22].
Lemma B.1. Let kx be a real number and let s = a+ ib be a complex number where a > 0. Consider the relation
κ =
√
s2 + k2x. (B.2)
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= 1 + σ′ (a′ + α′)− iσ′b′, sSx = a (1 + σ′ (a′ + α′)) + σ′b′b+ ib (1 + α′σ′) .
Lemma B.2. Let kx be a real number and let s = a+ ib be a complex number where a > 0. Consider the relations
κ =
√
s2 + k2x, (B.3)












Sxκ = (1 + σ
′ (a′ + α′)− iσ′b′) (β0a+ i0b) ,







′ (1 + σ′ (a′ + α′)) + 0σ′b′2
)
> 0.
As a consequence of lemmas B.1 and B.2 we have the following:






(sSx)2 + (γSxky)2, (B.4)
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Fig. 5.4. Time history of the point wise maximum energy
∥∥∥√(v21 + v22)/2∥∥∥∞ on the grid for γ = 0.1, 0.2, 0.3, 0.4, 0.5.
κ2 =
√
(sSx)2 + (Sxky)2. (B.5)
For all real numbers σ, α ≥ 0, the complex numbers κ1, κ2 have positive real parts <κ1 > 0, <κ2 > 0.
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