ABSTRACT Despite the rapid progress over the past decade, person re-identification (reID) remains a challenging task due to the fact that discriminative features underlying different granularities are easily affected by illumination and camera-view variation. Most deep learning-based algorithms for reID extract global embedding as the representation of the pedestrian from the convolutional neural network. Considering that person attributes are robust and informative to identify pedestrians. This paper proposes a multi-branch model, namely part-based attribute-aware network (PAAN), to leverage both person reID and attribute performance, which not only utilizes ID label visible to the whole image but also utilizes attribute information. In order to learn discriminative and robust global representation which is invariant to the fact mentioned above, we resort to global and local person attributes to build global and local representation, respectively, utilizing our proposed layered partition strategy. Our goal is to exploit global or local semantic information to guide the optimization of global representation. Besides, in order to enhance the global representation, we design a semantic bridge replenishing mid-level semantic information for the final representation, which contains high-level semantic information. The extensive experiments are conducted to demonstrate the effectiveness of our proposed approach on two large-scale person re-identification datasets including Market-1501 and DukeMTMC-reID, and our approach achieves rank-1 of 92.40% on Market-1501 and 82.59% on DukeMTMC-reID showing strong competitiveness among the start of the art.
I. INTRODUCTION
Person re-identification(reID), also known as pedestrian cross-camera retrieval, aims to match a query image across all the images of a specified pedestrian from a large gallery. It has many important practical applications including tracking criminals across cameras, video surveillance and customer analysis. In spite of deep learning methods greatly improving the performance of reID compared to traditional competitors in recent years, the existing methods mostly based on representation learning [1] - [4] or metric learning [5] - [10] still face several challenges, as they have not learned enough discriminative embedding. Person attributes, a semantic-related robust information, can characterize pedestrian discriminatively in image retrieval task.
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A. OVERVIEWER AND MOTIVATION
Most existing reID approaches are dedicated to learning discriminative global descriptors from the whole body in pedestrian images. Meanwhile, to relieve the dilemma that global features are hard to portray, and some non-salient or infrequent detailed information with high complexity is contained in pedestrian images, local features are extracted for capturing more robust and discriminative representations. These methods mainly learn local features from body parts produced by various partition strategies including grid partition [11] , [12] , part region detection [13] , [14] or pose and key points estimation [15] - [19] . In this paper, a novel layered partition strategy is proposed, which divides a human body into diverse horizontal blocks with respect to the visibility of different personal attributes. Different from previous works based on part features, the learned local and global convolutional feature maps are used to optimize the final representation and consequently enhance algorithm performance under the guidance of person attribute cues. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ Intuitively, ID-level attributes provide plentiful granular information for identifying different pedestrians (see Fig.1 ), which are considered as auxiliary yet powerful information for reID tasks. The attribute annotations aim to retrieve the target images from a multi-dimension perspective rather than the overall impression. As shown in Fig.1 , gender, hairstyle, clothing and other prominent annotations provide multiple perspectives for the reID model to retrieve the correct person. Therefore, we can boost the generalization ability of the learned model if attributes are correctly predicted. Compared to previous works that mainly use attribute labels to enhance the representation of global appearance [20] , [21] , and to design unsupervised model [22] , this work presents a completely different idea, which uses different levels of semantic labels to conduct the generation of corresponding hierarchical features, i.e., global and local parts representation. As a high-level semantic annotation, attribute labels are invariant to many conditions, such as illumination and misalignment. In view of this, attribute information is used to address the misalignment problem in partial segmentation. Our model, part-based attribute-aware network (PAAN) is built upon a multi-task classification framework by integrating both part-level and global-level attributes. The attributes are used by integrating an attribute classification loss with ID classification. Though both global and part embeddings are pooled from homologous feature maps, the ultimate goal is to guide the optimization of the global embedding toward a more robust direction. Furthermore, to enhance the expressiveness of global representation, a architecture named semantic bridge was designed which combined feature blocks of adjacent layers like a bridge next to backbone network. 
B. CONTRIBUTIONS
The main contributions in this paper are summarized as follows:
• A novel layered partition strategy is to make full use of information contained in global and local attributes, which enables the model to explicitly learn salient parts that are discriminative for retrieving the correct pedestrian. Based on the strategy, the PAAN network was proposed to leverage the reID performance and the accuracy of person attribute.
• A tangible scheme for attribute recognition is also provided, which greatly upgrades the expressive capability of the person attribute recognition model by subdividing the attributes to relevant body parts.
• To further enhance the representation power of global embedding, a semantic bridge architecture is designed to bridge the semantic gap between mid-level and high-level features.
The remainder of this paper is organized as follows. In Section II, person reID methods are briefly reviewed. Our approach is then detailed in Section III. Experimental evaluation is discussed in Section IV. Finally, we summarize our work in Section V.
II. RELATED WORK
Most existing works on person re-identification concentrated on deep learning based methods which have dominated the reID research community [23] . Many state-of-the-art approaches relying on feature embeddings learned through deep neural networks were proposed to address the challenging task. These approaches have been roughly divided into two types: distance metric learning and representation learning. The methods based on representation learning are various, some were devoted to extract global representation while the other extracted local representation. The local representation can learned in different ways depending on how the local region are partitioned. In addition, some works making use of complementary information such as person attribute have been prevailing in recent years.
Metric learning is a kind of widely used method in the field of image retrieval which tries to learn the similarity of two images. To be specific, on the issue of reID, the objective function can be seen as a map function. These metric learning based methods tried to map the raw images to a feature space where the similarity of different images of the same identity (positive sample pair) is supposed to be greater than the images of different identity(negative sample pair). In [6] Varior et al. trained a Siamese network with contrastive loss. Triplet loss [8] , [9] , [24] enforced the distance of positive sample is shorter than negative one w.r.t the same anchor image. These methods, as well as margin sample mining loss [25] and Quadruplet loss [26] advanced the development of the field of reID, nevertheless, their effectiveness depends heavily on how the pairs/triplets are selected and is highly correlated with the scale of the dataset. In this paper, we turn to cross entropy loss whose strong robustness has been demonstrated fully in classification and retrieval tasks.
Representation learning serves as an import part in reID. For the CNN based methods, the feature representation is often presented as a embedding extracted from the last pooling layer or the fully-connected layer of the reID model. Reference [27] trained a combined reID model with classification subnet and verification subnet, which made the best of ID annotations from the large-scale reID datasets. Owing to the misalignment and background-bias problems which 53586 VOLUME 7, 2019 global representation learned by CNN is unable to handle, many works proposed to partition the features over regions to get fine-grained features of pedestrians. Partition strategies are numerous. Reference [8] proposed a multi-channel part-based CNN model to extract both global feature and body-part features with their proposed improve triplet loss. However, how to locate body-part fed into corresponding body-part channel was not detailed in [8] . Reference [28] divided input image into three overlapped horizontal stripes, then a similarity score was obtained by fusing the features of the three horizontal stripes. Reference [29] processed partitioned image stripes by a Siamese long-short memory network, which tried to learn the dependencies between sequential spatial regions. Different from these horizontal partition strategy, Ahmed et al. divided feature maps into 25 fine-grained cell grids in [30] . Reference [31] introduced a patch matching layer to learn the similarity between image pairs. There were some ways utilizing pre-defined or pre-trained skeleton information of human body by a two-stage procedure, [16] , [17] , [32] exploited the pose-based model to get discriminative parts from pedestrians. All these strategies adopted single-step partition without considering the hierarchy between the partitioned regions.
Considering that using only the ID information of pedestrians is not enough to learn a model with sufficient generation ability, [20] - [22] , [33] - [35] proposed to train a model with stronger generalization ability by introducing person attributes. Khamis et al. [34] combined attribute loss and triplet loss for reID to learn an effective metric over the coupled appearance-attribute space. Wang et al. [22] trained a unsupervised model based on the idea of transfer learning, which projects attribute and ID information into the same space by a two-branch network named identity branch and attribute identity respectively. In contrast to the method proposed in this paper, the method proposed in [20] which contributes to attribute annotation on Market-1501 and DukeMTMC-reID datasets is a simple fusion of attribute prediction and pedestrian ID prediction in a multi-task model. Notably, a multi-task network was also trained with a two-branch design as in [20] ; one sub-network is to predict person attribute while the other is to predict person ID. Shared feature extraction blocks associate with each other. As a high-level semantic annotation, person attribute contains both global and local information. Different from the method [21] which digs coarse view information of pedestrians from attribute annotation to learn view-invariant embedding, this study proposes a feasible layered partition strategy which is more straightforward to directly focus on corresponding parts according to the granularity of the attribute.
Besides, as the CNN goes deeper and deeper, previous study [36] could verify that filters at the beginning of visual processing are only activated for simple and specific structures, such as specific oriented edges. As the network deepens, filters are activated by a more abstract and comprehensive picture. There are many works devoted to how to exploit the powerful expression of hierarchical semantic information. Reference [12] ameliorated the process of feature extraction to make significant progress in the field of detecting small objects through a top-down architecture with skip connection. Reference [37] proposed a simple CDIM network which tries to learn a richer representation for cross-domain image matching through adding a fusion module next backbone network. Reference [4] aggregated all levels of representation into final representation with a factor selection module (FSM). Our idea, inspired by the previous works that the information contained in the filter or kernel is layer-by-layer abstract and high-level as the layer deepens in a deep CNN network, compensates for lack of mid-level semantic representation in the depths of the network. Specifically, for reID task, some mid-level semantic information which may not be accurately captured by high-level semantic information is vital for retrieving the correct person, such as wearing a hat, carrying bag. Different from [4] , bottom-level representation in semantic fusion process was discarded by this study. In order to explore the discriminativeness of the semantic information in the backbone network, we design a subnetwork following the backbone network, which bridges feature maps in the different convolutional layers of the network. The idea is to combine different levels of semantic information abstracted from the input. Our experiment demonstrates the effectiveness of the bridge architecture, which further leverages the performance of reID.
III. OUR METHOD
In this paper, we employ a classification network based on ResNet-50 [38] with cross entropy loss as the backbone. ResNet-50 was chosen considering the balance between its competitive reID performance and concise architecture, and our network can integrate with any backbone network, e.g., Inception and MobileNet [39] , as the backbone. The backbone network is pre-trained on ImageNet [40] to fine-tune.
A. PART-BASED ATTRIBUTE-AWARE NETWORK
The overall pipeline of PAAN is illustrated in Fig.2 . According to whether attributes are visible, person attributes are divided into two categories: part and global attributes, i.e., part attributes, such as the color of upper-body clothing or sleeve length, are only meaningful in a specific area. The alternatives, such as gender and age, describe global information, can be assigned to the whole image. In order to take advantage of all these ingredients, the part-based attribute-aware network(PAAN) was put forward. The main idea is to encode global or part features according to the category to which the attribute belongs. And the extracted part embeddings are combined according to our proposed layered partition strategy and then fed into attribute classifiers. During training procedure, the person attribute branch and ID branch are jointly optimized. The various combinations of part embeddings locate the attributes of the corresponding spatial location, so the person attribute with various granular information can help to enhance the robustness and discriminativeness of global representation. And during probe VOLUME 7, 2019 FIGURE 2. Pipeline of our proposed PAAN architecture. The number of part embeddings, p, is set to be 6.
procedure, global embedding is employed rather than concatenated part embedding, as it costs less computation power and it is far more robust.
The multi-task PAAN network is developed from the ResNet-50 classification network, which is a common classification network with the ResNet-50 backbone by removing the last spatial down-sampling operation in conv5_1. Meanwhile, we add a subnetwork to predict person attributes. A 3D feature map F was first obtained from the output of the Resnet-50 getting rid of the global average pooling(GAP) layer and classification layer. Then the feature map F shared by two branches is fed in to person ID branch and person attribute branch simultaneously. We denote C 0 as the classifier with S-classes and v 0 as the final embedding of person ID branch. The person ID branch is a classification sub-network for predicting person ID, and readers are referred to [27] for more details. The person attribute branch exclusively contains a horizontal partition function, which partitions F into p horizontal stripes. Then every single horizontal stripe is pooled into a vector along the channel axis, we denote them as v i (i = 1, 2, . . . , p), and v i is a 2048-dim embedding for ResNet-50. After that, p spatial areas become p part-level vectors or embeddings, all embeddings are reallocated in various combinations. According to the idea of our proposed layered partition strategy, the classifier with local attribute labels supervises the concatenated embedding of corresponding parts. Which means the type of lower-body clothing corresponds to the embedding extracted from the lower part of the body, while classifier with global attribute, e.g., age, supervises global embedding extracted from the whole body.
Consequently each concatenated embedding denoted as I i (i = 1, 2, . . . , N ) is followed by a classifier denoted as C n (n = 1, 2, . . . , N ) if N is denoted as the number of attributes with M -classes. For example, we assume the classifier used to classify the attribute wearing hat is C 2 , then I 2 , the input of C 2 , is concatenated by v 1 and v 2 . As for global attributes like age and gender, I i is equal to v 0 passed into the corresponding classifier. It is worth noting that a classifier in this paper is implemented with two fully-connected layers followed by a Softmax function. The first FC layer aims to reduce the input embedding to be a 256-dim embedding while the second FC layer is used for classification, and the reduced embedding is unique for each classifier such that all classifiers toned not to optimize the same input directly. In addition, for the attribute recognition task, the outputs of N classifiers can be used for predicting person attributes.
Let {x, d, a} be a training sample, d denotes the ID annotation of sample x, and a = {a 1 , a 2 , . . . , a N } is the attribute annotation of sample x. All classifiers in this paper employ cross entropy loss, we briefly formulate the loss of ID classifier as below:
y s is equal to 1 if the target class for instance x is s; otherwise, it is equal to 0. For each ID label s ∈ 1, 2, · · · , S, p(s|x) is the output of Softmax function formulated as:
is the output of ID classifier C 0 and the input of Softmax function. Similar to person the ID classifier for ID branch, attribute classifiers are also used for person attribute branch. Differently, the person attribute branch has N sub-branches for N classifiers. Each sub-branch followed by a Softmax function predicts a kind of person attribute with M -classes. So for n th sub-branch, the loss can be expressed as below:
y m is equal to 1 if the target class of relevant sub-branch is m; otherwise, it is equal to 0. For each attribute label m ∈ 1, 2, . . . , M , p(m|x) is the output of Softmax function and z n = [z 1 n , z 2 n , . . . , z S n ] ∈ R S which is the output of n th person attribute classifier C n . The other symbols have the same meaning as Eq. (1) .
Combining the loss function of person ID branch and person attribute branch, PAAN network makes full use of local and global semantic information in a multi-task learning manner. The overall loss of the PAAN network is a linear combination of the person ID loss and the attribute losses which is the average of cross entropy loss of N sub-branches.
Coefficient λ 1 and λ 2 measure the relative importance of both the attribute branch and the ID branch. We set λ 1 = 0 when validating whether the person attribute branch can improve the accuracy of the person attribute recognition while fixing the λ 2 to be 1. When λ 2 = 0, the PAAN spontaneously degenerates to the selected baseline with λ 1 = 1.
B. SEMANTIC BRIDGE
The semantic bridge structure aims to present more comprehensive semantic information for identifying target person. High-level information is dominant, supplemented by middle-level information. This architecture based on backbone network ResNet-50 is illustrated in Fig.3 3) Then the tensor undergoes a conventional average pooling, it becomes a C-dim vector υ. 4) Concatenating v 0 and υ and getting the final (2048 + C)-dim embedding. C is a hyper-parameter to control the degree to which semantic representation needs to be reinforced and will be validated in Section IV-A.
IV. EXPERIMENT A. DATESET AND EVALUATION PROTOCOL
Our experimental studies are evaluated on two large-scale reID datasets namely Market-1501 [41] and DukeMTMCreID [42] , which are annotated manually with attribute labels. The details of them are listed in Table 1 . To conduct a fair comparison, we use the Cumulative Matching Characteristic (CMC) curve at rank-1 and the mean average precision (mAP) metrics. CMC reflects the accuracy of the ratio of correct samples to the total samples retrieved by the model, while mAP reflects the recall of the ratio of correct samples to the total correct samples. When the person ID branch is disabled, the PAAN degrades into a person attribute recognition network. The classification accuracy is used to evaluate the performance of attribute recognition. For testing, the naive approach is to take gallery images as the test set for two datasets.
1) MARKET-1501
Reference [41] provides 32668 bounding boxes of 1501 pedestrians detected by DPM detector. 751 persons with 12936 bounding boxes are used for training, and the other 750 persons with 19732 bounding boxes are used for testing. These images are captured by total 6 cameras. Besides, Lin et al. annotate 27 attributes for Market-1501 in the identity level. Notably, there are 8 and 9 attributes for upper-body clothing and lower-body clothing respectively, only one color is labeled as yes for an identity. We group these 27 attributes into four categories according to different granularities and location as shown in Figure 4 (a): a global attribute, i.e., age and gender. b local attribute visible in the lower-body, i.e., 9 colors of lower-body clothing, type of lower-body clothing, carrying handbag and length of lower-body clothing. c local attribute visible in the upper-body including 8 colors of lower-body clothing, carrying bag, carrying backpack and sleeve length. d the remaining attributes, i.e., wearing hat and hair length, are located at the head.
2) DUKEMTMC-REID
Reference [42] is a subset of multi-target, multi-camera tracking dataset [43] for image-based reID. color of shoes. e the last attribute located at the head, i.e., wearing hat.
3) IMPLEMENT DETAILS
Our model is implemented with PyTorch. All the input images are resized to 384 × 192 both in the training and test stage. Apart from random flipping and normalization, no other data augmentation is utilized in our training process. We train our model for 65 epochs with batch size 32 and adopt the base learning rate of 0.1, then reduce the learning rate to 0.01 after 40 epochs. Nesterov algorithm is employed for optimization with 0.9 momentum and 5e-4 weight decay. For both Market-1501 and DukeMTMC-reID, the layered partition strategy is designed to determine which vectors are concatenated among v 1 − v 6 based on the category to which the attribute belongs and the concatenated vectors are passed to corresponding classifiers in the person attribute branch. The details of the layered partition strategy are listed in Table 2 .
B. EVALUATION OF THE EFFECT OF PAAN 1) PARAMETER SETTING
Our PAAN is multi-task network connected by the loss function in Eq.(4), which means a proper combination of parameter λ 1 and λ 2 is quite vital for the coupling of person ID and person attribute branches. Once λ 1 is fixed, λ 2 decides the strength of person attribute branch assist person ID branch for learning a robust and effective representation. We perform several experiments on Market-1501, and the results are presented in Table 3 . It is observed that once λ 2 is fixed, both rank-1 and mAP increase and then decrease as λ 1 increases constantly. All the results under λ 1 = 0 show poor performance, as ID branch provides unidimensional ID annotation with highly semantic to prevent the model form being hard to generalize multidimensional attribute annotations. While λ 1 is fixed, the trend of λ 2 is almost the same as λ 1 when λ 2 is fixed with a little disturbness. Notably, the fluctuation caused by λ 1 is greater than λ 2 , which means person attribute branch plays a supporting role in our PAAN network. And the setting of λ 2 = 1 and λ 1 = 1 is naturally taken in the following experiments. We intuitively set C value to be relatively small to the dimension of v 0 , because v 0 plays a major role while υ is just a supplement for representation of semantic feature. And the details will be discussed in Section IV-C
2) PAAN NETWORK
We evaluate the effect of our PAAN network compared to baseline and other attribute-based reID works on Market-1501 and DukeMTMC-reID. Lin et al. also trained a multi-task APR network in [20] using single global embedding as the representation of all attributes indiscriminately. They contribute annotations of person attribute of Market-1501 and DukeMTMC-reID, which greatly facilitates attribute-based reID works. Schumann and Stiefelhagen [21] propose a two-stage ACRN network combining triplet loss and attributes. ACRN predicts the view of person to leverage the performance by utilizing attribute information. However, the view information is too coarse to alleviate the dilemma caused by external conditions. We do not conduct specific experiment for parameter p instead of setting p value to be 6 as in [11] . However, in essence, our partition strategy is very different from [11] . The embeddings reallocated by our layered partition strategy are used to optimize the global embedding which is homologous with partitioned embeddings while [11] directly concatenates the partitioned embeddings to from a high-dimension embedding as final embedding, which is time-consuming and accompanied by a high computational cost. We specially modify the model in [11] to extract global embedding as representation as the counterpart with our model, and the result shown in Table 4 is very poor. Moreover, we design a comparative experiment similar to [20] but without partition strategy. Through our experiments, it is evidently that our PAAN network with our layered partition strategy outperforms baseline by a large margin: the improvement of rank-1/mAP on two datasets is 3.62%/6.89% and 5.23%/5.56% ,   TABLE 4 . Results of our PAAN network on two datasets. Rank/mAP has increased 2.85%/4.54% and 3.18%/5.04% on Market-1501 and DukeMTMC-reID, respectively after involving partition strategy.
respectively. And the performance still gets boosted moderately without partition strategy. Compared to other supervised attribute-based methods, our approach still has considerable advantages. The results shown in Table 4 illustrates the effectiveness of our idea that attribute as a high-level semantic information can help generate more discriminate features if precisely positioned.
3) PERSON ATTRIBUTE RECOGNITION TASK
Our PAAN network is used not only for reID task but also for person attribute recognition task without any modification. The person attribute branch is tested with two modes, i.e., without partition strategy or with partition strategy, on the galleries of Market-1501, and the results are listed in Table 5 . When λ 1 = 0, i.e., the person ID branch doesn't work, the PAAN switches to a plain multi-label classification network for person attribute recognition. And when λ 1 = 1, we test whether the person ID branch can boost accuracy of attribute recognition. In both modes, the results with or without the partition strategy are separately compared. Through the comparison of the data in Table 5 , two conclusions are stated in the following.
It is observed that the mean accuracy is slightly higher when λ 1 = 0 than when λ 1 = 1, regardless of partition strategy. The gap in the presence or absence of partition strategy is 0.08% and 0.13% respectively. On the other hand, comparison between individual attributes has a win or lose. Without partition strategy joined, the recognition accuracy of two-thirds of the attributes is higher when λ 1 = 0 than when λ 1 = 1. While with partition joined, less than half of the attributes have higher recognition accuracy when λ 1 = 0 than when λ 1 = 1. This means that the integration of person ID branch deteriorates the attribute recognition accuracy. This is VOLUME 7, 2019 because the ID label, as a kind of global attribute, is treated unfairly compared to individual attribute label whose contribution is averaged among all attributes. Although the joining of partition strategy failed to reverse the result, it narrowed the gap. And when the PAAN network is used for person attribute recognition task, it is more competitive that λ 1 = 0.
Above all, in the case of λ 1 = 0 or λ 1 = 1, the layered partition strategy allocating matching regions of a person's body to corresponding attributes increases the accuracy by 1.16% and 1.21%. Moreover, the accuracy of almost all attributes increases with partition strategy joined. This inspiring result not only demonstrates that our proposed partition strategy works well on person attribute recognition, but also proves that this work's hypothesis which state that improving the accuracy of attribute recognition can boost the reID performance in such a multi-task architecture.
C. EVALUATION OF SEMANTIC BRIDGE
The design, semantic bridge, trying to build a bridge between high-level semantic and mid-level semantic features in the reID network. Then we validate which layers of the feature to extract as mid-level semantic feature and high-level semantic can maximize the expressiveness of the reID network. We train a semantic bridge network modified from baseline to select the optimal i,j pair in conv4_i and conv5_j with an initial value of 256 for C. For Resnet-50, the maximum of i is 6 and 3 for j. We do not set j to 3 because conv5_j is the last layer before pooling layer, i.e., the output of conv5_j is the final embedding before passing through pooling layer, and the same is true for i. The result is reported the as shown in Table 6 , and we observe that all the combinations of conv4_i and conv5_j achieve superior performance to some degree compared to baseline, which demonstrates the effectiveness of our semantic bridge design. Furthermore, the overall performance is more stable when j = 1 and the performance is better when j = 1 than when j = 2 in most cases. When j = 1, rank-1 increasers as i increases but mAP achieves best value, 73.40%, at i = 3. For the sake of comprehensive consideration, we choose the combination of i = 3 and j = 1. From the quantitative results in Table 6 , it is observed that our simple but powerful design leverage is much ahead in both rank-1 and mAP compared to baseline. Surprisingly, in terms of the performance of reID, our Semantic Bridge is not inferior to [48] which is the oral paper in CVPR2017 adopting much denser connections between layers. The value of C is verified with our PAAN network on Market-1501 and DukeMTMC-reID datasets. In the following ablation experiments listed in Table 7 , the design of Semantic Bridge and PAAN are combined resulting in further growth in reID performance. When C = 128, the dimension of features containing mid-level semantic information is not enough to complement the final embedding which contains high-level semantic information. When C increases to 256, the performance gets better and achieves it's best level in this paper on both datasets, increase by 1.31% at rank-1, 0.54% at mAP on Market-1501 and 0.77% at rank-1, −0.20% at mAP on DukeMTMC-reID. As C continue to increase, the dimension of υ becomes redundant so as to deteriorate the reID performance. Eventually, our semantic bridge leverages the performance of PAAN by 0.54% at rank-1, 0.03% at mAP on Market-1501 and 0.86% at rank-1, 1.07% at mAP on DukeMTMC-reID. Thereby we set the optimal value, 256, for C in the following experiments. With the semantic bridge joined, the representation of semantic features get leveraged further.
D. COMPARISON WITH START-OF-THE-ART
In this section, results are compared with the latest attribute-based reID models and start-of-the-art approaches. It is worth noting that no post-processing skills was adopted in all the results presented in Table 8 . It can be seen that traditional methods which usually combine processes of feature extraction and elaborate distance metric are much weaker compared to deep learning based ones. Reference [42] generated unlabeled samples to be added to the training data through a simple semi-supervised pipeline. PSE [45] introduced 14 joint key-points confidence maps obtained by offthe-shelf DeeperCut [17] model to predict view information of a pedestrian by a ternary view classifier pre-trained on RAP dataset. Zhang et al. liked the parallel networks to student cohorts in [46] , which learn collaboratively through Kullback Leibler (KL) Divergence loss and gradient averaging. Reference [47] formulated a novel multi-level correlated attention model to model discriminative representation. In spite of the simple and rough horizontal partition strategy, PCB [11] achieved state-of-the-art results at the cost of much more powerful computing power and test time. Our proposed PAAN network with semantic bridge shows strong competitiveness among these start-of-the-art ones, outperforming the 2nd best method by 0.1% in rank-1 and 0.2% in mAP on Market-1501; 0.79% in rank-1 on DukeMTMCreID. Besides, PCB [11] is slightly better than ours in mAP on DukeMTMC-reID. One possible reason may be that the misalignment problem DukeMTMC-reID whose bounding boxes are hand-drawn suffers is not as serious so that horizontal partition PCB adopted works better. And with the multi-query setting, our PAAN achieves best performance, 95.53% in rank-1 and 84.26% in mAP. We attribute this tremendous result to the optimization of global embedding by the layered partition strategy and our proposed semantic bridge.
It also shows that our proposed method outperforms state-of-the-art methods based on attribute by a considerable margin of 8.11% in rank-1 and 12.92% in mAP on Market-1501; 10.02% in rank-1 and 13.57% in mAP on DukeMTMCreID, which clearly demonstrates the effectiveness of the proposed method in exploiting attribute information contained in different segments of the pedestrian body. Beside, Chang et al. propose an elaborate network named MLFN in [4] modeling multi-level semantic representation without attribute annotations. They extract multiple features from bottom to top in the network as attribute-like visual factors at multiple semantic levels. MLFN makes a great progress in reID task compared to the best model before, i.e., APR and ACRN. However, this does not mean that other studies based on attributes are meaningless. Our method also yields superior performance by +2.4% in rank1 and +3.3% in mAP on Market-1501 and +1.59% in rank1 and +2.73% in mAP on DukeMTMC-reID respectively. Reference [33] regards reID as a cross-domain retrieval problem between attribute-domain and image-domain, which represents a meaningful direction for attribute-based reID. ACRN assigns different learnable weights with different attribute, which can maximize the impact of each attribute on reID. It is an idea worth studying to combine our PAAN with a better partition strategy in the future.
V. CONCLUSION
In this paper, a powerful idea with a novel partition strategy was mainly to leverage the performance on reID task. The proposed PAAN network is able to predict pedestrian attributes while learning a discriminative embedding for reID task. Besides, in order to better mine the semantic information contained in feature maps, we have designed a semantic bridge complementing the missing mid-level semantic information in high-level semantic information. Extensive experiments have demonstrated the effectiveness of both proposed ideas in reID tasks and show state-of-the-art results. 
