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Sharpe has shown that full operator-stable distributions ~1 on R” are infinitely 
divisible and for a suitable automorphism B depending on p satisfy the relation 
pt = pteB * 6(b(t)) for all t > 0. B is called an exponent for p. It is proved here 
that if an operator-stable distribution on RR has n linearly independent univariate 
stable marginals, then its exponents are semi-simple operators. In addition 
necessary and suiiicient conditions are given for such a distribution on R8 to 
have univariate stable marginals. The proofs use a hitherto unpublished result 
of Sharpe’s that all full operator-stable distributions are absolutely continuous. 
His proof is provided here. 
1. INTRODUCTION AND SUM~MARY 
Operator-stable distributions are the n-dimensional analogues of univariate 
stable laws. To be precise, a nondegenerate probability p on Rn is operator- 
stable if there exist n-dimensional i.i.d. random vectors X1, X, ,..., automor- 
phisms A, , A, ,... of R”, and vectors bl , b, ,... in Rn such that p is the weak 
limit of the distributions of A,Cis,, X, - b, . In this paper attention is re- 
stricted to those operator stable distributions which are full, that is, those 
distributions which are not concentrated on a hyperplane. Perhaps the best 
reference concerning these distributions is the important fundamental paper [3] 
by Sharpe in 1969. In that paper he showed that full operator-stable distribu- 
tions are infinitely divisible. Consequently, one may use the Levy-Khinchine 
representation for the characteristic function a(y) of a full operator-stable 
distribution 1-1 to define pt (t > 0) to be the probability distribution having 
characteristic function P(y)“. Then Sharpe proved that a full probability dis- 
tribution is operator-stable if there exist an automorphism B on Rn and a vector- 
valued function b(t) from (0, 00) to Rn such that 
pt = tBp * S(b(t)) (t > 0). (1) 
Here tB = ealn t and t+(A) = p(FA) for Bore1 sets A in Iin. An automorphism 
B for which (1) holds will be called an exponent for ,u. 
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The results in&is paper are concerned with conditions under which a full 
operator,-stable distribution p on R” has stable marginal distributions. By a 
marginal of ~1 wemean a distribution of the form Fp (Z+ = @-‘) where F is a 
projection of Rn onto a proper subspace. A set of such marginal distributions 
{F,p,..., Fkp} will be called complete if CF=, F, = 1, the identity map on R*, 
and if F,F, = 0 whenever i # j. It is not hard to construct examples showing 
that operator-stable distributions need not have a complete set of univariate 
stable marginals. Thus, the’ question arises: under what conditions does a full 
operator-stable distribution have a complete set of univariate stable marginals ? 
Theorems 2 and 3 provide a partial answer to this question. Theorem 2 says 
that if p is a full operator-stable distribution on Rn with a complete set of 
univariate stable marginals, and if B is any exponent for CL, then B is a semi- 
simple linear operator. (A linear operator T is semi-simple if every T-invariant 
subspace has a complementary T-invariant subspace.) Theorem 3 gives neces- 
sary and sufficient conditions for a full operator-stable distribution on R2 to have 
a complete set of univariate stable marginals. For the proof of these results, we 
need Theorem 1 which states that every full operator-stable distribution is 
absolutely continuous. Theorem 1 is due to Professor Michael Sharpe, and 
permits us to use .the Riemann-Lebesgue Lemma. Proposition 2.1 is also due 
to Sharpe and is needed to prove Theorem 1. I am very grateful to Professor 
Sharpe for his permission to state Theorem 1 and to give his proof which until 
now has not been published. I have added his proof for Prop. 2.1 for the con- 
venience of the reader. 
Our notation will be similar to that of Sharpe’s 1969 paper. In particular, if p 
is a distribution on Rn, and if A is any Bore1 subset of Rn we define g-(A) = 
p(-A) and p” = p * ~1~. If T is a linear operator on Rn, Tp = ~LT-I. Also, the 
characteristic function of p is denoted by p(y) = JR” &(u.~) CL(&). The results 
from linear algebra that we use ‘may be found in the book [l] by Hoffman and 
Kunze or in other standard references. 
2. DENSFTIES OF OPERATOR-STABLE DISTRIBUTIONS 
PROPOSITION 2.1 (Sharpe). Let TV be full and operator-stable with exponent B. 
Then ( $(y)l < 1 for ally # 0. 
Proof. Let H = {y: 1 @(y)l” = l}; t i is easy to check that H is a closed 
subgroup of (Rn, +). Since according to Prop. 1 of [3], H cannot contain a one 
dimensional subspaee on R*, H must be a lattice; On the other hand pt = 
tBp W. ,&b(r)) (t ,> 0); so Ifi(y = 1 fi(tB*y)l and thus PH = H (t > 0). Now 
according to Theorem 3 af. [3], the eigenvalues of B* each have real part greater 
than or equal to l/2, so the only lattice subgroup of Rn closed under tB* is {O}. 
Q.E.D. 
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THEOREM 1 (Sharpe). Let to be a full operator-stable probability distribution 
on Rn with exponent B. Then the characteristic fuu.ctiou p(y), of ,,ef,,(R”) 
for all r > 0 so pt has a bounded continuous density Pt which satisfies 
(1) p,(x) = t-flp,(t-Bx - b(t)) 
where /3 is the trace of B. 
(t > 0, x E Rn) 
Proof. Once the characteristic function of pt is shown to be integrable, 
(1) follows upon noting that t-s is the determinant of tP. 
Let Y(u) denote the exponent of p(u) so that p(u) = e-r(u). Since 1 p(u)/ is 
never equal to 1 except at u = 0, and since 1 F(u)1 < 1, Re Y(U) > 0 except 
at u = 0. Let c = min{Re Y(U): 11 u 11 = l}. S ince all eigenvakes of B* are in 
the right half plane {z: Re z > l/2}, each orbit {Pw: t > 0} tends to 0 as t -+ 0 
and to a~ as t -+ CO. Thus if [I u /I > I, there exists t > 1 and v E R” with 
11 v 11 = 1 such that u = P*v. Then 
since In t > 0 and tB* = exp(ln tB*). Hence t > 11 II 1l1/11B*1t and consequently 
Re Y(u) = Re Y(@*v) = t Re Y(w) > ct 3 c 11 u lI1llts*li where we used the 
fact that p is B-stable. Let d = {x E R”: II x 11 > l}. We have 
fA (Re Y(U))-N du < c-l jA // u Il-N/lls*l~ du < co 
for N sufficiently large. Therefore for such an N 
ss 
m 
p-le-tRe!?w) dt du = (N - I)! 
s 
(Re Y(zJ))-~ du < a~. 
A 0 A 
By Fubini, sA e- tRey(~) du is finite for a.a. t > 0. But this integral is monotone ,_
in t and so is finite for all t > 0. Since AC is compact, 
I e--tReP(u) & = I I /2(u)lt du < co. Q.E.D. R” P 
3. OPERATOR-STABLE DISTRIBUTIONS WITH STABLE MARGINALS 
In this section we show that if a full operator-stable distribution has a complete 
set of univariate stable marginals, then all its exponents are semi-simple operators 
(Theorem 2). From this we establish that in Ra a ful1 operator-stable distribution 
has stable univariate marginals if it has a diagonalizable exponent. (Theorem 3). 
To prove these results, a preliminary result from linear algebra is needed. For 
the sake of completeness we give a proof. No claim of originality is intended. 
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LEMMA 3.1. Let B be a linear operator wer R2n having a mSnalpolynomia1 
oftheform[(x-~)2+#F2]t,/l#0. Then 
tB = ta c ‘-* Ef- (Cj cos(j3 In t) + Dj sin@ In t)). 
j=(l * 
In this representation C, and Dj are non-zero linear operators on R2” for 0 < j < 
t- 1. 
Proof. We will compute esB and then set s = In t. First complexify Pn and 
extend the operator B to the complexification (R”“)c in the natural way. Choose 
a (complex) basis E1 ,..., [22, so that B is represented by a matrix in Jordan form: 
B = diad.L , J2) 
where Jr and J2 are n x n matrices which have zeroes everywhere except on the 
main diagonal and the diagonal immediately below it: 
The *‘s are either l’s or 0’s. Jr and J2 each consist of Jordan blocks of dimen- 
sions t x Y  or less. We define I’ to be the 2n x 292 diagonal matrix. 
1 = diag(1, , -I) 
where I, is the n x n identity matrix. Then 
B = (B - ,d) + ,d. 
Since 1 commutes with B - i/If, we have 
esB = es(B--iSf) . ,id 
Note that B - isf has real entries. Define N to be the operator on (Pa),, deter- 
mined by the matrix representation 
N = diag( Jl - (a + 8) I, , Ja - (a - $3) In) 
relative to the basis & ,..., 5, . It is easy to see that 
N’=O and N-l # 0. 
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By a direct computation 
es(B-iBf) = esu 
( 
Izn + + N + . . . + 
ST-1 
(r - l)! N’-l 
AlSO, 
ei8fix = diag(e@*l, , e-i@I,J 
= cos(j3s) Izn + i sin(@)1 
so, 
esB = es(B-i.8f) . eis8P 
Now we seek a matrix representation for esB relative to an arbitrary basis 
ul ,..., +,, of Rzn; then u, ,..., us,, is also a basis of (R2n)o . Let A be an invertible 
complex matrix such that if C is a matrix of an operator relative to & ,..., tsBn , 
then ACA-I is the matrix operator relative to U, ,..., us+, . The matrix of esB 
relative to u, ,..., uan is 
AesBA-l = A 
( 
C-l 
esrr c Ni -$) (cos@) Izn + i sin(@))fj A-l 
j=O 
r-1 sj 
where 
15, = ANiA-l and Dj = iANjrA-l, j = o,..., Y - 1. 
Now let v be any vector in R2n; then es% is in Rzn. The matrices Ci and D3 
may have complex entries so we break them into real and imaginary parts: 
Cj = Cj + iC,!’ and Dj = 0; + iDj”, j = 0, l,..., I - 1. Since the coordinates of 
e% relative to 24 r ,..., u2n are real, we see that 
7-l 
esa 2 d$ (Cipl cos /3s + Dj”er sin ,6s) = 0 
. 
But the .2r functions, siespr cos /3s and sic*” sin /?s, j = 0, 1, 2 ,..., I - 1, are 
linearly independent over R and so C’; = 0 = D;, j = O,... , T - 1. Thus the 
Cj’s and D*‘s are matrices with real entries. 
The lemma now follows by setting s = In t. Q.E.D. 
It should be noted that if B has as its minimal polynomial f(x) = (x - ~y)r, 
then B = OJ + N where N+-l = 0 but Nr = 0 (this follows by considering the 
Jordan Cannonical form). An easy computation using the power series for tB 
shows that in this case tB = ta C:ii Nj((ln t)i/j!). 
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THEOF~EM 2. Let p be a full operator-stable distribution on R” and let B be an 
exponent for CL. If ,u has a complete set of univariate stable margin&s, then B is a 
semi-simple operator. Furthermore, the exponents of the univariate stable mavginals 
are the reciprocals of the real parts of the eigenvalues of B. 
Proof. Let f(x) denote the minimal polynomial for B and let f(x) = 
I’&fj(x)‘j denote the unique factorization of f(x) as the product of distinct 
irreducible manic polynomials. The corresponding decomposition of Rn into the 
direct sum of B-invariant subspaces is R n = Vi @ e-0 @ V, . The restriction 
of B to Vi has as its minimal polynomial fj(x)‘t. This decomposition determines 
a family of projections, {Fj}j”,l , satisfying F,(R”) = Vj , CL1 Fi = 1, and for 
j # K, FiF, = 0. The polynomials, fj(x), are one of two possible forms: x - LU$ 
or (X - a$ + /Ij2. The corresponding eigenvalues are hj = o~i + i& . The 
operator tB has the form 
tB = f tBFj = -f taj ‘2’ (‘;;)k 
___ &k(t) 
j=l j=l k=O . 
where 
if f(x) = x - 01~ 
L’k(t) = 122 cos(& in t) + D,JJj sin@+ In t) otherwise. (1) 3 
In this representation Ni is nilpotent, Np-’ # 0 but Np = 0. Furthermore, 
C,flj # 0 and DjlcFj # 0 for k < rj by Lemma 3.1. Now let j be arbitrarily 
chosen from (1, 2,..., m} and fixed. We will show that yj = 1; that is, all the 
eigenvalues of B are roots of multiplicity one of the minimal polynomial. This 
implies that B is semi-simple. (See Theorem 11, p. 264 of [l].) Let {Qh: h = 
1 ,***, n} be a family of one dimensional projections which determine a complete 
set of univariate stable marginals, so in particular C& Qh = I. Let Q be a Qh 
for which QhLj,j,7-I(t) is not identically zero in t. (Since Lj,,-,(t) = Clr QhL&t), 
such a Qh exists.) Since Qp is univariate stable, there is a y > 9 such that 
(Q/4” = tyQp * %W 0 > 0) 
for some q(t) E Rn. Passing to characteristic functions, we have for ally E R* 
I !5hw = I &r)l 
or 
I $(Q*r>l* = I iW’Q*r)l- (2) 
On the other hand B is an exponent for p and so pt = tB * &b(t)) for all t > 0 
and some b(t) E R*. Thus for all t > 0 and all y E Rn 
I Pbw = I PPVI. (3) 
683/10/r-3 
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Replace y in (3) by Q*y and then use (2) to see that for all y E R* 
I PPQ*r>l = I P(t”*Q*r)L 
Now substitute z = tyy to obtain for all z that 
/ &(Q*z)l = ) ,G(t-vB*Q*z)j (4) 
or 
h&)* Q*x)i = I P(Q*dl- (5) 
Since QI&,,(t) is not identically zero we may choose z E Vj such that 
Li,,Jt)*Q*x is not identically zero. Suppose Us # y. If orj - y > 0, choose 
a sequence (t,} of positive real numbers tending to infinity such that 
Ljk(t,)* Q*z jj = co. 
If CY~ - y < 0, choose a sequence {tp} tending to zero so that (6) holds. Now 
according to Theorem 1, p is absolutely continuous so the Riemann-Lebesgue 
Lemma applied to the left side of (5) yields 
I P(Q*4I = 0. (7) 
But p is infinitely divisible so (7) is impossible. It follows then that y = olj and 
rj = 1. Q.E.D. 
Remark. The argument above can be easily extended to see that if aj # y, 
then QFj = 0. 
We now restrict ourselves to the Rs case. Let H denote the group (T(0): 
0 < 19 < 27r} of rotations where T(0) denotes the linear operator on P which 
rotates every vector counterclockwise through an angle of 0 radians. A group G 
of nonsingular linear operators on R2 will be said to be conjugate to H if there 
exists a nonsingular operator A on 1p2 such that G = {A-IT(B 0 < 0 < 27~) = 
A-IHA. In the following these groups arise in connection with exponents B 
having two complex conjugate eigenvalues, say OL f 8, p # 0. If B is such an 
exponent, then B has a matrix representation of the form 
with respect to some basis. (One basis may be obtained by extending B to C2 
and taking the real and imaginary parts of an eigenvector belonging to the 
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eigenvalue ar + 8.) A standard power series calculation shows that tB has a 
matrix representation of the form 
t” 43 ln 4 
( 
sin@ In t) 
-sin@ In t) cos(p In t) 1 
with respect to the same basis. It follows that the set of operators G = {+01: 
t > 0} forms a group which is conjugate to the rotation group H. A probability 
distribution p on R2 will be said to be invariant under such a group G if Au = t.~ 
for all operators A in G. 
THEOREM 3. Suppose u is a full operator-stable distribution on R2 and let B 
be an exponent for /*. Then p has a complete set of t&variate stable marginals if 
and only if one of the two conditions below holds: 
(i) B is diagonalizable over R; 
(ii) B has two complex conjugate eigenvalues 01 f ip, p # 0, and fey some a 
in R2 TV * S(a) is invariant under thegroup G = {tB-az: t > O}. 
Proof. First suppose that B is diagonal&able over R. Then B is of the form 
B = or,F, + IX.$~ where 01~ and 01~ are real and F1 and F, are one-dimensional 
projections such that F1 + F2 = I and F,F, = 0. (0~~ = ti2 is possible.) Since B 
is an exponent for p and since tB = t”lF, + tasF, , we have 
pt = (t”lF, + t”aF,)p * S(b(t)) (1) 
for all t > 0 and some b(t) E Rz. Applying F1 and F, separately to this equation 
shows that 
(Fr.~)t = t”j;Fir-l * G(Fjb(t)) (j = 1, 2). (2) 
and so F,p and F# are univariate stable with exponents 1 /a1 and 1 Iti2 respectively. 
Next, suppose that condition (ii) holds so B has complex conjugate eigenvalues 
(II f $l where fl # 0. Now B is an exponent for TV so 
pt = tBp * 6(b(t)) t>O (3) 
for some function b: (0, co) + R2. Since for some a in P p * 8(a) is invariant 
under G, 
pt = tB(p * 8(a)) * 6(b(t) - tBa) 
/ = tW-“Z(p * S(a)) * 6(b(t) - tna) 
= t”‘(p * S(a)) + S(b(t) - tna) 
= taZp * S(b(t) + taza - t”a) (4) 
In this case every univariate marginal of p is stable with exponent I/X 
34 WILLIAM N. HUDSON 
We now prove the other direction. Assume that p has a complete set of 
univariate stable marginals. According to Theorem 2, B is a semi-simple 
operator. If B has real eigenvalues, then B is diagonalizable so it suffices to 
assume that B has two complex eigenvalues OL f ifi, B f 0, and prove that 
p * 8(a) is invariant under G for some a in R2. 
Let F be any one-dimensional projection such that Fp is univariate stable 
with exponent y. We begin by showing that ol = y. From the choice ofF we have: 
(F@ = tvFP * 6(d(t)) (t > 0). 
Now let S(p In t) = @-“I; then 
pt = PS(j3 In t) p * S(b(t)) (t > 0). 
Applying F to both sides of (6), we see that 
(FP)~ = taFS(/3 In t)p * S(Fb(t)) 
and hence 
(5) 
(6) 
tyFp = taFS(/3 In t)p c G(Fb(t) - d(t)) (t > 0). (7) 
Thus Fp = t-YFS(/3 In t)p * 6(g(t)) where g(t) = t-v(Fb(t) - d(t)). It follows 
that QI = y since otherwise we may choose t, so that tg” -+ co and use the 
Riemann-Lebesgue Lemma as in the proof of Theorem 2 to obtain a contra- 
diction. Thus we have 
FLL = FVb * Kf(‘3) (8 > Oh (8) 
where B = /3 In t andf(0) = g(exp(e/@). 
Now let F,p and F,p be a complete set of univariate stable marginals. Then 
= according to Theorem 6 of Sharpe there is a point a in R2 such that p 
satisfies 
pt = PS@ In t)p 0 > 0). , 
We now show that 
(F& = taFip (t >O,i= 1,2). 
First suppose OL # 1. Then there exist c8 in R such that 
[Fib * WlY = t”Fib * WiN. 
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Let c be the unique point in Rz such that Fit = C~ . Then 
[F&i * 6(c))]” = taFi(p * S(c)). 
35 
(14 
Replace p * S(c) by p * S(c - u) in (12) to see that 
(Fip)t = t”Fip * 8((tm - t)Fi(c - a)). (13) 
Now apply Fi to both sides of (9) and substitute into (13) to obtain 
t”F,S@ In t)p = taFip * 8((t’ - t) Ff(c - a)). (14) 
Let t,v be such that /3 In t, = 2nr, n = 1, 2,... . From (14) and the fact that 
Fl + #2 = ‘I, we have 
(tna - tn)(c - u) = 0. 
Thus c = a and (10) holds if 01 # 1. Now suppose 01 = 1. From (8) with F 
replaced by Fi and 8 by m, we have 
F,P = (--IlFic~ * W(4). (15) 
Let M denote the Levy measure of p (CL cannot be Gaussian since then 
Fip would be Gaussian; and F,p is not Gaussian since it has exponent 1.) Now 
according to Proposition 3 of Sharpe, F,M is the Levy measure of F,p, so by (15) 
FiM = FiM-; that is, F,M is symmetric and 
F;(s) = exp[isd - k 1 s I]. (16) 
From (16) it follows immediately that 
(F,$(s))~ = F$(ts) (t > O), (17) 
and hence (10) holds also when cy = 1. 
We now show that p is invariant under G. Apply Fi to both sides of (9) and 
substitute into (10) to obtain 
Fip = F,S(j3 In t)p. 
Put 0 = /I In t; then 
Fip = F,S(O), (e > 0). (18) 
Now let y be an arbitrary non-zero vector in R2 and let v be a unit vector 
perpendicular to j. Choose 0, so that S(Qv is in the null space of Fl . This is 
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possible since G is conjugate to H. Let A, be a linear operator such that 
ArFS(S,,)y = y (such operators exist since y is not in the null space of FS(0,)). 
Define A = ArFS(6,). Then A is the orthogonal projection of R” onto the sub- 
space spanned by y. From (18) we see that 
That is, 
Now let X be a random vector with distribution p and consider B(y). From (19) 
it follows that AX has the same distribution as AS(B)X, so 
C(y) = EeiCv*X) 
= Eei(v.AX) 
= Eei(v.ASWX 
z Ee”%S’8’X, 
Sincey was arbitrary, p = &‘(e)p; i.e. p is invariant under G. Since p = p * 8(---a), 
p * 6(a) is invariant under G. 
COROLLARY. Let ,u be full and operator-stable on R2. Then p has a complete 
set of univariate stable marginals if and only if there is some exponent B for p 
which is diagonalizable over R. 
Proof. If some exponent B is diagonalizable over R, then Theorem 3 
immediately implies that p has a complete set of univariate stable marginals. 
Conversely, suppose p has a complete set of univariate stable marginals. If B 
is any exponent for p and if B is not diagonafizable over R, then according to 
Theorem 3, B has complex eigenvalues CI & $3, @ + 0 and for some a in R2 
p * 6(a) is invariant under G = {t B - aJ: t > O}. The second paragraph of the 
proof of Theorem 3 and in particular equation (4) now imply that oil is also an 
exponent for CL. Q.E.D. 
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