The context of this article is the program to develop monoidal bicategories with a feedback operation as an algebra of processes, with applications to concurrency theory. The objective here is to study reachability, minimization and minimal realization in these bicategories. In this setting the automata are 1-cells in contrast with previous studies where they appeared as objects. As a consequence we are able to study the relation of minimization and minimal realization to serial composition of automata using (co)lax (co)monads. We are led to de ne suitable behaviour categories and prove minimal realization theorems which extend classical results.
Introduction
Katis, Sabadini, Walters, and Weld have described bicategories equipped with operations of serial and parallel composition, and feedback modelled as, respectively, composition of 1-cells, a tensor product and an operation called feedback KSW,SWW] . The bicategories are constructed from a base category C with a symmetric monoidal tensor . Objects are those of C and arrows (or processess) from X to Y are pairs (U; ) where : X U ?! U Y:
As mentioned above, composition models serial composition of circuits, there is a tensor product on circuits, and circuits from X Q to Q Y have a feedback operation whose result is a circuit from X to Y . In this article we concentrate on serial composition. In the case that the tensor is cartesian product the 1-cells were called circuits and used to study physical devices. In the case that the tensor is sum they were called Elgot automata and used as a model of algorithm. In KSW] behaviour functors for these bicategories are also considered.
In this article our objective is to study three bicategories of automata: the bicategory of Mealy automata A which adds an initial state to the circuit model; the bicategory of Elgot automata E; and the bicategory of -automata F which generalizes Elgot automata by labelling transitions from an alphabet : The corresponding behaviours are, respectively, certain functions between input and output monoids, partial functions with duration, and certain matrices of languages. In each case we study reachability and minimization, and prove a minimal realization theorem. Reachability and minimization are described by idempotent (co)monads. Since the automata are arrows rather than objects, we are able to extend classical results to relate serial composition of automata with the reachability and minimization (co)monads found.
In Section 2 we de ne the bicategory A whose 1-cells are circuits with an initial state.
Except for the lack of a niteness condition, these are the classical Mealy automata HU] and we use that name. This provides a setting in which both reachability and minimization can be considered. Reachability is described by a comonad (as has already been noted by Adamek and Trnkova AT]) on each hom category and the coalgebras are the reachable automata. Minimization is a described by monads on the hom categories, and the algebras are minimal automata. With an appropriate de nition of the behaviour of Mealy automata, we are able to prove a minimal realization theorem which extends Nerode's theorem Ner]. It provides a variant of Goguen's minimal realization theory Gog] and we extend this to include serial composition. The local situation, i. e. in a single hom category, is summarized in the following diagram. The reachable automata from X to Y are denoted A R (X; Y ); the subcategory of minimized automata is A M R (X; Y ) and behaviours from X to Y are denoted B A (X; Y ). In the diagram F is minimization, E is behaviour and N is minimal realization. In Section 3 we consider the bicategory E of Elgot automata which model algorithms and whose natural semantics is a partial function with duration. We again nd a local comonad for reachability, and a local monad for minimization. We prove a minimal realization theorem here as well.
In Section 4 we generalize to allow labelled transitions, de ning the bicategory F ofautomata. Here the behaviour category has considerable interest|the arrows are matrices of languages with an`anti-pre x' property.
To extend the results to the full process bicategories, i. e. to take account of serial composition, requires the (co)lax (co)monads introduced by Carboni and Rosebrugh CR] . Reachability, minimization and our minimal realizations are idempotent (co)lax (co)monads. In Section 5 we recall results on lax monads and consider the idempotent case which concerns us.
Finally, in Section 6 we complete the picture above by showing that the minimizationminimal realization theory is compatible with serial composition. That is, the diagram above is valid in each case without the local restriction.
Throughout this article we are using the category set of sets as base category. In each section we use various algebraic properies of set: For the de nition of the bicategory of Mealy automata we use only products. Elgot automata require only sums, and -automata require the fact that set is a distributive category.
The authors wish to ackowledge discussions with Stephen Bloom.
Mealy Automata
We begin by de ning a bicategory of circuits with initial state which we call Mealy automata. The initial state allows us to de ne the behaviour of a Mealy automaton as a function between free monoids. We de ne a category of behaviours so that behaviour is a homomorphism of bicategories. For Mealy automata reachability is a useful concept and we nd local comonad structures compatible with serial composition. Our main result in this section, Theorem Proof. We procede by induction on the length of w: If w = , we have ( U ( ; u)) = (u) = V ( ; (u)). Next suppose ( U (w; u)) = V (w; (u)) and x 2 X: We have ( U (wx; u)) = ( (x; U (w; u))) = (x; ( (w; u)) = (x; V (w; (u)) = V (wx; (u)); where the second equality is the de nition of : The result follows. where the third equality is by the inductive assumption and the fourth uses the previous Lemma.
Recall that the category B A may be viewed as a bicategory with discrete hom categories. Proposition 8 Behaviour, E, extends to homomorphism of bicategories from A to B A .
Proof. First, E is locally functorial by Lemma 7. A straightforward calculation using the equations after De nition 5 applied to a composite automaton shows that E preserves composition of 1-cells up to isomorphism.
Minimization of automata classically proceeds in two steps: rst non-reachable states are discarded, and then states with equivalent behaviour are identi ed. We consider local versions of these steps in the bicategory of Mealy automata beginning with reachability.
De nition 9 For an automaton (U; ; u 0 ) : X ?! Y , the reachable states are U R = fu 2 U j 9w 2 X U (w; u 0 ) = ug. The reachable kernel of (U; ; u 0 ) is R(U; ; u 0 ) = (U R ; R ; u 0 ), where R is the restriction of : Next we consider state minimization for Mealy automata. As in classical automata theory, we de ne an equivalence relation on states and use the quotient set as states in constructing a`minimal' automaton with the same behaviour.
The We observe that taking the reachable kernel and the minimization for Mealy automata are processes which commute up to isomorphism, i. e. the minimization of the reachable kernel of (U; ; u 0 ) is isomorphic to the reachable kernel of its minimization. These are simply seen from the de nitions above. Consequently, the minimization monad restricts to a monad M 0 on A R (X; Y ) and the reachability comonad restricts to a comonad R 0 on A M (X; Y ). The category of algebras for the restriction of M is isomorphic to the coalgebras for the restriction of R: The situation we have been describing is summed up in the following diagram. The pairs of functors are adjoint and both the inner and outer squares commute. The I's (resp. J's) are inclusions adjoint to the re ectors F and F 0 (resp. core ectors G and G 0 .)
Our next objective is the adjunction between minimal realization and behaviour. Though we have de ned behaviour for an arbitrary automaton, the realization of a behaviour constructed below is necessarily reachable, so our adjunction refers to A R (X; Y ): We begin construction of the minimal realization of a behaviour by de ning a crucial equivalence re- We also note that Nf is reachable by its de nition. As an example we construct the Nerode automaton for the behaviour found in in Example 12 above.
Example 16 Recall that f in B A (X; Y ) was de ned (as a function from X to Y ) by the formula:
if w = 1u if w = aw 0 0u if w = bw 0 and u is the image of w 0 under the homomorphism from X to Y mapping a to 0 and b to 1: We need to determine the equivalence relation f and its classes. This is straightforward since it is easy to show that (i) a f b f aw f bw for any w 2 X and (ii) 6 f a: To see the relations (i), note that if v is arbitrary in X then for any w 2 fa;b;aw 0 ; bw 0 g we have f(wv) = f(w)u where u is the image of v under the homomorphism above, independent of f(w): For (ii) it is enough to observe that f( b) = f( )0 while f(ab) = f(a)1 and 0 6 = 1 whence 6 f a: Now the action on Nf and the isomorphism of Nf with the minimized automaton displayed in Exercise 12 are obvious.
The following result is a variant of Goguen's adjunction between minimal realization and behaviour. He considered machines which emitted a single output letter after reading the entire input. His behaviours were arbitrary functions from X toY . We have taken account of the entire output sequence and consequently need the more complete de nition of behaviours found above. In case Y = f0;1g and all objects are nite sets, the result is a version of Proof. We prove the rst statement by induction. First, E(Nf)( ) = = f( ). Now let w 2 X and x 2 X. Assuming E(Nf)(w) = f(w), we have
The desired equality of behaviours follows.
For the stated adjunction, we need to show that 2-cells (in B A (X; Y )) from E(U; ; u 0 ) to f are in natural bijection with 2-cells (in A R (X; Y )) from (U; ; u 0 ) to Nf: Since B A is locally discrete, this amounts to showing that E(U; ; u 0 ) = f if and only if there is a unique 2-cell from (U; ; u 0 ) to Nf:
For su ciency we observe that if there is (U; ; u 0 ) ?! Nf, then E(U; ; u 0 ) = ENf = f, by Lemma 7 and the result of the previous paragraph.
For necessity, suppose E(U; ; u 0 ) = f and we de ne a unique 2-cell : (U; ; u 0 ) ?! Nf: We begin by recalling that (U; ; u 0 ) is reachable and de ne : U ?! U f by (u) = w] f for some w 2 X such that U (w; u 0 ) = u: We need to show that is well-de ned, that it de nes an 2-cell in A R , and that it is the only such 2-cell.
We show rst that (u) does not depend on the choice of w 2 X such that U (w; u 0 ) = u: We consider the equivalence of reachable minimized automata and behaviours in Section 6. With that exception, the theorem above completes the description of reachability, min-imization and minimal realization for Mealy automata summarized in the diagram in the Introduction.
Elgot Automata
This section studies a bicategory of automata which can be used to model algorithms. The name arises from Elgot's work on sequential algorithms. Elgot automata have been used by Sabadini, Walters and Vigna SWV] The semantics of an Elgot automaton might be viewed simply as the partial function from X to Y given, where de ned, by the unique value in Y resulting from iterating one or more times. To obtain our minimal realization theorems we will need to record also the \duration" of the process. We use the notation \*" to denote a partial function.
De nition 19 Let (U; ) : X ?! Y be an Elgot automaton. The behaviour of (U; ) is the partial function E(U; ) : X * Y IN de ned by E(U; )(x) = (y; n) if n+1 (x) = y 2 Y (and unde ned otherwise.) Motivated by the preceding de nition, we de ne a category of behaviours B E to have the same objects as set, and as arrows from X to Y , the partial functions from X to Y IN. In B E the composite of f : X ?! Y and g : Y ?! Z is de ned by gf(x) = (z; m + n) when both f(x) = (y; n) and g(y) = (z; m) are de ned, and unde ned otherwise. As we observed for Mealy automata:
Lemma 20 If there is a 2-cell : (U; ) ?! (U 0 ; 0 ) in E then E(U; ) = E(U 0 ; 0 ).
Proof. This follows by induction from the fact that an 2-cell of automata is a function between state objects which commutes with the action.
Viewing B E as a bicategory with discrete hom categories we get: Proposition 21 Behaviour, E, extends to homomorphism of bicategories from E to B E .
Proof. First, E is locally functorial by Lemma 20. It is easy to see that the behaviour of a serial composite of Elgot automata is the composition in B E of their behaviours.
De nition 22 Let (U; ) : X ?! Y be an Elgot automaton. The object of reachable states of (U; ) is U R = fu 2 U j 9x 2 X 9n 2 IN n (x) = ug: The reachable kernel of (U; ) is the automaton R(U; ) = (U R ; R ) : X ?! Y where R : X + U R ?! U R + Y is the restriction of :
The rst thing to observe is that R : E(X;Y ) ?! E(X;Y ) is functorial, idempotent and that there is a 2-cell (U; ) : R(U; ) ?! (U; ) which is the component of a natural transformation from R to 1 E(X;Y ) . Each of these facts follows after a short diagram chase. Moreover, it is easy to see that R = R, since each amounts to a transformation with identity components. We summarize:
Proposition 23 The functor R is an idempotent comonad on E(X;Y ) with counit :
Corollary 24 The behaviour of the reachable kernel, R(U; ), of an Elgot automaton, (U; ) is the same as that of (U; ):
Coalgebras for the local reachability comonads are`reachable' Elgot automata, i.e. automata all of whose internal states are visited under the iterated action of on at least one x 2 X: We note, for later use, a comparison between the reachable kernel of a composite and the composite of reachable kernels. Proof. To see this, we observe that if w 2 (U + V ) R , then w 2 U R + V R , and that the appropriate restrictions of and are de ned.
We have a minimization theory for Elgot automata which will lead to a particularly simple description of minimized automata. We begin with an equivalence relation on states of (U; ): u u 0 i for all n > 0, for all y 2 Y , n (u) = y i n (u 0 ) = y: Thus states are declared equivalent if they reach the same point in Y after the same duration, or if they both never reach Y . We can construct a`quotient' automaton M(U; ) = (U M ; M ). We de ne U M = U= and M is de ned on X + U M by M (x) = Any algebra for M is a reachable automaton isomorphic to one of the following. States are (some of) the pairs consisting of an element of y in Y and a positive integral`duration to Y' (plus possibly a`non-terminating' state). The action on input x is direct transition from X to Y or direct transition from X to an internal state. On state (y; n) the action is `reduction of duration' to (y; n?1) when n 2; and (y; 1) to y. The picture below illustrates the idea, and guides the proof of the preceding proposition.
x 0 (y; n ? 1) X X X X X X X z The action for the minimal automaton is de ned on X by: Proof. The diagram above indicates why the rst statement holds: the constructed automaton simply has states which provide transitions of correct duration for elements of X where f is de ned and a loop elsewhere.
For the adjunction, we show that 2-cells (in B E (X; Y )) from E(U; ) to f correspond to 2-cells (in E R (X; Y )) from (U; ) to Nf: Since B E is locally discrete, that is to show that E(U; ) = f if and only if there is a unique 2-cell from (U; ) to Nf:
For su ciency observe that if there is (U; ) ?! Nf, then E(U; ) = ENf = f, by Lemma 20 and the previous paragraph.
For necessity, we suppose E(U; ) = f and seek to de ne a unique 2-cell : (U; ) ?! Nf: Recalling that (U; ) is reachable we de ne : U ?! U f by:
(u) = ( (y; n) if n (u) = y for some n > 0 * if there is no such y
We need to show that is well-de ned, that it de nes a 2-cell in E R , and that it is the only such 2-cell. The rst two follow immediately from E(U; ) = f. For the last simply observe that (y; n) is the only state of U f for which f (y; n) n = y, while is the only`looping' state. Hence, the requirement that be a morphism leaves no choice in the de nition of (u):
-Automata and Matrices of Languages
Let be an alphabet which we x for this section. The model in the preceding section is here generalized to allow deterministic state transitions labeled by elements of : The resulting behaviours are certain matrices of languages. Non-deterministic automata whose behaviours are also matrices have been considered by Bloom, Sabadini and Walters BSW].
De nition 28 The bicategory F of -automata in set has Objects: the objects X; Y; ::: of set Arrows: from X to Y are pairs (U; ) where U is an object of set (called the internal states of (U; )) and : X + (U ) This extension of to allows us to de ne the behaviour of a -automaton. For each x 2 X and each y 2 Y we have a language over which is the set of labels of paths under the action of from X to Y: Together we obtain an X Y matrix of languages. More precisely, De nition 30 Let (U; ) : X ?! Y be a -automaton. The behaviour of (U; ) is the X Y matrix of -languages E(U; ) x;y where E(U; ) x;y = fw 2 j (x; w) = yg:
Notice that this de nition can be interpreted as generalizing that of behaviour for an Elgot automaton. If we have an Elgot automaton (U; ) : X ?! Y we can de ne aautomaton for a = fag as : X + (U a ) ?! U + Y where X (x) = X (x) for x 2 X and U (u; a) = U (u): Then observe that (x; a n ) = n+1 (x) and both sides of the equation are either are either de ned or unde ned. Thus E(U; )(x) = (y; n) i E(U; ) x;y = fa n g (and E(U; )(x) is unde ned i E(U; ) x;y = ; for all y.)
We note some important properties of behaviours. First, since our automata are deterministic, for a xed x the E(U; ) x;y are pairwise disjoint. Moreover, if w 2 E(U; Next we show that the entries in a row of K are pairwise anti-pre x disjoint. Let w 2 K x;z so there are y 2 Y; w 1 2 L x;y ; w 2 2 M y;z such that w = w 1 w 2 : Let v 2 : We must show that wv 6 2 K x;z 0 for z 0 6 = z. Again we have 3 cases: Case 1: jv 1 j < jw 1 j: In this case w 1 = v 1 v 3 for some v 3 with jv 3 j > 0: As above this contradicts the properties of L. Case 2: jv 1 j = jw 1 j: In this case v 1 = w 1 so y = y 0 since the row entries of L are anti-pre x disjoint. Then w 2 2 M y;z implies w 2 v = v 2 6 2 M y;z 0 since the row entries of M are anti-pre xdisjoint.
Case 3: jv 1 j > jw 1 j: Again this is similar to Case 1. We conclude that wv 6 2 K x;z 0 : The preceding Proposition allows the de nition of a suitable receiving category for the behaviours of -automata. The category B F has objects sets, arrows from X to Y given by X Y matrices of anti-pre x languages over with entries in each row pairwise anti-pre xdisjoint. Composition is de ned using the matrix multiplication of the preceding proposition. To see this note that the concatenation of a word from the rst behaviour with one from the second simply describes a path through the composite automaton.
De nition 35 Let (U; ) : X ?! Y be a -automaton. The object of reachable states of (U; ) is U R = fu 2 U j 9x 2 X 9w 2 (x; w) = ug:
The reachable kernel of (U; ) is the automaton R(U; ) = (U R ; R ) : X ?! Y where R : X + U R ?! U R + Y is the restriction of :
We again observe that R : F(X;Y ) ?! F(X;Y ) is functorial, idempotent and that there is a 2-cell (U; ) : R(U; ) ?! (U; ) which is the component of a natural transformation from R to 1 F(X;Y ) . Moreover, R = R. We have the following analogues of results for Elgot automata:
Proposition 36 1) The functor R is an idempotent comonad on F(X;Y ) with counit :
2) The behaviour of the reachable kernel, R(U; ), of a -automaton, (U; ) is the same as that of (U; ):
3) If (U; ) : X ?! Y and (V; ) : Y ?! Z, then there is a canonical 2-cell r UV : R((U; )(V; )) ?! R(U; )R(V; ).
The coalgebras for the local reachability comonads are the reachable -automata. The minimization theory we obtain in the case of -automata is also similar to that of the preceding section. We begin with an equivalence relation on states of (U; 2) The behaviour of M(U; ) is the same as that of (U; ). Proof. The situation is similar to that for Elgot automata: the constructed automaton has states which correspond to equivalent deterministic transitions to an output state, plus possibly a loop state. Thus the rst statement follows immediately.
For the adjunction, we show that 2-cells (in B F (X; Y )) from E(U; ) to L correspond to 2-cells (in F R (X; Y )) from (U; ) to NL: Since B F is locally discrete, that is to show that E(U; ) = L if and only if there is a unique 2-cell from (U; ) to NL:
First observe that if there is (U; ) ?! NL, then E(U; ) = ENL = L, by Lemma 33 and the rst paragraph.
For necessity, we suppose E(U; ) = L and seek to de ne a unique 2-cell : (U; ) ?! NL: Recalling that (U; ) is reachable we de ne : U ?! U L by:
We need to show that is well-de ned, that it de nes a 2-cell in F R , and that it is the only such 2-cell. The rst two follow immediately from E(U; ) = L. For the last simply observe that (x; w)] satis es L (x; w) = (x; w)], so ( (x; w)) = L (x; w) = (x; w)] and the requirement that be a morphism determines the de nition of (u):
Lax Monads
We rst recall some de nitions for bicategory morphisms and lax monads. In particular, we consider morphisms of bicategories which are identity on objects and which have the structure of a monad on each hom category, and then we give conditions su cient to guarantee that the hom-category monads de ne a monoid in a suitable category of bicategory morphisms.
To establish notation, we recall that a morphism of bicategories from B to C is a pair (F; ) in which: F maps objects and 1-cells of B to objects and 1-cells of C; for every object B of B, there is a 2-cell B : 1 F B ?! F(1 B ); and whenever f : B ?! B 0 and g : B 0 ?! B 00 are composable, there is a 2-cell gf : FgFf ?! Fgf : B ?! B 00 . The data are subject to equations found in Ben]. We denote the action of F on a hom category by F(B; B 0 ) : B(B;B 0 ) ?! C(FB;FB 0 ). We will also need to consider oplax transformations between morphisms. An oplax transformation : (F; ) ?! (G; ) is given by arrows B : FB ?! GB for all objects B in B, and 2-cells f : B 0 Ff ?! Gf B , whenever f : B ?! B 0 is in B, subject to equations again in Ben]. Our interest, as noted above, will be in rather special morphisms and transformations. They arise in examples and ensure that we obtain a monoidal category in which to de ne lax monads.
Proposition 39 CR](Prop. 2.1) For any class X the following data determine a bicategory which we denote M(X):
1. Objects are bicategories with class of objects X.
2. One-cells are morphisms of bicategories which are identity on objects. 3. Two-cells are oplax transformations whose object components are all identities.
De nition 40 CR] A lax monad on B with objects B o is a monoid in M(B o )(B; B).
We can give explicit criteria of a more elementary sort providing a characterization of morphisms that are lax monads. In view of condition 1. of Proposition 41, there is a local category of (Eilenberg-Moore) algebras for each pair of objects. The main result of CR] constructs a bicategory with these algebras as hom categories assuming local exactness conditions on the underlying morphism (T; ). This construction of algebras simpli es in case the monad is idempotent. In fact, no exactness is required of the local monads in this case.
Proposition 43 Let ((T; ); ; ) be an idempotent lax monad on a bicategory, B. The following data determine a bicategory denoted B T :
1 T(gf) , which is then the composite of (f; ) and (g; ) as claimed. The horizontal composite is similar.
In the next section we will need to consider a dual of the concepts described above, namely colax comonads. A comorphism of bicategories is (G; ) : B ?! C where G maps objects and 1-cells of B to objects and 1-cells of C. For every object B of B there is a 2-cell B : G(1 B ) ?! 1 GB ; and whenever f : B ?! B 0 and g : B 0 ?! B 00 are composable, there is a 2-cell gf : Ggf ?! GgGf : B ?! B 00 , subject to appropriate equations. An opcolax transformation : (G; ) ?! (H; ) between comorphisms is given by arrows B : GB ?! HB for all objects B in B, and 2-cells f : Hf B ?! B 0 Gf,whenever f : B ?! B 0 is in B, again subject to equations. As above we obtain a bicategory C(X) of identity on objects comorphisms and de ne a colax comonad on B to be a comonoid in C(B 0 )(B; B): We will not state the obvious duals of propositions in this section, but we will use them without further comment in the next section.
Applications to Automata
In Sections 2, 3 and 4 we have identi ed various local (co-)monads for reachability and minimization. Our purpose in this section is to apply the results in the preceding section to demonstrate that these local (co-)monads extend to lax (co-)monads de ned on the bicategories of automata concerned. That is, they are compatible with serial composition up to a comparison morphism. We show further that the Nerode adjunctions described above also extend to the (bi-)categories in question.
We begin with Mealy automata, considering reachability rst and then minimization.
The notation is from Section 2. In the case of reachability we deal with identity on objects endocomorphisms.
Proposition 44 Proof. We rst need to show that the local functors R(X; Y ) have the structure of a comorphism (R; r) on M. Recall that the identity Mealy automaton 1 X on X is (essentially the identity arrow) (1; t; 1 1 ) : X ?! X where t : X 1 ?! 1 X: Since RX = X and since we easily see R(1 X ) = 1 X , we simply take r X : R(1 X ) ?! 1 RX to be the identity. Let We also need X : 1 X ?! N1 X , but this 2-cell can be taken to be an identity since N1 X has only one internal state (the equivalence relation 1 X is the all relation.)
In the diagram above, we can de ne E 0 to be EI 0 and N 0 to be F 0 N. To establish the theorem, we verify that these provide factorizations of E and N as E = E 0 F 0 and N = I 0 N 0 ; and then show that both composites of E 0 and N 0 are isomorphic the identity.
First, E 0 F 0 = EI 0 F 0 by de nition. Since F 0 is minimization, applying it does not a ect behaviour, so we have EI 0 F 0 = E, and the rst iso is established. Next, I 0 N 0 = I 0 F 0 N by de nition. Now Nf is a minimized automaton, so application of I 0 F 0 is essentially the identity and the second iso follows.
For the equivalence, note that E 0 N 0 = EI 0 F 0 N by de nition, and as just observed, I 0 F 0 N = N, so E 0 N 0 = EN, but ENf = f by the previous Theorem. Finally, N 0 E 0 = F 0 NEI 0 by de nition. Now a reachable, minimal Mealy automaton I 0 A is isomorphic to the Nerode automaton of its behaviour, i.e. NEI 0 A = I 0 A. (The unit of the adjunction in the previous Theorem provides the comparison which is epic by reachability and monic by minimality.) Thus N 0 E 0 A = F 0 NEI 0 A = F 0 I 0 A = A.
Using notation from Section 4, we consider the situation for -automata. Recall that we can view the Elgot automata of Section 3 as a special case.
Proposition 50 Proof. The proof is very similar to the proof in the case of Mealy automata once we make the observation that N is actually a lax functor in this situation also.
