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Cap´ıtulo 1
Introduccio´n
En este Trabajo Fin de Ma´ster desarrollamos varias ideas que nos han
parecido interesantes y que se enmarcan dentro de la teor´ıa del A´lgebra Ho-
molo´gica Relativa. Pero, ¿que´ es el A´lgebra Homolo´gica Relativa y por que´
se estudia? Comencemos dando una breve exposicio´n sobre la evolucio´n del
A´lgebra Homolo´gica que acabara´ demostrando la necesidad generalizar esta
teor´ıa y que conduce inevitablemente a la introduccio´n del A´lgebra Homolo´gi-
ca Relativa.
El origen del A´lgebra Homolo´gica se encuentra en la teor´ıa cla´sica de la
Topolog´ıa Algebraica, en donde, a partir de espacios topolo´gicos, y debido
a la pobre estructura de e´stos, se construyen grupos y homomorfismos de
grupos que los conectan, que permiten descubrir mucha informacio´n sobre
los espacios topolo´gicos originales.
Desde el punto de vista algebraico, el A´lgebra Homolo´gica resulto´ bas-
tante impopular durante sus inicios porque era dif´ıcil llegar a comprenderla
y, una vez que se consegu´ıa, no parec´ıa ser demasiado u´til.
Pero todo esto cambio´ cuando Jean Pierre Serre utilizo´ el A´lgebra Ho-
molo´gica para caracterizar determinados tipos de anillos. Adema´s, el libro
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escrito por Henri Cartan y Samuel Eilenberg “Homological Algebra” ([4]), en
el que unificaron todos los conceptos relativos a este a´rea que se encontraban
dispersos en las ramas de teor´ıa de grupos, a´lgebras de Lie y a´lgebras asocia-
tivas, desperto´ el intere´s de muchos matema´ticos que comenzaron a estudiar
esta teor´ıa tan productiva. De hecho, Cartan y Eilenberg pueden ser consi-
derados como los fundadores del A´lgebra Homolo´gica Moderna, y el me´todo
que utilizaron fue el uso sistema´tico de resoluciones utilizando mo´dulos in-
yectivos y proyectivos, que son sucesiones exactas con te´rminos proyectivos
o inyectivos, que se construyen a partir de un determinado mo´dulo.
La razo´n por la que las resoluciones proyectivas e inyectivas funcionan no
es otra que las propiedades que definen a los mo´dulos proyectivos e inyectivos:
los funtores Hom(P,−) y Hom(−, E) son exactos cuando P es proyectivo y E
es inyectivo. El problema radica en que a partir de un determinado mo´dulo se
pueden elegir muchas (infinitas) resoluciones proyectivas e inyectivas. Cada
una de ellas dara´ lugar a unos grupos de (co)homolog´ıa que, en principio,
no tienen por que´ ser los mismos. Sin embargo, la exactitud de los funtores
Hom(P,−) cuando P es proyectivo, permite relacionar todas estas resolu-
ciones mediante homomorfismos de complejos. Y lo ma´s importante es que
resulta que todos estos homomorfismos son homoto´picos (Teorema de Com-
paracio´n), lo cual se traduce en el hecho de que los grupos de (co)homolog´ıa
del mismo grado que se obtienen mediante resoluciones proyectivas diferentes
son todos isomorfos. Esto da total consistencia a la teor´ıa.
Por supuesto, si en lugar de elegir resoluciones proyectivas elegimos reso-
luciones inyectivas, el resultado sigue siendo el mismo. Todas las resoluciones
que elijamos del mismo mo´dulo son homoto´picas (Teorema de Compara-
cio´n), y por lo tanto todas dan (salvo isomorfismos) los mismos grupos de
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(co)homolog´ıa.
Ligado al concepto de de resolucio´n proyectiva (o inyectiva) aparece in-
mediatamente el de dimensio´n: si P es un mo´dulo proyectivo,
· · · → 0→ 0→ P = P → 0
es una resolucio´n proyectiva de P . SiM es un mo´dulo que admite una sucesio´n
exacta 0 → P1 → P0 → M → 0 con Pi proyectivos, y N es un mo´dulo cuya
“menor¨ resolucio´n proyectiva es del tipo 0 → P2 → P1 → P0 → N → 0,
entonces las propiedades homolo´gicas de M y N van a ser evidentemente dis-
tintas (por ejemplo las propiedades de anulacio´n de Extn(M,−) y Extn(N,−)
sera´n distintas).
As´ı, se dice que la dimensio´n proyectiva de M es menor igual que n ≥ 0,
proj.dim M ≤ n si existe una sucesio´n exacta
0→ Pn → · · · → P1 → P0 →M → 0
en la que todos los Pi son proyectivos. Diremos que proj.dim M = n si n es
el menor natural para el que existe una sucesio´n como la anterior.
De manera dual, la dimensio´n inyectiva de M es n si n es el menor natural
para el que existe una sucesio´n exacta
0→M → E0 → E1 → · · · → En → 0
en la que todos los Ei son inyectivos.
El estudio de estas dimensiones homolo´gicas que acabamos de definir pro-
porciona, como ya hemos indicado y no pod´ıa ser de otra manera, informacio´n
valiosa sobre el mo´dulo en s´ı, pero adema´s, tambie´n sobre el anillo sobre el
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que se construyen los mo´dulos. Por ejemplo, un anillo es quasi-Fro¨benius si
y so´lo si todo R-mo´dulo M verifica: proj.dim M = 0⇔ inj.dim M = 0.
En este momento surge una pregunta natural: ¿por que´ restringirse al
uso de resoluciones proyectivas e inyectivas? ¿Por que´ no elegir otras clases
de mo´dulos que nos proporcionen unos grupos de (co)homolog´ıa diferentes
y por lo tanto una informacio´n nueva? Sobre todo teniendo en cuenta que
existen clases de mo´dulos homolo´gicamente muy importantes, como es la de
los mo´dulos planos, que tambie´n caracterizan anillos tan importantes como
los regulares: un anillo es regular si y so´lo si todo mo´dulo es plano. De esta
forma, durante los u´ltimos an˜os el estudio de la (co)homolog´ıa relativa a
diferentes clases de mo´dulos ha sido una rama del a´lgebra plenamente activa
y a la que se han dedicado muchos matema´ticos.
Como clases especialmente relevantes sobre las que se ha realizado una
cantidad ingente de art´ıculos de investigacio´n esta´n la de los mo´dulos Go-
renstein proyectivos y de los mo´dulos Gorenstein inyectivos. Estas clases de
mo´dulos fueron introducidas por Edgar Enochs y Overtoun Jenda en [8] y
probablemente sean, junto a la de los proyectivos, inyectivos y planos, las
clases de mo´dulos ma´s estudiadas en el a´mbito homolo´gico, sobre todo en
te´rminos de calcular (pre)cubiertas, (pre)envolventes, y las dimensiones re-
lativas que inducen. Resulta dif´ıcil dar una lista significativa de los art´ıculos
ma´s relevantes publicados sobre estas clases sin dejar de citar alguno de
ellos e incluso alguna de las teor´ıas que en ellos se estudian, pero por hacer
una tentativa, lejana a la realidad por la poca cantidad de citas que pode-
mos dar aqu´ı, mencionamos los estudios de Enochs sobre la existencia de
(pre)cubiertas y (pre)envolventes [10], [11], [12], etc., o los relativos a las
dimensiones Gorenstein [7], [14], [15], [5], [3], [1], etc.
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Tan relevante ha sido el estudio de las clases de mo´dulos Gorenstein pro-
yectivos y Gorenstein inyectivos en el desarrollo del A´lgebra Homolo´gica que
han surgido multitud de generalizaciones de este tipo de mo´dulos. As´ı, Henrik
Holm y J/orgensen estudiaron en [16] las dimensiones homolo´gicas inducidas
por la clase de los mo´dulos GC proyectivos, GC-inyectivos y GC-planos, es
decir, las llamadas dimensiones GC-proyectiva (o C-Gorenstein proyectiva),
GC-inyectivas (o C-Gorenstein inyectiva) y GC-planas (o C-Gorenstein pla-
na), cuando C es un mo´dulo semidualizante y Diana White publico´ ([21])
otros resultados sobre la dimensio´n GC-proyectiva cuando C es semidualizan-
te. Tambie´n Liu, Huang y Xu realizaron investigaciones de estas dimensiones
en [17].
No obstante, las propiedades de los mo´dulos semidualizantes son bastan-
te restrictivas a la hora de estudiar dimensiones homolo´gicas relativas a C,
ya que la condicio´n EndR(C) ∼= R hace que C este´ cerca de ser un mo´dulo
proyectivo. Por eso Driss Bennis, J.R. Garc´ıa Rozas y Luis Oyonarte inves-
tigaron en [2] co´mo debilitar las condiciones de C sin mermar el intere´s de
los resultados que se pueden obtener. A los mo´dulos que verificaban estas
propiedades los llamaron de´bilmente Wakamatsu tilting porque adema´s la
clase de todos estos mo´dulos contiene propiamente a la de los Wakamatsu
tilting.
Adema´s existe otro factor importante que refuerza seriamente la idea de
plantearse la investigacio´n del A´lgebra Homolo´gica relativa a otras clases de
mo´dulos que no sean los inyectivos o los proyectivos; como hemos menciona-
do al principio de esta introduccio´n, el inicio del A´lgebra Homolo´gica no se
situ´a en un a´mbito propio del a´lgebra, y adema´s, ya dentro de la rama de
a´lgebra, tiene aplicaciones en muy diversas teor´ıas, como la de la Geometr´ıa
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Algebraica, en la que el estudio de categor´ıas diferentes a las de mo´dulos
(como por ejemplo las de haces) es fundamental. Por tanto el paso lo´gico en
la evolucio´n del A´lgebra Homolo´gica es su desarrollo en el a´mbito catego´rico.
Pero no todas las categor´ıas sobre las que construir homolog´ıa tenga sentido
(categor´ıas abelianas con algunas propiedades adicionales) poseen suficientes
objetos proyectivos o inyectivos (por ejemplo las categor´ıas de haces no tie-
nen suficientes proyectivos). As´ı, estudiar A´lgebra Homolo´gica relativa otras
clases relevantes de objetos (como pueden ser los planos en las categor´ıas de
mo´dulos o de haces) adquiere una relevancia significativa. E´ste es el comienzo
del A´lgebra Homolo´gica Relativa.
Existen otras generalizaciones de los conceptos de mo´dulo Gorenstein
proyectivo y de mo´dulo Gorenstein inyectivo, y cuando decimos generaliza-
ciones no nos referimos so´lo a generalizaciones dentro de las categor´ıas de
mo´dulos, sino extensiones a otras categor´ıas ma´s generales que aque´llas. De
entre todos estos nuevos conceptos el ma´s interesante quiza´s sea el de obje-
tos X -Gorenstein en una categor´ıa abeliana A , siendo X una subcategor´ıa
plena de A . Este concepto fue dado por Sather-Wagstaff, Sharif y Whi-
te en [19] en donde, entre otras cosas, buscan las condiciones que tiene que
verificar la categor´ıaX para que G (X )2 = G (X ), es decir, para que la sub-
categor´ıa consistente en todos los nu´cleos de sucesiones completas exactas,
Hom(G (X ),−)-exactas y Hom(−,G (X ))-exactas de objetosX -Gorenstein
coincida con la subcategor´ıa de los objetos X -Gorenstein. Posteriormente
Geng y Ding estudiaron las dimensiones homolo´gicas relativas a estos nuevos
objetos ([13]).
Nuestro intere´s en este trabajo es dar un concepto que generalice a la
vez aque´llos de objeto X -Gorenstein proyectivo, de objeto X -Gorenstein
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inyectivo, de mo´dulo GC-proyectivo y de mo´dulo GC-inyectivo, siendo C un
mo´dulo de´bilmente Wakamatsu tilting (y por lo tanto no necesariamente
semidualizante), y adema´s que este nuevo concepto tenga sentido y resulte
de utilidad en categor´ıas abelianas, no so´lo en las categor´ıas de mo´dulos.
Con este propo´sito consideraremos dos subcategor´ıas plenas X e Y de
una categor´ıa abeliana A , y a estos nuevos objetos que definiremos los lla-
maremos objetos (X ,Y )-Gorenstein. Nuestro objetivo principal sera´ inves-
tigar la subcategor´ıa (X ,Y )-Gorenstein de A , es decir, aquella subcate-
gor´ıa plena de A cuyos objetos son todos los objetos (X ,Y )-Gorenstein de
A , y hacer un estudio exhaustivo de las dimensiones homolo´gicas inducidas
por esta nueva subcategor´ıa: hablamos de la dimensio´n G (X ,Y )-proyectiva
(o dimensio´n (X ,Y )-Gorenstein proyectiva) y de la dimensio´n G (X ,Y )-
inyectiva de los objetos de A (o dimensio´n (X ,Y )-Gorenstein inyectiva).
As´ı, nuestro camino sera´ en primer lugar caracterizar cua´ndo un objeto
de la categor´ıa A esta´ en la subcategor´ıa G (X ,Y ) y cua´ndo esta subca-
tegor´ıa verifica las propiedades habituales que permiten desarrollar satis-
factoriamente una teor´ıa de la dimensio´n homolog´ıa que induce, es decir,
cua´ndo esta subcategor´ıa es cerrada para extensiones, nu´cleos de epimorfis-
mos, conu´cleos de monomorfismos y sumandos directos. Adema´s indagaremos
sobre que´ condiciones deben satisfacer las subcategor´ıas X e Y para estar
dentro de G (X ,Y ). Este hecho es de gran importancia porque cuando esto
suceda la G (X ,Y )-dimensio´n proyectiva de cualquier objeto sera´ siempre
menor que la X -dimensio´n proyectiva y que la Y -dimensio´n proyectiva, e
igualmente ocurre con las dimensiones inyectivas. Dicho de otra forma, las
G (X ,Y )-dimensiones (tanto proyectiva como inyectiva) dan medidas ma´s
precisas que las X -dimensiones y que las Y -dimensiones. Tambie´n descu-
11
briremos cua´ndo G (G (X ,Y )) = G (X ,Y ).
Finalmente estudiaremos las dimensiones homolo´gicas inducidas por las
subcategor´ıas G (X ,Y ). Estas dimensiones se definen como longitudes de
sucesiones exactas con te´rminos en G (X ,Y ) y nosotros probaremos que
las podemos calcular a partir de G (X ,Y )-(co)resoluciones exactas. Adema´s
veremos que la dimensio´n de un objeto se puede calcular a partir de cual-
quier sucesio´n (o (co)resolucio´n) exacta de objetos en G (X ,Y ) cuyo u´ltimo
conu´cleo (primer nu´cleo) sea el objeto del que queremos calcular la dimen-
sio´n. Y por supuesto probaremos que la herramienta cla´sica de ca´lculo de
las dimensiones tambie´n funciona para nuestra subcategor´ıa: demostraremos
sera´ que las G (X ,Y )-dimensiones las podemos calcular a partir de los fun-
tores Extn (la dimensio´n sera´ el menor n tal que Extk = 0 ∀k ≥ n+ 1).
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Cap´ıtulo 2
Preliminares
El a´mbito en el que se desarrollara´ este trabajo es el de las categor´ıas abe-
lianas, por lo que en muchas ocasiones, cuando nos refiramos a una categor´ıa,
no indicaremos que la suponemos abeliana. No obstante, la categor´ıa siempre
sera´ abeliana. Mencio´n a parte requieren las subcategor´ıas. Haremos un uso
sistema´tico de subcategor´ıas de estas categor´ıas abelianas, pero por supuesto
no necesitara´n ser abelianas tambie´n. Sin embargo supondremos que verifi-
cara´n unas condiciones a parte de las que se especifiquen en cada enunciado,
y que sera´n: la subcategor´ıa sera´ siempre plena, cerrada para isomorfismos y
contendra´ al objeto cero.
Muchos de los resultados que aparecen en esta seccio´n son ampliamen-
te conocidos, tanto su enunciado como su demostracio´n. Esto significa que
pueden ser encontrados fa´cilmente en la literatura (de hecho aparecen en
cualquier libro que trate la homolog´ıa en el a´mbito catego´rico, y de estos
libros hay suficientes referencias en el bibliograf´ıa que aparece al final de este
trabajo, por ejemplo [9] o [18]) y que adema´s no es fa´cil determinar do´nde
exactamente aparecieron por primera vez. Por tanto, si escribimos la demos-
tracio´n de alguno de estos resultados, no daremos referencias expl´ıcitas. S´ı
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las daremos en los que casos en que las demostraciones no sean incluidas
(so´lo incluiremos este tipo de demostraciones cuando sean significativamente
interesantes o den alguna idea clave para nuestro posterior desarrollo de la
teor´ıa).
2.1. Nociones ba´sicas sobre el A´lgebra Ho-
molo´gica Cla´sica
En esta seccio´n presentaremos algunas nociones ba´sicas del A´lgebra Ho-
molo´gica. Seguiremos el camino que la evolucio´n de esta teor´ıa ha ido cons-
truyendo. Por supuesto se han ido descubriendo much´ısimas cosas relativas
a la Teor´ıa de Homolog´ıa a lo largo de todos sus an˜os de desarrollo, y sus
aplicaciones en las distintas ramas del A´lgebra son enormes. Pero no es nues-
tra intencio´n ni nuestro cometido hacer un curso intensivo del A´lgebra Ho-
molo´gica, sino llegar a uno de los puntos en los que se encuentra activa la
investigacio´n en este momento, y por lo tanto, de la enorme cantidad de bi-
furcaciones que se pueden elegir al recorrer este largo camino, elegiremos las
ma´s apropiadas para conseguir llegar al punto de investigacio´n activa al que
nos referimos en este pa´rrafo.
Comenzaremos recordando lo que se entiende por un complejo en una
categor´ıa abeliana y por los objetos de homolog´ıa asociados a dicho complejo.
Definicio´n 2.1.1. Un complejo en una categor´ıa abeliana es una sucesio´n
de objetos y morfismos
M : · · · →M2 δ2→M1 δ1→M0 δ0→M−1 → · · ·
de forma que la composicio´n de cualesquiera dos morfismos consecutivos es
cero. En otras palabras, la imagen de cualquiera de los morfismos es siempre
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un subobjeto del nu´cleo del siguiente, es decir, siempre hay un monomorfismo
Im δi 7→ ker δi−1. A los nu´cleos de δn se les suele llamar objetos de ciclos,
ker δn = Zn(M), y a las ima´genes objetos de bordes, Im δn+1 = Bn(M).
Un morfismo entre dos complejos · · · → M2 → M1 → M0 → M−1 → · · ·
y · · · → N2 → N1 → N0 → N−1 → · · · es una sucesio´n de morfismos en la
categor´ıa, Mi → Ni, de forma que el diagrama
· · · //M2 //

M1 //

M0 //

M−1 //

· · ·
· · · // N2 //M1 //M0 //M−1 // · · ·
es conmutativo.
Es fa´cil darse cuenta de que la categor´ıa de complejos construidos so-
bre una categor´ıa abeliana A vuelve a ser una categor´ıa abeliana. A esta
categor´ıa de complejos la denotaremos como C(A ).
Definicio´n 2.1.2. El n-e´simo objeto de homolog´ıa de un complejo
C : · · · →M2 δ2→M1 δ1→M0 δ0→M−1 → · · ·
en una categor´ıa abeliana se define como Hn(C) = coker (Im(δn+1 → ker δn)).
Como Im δn+1 → ker δn es un monomorfismo, denotaremos al conu´cleo ante-
rior como Hn(C) = ker δn/ Im δn+1 = Zn(C)/Bn(C).
Observamos entonces que, intuitivamente, la homolog´ıa de un complejo
da en cierta forma una medida de lo que le falta al complejo para ser exacto.
Adema´s, cuando dos complejos esta´n relacionados mediante un homomorfis-
mo de complejos, los grupos de homolog´ıa de ambos complejos tambie´n esta´n
relacionados por un morfismo: supongamos que
M : · · · →M2 δ2→M1 δ1→M0 δ0→M−1 → · · ·
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yN : · · · → N2 δ
′
2→ N1 δ
′
1→ N0 δ
′
0→ N−1 → · · ·
son dos complejos y que α :M→N es un homomorfismo de complejos,
· · · //Mi+1 δi+1 //
αi+1

Mi
δi //
αi

Mi−1 //
αi−1

· · ·
· · · // Ni+1
δ′i+1
// Ni
δ′i
// Ni−1 // · · ·
Consideremos el diagrama
Mi+1
δi+1 //
αi+1

δi+1 $$II
II
II
II
I
Mi
αi

pii
$$JJ
JJJ
JJJ
JJ
Im δi+1
λ
;;wwwwwwwww
coker δi+1
Ni+1
δ′i+1 //
δ′i+1 $$I
II
II
II
II
Ni
pi′i
$$I
II
II
II
II
I
Im δ′i+1
λ′
;;wwwwwwwww
coker δ′i+1
Como pi′iαiδi+1 = pi
′
iδ
′
i+1αi+1 = 0, las propiedades del conu´cleo propor-
cionan un u´nico morfismo ci : coker δi+1 → coker δ′i+1 tal que cipii = pi′iαi.
Pero entonces pi′iαiλ = cipiiλ = 0, y las propiedades del nu´cleo garantizan la
existencia de un u´nico morfismo fi+1 : Im δi+1 → Im δ′i+1 tal que αiλ = λ′fi+1.
Si factorizamos λ como la composicio´n de las dos inyecciones cano´nicas
q : Im δi+1 → ker δi y k : ker δi → Mi, hacemos lo mismo con λ′, y tenemos
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en cuenta ahora el diagrama conmutativo
Mi+1
δi+1 //
αi+1

δi+1 $$II
II
II
II
I
Mi
αi

δi //Mi−1
αi−1

Im δi+1
λ
55kkkkkkkkkkkkkkkkkk
q
//
fi+1

ker δi
k
<<yyyyyyyy
Ni+1
δ′i+1 //
δ′i+1 $$I
II
II
II
II
Ni
δ′i // Ni−1
Im δ′i+1
λ′
55kkkkkkkkkkkkkkkkkk
q′
// ker δ′i
k′
<<yyyyyyyy
observamos que δ′iαik = αi−1δik = 0, por lo que existe, segu´n la Propiedad
Universal del Nu´cleo, un u´nico homomorfismo gi : ker δi → ker δ′i tal que
k′gi = αik. Componiendo con q obtenemos
k′giq = αikq = αiλ = λ′fi+1 = k′q′fi+1.
Como k′ es un monomorfismo concluimos que giq = q′fi+1, es decir, el dia-
grama
Im δi+1
q //
fi+1

ker δi
gi

// Hi(M)
Im δ′i+1 q′
// ker δ′i // Hi(N )
es conmutativo. Por tanto, si aplicamos de nuevo la Propiedad Universal del
Conu´cleo encontramos el morfismo que anda´bamos buscando y que llamare-
mos Hn(α).
Un hecho fundamental en la definicio´n de estos morfismos entre las homo-
log´ıas es que tienen cara´cter funtorial, es decir, si α, β son dos morfismos de
complejos, entonces Hi(αβ) = Hi(α)Hi(β) ∀i, y Hi(id) = id ∀i. La razo´n de
este cara´cter funtorial se debe a la unicidad de todos los morfismos (a causa
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de que provienen de propiedades universales) que intervienen en la obten-
cio´n del morfismo entre las homolog´ıas que hemos explicado en los pa´rrafos
anteriores. Esta unicidad hace adema´s que los funtores Hn sean aditivos, es
decir, Hn(f + g) = Hn(f) +Hn(g).
Por otro lado, existe una manera de relacionar los morfismos de complejos
en funcio´n de co´mo se comportan los morfismos inducidos por e´stos en los
objetos de homolog´ıa. Hablamos de la relacio´n de homotop´ıa.
Definicio´n 2.1.3. Si
C : · · · → C2 δ2→ C1 δ1→ C0 δ0→ C−1 → · · ·
y
C ′ : · · · → C ′2
δ′2→ C ′1
δ′1→ C ′0
δ′0→ C ′−1→ · · ·
son dos complejos y α, β : C → C ′ son dos morfismos de complejos, se dice
que α y β son homoto´picos si para cada entero n existe un morfismo sn :
Cn → C ′n+1 tal que αn − βn = δ′n+1sn + sn−1δn.
Proposicio´n 2.1.4. Si f, g : C → C ′ son dos morfismos homoto´picos de
complejos, entonces para todo entero n se tiene que Hn(f) = Hn(g).
Demostracio´n. Partimos de la situacio´n
· · · // C2 δ2 //
f2

g2

C1
s1
~~ ~
~~
~~
~~
δ1 //
f1

g1

C0
s0
~~ ~
~~
~~
~~
δ0 //
f0

g0

C−1
s−1
}}||
||
||
||
f−1

g−1

// · · ·
· · · // C ′2 δ′2
// C ′1 δ′1
// C ′0 δ′0
// C ′−1 // · · ·
con fn − gn = δ′n+1sn + sn−1δn ∀n.
Entonces Hn(f − g) = Hn(δ′n+1sn + sn−1δn), el morfismo inducido en la
homolog´ıa por δ′n+1sn + sn−1δn : ker δn → ker δ′n. Pero sn−1δn| ker(δn) = 0 e
Im(δ′n+1sn) ≤ Im(δ′n), as´ı que Hn(δ′n+1sn + sn−1δn) = 0.
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Por tanto Hn(f)−Hn(g) = Hn(f − g) = 0
En el desarrollo del a´lgebra homolo´gica existen varias herramientas que
resultan totalmente fundamentales. Destacamos dos de estas herramientas,
que vamos a presentar a continuacio´n: el Lema de la Serpiente y la sucesio´n
exacta larga de homolog´ıa.
Proposicio´n 2.1.5. (Lema de la Serpiente)
Asociado a cualquier diagrama conmutativo
A
f //
a

B
g //
b

C //
c

0
0 // A′
f ′
// B′
g′
// C ′
en el que las filas son exactas, existe una sucesio´n exacta
ker a→ ker b→ ker c→ coker a→ coker b→ coker c.
Si adema´s f es un monomorfismo entonces ker a→ ker b tambie´n lo es, y si
g′ es un epimorfismo entonces coker b→ coker c tambie´n lo es.
Demostracio´n. Si k1 : K1 → A es el nu´cleo de a y k2 : K2 → B es el nu´cleo
de b, como bfk1 = f
′ak1 = 0, existe un u´nico morfismo f : K1 → K2 tal que
k2f = fk1. Repetimos el mismo argumento con K2 y K3 y el argumento dual
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para los conu´cleos, y conseguimos el diagrama conmutativo
0

0

0

K1
f //
k1

K2
g //
k2

K3
k3

A
f //
a

B
g //
b

C //
c

0
0 // A′
f ′
//
q1

B′
g′
//
q2

C ′
q3

Q1
f̂
//

Q2 ĝ
//

Q3

0 0 0
Comprobemos que la fila superior del diagrama es exacta.
Evidentemente k3gf = gfk1 = 0, y como k3 es un monomorfismo con-
cluimos que Im f ≤ ker g.
El rec´ıproco resulta algo ma´s complicado. Consideramos los nu´cleos λ′ :
ker g → K2 y λ : ker g → B. Como la segunda fila del diagrama es exacta
vemos que f factoriza a trave´s de λ, es decir, f = λf0 (f0 : A → Im f =
ker g). Ahora, gk2λ
′ = k3gλ′ = 0, por lo que obtenemos un u´nico morfismo
h : ker g → ker g tal que k2λ′ = λh. Vemos pues que h es de hecho un
monomorfismo. Si calculamos el pullback de h y f0 obtenemos un diagrama
conmutativo
0

0

P
l //
m

ker g //
h

0
A
f0
// ker g // 0
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Entonces fm = λf0m = λhl = k2λ
′l, con lo cual, f ′am = bfm = bk2λ′l =
0, as´ı que am = 0 ya que f ′ es un monomorfismo. Pero entonces m factoriza
por ker a = K1, es decir, existe s : P → K1 tal que k1s = m. El morfismo fs :
P → K2 verifica que k2fs = fk1s = fm = k1λ′l, y k2 es un monomorfismo,
por lo tanto fs = λ′l.
La conclusio´n es que Im fs = Imλ′l. Pero l es un epimorfismo as´ı que
tenemos Imλ′l = Imλ′ = ker g. Ahora, no es dif´ıcil ver que Im fs es un
subobjeto de Im f , as´ı que llegamos, como quer´ıamos, a que ker g ≤ Im f , y
por tanto a que la primera fila del diagrama es exacta.
Mediante argumentos completamente duales probaremos ahora la exacti-
tud de la u´ltima fila del diagrama.
ĝf̂ q1 = q3g
′f ′ = 0
q1 epimorfismo
}
⇒ ĝf̂ = 0⇒ Im f̂ ≤ ker ĝ.
Para probar el rec´ıproco consideramos la descomposicio´n e´pico-mo´nica de
g′, que dado que la tercera fila del diagrama es exacta, resulta ser
B′
g′ //
p′ ##H
HH
HH
HH
HH
C ′
coker f ′
λ
;;vvvvvvvvv
Adema´s tenemos el diagrama conmutativo
Q1
f̂
// Q2
p̂ ##F
FF
FF
FF
F
ĝ // Q3
coker f̂
λ̂
;;xxxxxxxx
en el que λ̂ existe por las propiedades del conu´cleo.
Entonces, p̂q2f
′ = p̂f̂ q1 = 0, y as´ı existe h : coker f ′ → coker f̂ tal que
hp′ = p̂q2.
21
Construimos ahora el pushout de λ y h, obteniendo el diagrama conmu-
tativo
0 // coker f ′ λ //
h

C ′
m

0 // coker f̂
l
//

P

0 0
Tenemos: mg′ = mλp′ = lhp′ = lp̂q2 ⇒ mcg = mg′b = lp̂q2b = 0. De
nuevo, como g es un epimorfismo concluimos que mc = 0 y por lo tanto que
existe un morfismo s : Q3 → P tal que sq3 = m.
Consideramos entonces sĝ : Q2 → P :
sĝq2 = sq3g
′ = mg′ = lp̂q2 ⇒ sĝ = lp̂⇒ ker sĝ = ker lp̂.
Pero l es un monomorfismo as´ı que ker lp̂ = ker p̂ = Im f̂ . En definitiva,
Im f̂ = ker sĝ, y por supuesto ker ĝ ≤ ker sĝ.
Construyamos ahora el morfismo de conexio´n K3
δ→ Q1, y para ello con-
sideremos el pullback y el pushout de los morfismos k3 y g, y f
′ y q1 respec-
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tivamente. Obtenemos el diagrama conmutativo
0

0

0 // E e // P
p //
q

K3 //
k3

0
B g
//
b

C // 0
0 // A′
f ′ //
q1

B′
r

0 // Q1

t
// T
d
//

D // 0
0 0
en el que, como p es e´pica, es el conu´cleo de su nu´cleo, es decir, p = coker e,
y de forma dual t = ker d.
Si proba´ramos que rbqe = 0 entonces la Propiedad Universal del Conu´cleo
proporcionar´ıa un u´nico morfismo δ1 : K3 → T tal que rbq = δ1p. Si adema´s
supie´ramos que drbq = 0 entonces dδ1p = 0 y como p es un epimorfismo
dδ1 = 0. Por la Propiedad Universal del Nu´cleo existir´ıa un u´nico δ : K3 → Q1
tal que tδ = δ1 y por lo tanto tδp = δ1p = rbq.
En definitiva tendr´ıamos un morfismo δ : K3 → Q1 que conectar´ıa la
sucesio´n de nu´cleos y la de conu´cleos. δ ser´ıa el candidato a morfismo de
conexio´n. Pero para que todo esto funcione todav´ıa necesitamos demostrar
que rbqe = 0 y que drbq = 0.
En primer lugar observamos que gqe = k3pe = 0, as´ı que qe factoriza a
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trave´s de ker g. Entonces no es dif´ıcil comprobar que los pullbacks
L l //
m

E
qe

A
f
// B
y
L //

E
qe

A
f
// ker g
son realmente el mismo. Por lo tanto, ya que ker g = Im f , obtenemos que l
es un epimorfismo.
Ahora, como rbqel = rbfm = rf ′am = tq1am = 0, y esto significa, ya
que l es un epimorfismo, que rbqe = 0.
De forma totalmente dual se prueba que tambie´n drbq = 0.
Para comprobar que la sucesio´n
K1
f→ K2 g→ K3 δ→ Q1 f̂→ Q2 ĝ→ Q3
es exacta so´lo necesitamos comprobar la exactitud en los puntos K3 y Q1,
pues el resto ya lo hemos hecho.
Al igual que cuando probamos la exactitud enK2 y enQ2, la demostracio´n
de la exactitud en Q1 es completamente dual a la de la exactitud en K3, por
lo que so´lo expondremos e´sta u´ltima.
ker δ ≤ Im g) Llamemos h : K3 → H al conu´cleo de g y construyamos el
24
pushout de k3 y h:
0

0

K3
h //
k3

H
m

// 0
C ϕ
//M // 0
Despue´s construimos el pushout
B
ϕg //
b

M
m

B′
ϕ′
// N
Como ϕgk2 = mhg = 0 obtenemos que ϕg factoriza por coker k2:
B
ϕg //
pi $$H
HH
HH
HH
HH
M
coker k2
ϕg
::uuuuuuuuu
Entonces es fa´cil observar que el u´ltimo pushout construido y
coker k2
ϕg //
b

M
m′

B′
ϕ′
// N
son realmente el mismo pushout (b = bpb es la factorizacio´n e´pico-mo´nica de
b). Por tanto vemos que m′ es un monomorfismo.
Ahora, ϕ′f ′a = ϕ′bf = m′ϕgf = 0, con lo cual ϕ′f ′ factoriza por coker a:
A′
ϕ′f ′ //
q1 $$H
HH
HH
HH
HH
N
coker k2
n
::vvvvvvvvv
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Cuando definimos δ construimos el pushout
A′
f ′ //
q1

B′
r

Q1 t
// T
y ahora tenemos dos morfismos n : Q1 → N y ϕ′ : B′ → N tales que
nq1 = ϕ
′f ′. Las propiedades del conu´cleo dicen que existe un u´nico morfismo
ξ : T → N tal que ξt = n y ξr = ϕ′.
Recordemos adema´s que δ es tal que tδp = rbq, luego nδp = ξtδp =
ξrbq = ϕ′bq = m′ϕgq = m′ϕk3p = m′mhp. Pero p es un epimorfismo, as´ı que
nδ = m′mh.
Por lo tanto kernδ = kerm′mh. Ahora bien, como m′ y m son monomor-
fismos, kerm′mh = kerh, y por otro lado ker δ ≤ kernδ. Adema´s, h = coker g
por lo que kerh = Im g. Es decir, acabamos de probar que ker δ ≤ Im g.
Im g ≤ ker δ) Al definir δ construimos el pullback
P
p //
q

K3
k3

B g
// C
y desde el principio sabemos que g : K2 → K3 y k2 : K2 → B verifican
gk2 = k3g. Por tanto existe un u´nico u : K2 → P tal que k2 = qu y pu = g.
Entonces
g = pu⇒ δg = δpu⇒ tδg = tδpu = rbqu = rbk2 = 0.
Como t es un monomorfismo vemos que δg = 0.
La u´ltima parte de la demostracio´n es inmediata: si f es un monomorfismo
(g′ es un epimorfismo) entonces fk1 = k2f es un monomorfismo (q3g′ =
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ĝq2 es un epimorfismo), por lo que el primer morfismo, es decir, f es un
monomorfismo (el segundo morfismo, es decir ĝ es un epimorfismo).
Teorema 2.1.6. Si 0 → A f→ M g→ C → 0 es una sucesio´n exacta corta
de complejos en la categor´ıa C(A ), entonces existe una sucesio´n exacta en
A : Hn(A)
Hn(f)−→ Hn(M) Hn(g)−→ Hn(C) δn−→ Hn−1(A) Hn−1(f)−→ Hn−1(M) Hn−1(g)−→
Hn−1(C) en la que los morfismos δn se llaman morfismos de conexio´n. A la
sucesio´n exacta
· · · → Hn(A) Hn(f)−→ Hn(M) Hn(g)−→ Hn(C) δn−→ Hn−1(A) Hn−1(f)−→ Hn−1(M)→ · · ·
se le llama sucesio´n exacta larga de homolog´ıa.
Demostracio´n. Dado cualquier complejo X, la conmutatividad del diagra-
ma
0

0

0 // Bn(X)
αn //

Zn(X)
kn

Xn
pn

Xn
pin

Xn
Bn(X)

Xn
Zn(X)

0 0
(en donde αn y kn son las inclusiones y pn y pin las proyecciones) permite
aplicar la Propiedad Universal del Conu´cleo y as´ı encontrar un u´nico morfis-
mo γn :
Xn
Bn(X)
→ Xn
Zn(X)
que completa el diagrama de forma conmutativa.
Adema´s, como pinid es un epimorfismo, γn tambie´n lo es.
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Por otro lado, como la categor´ıa A es abeliana, tenemos un isomorfismo
Xn
Zn(X)
∼= Bn−1(X), por lo que componiendo γn con el monomorfismo αn−1 :
Bn−1(X) → Zn−1(X) obtenemos otro morfismo Xn
Bn(X)
→ Zn+1(X) cuyo
nu´cleo coincide con el de γn.
Ahora bien, el Primer Teorema de Isomorf´ıa de Noether prueba que
Xn/Bb(X)
Zn(X)/Bn(X)
∼= Xn
Zn(X)
,
as´ı que siempre disponemos del siguiente diagrama conmutativo con filas y
columnas exactas:
0

0

0 // Bn(X) // Zn(X) //

Hn(X)

// 0
0 // Bn(X) // Xn //

Xn
Bn(X)
γn

// 0
Xn
Zn(X)

Xn
Zn(X)

0 0
que demuestra que el nu´cleo de γn, y por tanto de αn−1γn, es Hn(X) →
Xn
Bn(X)
. De esta forma hemos encontrado una sucesio´n exacta
0→ Hn(X)→ Xn
Bn(X)
αn−1γn−→ Zn−1(X).
Pero Im(αn−1γn) = Im(αn−1) porque γn es e´pica, as´ı que coker(αn−1γn) =
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Zn−1(X)
Im(αn−1)
= Hn−1(X). Por tanto la siguiente sucesio´n es exacta:
0→ Hn(X)→ Xn
Bn(X)
→ Zn−1(X)→ Hn−1(X)→ 0.
Ahora, dado que
0→ A f→M g→ C → 0
es una sucesio´n exacta de complejos, para todo entero n existe un diagrama
conmutativo con filas exactas
0 // An
fn //
δAn

Mn
gn //
δMn

Cn //
δCn

0
0 // An−1 fn−1
//Mn−1 gn−1
// Cn−1 // 0
El Lema de la Serpiente proporciona entonces una sucesio´n exacta
0→ Zn(A) fn→ Zn(M) gn→ Zn(C)
que permite construir el siguiente diagrama con filas y columnas exactas:
0

0

0

Hn(A)

Hn(M)

Hn(C)

An
Bn(A)

Mn
Bn(M)

Cn
Bn(C)

0 // Zn−1(A)

fn−1 // Zn−1(M)

gn−1 // Zn−1(C)

Hn−1(A)

Hn−1(M)

Hn−1(C)

0 0 0
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Si logra´ramos construir una sucesio´n exacta
An
Bn(A)
→ Mn
Bn(M)
→ Cn
Bn(C)
→ 0, (2.1)
el Lema de la Serpiente proporcionar´ıa la sucesio´n exacta
Hn(A)→ Hn(M)→ Hn(C)→ Hn−1(A)→ Hn−1(M)→ Hn−1(C)
que busca´bamos.
Para construir la sucesio´n 2.1 tendremos en cuenta que coker(δAn+1) =
An
Bn(A)
∀n, y lo mismo ocurre con M y C, por lo que disponemos del siguiente
diagrama conmutativo con filas y columnas exactas:
0 // An+1
fn+1 //
δAn+1

Mn+1
gn+1 //
δMn+1

Cn+1 //
δCn+1

0
0 // An
fn //
pAn 
Mn
gn //
pMn 
Cn //
pCn 
0
An
Bn(A)

Mn
Bn(M)

Cn
Bn(C)

0 0 0
Ahora, pMn fnδ
A
n+1 = p
M
n δ
M
n+1fn+1 = 0, as´ı que existe un u´nico morfismo
hn :
An
Bn(A)
→ Mn
Bn(M)
tal que hnp
A
n = p
M
n fn (ya que p
A
n = coker(δ
A
n+1)).
Por la misma razo´n existen un u´nico morfismo tn :
Mn
Bn(M)
→ Cn
Bn(C)
tal
que tnp
M
n = p
C
n gn.
Adema´s, como pCn gn es un epimorfismo, tn tambie´n lo es.
Por lo tanto ya tenemos la sucesio´n
An
Bn(A)
hn−→ Mn
Bn(M)
tn−→ Cn
Bn(C)
→ 0
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y so´lo resta demostrar la exactitud en
Mn
Bn(M)
. Probaremos pues que tn =
coker(hn).
Supongamos pues la situacio´n
0 // An+1
fn+1 //
δAn+1

Mn+1
gn+1 //
δMn+1

Cn+1 //
δCn+1

0
0 // An
fn //
pAn 
Mn
gn //
pMn 
Cn //
pCn 
0
An
Bn(A)

hn //
0
))RRR
RRR
RRR
RRR
RRR
RRR
RRR
Mn
Bn(M)

tn
//
ϕ
!!C
CC
CC
CC
C
Cn
Bn(C)

// 0
0 0 X 0
ϕhn = 0 ⇒ ϕpMn fn = ϕhnpAn = 0. Como gn = coker(fn) existe un u´nico
ξ : Cn → X tal que ξgn = ϕpMn . Entonces ξδCn+1gn+1 = ξgnδMn+1 = ϕpMn δMn+1 =
0, y como gn+1 es un epimorfismo obtenemos que ξδ
C
n+1 = 0. Pero p
C
n =
coker(δCn+1) as´ı que existe un u´nico φ :
Cn
Bn(C)
→ X tal que φpCn = ξ, con lo
cual φpCn gn = ξgn = ϕp
M
n y adema´s φp
C
n gn = φtnp
M
n . En definitiva φtnp
M
n =
ϕpMn , es decir, φtn = ϕ porque p
M
n es un epimorfismo.
2.2. Introduccio´n al A´lgebra Homolo´gica Re-
lativa
Una de las herramientas que utilizaron Cartan y Eilenbergh para el desa-
rrollo de la teor´ıa de (co)homolog´ıa en las categor´ıas de mo´dulos fue el uso
de las resoluciones proyectivas e inyectivas, y la razo´n por la que e´stas son
u´tiles es que hacen que se verifique le Teorema de Comparacio´n. En nuestras
categor´ıas no tenemos estas herramientas porque en general no tenemos ob-
jetos proyectivos ni objetos inyectivos. Por tanto se hace necesario encontrar
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na generalizacio´n de estos conceptos que no posean las propiedades de los
proyectivos y de los inyectivos. El primero que observo´ este hecho y que dio
la generalizacio´n pertinente fue Edgar Enochs en 1981 ([6]). Hablamos de las
F -resoluciones.
Definicio´n 2.2.1. Sea X una subcategor´ıa de una categor´ıa abeliana A ,
diremos que un complejo
· · · → A1 → A0 → A0 → A1 → · · ·
en A es Hom(X ,−)-exacto (Hom(−,X )-exacto) si para todo X ∈ X el
complejo
· · · → Hom(X,A1)→ Hom(X,A0)→ Hom(X,A0)→ Hom(X,A1)→ · · ·
(· · · → Hom(A1, X)→ Hom(A0, X)→ Hom(A0, X)→ Hom(A1, X)→ · · · )
es una sucesio´n exacta de grupos abelianos.
Si X es un objeto de una subcategor´ıa X , el hecho de la sucesio´n X →
A → 0 sea Hom(X ,−)-exacta significa, ni ma´s ni menos, que X → A es
una X-precubierta en el sentido de Enochs ([6]). Las precubiertas son cons-
trucciones que emulan en cierto modo las propiedades que tienen los objetos
proyectivos, que tan escasos son en el a´mbito catego´rico. El concepto dual es
el de preenvolvente, que hace lo propio respecto a los objetos inyectivos.
Pero existen adema´s las cubiertas y las envolventes (tambie´n aparecieron
en [6]), que no son sino precubiertas o preenvolventes con una propiedad adi-
cional. Estos conceptos generalizan los ya existentes en la homolog´ıa cla´sica
en las categor´ıas de mo´dulos de cubierta proyectiva y envolvente inyectiva.
Demos pues estos conceptos de los que estamos hablando.
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Definicio´n 2.2.2. Si X es una subcategor´ıa de A y A es un objeto de A ,
una X -precubierta de A es un morfismo f : X → A con X en X , de forma
que la sucesio´n X
f→ A → 0 es Hom(X ,−)-exacta. En otras palabras, para
cada objeto X ′ de X y cada morfismo X ′ → A, el diagrama
X ′
~~|
|
|
|
X
f
// A
puede ser completado de manera conmutativa.
f : X → A es una X -cubierta de A si adema´s de ser una precubierta
verifica la siguiente propiedad: cualquier morfismo que complete conmutati-
vamente el diagrama
X
f
~~}
}
}
}
X
f
// A
es un automorfismo.
Los conceptos duales son los de (pre)envolvente.
Definicio´n 2.2.3. Si X es una subcategor´ıa de A y A es un objeto de A ,
una X -preenvolvente de A es un morfismo f : A → X con X en X , de
forma que la sucesio´n 0 → A f→ X es Hom(−,X , )-exacta, o lo que es lo
mismo, el diagrama
A
f //

X
~~|
|
|
|
X ′
puede ser completado conmutativa para todo objeto X ′ de X y todo morfismo
A→ X ′.
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f es una X -envolvente adema´s cualquier morfismo que complete conmu-
tativamente el diagrama
A
f //
f

X
~~}
}
}
}
X
es un automorfismo.
Si A es un objeto de A que posee una X -precubierta f0 : X0 → A y
llamamos K0 = ker f0, la sucesio´n 0 → K0 → X0 → A → 0 es Hom(X ,−)-
exacta. Si K0 tambie´n posee una X -precubierta f1 : X1 → K0 y llamamos
K1 = ker f1, obtenemos otra sucesio´n Hom(X ,−)-exacta 0 → K1 → X1 →
K0 → 0. Pegando ambas sucesiones obtenemos otra sucesio´n, 0 → K1 →
X1 → X0 → A→ 0 que tambie´n es Hom(X ,−)-exacta.
Si pudie´ramos continuar este proceso (porque todos los nu´cleos que vamos
calculando tuvieran X -precubiertas) obtendr´ıamos una sucesio´n
· · ·Xn → Xn−1 → · · · → X1 → X0 → A→ 0
que ser´ıa Hom(X ,−)-exacta y no necesariamente exacta (salvo que las X -
precubiertas fueran epimorfismos).
Estas sucesiones Hom(X ,−)-exactas son las que cumplen el ingrediente
que se necesita para que se verifique el Teorema de Comparacio´n, como ve-
remos a continuacio´n, y que ba´sicamente dice que si elegimos dos sucesiones
Hom(X ,−)-exactas de un mismo objeto A, ambas sucesiones son homoto´pi-
cas y por lo tanto la cohomolog´ıa que resulta de ellas es la misma.
Por supuesto, si en lugar de precubiertas construimos preenvolventes ob-
tenemos sucesiones Hom(−,X )-exactas que van hacia la derecha y que tam-
bie´n verifican el Teorema de Comparacio´n.
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Antes de demostrar el Teorema de Comparacio´n daremos nombre a este
tipo de sucesiones Hom-exactas.
Definicio´n 2.2.4. Sea X una subcategor´ıa de una categor´ıa abeliana A .
Una X -resolucio´n de un objeto A de A es un complejo Hom(X ,−)-exacto
· · · → X1 → X0 → A→ 0
(no necesariamente exacto) con Xi ∈ X . Si el complejo es exacto, diremos
que es una X -resolucio´n exacta de A.
Una X -corresolucio´n de un objeto A de A es un complejo Hom(−,X )-
exacto
0→ A→ X0 → X1 → · · ·
(no necesariamente exacto) con X i ∈ X . Si el complejo es exacto, diremos
que es una X -corresolucio´n exacta de A.
Al complejo obtenido a partir de una resolucio´n (corresolucio´n) eliminan-
do el u´ltimo (primer) te´rmino de la sucesio´n se le llama complejo reducido.
En nuestro caso, el complejo reducido de la X -resolucio´n de A es
· · · → X1 → X0 → 0,
y el de la X -corresolucio´n de A es
0→ X0 → X1 → · · ·
A la subcategor´ıa plena formada por todos los objetos de A que admitan
X -resoluciones (X -corresoluciones) la llamaremos res(X ) (cores(X )) y no-
taremos por r̂es(X ) (ĉores(X )) a la subcategor´ıa plena formada por todos
los objetos de A que admitan X -resoluciones exactas (X -corresoluciones
exactas).
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Teorema 2.2.5. (Teorema de Comparacio´n)
Si · · · → X1 f1→ X0 f0→ A → 0 y · · · → X ′1 g1→ X ′0 g0→ A → 0 son dos
X -resoluciones de A entonces existe un homomorfismo entre los complejos
reducidos que es u´nico salvo homotop´ıa.
Dualmente, si 0 → A → X0 → X1 → · · · y 0 → A → X ′0 → X ′1 → · · ·
son dos X -corresoluciones de A entonces existe un homomorfismo entre los
complejos reducidos que es u´nico salvo homotop´ıa.
Demostracio´n. Los argumentos para demostrar los dos enunciados el teo-
rema son totalmente duales, por lo que so´lo demostraremos uno de ellos.
Partimos pues el diagrama
· · · // X2 f2 // X1 f1 // X0 f0 // A // 0
· · · // X ′2 g2 // X ′1 g1 // X ′0 g0 // A // 0
La Hom(X ,−)-exactitud del complejo inferior proporciona un morfismo
α0 : P0 → P ′0 que hace conmutativo el diagrama
· · · // X2 f2 // X1 f1 // X0 f0 //
α0

A // 0
· · · // X ′2 g2 // X ′1 g1 // X ′0 g0 // A // 0
Ahora, el complejo Hom(X1, X
′
1)
g1∗→ Hom(X1, X ′0) g0∗→ Hom(X1, A) → 0
vuelve a ser exacto, y α0f1 ∈ Hom(X1, X ′0) es tal que g0∗(α0f1) = g0α0f1 =
f0f1 = 0, por lo que existe α1 ∈ Hom(X1, X ′1) tal que α0f1 = g1α1, es decir,
completamos conmutativamente otro cuadrado del diagrama anterior:
· · · // X2 f2 // X1 f1 //
α1

X0
f0 //
α0

A // 0
· · · // X ′2 g2 // X ′1 g1 // X ′0 g0 // A // 0
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Repetimos este proceso para cada n y obtenemos el homomorfismo de
complejos que busca´bamos.
Si tenemos dos homomorfismos de complejos, por ejemplo α y β, podemos
hacer lo siguiente: g0α0 = f0 = g0β0 ⇒ g0(α0 − β0) = 0. Por tanto tenemos
α0 − β0 ∈ Hom(X0, X ′0) de forma que g0∗(α0 − β0) = 0. Como el complejo
Hom(X0, X
′
1)
g1∗→ Hom(X0, X ′0) g0∗→ Hom(X0, A) → 0 es exacto, encontramos
s0 : X0 → X ′1 tal que g1s0 = α0 − β0 y tenemos la primera parte de la
homotop´ıa.
· · · // X2 f2 //
α2−β2

X1
f1 //
α1−β1

X0 //
α0−β0

s0
~~|
|
|
|
0
· · · // X ′2 g2 // X ′1 g1 // X ′0 //// 0
Ahora, α1 − β1 − s0f1 ∈ Hom(X1, X ′1) es tal que
g1(α1 − β1 − s0f1) = α0f1 − β0f1 − g1s0f1 = α0f1 − β0f1 − (α0 − β0)f1 = 0,
as´ı que otra vez existe s1 ∈ Hom(X1, X ′2) tal que g2s1 = α1 − β1 − s0f1, es
decir, α1 − β1 = g2s1 − s0f1, y tenemos la segunda parte de la homotop´ıa
· · · // X2 f2 //
α2−β2

X1
f1 //
α1−β1

s1
~~|
|
|
|
X0 //
α0−β0

s0
~~|
|
|
|
0
· · · // X ′2 g2 // X ′1 g1 // X ′0 //// 0
Repitiendo este argumento obtenemos todas las partes de la homotop´ıa.
Corolario 2.2.6. Si X : · · · → X1 f1→ X0 f0→ A→ 0 y X′ : · · · → X ′1 g1→ X ′0 g0→
A→ 0 son dos X -resoluciones de A entonces los objetos de cohomolog´ıa de
ambas son isomorfos..
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Dualmente, si 0 → A → X0 → X1 → · · · y 0 → A → X ′0 → X ′1 →
· · · son dos X -corresoluciones de A entonces los objetos de cohomolog´ıa de
ambas son isomorfos.
Demostracio´n. El Teorema de Comparacio´n proporciona dos morfismos de
complejos α : X → X′ y β : X′ → X y tambie´n asegura que αβ e idX′ son
morfismos homoto´picos. Por tanto podemos aplicar la Proposicio´n 2.1.4 y
obtenemos que Hn(α)Hn(β) = Hn(αβ) = Hn(idX′ = idHn(X′).
Por el mismo argumento Hn(β)Hn(α) = Hn(βα) = Hn(idX) = idHn(X),
con lo cual Hn(β) = Hn(α)
−1.
Definicio´n 2.2.7. Sea X una subcategor´ıa de una categor´ıa abeliana A . La
subcategor´ıa ortogonal a derecha (a izquierda) de X , que notaremos por X ⊥
(⊥X ), es la subcategor´ıa plena formada por todos los objetos Y de A tales
que Exti(X, Y ) = 0 (Exti(Y,X) = 0) para todo X ∈X y todo i > 0.
Diremos que X es auto-ortogonal si Exti(X,X ′) = 0 para todo X,X ′ ∈
X y todo i > 0, o lo que es lo mismo, si X ⊥ = ⊥X = X .
Si X e Y son dos subcategor´ıas de A que verifican que X ⊆ ⊥Y ,
entonces Ext≥1(X, Y ) = 0 ∀X ∈X , ∀Y ∈ Y , es decir, Y ⊆X ⊥. Por tanto
vemos que la condicio´n X ⊆ ⊥Y es equivalente a la condicio´n Y ⊆X ⊥.
Los siguientes cuatro resultados hacen en parte referencia a unas pro-
piedades bien conocidas de los pushouts y de los pullbacks que permiten la
construccio´n de unos diagramas conmutativos con filas y columnas exactas
que se especifican en los correspondientes enunciados. Decimos que hacen re-
ferencia en parte a estas conocidas propiedades porque nosotros probaremos
adema´s que si las sucesiones de partida son Hom-exactas entonces las filas
y columnas resultantes en el diagrama conmutativo tambie´n lo son, hecho
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que necesitaremos ma´s adelante en nuestro trabajo. No conocemos que esta
u´ltima parte haya sido comentada con anterioridad en la literatura y por eso
damos la demostracio´n completa de los resultados.
Lema 2.2.8. Sean 0 → A → B → C → 0 y 0 → B → D → E →
0 sucesiones exactas en una categor´ıa abeliana A . Entonces, tomando el
pushout F ∈ Ob(A ) de B → C y B → D, se puede construir el siguiente
diagrama conmutativo con filas y columnas exactas
0

0

0 // A // B //

C //

0
0 // A // D

// F //

0
E

E

0 0
(2.2)
Adema´s, si X es una una subcategor´ıa de A tal que 0→ A→ B → C →
0 y 0 → B → D → E → 0 son Hom(−,X )-exactas (Hom(X ,−)-exactas),
se tiene que todas las filas y columnas del diagrama son Hom(−,X )-exactas
(Hom(X ,−)-exactas).
Demostracio´n. Dadas las sucesiones exactas 0 → A f→ B g→ C → 0 y
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0→ B α→ D β→ E → 0 en A , tomamos el pushout de g y α, (F, κ1, κ2):
0

0 // A
f // B
g //
α

C //
κ1


 0
D
β

κ2
//___ F
E

0
Las propiedades del pushout (ve´ase por ejemplo [20, Proposition 5.1 y
pa´gina 92]) nos dicen que como α es monomorfismo entonces κ1 es mono-
morfismo, que como g es epimorfismo entonces κ2 es epimorfismo y que como
g es el conu´cleo de f , entonces κ2 es el conu´cleo de αf .
Si tomamos el morfismo 0 : C → E, tenemos que 0 = 0g = βα y entonces
existe una u´nica λ : F → E tal que λκ1 = 0 y λκ2 = β, es decir,
0

0

0 // A
f // B
g //
α

C //
κ1

0
0 // A
αf
// D
β

κ2
// F //
λ

0
E

E
0
(2.3)
es un diagrama conmutativo con las dos filas y la columna central exactas.
Adema´s, como β = λκ2 es un epimorfismo, λ es epimorfismo.
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Falta ver que λ es el conu´cleo de κ1.
Si φ : F → G es tal que φκ1 = 0 entonces φκ1g = φκ2α = 0, con
lo cual (ya que β es el conu´cleo de α) existe un u´nico ϕ : E → G tal
que φκ2 = ϕβ = ϕλκ2, luego φ = ϕλ por ser κ2 epimorfismo. Es decir,
λ = coker(κ1).
Ahora, si X es una subcategor´ıa de A tal que las sucesiones exactas
0 → A → B → C → 0 y 0 → B → D → E → 0 son Hom(−,X )-exactas,
tomamos X ∈X y aplicamos Hom(−, X) al diagrama (2.2), y nos queda el
siguiente diagrama conmutativo con filas y columnas exactas:
0

0

Hom(E,X)

Hom(E,X)

0 // Hom(F,X) //

Hom(D,X) //

Hom(A,X)
0 // Hom(C,X) // Hom(B,X) //

Hom(A,X) // 0
0
Hom(D,X) → Hom(A,X) es un epimorfismo porque es composicio´n de
epimorfismos, y aplicando el Lema de la Serpiente se tiene que Hom(F,X)→
Hom(C,X) tiene conu´cleo cero, es decir, es epimorfismo.
Por u´ltimo, si X es una subcategor´ıa de A tal que las sucesiones exactas
0 → A → B → C → 0 y 0 → B → D → E → 0 son Hom(X ,−)-exactas,
tomamos X ∈X y aplicamos Hom(X,−) al diagrama (2.2), y nos queda el
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siguiente diagrama conmutativo con filas y columnas exactas:
0

0

0 // Hom(X,A)
f∗ // Hom(X,B)
g∗ //
α∗

Hom(X,C) //
κ1∗

0
0 // Hom(X,A)
(αf)∗
// Hom(X,D)
β∗

κ2∗
// Hom(X,F )
λ∗

Hom(X,E)

Hom(X,E)
0
Como β∗ = λ∗κ2∗ es epimorfismo entonces λ∗ es epimorfismo. Para ver
que κ2∗ es epimorfismo tomamos C ′ el conu´cleo de κ2∗ y aplicamos el Lema
de la Serpiente al diagrama
0

0

Hom(X,A)

Hom(X,A)

0 // Hom(X,B) //

Hom(X,D) //

Hom(X,E) // 0
0 // Hom(X,C)

// Hom(X,F ) //

Hom(X,E)
0 C ′
Obtenemos la sucesio´n exacta
0→ Hom(X,A)→ Hom(X,A)→ 0→ 0→ C ′ → 0
que demuestra que C ′ = 0 y por tanto que κ2∗ es un epimorfismo.
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Lema 2.2.9. Sean 0 → A → B → C → 0 y 0 → A → D → E → 0
sucesiones exactas en una categor´ıa abeliana A . Tomando el pushout F de
A → B y A → D se puede construir el siguiente diagrama conmutativo con
filas y columnas exactas
0

0

0 // A //

B //

C // 0
0 // D //

F //

C // 0
E

E

0 0
(2.4)
Adema´s, si X es una subcategor´ıa de A tal que 0 → A → B → C → 0
y 0 → A → D → E → 0 son Hom(X ,−)-exactas (Hom(−,X )-exactas),
entonces todas las filas y columnas del diagrama son Hom(X ,−)-exactas
(Hom(−,X )-exactas).
Demostracio´n. Dadas las sucesiones exactas 0 → A f→ B g→ C → 0 y
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0→ A α→ D β→ E → 0 en A , tomamos el pushout de f y α, (F, κ1, κ2):
0

0 // A
f //
α

B
g //
κ1


 C // 0
D
β

κ2
//___ F
E

0
Como f es monomorfismo entonces κ2 es monomorfismo y como α es mono-
morfismo entonces κ1 es monomorfismo (ve´ase [20, Proposition 5.1 and page
92]). Ahora tomamos 0 : D → C y como 0 = 0α = gf entonces existe una
u´nica λ : F → C tal que λκ2 = 0 y λκ1 = g. De la misma forma tomamos
0 : B → E y como 0f = βα existe una u´nica ν : F → E tal que νκ1 = 0 y
νκ2 = β. Es decir, tenemos el siguiente diagrama conmutativo.
0

0

0 // A
f //
α

B
g //
κ1

C // 0
0 // D
β

κ2
// F
λ
//
ν

C // 0
E

E

0 0
(2.5)
Como g = λκ1 es epimorfismo entonces λ es epimorfismo y como β = νκ2
es epimorfismo entonces ν es epimorfismo. So´lo resta demostrar que ν es
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el conu´cleo de κ1 y que λ es el conu´cleo de κ2. Ambas demostraciones se
hacen de la misma forma por lo que solo haremos la prueba de la primera
afirmacio´n. Para ello sea µ : F → L tal que µκ1 = 0
0

0

0 // A
f //
α

B
κ1

0
/
//
//
//
//
//
//
/
0 // D
β

κ2
// F
ν
 µ ?
??
??
??
?
E

E

L
0 0
Tenemos pues que 0 = µκ1f = µκ2α y por tanto que existe un u´nico
ϕ : E → L tal que ϕβ = µκ2 ya que β = cokerα.
Por otro lado observamos que ϕβα = 0 = 0f , as´ı que, por las propiedades
del pushout, existe un u´nico φ : F → L tal que ϕβ = φκ2 y 0 = φκ1. Pero
ϕν : F → L y µ : F → L son dos morfismos que, al igual que φ, verifican
que:
{
ϕνκ2 = ϕβ
ϕνκ1 = 0
y que
{
µκ2 = ϕβ
µκ1 = 0
Por tanto, la unicidad de φ garantiza que φ = ϕν = µ.
Si existiera otro ϕ′ : E → L tal que ϕ′ν = µ entonces ϕ′νκ2 = µκ2. Pero
ϕ′νκ2 = ϕ′β, as´ı que tendr´ıamos que ϕ′β = µκ2, y por tanto que ϕ′ = ϕ
porque ϕ era el u´nico morfismo tal que ϕβ = µκ2. Deducimos pues que
ν = cokerκ1.
Supongamos ahora queX es una subcategor´ıa deA tal que las sucesiones
exactas 0 → A → B → C → 0 y 0 → A → D → E → 0 son tambie´n
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Hom(X ,−)-exactas, tomamos X ∈X y aplicamos Hom(X,−) al diagrama
(2.4). Obtenemos el siguiente diagrama conmutativo con filas y columnas
exactas:
0

0

0 // Hom(X,A)
f∗ //
α∗

Hom(X,B)
g∗ //
κ1∗

Hom(X,C) // 0
0 // Hom(X,D) κ2∗
//
β∗

Hom(X,F )
ν∗

λ∗
// Hom(X,C)
Hom(X,E)

Hom(X,E)
0
Como g∗ = λ∗κ1∗ es epimorfismo entonces λ∗ es epimorfismo. Con el mismo
razonamiento se prueba que ν∗ es epimorfismo.
Por u´ltimo, si X es una subcategor´ıa de A tal que las sucesiones exactas
0 → A → B → C → 0 y 0 → A → D → E → 0 son Hom(−,X )-exactas,
tomamos X ∈ X y aplicamos Hom(−, X) al diagrama (2.4), obtenemos el
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siguiente diagrama conmutativo con filas y columnas exactas:
0

0

Hom(E,X)
ν∗

Hom(E,X)
β∗

0 // Hom(C,X) λ
∗
// Hom(F,X)
κ∗2 //
κ∗1

Hom(D,X)
α∗

0 // Hom(C,X)
g∗
// Hom(B,X)
f∗
// Hom(A,X) //

0
0
Veamos que κ∗1 es epimorfismo (que κ
∗
2 es epimorfismo se comprueba de la
misma forma). Si h ∈ Hom(B,X) entonces f ∗(h) = hf ∈ Hom(A,X). Como
α∗ es epimorfismo existe m ∈ Hom(D,X) tal que α∗(m) = mα = hf , y como
F es el pushout de α y f existe un u´nico µ : F → X (µ ∈ Hom(F,X)) tal
que µκ1 = h y µκ2 = m. En definitiva tenemos que existe µ ∈ Hom(F,X)
tal que κ∗1(µ) = h, es decir, κ
∗
1 es un epimorfismo.
Los dos resultados que acabamos de demostrar tienen sus correspondien-
tes duales relativos a los pullbacks. A continuacio´n daremos tales dualiza-
ciones sin entrar en las demostraciones toda vez que, como decimos, son
totalmente duales.
Lema 2.2.10. Sean 0 → A → B → C → 0 y 0 → D → E → B → 0 su-
cesiones exactas en una categor´ıa abeliana A . Entonces tomando el pullback
F de A→ B y E → B se puede construir el siguiente diagrama conmutativo
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con filas y columnas exactas
0

0

D

D

0 // F //

E

// C // 0
0 // A //

B

// C // 0
0 0
Adema´s, si X es una una subcategor´ıa de A tal que 0→ A→ B → C → 0
y 0 → D → E → B → 0 son Hom(−,X )-exactas (Hom(X ,−)-exactas),
entonces todas las filas y columnas del diagrama anterior son Hom(−,X )-
exactas (Hom(X ,−)-exactas).
Lema 2.2.11. Sean 0 → A → B → C → 0 y 0 → D → E → C → 0 su-
cesiones exactas en una categor´ıa abeliana A . Entonces tomando el pullback
F de B → C y E → C se puede construir el siguiente diagrama conmutativo
con filas y columnas exactas
0

0

D

D

0 // A // F

// E //

0
0 // A // B

// C //

0
0 0
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Adema´s, si X es una una subcategor´ıa tal que 0 → A → B → C → 0
y 0 → D → E → C → 0 son Hom(X ,−)-exactas (Hom(−,X )-exactas),
entonces todas las filas y columnas del diagrama son Hom(X ,−)-exactas
(Hom(−,X )-exactas).
Lema 2.2.12. Supongamos que el diagrama
0

0

0

A : · · · // An+1 dn+1 //
fn+1

An
dn //
fn

An−1 //
fn−1

· · ·
B : · · · // Bn+1
d′n+1 //
gn+1

Bn
d′n //
gn

Bn−1 //
gn−1

· · ·
C : · · · // Cn+1
d′′n+1 //

Cn
d′′n //

Cn−1 //

· · ·
0 0 0
es conmutativo, tiene las columnas exactas y las filas son complejos. Si A y
C son exactos entonces B es exacto.
Demostracio´n. Sean An
un→ Kn vn→ An−1 y Cn u
′′
n→ Mn v
′′
n→ Cn−1 las des-
composiciones e´pico-mo´nicas de dn y d
′′
n respectivamente, y u
′
n : Bn → Ln el
conu´cleo de d′n+1. Como d
′
nd
′
n+1 = 0 entonces existe un u´nico v
′
n : Ln → Bn−1
tal que v′nu
′
n = d
′
n. Adema´s, como 0 = dn−1dn = dn−1v
′
nu
′
n y u
′
n es epi-
morfismo se tiene que dn−1v′n = 0. Es decir, tenemos el siguiente diagrama
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conmutativo
0

0

0

0

· · · // An+1 //

An //

un !! !!D
DD
DD
An−1 //

An−2 //

· · ·
Kn
;; vn
;;wwwww
· · · // Bn+1 //

Bn //

u′n
!! !!D
DD
DD
Bn−1 //

Bn−2 //

· · ·
Ln
v′n
;;wwwww
· · · // Cn+1 //

Cn //
 u′′n
!! !!D
DD
DD
Cn−1 //

Cn−2 //

· · ·
0 0 Mn
;; v′′n
;;wwwww
0 0
Si probamos que v′n es un monomorfismo habremos terminado porque en
ese caso ker d′n = ker(v
′
nu
′
n) = keru
′
n = Im d
′
n+1.
Pero antes de probar que v′n es un monomorfismo necesitamos hacer al-
gunos ca´lculos.
Como u′nfndn+1 = u
′
nd
′
n+1fn+1 = 0 entonces (un es el conu´cleo de dn+1)
existe un u´nico γn : Kn → Ln tal que γnun = u′nfn, y como fn−1dn = d′nfn
entonces fn−1vnun = v′nu
′
nfn = v
′
nγnun, luego fn−1vn = v
′
nγn (por ser un
epimorfismo).
De la misma forma, como u′′ngnd
′
n+1 = u
′′
nd
′′
n+1gn+1 = 0 entonces (u
′
n es el
conu´cleo de d′n+1) existe una u´nica γ
′
n : Ln →Mn tal que γ′nu′n = u′′ngn, y como
gn−1d′n = d
′′
ngn entonces gn−1v
′
nu
′
n = v
′′
nu
′′
ngn = v
′′
nγ
′
nu
′
n luego gn−1v
′
n = v
′′
nγ
′
n
(por ser u′n epimorfismo).
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Tenemos pues que el siguiente diagrama es conmutativo:
0

0

0

0

· · · // An+1 //

An //

un !! !!D
DD
DD
An−1 //

An−2 //

· · ·
Kn
;; vn
;;wwwww
γn

· · · // Bn+1 //

Bn //

u′n
!! !!D
DD
DD
Bn−1 //

Bn−2 //

· · ·
Ln
v′n
;;wwwww
γ′n

· · · // Cn+1 //

Cn //
 u′′n
!! !!D
DD
DD
Cn−1 //

Cn−2 //

· · ·
0 0 Mn
;; v′′n
;;wwwww
0 0
Adema´s, γ′n es un epimorfismo porque γ
′
nu
′
n = u
′′
ngn que es un epimorfismo,
y γn es un monomorfismo porque v
′
nγn = fn−1vn que es un monomorfismo.
Veamos que γ′n es el conu´cleo de γn, es decir, que la sucesio´n
0→ Kn γn→ Ln γ
′
n→Mn → 0
es exacta.
Sea µ : Ln → X tal que µγn = 0. Componiendo con un obtenemos que
0 = µγnun = µu
′
nfn, as´ı que como gn es el conu´cleo de fn existe un u´nico
ψ : Cn → X tal que ψgn = µu′n. Componiendo ahora con d′n+1 obtenemos que
µu′nd
′
n+1 = 0, luego 0 = ψgnd
′
n+1 = ψd
′′
n+1gn+1, y como gn+1 es epimorfismo,
ψd′′n+1 = 0. Entonces (como u
′′
n es el conu´cleo de d
′′
n+1) existe un u´nico λ :
Mn → X tal que λu′′n = ψ. De esta forma µu′n = ψgn = λu′′ngn = λγ′nu′n, y
por ser u′n epimorfismo, µ = λγ
′
n.
Para probar la unicidad de λ supongamos que tenemos λ′ : Mn → X tal
que λ′γ′n = µ. Entonces λ
′γ′nu
′
n = µu
′
n = ψgn = λu
′′
ngn = λγ
′
nu
′
n. Pero u
′
n es
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un epimorfismo as´ı que λ′γ′n = λγ
′
n = µ. Como λ era el u´nico morfismo con
esta propiedad deducimos que λ = λ′ y por tanto que γ′n es el conu´cleo de
γn.
Con todo lo que acabamos de ver obtenemos un diagrama conmutativo
0

0

0

0 // Kn
vn //
γn

An−1
dn−1 //
fn−1

An−2 //
fn−2

· · ·
Ln
v′n //
γ′n

Bn−1
d′n−1 //
gn−1

Bn−2 //
gn−2

· · ·
0 //Mn
v′′n //

Cn−1
d′′n−1 //

Cn−2 //

· · ·
0 0 0
en el que todas las columnas son exactas, la primera y la tercera filas son
exactas, y la segunda fila es un complejo.
Probemos, ahora s´ı, que v′n es monomorfismo y, como ya explicamos antes,
tendremos que la segunda fila tambie´n es exacta.
Sea φ : X → Ln un morfismo tal que v′nφ = 0. Entonces 0 = gn−1v′nφ =
v′′nγ
′
nφ, y como v
′′
n es monomorfismo necesariamente γ
′
nφ = 0. Ahora, γn es
el nu´cleo de γ′n as´ı que existe un u´nico ϕ : X → Kn tal que γnϕ = φ, y
componiendo con v′n tenemos que 0 = v
′
nφ = v
′
nγnϕ = fn−1vnϕ. Por ser fn−1
y vn monomorfismos obtenemos que ϕ = 0, luego φ = γnϕ = 0.
Lema 2.2.13. Supongamos que el diagrama
0 // An
δn //
fn

An−1 //
fn−1

· · · // A1 δ1 //
f1

A0 //
f0

0
0 // Bn dn
// Bn−1 // · · · // B1 d1 // B0 // 0
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es conmutativo y tiene las filas exactas. Consideramos adema´s las inclusiones
κAi : Ai → Bi+1 ⊕ Ai y κBi+1 : Bi+1 → Bi+1 ⊕ Ai y las proyecciones piAi :
Bi+1 ⊕ Ai → Ai y piBi+1 : Bi+1 ⊕ Ai → Bi+1. Entonces se verifican las
siguientes afirmaciones.
1. Si fn es un isomorfismo entonces la siguiente sucesio´n es exacta
0→ An−1 ϕ−→ Bn−1 ⊕ An−2 ∆n−1−→ · · · → B1 ⊕ A0 ∆1−→ B0 → 0,
en donde
ϕ = −kAn−2δn−1 + kBn−1fn−1
∆i = (−κAi−2δi−1 + κBi−1fi−1)piAi−1 + κBi−1dipiBi ∀i, 1 < i < n
∆1 = f0piA0 + d1piB1
2. Si f0 es un isomorfismo entonces la siguiente sucesio´n es exacta
0→ An ∆n+1−→ Bn ⊕ An−1 ∆n−→ · · · → B2 ⊕ A1 ρ−→ B1 → 0,
en donde
∆n+1 = −κAn−1δn + κBnfn
∆i son los del punto anterior ∀i, 2 < i ≤ n
ρ = f1piA1 + d2piB2
Demostracio´n. Veamos en primer lugar que la sucesio´n
X : 0→ An ∆n+1−→ Bn ⊕ An−1 ∆n−→ · · · → B1 ⊕ A0 ∆1−→ B0 → 0
es exacta.
Que es un complejo no tiene mayor dificultad:
∆i−1∆i = ((−κAi−1δi + κBifi)piAi + κBidi+1piBi+1)
((−κAiδi+1 + κBi+1fi+1)piAi+1 + κBi+1di+2piBi+2) =
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= κAi−1δiδi+1piAi+1 − κBifiδi+1piAi+1 + 0 + 0+
+κBidi+1fi+1piAi+1 + κBidi+1di+2piBi+2 =
0− κBifiδi+1piAi+1 + κBifiδi+1piAi+1 + 0 = 0
para todo i ∈ {3, . . . , n}, y de igual forma se comprueba que ∆n∆n+1 = 0 y
que ∆1∆2 = 0.
Probemos ahora que para cada i ∈ {1, . . . , n} la sucesio´n
0 // Bi
κBi // Bi ⊕ Ai−1
(−1)i−1piAi−1// Ai−1 // 0.
es exacta.
Sea η : Bi ⊕ Ai−1 → X tal que ηκBi = 0 y consideremos ψ : Ai−1 → X
dado por ψ = η(−1)i−1κAi−1 . Veamos que ψ(−1)i−1piAi−1 = η:
ψ(−1)i−1piAi−1 = η(−1)i−1κAi−1(−1)i−1piAi−1 = ηκAi−1piAi−1 =
= ηκAi−1piAi−1 + ηκBipiBi = η(κAi−1piAi−1 + κBipiBi) =
= η1Bi⊕Ai−1 = η.
Como (−1)i−1piAi−1 es un epimorfismo (es ba´sicamente la proyeccio´n) ψ es
el u´nico que verifica ψ(−1)i−1piAi−1 = η. Por tanto (−1)i−1piAi−1 = cokerκBi
y la sucesio´n es exacta.
El siguiente diagrama tiene pues las dos columnas y la primera y tercera
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filas exactas, y la segunda fila es un complejo:
0

0

· · · // Bi+1 di+1 //
κBi+1

Bi //
κBi

· · ·
· · · // Bi+1 ⊕ Ai ∆i+1 //
(−1)ipiAi

Bi ⊕ Ai−1 //
(−1)i−1piAi−1

· · ·
· · · // Ai δi //

Ai−1 //

· · ·
0 0
Probemos que adema´s es conmutativo.
∆i+1κBi+1 = ((−κAi−1δi + κBifi)piAi + κBidi+1piBi+1)κBi+1 = κBidi+1
as´ı que el cuadrado superior es conmutativo. Ahora,
(−1)i−1piAi−1∆i+1 = (−1)i−1piAi−1((−κAi−1δi + κBifi)piAi + κBidi+1piBi+1) =
(−1)i−1(−δi)piAi = δi(−1)ipiAi
y por tanto el cuadrado inferior tambie´n es conmutativo.
Ahora estamos en condiciones de aplicar el Lema 2.2.12 y as´ı obtenemos
que X es una sucesio´n exacta.
Probemos ya las dos afirmaciones del enunciado. Demostraremos so´lo el
primer punto, pues el segundo totalmente ana´logo.
En primer lugar, como fn es isomorfismo existe f
−1
n . Veamos que el mor-
fismo φ : Bn ⊕ An−1 → An−1 dado por φ = δnf−1n piBn + piAn−1 es el conu´cleo
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de ∆n+1:
φ∆n+1 = (δnf
−1
n piBn + piAn−1)(−κAn−1δn + κBnfn) =
= δnf
−1
n fn − δn = 0.
Ahora, sea h : Bn⊕An−1 → Z tal que h∆n+1 = 0. Entonces −hκAn−1δn+
hκBnfn = 0, luego hκAn−1δn = hκBnfn. Tomando el morfismo τ : An−1 → Z
dado por τ = hκAn−1 tenemos que
τφ = hκAn−1(δnf
−1
n piBn + piAn−1) = hκAn−1δnf
−1
n piBn + hκAn−1piAn−1 =
= hκBnfnf
−1
n piBn + hκAn−1piAn−1 = h(κBnpiBn + κAn−1piAn−1) =
= h1Bn⊕An−1 = h
Para probar la unicidad de τ consideramos τ ′ : An → Z tal que τ ′φ = h.
Componiendo con κAn−1 tenemos por un lado que τ
′φκAn−1 = τ
′ y por otro
que τ ′φκAn−1 = hκAn−1 = τ .
Ahora, como X es una sucesio´n exacta tenemos que An−1 = coker ∆n+1 ∼=
ker ∆n−1, pongamos que mediante un isomorfismo ϕ. Entonces, llamando
ϕ = kϕ (k : ker ∆n−1 → Bn−1 ⊕ An−2 es la inclusio´n) la sucesio´n
0→ An−1 ϕ−→ Bn−1 ⊕ An−2 ∆n−1−→ Bn−2 ⊕ An−3 → · · ·
es exacta.
Adema´s podemos determinar que ϕ = −κAn−2δn−1 + κBn−1fn−1 pues
(−κAn−2δn−1+κBn−1fn−1)φ = (−κAn−2δn−1+κBn−1fn−1)(δnf−1n piBn+piAn−1) =
= −κAn−2δn−1δnf−1n piBn︸ ︷︷ ︸
0
−κAn−2δn−1piAn−1+
+κBn−1fn−1δnf
−1
n piBn + κBn−1fn−1piAn−1 =
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= −κAn−2δn−1piAn−1 + κBn−1dnfnf−1n piBn + κBn−1fn−1piAn−1 =
= (−κAn−2δn−1 + κBn−1fn−1)piAn−1 + κBn−1dnpiBn = ∆n.
Es conveniente destacar que, segu´n la demostracio´n del resultado anterior,
incluso si las filas del diagrama conmutativo
0 // An
δn //
fn

An−1 //
fn−1

· · · // A1 δ1 //
f1

A0 //
f0

0
0 // Bn dn
// Bn−1 // · · · // B1 d1 // B0 // 0
no son exactas sino que son simplemente complejos, entonces la sucesio´n
X : 0→ An ∆n+1−→ Bn ⊕ An−1 ∆n−→ · · · → B1 ⊕ A0 ∆1−→ B0 → 0
sigue siendo un complejo (aunque no exacto). Este hecho se puede generalizar
a cualquier morfismo de complejos: si
· · · // An+1 δn+1 //
fn+1

An
δn //
fn

An−1
δn−1 //
fn−1

· · ·
· · · // Bn+1 dn+1 // Bn dn // Bn−1 // · · ·
es un morfismo de complejos, entonces siempre se puede construir otro com-
plejo de la forma
· · · → Bn+2 ⊕ An+1 ∆n+2−→ Bn+1 ⊕ An ∆n+1−→ Bn ⊕ An−1 ∆n−→ Bn−1 ⊕ An−2 → · · ·
en el que ∆n = κBn−1dnpiBn + (−κAn−2δn−1 + κBn−1fn−1)piAn−1 (κAn : An →
Bn+1 ⊕ An y κBn : Bn → Bn ⊕ An−1 siguen siendo las inclusiones y piAn :
Bn+1⊕An → An y piBn+1 : Bn+1⊕An → Bn+1 siguen siendo las proyecciones).
Este complejo juega un papel muy importante a la hora de hacer ca´lculos he
el a´lgebra homolo´gica, y recibe el nombre de mapping cone de f .
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Definicio´n 2.2.14. Si f es un morfismo de complejos
· · · // An+1 δn+1 //
fn+1

An
δn //
fn

An−1
δn−1 //
fn−1

· · ·
· · · // Bn+1 dn+1 // Bn dn // Bn−1 // · · ·
al complejo
· · · → Bn+2 ⊕ An+1 ∆n+2−→ Bn+1 ⊕ An ∆n+1−→ Bn ⊕ An−1 ∆n−→ Bn−1 ⊕ An−2 → · · ·
en el que ∆n = κBn−1dnpiBn + (−κAn−2δn−1 + κBn−1fn−1)piAn−1 ∀n (con κAn y
κBn las inclusiones y piAn y piBn las proyecciones) se le llama mapping cone
de f y se denota por M(f). As´ı M(f)n = Bn ⊕ An−1.
Como ya vimos en el resultado anterior y acabamos de comentar, si los
dos complejos son exactos entonces el mapping cone es exacto.
Definicio´n 2.2.15. Dado un complejo A, se llama suspensio´n n-e´sima de
A, y se denota por A[n], al complejo definido como A[n]i = An+i, δ
A[n]
i =
(−1)nδAn+i.
Proposicio´n 2.2.16. Si f : A → B es un morfismo de complejos entonces
siempre existe una sucesio´n exacta de complejos
0→ B→M(f)→ A[−1]→ 0
dada por
0 // Bi
κBi // Bi ⊕ Ai−1
piAi−1 // Ai−1 // 0.
Demostracio´n. Ve´ase la demostracio´n del Lema 2.2.13.
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Lema 2.2.17 (Lema de la Herradura). Sea X una subcategor´ıa de una
categor´ıa abeliana A , cerrada bajo sumas directas finitas. Si M ′ y M ′′ tienen
X -resoluciones exactas y 0→ M ′ → M → M ′′ → 0 es una sucesio´n exacta
y Hom(X ,−)-exacta, entonces M tiene una X -resolucio´n exacta.
Demostracio´n. Como M ′,M ′′ ∈ r̂es(X ) existen las sucesiones exactas y
Hom(X ,−)-exactas
· · · → X ′1 → X ′0 →M ′ → 0
· · · → X ′′1 → X ′′0 →M ′′ → 0
con X ′i, X
′′
i ∈X . Considerando K ′i−1 = Im(X ′i → X ′i−1) y K ′′i−1 = Im(X ′′i →
X ′′i−1) tenemos
0

0

K ′0
α′0

K ′′0
α′′0

X ′0
d′0

X ′′0
d′′0

λ
}}|
|
|
|
0 //M ′
f
//

M g
//M ′′

// 0
0 0
en donde λ existe de forma que gλ = d′′0 porque la sucesio´n 0→M ′ →M →
M ′′ → 0 es Hom(X ,−)-exacta.
Consideramos entonces la sucesio´n exacta corta 0 → X ′0 ι1→ X ′0 ⊕X ′′0 pi2→
X ′′0 → 0 y por la Propiedad Universal del Coproducto encontramos un u´nico
morfismo d0 : X
′
0 ⊕ X ′′0 → M tal que d0ι1 = fd′0 y d0ι2 = λ. Pero como
i1pi1 + i2pi2 = id vemos que
gd0 = gd0(i1pi1 + i1pi2) = gd0i1pi1 + gd0i2pi2 = gfd
′
0pi1 + gd0i2pi2 = gd0i2pi2.
59
Por tanto gd0 = gd0i2pi2 = gλpi2 = d
′′
0pi2. Es decir, el diagrama
0

0

K ′0
α′0

K ′′0
α′′0

0 // X ′0
d′0

ι1 // X ′0 ⊕X ′′0 pi2 //
d0

X ′′0
d′′0
λzzttt
tt
tt
tt
t
// 0
0 //M ′
f
//

M g
//M ′′ //

0
0 0
es conmutativo.
Adema´s, como X es cerrada bajo sumas directas finitas sabemos que
X ′0 ⊕X ′′0 ∈X .
Ahora llamamos K0 = Ker d0 y C = Coker d0 y consideramos el siguiente
diagrama conmutativo con filas y columnas exactas
0

0

0

K ′0
α′0

K0
α0

K ′′0
α′′0

0 // X ′0
d′0

ι1 // X ′0 ⊕X ′′0 pi2 //
d0

X ′′0
d′′0

// 0
0 //M ′
f
//

M g
//

M ′′ //

0
0 C

0
0
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Aplicando el Lema de la Serpiente obtenemos que C = 0 y que el siguiente
diagrama es conmutativo con filas y columnas exactas
0

0

0

0 // K ′0
α′0

f0 // K0
α0

g0 // K ′′0
α′′0

// 0
0 // X ′0
d′0

ι1 // X ′0 ⊕X ′′0 pi2 //
d0

X ′′0
d′′0

// 0
0 //M ′
f
//

M g
//

M ′′ //

0
0 0 0
Falta ver que 0 → K0 → X ′0 ⊕ X ′′0 → M → 0 y 0 → K ′0 → K0 → K ′′0 → 0
son Hom(X ,−)-exactas. Para ello, como las sucesiones exactas 0 → K ′0 →
X ′0 →M ′ → 0, 0→ K ′′0 → X ′′0 →M ′′ → 0 y 0→ X ′0 → X ′0⊕X ′′0 → X ′′0 → 0
son Hom(X ,−)-exactas (e´sta u´ltima por ser escindida), dado un X ∈ X
aplicamos Hom(X,−) y tenemos el siguiente diagrama conmutativo con filas
y columnas exactas:
0

0

0

0 // Hom(X,K ′0) //

Hom(X,K0) //

Hom(X,K ′′0 )

0 // Hom(X,X ′0) //

Hom(X,X ′0 ⊕X ′′0 ) //

Hom(X,X ′′0 ) //

0
0 // Hom(X,M ′) //

Hom(X,M) // Hom(X,M ′′) //

0
0 0
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Aplicando otra vez el Lema de la Serpiente obtenemos que Hom(X,K0) →
Hom(X,K ′′0 ) y Hom(X,X
′
0 ⊕ X ′′0 ) → Hom(X,M) son epimorfismos como
quer´ıamos.
Pero como la sucesio´n 0 → K ′0 → K0 → K ′′0 → 0 es Hom(X ,−) exacta
y K ′0, K
′′
0 ∈ r̂es(X ) podemos repetir el argumento e ir construyendo la X -
resolucio´n exacta de M .
Por supuesto el dual del Lema de la Herradura tambie´n se verifica y su
prueba no requiere ninguna te´cnica distinta. Por tanto lo enunciamos sin dar
su demostracio´n.
Lema 2.2.18. Sea Y una subcategor´ıa de una categor´ıa abeliana A , cerrada
bajo sumas directas finitas. Si M ′ y M ′′ tienen Y -corresoluciones exactas y
0 → M ′ → M → M ′′ → 0 es una sucesio´n exacta y Hom(−,Y )-exacta,
entonces M tiene una Y -corresolucio´n exacta.
Observacio´n. El Lema de la Herradura se verifica tambie´n cuando en lugar
de resoluciones exactas de M ′ y M ′′ se tienen simplemente resoluciones de
ambos. Por supuesto la resolucio´n que se obtiene de M en este caso no sera´
tampoco exacta. Una demostracio´n de esta versio´n del Lema de la Herradura
se puede encontrar por ejemplo en [9, Lemma 8.2.1].
Lema 2.2.19. Sean X e Y subcategor´ıas de una categor´ıa abeliana A tales
que Y ⊆ ⊥X . Dada la sucesio´n exacta
0→ A→ Xn−1 → · · · → X1 → X0 → B → 0
se tiene Extk(Y,B) ∼= Extk+n(Y,A) para todo Y ∈ Y .
Demostracio´n. Si Ki = Im(Xi → Xi−1) tenemos la sucesio´n exacta corta
0 → A → Xn−1 → Kn−1 → 0, y dado Y ∈ Y calculamos la sucesio´n exacta
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larga asociada a ella por el funtor Hom(Y,−):
0→ Hom(Y,A)→ Hom(Y,Xn−1)→ Hom(Y,Kn−1)→ Ext1(Y,A)→
→ Ext1(Y,Xn−1)︸ ︷︷ ︸
0
→ Ext1(Y,Kn−1)→ Ext2(Y,A)→ Ext2(Y,Xn−1)︸ ︷︷ ︸
0
→ · · ·
· · · → Extk(Y,Xn−1)︸ ︷︷ ︸
0
→ Extk(Y,Kn−1)→ Extk+1(Y,A)→
→ Extk+1(Y,Xn−1)︸ ︷︷ ︸
0
→ Extk+1(Y,Kn−1)→ · · ·
luego Extk(Y,Kn−1) ∼= Extk+1(Y,A) ∀k ≥ 1.
Ahora, para cada i, 1 ≤ i ≤ n − 2, tomando la sucesio´n 0 → Ki+1 →
Xi → Ki → 0 hacemos lo mismo y tenemos:
0→ Hom(Y,Ki+1)→ Hom(Y,Xi)→ Hom(Y,Ki)→ Ext1(Y,Ki+1)→
→ Ext1(Y,Xi)︸ ︷︷ ︸
0
→ Ext1(Y,Ki)→ Ext2(Y,Ki+1)→ Ext2(Y,Xi)︸ ︷︷ ︸
0
→ · · ·
· · · → Extk(Y,Xi)︸ ︷︷ ︸
0
→ Extk(Y,Ki)→ Extk+1(Y,Ki+1)→
→ Extk+1(Y,Xi)︸ ︷︷ ︸
0
→ Extk+1(Y,Ki)→ · · ·
Entonces
Extk(Y,Ki) ∼= Extk+1(Y,Ki+1) ∼= Extk+n−1−i(Y,Kn−1) ∼= Extk+n−i(Y,A).
Por u´ltimo, calculando la sucesio´n exacta larga asociada a 0 → K1 →
X0 → B → 0 obtenemos
0→ Hom(Y,K1)→ Hom(Y,X0)→ Hom(Y,B)→ Ext1(Y,K1)→
→ Ext1(Y,X0)︸ ︷︷ ︸
0
→ Ext1(Y,B)→ Ext2(Y,K1)→ Ext2(Y,X0)︸ ︷︷ ︸
0
→ · · ·
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· · · → Extk(Y,X0)︸ ︷︷ ︸
0
→ Extk(Y,B)→ Extk+1(Y,K1)→ Extk+1(Y,X0)︸ ︷︷ ︸
0
→ · · ·
Por tanto
Extk(Y,B) ∼= Extk+1(Y,K1) ∼= Extk+n(Y,A).
Dualmente obtenemos.
Lema 2.2.20. Sean X e Y subcategor´ıas de una categor´ıa abeliana A tales
que Y ⊆X ⊥. Dada la sucesio´n exacta
0→ A→ Xn−1 → · · · → X1 → X0 → B → 0
se tiene Extk+n(B, Y ) ∼= Extk(A, Y ) para todo Y ∈ Y .
Teorema 2.2.21. Sea X una subcategor´ıa de una categor´ıa abeliana A tal
que X es auto-ortogonal, cerrada bajo sumas directas finitas y cerrada bajo
nu´cleos de epimorfismos. Dadas las siguientes sucesiones exactas
0→ An → Xn−1 → · · · → X1 → X0 →M → 0
0→ Bn → X ′n−1 → · · · → X ′1 → X ′0 →M → 0
con Xi, X
′
i ∈X para todo i ∈ {0, 1, . . . , n− 1} se tiene,
An ∈X ⇔ Bn ∈X .
Demostracio´n. En primer lugar ponemos nombres a los morfismos
0 // An
fn // Xn−1 // · · · // X1 f1 // X0 f0 //M // 0
0 // Bn
gn // X ′n−1 // · · · // X ′1
g1 // X ′0
g0 //M // 0
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y llamamos Ai = Ker fi−1, Bi = Ker gi−1.
Si An ∈X , por el Lema 2.2.19 tenemos que
Extk(X,Ai) ∼= Extk+n−i(X,An) = 0 ∀X ∈X , ∀k > 0.
Entonces la sucesio´n exacta
0→ An → Xn−1 → · · · → X1 → X0 →M → 0
es Hom(X ,−)-exacta. Por tanto existe h0 : X ′0 → X0 tal que g0 = f0h0, es
decir, tenemos el siguiente diagrama conmutativo con filas exactas;
· · · // X ′1
v′1   A
AA
AA
AA
A
g1 // X ′0
g0 //
h0

M // 0
B2
u′2
>>}}}}}}}}
B1
u′1
>>}}}}}}}}
λ1



ﬀ
#
'
+
· · · // X1
v1   B
BB
BB
BB
B
f1 // X0
f0 //M // 0
A2
u2
==||||||||
A1
u1
>>||||||||
Como 0 = g0u
′
1 = f0h0u
′
1 y A1 es el nu´cleo de f0, existe un u´nico λ1 : B1 → A1
tal que u1λ1 = h0u
′
1. Por tanto, como Ext
1(X ′1, A2) = 0, existe h1 : X
′
1 → X1
tal que v1h1 = λ1v
′
1 y entonces f1h1 = u1v1h1 = u1λ1v
′
1 = h0u
′
1v
′
1 = h0g1, es
decir, tenemos el siguiente diagrama conmutativo
· · · // X ′2
v′2   A
AA
AA
AA
A
g2 // X ′1
g1 //
h1

X ′0
g0 //
h0

M // 0
B2
u′2
>>}}}}}}}}
· · · // X2
v2   B
BB
BB
BB
B
f2 // X1
f1 // X0
f0 //M // 0
A2
u2
>>||||||||
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Repetimos este argumento hasta llegar al siguiente diagrama conmutativo
con filas exactas:
0 // Bn //

X ′n−1 //

· · · // X ′0 //

M // 0
0 // An // Xn−1 // · · · // X0 //M // 0
Aplicando ahora el Lema 2.2.13 obtenemos la siguiente sucesio´n exacta:
0→ Bn → An ⊕X ′n−1 → Xn−1 ⊕X ′n−2 → · · · → X1 ⊕X ′0 → X0 → 0
en la que todos los objetos salvo Bn esta´n en X . Como X es cerrada bajo
nu´cleos de epimorfismos, ker(X1⊕X ′0 → X0) ∈X y as´ı tambie´n se tiene que
ker(X2⊕X ′1 → X1⊕X ′0) ∈X pues es precisamente el nu´cleo del epimorfismo
X2 ⊕X ′1 → ker(X1 ⊕X ′0 → X0).
Repitiendo este argumento vemos que todos los nu´cleos ker(Xi⊕X ′i−1 →
Xi−1 ⊕ X ′i−2)) ∈ X para todo i ∈ {2, . . . , n − 1}. Por tanto tambie´n Bn =
ker(An ⊕X ′n−1 → Xn−1 ⊕X ′n−2) ∈X .
Dualmente se tiene el siguiente resultado.
Teorema 2.2.22. Sea X una subcategor´ıa de una categor´ıa abeliana A tal
que X es auto-ortogonal, cerrada bajo sumas directas finitas y cerrada bajo
conu´cleos de monomorfismos. Dadas las siguientes sucesiones exactas
0→M → X0 → X1 → · · · → Xn−1 → An → 0
0→M → X ′0 → X ′1 → · · · → X ′n−1 → Bn → 0
con Xi, X
′
i ∈X para todo i ∈ {0, 1, . . . , n− 1}, se tiene
An ∈X ⇔ Bn ∈X .
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Cap´ıtulo 3
Categor´ıas (X ,Y )-Gorenstein
En este cap´ıtulo es donde vamos a desarrollar las ideas nuevas y propias
que dan lugar a este Trabajo Fin de Ma´ster. Muchas de las demostraciones
de los preliminares no han sido obtenidas de ninguna referencia bibliogra´fica,
sino que han sido elaboradas por el autor de este Trabajo Din de Ma´ster, pero
todas corresponden a hechos conocidos en el a´mbito del A´lgebra Homolo´gica
y por eso han sido incluidas en la seccio´n de preliminares. Sin embargo,l
trabajo que se desarrollara´ a partir de este punto corresponde a ideas que
nos han surgido a nosotros y que sirven para extender algunas construcciones
y teor´ıas que se han venido estudiando en la literatura durante los u´ltimos
an˜os por numerosos investigadores.
3.1. Subcategor´ıas (X ,Y )-Gorenstein
Dedicaremos esta seccio´n a dar la definicio´n y las primeras propiedades
de los objetos (X ,Y )-Gorenstein. Caracterizaremos la “estructura”de los
objetos (X ,Y )-Gorenstein y veremos cua´ndo la subcategor´ıa formada por
todos los objetos (X ,Y )-Gorenstein es cerrada para extensiones, nu´cleos de
epimorfismos, conu´cleos de monomorfismos y sumandos directos. Tambie´n
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estudiaremos cuando las subcategor´ıas X e Y esta´n dentro de G (X ,Y ).
Como se indico´ en la introduccio´n, este hecho es de gran importancia porque
significa que la G (X ,Y )-dimensio´n siempre sera´ menor que laX -dimensio´n
y que la Y -dimensio´n y por tanto las G (X ,Y )-dimensiones medira´n mejor
que las X -dimensiones y que las Y -dimensiones.
Definicio´n 3.1.1. Dada una categor´ıa abeliana A y dos subcategor´ıas X e
Y , diremos que un objeto M de A es (X ,Y )-Gorenstein si existe una suce-
sio´n exacta, Hom(X ,−)-exacta y Hom(−,Y )-exacta en A , de la siguiente
forma
· · · → X1 → X0 → Y 0 → Y 1 → · · ·
con Xi ∈X e Y i ∈ Y para i ≥ 0, tal que M = Im(X0 → Y 0).
A la subcategor´ıa plena que contiene los objetos (X ,Y )-Gorenstein la
notaremos G (X ,Y ).
Si suponemos que las categor´ıas X e Y contienen al objeto cero enton-
ces G (X ,Y ) contiene al objeto cero. Adema´s, la subcategor´ıa G (X ,Y ) es
cerrada bajo isomorfismos.
De la definicio´n, abusando del lenguaje, se tiene:
1. X ∩ Y ⊆ G (X ,Y )
2. (r̂es(X ) ∩ Y ) ∪ (X ∩ ĉores(Y )) ⊆ G (X ,Y )
Esta subcategor´ıa generaliza a muchas ya conocidas:
1. G (Proj(A ),Proj(A )) = GProj(A ) es la subcategor´ıa de los objetos
Gorenstein proyectivos y G (Inj(A ), Inj(A )) = GInj(A ) es la sub-
categor´ıa de los objetos Gorenstein inyectivos, estudiadas por ejemplo
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en [8]. Ma´s generalmente, dada una subcategor´ıa X , la subcategor´ıa
G (X ) se define como la de todos los objetos que son el nu´cleo de algu-
na diferencial de una X -resolucio´n completa (ve´ase por ejemplo [19]),
coincide con G (X ,X ).
2. En la categor´ıa R-Mod, tenemos que la categor´ıa de los mo´dulos GC-
proyectivos, estudiada por ejemplo en [2], es G (Proj(R),AddR(C)).
Proposicio´n 3.1.2. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que X ⊆ ⊥Y . Si M es (X ,Y )-Gorenstein entonces, para i ≥ 0,
se tiene
Im(Y i → Y i+1) ∈X ⊥ Im(Xi+1 → Xi) ∈ ⊥Y M ∈X ⊥ ∩ ⊥Y
Si adema´s X e Y son auto-ortogonales se tiene
Im(Y i → Y i+1), Im(Xi+1 → Xi) ∈X ⊥ ∩ ⊥Y
Demostracio´n. Como M es (X ,Y )-Gorenstein entonces existe una suce-
sio´n exacta, Hom(X ,−)-exacta y Hom(−,Y )-exacta
· · · → X1 → X0 → Y 0 → Y 1 → · · ·
con Xi ∈ X e Y i ∈ Y para i ≥ 0, tal que M = Im(X0 → Y 0). Llamando
Mi = Im(Xi → Xi−1) y M i = Im(Yi−1 → Y i) y M0 = M0 = M , tene-
mos que las siguientes sucesiones exactas cortas son Hom(X ,−)-exactas y
Hom(−,Y )-exactas
0→Mi+1 → Xi →Mi → 0 0→M i → Y i →M i+1 → 0
Dado X ∈ X , veamos por ejemplo que Extn(X,M i) = 0 para i ≥ 0 (de
forma ana´loga obtendr´ıamos Extn(Mi, Y ) = 0 ∀Y ∈ Y ), consideramos la
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sucesio´n exacta larga que nos proporciona el funtor Hom(X,−) aplicado a la
sucesio´n 0→M i → Y i →M i+1 → 0
0→ Hom(X,M i)→ Hom(X, Y i)→ Hom(X,M i+1)→
→ Ext1(X,M i)→ Ext1(X, Y i)→ · · ·
Como X ⊆ ⊥Y , se tiene que Extk(X, Y i) = 0 y al ser 0 → M i → Y i →
M i+1 → 0 Hom(X ,−)-exacta, obtenemos Ext1(X,M i) = 0 para todo i ≥ 0.
Por otro lado, considerando te´rminos superiores de la sucesio´n anterior,
para j > 0;
· · · → Extj(X, Y i)︸ ︷︷ ︸
0
→ Extj(X,M i+1)→ Extj+1(X,M i)→
→ Extj+1(X, Y i)︸ ︷︷ ︸
0
→ Extj+1(X,M i+1)→ · · ·
tenemos que Extj+1(X,M i) ∼= Extj(X,M i+1), luego Extj(X,M i) = 0 para
todo i ≥ 0 y j ≥ 1.
Para la segunda parte, supongamos que Y es auto-ortogonal, entonces
dado Y ∈ Y , volviendo a usar el razonamiento anterior aplicando el funtor
Hom(−, Y ) a la sucesio´n 0 → M i → Y i → M i+1 → 0, tendr´ıamos que
Extj(M i, Y ) = 0.
Proposicio´n 3.1.3. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que X ⊆ ⊥Y . M es (X ,Y )-Gorenstein si, y solamente si M
admite una X -resolucio´n exacta, M admite una Y -corresolucio´n exacta y
M ∈X ⊥ ∩ ⊥Y .
Demostracio´n. Si M ∈ G (X ,Y ) entonces por la proposicio´n anterior
M ∈ X ⊥ ∩ ⊥Y y es claro que admite una X -resolucio´n exacta y una Y -
corresolucio´n exacta.
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Supongamos ahora que M ∈ X ⊥ ∩ ⊥Y , que admite una X -resolucio´n
exacta y una Y -corresolucio´n exacta. Sea una X -resolucio´n exacta de M
· · · → X1 → X0 →M → 0 (3.1)
Veamos que esta X -resolucio´n exacta es Hom(−,Y )-exacta (de forma dual
podemos ver que una Y -corresolucio´n exacta de M es Hom(X ,−)-exacta).
Para ello, dado Y ∈ Y , usamos el lema 2.2.20 y tenemos que
Ext1(Ker(Xi → Xi−1), Y ) ∼= Exti+1(M,Y ) = 0,
entonces la X -resolucio´n de M dada en (3.1) es Hom(−,Y )-exacta. Y por
tanto M es (X ,Y )-Gorenstein.
Proposicio´n 3.1.4. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que X e Y son auto-ortogonales y X ⊆ ⊥Y . Si X e Y son cerradas
bajo sumas directas finitas entonces G (X ,Y ) es cerrada bajo extensiones.
Demostracio´n. Sea la sucesio´n exacta corta 0 → M ′ → M → M ′′ → 0
donde M ′ y M ′′ son (X ,Y )-Gorenstein.
En primer lugar veamos que M ∈ ⊥Y (M ∈ X ⊥ es ana´logo), para ello,
dado Y ∈ Y , consideramos la sucesio´n exacta larga asociada a la sucesio´n
0→M ′ →M →M ′′ → 0 dada por el funtor Hom(−, Y );
0→ Hom(M ′′, Y )→ Hom(M,Y )→ Hom(M ′, Y )→
→ Ext1(M ′′, Y )︸ ︷︷ ︸
0
→ Ext1(M,Y )→ Ext1(M ′, Y )︸ ︷︷ ︸
0
→ · · ·
· · ·Exti(M ′′, Y )︸ ︷︷ ︸
0
→ Exti(M,Y )→ Exti(M ′, Y )︸ ︷︷ ︸
0
→ · · ·
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entonces Ext≥1(M,Y ) = 0, es decir, M ′ ∈ ⊥Y . As´ı, M ∈X ⊥ ∩ ⊥Y .
Veamos que M tiene una X -resolucio´n exacta y una Y -corresolucio´n
exacta. Como M ′ ∈X ⊥ entonces la sucesio´n exacta 0→M ′ →M →M ′′ →
0 es Hom(X ,−)-exacta y como M ′,M ′′ tienen X -resoluciones exactas, por
el lema de la herradura (lema 2.2.17), tenemos que M tiene unaX -resolucio´n
exacta. De forma dual, como M ′′ ∈ ⊥Y entonces la sucesio´n anterior tambie´n
es Hom(−,Y )-exacta y como M ′,M ′′ tienen Y -corresoluciones exactas por
el lema dual de la herradura (lema 2.2.18), M tiene una Y -corresolucio´n
exacta. De esta forma, por la proposicio´n 3.1.3, M ∈ G (X ,Y ).
Proposicio´n 3.1.5. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que X e Y son auto-ortogonales y X ⊆ ⊥Y . Entonces G (X ,Y )
es cerrada bajo sumandos directos.
Demostracio´n. Sea G ∈ G (X ,Y ) tal que G = A ⊕ B, entonces 0 =
Extk(G, Y ) ∼= Extk(A, Y )⊕Extk(B, Y ) para todo Y ∈ Y y para todo k > 0,
luego A,B ∈ ⊥Y . De la misma forma A,B ∈X ⊥.
Veamos que B tiene unaX -resolucio´n exacta (ana´logamente se comprue-
ba que tiene una Y -corresolucio´n exacta). Como G ∈ G (X ,Y ) entonces
existe la sucesio´n exacta y Hom(X ,−)-exacta 0→ K0 → X0 → G→ 0 con
X0 ∈X y K0 ∈X ⊥∩ r̂es(X ), junto con la sucesio´n exacta escindida (y por
tanto Hom(X ,−)-exacta) 0→ A→ G→ B → 0, consideramos el siguiente
diagrama pullback con filas y columnas exactas y Hom(X ,−)-exactas que
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nos da el lema 2.2.10
0

0

K0

K0

0 // P0



//___ X0 //

B // 0
0 // A //

G //

B // 0
0 0
considerando ahora la sucesio´n exacta y Hom(X ,−)-exacta 0 → K0 →
P0 → A→ 0 y la sucesio´n exacta escindida 0→ B → G→ A→ 0, tomamos
el siguiente diagrama pullback con filas y columnas exactas y Hom(X ,−)-
exactas que nos da el lema 2.2.11
0

0

B

B

0 // K0 // D0 //___


 G
//

0
0 // K0 // P0 //

A //

0
0 0
si observamos la sucesio´n exacta 0→ K0 → D0 → G→ 0, comoK0, G ∈X ⊥
tenemos que D0 ∈ X ⊥ y podemos aplicar el lema de la herradura y por
tanto, D0 ∈ r̂es(X ). Entonces existe la sucesio´n exacta y Hom(X ,−)-exacta
73
0 → K1 → X1 → D0 → 0 con X1 ∈ X y K1 ∈ X ⊥ ∩ r̂es(X ) que junto
con la sucesio´n 0→ B → D0 → P0 → 0 consideramos el siguiente diagrama
pullback con filas y columnas exactas y Hom(X ,−)-exactas que nos da el
lema 2.2.10
0

0

K1

K1

0 // P1



//___ X1 //

P0 // 0
0 // B //

D0 //

P0 // 0
0 0
Ahora componiendo 0 → P1 → X1 → P0 → 0 y 0 → P0 → X0 → B → 0
tenemos la sucesio´n exacta y Hom(X ,−)-exacta
0→ P1 → X1 → X0 → B → 0.
Continuar´ıamos considerando el diagrama pullback dado por las sucesiones
0 → K1 → P1 → B → 0 y 0 → A → G → B → 0 y siguiendo el mismo
proceso hasta obtener una X -resolucio´n exacta de B.
De forma dual tendr´ıamos que B admite una Y -corresolucio´n exacta, y
por tanto B ∈ G (X ,Y ).
Proposicio´n 3.1.6. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que X e Y son auto-ortogonales y X ⊆ ⊥Y . Si X e Y son cerradas
bajo sumas directas finitas y X es cerrada bajo nu´cleos de epimorfismos,
entonces G (X ,Y ) es cerrada bajo nu´cleos de epimorfismos.
74
Demostracio´n. Sea la sucesio´n exacta 0 → M ′ → M → M ′′ → 0 con
M,M ′′ ∈ G (X ,Y ). Dado Y ∈ Y y considerando la sucesio´n exacta larga
asociada al funtor Hom(−, Y ), tenemos que M ′ ∈ ⊥Y , si, dado X ∈ X ,
consideramos la sucesio´n exacta larga asociada al funtor Hom(X,−) tenemos
que Ext>1(X,M ′) = 0.
Veamos ahora que M ′ tiene una Y -corresolucio´n exacta, para ello sea
0→M → Y 0 → Y 1 → · · ·
una Y -corresolucio´n exacta de M con C0 = Im(Y 0 → Y 1), entonces, como
0 → M ′ → M → M ′′ → 0 y 0 → M → Y 0 → C0 → 0 son Hom(−,Y )-
exactas, consideramos el siguiente diagrama pushout que tiene filas y colum-
nas exactas y Hom(−,Y )-exactas que nos da el lema 2.2.9
0

0

0 //M ′ //M //

M ′′ //


 0
0 //M ′ // Y 0 //___

P //

0
C0

C0

0 0
como la sucesio´n 0→M ′′ → P → C0 → 0 es Hom(−,Y )-exacta y M ′′, C0 ∈
ĉores(Y ) por el dual del lema de la herradura (lema de 2.2.18) tenemos que
P ∈ ĉores(Y )
0→ P → Y ′1 → Y ′2 → · · ·
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y, como 0→M ′ → Y 0 → P → 0 es Hom(−,Y )-exacta, se obtiene
0 //M ′ // Y 0 //
    A
AA
AA
AA
A Y
′1 // · · ·
P
>>
>>||||||||
una Y -corresolucio´n exacta de M ′.
Por otro lado, como M ′′ ∈ G (X ,Y ), podemos tomar 0→ K ′′0 → X ′′0 →
M ′′ → 0 con X ′′0 ∈X y K ′′0 ∈X ⊥ ∩ ⊥Y ∩ r̂es(X ), por la proposicio´n 3.1.2.
Consideramos entonces el diagrama pullback con filas y columnas exactas
que nos da el lema 2.2.10
0

0

K ′′0

K ′′0

0 //M ′ // P //___


 X
′′
0
//

0
0 //M ′ //M //

M ′′ //

0
0 0
De la sucesio´n exacta y Hom(X ,−)-exacta 0 → K ′′0 → P → M → 0, como
K ′′0 ,M ∈ X ⊥ ∩ ⊥Y ∩ r̂es(X ) (tomando las sucesiones exactas largas que
nos dan los funtores Hom(X,−) y Hom(−, Y ) para cualesquiera X ∈ X e
Y ∈ Y ), tenemos que P ∈ X ⊥ ∩ ⊥Y y por el lema de la herradura (lema
de 2.2.17) tenemos que P ∈ r̂es(X ). Entonces existe la sucesio´n exacta
0→ K ′0 → X ′0 → P → 0 con K ′0 ∈X ⊥∩ r̂es(X ) y consideramos el siguiente
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diagrama pullback con filas y columnas exactas que nos da el lema 2.2.11
0

0

K ′0

K ′0

0 // P ′ //___


 X
′
0
//

X ′′0 // 0
0 //M ′ //

P //

X ′′0 // 0
0 0
Como X es cerrada bajo nu´cleos de epimorfismos, por la segunda fila, P ′ ∈
X . Y por la primera columna tenemos que M ′ ∈ X ⊥, adema´s, juntando
una X -resolucio´n exacta de K ′0 con esta sucesio´n exacta corta, se tiene que
M ′ ∈ r̂es(X ).
As´ı, M ′ ∈ G (X ,Y ) por la proposicio´n 3.1.3.
El resultado dual.
Proposicio´n 3.1.7. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que X e Y son auto-ortogonales y X ⊆ ⊥Y . Si X e Y son cerradas
bajo sumas directas finitas y X es cerrada bajo conu´cleos de monomorfismos,
entonces G (X ,Y ) es cerrada bajo conu´cleos de monomorfismos.
Proposicio´n 3.1.8. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que X e Y son auto-ortogonales y X ⊆ ⊥Y . Entonces X ⊆ ĉores(Y )
si, y solamente si X ⊆ G (X ,Y ).
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Demostracio´n. ⇒) Dado X ∈ X es claro que X ∈ X ⊥ ∩ ⊥Y y que
X ∈ r̂es(X ) (basta tomar 0→ X → X → 0) y, por hipo´tesis X ∈ ĉores(Y ),
luego X ∈ G (X ,Y ).
⇐) Basta usar que G (X ,Y ) ⊆ ĉores(Y ).
El resultado dual.
Proposicio´n 3.1.9. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que X e Y son auto-ortogonales y X ⊆ ⊥Y . Entonces Y ⊆ r̂es(X )
si, y solamente si Y ⊆ G (X ,Y ).
Definicio´n 3.1.10. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A . Diremos que el par (X ,Y ) es G-compatible a izquierda si X e Y son
auto-ortogonales y cerradas bajo sumas directas finitas, X ⊆ ⊥Y y X ⊆
ĉores(Y ).
Dualmente, diremos que el par (X ,Y ) es G-compatible a derecha si X
e Y son auto-ortogonales y cerradas bajo sumas directas finitas, X ⊆ ⊥Y
e Y ⊆ r̂es(X ).
Y diremos que el par (X ,Y ) es G-compatible si lo es a derecha e izquier-
da.
Proposicio´n 3.1.11. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-compatible a izquierda. Entonces todos los nu´cleos
de las X -resoluciones exactas de M son objetos (X ,Y )-Gorenstein.
Demostracio´n. Sea · · · → X1 → X0 → M → 0 una X -resolucio´n exacta
de M . Llamando K0 = Ker(X0 →M), tenemos la sucesio´n exacta 0→ K0 →
X0 →M → 0. Dados X ∈X e Y ∈ Y y considerando las sucesiones exactas
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largas asociadas a la sucesio´n anterior dadas por los funtores Hom(X,−) y
Hom(−, Y ) se comprueba que K0 ∈X ⊥ ∩ ⊥Y .
Veamos para acabar que K0 tiene una Y -corresolucio´n exacta. Como
X ⊆ G (X ,Y ) podemos tomar 0 → X0 → Y1 → C1 → 0 con Y1 ∈ Y y
C1 ∈ X ⊥ ∩ ⊥Y ∩ ĉores(Y ) y consideramos el siguiente diagrama pushout
con filas exactas y Hom(−,Y )-exactas que nos da el lema 2.2.8
0

0

0 // K0 // X0 //

M //


 0
0 // K0 // Y1 //___

P //

0
C1

C1

0 0
como 0 → M → P → C1 → 0 es una sucesio´n exacta y Hom(−,Y )-exacta,
por el dual del lema de la herradura (lema de 2.2.18) tenemos P ∈ ĉores(Y ).
Entonces componiendo una Y -corresolucio´n exacta de P con 0 → K0 →
Y1 → P → 0 tenemos una Y -corresolucio´n exacta de K0.
Por tanto K0 ∈ G (X ,Y ).
Notemos que en la proposicio´n anterior no necesitamos queX sea cerrada
bajo nu´cleos de epimorfismos, que en tal caso ser´ıa evidente.
El resultado dual.
Proposicio´n 3.1.12. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-compatible a derecha. Entonces todos los conu´cleos
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de las Y -corresoluciones exactas de M son objetos (X ,Y )-Gorenstein.
No es extran˜o darse cuenta de que si un objeto es Gorenstein proyectivo
y X es la resolucio´n proyectiva completa cuyo nu´cleo de la diferencial de
grado 0 es M , entonces los nu´cleos de todas las diferenciales de X son obje-
tos Gorenstein proyectivos. No obstante este hecho no parece igual de claro
en el caso de los objetos (X ,Y )-Gorenstein. Sin embargo, a partir de las
proposiciones 3.1.11 y 3.1.12 resulta inmediato que esto es as´ı, es decir, si
· · · → X1 → X0 → Y 0 → Y 1 → · · ·
es una sucesio´n exacta, Hom(X ,−)-exacta y Hom(−,Y )-exacta, entonces
todos los nu´cleos de Xn+1 → Xn, los de Y n → Y n+1 y ker(X0 → Y 0) son
objetos (X ,Y )-Gorenstein.
En el siguiente resultado demostramos que, cuando el par (X ,Y ) es G-
compatible, el proceso de iteracio´n de la construccio´n de los objetos (X ,Y )-
Gorenstein estabiliza en el segundo paso. Es decir, podemos construir los
objetos Gorenstein relativos a dos clasesX e Y , pero al construir los objetos
Gorenstein relativos respecto a G (X ,Y ) no obtenemos nada nuevo. Esto
generaliza lo que Sather-Wagstaff y otros probaron en [19, Corollary 4.10].
Teorema 3.1.13. Sean X e Y subcategor´ıas de una categor´ıa abeliana A .
Si el par (X ,Y ) es G-compatible entonces G (G (X ,Y )) = G (X ,Y ).
Demostracio´n. G (X ,Y ) ⊆ G (G (X ,Y )). Dado M ∈ G (X ,Y ) basta
tomar la sucesio´n
0 //M M // 0
G (X ,Y ) ⊇ G (G (X ,Y )). Dado M ∈ G (G (X ,Y )) existe una sucesio´n
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exacta Hom(G (X ,Y ),−)-exacta y Hom(−,G (X ,Y ))-exacta
· · · // G1 //
  B
BB
BB
BB
B G0
//
  @
@@
@@
@@
@ G
0 //
!!B
BB
BB
BB
B G
1 // · · ·
M1
>>||||||||
M
>>~~~~~~~~
M1
==||||||||
(3.2)
con Gi, G
i ∈ G (X ,Y ), Mi = Im(Gi → Gi−1), M i = Im(Gi−1 → Gi) y
M = Im(G0 → G0).
Como X ⊆ ĉores(Y ) tenemos que X ⊆ G (X ,Y ), y como la suce-
sio´n (3.2) es Hom(G (X ,Y ),−)-exacta entonces tambie´n es Hom(X ,−)-
exacta. Con el razonamiento ana´logo tenemos que la sucesio´n (3.2) es tambie´n
Hom(−,Y )-exacta. De esta forma tenemos que M ∈X ⊥ ∩ ⊥Y .
Veamos que M ∈ r̂es(X ) (M ∈ ĉores(Y ) es ana´logo). Como G0 ∈
G (X ,Y ) existe la sucesio´n exacta 0→ K0 → X0 → G0 → 0 con X0 ∈X y
K0 ∈ G (X ,Y ) (por la proposicio´n 3.1.8), junto con la sucesio´n 0→ M1 →
G0 →M → 0 construimos el diagrama pullback con filas y columnas exactas
y Hom(X ,−)-exactas que nos da el lema 2.2.10
0

0

K0

K0

0 // P0 //___


 X0
//

M // 0
0 //M1 //

G0 //

M // 0
0 0
ya tenemos el primer eslabo´n 0 → P0 → X0 → M → 0 de la X -resolucio´n
exacta de M . Tomando las sucesio´n 0 → K0 → P0 → M1 → 0 y la sucesio´n
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0 → M2 → G1 → M1 → 0 consideramos el siguiente diagrama pullback con
filas y columnas exactas y Hom(X ,−)-exactas que nos da el lema 2.2.11
0

0

M2

M2

0 // K0 // D0 //___


 G1
//

0
0 // K0 // P0 //

M1 //

0
0 0
Como G1, K0 ∈ G (X ,Y ), por la proposicio´n 3.1.4, se tiene que D0 ∈
G (X ,Y ), entonces existe 0 → K ′0 → X ′0 → D0 → 0 exacta con X ′0 ∈
X y K ′0 ∈ G (X ,Y ). Junto con la sucesio´n exacta y Hom(X ,−)-exacta
0 → M2 → D0 → P0 → 0 consideramos el siguiente diagrama pullback con
filas y columnas exactas y Hom(X ,−)-exactas que nos da el lema 2.2.10
0

0

K ′0

K ′0

0 // P1 //___


 X
′
0
//

P0 // 0
0 //M2 //

D0 //

P0 // 0
0 0
La sucesio´n exacta y Hom(X ,−)-exacta 0 → P1 → X ′0 → P0 → 0 es el
segundo eslabo´n de la X -resolucio´n de M , continuando con las sucesiones
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exactas 0→ K ′0 → P1 → M2 → 0 y 0→ M3 → G2 → M2 → 0, y repitiendo
el proceso indefinidamente obtendr´ıamos la X -resolucio´n exacta de M .
Hasta ahora entendemos los objetos (X ,Y )-Gorenstein como aque´llos
que se obtienen como nu´cleos de sucesiones
· · · → X1 → X0 → Y 0 → Y 1 → · · ·
que son exactas, Hom(X ,−)-exactas y Hom(−,Y )-exactas, y tales que
Xi ∈ X , Y i ∈ Y ∀i. En el siguiente teorema probamos que bajo ciertas
condiciones sobre las clases X e Y , tanto la posicio´n de los Xi y los Y i co-
mo la cantidad de unos y de otros presentes en la sucesio´n resulta totalmente
irrelevante, hasta el punto de que no importa si en la sucesio´n ni siquiera hay
objetos de una de las dos clases. Esto resulta de gran utilidad a la hora de
hacer un tratamiento de los objetos (X ,Y )-Gorenstein.
Teorema 3.1.14. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que X e Y son auto-ortogonales, cerradas bajo sumas directas finitas
y X ⊆ ⊥Y . Entonces son equivalentes
1. X ⊆ ĉores(Y ) e Y ⊆ r̂es(X )
2. M ∈ G (X ,Y ) si, y solo si, existe una sucesio´n exacta, Hom(X ,−)-
exacta y Hom(−,Y )-exacta
· · · → A1 → A0 → A0 → A1 → · · ·
con Ai, A
j ∈X ∪ Y y M = Im(A0 → A0).
Demostracio´n. 1.⇒2. En este caso tendremos que probar que dada una
sucesio´n exacta Hom(X ,−)-exacta y Hom(−,Y )-exacta
· · · → A1 → A0 → A0 → A1 → · · ·
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con Ai, A
j ∈X ∪ Y y M = Im(A0 → A0), entonces M ∈ G (X ,Y ).
En primer lugar, como X ⊆ ⊥Y y ambas son auto-ortogonales, tenemos
que M ∈X ⊥ ∩ ⊥Y .
Veamos que M ∈ r̂es(X ) (de forma dual se prueba que M ∈ ĉores(Y )).
Notando Mi = Im(Ai → Ai−1) para i > 0 y M0 = M tenemos las sucesiones
exactas y Hom(X ,−) exactas 0→Mi → Ai−1 →Mi−1 → 0.
Como X ∈ ĉores(Y ) e Y ∈ r̂es(X ) tenemos que X ∪ Y ∈ G (X ,Y ),
y como A0 ∈ X ∪ Y , existe 0 → K0 → X0 → A0 → 0 con X0 ∈ X
y K0 ∈ G (X ,Y ) (por la proposicio´n 3.1.11). Con la sucesio´n anterior y
0 → M1 → A0 → M → 0 consideramos el siguiente diagrama pullback con
filas y columnas exactas y Hom(X ,−)-exactas que nos da el lema 2.2.10
0

0

K0

K0

0 // P0 //___


 X0
//

M // 0
0 //M1 //

A0 //

M // 0
0 0
As´ı 0 → P0 → X0 → M → 0 es una sucesio´n exacta y Hom(X ,−)-exacta
(que sera´ el primer eslabo´n de la X -resolucio´n exacta de M).
Tomando las sucesiones exactas y Hom(X ,−)-exactas 0→ K0 → P0 →
M1 → 0 y 0 → M2 → A1 → M1 → 0 consideramos el siguiente diagrama
pullback con filas y columnas exactas y Hom(X ,−)-exactas que nos da el
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lema 2.2.11
0

0

M2

M2

0 // K0 // D0 //___


 A1
//

0
0 // K0 // P0 //

M1 //

0
0 0
Como A1, K0 ∈ G (X ,Y ), por la proposicio´n 3.1.4, se tiene que D0 ∈
G (X ,Y ), entonces existe la sucesio´n exacta y Hom(X ,−)-exacta 0 →
K ′0 → X1 → D0 → 0 con X1 ∈ X y K ′0 ∈ G (X ,Y ), junto con la su-
cesio´n 0 → M2 → D0 → P0 → 0 tomamos el diagrama pullback con filas y
columnas exactas y Hom(X ,−)-exactas que nos da el lema 2.2.10
0

0

K ′0

K ′0

0 // P1 //___


 X1
//

P0 // 0
0 //M2 //

D0 //

P0 // 0
0 0
ya tenemos el segundo eslabo´n 0→ P1 → X ′0 → P0 → 0, es decir, la sucesio´n
exacta y Hom(X ,−)-exacta 0 → P1 → X1 → X0 → M → 0. Continuando
con las sucesiones exactas y Hom(X ,−)-exactas 0 → K ′0 → P1 → M2 →
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0 y 0 → M3 → A2 → M2 → 0, y repitiendo el proceso indefinidamente
obtendr´ıamos la X -resolucio´n exacta de M . De esta forma M ∈ G (X ,Y ).
2.⇒1. Dado X ∈ X , la sucesio´n 0 // X X // 0 es exacta,
Hom(X ,−)-exacta y Hom(−,Y )-exacta, entonces X ⊆ G (X ,Y ) y por la
proposicio´n 3.1.8 tenemos que X ⊆ ĉores(Y ). De igual forma obtendremos
Y ⊆ r̂es(X ).
Lema 3.1.15. Sean X e Y subcategor´ıas de una categor´ıa abeliana A tales
que (X ,Y ) es G-compatible a izquierda. Dada la sucesio´n exacta
0→ An → Gn−1 → · · · → G1 → G0 →M → 0
con Gi ∈ G (X ,Y ) para todo i ∈ {0, 1, . . . , n−1} entonces existen la sucesio´n
exacta
0→ Kn → Xn−1 → · · · → X1 → X0 →M → 0
con Xi ∈X y el morfismo de complejos
0 // Kn

// Xn−1 //

· · · // X1 //

X0 //

M // 0
0 // An // Gn−1 // · · · // G1 // G0 //M // 0
Demostracio´n. Dada la sucesio´n exacta
0→ An → Gn−1 → · · · → G1 → G0 →M → 0
llamamos Ai = Im(Gi → Gi−1) para todo i ∈ {1, 2, · · · , n−1} y consideramos
la sucesio´n exacta 0→ A1 → G0 → M → 0. Como G0 ∈ G (X ,Y ) existe la
sucesio´n exacta 0 → G′0 → X0 → G0 → 0 con X0 ∈ X y G′0 ∈ G (X ,Y ).
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Con estas sucesiones exactas consideramos el siguiente diagrama pullback
con filas y columnas exactas que nos da el lema 2.2.10
0

0

G′0

G′0

0 // P1 //___


 X0
//

M // 0
0 // A1 //

G0 //

M // 0
0 0
es decir, tenemos el siguiente diagrama conmutativo
X0 //

M // 0
P1
>>||||||||

· · · // G1 //
  B
BB
BB
BB
B G0
//M // 0
A1
>>||||||||
Ahora consideramos las sucesiones exactas 0 → G′0 → P1 → A1 → 0 y
0 → A2 → G1 → A1 → 0 y el siguiente diagrama pullback con filas y
87
columnas exactas que nos da el lema 2.2.11
0

0

G′0

G′0

0 // A2 // D1 //___


 P1
//

0
0 // A2 // G1 //

A1 //

0
0 0
como G (X ,Y ) es cerrada bajo extensiones entonces D1 ∈ G (X ,Y ), por
tanto existe la sucesio´n exacta 0→ G′1 → X1 → D1 → 0 con X1 ∈X y G′1 ∈
G (X ,Y ). Con esta sucesio´n y la sucesio´n exacta 0 → A2 → D1 → P1 → 0
consideramos el siguiente diagrama pullback que nos da el lema 2.2.10
0

0

G′1

G′1

0 // P2 //___


 X1
//

P1 // 0
0 // A2 //

D1 //

P1 // 0
0 0
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entonces, el siguiente diagrama es conmutativo
P2 //

X1 //

P1
A2 // D1 //

P1

A2 // G1 // A1
y por tanto, el diagrama siguiente tambie´n conmuta
X1 //

X0 //

M // 0
P2
>>||||||||

· · · // G2 //
  B
BB
BB
BB
B G1
// G0 //M // 0
A2
>>||||||||
considerando ahora las sucesiones exactas 0 → G′1 → P2 → A2 → 0 y
0→ A3 → G2 → A2 → 0 continuar´ıamos hasta hasta el paso n.
El resultado dual.
Lema 3.1.16. Sean X e Y subcategor´ıas de una categor´ıa abeliana A tales
que (X ,Y ) es G-compatible a derecha. Dada la sucesio´n exacta
0→M → G0 → G1 → · · · → Gn−1 → An → 0
con Gi ∈ G (X ,Y ) para todo i ∈ {0, 1, . . . , n−1} entonces existen la sucesio´n
exacta
0→M → Y0 → Y1 → · · · → Yn−1 → Kn → 0
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con Yi ∈ Y y el morfismo de complejos
0 //M // G0 //

G1 //

· · · // Gn−1 //

An //

0
0 //M // Y0 // Y1 // · · · // Yn−1 // Kn // 0
Teorema 3.1.17. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-compatible a izquierda y X es cerrada bajo nu´cleos
de epimorfismos. Entonces, dadas las sucesiones exactas
0→ An → Gn−1 → · · · → G1 → G0 →M → 0
0→ Bn → Hn−1 → · · · → H1 → H0 →M → 0
con Gi, Hi ∈ G (X ,Y ) para todo i ∈ {0, . . . , n− 1}, se tiene
An ∈ G (X ,Y ) ⇔ Bn ∈ G (X ,Y ).
Demostracio´n. Supongamos que An ∈ G (X ,Y ) entonces An ∈ X ⊥,
llamando Ai = Im(Gi → Gi−1) y como Gi ∈ G (X ,Y ), se tiene que dado
X ∈X Ext1(X,Ai) = Ext1+n−i(X,An) = 0, luego la sucesio´n
0 // An
dn // Gn−1 // · · · // G1 d1 // G0 d0 //M // 0
es Hom(X ,−)-exacta.
Por otro lado, aplicando el lema anterior (3.1.15), existe el diagrama con-
mutativo con filas exactas
0 // Kn
fn //

Xn−1 //

· · · // X1 f1 //

X0
f0 //

M // 0
0 // Bn // Hn−1 // · · · // H1 // H0 //M // 0
(3.3)
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con Xi ∈X para todo i = 0, 1, . . . , n− 1.
Ahora, llamando Ki = Im(Xi → Xi−1), vamos a construir un morfismo
de complejos partiendo de las siguientes sucesiones exactas
0 // Kn
fn // Xn−1 // · · · // X1 f1 //
v0 !!B
BB
BB
BB
B X0
f0 //M // 0
K1
v0
==||||||||
0 // An
dn // Gn−1 // · · · // G1 d1 //
l0 !!B
BB
BB
BB
B G0
d0 //M // 0
A1
k0
==||||||||
como la sucesio´n inferior es Hom(X ,−)-exacta, tenemos que la sucesio´n
0→ A1 → X0 →M → 0 es Hom(X ,−)-exacta (en particular Hom(X0,−)-
exacta), luego tenemos que existe h0 : X0 → G0 tal que d0h0 = f0. Como
0 = f0v0 = d0h0v0 y k0 es el nu´cleo de d0 entonces existe un u´nico λ1 : K1 →
A1 tal que h0v0 = k0λ1, es decir, el siguiente diagrama es conmutativo
0 // Kn
fn // Xn−1 // · · · // X1 f1 //
v0 !!B
BB
BB
BB
B X0
h0

f0 //M // 0
K1
v0
==||||||||
λ1

0 // An
dn // Gn−1 // · · · // G1 d1 //
l0 !!B
BB
BB
BB
B G0
d0 //M // 0
A1
k0
==||||||||
Si continuamos razonando que 0 → A2 → G1 → A1 → 0 es Hom(X1,−)-
exacta y as´ı sucesivamente obtendremos el morfismo de complejos deseado,
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es decir,
0 // Kn
fn //
hn

Xn−1
hn−1

// · · · // X1
h1

f1 // X0
h0

f0 //M // 0
0 // An
dn // Gn−1 // · · · // G1 d1 // G0 d0 //M // 0
Ahora, aplicando el lema 2.2.13 a este morfismo de complejos, tenemos la
siguiente sucesio´n exacta
0→ Kn → An ⊕Xn−1 → · · · → G1 ⊕X0 → G0 → 0.
Como X esta´ en G (X ,Y ) y G (X ,Y ) es cerrada bajo nu´cleos de epimor-
fismos tenemos, que Kn ∈ G (X ,Y ).
Por u´ltimo, si aplicamos el lema 2.2.13 en el morfismo de complejos (3.3),
tenemos la siguiente sucesio´n exacta
0→ Kn → Bn ⊕Xn−1 → · · · → H1 ⊕X0 → H0 → 0.
En esta sucesio´n todos los objetos son (X ,Y )-Gorenstein salvo Bn ⊕Xn−1,
tomando los nu´cleos posteriores, como G (X ,Y ) es cerrada bajo nu´cleos
de epimorfismos, son (X ,Y )-Gorenstein. As´ı, tenemos la siguiente sucesio´n
exacta para algu´n G ∈ G (X ,Y )
0→ Kn → Bn ⊕Xn−1 → G→ 0
al ser G (X ,Y ) cerrada bajo extensiones Bn ⊕Xn−1 ∈ G (X ,Y ), y por ser
cerrada bajo sumandos directos Bn ∈ G (X ,Y ).
El resultado dual.
Teorema 3.1.18. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-compatible a derecha e Y es cerrada bajo conu´cleos
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de monomorfismos. Entonces, dadas las sucesiones exactas
0→M → G0 → G1 → · · · → Gn−1 → An → 0
0→M → H0 → H1 → · · · → Hn−1 → Bn → 0
con Gi, Hi ∈ G (X ,Y ) para todo i ∈ {0, . . . , n− 1}, se tiene
An ∈ G (X ,Y ) ⇔ Bn ∈ G (X ,Y ).
3.2. Dimensio´n (X ,Y )-Gorenstein proyecti-
va
En esta seccio´n trataremos la dimensiones proyectiva inducida por las
subcategor´ıas G (X ,Y ). Probaremos que G (X ,Y )-dimensio´n proyectiva de
un objeto (que tenga dimensio´n finita) quedara´ totalmente determinada por
el mı´nimo grado del funtor Ext a partir del cual todos son cero, es decir,
sera´ el menor natural n tal que Extk = 0 ∀k ≥ n+ 1. Tambie´n estudiaremos
bajo que´ condiciones la dimensio´n X -proyectiva coincide con la dimensio´n
G (X ,Y )-proyectiva.
Definicio´n 3.2.1. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A . Diremos que la G (X ,Y )-dimensio´n proyectiva de un objeto M ∈ A
es menor o igual que n, y notaremos G (X ,Y )- pd(M) ≤ n, si existe una
sucesio´n exacta
0→ Gn → Gn−1 → · · · → G1 → G0 →M → 0
con Gi ∈ G (X ,Y ) para todo i ∈ {0, 1, . . . , n}. Si n es el menor entero no
negativo por el que existe esta sucesio´n entonces G (X ,Y )- pd(M) = n.
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Proposicio´n 3.2.2. Sean X e Y subcategor´ıas de una categor´ıa abelia-
na A tales que (X ,Y ) es G-compatible a izquierda. Dado M de A , si
G (X ,Y )- pd(M) es finita entonces M admite una X -resolucio´n exacta.
Adema´s se tiene que M ∈X ⊥.
Demostracio´n. Por definicio´n existe la sucesio´n exacta
0→ Gn → · · · → G0 →M → 0
con Gi ∈ G (X ,Y ) para todo i = 0, 1, . . . , n. Aplicando el lema 3.1.15 tene-
mos que existe la sucesio´n exacta
0→ Kn → Xn−1 → · · · → X0 →M → 0
con Xi ∈ X ⊆ G (X ,Y ) para todo i = 0, 1, . . . , n − 1, ahora aplicando el
teorema 3.1.17, tenemos que Kn es (X ,Y )-Gorenstein. Adema´s, esta suce-
sio´n es Hom(X ,−)-exacta ya que si llamamos Ki = Im(Xi → Xi−1) tenemos
que Extk(X,Ki) ∼= Extn−i+k(X,Kn) = 0 para todo X ∈X .
Por u´ltimo basta unir esta sucesio´n exacta y Hom(X ,−)-exacta con una
X -resolucio´n exacta de Kn y obtendr´ıamos una X -resolucio´n exacta de M .
Para ver queM ∈X ⊥, basta usar el lema 2.2.19 y tenemos Extk(X,M) ∼=
Extk+n(X,Gn) = 0 para todo k > 0 y todo X ∈X .
Definicio´n 3.2.3. Sean X e Y subcategor´ıas de una categor´ıa abeliana A ,
diremos que el par (X ,Y ) es G-perfecto a izquierda (derecha) si (X ,Y ) es
G-compatible y X es cerrada bajo nu´cleos de epimorfismos (Y es cerrada
bajo conu´cleos de monomorfismos).
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Proposicio´n 3.2.4. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a izquierda. Entonces dado un M de A
se tiene, G (X ,Y )- pd(M) ≤ n si, y solamente si, existe la sucesio´n exacta
0 → M → P → G → 0 con G ∈ G (X ,Y ) y P admite una Y -resolucio´n
exacta de longitud n.
Demostracio´n. ⇒). Lo haremos por induccio´n sobre n. Si n = 0 es claro
pues existe 0→ M → Y0 → M ′ → 0 con M ′ ∈ G (X ,Y ) por la proposicio´n
3.1.12.
Si n ≥ 1 como G (X ,Y )- pd(M) ≤ n existe la sucesio´n exacta
0→ Gn → · · · → G0 →M → 0
la descomponemos en las sucesiones exactas
0→ K → G0 →M → 0
0→ Gn → · · · → G1 → K → 0
as´ı G (X ,Y )- pd(K) ≤ n− 1, por hipo´tesis de induccio´n, existe
0→ K → P ′ → G′ → 0
con G′ ∈ G (X ,Y ) y P ′ admite una Y -resolucio´n exacta de longitud n− 1.
0→ Yn−1 → · · · → Y0 → P ′ → 0
Consideramos el siguiente diagrama pushout con filas y columnas exactas
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que nos da el lema 2.2.8
0

0

0 // K //

G0 //


 M
// 0
0 // P ′ //___

D //

M // 0
G′

G′

0 0
as´ı D ∈ G (X ,Y ), por ser G (X ,Y ) cerrada bajo extensiones (segunda
columna). Entonces existe la sucesio´n exacta 0 → D → Y → G′′ → 0 con
Y ∈ Y y G′′ ∈ G (X ,Y ). Consideramos el siguiente diagrama pushout con
filas y columnas exactas que nos da el lema 2.2.9
0

0

0 // P ′ // D //

M //


 0
0 // P ′ // Y //___

P //

0
G′′

G′′

0 0
entonces, tenemos la sucesio´n exacta
0 // Yn−1 // · · · // Y0 //
  A
AA
AA
AA
Y // P // 0
P ′
??~~~~~~~~
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adema´s, dado Y ′ ∈ Y como Y es auto-ortogonal se tiene
Ext1(Y ′, P ′) = Extn+1(Y ′, Yn−1) = 0
por lo que la sucesio´n exacta anterior es una Y -resolucio´n exacta de longitud
n.
⇐). Tenemos la sucesio´n exacta 0→M → P → G→ 0 y la Y -resolucio´n
exacta de longitud n de P
0→ Yn → · · · → Y0 → P → 0
Tomamos K = Ker(Y0 → P ), y consideramos el siguiente diagrama pullback
con filas y columnas exactas que nos da el lema 2.2.10
0

0

K

K

0 // P ′ //___


 Y0
//

G // 0
0 //M //

P //

G // 0
0 0
como Y ⊆ G (X ,Y ) y G (X ,Y ) es cerrada bajo nu´cleos de epimorfismos,
se tiene P ′ ∈ G (X ,Y ), y por tanto tenemos la sucesio´n exacta
0 // Yn // · · · // Y1 //
  @
@@
@@
@@
P ′ //M // 0
K
>>}}}}}}}}
luego G (X ,Y )- pd(M) ≤ n.
97
Notemos que en el rec´ıproco de la proposicio´n 3.2.4 so´lo necesitamos que
la Y -resolucio´n exacta de P sea exacta (no necesitamos que sea Hom(Y ,−)-
exacta). De esta forma, se puede la proposicio´n anterior se puede formular:
Proposicio´n 3.2.5. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a izquierda. Entonces dado un M en A
se tiene, G (X ,Y )- pd(M) ≤ n si, y solamente si, existe la sucesio´n exacta
0 → M → P → G → 0 con G ∈ G (X ,Y ) y existe una sucesio´n exacta
0→ Yn → · · · → Y0 → P → 0 con todo Yi ∈ Y .
Teorema 3.2.6. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a izquierda. Para todo objeto M de A y todo
entero n ≥ 1, si G (X ,Y )- pd(M) ≤ n entonces existe una sucesio´n exacta
0 → P → G → M → 0, con G ∈ G (X ,Y ) y P admite una Y -resolucio´n
exacta de longitud n− 1. Adema´s, P ∈ G (X ,Y )⊥.
Demostracio´n. Por definicio´n, existe una sucesio´n exacta 0→ N → G0 →
M → 0 donde G0 ∈ G (X ,Y ) y G (X ,Y )- pd(N) ≤ n−1. Por la proposicio´n
3.2.4 existe una sucesio´n exacta 0 → N → P → G′ → 0 donde G′ ∈
G (X ,Y ) y P admite una Y -resolucio´n exacta
0→ Yn−1 → · · · → Y0 → P → 0.
Consideramos el siguiente diagrama pushout con filas y columnas exactas
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que nos da el lema 2.2.8
0

0

0 // N //

G0 //


 M
// 0
0 // P //___

G //

M // 0
G′

G′

0 0
Como G (X ,Y ) es cerrada bajo extensiones tenemos que G ∈ G (X ,Y ).
Por u´ltimo, tenemos que Extk(G,P ) ∼= Extk+n−1(G, Yn−1) = 0, luego P ∈
G (X ,Y )⊥.
Corolario 3.2.7. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a izquierda. Todo objeto de A con G (X ,Y )-
dimensio´n proyectiva finita tiene una G (X ,Y )-precubierta especial.
Como consecuencia de este corolario, veamos que si G (X ,Y )- pd(M) es
finita, esta dimensio´n se puede calcular con G (X ,Y )-resoluciones de M .
Corolario 3.2.8. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a izquierda. Si un objeto M de A con
G (X ,Y )-dimensio´n proyectiva finita entonces G (X ,Y )- pd(M) ≤ n si, y
solo si, M admite una G (X ,Y )-resolucio´n exacta de longitud n.
Proposicio´n 3.2.9. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a izquierda. Si existe una sucesio´n exacta y
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Hom(−,Y )-exacta 0 → G′ → G → M → 0 con G,G′ ∈ G (X ,Y ) entonces
M ∈ G (X ,Y ).
Demostracio´n. Calculando la sucesio´n exacta larga del funtor Hom(−, Y ),
para algu´n Y ∈ Y , a la sucesio´n de la hipo´tesis, como es Hom(−,Y )-exacta,
se tiene que Extk(M,Y ) = 0.
Por definicio´n G (X ,Y )- pd(M) ≤ 1 entonces aplicando el teorema 3.2.6
existe una sucesio´n exacta 0 → Y → G′′ → M → 0 con Y ∈ Y y G′′ ∈
G (X ,Y ). Como Ext(M,Y ) = 0, entonces esta sucesio´n escinde, luego M es
sumando directo de G′′ y, por tanto, es (X ,Y )-Gorenstein.
Teorema 3.2.10. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a izquierda. Para un objeto M de A con
G (X ,Y )- pd(M) finita son equivalentes:
1. G (X ,Y )- pd(M) ≤ n
2. Exti(M,Y ) = 0 para todo i > n y todo Y ∈ Y .
3. Dada la sucesio´n exacta
· · · → G1 → G0 →M → 0
con Gi ∈ G (X ,Y ) para todo i ≥ 0, se tiene Ker(Gi → Gi−1) ∈
G (X ,Y ) para todo i ≥ n− 1.
Demostracio´n. Por el teorema 3.1.17 es claro que 1. ⇔ 3.. Para 1. ⇒ 2.
basta aplicar el lema 2.2.20.
2.⇒ 1. Como la dimensio´n de M es finita existe una sucesio´n exacta del
tipo
0→ Gm → · · · → G0 →M → 0
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donde G0, . . . , Gm ∈ G (X ,Y ) (con m > n, pues en otro caso habr´ıamos
terminado) y consideramos el n-e´simo nu´cleo, que tiene G (X ,Y )-dimensio´n
proyectiva finita
0→ Kn → Gn−1 → · · · → G0 →M → 0.
Aplicando el lema 2.2.20, tenemos Exti(Kn, Y ) ∼= Exti+n(M,Y ) = 0 para
todo entero i > 0, y todo Y ∈ Y . Como Kn tiene dimensio´n proyectiva
finita, tenemos que existe la sucesio´n exacta
0→ G′s → · · · → G′0 → Kn → 0,
donde G′0, . . . , G
′
m ∈ G (X ,Y ). Descomponemos esta sucesio´n en sucesiones
exactas cortas 0 → C ′j → G′j−1 → C ′j−1 → 0, para j = 1, . . . ,m, donde
C ′m = G
′
m y C
′
0 = Kn. Ahora, aplicando el lema 2.2.20 tenemos que
Ext1(C ′j−1, Y ) ∼= Extj(Kn, Y ) = 0
para todo j = 1, · · ·m, y todo Y ∈ Y . Por u´ltimo, aplicando la proposicio´n
3.2.9 sucesivamente tenemos que C ′m−1, . . . , C
′
0 son (X ,Y )-Gorenstein. En
particular Kn = C
′
0 es (X ,Y )-Gorenstein.
Corolario 3.2.11. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a izquierda. Si M es un objeto de A con
G (X ,Y )-dimensio´n proyectiva finita entonces
G (X ,Y )- pd(M) = sup{i ∈ N : Exti(M,Y ) 6= 0 para algu´n Y ∈ Y }.
Proposicio´n 3.2.12. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a izquierda. Si 0 → M ′ → M → M ′′ →
0 es una sucesio´n exacta donde dos de los tres objetos tienen G (X ,Y )-
dimensio´n proyectiva finita, entonces el tercero tambie´n, y adema´s:
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1. G (X ,Y )- pd(M ′) ≤ ma´x{G (X ,Y )- pd(M),G (X ,Y )- pd(M ′′)− 1}.
2. G (X ,Y )- pd(M) ≤ ma´x{G (X ,Y )- pd(M ′),G (X ,Y )- pd(M ′′)}.
3. G (X ,Y )- pd(M ′′) ≤ ma´x{G (X ,Y )- pd(M ′) + 1,G (X ,Y )- pd(M)}.
Demostracio´n. En primer lugar, veamos que los tres objetos admiten X -
resoluciones exactas.
Si M ′ y M ′′ tienen G (X ,Y )-dimensio´n proyectiva finita entonces, por
la proposicio´n 3.2.2, M ′,M ′′ ∈X ⊥ y admitenX -resoluciones exactas.
Como Ext1(X,M ′) = 0 para todo X ∈ X , la sucesio´n 0 → M ′ →
M →M ′′ → 0 es Hom(X ,−)-exacta, entonces aplicando el lema 2.2.17
tenemos que M tambie´n admite una X -resolucio´n exacta.
Si M ′ y M tienen G (X ,Y )-dimensio´n proyectiva finita entonces, por
la proposicio´n 3.2.2, M ′,M ∈ X ⊥ y admiten X -resoluciones exactas.
Entonces existe la sucesio´n exacta 0 → K1 → X0 → M → 0 donde
X0 ∈ X y K1 ∈ X ⊥ admite una X -resolucio´n exacta, consideramos
el siguiente diagrama pullback con filas y columnas exactas que nos da
el lema 2.2.10
0

0

K1

K1

0 // P //___


 X0
//

M ′′ // 0
0 //M ′ //

M //

M ′′ // 0
0 0
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como K1,M
′ ∈ X ⊥ entonces P ∈ X ⊥ y la sucesio´n 0 → K1 → P →
M ′ → 0 es Hom(X ,−)-exacta. Aplicando el lema 2.2.17 tenemos que
P admite una X -resolucio´n exacta y por tanto M ′′ tambie´n.
Si M y M ′′ tienen G (X ,Y )-dimensio´n proyectiva finita entonces, por
la proposicio´n 3.2.2, M,M ′′ ∈X ⊥ y admiten X -resoluciones exactas.
Entonces existe la sucesio´n exacta 0 → K ′′1 → X ′′0 → M ′′ → 0 donde
X ′′0 ∈ X y K ′′1 ∈ X ⊥ admite una X -resolucio´n exacta, consideramos
el siguiente diagrama pullback con filas y columnas exactas que nos da
el lema 2.2.11
0

0

K ′′1

K ′′1

0 //M ′ // P //___


 X
′′
0
//

0
0 //M ′ //M //

M ′′

// 0
0 0
como K ′′1 ,M ∈ X ⊥ entonces P ∈ X ⊥ y la sucesio´n 0 → K ′′1 → P →
M → 0 es Hom(X ,−)-exacta. Aplicando el lema 2.2.17 tenemos que
P admite una X -resolucio´n exacta. Entonces existe 0 → K ′1 → X →
P → 0 donde X ∈ X y K ′1 ∈ X ⊥ admite una X -resolucio´n exac-
ta, consideramos el siguiente diagrama pullback con filas y columnas
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exactas que nos da el lema 2.2.10
0

0

K ′1

K ′1

0 // X ′0 //___



X //

X ′′0 // 0
0 //M ′ //

P //

X ′′0 // 0
0 0
Como X es cerrada bajo nu´cleos de epimorfismos entonces X ′0 ∈X y
de la primera sucesio´n exacta vertical, se tiene que M ′ ∈X ⊥ y admite
una X -resolucio´n exacta.
Ahora, en cualquier caso, la sucesio´n 0 → M ′ → M → M ′′ → 0 es
Hom(X ,−)-exacta y los objetos M ′ y M ′′ admiten X -resoluciones exactas.
Entonces consideramos el diagrama que nos da el la demostracio´n del lema
2.2.17
...

...

...

0 // X ′1 //

X ′1 ⊕X ′′1 //

X ′′1 //

0
0 // X ′0 //

X ′0 ⊕X ′′0 //

X ′′0 //

0
0 //M ′ //

M //

M ′′ //

0
0 0 0
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Tomamos n como el ma´ximo de las dos G (X ,Y )-dimensiones proyecti-
vas finitas conocidas, y consideramos K ′n = Ker(X
′
n−1 → X ′n−2), Kn =
Ker(X ′n−1 ⊕ X ′′n−1 → X ′n−2 ⊕ X ′′n−2) y K ′′n = Ker(X ′′n−1 → X ′′n−2), entonces
tenemos la sucesio´n exacta
0→ K ′n → Kn → K ′′n → 0.
Si M ′ y M tienen G (X ,Y )-dimensio´n proyectiva finita, por el teorema
3.2.10 tenemos que K ′n, Kn ∈ G (X ,Y ) luego G (X ,Y )- pd(K ′′n) ≤ 1
y, por tanto, G (X ,Y )- pd(M ′′) ≤ n+ 1.
Si M ′ y M ′′ tienen G (X ,Y )-dimensio´n proyectiva finita, por el teore-
ma 3.2.10 tenemos que K ′n, K
′′
n ∈ G (X ,Y ), y como G (X ,Y ) es cerra-
da bajo extensiones, se tiene Kn ∈ G (X ,Y ) y, por tanto G (X ,Y )-
pd(Kn) ≤ n.
Si M y M ′′ tienen G (X ,Y )-dimensio´n proyectiva finita, por el teorema
3.2.10 tenemos que Kn, K
′′
n ∈ G (X ,Y ), y como G (X ,Y ) es cerrada
bajo nu´cleos de epimorfismos se tiene K ′n ∈ G (X ,Y ) y, por tanto,
G (X ,Y )- pd(K ′n) ≤ n.
Corolario 3.2.13. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a izquierda. Si 0 → M ′ → M → M ′′ → 0
es una sucesio´n exacta donde los tres objetos tienen G (X ,Y )-dimensio´n
proyectiva finita, entonces:
1. Si G (X ,Y )- pd(M) 6= G (X ,Y )- pd(M ′′) entonces
G (X ,Y )- pd(M ′) = ma´x{G (X ,Y )- pd(M),G (X ,Y )- pd(M ′′)− 1}.
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2. Si G (X ,Y )- pd(M ′′) 6= G (X ,Y )- pd(M ′) + 1 entonces
G (X ,Y )- pd(M) = ma´x{G (X ,Y )- pd(M ′),G (X ,Y )- pd(M ′′)}.
3. Si G (X ,Y )- pd(M) 6= G (X ,Y )- pd(M ′) entonces
G (X ,Y )- pd(M ′′) = ma´x{G (X ,Y )- pd(M ′) + 1,G (X ,Y )- pd(M)}.
Demostracio´n. Para probar este resultado usaremos la caracterizacio´n del
corolario 3.2.11.
1. Si G (X ,Y )- pd(M) < G (X ,Y )- pd(M ′′) = n entonces existe Y ∈ Y
tal que Extn(M ′′, Y ) 6= 0, as´ı considerando los te´rminos superiores de la
sucesio´n exacta larga asociada a la sucesio´n 0→M ′ →M →M ′′ → 0
por el funtor Hom(−, Y );
· · · → Extn−1(M,Y )→ Extn−1(M ′, Y )→ Extn(M ′′, Y )→
→ Extn(M,Y )︸ ︷︷ ︸
0
→ Extn(M ′, Y )︸ ︷︷ ︸
0
→ Extn+1(M ′′, Y )︸ ︷︷ ︸
0
→ · · ·
tenemos que Extn−1(M ′, Y ) 6= 0 por ser Extn(M ′′, Y ) 6= 0, por tanto
G (X ,Y )- pd(M ′, Y ) = n− 1.
Si G (X ,Y )- pd(M ′′) < G (X ,Y )- pd(M) = n entonces existe Y ∈ Y
tal que Extn(M,Y ) 6= 0, as´ı considerando los te´rminos superiores de la
sucesio´n exacta larga asociada a la sucesio´n 0→M ′ →M →M ′′ → 0
por el funtor Hom(−, Y );
· · · → Extn(M ′′, Y )︸ ︷︷ ︸
0
→ Extn(M,Y )→ Extn(M ′, Y )→
→ Extn+1(M ′′, Y )︸ ︷︷ ︸
0
→ Extn+1(M,Y )︸ ︷︷ ︸
0
→ Extn+1(M ′, Y )︸ ︷︷ ︸
0
→ · · ·
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tenemos que Extn(M ′, Y ) ∼= Extn(M,Y ) 6= 0, por tanto G (X ,Y )-
pd(M ′, Y ) = n.
2. Si G (X ,Y )- pd(M ′′) < G (X ,Y )- pd(M ′) + 1 = n+ 1 entonces existe
Y ∈ Y tal que Extn(M ′, Y ) 6= 0, as´ı considerando los te´rminos supe-
riores de la sucesio´n exacta larga asociada a la sucesio´n 0 → M ′ →
M →M ′′ → 0 por el funtor Hom(−, Y );
· · · → Extn(M ′′, Y )→ Extn(M,Y )→ Extn(M ′, Y )→
→ Extn+1(M ′′, Y )︸ ︷︷ ︸
0
→ Extn+1(M,Y )︸ ︷︷ ︸
0
→ Extn+1(M ′, Y )︸ ︷︷ ︸
0
→ · · ·
tenemos que Extn(M,Y ) 6= 0 por ser Extn(M ′, Y ) 6= 0, por tanto
G (X ,Y )-pd(M,Y ) = n.
Si G (X ,Y )- pd(M ′)+1 < G (X ,Y )- pd(M ′′) = n entonces existe Y ∈
Y tal que Extn(M ′′, Y ) 6= 0, as´ı considerando los te´rminos superiores
de la sucesio´n exacta larga asociada a la sucesio´n 0 → M ′ → M →
M ′′ → 0 por el funtor Hom(−, Y );
· · · → Extn−1(M ′, Y )︸ ︷︷ ︸
0
→ Extn(M ′′, Y )→ Extn(M,Y )→
→ Extn(M ′, Y )︸ ︷︷ ︸
0
→ Extn+1(M ′′, Y )︸ ︷︷ ︸
0
→ Extn+1(M,Y )︸ ︷︷ ︸
0
→ · · ·
tenemos que Extn(M,Y ) ∼= Extn(M ′′, Y ) 6= 0, por tanto G (X ,Y )-
pd(M,Y ) = n.
3. Si G (X ,Y )- pd(M) < G (X ,Y )- pd(M ′) = n entonces existe Y ∈ Y
tal que Extn(M ′, Y ) 6= 0, as´ı considerando los te´rminos superiores de la
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sucesio´n exacta larga asociada a la sucesio´n 0→M ′ →M →M ′′ → 0
por el funtor Hom(−, Y );
· · · → Extn(M,Y )︸ ︷︷ ︸
0
→ Extn(M ′, Y )→ Extn+1(M ′′, Y )→
→ Extn+1(M,Y )︸ ︷︷ ︸
0
→ Extn+1(M ′, Y )︸ ︷︷ ︸
0
→ Extn+2(M ′′, Y )︸ ︷︷ ︸
0
→ · · ·
tenemos que Extn+1(M ′′, Y ) ∼= Extn(M ′, Y ) 6= 0, por tanto G (X ,Y )-
pd(M ′′, Y ) = n+ 1.
Si G (X ,Y )- pd(M ′) < G (X ,Y )- pd(M) = n entonces existe Y ∈ Y
tal que Extn(M,Y ) 6= 0, as´ı considerando los te´rminos superiores de la
sucesio´n exacta larga asociada a la sucesio´n 0→M ′ →M →M ′′ → 0
por el funtor Hom(−, Y );
· · · → Extn(M ′′, Y )→ Extn(M,Y )→ Extn(M ′, Y )︸ ︷︷ ︸
0
→
→ Extn+1(M ′′, Y )︸ ︷︷ ︸
0
→ Extn+1(M,Y )︸ ︷︷ ︸
0
→ Extn+1(M ′, Y )︸ ︷︷ ︸
0
→ · · ·
tenemos que Extn(M ′′, Y ) 6= 0 por ser Extn(M,Y ) 6= 0, por tanto
G (X ,Y )-pd(M ′′, Y ) = n.
Notemos que si X es una subcategor´ıa de una categor´ıa abeliana A
que es auto-ortogonal, cerrada bajo sumas directas finitas y cerrada bajo
nu´cleos de epimorfismos, tenemos que G (X ) = G (X ,X ) cumple todos los
resultados vistos hasta ahora. Y adema´s:
Proposicio´n 3.2.14. Sea X una subcategor´ıa de una categor´ıa abeliana A
tal que X es auto-ortogonal, cerrada bajo sumas directas finitas y cerrada
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bajo nu´cleos de epimorfismos. Dado M de A , siX - pd(M) es finita entonces
X - pd(M) = G (X )- pd(M).
Demostracio´n. Es claro que X ⊆ G (X ), luego X -pd(M) ≥ G (X )-
pd(M).
Para ver que son iguales procedemos por induccio´n sobreX - pd(M) = n.
Si n = 0, tenemos que M ∈X ⊆ G (X ).
Supongamos que n ≥ 1. Como X - pd(M) = n, existe la sucesio´n exacta
0→ Xn → · · · → X0 →M → 0
con Xi ∈ X . Si consideramos K = Ker(X0 → M), tenemos la sucesio´n
exacta 0→ K → X0 →M → 0 conX - pd(K) ≤ n−1, si fueraX - pd(K) =
m < n− 1 podr´ıamos encontrar la sucesio´n exacta 0→ X ′m → · · · → X ′0 →
K → 0 con X ′i ∈X y tendr´ıamos la sucesio´n exacta
0→ X ′m → · · · → X ′0 → X0 →M → 0,
es decir,X - pd(M) ≤ m+1 < n que es una contradiccio´n, luegoX - pd(K) =
n− 1. Entonces, por hipo´tesis de induccio´n, G (X )- pd(K) = n− 1 y, por el
teorema 3.2.10, tenemos que G (X )- pd(M) = n.
Teorema 3.2.15. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a izquierda, G (X ) ⊆ G (X ,Y ) y X ⊆ Y .
Entonces, dado M de A ;
1. Si G (X )-pd(M) es finita entonces G (X ,Y )-pd(M) = G (X )-pd(M).
2. Si X - pd(M) es finita entonces G (X ,Y )- pd(M) = X - pd(M).
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Demostracio´n. Por la proposicio´n 3.2.14, 2. es consecuencia directa de 1.
De esta forma, probaremos 1. usando induccio´n sobre n = G (X )- pd(M).
Si n = 0 no hay nada que probar por hipo´tesis.
Si n = 1, por el teorema 3.2.6, existe una sucesio´n exacta
0→ X → E →M → 0
con X ∈X y E ∈ G (X ). Si G (X ,Y )- pd(M) = 0 entonces 0→ X → E →
M → 0 es Hom(−,Y )-exacta, y comoX ⊆ Y , en particular es Hom(−, X)-
exacta, lo que quiere decir que es escindida, y por tanto M ∈ G (X ), lo que
es una contradiccio´n.
Sea n = X - pd(M) > 1. Entonces existe la sucesio´n exacta
0→ K → E →M → 0
con G (X )- pd(K) = n − 1. Aplicando hipo´tesis de induccio´n G (X ,Y )-
pd(K) = n− 1 y, por el teorema 3.2.10, G (X ,Y )- pd(M) = n.
3.3. Dimensio´n (X ,Y )-Gorenstein inyectiva
Todos los resultados de la seccio´n anterior tiene su versio´n dual referente a
la dimensio´n G (X ,Y )-inyectiva cuya demostracio´n no va ma´s alla´ de repetir
los argumentos dualizando las ideas correspondientes. Por eso hemos incluido
esta seccio´n en la que damos las versiones duales a las que nos referimos, pero
no redactamos ninguna demostracio´n.
Definicio´n 3.3.1. Sean X e Y subcategor´ıas de una categor´ıa abeliana A .
Diremos que la G (X ,Y )-dimensio´n inyectiva de un objeto M ∈ A es menor
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o igual que n, y notaremos G (X ,Y )- id(M) ≤ n, si existe una sucesio´n
exacta
0→M → G0 → G1 → · · · → Gn−1 → Gn → 0
con Gi ∈ G (X ,Y ) para todo i ∈ {0, 1, . . . , n}. Si n es el menor entero no
negativo por el que existe esta sucesio´n entonces G (X ,Y )- id(M) = n.
Proposicio´n 3.3.2. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-compatible a derecha. Dado M de A , si G (X ,Y )-
id(M) es finita entonces M admite una Y -resolucio´n exacta. Adema´s se
tiene que M ∈ ⊥Y .
Proposicio´n 3.3.3. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a derecha. Entonces dado un M de A
se tiene, G (X ,Y )- id(M) ≤ n si, y solamente si, existe la sucesio´n exacta
0→ G→ P →M → 0 con G ∈ G (X ,Y ) y P admite una X -corresolucio´n
exacta de longitud n.
Proposicio´n 3.3.4. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a derecha. Entonces dado un M en A
se tiene, G (X ,Y )- id(M) ≤ n si, y solamente si, existe la sucesio´n exacta
0 → G → P → M → 0 con G ∈ G (X ,Y ) y existe una sucesio´n exacta
0→ P → X0 → · · · → Xn → 0 con todo Xi ∈X .
Teorema 3.3.5. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a derecha. Para todo objeto M de A y todo
entero n ≥ 1, si G (X ,Y )- id(M) ≤ n entonces existe una sucesio´n exacta
0→M → G→ P → 0, con G ∈ G (X ,Y ) y P admite una X -corresolucio´n
exacta de longitud n− 1. Adema´s, P ∈ ⊥G (X ,Y ).
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Corolario 3.3.6. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a derecha. Todo objeto de A con G (X ,Y )-
dimensio´n inyectiva finita tiene una G (X ,Y )-preenvolvente especial.
Corolario 3.3.7. SeanX e Y subcategor´ıas de una categor´ıa abeliana A ta-
les que (X ,Y ) es G-perfecto a derecha. Si un objeto M de A con G (X ,Y )-
dimensio´n inyectiva finita entonces G (X ,Y )- id(M) ≤ n si, y solo si, M
admite una G (X ,Y )-corresolucio´n exacta de longitud n.
Proposicio´n 3.3.8. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a derecha. Si existe una sucesio´n exacta y
Hom(X ,−)-exacta 0→ M → G→ G′ → 0 con G,G′ ∈ G (X ,Y ) entonces
M ∈ G (X ,Y ).
Teorema 3.3.9. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a derecha. Para un objeto M de A con
G (X ,Y )- id(M) finita son equivalentes:
1. G (X ,Y )- id(M) ≤ n
2. Exti(X,M) = 0 para todo i > n y todo X ∈X .
3. Dada la sucesio´n exacta
0→M → G0 → G1 → · · ·
con Gi ∈ G (X ,Y ) para todo i ≥ 0, se tiene Coker(Gi−1 → Gi) ∈
G (X ,Y ) para todo i ≥ n− 1.
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Corolario 3.3.10. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a derecha. Si M es un objeto de A con
G (X ,Y )-dimensio´n inyectiva finita entonces
G (X ,Y )- id(M) = sup{i ∈ N : Exti(X,M) 6= 0 para algu´n X ∈X }.
Proposicio´n 3.3.11. Sean X e Y subcategor´ıas de una categor´ıa abeliana
A tales que (X ,Y ) es G-perfecto a derecha. Si 0→M ′ →M →M ′′ → 0 es
una sucesio´n exacta donde dos de los tres objetos tienen G (X ,Y )-dimensio´n
inyectiva finita, entonces el tercero tambie´n, y adema´s:
1. G (X ,Y )- id(M ′′) ≤ ma´x{G (X ,Y )- id(M),G (X ,Y )- id(M ′) − 1} ,
y se tiene la igualdad si G (X ,Y )- id(M) 6= G (X ,Y )- id(M ′′).
2. G (X ,Y )- id(M) ≤ ma´x{G (X ,Y )- id(M ′),G (X ,Y )- id(M ′′)}, y se
tiene la igualdad si G (X ,Y )- id(M ′′) + 1 6= G (X ,Y )- id(M ′).
3. G (X ,Y )- id(M ′) ≤ ma´x{G (X ,Y )- id(M ′′) + 1,G (X ,Y )- id(M)}, y
se tiene la igualdad si G (X ,Y )- id(M) 6= G (X ,Y )- id(M ′).
Proposicio´n 3.3.12. Sea Y una subcategor´ıa de una categor´ıa abeliana A
tal que Y es auto-ortogonal, cerrada bajo sumas directas finitas y cerrada bajo
conu´cleos de monomorfismos. Dado M de A , si Y - id(M) es finita entonces
Y - id(M) = G (Y )- id(M).
Teorema 3.3.13. Sean X e Y subcategor´ıas de una categor´ıa abeliana A
tales que (X ,Y ) es G-perfecto a derecha, G (Y ) ⊆ G (X ,Y ) e Y ⊆ X .
Entonces, dado M de A ;
1. Si G (Y )- id(M) es finita entonces G (X ,Y )- id(M) = G (Y )- id(M).
2. Si Y - id(M) es finita entonces G (X ,Y )- id(M) = Y - id(M).
113
Bibliograf´ıa
[1] Luchezar L. Avramov y Alex Martsinkovsky, Absolute, relative, and
Tate cohomology of modules of finite Gorenstein dimension, Proc. Lon-
don Math. Soc. 85 (2) (2002), 393-440.
[2] Driss Bennis, Juan Ramo´n Garc´ıa Rozas y Luis Oyonarte, Relative
Gorenstein dimensions, Mediterr. J. Math. 13 (2016), 65-91.
[3] Driss Bennis y Najib Mahdou, Global Gorenstein dimensions, Proc.
Amer. Math. Soc. 138 (2) (2010), 461-465.
[4] Henri Cartan y Samuel Eilenberg, Homological algebra, Princeton Uni-
versity Press 1956.
[5] Lars Winther Christensen y Sean Sather-Wagstaff, Transfer of Gorens-
tein dimensions along ring homomorphisms, J. Pure Appl. Algebra 214
(6) (2010), 982-989.
[6] Edgar E. Enochs, Injective and flat covers, envelopes and resolvents,
Israel J. Math. 39 (1981), 189-209.
[7] Edgar E. Enochs y Overtoun M.G. Jenda, Gorenstein injective and flat
dimensions, Math. Japon. 44 (2) (1996), 261-268.
114
[8] Edgar E. Enochs y Overtoun M.G. Jenda, Gorenstein injective and
projective modules, Math. Z. 220 (1995), 611-633.
[9] Edgar E. Enochs y Overtoun M.G. Jenda, Relative homological alge-
bra, Walter de Gruyter, 2000.
[10] Edgar E. Enochs y Overtoun M.G. Jenda, Ω-Gorenstein projective and
flat covers and Ω-Gorenstein injective envelopes, Comm. Alg. 32 (4)
(2004), 1453-1470
[11] Edgar E. Enochs, Overtoun M.G. Jenda y J. Xu, Covers and envelopes
over Gorenstein rings, Tsukuba J. Math. 20 (2) (1996), 487-503.
[12] Edgar E. Enochs y Juan Antonio Lo´pez-Ramos, Gorenstein injective
envelopes and covers over n-perfect rings, Quaest. Math. 30 (1) (2007),
35-44.
[13] Yuxian Geng y Nanqing Ding, W-Gorenstein modules, J. Algebra 325
(2011), 132-146.
[14] Henrik Holm, Gorenstein homological dimensions, J. Pure Appl. Alge-
bra 189 (2004), 167-193.
[15] Henrik Holm, Rings with finite Gorenstein injective dimension, Proc.
Amer. Math. Soc. 132 (5) (2003),1279-1283.
[16] H. Holm y P. J/orgensen, Semi-dualizing modules and related Gorens-
tein homological dimensions, J. Pure Appl. Algebra 205 (2006), 423-
445.
115
[17] Zenfeng Liu, Zhaoyong Huang y Aimin Xu, Gorenstein projective
dimension relative to a semidualizing bimodule, Comm. Algebra 41
(2013), 1–18.
[18] Barry Mitchell, Theory of categories, Academic Press Inc. 1965.
[19] Sean Sather-Wagstaff, Tirdad Sharif y Diana White, Stability of Go-
renstein categories, J. London Math. Soc. 77 (2) (2008), 481-502.
[20] Bo Stenstro¨m, Rings of quotients, Springer-Verlag, 1975.
[21] D. White, Gorenstein projective dimension with respect to a semidua-
lizing module, J. Comm. Algebra 2 (2010), 111-137.
116
