Classification of remotely sensed imagery for land-cover mapping purposes has attracted significant attention from researchers and practitioners. Numerous studies conducted over several decades have investigated a broad array of input data and classification methods. However, this vast assemblage of research results has not been synthesized to provide coherent guidance on the relative performance of different classification processes for generating land cover products. To address this problem, we completed a statistical meta-analysis of the past 15 years of research on supervised per-pixel image classification published in five high-impact remote sensing journals. The two general factors evaluated were classification algorithms and input data manipulation as these are factors that can be controlled by analysts to improve classification accuracy. The meta-analysis revealed that inclusion of texture information yielded the greatest improvement in overall accuracy of land-cover classification with an average increase of 12.1%. This increase in accuracy can be attributed to the additional spatial context information provided by including texture. Inclusion of ancillary data, multi-angle and time images also provided significant improvement in classification overall accuracy, with 8.5%, 8.0%, and 6.9% of average improvements, respectively. In contrast, other manipulation of spectral information such as index creation (e.g. Normalized Difference Vegetation Index) and feature extraction (e.g. Principal Components Analysis) offered much smaller improvements in accuracy. In terms of classification algorithms, support vector machines achieved the greatest accuracy, followed by neural network methods. The random forest classifier performed considerably better than the traditional decision tree classifier. Maximum likelihood classifiers, often used as benchmarking algorithms, offered low accuracy. Our findings will help guide practitioners to decide which classification to implement and also provide direction to researchers regarding comparative studies that will further solidify our understanding of different classification processes. However, these general guidelines do not preclude an analyst from incorporating personal preferences or considering specific algorithmic benefits that may be pertinent to a particular application.
Introduction
Remote sensing science offers a unique environmental monitoring capability that covers extensive geographical areas in a cost efficient manner while capturing irreplaceable information on the Earth's land, atmosphere and oceans. Remote sensing products play an integral role in numerous applications, for example carbon emission monitoring (Birdsey et al., 2013; DeFries et al., 2002; Myneni et al., 2001; Schwalm et al., 2012) , forest monitoring (Asner et al., 2006; Gong et al., 2013; Hansen et al., 2008 Hansen et al., , 2013 Myneni et al., 2007; Potapov et al., 2015; Townshend et al., 2012) , medical science and epidemiology studies (Evans et al., 2013; Gilbert et al., 2008; Liu & Weng, 2012; Lobitz et al., 2000) land change detection (Giustarini et al., 2013; Grekousis, Mountrakis, & Kavouras, 2015; Hussain, Chen, Cheng, Wei, & Stanley, 2013; Lambin & Meyfroidt, 2011; Rindfuss, Walsh, Turner, Fox, & Mishra, 2004) , natural hazard assessment (Fialko, Sandwell, Simons, & Rosen, 2005; Khatami & Mountrakis, 2012) , agriculture and water/ wetland monitoring (Alcantara, Kuemmerle, Prishchepov, & Radeloff, 2012; Anderson, Allen, Morse, & Kustas, 2012; Hong et al., 2012; Ogilvie et al., 2015) , climate dynamics (Keegan, Albert, McConnell, & Baker, 2014; Knyazikhin et al., 2013; McMenamin, Hadly, & Wright, 2008; Syed, Famiglietti, Chambers, Willis, & Hilburn, 2010) , and biodiversity studies (Asner et al., 2009; Mendenhall, Sekercioglu, Brenes, Ehrlich, & Daily, 2011; Nagendra & Gadgil, 1999; Skidmore et al., 2015) .
Remote sensing image classification is the process that converts remotely sensed imagery to usable products. In this manuscript we focus on classification processes for creating land-cover maps. Landcover mapping using satellite or airborne imagery has increased exponentially over the past decades, partially due to improved data availability and accessibility (Yu et al., 2014) . Land-cover mapping is a complicated process with numerous factors influencing the quality of the final product. An image analyst has to select from a plethora of options including image type, classification algorithm, training/validation data, input features, pre-and post-processing techniques, ancillary data, and target classes. To make these decisions image analysts are typically drawing on their individual experience and expertise as opposed to the collective knowledge of the field.
The remote sensing community has undertaken considerable efforts to improve land-cover map accuracy. The majority of published research papers demonstrate the validity of their suggested improvements by comparing the accuracy of the proposed classification processes with that of an existing process. Due to the considerable work associated with reference data creation and the limited scope of most studies, the accuracy results reported in these studies are commonly limited to single sites with testing performed on reference data from a single image. Such comparisons are too limited to infer general guidelines for selecting a suitable process to produce highly accurate maps (Stehman, 2006) . Moreover, in many cases different studies report conflicting results even when comparing similar classification methods, and inferring general recommendations from these individual studies in isolation is challenging. Consequently, questions such as "Which classification process is the most promising among a set of processes?" and "What is the expected improvement in accuracy?" have not been answered despite extensive work on classification methods. The objective of our research is to synthesize the collective knowledge of the remote sensing community, as represented by results in peer-reviewed journal articles, to identify which classification processes offer the most promising improvements in accuracy of supervised pixel-based land-cover classification. The analysis is focused on two general factors that can be controlled by analysts to improve classification accuracy, classification algorithms and input data manipulation.
Past review articles have provided useful descriptive summaries of methods and procedures of image classification. For example, Lu and Weng (2007) and Weng (2012) discussed details of major image classification approaches and their main steps, classification accuracy improvement techniques and issues affecting classification performance. Cihlar (2000) and Franklin and Wulder (2002) investigated mapping strategies used in large area land-cover classification and related issues such as multi-time/angle and multiple sensors, geometric processing, and radiometric scaling. Smits, Dellepiane, and Schowengerdt (1999) introduced a quality assessment protocol for land-cover mapping in the context of project requirements and economic cost of error. Wilkinson (2005) utilized scatter plots to investigate the relationship between classification accuracy and date of publication, number of classes, dimensions of feature space, spatial resolution, size of study area and neural network classifiers. Yu et al. (2014) also used scatter plots to investigate the relationship between classification accuracy and date of publication, size of study area, and classification system complexity and report the estimated average overall accuracy and its corresponding standard error for different sensors and classification algorithms. These previous review studies focused on descriptive results and direct comparisons were not targeted to attribute accuracy improvements to individual features of the classification process. A distinguishing feature of the meta-analysis that we implemented is that we synthesized the results of those studies that provided direct one-to-one comparisons of different classification processes. Consequently, our matched-pairs analysis controls for potential confounding factors such as different sites, legends, landscape complexities and reference data that would complicate our ability to fairly compare performance of different classification processes.
Protocol for selecting sample of articles
The comparisons among classification processes presented in this work were extracted from peer-reviewed articles published between 1998 and 2012 in five high-impact remote sensing journals: Remote Sensing of Environment, ISPRS Journal of Photogrammetry and Remote Sensing, IEEE Transactions on Geoscience and Remote Sensing, International Journal of Remote Sensing, and Photogrammetric Engineering and Remote Sensing. To identify recent findings while keeping the workload at manageable levels, our search focused on articles within the fifteen-year period, from 1998 to 2012. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) (Moher et al., 2009 ) was followed for article selection. Fig. 1 describes the selection process (see appendix Table S1 for a detailed PRISMA statement). The following criteria were applied to select relevant articles:
(1) Articles were limited to land-cover mapping. Articles using nonspatial images, images not covering the earth's surface, or simulated data were not included. (2) Only articles containing supervised per-pixel classification techniques were included. "Soft" classification techniques, where land-cover proportions were estimated for each pixel, with hardened results (i.e. assigning a single label to each pixel) were included. (3) Articles were required to contain two or more classification processes of the same image(s) using the same training dataset where the only differentiating factor was that either two different classification algorithms were used or an input data enhancement method was added to the first classification process. This allowed isolation of any effect in overall accuracy to a single contributing factor. This is a very important point that was critical in article selection process. Differences in classification tasks including different sites or images, target classes, landscape complexities, and reference data can affect performance of the classification processes. If the classifiers were not applied to the same case study it would be difficult to determine if the differences in overall accuracies were due to the performance of the classification processes or because they had been applied to two different classification scenarios with different levels of difficulty. Consequently, the selected articles and analyses were limited to those studies that compared two or more classification processes based on the same case study (i.e., same image(s), training and test data, and target classes). (4) Articles included a quantitative accuracy assessment that reported overall accuracy (OA). OA was selected over other accuracy measures because it is most frequently reported and thus would result in a larger sample size of articles. (5) Accuracy assessment results were based on reference data that were independent of data used in the training phase of the classification. (6) Accuracy assessment results were based on per-pixel comparisons between the map labels and the reference labels. The Scopus database reported 15,913 articles published by the five aforementioned journals over the 1998-2012 year period. An automated general query was designed to remove most of the unrelated articles and to extract articles that were more likely to satisfy the selection criteria. Multiple queries were tested by trial and error on some randomly sampled journal issues. Queries were applied on article title, abstract, and keywords. Recall of queries and number of articles returned were considered to determine the appropriate query. Recall was defined as the percent of the articles that could be used in the research returned by the query. The final query was as shown in Table 1 where "OR" operator was applied among expressions inside each column.
The automated query scanned the 15,913 articles and returned 2410 articles. These 2410 articles were then manually examined and 266 were found to satisfy the selection criteria. Of these 266 articles, 157 articles included comparisons of classification algorithms and 162 articles included comparisons of data enhancement methods (articles may include both categories).
A database of comparisons was constructed based on the 266 articles. Each row of the database corresponded to one extracted comparison among classification processes in one article. A comparison was included if two or more classifications were evaluated in the same case study, which the classifications differed by only one factor (either different classification algorithms were used or an input data enhancement method was added to the first classification process). For example, if in one article the same image was classified once with a maximum likelihood classifier and once with a neural network classifier, these two classifications formed one row (i.e., one comparison) in the database. It is possible that an article included several comparisons, as for example, when several classification processes were applied to different case studies. In addition, if an article included several versions of the same general classification process used to classify the same input data, only the version with the highest OA was used in the metaanalysis. For example, a spectral band selection study could investigate different combinations of bands or a study of a neural network classifier could include different numbers of hidden layers.
Features of the classification process evaluated
This research focused on two primary features of the classification process. For the analysis of different classification algorithm families, the classifications belonging to the same classifier family were grouped together. For example, all Support Vector Machines (SVM) (Cortes & Vapnik, 1995; Mountrakis, Im, & Ogole, 2011) variants comprised the SVM category. This aggregation of techniques created sufficient sample sizes of articles to represent the classifier families while preserving the major algorithmic differences. The second major component of the analysis was the assessment of the procedures used to enhance the input data to the classification algorithm. The input data enhancement categories included the following: Improves Classifier "Sub-pixel" "Error matrix" Classifications "Error matrices" Classifiers "Confusion matrix" Mapping "Confusion matrices" Training related to frequency of tonal change in an image and represents the degree of roughness of land-cover materials (Franklin & Wulder, 2002) . Usually, a texture value for a pixel is calculated using a mathematical function incorporating tonal values inside a window centered at that pixel. Selection of appropriate window size is critical to texture extraction. The ability of texture to discriminate different land covers depends on the image spatial resolution and structural differences within and between land-cover classes (Chen, Stow, & Gong, 2004 ). -Ancillary data: This category included comparisons where in the second classification process ancillary data or information extracted from these data were incorporated directly as additional classification explanatory variables to the first classification. Use of ancillary data to pre-process an image did not fall under this category. Numerous ancillary datasets can enhance classification performance. Common examples include topographic data such as digital elevation models, slope, aspect layers (Carpenter et al., 1999; Chang et al., 2007; Schmidt et al., 2004; Sesnie, Gessler, Finegan, & Thessler, 2008) , geological layers (Sluiter & Pebesma, 2010) , data from active sensors such as synthetic aperture radar (Held, Ticehurst, Lymburner, & Williams, 2003; Kuplich, Freitas, & Soares, 2000) or LiDAR (Geerling, Labrador-Garcia, Clevers, Ragas, & Smits, 2007) , and data from passive sensors (Su, Chopping, Rango, Martonchik, & Peters, 2007a; Watts, Powell, Lawrence, & Hilker, 2011 ). the second classification process an image pre-processing was added to the first classification process. Image pre-processing is a common way to improve classification accuracy. Radiometric correction is a very commonly used pre-processing technique. Atmospheric correction (Chavez, 1996; Fukushima et al., 1998; Huang, Gong, Clinton, & Hui, 2008; Richter, 1997; Song, Woodcock, Seto, Lenney, & Macomber, 2001 ) is a radiometric correction process that reduces atmosphere effects from observed radiance. Spatial low pass or smoothing filters are additional methods to decrease intra-class variability and random noise (Rio & Lozano-García, 2000; Tottrup, 2004) . Examples of other radiometric corrections include continuum removal (Clark & Roush, 1984; Youngentob et al., 2011) and sun distance and elevation correction (Lillesand et al., 2004, Chapter 7) . Pan sharpening is an example of pre-processing (Taylor, Kumar, & Reid, 2010) along with geometric corrections to normalize for topographic effects (Colby & Keating, 1998; Ranson, Sun, Kharuk, & Kovacs, 2001; Ricchetti, 2000) . -Spectral indices: This category included comparisons where in the second classification process spectral indices were added as additional explanatory variables to the first classification. Spectral indices are frequently used in remote sensing image classification (Dash et al., 2007; Dymond, Mladenoff, & Radeloff, 2002; Mountrakis, Watts, Luo, & Wang, 2009; Tsai & Philpot, 2002) due to their ability to target specific land cover classes and to reduce the effect of variable band representation (e.g., due to illumination or atmospheric differences). Indices are usually calculated through arithmetic combinations of different spectral bands. In this research any combination of original bands based on a pre-determined formula was considered an index. The underlying principle is that indices can discriminate target classes if an appropriate combination of bands is selected. The Normalized Difference Vegetation Index (NDVI) (Carlson & Ripley, 1997) This general categorization of enhancement methods made it possible to have a sufficiently large sample of articles to conduct statistical tests. Other general enhancement methods such as post-classification processing and classifier fusion were not included in the analyses due to their small sample size.
Meta-analysis of classification processes
Our meta-analysis investigated independently two features of the classification process: 1) the image classification algorithms and 2) enhancement methods for the input data to the classification algorithm. The difference between the overall accuracies of two classification processes compared in an article was used as the statistical measure of the effect size evaluated by the meta-analysis. For the analysis of different classification algorithm families, this effect size equals the difference between overall accuracies of the two classifier families. Comparisons between two "classifier families" were based on articles in which results were reported directly comparing two different classifiers using the same input dataset (e.g., the same image was classified once by a maximum likelihood classifier and then by a neural network classifier using identical training and validation datasets). Because different articles examined different sets of classifiers, it was not possible to define one classifier as a benchmark for all comparisons. Consequently, all possible pairwise comparisons of classifier families were evaluated. To distinguish the two classifiers of each pairwise comparison in the description of results, the classifier with the smaller mean OA (less accurate) is called the "first" classifier and the other more accurate classifier of the pair is identified as the "second" classifier.
For the assessment of input data enhancement categories, effect size equals the difference between overall accuracies of the process without enhancement (i.e., the baseline classification) and the process with the enhancement category. Again, comparisons were based on the sample of published articles in which for each study both the with-and without-enhancement classifiers were subject to identical training and validation datasets (e.g., the same image is classified by a fixed classifier once without pre-processing and once with pre-processing). A positive effect size implies an improvement in overall accuracy through addition of the specified enhancement method relative to the baseline classification without the enhancement.
Several comparisons of different classification processes may be contained within the same article and in such cases it would be questionable to consider each of these comparisons as independent in the meta-analysis. Typically comparisons within the same article shared common input data and analyst(s). For those articles containing several comparisons, all comparisons from the article that belonged to the same category were replaced by their mean effect size (i.e., the difference in overall accuracy). For example, to estimate mean effect size obtained by "Texture" for the high spatial resolution sub-category (Table 4) , all the comparisons for this sub-category were extracted, mean effect sizes within each article were estimated, and then the mean effect size over all articles was calculated. This approach is standard practice in meta-analysis in which a single measure from each study is contributed to each analysis.
Wilcoxon signed-rank median tests were used for both pairwise comparison of classifier families and examination of the isolated effect Results are shown for all comparisons even with the number of sampled articles b5 to provide an indication of results but with the recognition that there are too few studies to permit reliable assessment. The "-"indicates that information cannot be calculated. Because of small sample size the first and third quartiles were not estimated for comparisons in which the number of sampled articles was below 5 and these cases are shown as "*".
of each input data enhancement category. For pairwise comparison of classifier families, the null hypothesis was "equality of classifiers" and the alternative hypothesis was "inequality of classifiers". For the assessment of input data enhancement categories, the null hypothesis was "zero effect size" and the alternative hypothesis was "positive effect size". The alternative hypothesis was chosen to be one-sided to examine if a given enhancement category improved classification accuracy. For both cases, number of articles (sample size), mean OA of the first (less accurate) classification or baseline classification, mean, median, first and third quartiles of the effect size (difference in OA between two classification processes), standard error of mean effect size, and p-values of the Wilcoxon signed-rank median test are reported. A positive effect size represents the mean improvement in overall accuracy achieved by the second classifier (Table 2) or by the enhancement method (Tables 3 and 4 ). In addition, the number of articles or studies with mean effect size greater than zero is reported. This number corresponds to the article total where the second process performed better than the first process.
To investigate whether the effect size of a given enhancement category varied for different sensor conditions, sensors were categorized into Space-borne, Air-borne, and Active. Furthermore, Space-borne sensors were sub-categorized based on their spatial and spectral resolution. Spatial resolution was split into High (b 10 m), Medium (10 m to 100 m), and Low (N 100 m). Spectral resolution was categorized into High (more than 10 bands), Medium (between 5 to 10 bands), and Low (fewer than 5 bands) ( Table 4) .
Comparisons between different input data enhancement categories required accounting for the fact that the mean effect size of each enhancement method depended on the mean overall accuracy of the baseline classification for the case studies investigating that method. For example, if the case studies of one enhancement method had a mean OA of 90% for the baseline classification whereas another method had a mean OA of 70% for its baseline classification, the enhancement method with the 90% baseline mean OA would have more difficulty improving accuracy relative to this baseline. Because different enhancement methods were not implemented on the same set of case studies, comparison of effect sizes for different enhancement methods must be adjusted for different mean baseline overall accuracies. Analysis of Covariance (ANCOVA) using overall accuracy of the baseline classification as the covariate provides the needed adjustment. ANCOVA compares mean effect size for each enhancement method adjusted to a common baseline OA. Because the comparison may vary depending on the choice of OA to which the adjustment is made, we report the results of the ANCOVA for three levels of baseline overall accuracy, 70%, 80%, and 90% (Table 5) . Thus the comparison of adjusted means evaluates differences in mean effect sizes if the first (baseline) classification has overall accuracy of 70%, 80%, and 90% (Table 5) . Pairwise comparisons of input data enhancement categories based on the adjusted mean effect sizes were evaluated using the Tukey-Kramer test to control experimentwise type I error rate at α = 0.05. Note that this ANCOVA approach was not needed in the comparison of classification algorithm families (Table 2) because of the matched-pair feature of those comparisons.
Results

Image classification algorithm
Because different articles compared different sets of classification algorithms, our meta-analysis of classifier families was conducted in a pairwise fashion. Table 2 presents the comparisons between pairs of classifier families. In Table 2 , the effect size is equal to the difference between overall accuracies of two classifier families. A positive effect size implies an improvement in overall accuracy by the second classifier relative to the first classifier.
SVM algorithms outperformed every other classifier family in the head-to-head pairwise comparisons (Table 2) . We elaborate on the details of the comparisons involving the SVM algorithms to illustrate how the results of the meta-analysis can be applied. SVM was directly compared to Maximum Likelihood (ML) (Strahler, 1980) in 30 case studies, and for 28 of those case studies SVM had higher overall accuracy than ML ( Table 2 ). The conditions represented by these 30 case studies span a variety of different types of imagery, reference data, sites, legends, etc., but there is a clear tendency for SVM to outperform ML over this set of studies. The effect size was greater than 1.9% in 75% of the case studies (i.e., first quartile for improvement in OA was 1.9 indicating that OA of SVM exceeded OA of ML by 1.9% or more), and in 25% of the case studies the effect size was 7.6% or greater (based on the third quartile effect size of 7.6%). The Table 2 results thus provide quantitative information on the general tendencies of relative performance of the two classifier families, SVM and ML, in terms of how often the second family (SVM) outperformed the first family (ML) of the pair as effect size quantifies the potential magnitude of improvement. Clearly these results are not necessarily predictive of the relative performance of SVM and ML in any specific application. Any specific application is tantamount to a single case study and the relative performance would be specific to the unique features of that application. To further explore individual case studies, we have provided a table listing all case studies for each pairwise comparison with the effect size and citation provided. For example, in the example of comparing SVM to ML, we may want to further examine the two case studies in which SVM did not outperform ML or we may want to examine the 25% of the case studies for which SVM had an effect size of 7.6% or greater. The appendix table provides the information needed to identify the articles that have this information and the details of the conditions of these case studies can be extracted from the original sources.
As a second illustration of the use of Table 2 , we consider the comparison of SVM with Neural Network (NN) (Rumelhart, Hinton, & Williams, 1986) . Unlike SVM versus ML in which SVM had higher OA in 28 of 30 case studies, SVM had higher OA than NN in only 14 out of 22 case studies. The improvement in OA achieved by SVM relative to NN was generally small with a mean effect size of 2.3%. The median effect size was only 0.8%, and the effect size of SVM exceeded 3.0% in only 25% of the case studies. Although these results suggest that SVM generally tended to outperform NN, these two classifier families were much more similar in performance than were SVM and ML. Once again more specific information regarding the conditions contributing to differences in performance can be extracted from the case studies comparing SVM to NN that were used to derive the general tendencies of performance. For example, SVM's advantage over NN slightly increased with higher spatial resolution and higher spectral resolution (Fig. 2) . H0: Median OA effect size = 0, H a : Median OA effect size N 0. The "-" means that information cannot be calculated or no sample is available. Because of small sample size the first and third quartiles were not estimated for comparisons in which the number of sampled articles was below 5 and these cases are shown as "*".
Table 5
Comparison of adjusted effect sizes (difference in overall accuracy) (%) for input data enhancement categories. (Breiman, 2001) , which is considered a Decision Tree (DT) (Brodley & Friedl, 1997) extension, performed better than DT in all nine articles in which they were compared with mean improvement in OA of 4.0%. Despite its simplicity, K-Nearest Neighbor (KNN) (Cover & Hart, 1967) generally performed as well or better than some of the more complex classifiers such as ML and DT. KNN was better than ML in 12 out of 17 comparisons (mean improvement of KNN of 1.3%) and KNN was better than DT in 6 out of 9 articles (mean improvement of 2.4%). This makes KNN a viable option when there are limitations of computational resources. Even though Minimum Distance has a similar concept to KNN, it did not work as well as KNN. The number of articles used for each pairwise comparison of classifier families shown in Table 2 provides a good indication of the strength of evidence for each comparison and identifies potential gaps in evidence in terms of absence of direct comparisons.
To illustrate results for some of the more important comparisons of classifier algorithm families, Fig. 3 displays scatterplots of the sample data for pairwise comparison of five main classifiers, ML, NN, KNN, SVM and DT. This figure illustrates the distribution of the overall accuracies for these pairs of classifiers and indicates the number of articles where one classifier works better than another. It can also help to interpret the magnitude of improvement for each sample article while considering the other classifier's accuracy.
Input data enhancement
The second part of our analysis investigated improvements in classification overall accuracy through different input data enhancement methods. Tables 3 and 4 provide the summary and test results of effect size of categories and sub-categories respectively. Some articles did not report spatial or spectral resolution and because many articles included multiple datasets, the number of samples of improvement categories in Table 3 is not equal to the sum of the number of samples of their subcategories in Table 4 .
Except for feature extraction, all other data enhancement methods demonstrated statistically significant improvements in overall accuracy (α = 0.05). The largest improvements resulted from inclusion of texture (mean of 12.1%), especially when spatial resolution increased (Table 4 ). All 31 sampled articles of inclusion of texture showed improvements in overall accuracy after adding textural information to their baseline classification processes. Inclusion of ancillary data, multi-angle imagery and multi-time imagery was the next most favorable input data enhancement methods yielding mean improvements of 8.5%, 8.0%, and 6.9% respectively. The three enhancement methods with the lowest effect size did not offer new sources of information. Pre-processing techniques are designed to enhance the quality of the original image and could enhance spectral quality of the signal. Inclusion of spectral indices and feature extraction achieved minor OA gains. Table 5 shows the adjusted least squares mean effect sizes and pairwise Tukey-Kramer comparisons from the ANCOVA at three predetermined levels of baseline classification OA. While Table 3 highlights comparisons between each input data enhancement category with its corresponding baseline classification, Table 5 focuses on comparisons between input data enhancement methods. The estimated effect size from inclusion of texture was the highest by a wide margin. The mean effect size achieved by including texture was 12.5% when OA of the baseline classification was 70%, and the effect size was still considerable (4.3%) even for high accuracy baseline classifications with 90% OA. Other methods also demonstrated effect sizes comparable to those documented in Table 3 . 
Conclusion and discussion
Satellite monitoring capabilities are essential to understand large scale environmental changes affecting climate, biodiversity and humans. Vast resources have been invested in satellite development, launch and product creation, and thousands of articles have evaluated image classification methods for producing land-cover maps. To date the results of these studies have not been synthesized to generate conclusive guidelines for selecting a land-cover classification process. Our work bridges this gap via a meta-analysis of peer-reviewed studies to statistically quantify improvement in accuracy achieved by different input data enhancements and classification algorithm choices. By identifying the current state-of-the-art, we provide pragmatic guidance, derived from years of published research, aiming to accelerate future processing and algorithmic developments that will yield further improvements in land-cover classification accuracy.
The main practical application of our results is to help researchers decide which improvement methods are most promising. Researchers can prioritize their efforts by obtaining a clearer idea of expected improvements achieved by different methods. The highest improvement resulted from inclusion of texture with a mean increase in overall accuracy of 12.1% (Table 3 ). The increase in overall accuracy achieved by including texture is attributed to the additional spatial context information provided. These easy to compute texture metrics should be a primary consideration for image classification of land cover. Ancillary data, multi-angle images, and multi-time images, with 8.5%, 8.0%, and 6.9% of mean improvements in overall accuracy respectively, also have the potential to complement existing spectral information, for example through topographic information (Franklin, Peddle, Dechka, & Stenhouse, 2002) , by capturing the anisotropy of land surface reflectance, or by capturing different temporal rates of phenological changes in vegetation mapping (Peterson, Price, & Martinko, 2002) . Inclusion of spectral indices and feature extraction resulted in minor OA gains. These last two techniques aim to enhance the original classification feature space; however, this enhancement can usually be achieved with advanced highly adaptable classifiers such as SVM and NN.
Generally, inclusion of additional explanatory variables that can differentiate target classes is more promising than enhancement of the original variables. However, the selection of suitable improvement methods depends on other factors such as availability of data and tools, analyst's familiarity with different methods, and time and budget constraints. For instance, although feature extraction had the smallest expected improvement, it does not require additional datasets. Also, feature extraction options are readily available in remote sensing software and this may lead an analyst to prefer feature extraction before other methods.
Land-cover mapping is a complicated process with numerous factors influencing the quality of the final product. Some of these factors such as landscape complexity, target classes, and scale are usually predetermined by the project's requirements. In this research we focused on the analysis of some of the factors that can be controlled by the analyst to improve classification accuracy. However, these results are not intended to offer a predetermined optimal classification process for a particular case study. Our results portraying the general relative performance of different methods can be used by analysts to select options that have been demonstrated to produce better classifications. The general findings of this synthesis of past research are not meant to substitute for analyst preferences or to account for specific algorithmic benefits that may be relevant for a particular application. Our goal is not to advocate for automated choice of a classification process but to illuminate the aggregated experience from previous comparison studies of classification processes. For example, even though it has been demonstrated that SVM outperforms many other classifiers, if an analyst knows that the quality of the training dataset is not suitable for SVM, then the analyst can use this additional knowledge to rule out SVM methods. It is also important to document these synthesis findings to establish a general standard of comparison. For example, while there is tacit understanding that SVMs improve accuracy, there are still numerous manuscripts published using ML classification as a benchmark. One of the goals of this study is to include some of the general findings in the benchmarking process. While our general findings are not intended to identify optimal performance for a specific application, these results offer a common basis for comparison and discussion of general tendencies of relative performance. To facilitate use of our data for more application-specific purposes, we have included a spreadsheet as an appendix where readers can identify specific manuscripts incorporated in each comparison and examine the details of the features of each case study comparisons.
Supplementary data to this article can be found online at http://dx. doi.org/10.1016/j.rse.2016.02.028.
