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Povzetek
Naslov: Napovedovanje cˇasovnih vrst z nevronskimi mrezˇami z dolgim krat-
korocˇnim spominom
Za napovedovanje cˇasovnih vrst je dolgo veljalo nacˇelo, da enostavne me-
tode v napovednih tocˇnostih presegajo metode strojnega ucˇenja. Vendar pa
enostavni modeli ne znajo izrabljati raznovrstnih medsebojnih odvisnosti in
informacij, ki jih ponujajo cˇasovne vrste, vsebinsko sorodne ali podobne ti-
stim, ki so predmet napovedi. Pojav masovnih podatkov je povezan tudi z
zbiranjem ogromnega sˇtevila cˇasovnih vrst, vendar pa ob uporabi enostavnih,
klasicˇnih metod, njihov visok potencial za izboljˇsanje natancˇnosti napovedi
ostaja neizkoriˇscˇen.
Nevronske mrezˇe so dobile prilozˇnost, da zapolnijo omenjeno vrzel. Za
delo z zaporednimi podatki so primerne povratne nevronske mrezˇe, ki pri
napovedih znajo izkoriˇscˇati medsebojne odvisnosti cˇasovnih tocˇk. Med njimi
veljajo za sˇe zlasti uspesˇne pri napovedovanju cˇasovnih vrst tako imenovane
nevronske mrezˇe z dolgim kratkorocˇnim spominom. V delu smo se osredotocˇili
na izgradnjo in optimizacijo tega tipa nevronskih mrezˇ. Nasˇ namen je bil
izboljˇsati napovedno tocˇnost pri napovedovanju cˇasovnih vrst ter hkrati ra-
zumeti, zakaj in koliko k temu izboljˇsanju prispevajo posamezni dejavniki.
Napovedovali smo sˇtevilo klikov na oglase na druzˇabnem omrezˇju Face-
book. Najprej smo analizirali razlicˇne kombinacije obdelav cˇasovnih vrst, za
katere se je izkazalo, da bi lahko vplivale na izboljˇsanje natancˇnosti napovedi.
Nevronske mrezˇe smo ucˇili na skupini sorodnih cˇasovnih vrst in napovedi pri-
merjali s klasicˇnimi pristopi napovedovanja cˇasovnih vrst ARIMA, ARIMAX
in VAR. Raziskali smo tudi vecˇ mozˇnosti za izboljˇsanje uspesˇnosti napove-
dovanja z nevronskimi mrezˇami s pomocˇjo uporabe podobnih cˇasovnih vrst.
Po pricˇakovanjih se je izkazalo, da nevronske mrezˇe z dolgim kratkorocˇnim
spominom ob ustrezni obdelavi podatkov dosegajo viˇsjo napovedno tocˇnost
kot klasicˇni modeli. Pokazali smo, da je z uporabo podobnih cˇasovnih vrst
napovedi mozˇno sˇe dodatno izboljˇsati, vendar pa ta pristop vselej ne pomaga.
Kljucˇne besede
analiza cˇasovnih vrst, obdelava cˇasovnih vrst, napovedovanje, nevronske mrezˇe
z dolgim kratkorocˇnim spominom, spletno oglasˇevanje, grucˇenje
Abstract
Title: Time series forecasting with long short-term memory neural networks
Time series forecasting was for a long time based on the principle that
simple methods in forecast accuracy exceed machine learning methods. How-
ever, simple models cannot use the various mutual dependencies and infor-
mation offered by time series, content-related or similar to those that are
subject to prediction. The occurrence of massive data is also connected with
the collecting of enormous amounts of time series, but in using simple, tradi-
tional methods, their high potential for enhancing forecast accuracy remains
untapped.
The opportunity to bridge this gap comes with neural networks. To pro-
cess sequential data, recurrent neural networks are used in forecasting that
can use mutual dependencies of points in time. Among recurrent neural net-
works, long short-term memory neural networks are considered as especially
successful in time series forecasting. The paper focuses on the building and
optimization of this neural network type. Our purpose was to improve fore-
cast accuracy in time series forecasting, understanding at the same time why
and to what degree individual factors contribute to this improvement.
The forecasting was applied to the number of clicks on Facebook ads.
First, we analysed various combinations of time series processing, discovering
that they might influence forecast accuracy improvements. Neural networks
learned using a group of related time series and the forecasts were compared
to the traditional time series forecasting approaches ARIMA, ARIMAX and
VAR. We also researched a number of options to improve forecast effective-
ness with neural networks using similar time series.
As expected, we found that with adequate data processing, long short-
term memory neural networks achieve greater forecast accuracy compared
to the traditional models. We demonstrated that forecasting can be further
improved using similar time series, however, this approach is not always
helpful.
Keywords
time series analysis, time series processing, forecasting, long short-term mem-
ory neural networks, digital advertising, clustering
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Uvod
Pri napovedovanju cˇasovnih vrst so klasicˇne, statisticˇne metode, kot je na
primer ARIMA, tipicˇno dosegale bolj natancˇne napovedi od metod strojnega
ucˇenja. Te metode so preproste in jih ni tezˇko razumeti. Dolgo je veljalo
nacˇelo, da preproste metode presegajo napredne metode strojnega ucˇenja [1].
To nacˇelo se je zakoreninilo na vplivnem tekmovanju napovedovanja cˇasovnih
vrst M3, ki je bilo izvedeno leta 1999 [2]. Med naprednimi metodami so bile
na slabem glasu predvsem metode nevronskih mrezˇ, saj se na tekmovanjih,
takrat in kasneje, niso najbolje odrezale. Preproste metode imajo visoko
pristranskost (ang. bias) in nizko varianco (ang. variance). Bolj napredne in
kompleksne metode, ki imajo lahko manjˇso pristranskost, bodo trpele zaradi
visoke variance in posledicˇno slabsˇe napovedovale [3].
Njihove slabe rezultate bi lahko pripisali posameznim cˇasovnim vrstam,
ki so za nevronske mrezˇe prekratke, da bi lahko, kot napredni in kompleksni
modeli, ucˇinkovito modelirali [1]. Povratne mrezˇe so medtem v panogah na-
ravne obdelave jezika, prevajalnikov in prepoznave govora zacˇele pridobivati
pozornost in zˇe prevladujejo pri implementacijah v gospodarstvu [4, 5, 6].
Kolicˇina informacij, ki se jih da uporabiti iz kratkih cˇasovnih vrst, je ome-
jena. Danes so zˇe na voljo daljˇse cˇasovne vrste, vendar na podrocˇju napove-
dovanja cˇasovnih vrst to ne predstavlja resˇitev tezˇav, ki jih imajo nevronske
mrezˇe. Daljˇse cˇasovne vrste pomenijo, da lahko gledamo dlje v preteklost,
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preteklost pa je po navadi manj uporabna za napovedovanje, saj se lahko s
cˇasom kljucˇni vzorci in odvisnosti spremenijo. Do nedavnega je tako veljalo,
da dokler cˇasovne vrste niso dolge in stabilne skozi cˇas, nevronske mrezˇe ne
bodo dobro napovedovale.
Pojav masovnih podatkov (ang. big data) pomeni tudi, da je na voljo
veliko cˇasovnih vrst, oziroma bolj pomembno – na voljo je veliko podobnih
in sorodnih cˇasovnih vrst. Klasicˇni modeli ne znajo izrabiti raznovrstnih
medsebojnih odvisnosti in informacij, ki jih ponujajo podobne cˇasovne vrste.
Zato pusˇcˇajo visok potencial natancˇnih napovedi neizkoriˇscˇen, saj ne morejo
ujeti odvisnosti vsebinskih informacij, ki jih nosijo podobne cˇasovne vrste.
Nevronske mrezˇe so dobile prilozˇnost, da zapolnijo vrzel. Leta 2016 so na
tekmovanju napovedovanja cˇasovnih vrst CIF2016 [7] zmagale povratne ne-
vronske mrezˇe, in sicer najbolj uspesˇna razlicˇica povratnih nevronskih mrezˇ,
ki se imenujejo nevronske mrezˇe z dolgim kratkorocˇnim spominom (ang. long
short-term memory neural networks, LSTM ).
Zaradi splosˇne uspesˇnosti LSTM so jih poskusili uporabiti v raznih pa-
nogah, kjer so se razvile razlicˇne arhitekture LSTM mrezˇ, kot tudi postopki
za obdelavo samih cˇasovnih vrst, ustvarjanja novih in grucˇenje najbolj po-
dobnih [1]. Cilj magistrskega dela je ugotoviti, kako uspesˇne so LSTM pri
napovedovanju cˇasovnih vrst v panogi spletnega oglasˇevanja. LSTM smo
primerjali s klasicˇnimi pristopi napovedovanja cˇasovnih vrst, ARIMA [8],
ARIMAX [9] in VAR [10] . Zˇeleli smo ugotoviti, kako razlicˇne kombinacije
obdelav cˇasovnih vrst vplivajo na izboljˇsanje natancˇnosti napovedi. Poiskali
smo pogosto uporabljene pristope obdelav in jih uporabili v razlicˇnih kom-
binacijah. Izkoristiti smo zˇeleli dostop do masovnih podatkov in uporabiti
poln potencial LSTM. Z uporabo podobnih cˇasovnih vrst pri ucˇenju LSTM
smo zˇeleli ugotoviti, ali bodo prispevale k natancˇnosti napovedi.
V poskusih smo se omejili na spletno oglasˇevanje v druzˇbenem omrezˇju
Facebook. Danasˇnji obseg spletnega oglasˇevanja je velik. Posledicˇno se
zbirajo velike kolicˇine podatkov v obliki cˇasovnih vrst. Domena spletnega
oglasˇevanja na druzˇbenem omrezˇju Facebook se nam zdi iz tehnicˇnega vi-
3dika primerna, ker ima na voljo veliko cˇasovnih vrst razlicˇnih dolzˇin, ki so
tudi relativno kratke. Na voljo je vecˇje sˇtevilo sorodnih oziroma solezˇnih
cˇasovnih vrst, kot so sˇtevilo prikazov oglasov, klikov na oglase, vsˇecˇkanje
oglasov, deljenje oglasov in podobno. Facebook vsebuje ustrezen aplikacij-
ski programski vmesnik (ang. Application Programming Interface, API ) za
zajemanje podatkov in statistik, kar je koristno za tocˇnost podatkov. Poleg
tega pa se cˇasovne vrste ne obnasˇajo nakljucˇno, saj v tem omrezˇju veljajo
sˇtevilne zakonitosti. Ne nazadnje ima ta domena tudi zelo dobro splosˇno
prepoznavnost.
V drugem poglavju je opisano, kaj cˇasovne vrste so ter kako jih analizi-
ramo. V tretjem poglavju smo se osredotocˇili na opis sorodnih del. Za tem
smo v cˇetrtem poglavju opisali klasicˇne statisticˇne modele za napovedovanje
cˇasovnih vrst, in sicer ARIMA, ARIMAX ter VAR modele. V delovanje ume-
tnih nevronskih mrezˇ smo se poglobili v petem poglavju, kjer smo predstavili
njihov razvoj, ki je pripeljal do razlicˇice LSTM. Nadaljevali smo z opisi ubra-
nih pristopov obdelave podatkov za optimiziranje LSTM v sˇestem poglavju.
V sedmem poglavju smo predstavili zasnovo dveh poskusov, kjer smo upora-
bili pristope za izboljˇsanje natancˇnosti napovedi LSTM. Osmo poglavje smo
namenili predstavitvi rezultatov. Povzetek rezultatov magistrskega dela in
koncˇne ugotovitve je mogocˇe najti v poglavju zakljucˇek.
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Poglavje 2
Cˇasovne vrste
Cˇasovna vrsta (ang. time series) je niz istovrstnih podatkov, ki se zbirajo
skozi cˇas ob dolocˇenih cˇasovnih razmikih ali izbranih trenutkih. Danes pred-
stavljajo enega od najbolj pogostih tipov podatkov, s katerimi se srecˇujemo
v vsakdanjem zˇivljenju. Srecˇamo jih pri vseh panogah druzˇbe, kot so npr.
finance, zbiranje podatkov o vremenu, kaksˇna je poraba elektricˇne energije,
kot tudi spremljanje telesne mase. Podatki se zaradi avtomatiziranega zbi-
ranja masovnih podatkov navadno merijo v enakih cˇasovnih intervalih, npr.
vsako uro, vsak dan, mesec, vsako leto, ni pa to pravilo.
Cˇasovna vrsta z razliko enega samega podatka, ki pokazˇe statisticˇno sliko
pojava, tako predstavlja niz istovrstnih podatkov v enakih cˇasovnih razmi-
kih, ki opisuje sliko dinamike pojava. Zaradi te lastnosti cˇasovnih vrst je
pomembno uposˇtevati vrstni red podatkov, saj obstaja cˇasovna odvisnost
podatkov in bi sprememba vrstnega reda spremenila dinamiko oziroma po-
men podatkov. Zaradi te lastnosti cˇasovnih vrst analiza cˇasovnih vrst igra
veliko vlogo.
2.1 Analiza cˇasovnih vrst
Z analizo cˇasovnih vrst (ang. time series analysis) zˇelimo dolocˇiti model,
ki bi opisoval njihov vzorec oziroma zakonitosti njihovega gibanja. Tako
5
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lahko opiˇsemo pomembne znacˇilnosti vzorca cˇasovne vrste, pojasnimo, kako
preteklost vpliva na prihodnost, in napovemo prihodnje vrednosti cˇasovne
vrste. Za primer analize cˇasovnih vrst smo uporabili eno od skupin cˇasovnih
vrst, ki jih imamo na voljo. Slika 2.1 predstavlja eno od mnozˇice cˇasovnih
vrst klikov.
Slika 2.1: Primer cˇasovnih vrst klikov na oglase.
Pri analizi cˇasovnih vrst je dobro najprej odkrivati naslednjih lastnosti:
ali je v podatkih opazˇen trend, ali je opazˇena sezonskost, kaksˇna je gostota
klikov ali gostota spektralne mocˇi, avtokorelacija, delna avtokorelacija in
korelacija med solezˇnimi cˇasovnimi vrstami.
2.1.1 Trend cˇasovne vrste
Ali cˇasovna vrsta vsebuje trend, se najbolj pogosto izracˇuna s prirejenim
Dickey–Fuller testom (ang. Augmented Dickey–Fuller test, ADF ). ADF test
je statisticˇni test, ki dolocˇa, kako mocˇno je dolocˇen trend na cˇasovni vrsti.
Uporablja avtoregresijski model in optimizira informacijski kriterij skozi vecˇ
zamikov cˇasovne vrste. Nicˇelna hipoteza testa je, da cˇasovna vrsta ni staci-
onarna, kar pomeni, da ima cˇasovno odvisno strukturo − trend. ADF test
cˇasovne vrste iz slike 2.1 je predstavljen z rezultati na sliki 2.2.
Rezultati prikazujejo, da statisticˇna vrednost ADF ni manjˇsa od kriticˇnih
vrednosti 1 % in 5 % intervala zaupanja, kar nakazuje, da je pri cˇasovni vrsti
s slike 2.1 prisoten trend z visoko stopnjo zaupanja.
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Slika 2.2: ADF test cˇasovne vrste s slike 2.1, ki dolocˇa trend na cˇasovni
vrsti.
2.1.2 Sezonskost cˇasovne vrste
Sezonskost cˇasovne vrste pomeni, da se v meritvah pojavljajo stalni pona-
vljajocˇi se vzorci vrhov in dolin, po navadi povezani s koledarskim cˇasom, kot
so leta, cˇetrtletja, meseci in dnevi v tednu. Za racˇunanje sezonskosti cˇasovne
vrste je uporabna metoda dekompozicija cˇasovne vrste na sezonskost, trend
in ostanek. Slika 2.3 prikazuje dekompozicijo cˇasovne vrste na nasˇem primeru
cˇasovne vrste klikov.
Dekompozicija je aditivna, kar pomeni, da je vsota kompozicij enaka origi-
nalni cˇasovni vrsti. V primeru multiplikativne dekompozicije bi bil zmnozˇek
dekompozicij enak originalnemu. Multiplikativno dekompozicijo je dobro
uporabiti, ko se srecˇujemo z eksponentnimi cˇasovnimi vrstami.
2.1.3 Gostota cˇasovne vrste in gostota spektralne mocˇi
Priporocˇeno je preveriti tudi gostoto klikov 2.4 ali gostoto spektralne mocˇi 2.5.
Slednja je zanimiva, saj prikazuje doprinos razlicˇnih frekvencˇnih komponent
varianci cˇasovne vrste. Uporabili smo metodo Welch, ki cˇasovno vrsto raz-
deli v segmente, vsakemu izracˇuna spekter in naredi povprecˇje rezultatov. V
nasˇem primeru je bolj zastopana predvsem nizˇja frekvenca cˇasovne vrste, kar
nakazuje na sezonskost.
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Slika 2.3: Vrhnja cˇasovna vrsta je cˇasovna vrsta s slike 2.1. Naslednji trije
grafi prikazujejo dekompozicijo cˇasovne vrste na trend, ostanek in sezonskost.
Slika 2.4: Slika prikazuje gostoto klikov cˇasovne vrste iz slike 2.1.
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Slika 2.5: Slika prikazuje gostoto spektralne mocˇi cˇasovne vrste iz slike 2.1.
2.1.4 Avtokorelacija in delna avtokorelacija cˇasovne vr-
ste
Za napovedovanje cˇasovnih vrst je dobro poznati mocˇ in tip odnosa med
cˇasovno vrsto, ki jo napovedujemo, in njenimi zamiki. V statistiki temu
pravimo korelacija in ker jo v tem primeru racˇunamo nad lastno cˇasovno
vrsto pri razlicˇnih zamikih, jo imenujemo avtokorelacija. Korelacija ima vre-
dnosti med -1 in 1. Predznak predstavlja negativno ali pozitivno korelacijo.
Vrednost blizu nicˇ predstavlja sˇibko korelacijo in vrednost blizˇje 1 ali -1
mocˇno korelacijo. Slika 2.6 prikazuje avtokorelacijo cˇasovne vrste klikov iz
slike 2.1. Iz nje je opaziti sˇibko sezonskost, ki pojenja skozi cˇas v preteklost.
Slika 2.7 medtem prikazuje delno avtokorelacijo (ang. partial autocorrela-
tion), ki predstavlja korelacijo med yt in yt–zamik, potem ko smo odstranili
linearne odvisnosti na yt−1, yt−2, yt−zamik+1.
Slika 2.6: Slika prikazuje avtokorelacijo cˇasovne vrste klikov iz slike 2.1.
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Slika 2.7: Slika prikazuje delno avtokorelacijo cˇasovne vrste klikov iz
slike 2.1.
2.1.5 Korelacija med cˇasovnimi vrstami
Poleg same cˇasovne vrste klikov lahko izracˇunamo tudi korelacijo med solezˇnimi
cˇasovnimi vrstami. Kot je prikazano na sliki 2.9, ki povzame osnovne lastno-
sti skupine cˇasovnih vrst, imamo poleg cˇasovne vrste klikov (na sliki 2.8
oznacˇena pod clicks) 12 solezˇnih cˇasovnih vrst. Korelacija med cˇasovnimi
vrstami je prikazana na matriki intenzitete 2.10 (ang. heatmap). Vidimo, da
obstaja mocˇna korelacija klikov z akcijami (ang. actions) in prikazi oglasov
(ang. impressions), kar je pricˇakovano, saj se klik na oglas ne more zgoditi,
cˇe nimamo prikazanega oglasa. Prav tako lahko klik predstavlja eno od akcij.
Slika 2.8: Slika prikazuje cˇasovno vrsto klikov na oglase iz slike 2.1 in njene
solezˇne cˇasovne vrste.
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Slika 2.9: Slika prikazuje opis ene cˇasovne vrste klikov na oglase iz slike 2.1
in njenih solezˇnih cˇasovnih vrst, ki jo je izdelala funkcija describe knjizˇnice
Pandas.
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Slika 2.10: Slika prikazuje matriko intenzitete korelacije med solezˇnimi
cˇasovnimi vrstami s slike 2.1.
Poglavje 3
Sorodna dela
Napovedovanje cˇasovnih vrst (ang. time series forecasting) lahko delimo na
dve kategoriji; na parametricˇno in neparametricˇno [11]. Med parametricˇne
metode spada ARIMA, ki je visoko priznana metoda za gradnjo napovednih
modelov. ARIMA se je izkazala za najbolj uspesˇno pri veliko razlicˇnih pa-
nogah druzˇbe, kot so finance, okolje, promet ali energija, na primer uporaba
ARIME za napovedovanje porabe energije na Kitajskem [12].
Med neparametricˇne metode spadajo umetne nevronske mrezˇe. Predsta-
vljajo skupino raznolikih, po navadi nelinearnih in kompleksnih modelov, ki
so bili uspesˇno implementirani na mnogih podrocˇjih, kot so detekcija vida,
obdelava naravnega jezika in prepoznava govora [13]. Medtem se nevronske
mrezˇe niso obnesle pri napovedovanju cˇasovnih vrst. Glavni problem lahko
vidimo v kompleksnosti nevronskih mrezˇ, katere zahtevajo dolgo zgodovino
cˇasovnih vrst oziroma dovolj ucˇnih primerov, da se lahko nevronske mrezˇe
naucˇijo natancˇno napovedovati naslednje vrednosti cˇasovnih vrst [13]. Zbi-
ranje masovnih podatkov jim je dalo novo prilozˇnost.
V zadnjem cˇasu so v porastu dela, ki izkoriˇscˇajo danasˇnje masovne po-
datke in skusˇajo s povratnimi nevronskimi mrezˇami (ang. recurrent neural
network, RNN ) napovedovati bolje, kot napoveduje ARIMA [14, 15, 16, 17,
18]. Njihov potencial na cˇasovnih vrstah so odkrili, ker znajo delati z ne-
linearnimi podatki, ki so v resnicˇnem svetu pogosti, in ker znajo odkrivati
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soodvisnosti iz solezˇnih cˇasovnih vrst. Izkazalo se je, da imajo RNN za na-
men napovedovanja cˇasovnih vrst slabost v njeni arhitekturi, zaradi cˇesar
ne morejo delati s predolgimi cˇasovnimi vrstami. Slabost RNN je, da ima v
primeru predolgih cˇasovnih vrst tezˇavo z eksplozijo gradienta ali z izginotjem
gradienta. Bolj podrobno sta ti tezˇavi opisani v poglavju 5.
Ravno zaradi slabosti RNN sta Hochreiter in Schmidhuber [19] leta 1997
razvila razlicˇico povratnih mrezˇ, ki se imenujejo nevronske mrezˇe z dolgim
kratkorocˇnim spominom (ang. Long Short-Term Memory neural networks,
LSTM ), katere niso obcˇutljive na eksplozijo gradienta ali na izginotje gra-
dienta v primeru dolgih cˇasovnih vrst. V mnogih delih so v LSTM videli
potencial, saj se tako kot RNN ucˇijo na visokodimenzionalnih nelinearnih
cˇasovnih vrstah in znajo uporabljati solezˇne cˇasovne vrste, poleg tega pa
znajo ujeti dolge cˇasovne odvisnosti v podatkih.
V raziskavi, kjer so napovedovali brezposelnost med mladimi v Italiji [17],
so primerjali ARIMO z LSTM, kjer so pri LSTM uporabili dva razlicˇna vira
podatkov. V ARIMI in LSTM so za napovedovanje brezposelnosti med mla-
dimi v Italiji uporabili uradne podatke iz nacionalnih mesecˇnih anket. Kot
pomozˇno cˇasovno vrsto so pri LSTM uporabili tudi podatke o brezposelno-
sti v Italiji, ki so jih pridobili iz masovnih podatkov Google Trenda [17].
Ugotovili so, da uporaba spletnih podatkov glede iskalnih besedil na Google
iskalniku oziroma splosˇneje – uporaba masovnih podatkov – lahko izboljˇsa
napovedovanje. Z uporabo masovnih podatkov in LSTM so izboljˇsali napove-
dovanje brezposelnosti med mladimi v Italiji, ki se je sicer merilo z ARIMO.
Ma in sodelavci [14] so se osredotocˇili na kratkotrajne napovedi hitrosti
prometa v Pekingu. Odlocˇili so se za uporabo LSTM, ker znajo ucˇinkovito
ujeti nelinearno dimaniko prometa. Pokazali so, da na njihovem primeru
LSTM, v primerjavi z RNN, obvladajo problem izginotja gradienta pri vzvra-
tnem postopku ucˇenja in eksplozijo gradienta ter se tako uspesˇno naucˇijo
dolge cˇasovne odvisnosti v podatkih. Trdili so tudi, da znajo LSTM same
dolocˇiti optimalne cˇasovne zamike in to oznacˇili kot veliko pridobitev napram
RNN.
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Liu in sodelavci [20] so prav tako napovedovali kratkotrajne napovedi, in
sicer, koliko energije je potrebne, da se vzpostavi ravnovesje med potrebo in
ponudbo (ang. load forecasting). Iz njihovih podatkov so odkrili, da imajo
cˇasovne vrste zelo dolge periode. Uporabili so LSTM, ker znajo najbolje
delati z dolgimi cˇasovnimi odvisnostmi, kar se je pokazalo tudi na natancˇnosti
napovedi. Pravijo, da LSTM posebno dobro delajo predvsem na podatkih z
veliko razlicˇnimi periodami.
Li in sodelavci [15] so se pri napovedovanju onesnazˇenosti zraka poleg zˇe
opisanega v prejˇsnjih delih osredotocˇili tudi na veliko izboljˇsanje napovedova-
nja s pomocˇjo pomozˇnih zunanjih regresorjev oblike navideznih spremenljivk
(ang. dummy variables), kot je dan v tednu, dan v mesecu, kot tudi s pomocˇjo
vremenskih napovedi. Z LSTM so ujeli tudi prostorske korelacije v podatkih.
Tudi na podrocˇju financ, kjer so napovedovali gibanje delnic na trgu, so
se LSTM izkazale bolje kot ARIMA, kar sta pokazala Fischer in Krauss [16].
Na podrocˇju spletnega oglasˇevanja se po navadi osredotocˇijo na napo-
vedovanje prikazov oglasov ali klikov na oglase. Zhang in sodelavci [21] so
uposˇtevali preteklo obnasˇanje in odvisnosti med razlicˇnimi prikazi oglasov.
Uporabili so RNN, katere so se izkazale bolje kot linearna regresija, ki so jo
uporabili za referenco. Dve leti kasneje so Chen in sodelavci [22] uporabili
LSTM ravno zaradi uspesˇnosti mrezˇ na drugih podrocˇjih in ker napram RNN
nimajo tezˇav pri izginotju gradienta ali eksploziji gradienta. Njihove cˇasovne
vrste pa so prav tako dolge in z dolgo cˇasovno odvisnostjo. Slednje se je
pokazalo tudi v natancˇnosti napovedovanja, saj so LSTM napovedale bolje,
kot so napovedale RNN.
V naslednjem raziskovalnem delu so Liu in sodelavci [23] uporabili LSTM
le za napovedovanje nizkofrekvencˇnega dela cˇasovnih vrst. Cˇasovno vrsto
so razslojili na viˇsje frekvence in nizˇje frekvence. LSTM so uporabili na
nizˇjih, saj jim na visokih, zaradi visokih stohasticˇnih karakteristik in zaradi
kratke cˇasovne odvisnosti LSTM, niso bolje napovedovale od ostalih nevron-
skih mrezˇ. Po drugi strani so se Laptev in sodelavci [24] osredotocˇili ravno na
napovedovanje visoko variancˇnih segmentov cˇasovnih vrst s pomocˇjo LSTM.
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V njihovem primeru je visoko nihanje cˇasovnih vrst predvsem v cˇasu prazni-
kov, to je cˇasu, ki je najbolj kriticˇen za odkrivanje napak, za nacˇrtovanje in
podobne naloge. Napovedovanje izrednih razmer je tezˇavno, saj so odvisni
od sˇtevilnih zunanjih dejavnikov. LSTM so uporabili, ker znajo ucˇinkovito
uporabiti pomozˇne spremenljivke in ker imajo sposobnosti avtomatskega od-
krivanja znacˇilk (ang. feature extraction). Ugotovili so, da cˇe vkljucˇijo velike
masovne podatke skozi sˇtevilne dimenzije, lahko LSTM modelirajo komple-
ksna medsebojna vplivanja, kar je kriticˇno pri napovedovanju izrednih raz-
mer. Najboljˇse napovedi posebnih dogodkov so dobili s posebno arhitekturo
LSTM, katere poskusi so pokazali sposobnosti posplosˇevanja in skalabilnosti.
Iz njihovih izkusˇenj so dolocˇili tri kriterije: kolicˇina cˇasovnih vrst, dolzˇina
cˇasovnih vrst in korelacija med njimi. Cˇe so vsi visoki, potem so LSTM
lahko dobra izbira, sicer je bolje izbrati klasicˇne pristope za analizo cˇasovnih
vrst.
V naslednjem delu so se Shao in sodelavci [25] pri napovedovanju cen del-
nice odlocˇili LSTM naucˇiti na grucˇi podzaporedij istega zaporedja, oziroma
na lastni zgodovini cen delnice, za katero so tudi napovedovali. Menili so, da
bodo tako bolje prikazali velike soodvisnosti med trendi, ki se dogajajo danes,
s tistimi, ki so se zgodili davno v zgodovini. Za grucˇenje podzaporedij iste
dolzˇine so uporabili metodo razvrsˇcˇanja z voditelji (ang. K-means). Poskus
z metodo grucˇenja se jim je izkazal bolje kot navaden pristop LSTM mrezˇe,
niso pa uporabili podobnih cˇasovnih vrst drugih delnic. Smyl in Kuber [13]
sta se osredotocˇila na velik pomen masovnih podatkov pri napovedovanju
z LSTM. Z uporabo statisticˇnih algoritmov cˇasovnih vrst sta predobdelala,
predvsem pa ustvarila veliko novih cˇasovnih vrst, primernih za napovedova-
nje z LSTM.
V nedavno objavljenem delu so se Bandara, Bergmeir in Smyl [1] lo-
tili ucˇiti LSTM na skupini podobnih cˇasovnih vrst. Uporabili so podatke
CIF2016 tekmovanja in NN5 tekmovanja, kjer so bili podatki iz bancˇne in-
dustrije in umetno generirani podatki. Podatki so vkljucˇevali veliko cˇasovnih
vrst, saj so predpostavili, da je danes na voljo veliko podobnih cˇasovnih
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vrst. Potencial napovedovanja cˇasovnih vrst je tako s klasicˇnimi univaria-
tnimi napovednimi modeli neizkoriˇscˇen. Univariatni modeli so tisti modeli,
ki za napovedovaje uporabljajo le eno cˇasovno vrsto. Najbolj priljubljen
med njimi je ARIMA. Cˇe pa je mnozˇica cˇasovnih vrst prevecˇ raznolika, se
lahko napovedi tudi poslabsˇajo. Predstavili so verjetnostni model z upo-
rabo LSTM na podmnozˇicah cˇasovnih vrst, ki so jih dolocˇili s tehnikami
grucˇenja. Cˇasovne vrste so grucˇili glede na izlusˇcˇene znacˇilke posameznih
cˇasovnih vrst. Uporabili so tudi vrsto obdelav podatkov za odstranjevanje
vplivov sezonskosti, trendov in mocˇne variance, katere so se do danes izka-
zale kot uspesˇni pristopi za izboljˇsanje napovedi cˇasovnih vrst z LSTM. S
tem pristopom so dosegli boljˇse rezultate kot pri izhodiˇscˇnih LSTM, ki so se
naucˇile le na cˇasovni vrsti, na kateri so napovedovale. Z izboljˇsanimi LSTM
so zmagali na CIF2016 tekmovanju in se tako postavili na vrh pri napo-
vedovanju cˇasovnih vrst. Podoben pristop nameravamo uporabiti v nasˇem
delu in ga prilagoditi podrocˇju spletnega oglasˇevanja, katerega lahko opiˇsemo
kot nepredvidljivega. Za izlusˇcˇenje znacˇilk so se zgledovali po delu avtorjev
Hyndman in sodelavci [26]. V tem delu so se osredotocˇili na veliko skupino
cˇasovnih vrst in iz njih poskusili izlusˇcˇiti najmanj podobne, to so nenavadne
cˇasovne vrste, ki izstopajo. Za ta namen so izracˇunali vektor znacˇilk za vsako
cˇasovno vrsto posebej. Znacˇilke so vkljucˇevale sorazmerne cˇasovne zamike,
mocˇ sezonskosti itd. Izlusˇcˇene znacˇilke bi po njihovem mnenju morale ujeti
globalne informacije o cˇasovnih vrstah.
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Poglavje 4
Klasicˇni statisticˇni modeli za
napovedovanje cˇasovnih vrst
Za najpomembnejˇsi klasicˇni model za napovedovanje cˇasovnih vrst velja inte-
grirani avtoregresijski model s premikajocˇimi sredinami (ARIMA), medtem
ko vektorska avtoregresija (ang. vector autoregression, VAR) zaradi svoje
preprostosti predstavlja enega najbolj razsˇirjenih klasicˇnih modelov za na-
povedovanje multivariatnih cˇasovnih vrst [27]. Multivariatni modeli lahko
za ucˇenje uporabijo eno ali vecˇ cˇasovnih vrst in napovedujejo eno ali vecˇ
cˇasovnih vrst.
4.1 ARIMA
Priljubljenost modela ARIMA (integrirani avtoregresijski model s premi-
kajocˇimi sredinami) je posledica njegovih statisticˇnih lastnosti in dobro znane
metodologije Box-Jenkins [8]. Box-Jenkins metodologija predstavlja analizo
cˇasovnih vrst z namenom iskanja najbolj primernih parametrov, ki se jih upo-
rabi v modelu ARIMA. Metodologijo predstavlja identifikacija modela, oce-
njevanje parametrov modela, verifikacija ali preverjanje robustnosti modela
in napovedovanje [28]. Zaradi njene priljubljenosti in uspesˇnosti na razlicˇnih
podrocˇjih raziskovanja so nastale tudi knjizˇnice z dobro dokumentiranimi po-
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stopki uporabe. Tako je v uporabi tudi pri manj vesˇcˇih v matematicˇni teoriji
napovedovanja.
Modeli ARIMA so prilagodljivi, saj vkljucˇujejo druge vrste modelov cˇa-
sovnih vrst, vkljucˇno z avtoregresijo (ang. autoregression, AR), premikajocˇimi
sredinami (ang. moving average, MA) in avtoregresijskimi modeli s premi-
kajocˇimi sredinami (ang. autoregresive moving average, ARMA) [27]. Model
ARIMA je zaradi lastnosti integriranja kot dodatek ARMA modelu med
nasˇteto zbirko modelov najbolj prilagodljiva. ARIMA z integriranjem, ozi-
roma z diferenciacijo zgladi nestacionarne podatke v stacionarne, kar olajˇsa
napovedovanje in jo posledicˇno naredi uspesˇnejˇso [29].
Model AR (p) se nanasˇa na avtoregresivni model reda p. AR (p) se napiˇse
kot:
yt = c+ a1yt−1 + ...+ apyt−p + ut, (4.1)
kjer so a1, ..., ap parametri modela, c je konstanta in nakljucˇna spremenljivka
ut predstavlja beli sˇum.
Model MA (q) se nanasˇa na model premikajocˇe sredine reda q. MA (q)
se napiˇse kot:
yt = µ+ ut +m1ut−1 + ...+mqut−q, (4.2)
kjer so m1, ...,mq parametri modela, µ je pricˇakovana vrednost yt (pogosto z
vrednostjo 0) in ut, ut−1, ..., ut−q predstavljajo beli sˇum.
Model ARMA (p, q) se nanasˇa na avtoregresijski model s premikajocˇo
sredino. Ta model vsebuje modela AR (p) in MA (q) in se ga napiˇse kot:
yt = c+ a1yt−1 + ...+ apyt−p + ut +m1ut−1 + ...+mqut−q. (4.3)
ARIMA modeli so navadno oznacˇeni z ARIMA (p, q, d), kjer je p vrstni red
modela AR, d je stopnja diferenciacije in q je vrstni red modela MA [12].
Modele ARIMA in njene zbirke modelov [8] se redko uporablja pri vecˇ-
dimenzionalnih multivariatnih cˇasovnih vrstah, saj sledijo visoki racˇunski
4.2. ARIMAX 21
strosˇki [27].
4.2 ARIMAX
Ob uspesˇnih implementacijah ARIMA modelov napram standardnim eko-
nometricˇnim modelom so se ekonometriki leta 1973 [9] zaradi pomanjkanja
dobre ekonomske teorije za ARIMA modelom odzvali z razvojem drugega
razreda modelov, ki so prav tako vkljucˇevali avtoregresivno komponento in
komponento premikajocˇe sredine Box-Jenkinsovega pristopa. Odzvali so se
s pristopom pojasnjevalnih spremenljivk standardne ekonometrije. Najeno-
stavnejˇsi od teh modelov je integrirani avtoregresijski model s premikajocˇimi
sredinami s pojasnjevalnimi spremenljivkami (ang. explanatory variables, X)
(ARIMAX), ki je ARIMA model z dodatnimi pojasnjevalnimi spremenljiv-
kami X, ki jih ponuja ekonomska teorija.
Enacˇba ARIMAX modela je podobna enacˇbi ARIMA modela oziroma
ARMA modelu:
yt = c ·X + a1yt−1 + ...+ apyt−p + ut +m1ut−1 + ...+mqut−q, (4.4)
kjer X predstavlja katero koli ekonometricˇno spremenljivko.
ARIMAX se je v nekaterih primerih izkazala kot bolj uspesˇen model za na-
povedovanje cˇasovnih vrst [30]. Dodana vrednost ARIMAX napram ARIMA
modela predstavlja vkljucˇevanje zunanjih regresorjev, kot je druzˇbeno doje-
manje cˇasa oziroma koledarja, kot so dan v tednu, dan v mesecu, ure v dnevu,
nocˇ ali dan ter prazniki, katere je mozˇno predvideti vnaprej. Taksˇne zunanje
regresorje se pogosto vkljucˇuje v obliki navideznih spremenljivk (ang. dummy
variables) [30, 15].
4.3 VAR
Model ARIMA uporablja le informacije iz podatkov ene cˇasovne vrste, med-
tem ko VAR uporablja krizˇno sorazmerje vecˇih cˇasovnih vrst. Modeli VAR
22
POGLAVJE 4. KLASICˇNI STATISTICˇNI MODELI ZA
NAPOVEDOVANJE CˇASOVNIH VRST
naravno razsˇirjajo modele AR v multivariatno nastavitev s pomocˇjo vektor-
jev, ki ne uposˇtevajo odvisnosti med izhodnimi spremenljivkami [27]. Cˇeprav
tudi ARIMAX uporablja dodatne cˇasovne vrste, ni multivariaten model, saj
so te cˇasovne vrste pojasnjevalne spremenljivke, za katere moramo poznati
prihodnost. VAR se lahko ucˇi iz vecˇ cˇasovnih vrst in jih vecˇ tudi napoveduje.
V zadnjih letih je bil dosezˇen pomemben napredek pri razlicˇnih modelih VAR,
vkljucˇno z elipticˇnim modelom VAR za cˇasovne vrste z dolgim repom, ki so
ga predstavili Qiu in sodelovci [31] in strukturiranim modelom VAR za boljˇse
interpretiranje odvisnosti med velikimi dimenzijskimi spremenljivkami, ki sta
ga predstavila Melnyk in Banerjee [32].
Kljub temu zmogljivost modela VAR raste linearno s cˇasovnim oknom in
kvadratno s sˇtevilom spremenljivk [27]. To pomeni, da je pri dolgih cˇasovnih
vrstah mozˇnost prenasicˇenega ucˇenja (ang. overfitting). To tezˇavo so avtorji
v delu [33] zˇeleli resˇiti z zmanjˇsanjem prvotno visokodimenzionalnih signalov
v nizˇje dimenzionalne skrite predstavitve z uporabo regularizacije.
Tezˇave VAR modela pri napovedovanju cˇasovnih vrst lahko obravnavamo
tudi kot standardne tezˇave regresije s cˇasovnimi parametri. Zato ni pre-
senetljivo, da se tudi razlicˇni regresijski modeli (npr. linearna regresija) z
razlicˇnimi funkcijami napake in pogoji regularizacije uporabljajo za napove-
dovanje cˇasovnih vrst [27].
Model VAR reda d je definiran kot:
yt = A1xt−1 + A2xt−2 + ...+ Adxt−d + ϵt, (4.5)
kjer so A1, ..., Ad ∈ ℜp×p parametri modela in ϵt ∈ ℜp predstavlja sˇum na-
kljucˇne spremenljivke.
Poglavje 5
Umetne nevronske mrezˇe
Danes eno izmed najbolj pogostih metod strojnega ucˇenja predstavljajo ar-
hitekture, ki temeljijo na umetnih nevronskih mrezˇah. Umetne nevronske
mrezˇe (ang. Artificial Neural Networks, ANN ) so matematicˇna predstavi-
tev cˇlovesˇkih nevronskih mrezˇ, ki sta jih leta 1943 definirala nevropsiholog
Warren McCulloch in logik Walter Pits [34]. Umetne nevronske mrezˇe vse-
bujejo enote, ki se imenujejo nevroni. Koncept nevrona sta avtorja opisala
kot biolosˇko nevronsko celico, zˇivecˇo v mrezˇi nevronov. Vsak nevron sprejme
vhodne signale iz izhodov drugih nevronov skozi medsebojne povezave. Vsaki
povezavi je dodeljena utezˇ in vsak nevron uporablja aktivacijsko funkcijo, ki
dolocˇi izhodni signal. Vzorec povezav med nevroni predstavlja arhitekturo
nevronskih mrezˇ. Skica arhitekture je prikazana na sliki 5.1.
Nevronske mrezˇe so v najbolj splosˇni arhitekturi organizirane v nivoje.
Nivoji dolocˇajo skupine nevronov, ki so polno povezane s sosednjimi nivoji
in po navadi niso povezane z nevroni znotraj istega nivoja. Vzorec vhodnih
podatkov damo na vhodni nivo (ang. input layer), ki je zaporedno povezan
z enim ali vecˇ skritih nivojev (ang. hidden layer). Racˇunanje na skritih
nivojih se izvaja na osnovi utezˇenih povezav. Zadnji, skriti nivo, je povezan
z izhodnim nivojem (ang. output layer). Nevronov v vhodnem nivoju je
torej toliko, kot je znacˇilk v ucˇnih podatkih, medtem ko je nevronov v izho-
dnem nivoju toliko, kot je vseh mozˇnih ciljnih razredov. Nevroni izhodnih
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Slika 5.1: Slika prikazuje arhitekturo umetnih nevronskih mrezˇ. Vhodni
podatki x1, x2, ..., xn ∈ X gredo najprej skozi vhodni nivo U in naprej po
utezˇenih povezavah WU,H do skrivnega nivoja H. Podatki potem potujejo iz
skrivnega nivoja po utezˇenih povezavah WH,V do izhodnega nivoja V . Vsak
nevron izhodnega nivoja vrne eno od vrednosti o1, o2, ..., om ∈ O, ki skupno
predstavljajo koncˇno napoved. Skrivnih nivojev je lahko vecˇ.
nivojev posˇljejo zadnji signal kot napoved. Sˇtevilo skritih nivojev in upora-
bljenih enot na vsakem skritem nivoju uporabnik dolocˇi samostojno glede na
kompleksnost problema in glede na podatke, ki jih ima v uporabi.
Izraz globokega ucˇenja se nanasˇa na ucˇenje z arhitekturo globokih ne-
vronskih mrezˇ in se od navadnih umetnih nevronskih mrezˇ razlikuje z vecˇjim
sˇtevilom skritih nivojev. Primer skice je prikazan na sliki 5.2. Teorija glo-
bokega ucˇenja naslavlja prekletstvo dimenzionalnosti (ang. the curse of di-
mensionality) [35] s porazdeljenim racˇunanjem. Globoke nevronske mrezˇe
v primerjavi z navadnimi nevronskimi mrezˇami lahko modelirajo globoke,
kompleksne in nelinearne povezave z uporabo porazdeljene in hierarhicˇne
predstavitve znacˇilk [36]. Do danes je globoko ucˇenje doseglo veliko uspe-
hov v domeni racˇunalniˇskega vida, prepoznavi govora in obdelavi naravnega
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jezika [11].
Slika 5.2: Slika prikazuje arhitekturo globokih nevronskih mrezˇ. Vhodni
podatki x1, x2, ..., xn ∈ X gredo najprej skozi vhodni nivo U in naprej po
utezˇenih povezavah WU,H1 do prvega skrivnega nivoja H1. Podatki potem
potujejo iz skrivnega nivoja H1 po utezˇenih povezavah do naslednjega skriv-
nega nivoja H2 in nadaljujejo do zadnjega skrivnega nivoja Hp, s katerega
potujejo po utezˇenih povezavah WHp,V do izhodnega nivoja V . Vsak ne-
vron izhodnega nivoja vrne eno od vrednosti o1, o2, ..., om ∈ O, ki skupno
predstavljajo koncˇno napoved. Skrivnih nivojev je lahko poljubno veliko.
Tipicˇni predstavniki nevronskih mrezˇ so usmerjene nevronske mrezˇe (ang.
feed forward neural networks, FNN ), konvolucijske nevronske mrezˇe (ang.
convolutional neural networks, CNN ) in povratne nevronske mrezˇe (ang. Re-
current neural networks, RNN ).
5.1 Povratne nevronske mrezˇe
RNN predstavljajo druzˇino nevronskih mrezˇ za obdelavo zaporednih podat-
kov, kot so sekvence genomskega zapisa, govor, besedila in cˇasovne vrste.
RNN mrezˇa se od navadne nevronske mrezˇe razlikuje po nevronih v skri-
tem nivoju, kateri kot vhod, poleg novih signalov, sprejmejo tudi lasten, iz
prejˇsnjega koraka vrnjen signal s cˇasovnim zamikom. Na taksˇno skrito stanje
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Slika 5.3: Na levi strani slike je prikazan nevron iz skritega nivoja RNN in
povezave, ki grejo vanj in iz njega. Na desni strani slike imamo isti nevron,
ki je raztegnjen po cˇasu. Prikazani so trije cˇasovni koraki.
lahko gledamo kot na spomin nevronske mrezˇe, saj lahko ujamejo informa-
cijo o tem, kaj se je zgodilo v prejˇsnjih cˇasovnih korakih. Slika 5.3 na levi
strani prikazuje nevron skritega nivoja RNN in vse njegove povezave. Na
desni strani slike 5.3 imamo isti nevron, raztegnjen po cˇasu za dva cˇasovna
koraka. RNN arhitektura lahko izkoristi vse razpolozˇljive vhodne podatke
do trenutnega cˇasa [11]. Matematicˇni model RNN, ki z vhodnim vektorjem
v = (v1, . . . , vT ) izracˇuna skriti vektor h = (h1, . . . , hT ), in izhodni vektor
y = (y1, . . . , yT ) z iteriranjem skozi t = 1, ...T , napiˇsemo kot [18]:
ht = σ(Wi,hxt +Wh,hht−1 + bh), (5.1)
yt = Whoht + bo, (5.2)
kjer Wi,h predstavlja matriko utezˇi med vhodnim in skritim nivojem, Wh,h
predstavlja matriko utezˇi skritega nivoja in Wh,o matriko utezˇi med skritim
in izhodnim nivojem. bh in bo predstavljata skritega in izhodnega pristranska
vektorja (ang. bias), in σ predstavlja sigmoidno funkcijo [18]:
σ(x) =
1
1 + exp(−x) . (5.3)
5.2. NEVRONSKE MREZˇE Z DOLGIM KRATKOROCˇNIM
SPOMINOM
27
Dobra stran RNN arhitekture je, da svoje parametre U , V in W deli na
vseh cˇasovnih korakih, kar mocˇno zmanjˇsa koncˇno sˇtevilo parametrov, ki
jih je potrebno naucˇiti. Ucˇenje RNN je podobno ucˇenju navadnih nevron-
skih mrezˇ, saj se prav tako uporablja algoritem za vzvratno razsˇirjanje z
manjˇso razliko. Ker se parametri v nevronski mrezˇi delijo skozi vse cˇasovne
korake, je gradient na vsakem izhodu odvisen ne le od izracˇuna trenutnega
cˇasovnega koraka, temvecˇ tudi od prejˇsnjih korakov [20]. Modeli nevronskih
mrezˇ z RNN arhitekturo so tako izpostavljeni dvema tezˇavama. Pri RNN
je potrebno vnaprej dolocˇiti cˇasovni zamik, ki bi prispeval k boljˇsim napo-
vedim glede na dane podatke, kar pa zahteva precejˇsnje sˇtevilo poskusov za
dolocˇitev najbolj optimalnega. Poleg tega RNN ne morejo zajeti dolgotraj-
nih odvisnosti v vhodnih zaporedjih, to je odvisnosti med koraki, ki so po
cˇasu dalecˇ narazen. Usposabljanje RNN na dolge cˇasovne zamike je tezˇavno
tudi zato, ker se lahko pojavi izginotje gradienta ali eksplozija gradienta [15].
RNN zato kazˇe slabo delovanje pri modeliranju z dolgimi cˇasovnimi vrstami,
kar pomeni, da v skritih nevronih RNN arhitekture obstajajo pomanjkljivo-
sti [20].
5.2 Nevronske mrezˇe z dolgim kratkorocˇnim
spominom
Za resˇevanje omenjenih tezˇav RNN sta Hochreiter in Schmidhuber (1997)
razvila posebno arhitekturo RNN z mehanizmom vrat, ki se imenuje nevron-
ska mrezˇa z dolgim kratkorocˇnim spominom (ang. Long Short-Term Memory
neural networks, LSTM ). V nasprotju s tradicionalnim RNN so LSTM spo-
sobne ucˇiti dolge cˇasovne vrste, saj niso pod vplivom tezˇave izginjajocˇega
gradienta [15].
Hochreiter in Schmidhuber sta uvedla LSTM arhitekturo s ciljem, da
bo model lahko modeliral dolgorocˇne cˇasovne odvisnosti in dolocˇal opti-
malne cˇasovne zamike cˇasovnih vrst. Ker je RNN pokazal slabe napovedi
pri soocˇanju z dolgimi cˇasovnimi vrstami, se je LSTM sˇtel za izboljˇsan pri-
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stop.
LSTM se slabosti RNN izogne s posebno vrsto struktur skritih nevronov,
ki jo imenujemo pomnilniˇski blok. Vsak blok je sestavljen iz ene ali vecˇ sa-
mopostrezˇnih oziroma vase povezanih pomnilniˇskih celic in treh mnozˇilnih
vrat. [18]. Primer pomnilniˇske celice je prikazan na sliki 5.4 in vsebuje na-
slednja mnozˇilna vrata: misc
• vhodna vrata, ki sˇcˇitijo stanje pomnilnika, shranjenega v vsaki po-
mnilniˇski celici, pred motnjami, ki jih povzrocˇajo nepovezani vhodi.
Analogija s pisanjem v pomnilno celico;
• izhodna vrata, ki sˇcˇitijo druge enote pred motnjami nepomembnih vse-
bin pomnilnika, shranjenih v celicah pomnilnika. Analogija z branjem
iz pomnilne celice;
• pozabljiva vrata, ki omogocˇajo spominu, da pozablja nepomembne vse-
bine spominskih celic. Analogija s ponastavljanjem pomnilne celice.
Slika 5.4: Struktura pomnilne celice LSTM.
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Vsak pomnilniˇski blok v svojem jedru vsebuje povratno, samopovezano,
linearno, enotsko-konstantno napako vrtiljaka (ang. unit-constant error ca-
rousel, CEC ). Aktivacija CEC predstavlja stanje celice [15, 14].
Samopovratna spominska celica lahko zaradi prisotnosti CEC zamasˇi ka-
tero koli zunanjo motnjo tako, da se naucˇi odpirati in zapirati vrata na
nacˇin, ki ohranja konstantno napako mrezˇe. Posledicˇno ostane stanje ne-
spremenjeno, ko se prestavimo iz ene cˇasovne tocˇke v naslednjo. Ravno to
omogocˇa lastnost LSTM, da resˇijo tezˇavo izginjajocˇega gradienta [15, 14].
Pozabljiva vrata so bila medtem oblikovana tako, da se naucˇijo ponasta-
viti pomnilni blok, ko postane stanje zastarelo. Tako preprecˇijo, da bi stanje
celic med nadaljnjo obdelavo sˇe neobdelanih cˇasovnih vrst brezmejno raslo in
se tako izognejo eksploziji gradienta. Ko postane stanje zastarelo, pozabljiva
vrata zamenjajo tezˇo CEC z aktivacijo mnozˇilnih pozabljivih vrat [15, 14].
Ucˇenje LSTM temelji na skrajˇsanem vzvratnim razsˇirjanjem skozi cˇas
(ang. back propagation through time, BPTT ) in na spremenjeni razlicˇici
v realnem cˇasu ponavljajocˇega se ucˇenja (ang. real time recurrent learning,
RTRL). Uporablja optimizacijsko funkcijo stohasticˇnega gradientnega spusta
(ang. stohastic gradient descent, SGD) [14] ali njegovo nadgradnjo, oceno
prilagodljivega trenutka (ang. adaptive moment estimation, ADAM ). Funk-
cijo napake v nasˇem primeru predstavlja zmanjˇsanje vsote kvadratnih napak.
Matematicˇni postopek ucˇenja LSTM
Enacˇbe spodaj opisujejo posodobitev pomnilne celice v LSTM nivoju ob
vsaki cˇasovni tocˇki t. Celoten postopek smo povzeli po delu [16]. Uporabili
smo naslednje notacije:
• xt je vhodni vektor v cˇasu t;
• Wf,x, Wf,h , Ws˜,x, Ws˜,h, Wi,x, Wi,h, Wo,x in Wo,h so matrike utezˇi;
• bf , bs˜ , bi in bo so vektorji;
• ft , it in ot so vektorji aktivacijskih vrednosti njim dodeljenih vrat;
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• st in s˜t so vektorji stanj celic in vrednosti kandidatov;
• ht je izhodni vektor LSTM.
Med naprej usmerjenim prehajanjem signalov se stanje celice st in izhodi
LSTM nivojev ht pri cˇasovnem poteku t izracˇunajo po korakih, opisanih v
nadaljevanju:
V prvem koraku LSTM nivo dolocˇa, katere podatke je potrebno odstraniti
iz prejˇsnjega stanja celice st−1. Vrednosti aktivacije ft pozabljivih vrat se tako
pri cˇasovni tocˇki t izracˇunajo na podlagi trenutnega vhoda xt glede na izhode
spominskih celic iz prejˇsnje cˇasovne tocˇke ht−1 in glede na pristranskosti bf
pozabljivih vrat. Aktivacijska funkcija pomnozˇi vse aktivacijske vrednosti
med 0 (popolnoma pozabil) in 1 (popolnoma zapomnil) z naslednjo enacˇbo:
ft = sigmoid(Wf,xxt + ff,hht−1 + bf ). (5.4)
V drugem koraku LSTM nivo dolocˇa, katere informacije je potrebno dodati
v stanja celic omrezˇja (st). Ta postopek obsega dve operaciji: najprej se
izracˇunajo kandidatne vrednosti s˜t, ki bi se lahko potencialno dodale v stanja
celic, nato pa se izracˇunajo vrednosti vhodnih vrat po enacˇbi:
s˜t = sigmoid(Ws˜,xxt +Ws˜,hht−1 + bs˜), (5.5)
it = sigmoid(Wi,xxt + ii,hht−1 + ii). (5.6)
V tretjem koraku se nova stanja celic izracˇunajo na podlagi rezultatov prejˇsnjih
dveh korakov s Hadamardovim produktom, ki je oznacˇen z znakom ◦:
st = tt ◦ st−1 + tt ◦ s. (5.7)
V zadnjem koraku se izvede izhod iz spominskih celic, kot je prikazano v
naslednjih dveh enacˇbah:
ot = sigmoid(Wo,xxt +Wo,hht−1 + bo), (5.8)
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ht = ot ◦ tanh(st). (5.9)
Pri obdelavi vhodnega zaporedja cˇasovnih vrst v LSTM mrezˇo so vhodne
znacˇilke predstavljene s posameznimi zaporednimi cˇasovnimi tocˇkami. Pri
tem so vhodni podatki zaporedja v vsaki cˇasovni tocˇki t obdelani po po-
stopku, ki je opisan zgoraj. Ko je zadnji element zaporedja obdelan, se
vrne koncˇni rezultat za celotno zaporedje cˇasovnih vrst. Med ucˇenjem se
podobno kot pri navadnih nevronskih mrezˇah utezˇi prilagodijo z vzvratnim
razsˇirjanjem tako, da minimizirajo funkcijo napake [16].
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Poglavje 6
Obdelava cˇasovnih vrst za
optimizacijo napovedovanja
Kot smo zasledili v pregledu sorodnih del, so v zadnjih letih LSTM najvecˇkrat
uporabili za napovedovanje univariatnih cˇasovnih vrst, to je, napovedovali
so eno cˇasovno vrsto. V ozadju raziskovalnih del je bilo tudi veliko ra-
zvoja na strani preobdelave podatkov za boljˇse napovedovanje z LSTM [1].
Ker nas v delu zanima, kako razlicˇni pristopi predobdelave cˇasovnih vrst
izboljˇsajo napovedi pri uporabi LSTM, so v nadaljevanju poglavja opisani
pogosti postopki obdelave cˇasovnih vrst za uporabo pri napovedovanju z
LSTM mrezˇami, ki so se v raznih delih obnesli kot uspesˇni pri izboljˇsanju
natancˇnosti napovedi.
6.1 Kodiranje z nacˇinom ena naenkrat
V delih [15, 30] so nekatere cˇasovne vrste preoblikovali v umetne spremen-
ljivke, kodirane z nacˇinom ena naenkrat (ang. one-hot encoding). Ta metoda
vsaki mozˇni vrednosti v cˇasovni vrsti priredi svojo cˇasovno vrsto na mozˇni
vrednosti 0 in 1. Cˇasovna vrsta ima vrednost ena, ko se pri izvirni cˇasovni
vrsti priredi njena vrednost, sicer je vrednost 0. Kodiranje z nacˇinom ena na-
enkrat je pogosta operacija, ki spremeni kategoricˇne podatke v binarne. Na
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primer, za indeksiranje meseca v letu imamo 12 razlicˇnih mozˇnih vrednosti
in s kodiranjem z nacˇinom ena naenkrat dobimo 12-dimenzionalno cˇasovno
vrsto, kjer je mesec marec oznacˇen kot
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0.
Taksˇen nacˇin kodiranja podatkov je znacˇilen za vecˇ arhitektur nevronskih
mrezˇ in predvsem, ko z nevronskimi mrezˇami napovedujemo klasifikacijski
problem. Ravno zato imamo v izhodnem nivoju toliko nevronov, kolikor je
razredov, ki jih napovedujemo.
6.2 Logaritemska preslikava
V delih [1, 13] so se za obdelavo cˇasovnih vrst odlocˇili uporabiti logaritemsko
funkcijo. Za korak predobdelave se vsako cˇasovno vrsto pretvori v logaritem-
sko velikost in obliko (ang. logarithmic scale). Taksˇna obdelava podatkov je
priljubljena za stabilizacijo variance v cˇasovnih vrstah. Ker logaritem pri vre-
dnosti 0 ni definiran oziroma je vrednost neskoncˇna, se uporablja naslednja
enacˇba:
wt =
⎧⎨⎩log(yt), y ≥ 0;log(yt + 1), yt = 0; . (6.1)
V fazi poobdelave podatkov, ko se zˇeli napovedane vrednosti pretvoriti nazaj
v izvorno velikost in obliko, se izracˇuna eksponentno funkcijo na napovedih:
yt = exp(wt). (6.2)
6.3 Odstranitev sezonskosti
Zgodnje raziskave kazˇejo, da so nevronske mrezˇe primerne za ucˇinkovito mo-
deliranje osnovne sezonskosti in ciklicˇnih vzorcev v cˇasovnih vrstah zaradi
univerzalnih lastnosti njihovih funkcij priblizˇevanja (ang. approximation),
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kar pomeni sposobnost oceniti linearne in nelinearne funkcije [1]. Zadnje
raziskave medtem trdijo, da je preobdelava cˇasovne vrste z odstranitvijo se-
zonskosti potrebna zato, da dobimo natancˇne napovedi. V delu [37] so zˇeleli
pokazati, da odstranitev sezonskosti vpliva na izboljˇsanje napovedi, in sicer
so to storili tako, da so primerjali napovedi iz podatkov, kjer so odstranili
sezonskost s tistimi, ki jim niso, pri cˇemer so uporabili 68 razlicˇnih mesecˇnih
cˇasovnih vrst. Rezultati so pokazali, da je nevronska mrezˇa, na kateri so
bili odstranjeni vplivi sezonskosti, dosegala bolj natancˇne napovedi, kot pa
je dosegala nevronska mrezˇa, ki je napovedovala na podatkih, na katerih so
ostali vplivi sezonskosti.
Sezonskost se iz cˇasovnih vrst po navadi odstrani z metodami dekompo-
zicije cˇasovnih vrst na vecˇ komponent: trend, sezonskost in ostalo. Metode
dekompozicije so lahko aditivne, kjer je vsota komponent izvorna cˇasovna
vrsta ali multiplikativne, kjer je produkt komponent izvorna cˇasovna vrsta.
Pogosti metodi za dekompozicijo sta STL (ang. seasonal and trend decom-
position using Loess) in bolj naivna metoda z uporabo konvolucijskih filtrov.
V nasˇem poskusu smo uporabili naivno metodo, ker je dobro podprta v
knjizˇnici scikit-learn [38] ter je namenjena za uporabo v programskem jeziku
Python. Preprosta je za uporabo tako pri odstranjevanju sezonskosti kot pri
priˇstevanju sezonskosti nazaj v cˇasovno vrsto. Ko zˇelimo napovedane vre-
dnosti pretvoriti nazaj v izvorno obliko, njeno sezonskost samo priˇstejemo
v primeru aditivne dekompozicije ali zmnozˇimo v primeru multiplikativne
dekompozicije.
6.4 Odstranitev trenda
Cˇe je v cˇasovnih vrstah najdena sezonskost, pomeni, da cˇasovna vrsta ni
sezonsko stacionarna, ali splosˇneje, ni stacionarna. Enako velja za trend
cˇasovne vrste. Recˇemo lahko, da nevronske mrezˇe niso sposobne ucˇinkovito
modelirati nestacionarnih cˇasovnih vrst, saj pretvorba cˇasovne vrste iz ne-
stacionarne v stacionarne zmanjˇsa napovedno napako nevronskih mrezˇ. Te
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ugotovitve so najverjetneje povezane na omejitve, ki jih imamo pri dostopno-
sti podatkov. V nekaterih delih so se odlocˇili, da bodo ustvarili stacionarne
podatke z odstranitvijo sezonskosti [1], medtem ko so v naslednjem delu ugo-
tovili, da jim je odstranitev trenda dala boljˇse rezultate kot pa odstranitev
sezonskosti [24]. Odstranitev trenda se po navadi naredi z razliko prvega
reda [17], njen inverz pa se naredi s sesˇtevanjem razlik.
6.5 Normalizacija
Obicˇajno je potrebna tudi normalizacija, saj nevronske mrezˇe, ki uporabljajo
splosˇcˇljive funkcije (ang. squashing functions), kot sta hiperbolicˇni tangens
in sigmoidna funkcija, ne znajo dobro delati z vhodi, ki so precej zunaj
intervala med -1 in 1. Tudi cˇe nevronske mrezˇe ne bi imele teh omejitev,
je normalizacija potrebna zato, ker se ucˇimo iz vecˇ cˇasovnih vrst razlicˇnih
amplitud [13]. Za normalizacijo se najpogosteje uporablja standardizacija,
kar pomeni, da se podatkom odstrani povprecˇje in se jih pretvori v enotsko
varianco – varianca podatkov je ena. Standardizira se vsako znacˇilko posebej.
Poglavje 7
Opis poskusov
V naslednjem poglavju sta predstavljeni dve skupini poskusov, ki sta bili iz-
vedeni z namenom, da najdemo dejavnike, ki vplivajo na uspesˇnost LSTM
pri napovedovanju cˇasovnih vrst. Klasicˇni metodi ARIMA in VAR sta upo-
rabljeni kot merilo uspesˇnosti LSTM, vztrajnostni model pa kot naivna me-
toda. Zˇeleli smo preizkusiti razlicˇne pristope izboljˇsanja napovedovanja, saj
smo zˇeleli razumeti zakaj in koliko posamezen dejavnik vodi do bolj natancˇnih
napovedi.
Za prve dejavnike izboljˇsanja natancˇnosti napovedovanja cˇasovnih vrst
smo se osredotocˇili na pristope obdelav cˇasovnih vrst. Za njih smo se odlocˇili,
ker so se ti do danes najbolj izkazali pri izboljˇsanju natancˇnosti napovedova-
nja LSTM. V prvi skupini poskusov smo uporabili pristope obdelav cˇasovnih
vrst za izboljˇsanje napovedovanja, ki smo jih opisali v poglavju 6. Da je
bila primerjava med LSTM in klasicˇnimi modeli pravicˇna, smo tudi klasicˇne
modele ucˇili na istih kombinacijah obdelovanja cˇasovnih vrst za izboljˇsanje
natancˇnosti napovedi.
V drugi skupini poskusov smo izkoristili masovne podatke in ucˇnim cˇasovnim
vrstam dodali podobne cˇasovne vrste z namenom, da napovedi LSTM sˇe iz-
boljˇsamo. Z novimi, vecˇjimi mnozˇicami ucˇnih cˇasovnih vrst, smo ucˇili LSTM,
ki so se v prvem poskusu izkazale najbolje.
Vsi modeli iz prve in druge skupine poskusov imajo enake pogoje, in sicer
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napovedujejo isto okno cˇasovne vrste in imajo na voljo isto skupino cˇasovnih
vrst za ucˇenje, zato so modeli iz prvega in drugega poskusa primerljivi. Pre-
izkusili smo natancˇnost napovedovanja modelov tudi glede dolzˇine napovedi.
Napovedovali smo eno uro, sˇtiri ure in osem ur v prihodnost.
Poskuse smo izvedli v orodju Jupyter notebook [39]. Za gradnjo LSTM
smo uporabili zmogljivo knjizˇnico Keras [40]. Za gradnjo klasicˇnih modelov
smo uporabili dobro podprto knjizˇnico Pyflux [41]. Za analizo cˇasovnih vrst
smo uporabili knjizˇnico Statsmodel [42], razdelek TSA (ang. time series
analysis).
Za evalvacijo smo uporabili kriterijsko funkcijo korenjeno srednjo kvadra-
tno napako (ang. root mean square error, RMSE ).
7.1 Kombinacije obdelav cˇasovnih vrst
Od obdelav cˇasovnih vrst smo uporabili logaritemsko transformacijo, odstra-
njevanje sezonskosti, odstranjevanje trenda in normalizacijo v nasˇtetem vr-
stnem redu. Za logaritemsko transformacijo smo se zgledovali po enacˇbi 6.1.
Za odstranjevanje sezonskosti smo uporabili naivno metodo, ki uporabi kon-
volucijske filtre. Za odstranjevanje trenda smo uporabili enkratno diferenci-
acijo ter za normalizacijo standardizacijo in se omejili na razpon med 0 in
1.
Potrebno je omeniti, da lahko pomembno vlogo igra tudi vrstni red obde-
lave podatkov. Za prvi korak obdelave podatkov je bila izbrana logaritemska
funkcija zaradi njenega ucˇinka, ki stabilizira varianco v podatkih in ker po ob-
delavi ohranja sezonskost in trend. Poleg tega se logaritemsko transformacijo
pogosto uporabi pred odstranjevanjem sezonskosti tudi zato, ker logaritem-
ska funkcija naredi cˇasovno vrsto aditivno in vecˇina metod za odstranjevanje
sezonskosti uporablja aditivno dekompozicijo cˇasovnih vrst. Nato uporabimo
odstranjevanje sezonskosti, saj za tem trend sˇe vedno ostane enak tudi po
obdelavi. Za tem uporabimo odstranjevanje trenda in na koncu normaliza-
cijo. Normalizacija je zadnji korak, ker zˇelimo z njo omejiti razpon vrednosti
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v cˇasovnih vrstah, primeren za nevronske mrezˇe. Tudi v primerih, ko ne
uporabimo vseh obdelav cˇasovnih vrst, se drzˇimo istega vrstnega reda.
Napovedane cˇasovne vrste je potrebno vrniti nazaj v izvorno velikost in
obliko cˇasovnih vrst, saj sicer napovedi nimajo pomena. Tukaj se drzˇimo
obratnega vrstnega reda, to je inverz normalizacije, sesˇtevanje napovedi, da
vrnemo trend, priˇstevek sezonske cˇasovne vrste in uporaba eksponentne funk-
cije 6.2. Za postopek smo se zgledovali po delu Bandare in sodelavcev [1].
Na izboljˇsanje napovedi LSTM lahko vpliva tudi izbira skupine cˇasovnih
vrst, ki so uporabljene za ucˇenje. Metode grucˇenja predstavljajo primeren
pristop za iskanje podobnih cˇasovnih vrst. Ker so cˇasovne vrste dolge in
jih je veliko, ni najbolj prakticˇno neposredno grucˇiti samih cˇasovnih vrst.
Omejitev obsega znacˇilk je zazˇelena, zato je primeren pristop zbiranje samo-
opisljivih znacˇilk, ki bi znale cˇim bolje dolocˇiti razlike med grucˇami. Ker
smo se zgledovali po delu Bandare in sodelavcev [1], smo tudi mi opisali
znacˇilke s pristopom iz dela, ki so ga predstavili Hyndman in sodelavci [26].
S predlaganimi znacˇilkami so zˇeleli ujeti vecˇino dinamike, ki so v cˇasovnih
vrstah in so pogoste pri vecˇini analiz cˇasovnih vrst, kot so trend, sezonskost
in avtokorelacija.
Uporabili smo mesˇanje verjetnostnih porazdelitev (ang. mixture model,
MM ) z nacˇelom najkrajˇsega sporocˇila (ang. minimal message length, MML),
to je tehniko Bayesovskih ocen tocˇk, ki predstavlja najviˇsjo posteriorno ver-
jetnostno porazdelitev vsake grucˇe. Ker smo v nasˇem delu omejeni le na
numericˇne cˇasovne vrste, smo se lahko omejili na model za normalno poraz-
deljene cˇasovne vrste. V delu je uporabljeno mesˇanje Gaussovih verjetnostnih
porazdelitev (ang. Gaussian mixture model, GMM ), kot so to naredili Ban-
dara in sodelavci [1]. Prednost MM pred ostalimi tehnikami grucˇenja je, da
je sposobno samostojno odkriti optimalno sˇtevilo grucˇ.
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7.2 Podatki
Uporabljeni podatki so iz panoge spletnega oglasˇevanja druzˇbenih omrezˇjih.
V resnicˇnem svetu se dogodke, kot so kliki, prikazi oglasa in ostalo pripa-
dajocˇo vsebino ves cˇas belezˇi v dnevniˇsko datoteko (ang. log file) s pripa-
dajocˇo cˇasovno oznako (ang. timestamp). Zaradi tega je naravna izbira, da
se na teh podatkih uporabijo metode za analizo cˇasovnih vrst [21].
Podatki, ki smo jih uporabili v poskusih, predstavljajo dnevniˇske dato-
teke, ki so bile zbrane na podlagi oglasov, prikazanih na druzˇbenem omrezˇju
Facebook. Podatki so se zbirali vsako uro, kar pomeni, da imamo za vsako uro
v cˇasu dodane nove svezˇe podatke za vnaprej dolocˇene znacˇilke. Imamo 13
znacˇilk, ki so opisane v tabeli na sliki 7.1. Za vsako znacˇilko lahko sestavimo
svojo cˇasovno vrsto. Tako imamo poleg cˇasovne vrste, ki predstavlja klike
na oglase, zbrane tudi druge cˇasovne vrste, kot je sˇtevilo prikazov oglasov,
sˇtevilo vsˇecˇkov na oglase in podobno. Vseh skupin cˇasovnih vrst imamo 60
ter jih locˇimo po kampanji (ang. campaign) in ciljni publiki, ki je v podatkih
oznacˇena kot skupina (ang. group), saj ima oglasˇevalska kampanja tipicˇno
vecˇ oglasnih skupin. Vse cˇasovne vrste, ki smo jih zbrali za nasˇe poskuse,
so razpona priblizˇno enega leta, in sicer od 2. januarja 2017 do 19. januarja
2018. Skupine cˇasovnih vrst so dolge od 63 do 305 ur, kar predstavlja pribl.
3 do 12 dni podatkov posameznih skupin cˇasovnih vrst. Za napovedovanje
smo si rezervirali zadnjih 16 ur vsake cˇasovne vrste.
Iz vseh 60 skupin cˇasovnih vrst smo poiskali 10 skupin, ki so mlajˇse in
manjˇse. To smo naredili za drugo skupino poskusov, da smo povecˇali polje
kandidatnih skupin za iskanje najbolj podobnih cˇasovnih vrst za izboljˇsanje
natancˇnosti napovedi LSTM modela. Poskuse smo izvajali na vsaki od de-
setih skupin posebej. Cˇasovne vrste klikov teh 10 skupin so prikazane na
sliki 7.2, ki prikazuje za vsako skupino tudi dolzˇino cˇasovne vrste, povprecˇje
klikov in mediano klikov. Tabela 7.1 medtem predstavlja izracˇunan ADF
test na cˇasovnih vrstah klikov.
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Slika 7.1: Slika predstavlja opisane znacˇilke nasˇih podatkov iz druzˇbenega
omrezˇja Facebook, ki jo je izdelala funkcija describe knjizˇnice Pandas. Za
vsako od 13 znacˇilk je izracˇunano sˇtevilo instanc (count), povprecˇje (mean),
standardna deviacija (std), najmanjˇsa vrednost (min), 25. percentil (25 %),
mediana (50%), 75. percentil (75 %) in najvecˇja vrednost (max).
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ADF p-vrednost kriticˇna
vrednost
1%
kriticˇna
vrednost
5%
kriticˇna
vrednost
10%
Mozˇnost
trenda
51567-
8919
-4.133 0.00085 -3.575 -2.924 -2.6 Zelo majhna
50931-
8805
-3.568 0.0064 -3.571 -2.923 -2.599 Majhna
50871-
8843
-2.947 0.0402 -3.563 -2.919 -2.597 Srednja
50021-
8653
-2.652 0.0827 -3.575 -2.924 -2.6 Velika
49765-
8447
-2.631 0.0868 -3.589 -2.93 -2.603 Velika
49649-
8561
-3.666 0.0046 -3.581 -2.927 -2.602 Zelo majhna
49007-
8425
-2.723 0.0701 -3.585 -2.928 -2.602 Srednja
48405-
8245
-3.082 0.0279 -3.578 -2.925 -2.601 Srednja
48409-
8245
-3.432 0.0999 -3.589 -2.93 -2.603 Majhna
48701-
8341
-3.071 0.0288 -5.53 -2.905 -2.59 Majhna
Tabela 7.1: ADF test cˇasovnih vrst klikov, ki jih napovedujemo v poskusih.
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Slika 7.2: Slika predstavlja cˇasovne vrste klikov, ki smo jih uporabili za na-
povedovanje pri poskusih magistrskega dela. Prikazuje njihovo ime skupine,
dolzˇino, povprecˇje in mediano.
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7.3 Priprava napovednih modelov
V poskusih smo uporabili naiven vztrajnostni model kot spodnjo mejo in pre-
verbo primernosti napovedi ostalih modelov, to so ARIMA, ARIMAX, VAR
in LSTM. Tako kot LSTM smo tudi na ostalih modelih z izjemo vztrajno-
stnega modela uporabili na vecˇ nacˇinov obdelane cˇasovne vrste. Za obdelavo
cˇasovnih vrst smo uporabili vse mozˇne kombinacije: ali ima narejeno logari-
temsko preslikavo, ali ima odstranjeno sezonskost, ali ima odstranjen trend
in ali ima normalizirane vrednosti. To nanese 16 mozˇnih kombinacij. Ker
imata ARIMA in ARIMAX znotraj svojega modela zˇe sposobnost integrira-
nja in iskanja sezonskosti, smo pri njima obdelavo z odstranjevanjem trenda
in sezonskosti izpustili. V nadaljevanju so predstavljeni posamezni napovedni
modeli.
7.3.1 Vztrajnostni model
Vztrajnostni model je najbolj splosˇen in naiven model za napovedovanje
cˇasovnih vrst. Model predpostavlja, da bo prihodnost enaka sedanjosti, kar
pomeni, da napove zadnjo znano vrednost. V primeru, ko se napoveduje eno
uro v prihodnost, za naslednjo uro napove enako sˇtevilo klikov na oglas, kot
se je zgodilo v zadnji znani uri (enacˇba 7.1).
yt = xt−1 (7.1)
V primeru, ko se napoveduje 4 ali 8 ur v prihodnost, napove enako sˇtevilo
klikov, kot se je zgodilo v zadnjih 4 ali 8 ur. Glej enacˇbo 7.2.
yt + yt+1 + ...+ yt+N = xt−1 + xt−2 + ...+ xt−(N+1) (7.2)
Primer napovedi ene ure v prihodnost je prikazana na sliki 7.3.
Ker nas ne zanima, kako samo obdelava cˇasovnih vrst izboljˇsa napovedi,
jih pri vztrajnostnem modelu nismo uporabili. Za ucˇenje potrebuje le tisto
cˇasovno vrsto, katero tudi napoveduje. To pomeni, da je univariaten model
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Slika 7.3: Slika predstavlja resnicˇno cˇasovno vrsto klikov (modra cˇrta) in
napoved vztrajnostnega modela (rdecˇa cˇrtkana cˇrta). Vztrajnostni model
napoveduje eno uro v prihodnost.
– ne omogocˇa uporabe solezˇnih cˇasovnih vrst za dodatno znanje, ki bi ga te
lahko prispevale.
7.3.2 ARIMA
ARIMA je prav tako univariaten model, zato smo od ucˇne mnozˇice cˇasovnih
vrst uporabili le cˇasovno vrsto, ki prikazuje sˇtevilo klikov na oglase, ker to
napovedujemo. ARIMO smo pripravili za nasˇe poskuse tako, da se v zacˇetku
izvede metoda znana pod imenom autoarima, katera z dolocˇeno kriterijsko
funkcijo poiˇscˇe najbolj primerne parametre modela ARIMA p, d, q glede na
nasˇo zˇe obdelano ucˇno cˇasovno vrsto. Izbrali smo privzeto kriterijsko funkcijo
autoarima metode – informacijski kriterij Akaike (ang. Akaike information
criterion). Pri izbranih parametrih se ARIMAmodel naucˇi in poda napovedi.
Za tem je potrebno napovedi peljati skozi vzvratno obdelavo podatkov, da
dobimo napovedi v izvirni obliki in velikosti. Ker ARIMA velja za uspesˇen
model, smo pricˇakovali bolj natancˇne napovedi, kot jih naredi vztrajnostni
model.
7.3.3 ARIMAX
Model ARIMAX je razlicˇica ARIMAmodela, ki zna uporabiti dodatne cˇasovne
vrste, imenovane pojasnjevalne spremenljivke. To so tiste cˇasovne vrste, pri
katerih je znana tako zgodovina kot prihodnost. Za zunanji regresor se lahko
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uporablja cˇasovna vrsta, ki oznacˇuje uro v dnevu, dan v tednu ali koledar
praznikov, saj je to znanje znano v naprej. Uporabijo se lahko tudi povprecˇja
kot je zgodovinsko povprecˇje klikov na uro v dnevu ali povprecˇje klikov na
dan v tednu ali mesecu. Uporabili smo vrsto zunanjih regresorjev, to je
zgodovinsko povprecˇje klikov na oglase za vsako uro v dnevu in povprecˇje
klikov na oglase za vsak dan v mesecu. Primer uporabljenih zunanjih re-
gresorjev je predstavljen na sliki 7.4. Povprecˇja so se dolocˇila na podlagi
klikov na oglase v ucˇni mnozˇici. Ker je ARIMAX pravzaprav ARIMA s po-
jasnjevalnimi spremenljivkami, je uporabljen enak postopek ucˇenja z enako
metodo iskanja parametrov. Zaradi dodatnega znanja iz zunanjih regresorjev
so pricˇakovane bolj natancˇne napovedi.
Slika 7.4: Slika predstavlja resnicˇno cˇasovno vrsto klikov (modra cˇrta) in
agregirano povprecˇje klikov glede na uro v dnevu (rdecˇa cˇrta) in dan v mesecu
(zelena cˇrta), ki se uporabita kot zunanja regresorja pri modelu ARIMAX.
7.3.4 VAR
VAR je multivariaten model, zato lahko za ucˇenje uporabi celotno skupino
cˇasovnih vrst. Tudi tukaj se uporabi isto kriterijsko funkcijo kot jo uporabi
ARIMA za samodejno iskanje parametov. VAR ima en parameter – zamik
(ang. lag). Model za ucˇenje uporablja vse cˇasovne vrste in jih vse tudi
napove, a za nasˇ poskus se uporabijo le napovedi klikov na oglase. Napo-
vedi gredo tako kot pri ARIMA modelu in ARIMAX modelu skozi vzvratno
obdelavo podatkov. Ker VAR zna povezati soodvisnosti cˇasovnih vrst in v
primeru, da je skupina cˇasovnih vrst soodvisna, se pricˇakuje bolj natancˇne
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napovedi kot jih dobimo z vztrajnostnim modelom.
7.3.5 LSTM
LSTM so multivariaten model in se ucˇijo na celi skupini cˇasovnih vrst. Znane
so sˇtiri strategije za napovedovanje cˇasovnih vrst vecˇ korakov v prihodnost.
Prva je neposredno napovedovanje vecˇ korakov v prihodnost in vkljucˇuje
razvijanje modela za vsak cˇasovni korak napovedovanja. Pri opazovanih
vhodnih vrednostih v napovedi dobimo z enacˇbo 7.3.
napoved(t+ 1) = model1(v(t), v(t− 1), ..., v(t− n))
napoved(t+ 2) = model2(v(t), v(t− 1), ..., v(t− n)) (7.3)
Ker moramo za vsak cˇasovni korak ucˇiti svoj model, postane ucˇenje racˇunsko
in cˇasovno zahtevno. Druga strategija je rekurzivno napovedovanje vecˇ ko-
rakov v prihodnost. Ta uporablja en model in napoveduje po en korak v
prihodnost vsak korak, kjer uporabi prejˇsnjo napoved kot vhod za naslednjo
napoved, kot prikazano v enacˇbi 7.4.
napoved(t+ 1) = model(v(t), v(t− 1), ..., v(t− n))
napoved(t+ 2) = model(napoved(t+ 1), v(t), ..., v(t− n)) (7.4)
Ker se pri tej strategiji prejˇsnje napovedi uporabijo kot opazovane vredno-
sti, dovolimo, da se napovedna napaka prenasˇa v naslednje cˇasovne korake.
Tretja strategija je rekurzivna neposredna hibridna strategija, ki kombinira
prej opisani strategiji in ima enacˇbo 7.5.
napoved(t+ 1) = model1(v(t), v(t− 1), ..., v(t− n))
napoved(t+ 2) = model2(napoved(t+ 1), v(t), ..., v(t− n)) (7.5)
Vecˇizhodna strategija medtem razvije en model, ki je zmozˇen napovedati
celotno zaporedje napovedi v enem koraku, kot prikazano v enacˇbi 7.6.
napoved(t+ 1), napoved(t+ 2) = model(v(t), v(t− 1), ..., v(t− n)) (7.6)
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Model vecˇizhodne strategije je bolj kompleksen, saj se lahko naucˇi strukturo
odvisnosti med vhodi in izhodi, kot tudi med izhodi samimi. Zaradi vecˇje
kompleksnosti se ucˇijo pocˇasneje in potrebujejo vecˇ ucˇnih podatkov, da se
izognejo prenasicˇenju (ang. overfitting). Za nasˇe poskuse smo uporabili
vecˇizhodno strategijo.
Model nevronske mrezˇe smo zgradili s Keras knjizˇnico. Koncˇno arhitek-
turo smo dolocˇili po vecˇ rocˇnih poskusih na razlicˇnih skupinah cˇasovnih vrst.
Pri gradnji smo si pomagali z delom Bandare in sodelovcev [1], po katerem
smo se zgledovali. Arhitektura nevronske mrezˇe, skupaj z obdelavo cˇasovnih
vrst, je predstavljena na sliki 7.5.
Pri LSTM ni uporabnih metod, ki bi znale dobro oceniti primerne me-
taparametre modela. Pred vsakim napovedovanjem je bila tako predhodno
narejena optimizacija metaparametrov na validacijski mnozˇici. Validacijsko
mnozˇico smo dolocˇili tako, da smo ucˇno mnozˇico razdelili na novo ucˇno in
validacijsko cˇasovno vrsto, kjer smo zadnjih 16 ur ucˇne mnozˇice vzeli za
validacijsko, kot je prikazano na sliki 7.6. Na sliki v primeru optimizacije
parametrov ucˇno mnozˇico predstavljajo kliki vse do prve modre tocˇke in v
primeru napovedovanja ucˇno mnozˇico predstavljajo kliki vse do prve rdecˇe
tocˇke. Predmet optimizacije so parametri, predstavljeni v tabeli 7.2.
Za optimizacijo metaparametrov smo naredili 20 iteracij nakljucˇnih vre-
dnosti in uporabili tiste metaparametre, ki so dosegli najbolj natancˇne na-
povedi na validacijski cˇasovni vrsti. Za vsako kombinacijo obdelav podatkov
smo ucˇili 16 modelov in kot koncˇno napoved uporabili povprecˇje napovedi.
Slednje smo naredili zaradi stohasticˇnih lastnosti nevronskih mrezˇ. Iz is-
tega razloga smo za napovedovanje testne cˇasovne vrste ucˇili 40 modelov in
koncˇno napoved dobili s povprecˇenjem.
7.4 Napovedovanje
Najprej smo napovedovali po eno uro v prihodnost, vsako uro. Taksˇnemu
nacˇinu v anglesˇcˇini pravijo rolling ali sprehod naprej (ang. walk forward) in
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Slika 7.5: Pripravljena arhitektura mrezˇe, ki vkljucˇuje predobdelavo
cˇasovnih vrst, ucˇenje LSTM in poobdelavo cˇasovnih vrst. *Prikazana ob-
delava je bila uporabljena le, kadar smo uporabili vse vrste obdelav cˇasovnih
vrst. Cˇe se katero izlocˇi, se vrstni red ohrani.
je prikazan na sliki 7.7. Drugi nacˇin je podoben prvemu, le da smo vsako
uro napovedali sˇtiri ure v prihodnost oziroma osem ur v prihodnost. Napo-
ved sˇtiri ure v prihodnost pomeni, da se napove sˇtiri ure dolgo okno urnih
napovedi, kar pomeni sˇtiri napovedi. Natancˇnost napovedi smo preverili z
odstopanjem sesˇtevka napovedanih klikov.
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Parameter Anglesˇko ime Najmanjˇsa
vrednost
Najvecˇja
vrednost
sˇtevilo nevronov Number of neurons 10 80
dolzˇina dobe Epoch size 10 60
dolzˇina paketov mini-batch size 1 4
hitrost ucˇenja na vzorec learning rate per sample 0.001 0.04
najvecˇje sˇtevilo dob maximum epochs 10 60
vcepitev Gaussovega
sˇuma
Gaussian noise injection 0.0005 0.005
utezˇi L2 regularizacije L2 regularization-weight 0.0005 0.0008
sˇtevilo posodobitev Number of updates 1 50
Tabela 7.2: Parametri, katere smo nastavljali za optimizacijo LSTM.
Slika 7.6: Slika predstavlja resnicˇno cˇasovno vrsto klikov (cˇrta), na kateri
so oznacˇene tocˇke klikov iz validacijske mnozˇice (modro) in testne mnozˇice
(rdecˇe).
Slika 7.7: Slika predstavlja ucˇno mnozˇico (modra) in testno mnozˇico (siva)
za vsako naslednjo uro napovedovanja od zgoraj navzdol. V nasˇem primeru
smo uporabili zasidran nacˇin. Vir slike [43] .
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Celoten postopek prvega poskusa je predstavljen v psevdokodi 1.
Algorithm 1 Psevdokoda celotnega poskusa (brez grucˇenja)
1: for model ∈ {Vztrajnostni model, ARIMA, ARIMAX, VAR, LSTM} do
2: for vsaka mozˇna kombinacija obdelav cˇasovnih vrst do
3: Razdelitev cˇasovnih vrst na ucˇno in testno mnozˇico
4: Obdelava cˇasovnih vrst
5: Iskanje parametrov modela
6: Ucˇenje modela
7: Napovedovanje modela
8: Vzvratna obdelava napovedane cˇasovne vrste
9: Vrednotenje
10: Belezˇenje rezultatov
11: end for
12: end for
Grucˇenje cˇasovnih vrst
Druga skupina poskusa predstavljaje uporabo podobnih cˇasovnih vrst za
ucˇenje LSTM. V danasˇnjem svetu masovnih podatkov je podobnih cˇasovnih
vrst veliko. V poglavju 2 je bilo omenjenih nekaj primerov uporabe podobnih
cˇasovnih vrst in tudi postopkov zbiranja podobnih cˇasovnih vrst. Najbolj
smo se zgledovali po delu Bandare in sodelavcev [1] in postopek prilagodili
nasˇemu poskusu. Drzˇali smo se postopka, opisanega v psevdokodi 2.
S pomocˇjo grucˇenja smo poiskali podobne cˇasovne vrste, in sicer tako, da
smo za podobne cˇasovne vrste sˇteli tiste cˇasovne vrste, ki so se znasˇle v isti
grucˇi kot cˇasovna vrsta, ki jo napovedujemo. Podobne cˇasovne vrste smo
uporabili pri ucˇenju LSTM. V drugem poskusu nismo preverili vseh kombi-
nacij obdelanih cˇasovnih vrst, kot smo storili v prvem poskusu, ampak vzeli
le tisto obdelavo cˇasovnih vrst, ki se je v prvem poskusu izkazala najbolje.
To smo storili zato, da pokazˇemo na najbolj enostaven in prepricˇljiv nacˇin,
ali uporaba podobnih cˇasovnih vrst izboljˇsa napovedi. Uporabili smo enake
nastavitve ucˇenja kot pri prvem poskusu, to je optimizacijo metaparametrov
in ucˇenje vecˇ modelov, katerih povprecˇje predstavlja koncˇno napoved.
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Algorithm 2 Psevdokoda grucˇenja podobnih cˇasovnih vrst za LSTM
1: Imamo skupino cˇasovnih vrst S1..
2: for Za vsako skupino cˇasovnih vrst Sx iz zbirke S2..60 do
3: Odrezˇi ure cˇasovne vrste Sx, ki so se zgodile kasneje kot se je zgodila zadnja ura
cˇasovne vrste S1.
4: if Cˇasovna vrsta Sx enako dolga kot S1 then
5: Dodaj skupino cˇasovnih vrst v kandidatno mnozˇico K.
6: end if
7: if Cˇasovna vrsta Sx daljˇsa kot S1 then
8: for i = 1 : Sx - lenght(S1) do
9: Dodaj skupino cˇasovnih vrst med uro i in i+lenght(S1) v kandidatno mnozˇico
K.
10: end for
11: end if
12: end for
13: Iz vseh skupin cˇasovnih vrst v mnozˇici K in skupini S1, ki jo napovedujemo, vzamemo
samo cˇasovne vrste, ki predstavljajo klike na oglase Kkliki.
14: Izracˇunamo vektorje znacˇilk V na klikihKkliki, ki opisujejo njihove lastnosti. Znacˇilke
so opisane v tabeli 7.3 in so povzete po delu [26].
15: Opravi se postopek grucˇenja z GMM na vektorjih znacˇilk V . Za ta postopek smo
uporabili vecˇ metod.
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Tabela 7.3: Zbrane znacˇilke cˇasovnih vrst za grucˇenje podobnih cˇasovnih
vrst v drugem poskusu, povzeti po delu [26].
Znacˇilka Anglesˇki izraz oznaka
spreminjanje variance v ostanku changing variance in remainder Lumpiness
spektralna entropija spectral entropy Entropy
avtokorelacija prvega reda first order autocorrelation ACF1
nivo zamika pri premikajocˇem oknu level shift using rolling window Lshift
sprememba variance variance change Vchange
sˇtevilo krizˇnih tocˇk the number of crossing points Cpoints
ravnih delov pri diskretizaciji flat spots using disretization Fspots
mocˇ trenda strength of trend Trend
mocˇ linearnosti strength of linearity Linearity
mocˇ krivin strength of curvature Curvature
mocˇ sˇpicˇastosti strength of spikiness Spikiness
rezultat Kullback-Leiblerja Kullback-Leibler score KLscore
indeks najvecˇjega KL rezultata index of the maximum KL score Change.idx
povprecˇje average Avg
varianca variance Var
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Poglavje 8
Rezultati
Poglavje rezultatov je razdeljeno na dve podpoglavji. Vsako podaja rezultate
enega od dveh vecˇjih poskusov.
Prvo podpoglavje je osredotocˇeno na prvo skupino poskusov, kjer se pri-
merja uspesˇnost razlicˇnih modelov ter uspesˇnost modelov glede na kombina-
cijo obdelav cˇasovnih vrst podanih v posamezen model. Uspesˇnost modelov
se meri z natancˇnostjo napovedovanja, za katero je uporabljena kriterijska
funkcija RMSE.
V drugem podpoglavju je predstavljena druga skupina poskusov, kjer se
uporabi metodo grucˇenja za iskanje podobnih cˇasovnih vrst, katere se doda
k ucˇenju LSTM z namenom izboljˇsanja natancˇnosti napovedi LSTM. Ostali
parametri so pri drugem poskusu enaki kot pri prvem. Natancˇnost modela,
ki je rezultat druge skupine poskusov, se tako lahko primerja z natancˇnostjo
modelov iz prve skupine poskusov.
8.1 Prva skupina poskusov
S prvo skupino poskusov smo zˇeleli preveriti uspesˇnost ucˇnih modelov pri
uporabi obdelav cˇasovnih vrst in primerjati uspesˇnost napovedovanja LSTM
z naivnim vztrajnostnim modelom ter s klasicˇnimi modeli ARIMA, ARIMAX
in VAR. Preizkusili smo sˇtiri vrste obdelav podatkov, to so logaritemska
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preslikava podatkov, normalizacija, odstranitev sezonskosti in odstranitev
trenda. Modeli so napovedovali vsako uro eno uro v prihodnost, sˇtiri ure v
prihodnost in osem ur v prihodnost.
8.1.1 Uspesˇnost posameznih modelov
Slike 8.1, 8.2, 8.3 prikazujejo natancˇnost napovedi klikov na oglas v naslednji
uri, naslednjih sˇtirih urah in naslednjih osmih urah za vsako od deset skupin
posebej. Skupine so oznacˇene z univerzalnimi izkaznicami.
Slika 8.1: Napovedi modelov na testni cˇasovni vrsti klikov za vsako od
desetih skupin. Modeli so napovedovali sˇtevilo klikov na oglase v naslednji
uri.
Naslednje slike 8.4, 8.5, 8.6 prikazujejo natancˇnost napovedi klikov na
oglas v naslednji uri, naslednjih sˇtirih urah in naslednjih osmih urah za vseh
deset skupin skupaj. V ta namen smo najprej normalizirali RMSE znotraj
vsake skupine, da so si bile skupine primerljive.
Iz prvih treh slik 8.1, 8.2 in 8.3 lahko opazimo, da so tako klasicˇni modeli
kot LSTM dosegli boljˇse napovedi kot naivni vztrajnostni model pri vsaki od
desetih skupin in pri napovedovanju ene, sˇtirih ali osem ur v prihodnost.
Iz slik 8.4, 8.5 in 8.6 vidimo, da so povprecˇno LSTM najbolj uspesˇno
napovedovale klike na oglase pri napovedovanju ene, sˇtirih in osem ur v
prihodnost. Zanimiva opazka je tudi pri modelih ARIMA in VAR. Pri kratkih
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Slika 8.2: Napovedi modelov na testni cˇasovni vrsti klikov za vsako od
desetih skupin. Modeli so napovedovali sˇtevilo klikov na oglase v naslednjih
sˇtirih urah.
Slika 8.3: Napovedi modelov na testni cˇasovni vrsti klikov za vsako od
desetih skupin. Modeli so napovedovali sˇtevilo klikov na oglase v naslednjih
osmih urah.
napovedih, to je napovedovanje eno uro v prihodnost, je ARIMA dosegla
boljˇse rezultate kot VAR. Pri napovedovanju dolgih napovedi, to je osem
urnih napovedi, sta se vlogi zamenjali. ARIMAX je bil tako pri kratkih kot
dolgih napovedih v povprecˇju slabsˇi od ARIMA modela.
Slike 8.7, 8.8 in 8.9 prikazujejo faktor izboljˇsanja LSTM napram naj-
boljˇsemu od klasicˇnih modelov pri isti skupini. V legendi je podano, s katerim
modelom je LSTM primerjan – kateri od preostalih modelov je bil najboljˇsi.
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Slika 8.4: Napovedi modelov na testni cˇasovni vrsti klikov za vseh deset
skupin skupaj. Modeli so napovedovali sˇtevilo klikov na oglase v naslednji
uri.
Slika 8.5: Napovedi modelov na testni cˇasovni vrsti klikov za vseh deset
skupin skupaj. Modeli so napovedovali sˇtevilo klikov na oglase v naslednjih
sˇtirih urah.
Faktor izboljˇsanja je dolocˇen z enacˇbo 8.1.
faktorIzboljsanja = (1− RMSELSTM
RMSEnajboljsiKlasicni
)× 100 (8.1)
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Slika 8.6: Napovedi modelov na testni cˇasovni vrsti klikov za vseh deset
skupin skupaj. Modeli so napovedovali sˇtevilo klikov na oglase v naslednjih
osmih urah.
Slika 8.7: Slika prikazuje faktor izboljˇsanja LSTM napram najbolj
uspesˇnemu klasicˇnemu modelu pri isti skupini. Ti modeli so napovedovali
eno uro v prihodnost.
Pri napovedovanju ene ure v prihodnost lahko na sliki 8.7 vidimo, da so
pri sˇtirih skupinah od desetih LSTM dosegle najboljˇse napovedi. V ostalih
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Slika 8.8: Slika prikazuje faktor izboljˇsanja LSTM napram najbolj
uspesˇnemu klasicˇnemu modelu pri isti skupini. Ti modeli so napovedovali
sˇtiri ure v prihodnost.
Slika 8.9: Slika prikazuje faktor izboljˇsanja LSTM napram najbolj
uspesˇnemu klasicˇnemu modelu pri isti skupini. Ti modeli so napovedovali
osem ur v prihodnost.
primerih je v petih od sˇest primerov boljˇso napoved dosegla ARIMA. Kljub
temu, da je ARIMA v vecˇih skupinah dosegla boljˇsi rezultat kot LSTM, so
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v povprecˇju najnizˇje napovedi dale LSTM, kot smo zˇe pokazali na sliki 8.4.
Slika 8.8 prikazuje sˇtiri ure dolge napovedi. V tem primeru so LSTM
dosegle najboljˇsi rezultat pri sedmih od desetih skupin. Za najbolj uspesˇen
klasicˇni model so se medtem izkazale vse tri metode, ARIMA, ARIMAX in
VAR.
Na sliki 8.9 je prikazan faktor izboljˇsanja LSTM pri napovedovanju osem
ur v prihodnost. LSTM so bile najuspesˇnejˇse v sˇestih od deset skupin. Kot
smo zˇe ugotovili s slike 8.6, tudi v tem primeru opazimo, da je najbolj uspesˇen
klasicˇen model za osem ur dolge napovedi VAR. Izstopa rezultat skupine
49765-8447, pri kateri sta tako VAR kot LSTM imela nizko normirano napako
RMSE. Absolutna razlika je bila sicer majhna, vendar, ker se je VAR dobro
obnesel, je relativna razlika med njima velika.
Opazimo lahko tudi, da so pri skupini 50871-8843, LSTM v vseh treh
dolzˇinah napovedi ostajale najuspesˇnejˇsi model.
8.1.2 Prispevek metod obdelav cˇasovnih vrst
V magistrskem delu nas je zanimalo tudi, koliko vpliva dolocˇena obdelava
cˇasovnih vrst na povecˇanje natancˇnosti napovedovanja. Osredotocˇili smo se
na prispevek metod obdelav cˇasovnih vrst pri LSTM.
Slika 8.10 prikazuje tri matrike intenzitete (ang. heatmaps) kombinacij
obdelav cˇasovnih vrst, ki smo jih uporabili v nasˇem poskusu pri napovedo-
vanju ene, sˇtiri ali osem ur v prihodnost. Tvorili smo pare metod obdelav
in primerjali njihovo uporabo (vrednost 1) in neuporabo (vrednost 0). Priˇsli
smo do naslednjih ugotovitev:
• V primeru napovedovanja eno uro v prihodnost je bil najnizˇji RMSE
dosezˇen pri uporabi trenda in neuporabi sezonskosti. Na napoved je
najslabsˇe vplivala uporaba logaritemske preslikave in neuporaba nor-
malizacije.
• V primeru napovedovanja sˇtiri ure v prihodnost vidimo, da je najbolj
pozitivno vplivala neuporaba trenda. Rezultati so bili sˇe boljˇsi, cˇe ni-
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smo uporabili sezonskosti. Pri tem je najbolj pomagalo, da smo dodali
logaritemsko preslikavo in nismo vkljucˇili normalizacije.
• V primeru napovedovanja osem ur v prihodnost je bila najbolj upo-
rabna obdelava z odstranitvijo sezonskosti brez odstranitve trenda.
Slika 8.10: Slika prikazuje tri matrike intenzitete. Levo prikazuje LSTM
pri napovedovanju ene ure v prihodnost, na sredini pri napovedovanju sˇtiri
ure v prihodnost in desno osem ur v prihodnost. Da smo ustvarili dvodimen-
zionalne matrike, smo metode obdelav cˇasovnih vrst poparili in primerjali
njihovo uporabo (vrednost 1) in neuporabo (vrednost 0). RMSE je normali-
ziran, zato da smo ga lahko povprecˇili skozi vseh deset skupin napovedi.
Iz ugotovitev lahko sklepamo, da na kratke napovedi, kot je napovedo-
vanje eno uro v prihodnost, najbolj prispeva odstranitev trenda, pri dolgih
napovedih, kot je napovedovanje osem ur v prihodnost, pa najbolj prispeva
odstranitev sezonskosti. Ker vrednosti sˇtevila klikov niso bile znacˇilno viˇsje
od 0, LSTM ni trpel zasicˇenja odvoda sigmoidne aktivacijske funkcije pri
vzvratnem razsˇirjanju in normalizacija ni bila obvezna. Ker sˇtevilo klikov
skozi cˇas ni mocˇno variiralo, logaritemska preslikava ni ocˇitno izboljˇsala na-
tancˇnosti napovedi.
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8.2 Druga skupina poskusov
Pri drugi skupini poskusov smo zˇeleli preizkusiti, ali bo dodajanje podob-
nih cˇasovnih vrst v ucˇno mnozˇico cˇasovnih vrst prispevalo k izboljˇsanju na-
tancˇnosti napovedovanja. Za iskanje podobnih cˇasovnih vrst smo uporabili
GMM. Poskusili smo vecˇ metod uporabe GMM za grucˇenje.
Prva metoda, ki smo jo preizkusili, je uporaba fiksnega sˇtevila dodanih
cˇasovnih vrst. S pomocˇjo GMM smo izracˇunali metriko podobnosti in upo-
rabili 10, 20, 40, 80 in N najbolj podobnih cˇasovnih vrst klikov, kjer je N
sˇtevilo dodanih cˇasovnih vrst, ki jih je dolocˇil Bayesovski informacijski krite-
rij. Preskusili smo tudi z dodajanjem solezˇnih cˇasovnih vrst, ki predstavljajo
sˇtevilo prikazov oglasov. S tem smo sˇtevilo dodanih cˇasovnih vrst podvojili.
Zaradi cˇasovnih omejitev in pocˇasnega racˇunanja LSTM smo se osre-
dotocˇili na napovedovanje ene ure v prihodnost in priˇsli do rezultatov, pri-
kazanih na sliki 8.11.
Slika 8.11: Slika prikazuje povprecˇni faktor izboljˇsanja in standardno devi-
acijo LSTM z dodanimi cˇasovnimi vrstami napram LSTM iz prvega poskusa.
Faktor izboljˇsanja je izracˇunan na LSTM z dodanimi cˇasovnimi vrstami, kjer
smo dodali fiksno sˇtevilo dodatnih cˇasovnih vrst.
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Rezultati na sliki 8.11 so nam pokazali, da povprecˇno pri nobenem fiksnem
sˇtevilu dodajanja cˇasovnih vrst nismo dosegli izboljˇsanja. Standardne devia-
cije pa govorijo o tem, da so rezultati med skupinami mocˇno variirali. Doda-
janje cˇasovnih vrst, ki predstavljajo sˇtevilo prikazov oglasov (spremenljivka
impressions na sliki 7.1), ni prispevalo k povecˇanju natancˇnosti modela. Cˇe
uposˇtevamo le napovedi LSTM z dodanimi cˇasovnimi vrstami, ki so dosegle
najbolj natancˇne napovedi pri vsaki od skupin, dobimo rezultate, prikazane
na slikah 8.12 in 8.13.
Slika 8.12: Slika prikazuje povprecˇni normaliziran RMSE pri modelih pr-
vega poskusa in pri najbolj uspesˇnem modelu drugega poskusa iz vsake sku-
pine.
Iz slik 8.12 in 8.13 je videti, da je mogocˇe dosecˇi izboljˇsanje z dodajanjem
cˇasovnih vrst, kar smo uspeli dosecˇi pri sedmih od deset skupin. Ker pa nismo
nasˇli fiksnega sˇtevila podobnih cˇasovnih vrst, ki bi v povprecˇju izboljˇsale
napovedi LSTM brez dodanih cˇasovnih vrst, smo ubrali drug pristop. Dolocˇili
smo fiksen prag vrednosti matrike podobnosti modela GMM. Ker dodajanje
prikazov oglasov v prejˇsnjem poskusu ni obrodilo sadov in zaradi cˇasovnih
omejitev, smo jih pri tem poskusu izpustili.
Metrike podobnosti, ki jih je izracˇunal model GMM na vsaki skupini,
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Slika 8.13: Slika prikazuje faktor izboljˇsanja LSTM z dodanimi cˇasovnimi
vrstami, ki je v skupini dosegel najnizˇji RMSE napram LSTM iz prvega
poskusa.
so imele razlicˇno zalogo vrednosti pri razlicˇnih skupinah, zato smo najprej
zalogo vrednosti normalizirali in omejili na interval od 0 do 100. Preizkusili
smo vecˇ pragov in najprej preverili, koliko podobnih cˇasovnih vrst to nanese,
kar smo prikazali v tabeli 8.1.
Na podlagi tabele 8.1 in na podlagi sˇtevila podobnih cˇasovnih vrst, ki
so se pri fiksnem dolocˇanju najbolj izkazale, smo za poskus izbrali naslednje
pragovne vrednosti:
0, 01, 0, 02, 0, 05, 0, 08, 0, 15, 0, 20, 0, 35 in 0, 50
Rezultati so prikazani na sliki 8.14.
Slika 8.14 nam prikazuje, da tudi dodajanje cˇasovnih vrst na podlagi
praga vrednosti metrike podobnosti v povprecˇju ni izboljˇsalo napovedi.
Pridemo torej do naslednjih ugotovitev:
• v povprecˇju posamezna metoda dodajanja podobnih cˇasovnih vrst na-
poveduje slabsˇe kot LSTM iz prve skupine poskusov;
• vsaka je bila sposobna v kaksˇni skupini narediti boljˇse napovedi in
slabsˇe napovedi kot LSTM iz prve skupine poskusov.
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0.01 0.02 0.05 0.1 0.2 0.5 1 2 5 10 100
51567 13 22 65 144 303 664 1298 2156 2930 3258 3658
50931 6 13 53 109 194 506 1043 1904 2878 3148 3600
50871 0 0 0 0 0 0 0 6 11 27 3650
50021 3 7 16 36 75 162 341 817 2709 2282 3650
49765 8 17 41 97 203 462 942 1711 2912 3343 3759
49649 14 24 49 94 191 492 949 1778 2837 3080 3543
49007 4 5 16 30 73 192 414 900 2855 3334 3561
48405 7 15 37 69 135 326 687 1361 2624 2836 3181
48409 9 16 50 98 199 499 970 1747 2506 2789 3181
48701 1 1 1 2 9 32 62 110 275 862 2319
Tabela 8.1: Tabela predstavlja sˇtevilo podobnih cˇasovnih vrst, katerih vre-
dnost metrike podobnosti je nizˇja ali enaka pragovni vrednosti. Sˇtevilo po-
dobnih cˇasovnih vrst pod pragom je izracˇunanih za vsako skupino posebej.
Zadnji stolpec predstavlja celotno mnozˇico kandidatov podobnih cˇasovnih
vrst.
V naslednjem podpoglavju 8.2.1 smo se osredotocˇili poiskati mozˇne vzroke,
zakaj so metode v nekaterih skupinah napovedovale boljˇse in v nekaterih
slabsˇe kot LSTM iz prvega poskusa. Kaj so lastnosti tistih cˇasovnih vrst,
kjer je bilo dodajanje podobnih cˇasovnih vrst uspesˇno in ali so kaksˇni pona-
vljajocˇi se vzorci, iz katerih lahko potegnemo sklepe?
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Slika 8.14: Slika prikazuje povprecˇni faktor izboljˇsanja in standardno devi-
acijo LSTM z dodanimi cˇasovnimi vrstami napram LSTM iz prvega poskusa.
Faktor izboljˇsanja je izracˇunan na LSTM z dodanimi cˇasovnimi vrstami, kjer
smo dodali fiksno sˇtevilo dodatnih cˇasovnih vrst in sˇtevilo dodatnih cˇasovnih
vrst, izracˇunanih na podlagi pragovne vrednosti metrike podobnosti.
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Slika 8.15: Slika prikazuje, koliksˇen je faktor izboljˇsanja LSTM pri posa-
mezni metodi dodajanja podobnih cˇasovnih vrst za vsako od deset skupin
posebej. Metrika intenzitete je izracˇunana po vsaki metodi dodajanja po-
dobnih cˇasovnih vrst posebej, kar pomeni po stolpcih.
8.2.1 Analiza po drugi skupini poskusov
Zanimalo nas je, kako se faktor izboljˇsanja posamezne metode dodajanja
podobnih cˇasovnih vrst odrazˇa na vsaki od deset skupin posebej. V ta namen
smo pripravili matriko intenzitete, prikazano na sliki 8.15.
Iz slike 8.15 opazimo najprej, da pri skupinah, ki so na sliki oznacˇene
z rdecˇo, to so 49007-8425, 49649-8561 in 51567-8918, nobena od metod
ni dosegla izboljˇsanja napovedi napram LSTM iz prve skupine poskusov.
Medtem so pri skupini, oznacˇeni z zeleno, to je 50931-8850, vse metode
dodajanja cˇasovnih vrst dosegle izboljˇsanje. Ostale skupine in metode niso
prikazovale vzorcev, na podlagi katerih bi lahko sklepali zakljucˇke.
Za nadaljnjo analizo smo se tako osredotocˇili na primerjavo zelene skupine
in rdecˇih skupin. Pripravili smo grafe njihovih cˇasovnih vrst. Cˇasovna vrsta
klikov zelene skupine je na sliki 8.16 in cˇasovne vrste klikov rdecˇih skupin na
sliki 8.17.
Pregledali smo znacˇilke cˇasovnih vrst, prikazanih na sliki 8.18.
Pripravili smo tudi graf resnicˇne testne cˇasovne vrste klikov in njene na-
povedi razlicˇnih modelov za zeleno skupino 50931-8850 na sliki 8.19 in ene
od rdecˇih skupin 51567-8918 na sliki 8.20.
Sliki 8.19 in 8.20 prikazujeta resnicˇno cˇasovno vrsto testnega okna in njene
napovedi za zeleno in rdecˇo skupino. Vidimo lahko, da pri zeleni skupini
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Slika 8.16: Slika prikazuje cˇasovno vrsto klikov skupine 50931-8850 pri ka-
teri so vse metode dodajanja podobnih cˇasovnih vrst prispevala k izboljˇsanju
LSTM iz prve skupine poskusov.
LSTM iz prve skupine poskusov ni dosegel natancˇnih napovedi. Slednje
lahko vidimo tudi na sliki 8.7. Dodane cˇasovne vrste so tako uspele napovedi
mocˇno izboljˇsati. Medtem se je LSTM iz prve skupine poskusov pri rdecˇi
skupini bolj priblizˇal resnicˇni cˇasovni vrsti.
Za zadnji poskus smo preverili, ali lahko podobno pricˇakujemo tudi pri
daljˇsih napovedih, to je, ko smo napovedovali sˇtiri ure v prihodnost in osem
ur v prihodnost.
Priˇsli smo do rezultatov na sliki 8.21, iz katerih lahko sklepamo, da ugo-
tovitve veljajo tudi pri daljˇsih napovedih.
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Slika 8.17: Slika prikazuje cˇasovne vrste klikov skupin 49007-8425, 49649-
8561 in 51567-8918, pri katerih so vse metode dodajanja podobnih cˇasovnih
vrst poslabsˇale LSTM iz prve skupine poskusov.
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Slika 8.18: Slika prikazuje znacˇilke cˇasovnih vrst klikov rdecˇih skupin 49007-
8425, 49649-8561 in 51567-8918, pri katerih so vse metode dodajanja po-
dobnih cˇasovnih vrst poslabsˇale LSTM iz prve skupine poskusov ter zelene
skupine 50931-8850, pri kateri so vse metode dodajanja podobnih cˇasovnih
vrst prispevala k izboljˇsanju LSTM iz prve skupine poskusov.
Slika 8.19: Slika prikazuje testno cˇasovno vrsto klikov in njene napovedi
vseh modelov zelene skupine 50931-8850, pri kateri so vse metode dodaja-
nja podobnih cˇasovnih vrst prispevale k izboljˇsanju LSTM iz prve skupine
poskusov.
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Slika 8.20: Slika prikazuje testno cˇasovno vrsto klikov in njene napovedi
vseh modelov rdecˇe skupine 51567-8918, pri kateri so vse metode dodajanja
podobnih cˇasovnih vrst poslabsˇale LSTM iz prve skupine poskusov.
Slika 8.21: Slika prikazuje matriko intenzitete o tem, pri koliko skupinah od
desetih je metoda dodajanja podobnih cˇasovnih vrst prispevala k izboljˇsanju
natancˇnosti modela LSTM pri napovedovanju ene ure, sˇtiri ali osem ur v
prihodnost.
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ARIMA ARIMAX VAR LSTM z opti-
mizacijo para-
metrov
LSTM brez
optimizacije
parametrov
Cˇas izvajanja 6s 9s 2s 15min 1.5min
Tabela 8.2: Okviren cˇas ucˇenja in napovedovanja cˇasovne vrste klikov s
slike 2.1 pri napovedovanju osem ur v prihodnost na posameznem modelu.
8.3 Razprava
V prvem poskusu smo primerjali LSTM s klasicˇnimi modeli za napovedovanje
cˇasovnih vrst, pri cˇemer smo uporabili obdelave cˇasovnih vrst, ki so se v
sorodnih delih (poglavje 3) izkazale za uspesˇne pri izboljˇsanju natancˇnosti
napovedi LSTM. S poskusom smo potrdili, da so bile LSTM v povprecˇju
najbolj uspesˇen model.
Zaradi potrebne optimizacije hiperparametrov LSTM in vecˇkratnega po-
ganjanja modela zaradi stohasticˇne lastnosti nevronskih mrezˇ, je bil cˇas, po-
treben za zanesljive napovedi LSTM, mnogo daljˇsi kot pri napovedovanju
s klasicˇnimi modeli. Tabela 8.2 prikazuje okviren cˇas, ki so ga potrebo-
vali modeli ARIMA, ARIMAX, VAR, LSTM z optimizacijo metaparame-
trov in LSTM brez optimizacije metaparametrov pri napovedovanju klikov s
slike 2.1 osem ur v prihodnost. Kljub paralelizaciji LSTM je bil cˇas ucˇenja in
napovedovanja priblizˇno 150-krat daljˇsi od modela ARIMA in priblizˇno 450-
krat daljˇsi od VAR. Ker je razlika v racˇunskem cˇasu velika, ga je potrebno
uposˇtevati pri izbiri metode.
Potrdili smo tudi, da obdelava cˇasovnih vrst izboljˇsa napovedi. Za naj-
bolj uspesˇno se ni izkazala uporaba vseh obdelav cˇasovnih vrst hkrati. Katera
kombinacija je bila najbolj uspesˇna, je bilo odvisno od skupin cˇasovnih vrst,
na podlagi katerih smo napovedovali,kot od dolzˇine napovedi. Iz ugotovitev
lahko sklepamo, da moramo obdelavo cˇasovnih vrst prilagoditi podatkom in
tudi ciljem nasˇih napovedi, kot je npr., kako dalecˇ napovedujemo. Pri krajˇsih
napovedih je k uspehu najbolj pripomogla odstranitev trenda, medtem ko je
pri daljˇsih napovedih najbolj pripomogla odstranitev sezonskosti. Odstrani-
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tev trenda je bolj pripomogla pri kratkih napovedih zato, ker se pri daljˇsih
napovedih napovedna napaka prenasˇa na naslednje ure napovedi, saj se pri
racˇunanju inverza trenda napovedi sesˇtevajo. Medtem je bilo pri daljˇsih
napovedih pricˇakovati, da bo odstranitev sezonskosti mocˇneje prispevala k
natancˇnosti napovedi, ker bi jo LSTM sicer moral napovedati. Za LSTM pa
se je zˇe izkazalo, da sezonskosti ne napoveduje najbolje, kar smo omenili pri
opisu sorodnih del (poglavje 3).
V drugi skupini poskusov smo poskusili napovedovanje LSTM sˇe izboljˇsati.
Uporabili smo grucˇenje z mesˇanjem Gaussovih verjetnostnih porazdelitev
(GMM), da smo poiskali najbolj podobne cˇasovne vrste in jih dodali v ucˇno
mnozˇico za ucˇenje LSTM. Poskusi so pokazali, da je z dodajanjem podobnih
cˇasovnih vrst napovedi mogocˇe izboljˇsati, vendar pa je potrebno nadaljnje
delo za boljˇse razumevanje okoliˇscˇin, ki vplivajo na izboljˇsanje napovedi.
Kot smo v prvi skupini poskusov uporabili nakljucˇno preiskovanje pro-
stora hiperparametrov LSTM in mrezˇno preiskovanje metod obdelave cˇasovnih
vrst, bi lahko vkljucˇili tudi mrezˇno preiskovanje metod za dodajanje podob-
nih cˇasovnih vrst.
Ucˇenje bi lahko izvedli tudi v dveh fazah, in sicer da najprej preiˇscˇemo
z nakljucˇnim preiskovanjem prostora hiperparametrov LSTM in z mrezˇnim
preiskovanjem metod obdelave cˇasovnih vrst. Nato bi na najbolj uspesˇnemu
modelu dodali mrezˇno preiskovanje metod za dodajanje podobnih cˇasovnih
vrst. Tako bi cˇas izvajanja skrajˇsali.
Poglavje 9
Zakljucˇek
Primerjali smo klasicˇne modele ARIMA, ARIMAX in VAR z nevronskimi
mrezˇami z dolgim kratkorocˇnim spominom (ang. Long Short-Term Memory
neural networks, LSTM ) pri napovedovanju cˇasovnih vrst klikov na oglase
v druzˇbenem omrezˇju Facebook. Pri tem smo v sorodnih delih zbirali vse
dosedanje znanje, ki je pripomoglo k izboljˇsanju natancˇnosti napovedi LSTM,
saj smo zˇeleli izkoristiti njihov poln potencial – uporabiti najnaprednejˇsi
(ang. state-of-the-art) model za napovedovanje cˇasovnih vrst.
V magistrskem delu smo izvedli dve skupini poskusov. Za prvo skupino
poskusov smo v sorodnih delih poiskali pristope obdelav cˇasovnih vrst, ki so
se do sedaj izkazali za uspesˇen nacˇin izboljˇsanja napovedi LSTM. Poskusili
smo z vsemi kombinacijami obdelav, sestavljenih iz logaritemske preslikave
podatkov, normalizacijo podatkov med vrednosti 0 in 1, odstranitev sezon-
skosti ter odstranitev trenda cˇasovnih vrst. Z drugo skupino poskusov smo
zˇeleli natancˇnost LSTM sˇe izboljˇsati z uporabo velikega sˇtevila podobnih
cˇasovnih vrst pri ucˇenju modela. S slednjim pristopom smo zˇeleli izkoristiti
prednost nevronskih mrezˇ – danasˇnji obseg masovnih podatkov, s katerim so
se LSTM zˇe izkazale za uspesˇne pri racˇunalniˇskem vidu in obdelavi jezika.
V prvi skupini poskusov smo ugotovili, da so LSTM s pomocˇjo obdelav
cˇasovnih vrst najbolj natancˇno napovedovale klike na oglase. Pri krajˇsih na-
povedih je k uspehu najbolj pripomogla odstranitev trenda, medtem ko je
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pri daljˇsih napovedih najbolj pripomogla odstranitev sezonskosti. Odstrani-
tev trenda je bolj pripomogla pri kratkih napovedih zato, ker se pri daljˇsih
napovedih napovedna napaka prenasˇa na naslednje ure napovedi, saj se pri
racˇunanju inverza trenda napovedi sesˇtevajo. Medtem je bilo pri daljˇsih
napovedih pricˇakovati, da bo odstranitev sezonskosti mocˇneje prispevala k
natancˇnosti napovedi, ker bi jo LSTM sicer moral napovedati. Za LSTM pa
se je zˇe izkazalo, da sezonskosti ne napoveduje najbolje.
Za napovedovanje LSTM tako predlagamo, da se v primeru kratkih na-
povedi uporabi odstranitev trenda, v primeru dolgih in sezonskih podatkov
pa odstranitev sezonskosti.
V drugi skupini poskusov smo najuspesˇnejˇsim LSTM iz prve skupine
poskusov dodali podobne cˇasovne vrste in primerjali natancˇnost napovedi.
Podobne cˇasovne vrste smo poiskali s pomocˇjo grucˇenja z mesˇanjem Ga-
ussovih verjetnostnih porazdelitev (GMM). Grucˇili smo vektorje znacˇilk, ki
so opisovale cˇasovne vrste. Uporabili smo vecˇ pristopov dodajanja podob-
nih cˇasovnih vrst. Najprej smo fiksirali sˇtevilo cˇasovnih vrst, ki se dodajo k
ucˇenju LSTM, potem smo uporabili Bayesovski informacijski kriterij, da smo
dobili optimalno sˇtevilo grucˇ, ter uporabili tiste cˇasovne vrste, ki so bile v
isti grucˇi kot cˇasovna vrsta, ki smo jo napovedovali. Za tem smo poskusili s
podajanjem pragovne vrednosti metrike podobnosti – dodali smo le tiste po-
dobne cˇasovne vrste, ki so bile na podlagi metrike podobnosti bolj podobne
od pragovne vrednosti.
Ugotovili smo, da je z dodajanjem podobnih cˇasovnih vrst mozˇno iz-
boljˇsati napovedi, vendar ta pristop vedno ne pomaga. Vsak pristop je pri
kaksˇni od skupin cˇasovnih vrst, ki smo jih uporabili za napovedovanje, iz-
boljˇsal napovedi in vsak je pri kateri drugi skupini napovedi tudi poslabsˇal.
Potrebno je nadaljnje delo za boljˇse razumevanje okoliˇscˇin, ki vplivajo na
izboljˇsanje napovedi.
Za najbolj natancˇne napovedi LSTM predlagamo, da se naredi preisko-
vanje prostora, kjer dimenzije prostora predstavljajo pristopi dodajanja po-
dobnih cˇasovnih vrst.
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