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Abstract
The propose of this article is to consider the strong convergence of an iterative
sequences for finding a common element of the set of fixed points of an infinite
family of nonexpansive mappings, the set of solutions of the variational inequalities
for inverse strongly monotone mappings, and the set of solutions of system of
equilibrium problems in Hilbert spaces by using a hybrid steepest descent methods.
Our results improve and generalize many known corresponding results.
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1. Introduction
Let H be a real Hilbert space whose inner product and norm are denoted by 〈·,·〉 and
||·||, respectively. Let C be a nonempty closed convex subset of H and let F: C × C ®
ℝ be a bifunction, where ℝ is the set of real numbers. The equilibrium problem for F:
C × C ® ℝ is to find x* Î C such that
F(x∗, y) ≥ 0, ∀y ∈ C. (1:1)
The set of solutions of (1.1) is denoted by EP(F).
Let {Fi, i = 1, 2,..., N} be a finite family of bifunctions from C × C into ℝ, where ℝ is
the set of real numbers. The system of equilibrium problems for {F1, F2,..., FN} is to
find a common element x* Î C such that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
F1(x∗, y) ≥ 0, ∀y ∈ C,
F2(x∗, y) ≥ 0, ∀y ∈ C,
...
FN(x∗, y) ≥ 0, ∀y ∈ C.
(1:2)
We denote the set of solutions of (1.2) by ∩Ni=1SEP(Fi), where SEP(Fi) is the set of
solutions to the equilibrium problems, that is,
Fi(x∗, y) ≥ 0, ∀y ∈ C. (1:3)
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If N = 1, then the problem (1.2) is reduced to the equilibrium problems.
If N = 1 and F(x*,y) = 〈Bx*, y - x*〉, then the problem (1.2) is reduced to the varia-
tional inequality problems of finding x* Î C such that〈
Bx∗, y − x∗〉 ≥ 0, ∀y ∈ C. (1:4)
The set of solutions of (1.4) is denoted by VI(C, B).
Many problems in applied sciences, such as monotone inclusion problems, saddle
point problems, optimization problems, variational inequality problems, Nash equili-
brium problems, and equilibrium problems as special cases. Some methods have been
proposed to solve VI(C, B), EP(F), and SEP(Fi); see, for example [1-22] and references
therein. The above formulations (1.2) extends this formulism to such problems, cover-
ing in particular various forms of feasibility problems [23,24].
Let PC be the metric projection of H onto the closed convex subset C. Let S: C ® C
be a nonexpansive mapping, that is, ||Sx - Sy|| ≤ ||x - y|| for all x, y Î C. The set of
fixed points of S is denoted by F(S) = {x Î C: Sx = x}. If C ⊂ H is nonempty, bounded,
closed and convex and S is a nonexpansive mapping of C into itself, then F(S) is none-
mpty; see, for example, [25,26]. A mapping f: C ® C is a contraction on C if there
exists a constant h Î (0,1) such that ||f(x) - f(y)|| ≤ h||x - y|| for all x, y Î C.
Definition 1.1. Let B: C ® H be nonlinear mappings. Then B is called
(1) monotone if 〈Bx - By, x - y〉 ≥ 0, ∀x, y Î C,
(2) ξ-inverse-strongly monotone if there exists a constant ξ > 0 such that〈
Bx − By, x − y〉 ≥ ξ∥∥Bx − By∥∥2, ∀x, y ∈ C.
(3) A set-valued mapping Q: H ® 2H is called monotone if for all x, y Î H, f Î Qx
and g Î Qy imply 〈x - y, f - g〉 ≥ 0. A monotone mapping Q: H ® 2H is called max-
imal monotone, if it is monotone and if for any (x, f) Î H × H〈
x − y, f − g〉 ≥ 0, ∀(y, g) ∈ Graph(Q)
(the graph of mapping Q) implies that f Î Qx.
A typical problem is to minimize a quadratic function over the set of fixed points of






〈Ax, x〉 − 〈x, b〉
]
,
where F is the fixed point set of a nonexpansive mapping S defined on H and b is a
given point in H.
A linear bounded operator A is strong positive if there exists a constant γ¯ > 0 with
the property
〈Ax, x〉 ≥ γ¯ ‖x‖2, ∀x ∈ H.
Marino and Xu [27] introduced a new iterative scheme by the viscosity approxima-
tion method:
xn+1 = εnγ f (xn) + (1 − εnA)Sxn. (1:5)
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They proved that the sequences {xn} generated by (1.5) converges strongly to the
unique solution of the variational inequality:〈
γ fz − Az, x − z〉 ≤ 0, ∀x ∈ F(S),






〈Ax, x〉 − h(x)
]
, (1:6)
where h is a potential function for gf.
In order to find a common element of the set of fixed points of a nonexpansive map-
ping and the set of solutions of variational inequalities for a ξ-inverse-strongly mono-
tone mapping, Takahashi and Toyoda [28] introduced the following iterative scheme:{
x0 ∈ C chosen arbitrary,
xn+1 = γnxn + (1 − γn)SPC(xn − αnBxn), ∀n ≥ 0, (1:7)
where B is a ξ-inverse-strongly monotone mapping, {gn} is a sequence in (0, 1), and
{an} is a sequence in (0,2ξ). They showed that if F(S) ⋂ VI(C,B) is nonempty, then the
sequence {xn} generated by (1.7) converges weakly to some z Î F(S) ⋂ VI(C, B).
In order to find a common element of F(S) ⋂ VI(C, B), let S: H ® H be a nonexpan-
sive mapping, Yamada [29] introduced the following iterative scheme called the hybrid
steepest descent method:
xn+1 = Sxn − αnμBSxn, ∀n ≥ 1, (1:8)
where x1 = x Î H, {an} ⊂ (0,1), let B: H ® H be a strongly monotone and Lipschitz
continuous mapping and μ is a positive real number. He proved that the sequence {xn}
generated by (1.8) converges strongly to the unique solution of the F(S) ⋂ VI(C, B).
Let C be a nonempty closed convex subset of H. Given r > 0 the operators
JFr : H → C defined by
JFr (x) =
{
z ∈ C : F(z, y) + 1
r
〈
y − z, z − x〉 ≥ 0, ∀y ∈ C} ,
is called the resolvent of F (see [3]). It is shown in [3] that under suitable hypotheses
on F (to be stated precisely in Section 2), JFr : H → C is single-valued and firmly non-
expansive and satisfied
F(JFr ) = EP(F), ∀r > 0.
Using the result, in 2009, Colao et al. [10] introduced and considered an implicit
iterative scheme for finding a common element of the set of solutions of the system
equilibrium problems and the set of common fixed points of an infinite family of non-
expansive mappings on C. Starting with an arbitrary initial x0 Î C and defining a
sequence {zn} recursively by
xn = εnγ f (xn) + (1 − εnA)WnJFMrM,n JFM−1rM−1,n JFM−2rM−2,n · · · JF2r2,n JF1r1,nxn, (1:9)
where {n} be a sequences in (0,1). It is proved [10] that under certain appropriate
conditions imposed on {n} and {rn}, the sequence {xn} generated by (1.9) converges
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strongly to z ∈ ∩∞n=1F(Tn) ∩ (∩Mk=1SEP(Fk)), where z is the unique solution of the varia-
tional inequality and which is the optimality condition for the minimization problem.
In 2010, Colao and Marino [30] introduced the following explicit viscosity scheme
with respect to W-mappings for an infinite family of nonexpansive mappings
xn+1 = εnγ f (xn) + βnxn + ((1 − βn)I − εnA)WnJFrn xn. (1:10)
They prove that sequence {xn} and {JFrn } converge strongly to z ∈ ∩∞n=1F(Tn) ∩ EP(F),
where z is an equilibrium point for F and is the unique solution of the variational
inequality:〈
γ fz− Az, x − z〉 ≤ 0, ∀x ∈ ∩∞n=1F(Tn) ∩ EP(F)






〈Ax, x〉 − h(x)
]
,
where h is a potential function for gf. Recently, Chantarangsi et al. [11] introduced
some iterative processes based on the viscosity hybrid steepest descent method for
finding a common solutions of a generalized mixed equilibrium problem, the set of
fixed points of a nonexpansive mapping and the set of solutions of variational inequal-
ity problem in a real Hilbert space.
In this article, motivated by above results, we introduce an iterative scheme for find-
ing a common element of the set of solutions of system of equilibrium problems, the
set of fixed points of an infinite family of nonexpansive mapping, and the set of solu-
tions of variational inequality problems for inverse strongly monotone mapping in a
real Hilbert space by using a new hybrid steepest descent methods. The results shown
in this article improve and extend the recent ones announced by many others.
2. Preliminaries
Let H be a real Hilbert space, when {xn} is a sequence in H, we denote strong conver-
gence of {xn} to x Î H by xn ® x and weak convergence by xn ⇀ x. Let C be nonempty
closed convex subset of H. The nearest point projection PC: H ® C defined from H
onto C is the function which assigns to each x Î H its nearest point denoted by PCx
in C. Thus, PCx is the unique point in C such that ||x - PCx|| ≤ ||x - y||, ∀y Î C. It
easy to see that PC is nonexpansive and
x∗ ∈ VI(C,B) ⇔ x∗ = PC(x∗ − λBx∗), λ > 0. (2:1)
Lemma 2.1. [26]Let H be a Hilbert space, let C be a nonempty closed convex subset
of H. Let ξ >0 and let A: C ® H be ξ-inverse strongly monotone. If 0 <ϱ ≤ 2ξ, then I -
ϱB is a nonexpansive mapping of C into H.
Lemma 2.2. [26]Let H be a real Hilbert spaces, there hold the following identities:
(i) for each x Î H and x* Î C, x* = PCx ⇔ 〈x - x*, y - x*〉 ≤ 0 for all y Î C;
(ii) PC: H ® C is nonexpansive, that is, ||PCx - PCy|| ≤ ||x - y|| for all x, y Î H;
(iii) PC is firmly nonexpansive, that is, ||PCx - PCy||
2 ≤ 〈PCx - PCy, x - y〉 for all x,y
Î H;
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(iv) ||tx + (1 - t)y||2 = t||x||2 + (1 - t)||y||2 - t(1 - t)||x - y||2, ∀t Î [0,1], for all x,y
Î H;
(v) ||x + y||2 ≤ ||x||2 + 2〈y,x + y〉.
Lemma 2.3. [31]Each Hilbert space H satisfies Opial’s condition, that is, for any
sequence {xn} ⊂ H with xn ⇀ x, the inequality
lim inf
n→∞ ‖xn − x‖ < lim infn→∞
∥∥xn − y∥∥ ,
hold for each y Î H with y ≠ x.
Lemma 2.4. [27]Let C be a nonempty closed convex subset of H and let f be a con-
traction of H into itself with h Î (0,1), and A be a strongly positive linear bounded





x − y, (A − γ f )x− (A− γ f )y〉 ≥ (γ¯ − ηγ )∥∥x − y∥∥2, ∀x, y ∈ H.
That is, A - gf is a strongly monotone with coefficient γ¯ − γ η.
Lemma 2.5. [27]Assume A be a strongly positive linear bounded operator on H with
coefficient γ¯ > 0and 0 <r ≤ ||A||-1. Then ‖I − ρA‖ ≤ 1 − ργ¯.
Throughout this article, we assume that a bifunction F : C × C ® ℝ satisfies the fol-
lowing conditions:
(A1) F(x, x) = 0 for all x Î C;
(A2) F is monotone, i.e., F(x, y) + F(y, x) ≤ 0 for all x, y Î C;
(A3) for each x, y, z Î C, limt↓0 F(tz + (1 - t)x, y) ≤ F(x, y);
(A4) for each x Î C, y ↦ F(x, y) is convex and lower semicontinuous.
Then, we have the following lemmas.
Lemma 2.6. [1]Let C be a nonempty closed convex subset of H and let F be a bifunc-






y − z, z − x〉 ≥ 0, ∀y ∈ C.
Lemma 2.7. [3]Assume that F : C × C ® ℝ satisfies (A1)-(A4). For r > 0 and x Î H,
define a mapping JFr : H → Cas follows:
JFr (x) =
{
z ∈ C : F(z, y) + 1
r
〈
y − z, z − x〉 ≥ 0, ∀y ∈ C}
for all z Î H. Then, the following hold:
(1) JFr is single-valued;
(2) JFr is firmly nonexpansive, that is, for any x,y Î H,∥∥JFr x − JFr y∥∥2 ≤ 〈JFr x − JFr y, x − y〉 ;
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(3) F(JFr ) = EP(F);
(4) EP(F) is closed and convex.
Lemma 2.8. [32]Let {xn} and {ln} be bounded sequences in a Banach space X and let
{bn} be a sequence in [0,1] with 0 < lim infn®∞ bn ≤ lim supn®∞ bn < 1. Suppose xn+1 =
(1 - bn)ln + bnxn for all integers n ≥ 0 and lim supn®∞ (||ln+1 - ln|| - ||xn+1 - xn||) ≤ 0.
Then, limn®∞ ||ln - xn|| = 0.
Lemma 2.9. [33]Assume {an} is a sequence of nonnegative real numbers such that
an+1 ≤ (1 − bn)an + cn,n ≥ 0,
where {bn} is a sequence in (0,1) and {cn} is a sequence in ℝ such that
(1)
∑∞




≤ 0or ∑∞n=1 |cn| < ∞,
Then, limn®∞ an = 0.
3. Main results
Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Tn}∞n=1 be a
family of infinitely of nonexpansive mappings of C into itself and let {μn}∞n=1 be a
sequence of nonnegative numbers in [0,1]. For any n ≥ 1, define a mapping Wn: C ® C
as follows:
Un,n+1 = I,
Un,n = μnTnUn,n+1 + (1 − μn)I,
Un,n−1 = μn−1Tn−1Un,n + (1 − μn−1)I,
...
Un,k = μkTkUn,k+1 + (1 − μk)I,
Un,k−1 = μk−1Tk−1Un,k + (1 − μk−1)I,
...
Un,2 = μ2T2Un,3 + (1 − μ2)I,
Wn = Un,1 = μ1T1Un,2 + (1 − μ1)I,
(3:1)
such a mappings Wn is nonexpansive from C to C and it is called the W-mapping
generated by T1,T2,...,Tn and μ1, μ2, ..., μn (see [34]).
Lemma 3.1. [34,35]Let C be a nonempty closed convex subset of a real Hilbert space
H. Let T1,T2,..., be an infinite family of nonexpansive mappings of C into itself such that
∩∞n=1F(Tn) = ∅, let μ1, μ2, ... be real numbers such that 0 ≤ μn ≤ b < 1 for every n ≥ 1.
Then,
(1) for every x Î C and k Î N, the limit limn®∞ Un,kx exists;
(2) the mapping W of C into itself as follows:
Wx = lim
n→∞Wnx = limn→∞Un,1x, x ∈ C (3:2)
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is a nonexpansive mapping satisfying F(W) = ∩∞n=1F(Tn), which it is called the W-
mapping generated by T1, T2, ... and μ1, μ2, ...;
(3) F(Wn) = ∩∞n=1F(Tn), for each n ≥ 1;
(4) If E is any bounded subset of C, then limn→∞ supx∈E
‖Wx − Wnx‖ = 0..
Theorem 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H, let
Fk, k Î {1, 2, 3,..., M} be a bifunction from C × C to ℝ satisfying (A1)-(A4), let {Tn} be
an infinite family of nonexpansive mappings of C into itself and let B be ξ-inverse
strongly monotone such that

 := ∩∞n=1F(Tn) ∩ (∩Mk=1SEP(Fk)) ∩ VI(C,B) = ∅.
Let f be a contraction of H into itself with h Î (0,1) and let A be a strongly positive
linear bounded operator on H with coefficient γ¯ > 0and 0 < γ <
γ¯
η
. Let {xn}, {yn} and
{un} be sequences generated by⎧⎪⎪⎨
⎪⎪⎩
x1 = x ∈ C chosen arbitrary,
yn = (1 − δn)xn + δnPC(xn − αnBxn),









xn+1 = εnγ f (un) + βnxn + ((1 − βn)I − εnA)PC(Wnun − λnBWnun), ∀n ≥ 1,
(3:3)
where {Wn} is the sequence generated by (3.1) and {n}, {bn} are two sequences in (0,1)
and {rk,n}, k Î {1,2,3,..., M} are a real sequence in (0, ∞) satisfy the following conditions:
(C1) limn®∞ n = 0 and
∑∞
n=1 εn = ∞,
(C2) 0 < lim infn®∞ bn ≤ lim supn®∞ bn < 1,
(C3) {an}, {ln} ⊂ [e, g] ⊂ (0, 2ξ), limn®∞ an = 0 and limn®∞ ln = 0,
(C4) {δn} ⊂ [0, b], for some b Î (0,1) and limn®∞ |δn+1 - δn| = 0,
(C5) lim infn®∞ rk,n > 0 and limn®∞ |rk,n+1 - rk,n| = 0 for each k Î {1, 2, 3,..., M}.
Then, {xn} and {un} converge strongly to a point z Î Θ, which is the unique solution of
the variational inequality
〈
(A − γ f )z, x − z〉 ≥ 0, ∀x ∈ 
. (3:4)
Equivalently, we have z = PΘ(I - A + gf)(z).
Proof. From the restrictions on control sequence, without loss of generality, that n ≤
(1 - bn)||A||-1 for all n ≥ 1. From Lemma 2.5, we know that if 0 ≤ r ≤ ||A||-1, then
‖I − ρA‖ ≤ 1 − ργ¯. We will assume that ‖I − A‖ ≤ 1 − γ¯. Since A is a strongly positive
bounded linear operator on H, we have
‖A‖ = sup {|〈Ax, x〉| : x ∈ H, ‖x‖ = 1} .
Observe that〈
((1 − βn)I − εnA)x, x
〉
= 1 − βn − εn 〈Ax, x〉 ≥ 1 − βn − εn ‖A‖ ≥ 0,
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this show that (1 - bn)I - nA is positive. It follows that∥∥(1 − βn)I − εnA∥∥ = sup {∣∣〈((1 − βn)I − εnA)x, x〉∣∣ : x ∈ H, ‖x‖ = 1}
= sup {1 − βn − εn 〈Ax, x〉 : x ∈ H, ‖x‖ = 1}
≤ 1 − βn − εnγ¯ .
We divide the proof of Theorem 3.2 into seven steps.
Step 1. We show that the mapping PΘ(gf + (I - A)) has a unique fixed point.
Since f be a contraction of C into itself with coefficient h Î (0,1). Then, we have
∥∥P
(γ f + (I − A))(x) − P
(γ f + (I − A))(y)∥∥ ≤ ∥∥(γ f + (I − A))(x) − (γ f + (I − A))(y)∥∥
≤ γ ∥∥f (x) − f (y)∥∥ + ‖I − A‖∥∥x − y∥∥
≤ γ η ∥∥x − y∥∥ + (1 − γ¯ ) ∥∥x − y∥∥
= (1 − (γ¯ − ηγ )) ∥∥x − y∥∥ , ∀x, y ∈ C.
Since 0 < 1 − (γ¯ − ηγ ) < 1, it follows that PΘ (gf + (I - A)) is a contraction of C into
itself. Therefore, by the Banach Contraction Mapping Principle, has a unique fixed
point, say z Î C, that is,
z = P
(γ f + (I − A))(z).
Step 2. We show that Wn - lnBWn is nonexpansive.
For all x, y Î C, let Wn is the sequence defined by (3.1) and ln Î (0, 2ξ), we obtain
Wn - lnBWn is a nonexpansive. Indeed,
∥∥(Wn − λnBWn)x − (Wn − λnBWn)y∥∥2
=
∥∥(Wnx − Wny) − λn(BWnx − BWny)∥∥2
=
∥∥Wnx − Wny∥∥2 − 2λn 〈Wnx − Wny,BWnx − BWny〉 + λ2n∥∥BWnx − BWny∥∥2
≤ ∥∥x − y∥∥2 − 2λnξ ∥∥BWnx − BWny∥∥ + λ2n∥∥BWnx − BWny∥∥2
=
∥∥x − y∥∥2 − λn(λn − 2ξ)∥∥BWnx − BWny∥∥2
≤ ∥∥x − y∥∥2,
(3:5)
which implies that Wn - lnBWn is a nonexpansive.
Step 3. We show that the sequence {xn} is bounded.
In fact, let x˜ ∈ 
, then
x˜ = PC(x˜ − αnBx˜).
Setting vn = PC(xn - anBxn) and I - anB is a nonexpansive mapping (Lemma 2.1), we
obtain
∥∥vn − x˜∥∥ = ∥∥PC(xn − αnBxn) − PC(x˜ − αnBx˜)∥∥
≤ ∥∥(xn − αnBxn) − (x˜ − αnBx˜)∥∥
=
∥∥(I − αnB)xn − (I − αnB)x˜∥∥
≤ ∥∥xn − x˜∥∥
(3:6)
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and
∥∥yn − x˜∥∥ ≤ (1 − δn) ∥∥xn − x˜∥∥ + δn ∥∥vn − x˜∥∥
≤ (1 − δn)
∥∥xn − x˜∥∥ + δn ∥∥xn − x˜∥∥
=
∥∥xn − x˜∥∥ .
(3:7)
Let kn = JFkrk,n JFk−1rk−1,n JFk−2rk−2,n . . . JF2r2,n JF1r1,n for k Î {1, 2, 3,..., M} and 0n = I for all n. Because
JFkrk,n is nonexpansive for each k = 1, 2, 3,..., M, x˜ = knx˜ and (3.7), we note that
un = Mn yn. It follows that
∥∥un − x˜∥∥ = ∥∥Mn yn − Mn x˜∥∥ ≤ ∥∥yn − x˜∥∥ ≤ ∥∥xn − x˜∥∥ . (3:8)
Let en = PC(Wnun - lnBWnun), we can prove that
∥∥en − x˜∥∥ = ∥∥PC(Wnun − λnBWnun) − PC(Wnx˜ − λnBWnx˜)∥∥
≤ ∥∥(Wnun − λnBWnun) − (Wnx˜ − λnBWnx˜)∥∥
=
∥∥(Wn − λnBWn)un − (Wn − λnBWn)x˜∥∥
≤ ∥∥un − x˜∥∥ ≤ ∥∥xn − x˜∥∥ ,
(3:9)
which yields that
∥∥xn+1 − x˜∥∥ = ∥∥εn(γ f (un) − Ax˜) + βn(xn − x˜) + ((1 − βn)I − εnA)(en − x˜)∥∥
≤ εn
∥∥γ f (un) − Ax˜∥∥ + βn ∥∥xn − x˜∥∥ + ∥∥(1 − βn)I − εnA∥∥ ∥∥en − x˜∥∥
≤ εnγ
∥∥f (un) − f (x˜)∥∥ + εn ∥∥γ f (x˜) − Ax˜∥∥ + βn ∥∥xn − x˜∥∥ + (1 − βn − εnγ¯ ) ∥∥en − x˜∥∥
≤ εnγ η
∥∥un − x˜∥∥ + εn ∥∥γ f (x˜) − Ax˜∥∥ + βn ∥∥xn − x˜∥∥ + (1 − βn − εnγ¯ ) ∥∥xn − x˜∥∥
≤ εnγ η
∥∥xn − x˜∥∥ + εn ∥∥γ f (x˜) − Ax˜∥∥ + βn ∥∥xn − x˜∥∥ + (1 − βn − εnγ¯ ) ∥∥xn − x˜∥∥
= (1 − (γ¯ − γ η)εn)
∥∥xn − x˜∥∥ + (γ¯ − γ η)εn(γ¯ − γ η)
∥∥γ f (x˜) − Ax˜∥∥ .
By induction, we have
∥∥xn − x˜∥∥ ≤ max
{∥∥x1 − x˜∥∥ ,
∥∥γ f (x˜) − Ax˜∥∥
γ¯ − γ η
}
, ∀n ∈ N. (3:10)
This implies that {xn} is bounded, and hence so are {un}, {en}, {yn}, {BWnun}, {Bxn},
{Aen}, {vn - xn}, and {f(un)}.
Step 4. We show that lim
n→∞ ‖xn+1 − xn‖ = 0.
We claim that if ωn be a bounded sequence in C, then
lim
n→∞
∥∥∥knωn − kn+1ωn∥∥∥ = 0, (3:11)
for every k Î {1, 2, 3,..., M}. From Step 2 of the proof of Theorem 3.1 in [10], we




∥∥∥ = 0. (3:12)
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Note that for every k Î {1,2,3,...,M}, we obtain




∥∥∥JFkrk,nk−1n ωn − JFkrk,n+1k−1n+1ωn
∥∥∥
≤
∥∥∥JFkrk,nk−1n ωn − JFkrk,n+1k−1n ωn
∥∥∥ + ∥∥∥JFkrk,n+1k−1n ωn − JFkrk,n+1k−1n+1ωn
∥∥∥
≤
∥∥∥JFkrk,nk−1n ωn − JFkrk,n+1k−1n ωn
∥∥∥ + ∥∥∥k−1n ωn − k−1n+1 ωn∥∥∥
≤
∥∥∥JFkrk,nk−1n ωn − JFkrk,n+1k−1n ωn
∥∥∥ + ∥∥∥JFk−1rk−1,nk−2n ωn − JFk−1rk−1,n+1k−2n ωn
∥∥∥
+
∥∥∥k−2n ωn − k−2n+1ωn∥∥∥
≤
∥∥∥JFkrk,nk−1n ωn − JFkrk,n+1k−1n ωn
∥∥∥ + ∥∥∥JFk−1rk−1,nk−2n ωn − JFk−1rk−1,n+1k−2n ωn
∥∥∥
+ . . . +
∥∥∥JF2r2,n1nωn − JF2r2,n+11nωn
∥∥∥ + ∥∥∥JF1r1,nωn − JF1r1,n+1ωn
∥∥∥ .
(3:13)
Now, apply (3.12) to conclude (3.11).
Since Tn and Un,n are nonexpansive, we have








≤ . . .







where M1 ≥ 0 is an appropriate constant such that ||Un+1,n+1xn - Un,n+1xn|| ≤ M1 for
all n ≥ 0. From I - anB is nonexpansive, we have
‖vn+1 − vn‖ =
∥∥PC(xn+1 − αn+1Bxn+1) − PC(xn − αnBxn)∥∥
≤ ∥∥(xn+1 − αn+1Bxn+1) − (xn − αnBxn)∥∥
≤ ∥∥(xn+1 − αn+1Bxn+1) − (xn − αn+1Bxn)∥∥ + |αn+1 − αn| ‖Bxn‖
≤ ‖xn+1 − xn‖ + |αn+1 − αn| ‖Bxn‖ .
(3:15)
From (3.3) and (3.15), we have
∥∥yn+1 − yn∥∥ = ∥∥(1 − δn+1)(xn+1 − xn) + δn+1(vn+1 − vn) + (δn+1 − δn)(vn − xn)∥∥
≤ (1 − δn+1) ‖xn+1 − xn‖ + δn+1 ‖vn+1 − vn‖ + |δn+1 − δn| ‖vn − xn‖
≤ (1 − δn+1) ‖xn+1 − xn‖ + δn+1 {‖xn+1 − xn‖ + |αn+1 − αn| ‖Bxn‖}
+ |δn − δn+1| ‖xn − vn‖
= ‖xn+1 − xn‖ + δn+1 |αn+1 − αn| ‖Bxn‖ + |δn − δn+1| ‖xn − vn‖ .
(3:16)
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Now, we compute ||un+1 - un|| and ||en+1 - en||. Consider the following computation:
‖un+1 − un‖ =
∥∥Mn+1yn+1 − Mn yn∥∥
≤ ∥∥Mn+1yn+1 − Mn+1yn∥∥ + ∥∥Mn+1yn − Mn yn∥∥
≤ ∥∥yn+1 − yn∥∥ + ∥∥Mn+1yn − Mn yn∥∥
≤ ‖xn+1 − xn‖ + δn+1 |αn+1 − αn| ‖Bxn‖ + |δn − δn+1| ‖xn − vn‖
+
∥∥Mn+1yn − Mn yn∥∥
(3:17)
and
‖en+1 − en‖ =
∥∥pC(Wn+1un+1 − λn+1BWn+1un+1) − PC(Wnun − λnBWnun)∥∥
≤ ∥∥(Wn+1un+1 − λn+1BWn+1un+1) − (Wnun − λnBWnun)∥∥
=
∥∥(Wn+1un+1 − λn+1BWn+1un+1) − (Wn+1un − λn+1BWn+1un)
+(Wn+1un − λn+1BWn+1un) − (Wnun − λnBWnun)
∥∥
≤ ∥∥(Wn+1un+1 − λn+1BWn+1un+1) − (Wn+1un − λn+1BWn+1un)∥∥
+ ‖Wn+1un − Wnun‖ + ‖λnBWnun − λn+1BWn+1un‖
≤ ‖un+1 − un‖ +M1
n∏
i=1
μi + λn ‖BWnun‖ + λn+1 ‖BWn+1un‖
≤ ‖xn+1 − xn‖ + δn+1 |αn+1 − αn| ‖Bxn‖ + |δn − δn+1| ‖xn − vn‖
+
∥∥Mn+1yn − Mn yn∥∥ +M1
n∏
i=1





1 − βn =
εnγ f (un) + ((1 − βn)I − εnA)en
1 − βn ,
we have xn+1 = (1 - bn)ln + bnxn, n ≥ 1. It follows that
ln+1 − ln = εn+1γ f (un+1) + ((1 − βn+1)I − εn+1A)en+11 − βn+1












Aen − γ f (un)
)
+ (en+1 − en).
(3:19)
It follows from (3.18) and (3.19) that
‖ln+1 − ln‖ − ‖xn+1 − xn‖ ≤ εn+11 − βn+1
∥∥γ f (un+1) − Aen+1∥∥ + εn1 − βn
∥∥Aen − γ f (un)∥∥
+ δn+1 |αn+1 − αn| ‖Bxn‖ + |δn − δn+1| ‖xn − vn‖
+
∥∥Mn+1yn − Mn yn∥∥ +M1
n∏
i=1




(∥∥γ f (un+1)∥∥ + ‖Aen+1‖) + εn1 − βn
(‖Aen‖ + ∥∥γ f (un)∥∥)
+ δn+1 |αn+1 − αn| ‖Bxn‖ + |δn − δn+1| ‖xn − vn‖
+
∥∥Mn+1yn − Mn yn∥∥ +M1
n∏
i=1
μi + λn ‖BWnun‖
+ λn+1 ‖BWn+1un‖ .
(3:20)
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This together with conditions (C1)-(C4) and (3.11) imply that
lim sup
n→∞
(‖ln+1 − ln‖ − ‖xn+1 − xn‖) ≤ 0.
By Lemma 2.8, we obtain
lim
n→∞ ‖ln − xn‖ = 0.
Consequently,
lim
n→∞ ‖xn+1 − xn‖ = limn→∞(1 − βn) ‖ln − xn‖ = 0. (3:21)
Applying (3.11), (3.21) and conditions (C3), (C4) to (3.15) and (3.17), we obtain that
lim
n→∞ ‖un+1 − un‖ = limn→∞ ‖vn+1 − vn‖ = 0. (3:22)
Step 5. We show that lim
n→∞ ‖Wnen − en‖ = 0.
For any x˜ ∈ 
 and (3.5), we obtain∥∥vn − x˜∥∥2 = ∥∥PC(xn − αnBxn) − PC(x˜ − αnBx˜)∥∥2
≤ ∥∥(xn − αnBxn) − (x˜ − αnBx˜)∥∥2
≤ ∥∥xn − x˜∥∥2 + (α2n − 2αnξ)∥∥Bxn − Bx˜∥∥2.
(3:23)
By Lemma 2.2(iv) and (3.23), we have∥∥yn − x˜∥∥2 ≤ (1 − δn)∥∥xn − x˜∥∥2 + δn∥∥vn − x˜∥∥2
≤ (1 − δn)
∥∥xn − x˜∥∥2 + δn{∥∥xn − x˜∥∥2 + (α2n − 2αnξ)∥∥Bxn − Bx˜∥∥2}
=
∥∥xn − x˜∥∥2 + (α2n − 2αnξ)δn ∥∥Bxn − Bx˜∥∥ .2
(3:24)
So, from (3.8) and (3.24), we derive∥∥en − x˜∥∥2 ≤ ∥∥un − x˜∥∥2 ≤ ∥∥yn − x˜∥∥2 ≤ ∥∥xn − x˜∥∥2 + (α2n − 2αnξ)δn ∥∥Bxn − Bx˜∥∥ .2 (3:25)
From (3.3), we have
∥∥xn+1 − x˜∥∥2 = ∥∥((1 − βn)I − εnA)(en − x˜) + βn(xn − x˜) + εn(γ f (un) − Ax˜)∥∥2
=
∥∥((1 − βn)I − εnA)(en − x˜) + βn(xn − x˜)∥∥2
+ ε2n
∥∥γ f (un) − Ax˜∥∥2 + 2βnεn〈xn − x˜, γ f (un) − Ax˜〉
+ 2εn〈((1 − βn)I − εnA)(en − x˜), γ f (un) − Ax˜〉
≤ ((1 − βn − εnγ¯ ) ∥∥en − x˜∥∥ + βn ∥∥xn − x˜∥∥)2 + εnLn
≤ (1 − βn − εnγ¯ )2
∥∥en − x˜∥∥2 + β2n∥∥xn − x˜∥∥2
+ 2(1 − βn − εnγ¯ )βn
∥∥en − x˜∥∥ ∥∥xn − x˜∥∥ + εnLn
≤
[
(1 − εnγ¯ )2 − 2(1 − εnγ¯ )βn + β2n
] ∥∥en − x˜∥∥2
+ (1 − βn − εnγ¯ )βn
{∥∥en − x˜∥∥2 + ∥∥xn − x˜∥∥2} + β2n∥∥xn − x˜∥∥2 + εnLn
= (1 − εnγ¯ )(1 − βn − εnγ¯ )
∥∥en − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
{∥∥xn − x˜∥∥2 + (α2n − 2αnξ)δn∥∥Bxn − Bx˜∥∥2}
+ (1 − εnγ¯ )βn
∥∥xn − x˜∥∥2 + εnLn
= (1 − εnγ¯ )2
∥∥xn − x˜∥∥2
+ (1 − εnγ¯ )(1 − βn − εnγ¯ )(α2n − 2αnξ)δn
∥∥Bxn − Bx˜∥∥2 + εnLn
≤ ∥∥xn − x˜∥∥2 + (1 − εnγ¯ )(1 − βn − εnγ¯ )(α2n − 2αnξ)δn∥∥Bxn − Bx˜∥∥2 + εnLn.
(3:26)
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It follows that
(1 − εnγ¯ )(1 − βn − εnγ¯ )(2gξ − e2)b
∥∥Bxn − Bx˜∥∥2
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )(2αnξ − α2n)δn
∥∥Bxn − Bx˜∥∥2
≤ ∥∥xn − x˜∥∥2 − ∥∥xn+1 − x˜∥∥2 + εnLn
≤ ‖xn − xn+1‖ (
∥∥xn − x˜∥∥ + ∥∥xn+1 − x˜∥∥) + εnLn,
where
Ln = εn
∥∥γ f (un) − Ax˜∥∥2 + 2βn〈xn − x˜, γ f (un) − Ax˜〉
+2〈((1 − βn)I − εnA)(en − x˜), γ f (un) − Ax˜〉.
By conditions (C1), (C2) and (3.21), we obtain
lim
n→∞
∥∥Bxn − Bx˜∥∥ = 0. (3:27)
Since PC is firmly nonexpansive mapping, we have
∥∥vn − x˜∥∥2 = ∥∥PC(xn − αnBxn) − PC(x˜ − αnBx˜)∥∥2




{∥∥(xn − αnBxn) − (x˜ − αnBx˜)∥∥2 + ∥∥vn − x˜∥∥2
−∥∥(xn − αnBxn) − (x˜ − αnBx˜) − (vn − x˜)∥∥2}
≤ 1
2
{∥∥xn − x˜∥∥2 + ∥∥vn − x˜∥∥2 − ∥∥(xn − vn) − αn(Bxn − Bx˜)∥∥2}
≤ 1
2
{∥∥xn − x˜∥∥2 + ∥∥vn − x˜∥∥2 − ‖xn − vn‖2
−α2n
∥∥Bxn − Bx˜∥∥2 + 2αn ‖xn − vn‖ ∥∥Bxn − Bx˜∥∥} .
Hence, we have∥∥vn − x˜∥∥2 ≤ ∥∥xn − x˜∥∥2 − ‖xn − vn‖2 + 2αn ‖xn − vn‖ ∥∥Bxn − Bx˜∥∥
and so
∥∥yn − x˜∥∥2 ≤ (1 − δn)∥∥xn − x˜∥∥2 + δn∥∥vn − x˜∥∥2
≤ (1 − δn)
∥∥xn − x˜∥∥2 + δn{∥∥xn − x˜∥∥2 − ‖xn − vn‖2 + 2αn ‖xn − vn‖ ∥∥Bxn − Bx˜∥∥}
=
∥∥xn − x˜∥∥2 − δn‖xn − vn‖2 + 2δnαn ‖xn − vn‖∥∥Bxn − Bx˜∥∥ .
(3:28)
Using (3.26) and (3.28), we also have
∥∥xn+1 − x˜∥∥2 ≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )∥∥en − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
∥∥un − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
∥∥yn − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
{∥∥xn − x˜∥∥2 − δn‖xn − vn‖2 + 2δnαn ‖xn − vn‖ ∥∥Bxn − Bx˜∥∥}
+ (1 − εnγ¯ )βn
∥∥xn − x˜∥∥2 + εnLn
≤ ∥∥xn − x˜∥∥2 − (1 − εnγ¯ )(1 − βn − εnγ¯ )δn‖xn − vn‖2
+ 2(1 − εnγ¯ )(1 − βn − εnγ¯ )δnαn ‖xn − vn‖
∥∥Bxn − Bx˜∥∥ + εnLn.
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It follow that
(1 − εnγ¯ )(1 − βn − εnγ¯ )δn‖xn − vn‖2
≤ ‖xn − xn+1‖ (
∥∥xn − x˜∥∥ + ∥∥xn+1 − x˜∥∥)
+ 2(1 − εnγ¯ )(1 − βn − εnγ¯ )δnαn ‖xn − vn‖
∥∥Bxn − Bx˜∥∥ + εnLn.
From conditions (C1), C(4), (3.21) and (3.27), we obtain
lim
n→∞ ‖xn − un‖ = 0. (3:29)
Observe also that if en = PC(Wnun - lnBWnun), then∥∥en − x˜∥∥2 = ∥∥PC(Wnun − λnBWnun) − PC(x˜ − λnBx˜)∥∥2
≤ ∥∥(Wnun − λnBWnun) − (x˜ − λnBx˜)∥∥2
=
∥∥(Wnun − λnBWnun) − (Wnx˜ − λnBWnx˜)∥∥2
≤ ∥∥un − x˜∥∥2 + (λ2n − 2λnξ)∥∥BWnun − Bx˜∥∥2
≤ ∥∥xn − x˜∥∥2 + (λ2n − 2λnξ)∥∥BWnun − Bx˜∥∥2.
(3:30)
Substituting (3.30) in (3.26), we have
∥∥xn+1 − x˜∥∥2 ≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )∥∥en − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
{∥∥xn − x˜∥∥2 + (λ2n − 2λnξ)∥∥BWnun − Bx˜∥∥2}
+ (1 − εnγ¯ )βn
∥∥xn − x˜∥∥2 + εnLn
≤ ∥∥xn − x˜∥∥2 + (1 − εnγ¯ )(1 − βn − εnγ¯ )(λ2n − 2λnξ)∥∥BWnun − Bx˜∥∥2 + εnLn.
It follows that
(1 − εnγ¯ )(1 − βn − εnγ¯ )(2gξ − e2)
∥∥BWnun − Bx˜∥∥2
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )(2λnξ − λ2n)
∥∥BWnun − Bx˜∥∥2
≤ ‖xn − xn+1‖ (
∥∥xn − x˜∥∥ + ∥∥xn+1 − x˜∥∥) + εnLn
Since ||xn+1 - xn|| ® 0 (n ® ∞) and conditions (C1) and (C2), we obtain
lim
n→∞
∥∥BWnun − Bx˜∥∥ = 0. (3:31)
Since PC is firmly nonexpansive (Lemma 2.2 (iii)), we have∥∥en − x˜∥∥2 = ∥∥PC(Wnun − λnBWnun) − PC(x˜ − λnBx˜)∥∥2




{∥∥(Wnun − λnBWnun) − (x˜ − λnBx˜)∥∥2 + ∥∥en − x˜∥∥2
−∥∥(Wnun − λnBWnun) − (x˜ − λnBx˜) − (en − x˜)∥∥2}
≤ 1
2
{∥∥un − x˜∥∥2 + ∥∥en − x˜∥∥2 − ∥∥(Wnun − en) − λn(BWnun − Bx˜)∥∥2}
≤ 1
2
{∥∥xn − x˜∥∥2 + ∥∥en − x˜∥∥2 − ‖Wnun − en‖2
−λ2n
∥∥BWnun − Bx˜∥∥2 + 2λn ‖Wnun − en‖ ∥∥BWnun − Bx˜∥∥} .
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Hence, we have
∥∥en − x˜∥∥2 ≤ ∥∥xn − x˜∥∥2 − ‖Wnun − en‖2 + 2λn ‖Wnun − en‖ ∥∥BWnun − Bx˜∥∥ . (3:32)
Using (3.26) and (3.32), we also have
∥∥xn+1 − x˜∥∥2 ≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )∥∥en − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
{∥∥xn − x˜∥∥2 − ‖Wnun − en‖2
+2λn ‖Wnun − en‖
∥∥BWnun − Bx˜∥∥} + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ ∥∥xn − x˜∥∥2 − (1 − εnγ¯ )(1 − βn − εnγ¯ )‖Wnun − en‖2
+ 2(1 − εnγ¯ )(1 − βn − εnγ¯ )λn ‖Wnun − en‖
∥∥BWnun − Bx˜∥∥ + εnLn.
It follow that
(1 − εnγ¯ )(1 − βn − εnγ¯ )‖Wnun − en‖2
≤ ‖xn − xn+1‖ (
∥∥xn − x˜∥∥ + ∥∥xn+1 − x˜∥∥)
+ 2(1 − εnγ¯ )(1 − βn − εnγ¯ )λn ‖Wnun − en‖
∥∥BWnun − Bx˜∥∥ + εnLn.
From conditions (C1), (3.21), and (3.31), we obtain
lim
n→∞ ‖Wnun − en‖ = 0. (3:33)
For any x˜ ∈ 
, note that JFkrk,n is firmly nonexpansive (Lemma 2.7(2)) for k Î {1, 2, 3,...,
M}, then we have

















∥∥∥knyn − x˜∥∥∥2 ≤ ∥∥∥k−1n yn − x˜∥∥∥2 − ∥∥∥knyn − k−1n yn∥∥∥2, k = 1, 2, 3, . . . ,M
which implies that for each k Î {1, 2, 3,..., M - 1},
∥∥∥knyn − x˜∥∥∥2 ≤ ∥∥0nyn − x˜∥∥2 − ∥∥∥knyn − k−1n yn∥∥∥2
−
∥∥∥k−1n yn − k−2n yn∥∥∥2 − · · · − ∥∥2nyn − 1nyn∥∥2 − ∥∥1nyn − 0nyn∥∥2
≤ ∥∥yn − x˜∥∥2 − ∥∥∥knyn − k−1n yn∥∥∥2
≤ ∥∥xn − x˜∥∥2 − ∥∥∥knyn − k−1n yn∥∥∥2.
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Consequently, from (3.26) we derive that
∥∥xn+1 − x˜∥∥2 ≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )∥∥en − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
∥∥un − x˜∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
= (1 − εnγ¯ )(1 − βn − εnγ¯ )
∥∥∥knyn − x˜∥∥∥2 + (1 − εnγ¯ )βn∥∥xn − x˜∥∥2 + εnLn
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )
{∥∥xn − x˜∥∥2 − ∥∥∥knyn − k−1n yn∥∥∥2
}
+ (1 − εnγ¯ )βn
∥∥xn − x˜∥∥2 + εnLn
≤ ∥∥xn − x˜∥∥2 − (1 − εnγ¯ )(1 − βn − εnγ¯ )∥∥∥knyn − k−1n yn∥∥∥2 + εnLn.
Thus, we have
(1−εnγ¯ )(1−βn−εnγ¯ )
∥∥∥knyn − k−1n yn∥∥∥2 ≤ ‖xn − xn+1‖ (∥∥xn − x˜∥∥+∥∥xn+1 − x˜∥∥)+εnLn.
By lim inf
n→∞ βn > 0, εn → 0 as n ® ∞ and (3.21), so we deduce that
lim
n→∞
∥∥∥knyn − k−1n yn∥∥∥ = 0, k = 1, 2, . . . ,M − 1, (3:34)
that is,∥∥∥u(k)n − u(k−1)n ∥∥∥ → 0 as n → ∞.
Therefore, we have
∥∥yn − un∥∥ = ∥∥∥0nyn − knyn∥∥∥
≤ ∥∥0nyn − 1nyn∥∥ + ∥∥1nyn − 2nyn∥∥ + · · · + ∥∥M−1n yn − Mn yn∥∥ .
From (3.34), we have
lim
n→∞
∥∥yn − un∥∥ = 0. (3:35)
Since xn+1 = ngf(un) + bnxn + ((1 - bn)I - nA)en, we have
‖xn − en‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − en‖
= ‖xn − xn+1‖ +
∥∥εnγ f (un) + βnxn + ((1 − βn)I − εnA)en − en∥∥
= ‖xn − xn+1‖ +
∥∥εn(γ f (un) − Aen) + βn(xn − en)∥∥
≤ ‖xn − xn+1‖ + εn(
∥∥γ f (un)∥∥ + ‖Aen‖) + βn ‖xn − en‖ ,
that is,
‖xn − en‖ ≤ 11 − βn
‖xn − xn+1‖ + εn1 − βn (
∥∥γ f (un)∥∥ + ‖Aen‖).
By conditions (C1), (C2), and (3.21) it follows that
lim
n→∞ ‖xn − en‖ = 0. (3:36)
On the other hand, from (3.3), we have∥∥yn − xn∥∥ = δn ‖vn − xn‖ .
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Since limn→∞ ‖xn − vn‖ = 0, we get
lim
n→∞
∥∥yn − xn∥∥ = 0. (3:37)
We observe that
‖Wnen − en‖ ≤ ‖Wnen − Wnun‖ + ‖Wnun − en‖
≤ ∥∥en − xn + xn − yn + yn − un∥∥ + ‖Wnun − en‖
≤ ‖en − xn‖ +
∥∥xn − yn∥∥ + ∥∥yn − un∥∥ + ‖Wnun − en‖ .
Consequently, we obtain
lim
n→∞ ‖Wnen − en‖ = 0. (3:38)
Let W be the mapping defined by (3.2). Since {en} is bounded, applying Lemma 3.1(4)
and (3.38), we have
‖Wen − en‖ ≤ ‖Wen − Wnen‖ + ‖Wnen − en‖ → 0 as n → ∞. (3:39)
Step 6. We show that q Î Θ, where 
 := ∩∞n=1F(Tn) ∩ (∩Mk=1SEP(Fk)) ∩ VI(C,B).
Since {xn} is bounded, we see that there exits a subsequence {xni} of {xn} which con-
verges weakly to q. It follows from (3.37) and (3.36) that yni ⇀ q and eni ⇀ q. From
(3.35), we obtain that kni yni ⇀ q for k = 1, 2,...,M.





〈y − knyn,knyn − k−1n yn〉 ≥ 0, ∀y ∈ C.
If follows from (A2) that,
1
rn
〈y − knyn,knyn − k−1n yn〉 ≥ −Fk(knyn, y) ≥ Fk(y,knyn).
Replacing n by ni, we have〈
y − kni yni ,







→ 0 and kni yni ⇀ q, it follows by (A4) that
Fk(y, q) ≤ 0 ∀y ∈ C,
for each k = 1,2,3, ...,M.
For t with 0 <t ≤ 1 and y Î H, let yt = ty + (1 - t)q. Since y Î C and q Î C, we have
yt Î C and hence Fk(yt, q) ≤ 0. So, from (A1) and (A4) we have
0 = Fk(yt, yt) ≤ tFk(yt, y) + (1 − t)Fk(yt, q) ≤ tFk(yt, y)
and hence Fk(yt,y) ≥ 0. From (A3), we have Fk(q,y) ≥ 0 for all y Î C and hence q Î
SEP(Fk) for k = 1, 2, 3,..., M, that is, q ∈ ∩Mk=1SEP(Fk).
Next, we show that q ∈ ∩∞n=1F(Tn). By Lemma 3.1(2), we have F(W) = ∩∞n=1F(Tn).
Assume q ∉ F(W). Since eni ⇀ q and q ≠ Wq, it follows by the Opial’s condition
(Lemma 2.3) that
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lim inf
i→∞








which derives a contradiction. Thus, we have q ∈ F(W) = ∩∞n=1F(Tn).
Finally, now we prove that q Î VI(C, B).
We define the maximal monotone operator
Qq1 =
{
Bq1 +NCq1, q1 ∈ C,
∅, q1 /∈ C.
For any given (q1, q2) Î G(Q), hence q2 - Bq1 Î NCq1. Since en Î C we see from the
definition of NC that
〈q1 − en, q2 − Bq1〉 ≥ 0.
On the other hand, from en = PC(Wnun - anBWnun), we have
〈q1 − en, en − (Wnun − αnBWnun)〉 ≥ 0,
that is〈






〈q1 − eni , q2〉 ≥ 〈q1 − eni ,Bq1〉
≥ 〈q1 − eni ,Bq1〉 −
〈











= 〈q1 − eni ,Bq1 − Beni〉 + 〈q1 − eni ,Beni − BWnuni〉
−
〈




≥ 〈q1 − eni ,Beni − BWnuni〉 −
〈







∥∥eni − Wnuni∥∥ → 0 as i ® ∞ and B is Lipschitz continuous we obtain that
〈q1 − q, q2〉 ≥ 0.
Notice that Q is maximal monotone, we obtain that q Î Q-10 and hence q Î VI(C,B).













q − z, γ f (z) − Az〉 ≤ 0. (3:41)
On the other hand, we have〈








xn − z, γ f (z) − Az
〉
≤ ‖en − xn‖
∥∥γ f (z) − Az∥∥ + 〈xn − z, γ f (z) − Az〉 .
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en − z, γ f (z) − Az
〉 ≤ 0. (3:42)
Step 7. Finally, we show that {xn} converges strongly to z = PΘ(I - A + gf)(z). Indeed,
from (3.3), we have
‖xn+1 − z‖2 =
∥∥((1 − βn)I − εnA)(en − z) + βn(xn − z) + εn(γ f (un) − Az)∥∥2
=
∥∥((1 − βn)I − εnA)(en − z) + βn(xn − z)∥∥2
+ ε2n
∥∥γ f (un) − Az∥∥2 + 2βnεn〈xn − z, γ f (un) − Az〉
+ 2εn〈((1 − βn)I − εnA)(en − z), γ f (un) − Az〉
≤ ((1 − βn − εnγ¯ ) ‖en − z‖ + βn ‖xn − z‖)2 + ε2n∥∥γ f (un) − Az∥∥2
+ 2βnεnγ 〈xn − z, f (un) − f (z)〉 + 2βnεn〈xn − z, γ f (z) − Az〉
+ 2(1 − βn)εnγ 〈en − z, f (un) − f (z)〉 + 2εn〈en − z, γ f (z) − Az〉
− 2βnεn〈en − z, γ f (z) − Az〉 − 2ε2n〈(A(en − z), γ f (un) − Az〉
≤ (1 − βn − εnγ¯ )2‖en − z‖2 + β2n‖xn − z‖2 + 2(1 − βn − εnγ¯ )βn ‖en − z‖ ‖xn − z‖
+ ε2n
∥∥γ f (un) − Az∥∥2 + 2βnεnγ ‖xn − z‖ ∥∥f (un) − f (z)∥∥
+ 2(1 − βn)εnγ ‖en − z‖
∥∥f (un) − f (z)∥∥ + 2βnεn ‖xn − z‖ ∥∥γ f (z) − Az∥∥
− 2βnεn ‖en − z‖
∥∥γ f (z) − Az∥∥− 2ε2n ∥∥A(en − z)∥∥ ∥∥γ f (un) − Az∥∥
+ 2εn〈en − z, γ f (z) − Az〉
≤
[
(1 − εnγ¯ )2 − 2(1 − εnγ¯ )βn + β2n
]
‖en − z‖2 + β2n‖xn − z‖2
+ (1 − βn − εnγ¯ )βn
{‖en − z‖2 + ‖xn − z‖2} + ε2n∥∥γ f (un) − Az∥∥2
+ 2βnεnγ η ‖xn − z‖ ‖un − z‖ + 2(1 − βn)εnγ η ‖en − z‖ ‖un − z‖
+ 2βnεn ‖xn − z‖
∥∥γ f (z) − Az∥∥− 2βnεn ‖en − z‖ ∥∥γ f (z) − Az∥∥
− 2ε2n
∥∥A(en − z)∥∥ ∥∥γ f (un) − Az∥∥ + 2εn〈en − z, γ f (z) − Az〉
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )‖en − z‖2 + (1 − εnγ¯ )βn‖xn − z‖2
+ ε2n
∥∥γ f (un) − Az∥∥2 + 2βnεnγ η‖xn − z‖2 + 2(1 − βn)εnγ η‖xn − z‖2
+ 2βnεn ‖xn − z‖
∥∥γ f (z) − Az∥∥− 2βnεn ‖en − z‖ ∥∥γ f (z) − Az∥∥
+ 2ε2n
∥∥A(en − z)∥∥ ∥∥γ f (un) − Az∥∥ + 2εn〈en − z, γ f (z) − Az〉
≤ (1 − εnγ¯ )(1 − βn − εnγ¯ )‖xn − z‖2 + (1 − εnγ¯ )βn‖xn − z‖2
+ ε2n
∥∥γ f (un) − Az∥∥2 + 2εnγ η‖xn − z‖2
+ 2βnεn ‖xn − z‖
∥∥γ f (z) − Az∥∥− 2βnεn ‖xn − z‖ ∥∥γ f (z) − Az∥∥
+ 2ε2n
∥∥A(en − z)∥∥ ∥∥γ f (un) − Az∥∥ + 2εn〈en − z, γ f (z) − Az〉
= (1 − 2εnγ¯ + ε2n γ¯ 2 + 2εnγ η)‖xn − z‖2 + ε2n
∥∥γ f (un) − Az∥∥2
+ 2ε2n
∥∥A(en − z)∥∥ ∥∥γ f (un) − Az∥∥ + 2εn〈en − z, γ f (z) − Az〉
= [1 − 2(γ¯ − γ η)εn]‖xn − z‖2 + εn
{
2〈en − z, γ f (z) − Az〉 + εnK
}
.






γ¯ 2‖xn − z‖2 +
∥∥γ f (un) − Az∥∥2 + 2 ∥∥A(en − z)∥∥ ∥∥γ f (un) − Az∥∥}
}
,
Set bn = 2(γ¯ − γ η)εn and cn = n {2〈en - z,gf(z) - Az〉 + nK}. Then we have
‖xn+1 − z‖2 ≤ (1 − bn)‖xn − z‖2 + cn, ∀n ≥ 0. (3:43)
From the conditions (C1) and (3.42), we see that
lim
n→∞ bn = 0,
∞∑
n=0
bn = ∞ and lim sup
n→∞
cn ≤ 0.
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Therefore, applying Lemma 2.8 to (3.43), we get that {xn} converges strongly to z Î
Θ. This completes the proof.
Corollary 3.3. Let C be a nonempty closed convex subset of a real Hilbert space H, let
Fk, k Î {1, 2, 3,..., M} be a bifunction from C × C to ℝ satisfying (A1)-(A4) and let B be
ξ-inverse strongly monotone such that

 :=
(∩Mk=1SEP(Fk)) ∩ VI(C,B) = ∅.
Let f be a contraction of H into itself with h Î (0,1). Let {xn}, {yn} and {un} be
sequences generated by⎧⎪⎪⎨
⎪⎪⎩
x1 = x ∈ C chosen arbitrary,
yn = (1 − δn)xn + δnPC(xn − αnBxn),









xn+1 = εnf (un) + βnxn + (1 − βn − εn)PC(un − λnBun), ∀n ≥ 1,
where {n}, {bn} are two sequences in (0,1) and {rk,n}, k Î {1,2,3,...,M} are a real
sequence in (0, ∞) satisfy the following conditions:
(C1) limn®∞ n = 0 and
∑∞
n=1 εn = ∞,
(C2) 0 < lim infn®∞ bn ≤ lim supn®∞ bn < 1,
(C3) {an}, {ln} ⊂ [e, g] ⊂ (0, 2ξ), limn®∞ an = 0 and limn®∞ ln = 0,
(C4) {δn} ⊂ [0, b], for some b Î (0,1) and limn®∞ |δn+1 - δn| = 0,
(C5) lim infn®∞ rk,n > 0 and limn®∞ |rk,n+1 - rk,n| = 0 for each k Î {1, 2, 3,..., M},
Then, {xn} and {un} converge strongly to a point z Î Θ which is the unique solution of
the variational inequality〈
(f (z) − z, x − z〉 ≥ 0, ∀x ∈ 
.
Equivalently, we have z = PΘf(z).
Proof. Put Tn ≡ I for all n ≥ 1 and for all x Î C. Then Wn = I, A = I and g = 1. The
conclusion follows from Theorem 3.2. This completes the proof.
If δn = 0 and M = 1, in Theorem 3.2, then we can obtain the following result
immediately.
Corollary 3.4. Let C be a nonempty closed convex subset of a real Hilbert space H, let
Fk, k Î {1, 2, 3,..., M} be a bifunction from C × C to ℝ satisfying (A1)-(A4), let {Tn} be
an infinite family of nonexpansive mappings of C into itself and let B be ξ-inverse
strongly monotone such that

 := ∩∞n=1F(Tn) ∩ EP(F) ∩ VI(C,B) = ∅.
Let f be a contraction of H into itself with h Î (0,1) and let A be a strongly positive
linear bounded operator on H with coefficient γ¯ > 0and 0 < γ < γ¯
η
. Let {xn}, {yn} and
{un} be sequences generated by⎧⎪⎪⎨
⎪⎪⎩




〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = εnγ f (un) + βnxn +
(
(1 − βn)I − εnA
)
PC(Wnun − λnBWnun), ∀n ≥ 1,
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where {Wn} is the sequence generated by (3.1) and {n}, {bn} are two sequences in (0,1)
and {rn} are a real sequence in (0,∞) satisfy the following conditions:
(C1) limn®∞ n = 0 and
∑∞
n=1 εn = ∞,
(C2) 0 < lim infn®∞ bn ≤ lim supn®∞ bn < 1,
(C3) {ln} ⊂ [e, g] ⊂ (0, 2ξ) and limn®∞ ln = 0,
(C4) lim infn®∞ rn > 0 and limn®∞ |rn+1 - rn| = 0.
Then, {xn} and {un} converge strongly to a point z Î Θ which is the unique solution of
the variational inequality〈
(A − γ f )z, x − z〉 ≥ 0, ∀x ∈ 
.
Equivalently, we have z = PΘ(I - A + gf)(z).
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