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1 Einleitung
Nanoskalige Multischichten sind aufgrund ihrer hervorragenden physikalischen
Eigenschaften und attraktiven technischen Anwendungen Gegenstand intensiver For-
schung. Der Einsatz von Multischichten erfolgt in so unterschiedlichen Gebieten
wie Röntgenoptik oder Magnetoelektronik. Ni/C-Multischichten mit nur wenigen
Nanometern dicken Einzelschichten dienen als Röntgenspiegel zur Umlenkung und
Bündelung von Röntgenstrahlen [17]. Die in Schichtsystemen aus magnetischen und
nichtmagnetischen Metallen mögliche spinabhängige Streuung der Elektronen ist die
Grundlage der Magnetoelektronik [68]. Der Riesen-Magnetwiderstand1 (GMR, „Gi-
ant Magnetoresistance“) wurde zuerst in Fe/Cr-Multischichten entdeckt [4, 9]. Außer
in Fe/Cr-Multischichten wurde der GMR-Effekt in weiteren Systemen gefunden, wie
z. B. in Ni80Fe20/Cu-Multischichten (Permalloy/Kupfer) oder Co/Cu-Multischichten
[61]. Co/Cu-Multischichten werden besonders aktiv untersucht, da sie relativ hohe
GMR-Werte bei niedrigen Magnetfeldstärken aufweisen. Der GMR-Effekt wird be-
reits in Magnetsensoren genutzt, unter anderem in Festplattenleseköpfen [77]. Wei-
tere Anwendungen der GMR-Systeme, die zur Zeit eingehend erforscht werden, sind
der Aufbau magnetischer Speicherbausteine (MRAM) oder die Entwicklung von
Feldeffekt-Spintransistoren.
Die atomare Struktur und Morphologie der Phasengrenzflächen in den betreffen-
den Multischichten haben einen großen Einfluss auf den erzielbaren GMR-Wert,
da die spinabhängige Streuung der Elektronen vorwiegend an den Grenzflächen
1Als Magnetwiderstand wird die Änderung des elektrischen Widerstandes in Abhängigkeit vom
magnetischen Zustand bezeichnet.
2 1 Einleitung
zwischen den magnetischen und nichtmagnetischen Schichten stattfindet. Theore-
tische Untersuchungen und experimentelle Arbeiten weisen darauf hin, dass der
GMR-Effekt sehr sensibel von der Übergangsbreite des Konzentrationsprofils an
der Phasengrenzfläche abhängt [3, 44, 60, 64]. In der Literatur werden verschiedene
Synonyme für die Übergangsbreite des Konzentrationsprofils verwendet, wie „diffu-
se interface“, „chemical roughness“, „intermixing“ oder „chemical diffuseness“ [47].
Im folgenden wird der Begriff chemische Unschärfe benutzt. Über die chemische
Unschärfe hinaus beeinflusst die morphologische Rauigkeit der Grenzflächen, z. B.
atomare Stufen, die magnetoresistiven Eigenschaften der Multischicht [8]. Neben der
chemischen Unschärfe und der morphologischen Rauigkeit der Grenzflächen ist der
GMR-Wert im besonderen Maße von der Einzelschichtdicke der nichtmagnetischen
Zwischenschichten abhängig. Ein maximaler GMR-Wert in Multischichten wird bei
einer antiferromagnetischen Kopplung der magnetischen Schichten gemessen. Diese
antiferromagnetische Kopplung stellt sich auf Grund eines quantenmechanischen Ef-
fekts bei ganz bestimmten Dicken der nichtmagnetischen Zwischenschicht ein [34].
In Co/Cu-Multischichten liegen das erste und zweite Maximum der antiferromagne-
tischen Kopplung bei einer Kupferschichtdicke von ca. 1 nm bzw. 2 nm.
Die Mikrostruktur der Multischichten wird entscheidend durch das Herstellungs-
verfahren bestimmt. Zur Herstellung nanoskaliger Multischichten kommen vorwie-
gend die Molekularstrahl-Epitaxie (MBE), das Magnetron-Sputtern und die gepulste
Laserdeposition (PLD) zum Einsatz. Durch Sputtern abgeschiedene Multischichten
weisen im Allgemeinen diffusere Grenzflächen auf als durch MBE erzeugte Schichten.
Bei entmischenden Systemen wie Co-Cu kann man erwarten, dass sich das Konzen-
trationsprofil an der Grenzfläche durch eine moderate Wärmebehandlung schärft.
Dadurch kann der GMR-Wert erhöht werden [11]. Zu hohe Temperaturbelastungen
sind allerdings kritisch. Sie führen zu einer Verschlechterung der Eigenschaften bis
hin zum Zerfall der Schichtmorphologie. Bei technologischen Anwendungen können
hohe Temperaturen ebenfalls zu einer kritischen thermischen Belastung führen. Z.
B. werden bei der Integration in mikroelektronischen Bauelementen im Herstellungs-
prozess Temperaturen bis ca. 650 K erreicht. Daneben können die Multischichten im
technischen Einsatz, z. B. als Sensor, erhöhten Temperaturen ausgesetzt sein. Eine
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Vielzahl von Experimenten widmet sich daher der Untersuchung der thermischen
Stabilität von GMR-Schichten. Dabei wird eine Verringerung des GMR-Wertes fest-
gestellt, wenn die Multischichten bei zu hohen Temperaturen ausgelagert werden.
Die Verringerung des GMR-Wertes wird von einer Veränderung der Phasenmorpho-
logie, bis hin zum Zerfall der Schichtstruktur, begleitet.
Die Experimente zur Aufklärung der Prozesse, die zu einer Instabilität der na-
noskaligen GMR-Schichten bei einer Wärmebehandlung führen, sind auf Grund der
erforderlichen atomaren Auflösung sehr schwierig. Computersimulationen der ato-
maren Umordnungsvorgänge bieten sich hier als eine hervorragende Ergänzung an,
um diese Prozesse besser zu verstehen. Die vorliegende Arbeit möchte dazu einen
Beitrag leisten. Besondere Bedeutung wird folgenden Fragen beigemessen:
• Wie verändern sich die Grenzflächen von nanoskaligen Multischichten wäh-
rend einer Wärmebehandlung? Auf Grund des besonders hohen Einflusses der
Mikrostruktur der Grenzflächen auf den GMR-Wert werden die Entwicklung
der chemischen Unschärfe und der morphologischen Rauigkeit der Grenzfläche
genauer analysiert.
• Welche Ursachen und Mechanismen führen zu der in Experimenten beobachte-
ten Instabilität der an sich metastabilen Multischichten? In monokristallinen
Multischichten werden dafür zum einen Störungen in der Schichtmorphologie
unmittelbar nach der Herstellung, wie Variationen der Schichtdicke, eingehen-
der untersucht. Zum anderen betrifft dies thermische Fluktuationen infolge
erhöhter Temperatur. Können z. B. Fluktuationen einen Durchbruch einer
Komponente durch die Schicht der anderen Phase hervorrufen und so eine
Instabilität hervorrufen?
In polykristallinen Multischichten könnten Korngrenzen als Pfade schneller
Diffusion Ausgangspunkt für einen Schichtdurchbruch sein. Diffusionsvorgän-
ge an und in der Nähe von Korngrenzen müssen daher als Ursache für Insta-
bilitäten von Multischichten betrachtet werden.
• Wie entwickelt sich die Phasenmorphologie der Multischicht nach einem Schicht-
durchbruch? Wie zerfällt letztendlich die Schichtstruktur? Einzelne Schicht-
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durchbrüche verursachen hohen Krümmungen der Phasengrenzfläche an den
Durchbruchsstellen. Die durch die Krümmungen hervorgerufenen Kapillarkräf-
te treiben die Entwicklung der Phasenmorphologie voran.
Motiviert durch die umfangreichen Experimente zur Erhöhung des GMR-Wertes in
Co/Cu-Multischichten, werden in dieser Arbeit kohärente, binäre A/B-Multischichten
betrachtet. Die Komponenten sollen dabei eine große Mischungslücke besitzen.
Die vorliegende Arbeit gliedert sich wie folgt: Kapitel 2 gibt einen Überblick
über experimentelle Befunde zur atomaren Struktur und dem Gefüge von Co/Cu-
Multischichten. Speziell betrifft dies die chemische Unschärfe und die morphologische
Rauigkeit der Grenzfläche in Co/Cu-Multischichten, sowohl für Schichten unmittel-
bar nach der Herstellung, als auch nach einer Wärmebehandlung.
Phänomene morphologischer Instabilität wurden bereits vielfältig in der Litera-
tur diskutiert. Sie werden im Kapitel 3 an Hand von drei Beispielen kurz skizziert.
In erstarrten lamellaren Eutektika rufen morphologische Störungen, wie eingescho-
bene Halbebene, Kapillarkräfte hervor. Diese Triebkräfte sind verantwortlich für
einen anschließenden Zerfall der Schichtstruktur. Ein weiteres Beispiel sind Ober-
flächen. An Oberflächen ist oberhalb einer kritischen Temperatur das unbegrenzte
Aufrauen der Oberfläche infolge thermischer Fluktuationen zu beobachten. Theo-
retisch führt dieser Rauigkeitsübergang sogar zu einem unbegrenzten Aufrauen der
Oberfläche. Es stellt sich die Frage, ob in dünnen Schichten ein Rauigkeitsübergang
Schichtinstabilitäten verursachen könnte. Ein drittes Phänomen ist mit der besonde-
ren Kornstruktur bei dünnen Filmen verbunden. Das sich einstellende Gleichgewicht
der Grenzflächenenergien an der Korngrenze verursacht eine Einschnürung („grain
boundary grooving“) des Films. Durch diese Einschnürung kann der dünne Film
durchbrochen werden.
Zur theoretischen Untersuchung der mikrostrukturellen Veränderungen während
einer Wärmebehandlung nanoskaliger Multischichten werden unterschiedliche Me-
thoden benutzt, die im Kapitel 4 vorgestellt und diskutiert werden. Dies umfasst
atomistische Beschreibungen durch Molekularstatik und Monte-Carlo-Methode, so-
wie die Cahn-Hilliard-Theorie als eine Kontinuumsbeschreibung. Für die Simulation
der Diffusionsprozesse unter Berücksichtigung der als wichtig erachteten thermi-
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schen Fluktuationen wird die Monte-Carlo-Methode angewandt. Im Rahmen der
Cahn-Hilliard-Theorie werden Fragestellungen behandelt, die größere räumliche oder
zeitliche Bereiche betreffen.
Die Entwicklung der chemischen Unschärfe und der morphologischen Rauigkeit
der Grenzflächen in einkristalline Multischichten infolge von Fluktuationen wird in
Kapitel 5 ausführlich analysiert. Die sich ausbildende charakteristische Rauigkeit
wird mit den Vorhersagen bekannter Theorien des Rauigkeitsübergangs verglichen.
Kapitel 6 beschäftigt sich zunächst mit den Mechanismen, die für einen Schicht-
durchbruch in monokristallinen Multischichten verantwortlich sind. Ausgehend von
einem Durchbruch wird die weitere Entwicklung der Phasenmorphologie untersucht.
Ein zweiter Teil widmet sich Schichtdurchbrüchen in polykristallinen Multischich-
ten. Auch hier wird die sich an einem Durchbruch anschließende morphologische
Entwicklung verfolgt.
Kapitel 7 fasst die aus den theoretischen Untersuchungen gewonnen neuen Er-
kenntnisse zusammen. Vor allem beinhaltet dies die Bildung von Schichtdurchbrü-
chen infolge einer Aufrauung der Phasengrenzfläche durch thermische Fluktuatio-
nen. Ein weiteres wichtiges Ergebnis ist, dass die durch Schichtinstabilitäten initi-
ierte Entwicklung der Phasenmorphologie eine Ursache für den Schichtzerfall ist.
2 Struktur und Gefüge
kohärenter
A/B-Multischichten
Dieses Kapitel gibt einen Überblick über die experimentellen Befunde zur atoma-
ren Struktur und zum Gefüge gesputterter Co/Cu-Multischichten unmittelbar nach
dem Abscheiden sowie deren Veränderung bei einer Wärmebehandlung. Infolge der
nanoskaligen Dimension ist eine detaillierte experimentelle Charakterisierung der
atomaren Nahordnung sehr schwierig. Die analytische Transmissionselektronenmi-
kroskopie (TEM) ermöglicht die Untersuchung der Mikrostruktur mit einer hohen
örtlichen Auflösung, die nur durch den Elektronenstrahldurchmesser begrenzt ist.
TEM ist dabei auf eine zweidimensionale Projektion beschränkt. Die atomare Feld-
ionenmikroskopie (APFIM) ist hingegen in der Lage, die dreidimensionale Struk-
tur einer Probe in atomarer Auflösung zu rekonstruieren. Darüber hinaus ergänzen
Röntgenbeugung (XRD) sowie -spektroskopie oder Auger-Elektronen-Spektroskopie
(AES) die Mikrostrukturuntersuchungen.
2.1 Schichtzustand nach der Abscheidung
Co/Cu-Multischichten für GMR-Anwendungen werden typischerweise mittels Ma-
gnetron-Sputtern hergestellt [11, 22, 61, 80]. Die Einzelschichtdicken betragen ca.
1 nm oder 2 nm, entsprechend dem ersten und zweiten Maximum der antiferro-
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magnetischen Kopplung. Die Multischichten wachsen gewöhnlich mit einer <111>-
Textur. Mit Hilfe eines geeigneten Substrates konnten auch Texturen mit <100>-
und <110>-Orientierung erzeugt werden [69]. Bei dünnen Schichten mit Dicken
bis zu 8 nm wächst Kobalt1 mit einer kfz-Struktur auf Kupfer auf. Die Kobalt-
und Kupfer-Schichten sind kohärent. Die abgeschiedenen Multischichten besitzen
eine säulenartige Kornstruktur [11, 22, 61, 80]. TEM-Untersuchungen an Co(2nm)/
Cu(2nm)-Multischichten zeigten eine laterale Ausdehnung der Körner von 10-40 nm
[36]. Senkrecht zu den Schichten wurde eine mittlere Korngröße von 50 nm gemes-
Abbildung 2.1: Defokusierte
TEM-Aufnahme einer gesput-
terten Co(2nm)/Cu(2nm)-
Multischicht nach der Ab-
scheidung [36]. Einige Körner
sind durch weise Strichel-
linien gekennzeichnet. Die
Co/Cu-Grenzflächen erscheinen
weitestgehend eben.
sen (siehe Abb. 2.1). Die Co/Cu-Grenzflächen waren weitestgehend eben und nicht
durch Korngrenzen gestört.
Die Unterscheidung der chemischen Unschärfe von der morphologischen Rauig-
keit (siehe Illustration in Abb. 2.2) von Grenzflächen in nanoskaligen Multischichten
ist im Experiment relativ schwierig, da die meisten Methoden eine Mittelung über
ein gewisses Volumen beinhalten. So ist in der TEM durch die endliche Ausdeh-
nung eines Elektronenstrahls über einige Atomsäulen und durch die Anregung bis
zu 20 nm Tiefe die Auflösung beschränkt. Auf Grund solch einer Mittelung erscheint
1Der thermodynamisch günstigste Zustand für Bulk-Kobalt ist die hexagonale Struktur, und
für Kupfer die kfz-Struktur.
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a) b)
Abbildung 2.2: Grenzfälle atomarer Konfigurationen einer kohärenten Phasengren-
ze: a) Morphologisch glatte Grenzfläche mit einer chemischen Unschärfe von einigen
Monolagen und b) chemisch scharfe Grenzfläche mit einer morphologischen Rauig-
keit.
eine kurzwellige morphologische Rauigkeit als chemische Unschärfe. Dieses Problem
kann mit Hilfe der dreidimensionalen APFIM umgangen werden.
In APFIM-Untersuchungen an gesputterten Co(2nm)/Cu(2nm)-Multischichten
wurden Bereiche gefunden, die über eine Länge von 15-20 nm morphologisch glatt
waren [49]. Andere Gebiete wiesen aber auch eine morphologische Rauigkeit auf. Die
Amplitude betrug ca. 2 nm mit einer Wellenlänge von ca. 10-20 nm. An den Phasen-
grenzflächen (siehe Abb. 2.3) wurde eine chemische Unschärfe im Bereich von 0,5 bis
Abbildung 2.3: APFIM-Analyse einer gesputterten Co(2nm)/Cu(2nm)-Multischicht
nach [49]. Links ist die Rekonstruktion der atomaren Konfiguration (Kupfer hell,
Kobalt dunkel) dargestellt. Ein daraus abgeleitetes Konzentrationsprofil ist rechts
abgebildet. Der Pfeil im Bild rechts deutet auf eine Schichtstörung hin, bei der zwei
Kobalt-Schichten in Kontakt zu sein scheinen.
1 nm gemessen [48, 49]. Die APFIM-Analyse offenbarte auch Schichtstörungen, bei
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denen zwei Kobalt-Schichten in Kontakt zu sein schienen. Kleine Durchbrüche („pin-
holes“) von Kobalt durch 0,8 nm dünne Kupfer-Schichten hindurch konnten in TEM-
Beobachtungen nachgewiesen werden [13]. In [48] wurde bei APFIM-Untersuchungen
von Co(2nm)/Cu(2nm)-Multischichten Durchbrüche durch Kupfer-Schichten ent-
lang von Korngrenze als auch innerhalb der Körner entdeckt. Diese Störungen in
der Schichtstruktur sind kritisch für die thermische Stabilität der Multischichten.
Aber auch die magnetoelektronischen Eigenschaften werden stark beeinträchtigt, da
der Kontakt von magnetischen Schichten einen magnetischen Kurzschluss darstellt.
2.2 Struktur und Eigenschaften nach einer
Wärmebehandlung
In einer Reihe von Experimenten wurde untersucht, in wie weit eine Wärmebehand-
lung bestimmte Eigenschaften von Multischichten verbessert. Im Fall von Schichten
nicht mischbarer Komponenten kann man z. B. eine chemische Schärfung an der
Phasengrenzfläche erwarten. Weiterhin dienen diese Experimente auch der Untersu-
chung der thermischen Stabilität der Multischichten, die für einen Langzeiteinsatz
wichtig ist.
Die Höhe des GMR-Wertes ist ein sehr empfindlicher Indikator für Veränderun-
gen der Mikrostruktur der Multischichten. Messungen des GMR-Wertes als Funktion
der Auslagerungstemperatur (Dauer 1h) ergaben ein sehr unterschiedliches Verhal-
ten in Abhängigkeit von den Einzelschichtdicken [37]. Sehr dünne Einzelschichten
von 1 nm Dicke zeigten bei Temperaturen bis 430 K ein leichtes Absinken des Riesen-
magnetwiderstandes (siehe Abb. 2.4). Bei Temperaturen über 450 K fiel der GMR-
Wert drastisch ab. Co(2nm)/Cu(2nm)-Multischichten mit dickeren Einzelschichten
zeigten bis ca. 670 K einen leichten Anstieg, danach fiel der GMR-Wert bis 970 K
auf null ab. Die Ursache für diesen großen Unterschied ist bisher nicht vollständig
aufgeklärt.
XRD-Untersuchungen an Co(2nm)/Cu(2nm)-Multischichten wiesen nach, dass
bei Temperaturen über 570 K ein Kornwachstum einsetzte, vor allem in lateraler
Richtung [36]. Nach einer Auslagerung bei 670 K betrug die laterale Ausdehnung
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Abbildung 2.4: GMR-Wert von Co(1nm)/Cu(1nm)- und Co(2nm)/Cu(2nm)-Multi-
schichten in Abhängigkeit von der Temperatur (Wärmebehandlung 1h, nach [37]).
einiger Körner mehr als 100 nm, wobei sogar einzelne Körner mit einer Größe von
1 µm beobachtet wurden. Parallel dazu wurde ab einer Temperatur von 670 K ein
Umschlag von einer <111>-Textur auf eine <100>-Textur registriert.
Es ist bemerkenswert, dass ungeachtet der großen Veränderungen in der Korn-
struktur bei einer Temperatur von 670 K die Schichtmorphologie der Multischichten
stabil zu sein schien (siehe TEM-Aufnahmen in Abb. 2.5a). Als Vorstufen der
Schichtzerstörung wurden mittels energiegefilterter TEM (EFTEM) Durchbrüche
von Kupfer durch die 2 nm dicken Kobaltschichten entdeckt [11] (siehe Abb. 2.6
links). Ab Temperaturen von 800 K bis 900 K setzte eine erkennbare Schädigung
der Schichtstruktur ein. EFTEM-Bilder zeigten eine starke Veränderung der Schicht-
morphologie in der Nähe einer Korngrenze (siehe Abb. 2.6 rechts). Deutlich war an
der Korngrenze eine Vervielfachung der Periodenlänge und eine damit verbundenen
Schichtdickenänderung erkennbar. Eine Wärmebehandlung bei über 1000 K führte
schließlich zu einer vollständigen Zerstörung der Schichtstruktur (Abb. 2.5c).
Schichtdurchbrüche in Co(1,5nm)/Cu(4nm)-Multischichten wurden in [65] mit-
tels TEM-Analyse gefunden. Es bildeten sich Kupferdurchbrüche durch die dün-
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Abbildung 2.5: Defokusierte TEM-Aufnahmen (Hellfeld) von Co(2nm)/Cu(2nm)-
Multischichten nach der Auslagerung bei unterschiedlichen Temperaturen (Wärme-
behandlung 1h, Temperaturen: a - 670 K, b - 870 K und c - 1100 K, nach [11]).
nen Kobaltschichten bei einer Auslagerung von 30 min bei 623 K. Ausgehend von
Schermodulwerten wurde vermutet, dass eine höhere Korngrenzenenergie in Kobalt
verglichen mit Kupfer vorliegt. Kupferdurchbrüche entlang der Korngrenze in Ko-
baltschichten wären somit energetisch günstiger.
Abbildung 2.6: EFTEM-Aufnahme einer Co/Cu-Multischichten (Kobalt - rot, Kup-
fer - grün) nach Wärmebehandlung bei 670 K [11]. Links: Schichtdurchbruch von
Kupfer durch eine Kobaltschicht. Rechts: Veränderung der Schichtmorphologie an
einer Korngrenze.
3 Mechanismen morphologischer
Umwandlungen
Im vorangegangenen Kapitel wurden experimentelle Befunde zum Verhalten von
Multischichten bei einer Wärmebehandlung vorgestellt und gezeigt, dass bei hohen
Temperaturen eine Zerstörung der Schichtstruktur eintritt. Es stellt sich die Frage,
welche Ursachen und Triebkräfte für diese Umwandlungen der Phasenmorphologie
verantwortlich sind? In der Literatur werden dazu verschiedene Ursachen diskutiert,
die in diesem Kapitel kurz dargestellt werden. Eine Übersicht dazu ist unter anderem
in [7] zu finden.
3.1 Kapillareffekte
Multischichten besitzen einen relativ hohen Anteil an Phasengrenzflächen pro Vo-
lumen. Die Existenz von Phasengrenzflächen ist mit einer Grenzflächenenergie γ
verbunden. Eine Reduktion der Grenzfläche bedeutet daher einen energetisch güns-
tigeren Zustand. Eine lineare Stabilitätsuntersuchung an ebenen Grenzflächen zeigte,
dass kleine geometrische Störungen der Grenzfläche relaxieren [55]. Kleine Störun-
gen rufen durch Krümmung der Phasengrenzfläche Kapillarkräfte hervor, die die
Grenzfläche wieder glätten. Quantitativ wird diese Triebkraft in einem Zusatzterm
im chemischen Potential, µ, beschrieben:
µ = µ0 + γκΩ. (3.1)
Dabei ist µ0 das chemische Potential ohne Krümmung, κ die Krümmung der Grenz-
fläche und Ω das atomares Volumen. Ebene Grenzflächen sind daher metastabil, im
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Gegensatz zu der bekannten Instabilität von Zylindern gegenüber kleinen morpho-
logischen Störungen (Rayleigh-Instabilität).
Ein Schichtzerfall, angetrieben durch Kapillarkräfte, ist dann möglich, wenn be-
reits eine große Störung der Schichtmorphologie vorliegt. Ein Beispiel dafür sind
lamellare Eutektika [33], in denen eingeschobene Halbschichten vorhanden sind (sie-
he Abb. 3.1). Die Halbschicht zieht sich infolge Diffusion von Atomen der Sorte
B
A
Abbildung 3.1: Schematische Darstellung des Rückzugs einer eingeschobenen Halb-
schicht. Aufgrund der großen Krümmung an der Schichtspitze diffundieren Atome
von dort zu benachbarten Schichten, die dadurch dicker werden.
B von ihrer Spitze zu benachbarten B-Schichten zurück. Die benachbarten Schich-
ten werden dicker auf Kosten der sich zurückziehenden Halbschicht. Die Diffusion
findet im Bereich der großen lokalen Krümmungsunterschiede zwischen Spitze der
sich zurückziehenden Schicht und benachbarter Schichten statt. Basierend auf die-
sem Modell wird in [71] ein Ausdruck für die Rate der Verbreiterung der Schichten
abgeleitet.
Große morphologische Defekte, wie Halbschichten, werden im Allgemeinen bei
GMR-Multischichten experimentell nicht beobachtet. Auf Grund der Herstellungs-
verfahren, Sputtern bzw. MBE, erscheint ihre Entstehung auch wenig wahrschein-
lich.
3.2 Oberflächenaufrauung
Da Triebkräfte auf Grund der Kapillarität glatte Grenzflächen bevorzugen, muss die
Ursache für Schichtinstabilitäten bei thermischen Fluktuationen liegen. In der Li-
teratur sind viele theoretischen Untersuchungen zur Aufrauung glatter Oberflächen
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infolge thermischer Fluktuationen durchgeführt worden. Entsprechend den Ausfüh-
rungen in [6, 58] lässt sich die Entstehung einer Rauigkeit infolge thermischer Fluk-
tuationen durch folgende thermodynamische Betrachtung abschätzen.
Die Auslenkung z(x, y) einer ebenen Grenzfläche erfordert die Energie
E =
∫ ∫
dxdy
1
2
γ(∇z)2, (3.2)
unter der Voraussetzung kleiner Steigungen |∇z|  1. γ ist die Grenzflächenenergie.
Wird die Auslenkung z(x, y) in eine Fourier-Reihe entwickelt, und jeder Mode die
Energie 1
2
kbT zugeordnet, so findet man für das mittlere Schwankungsquadrat der
Auslenkung (siehe z. B. [58]):
〈
z2
〉
=
1
4π2
kmax∫
kmin
2πkdk
kbT
γk2
. (3.3)
Dieses Integral divergiert sowohl für kleine als auch große k. Die Größe der Grenz-
fläche, L × L, stellt ein untere Grenze für den Wellenvektor dar: kmin ∼ L−1. Die
Dicke der Grenzfläche („interface thickness“) l bestimmt laut [58] die obere Grenze:
kmax ∼ l−1. In kristallinen Schichten ist dabei der Abstand d0 der Kristallebenen
eine maximale untere Schranke für die kleinste Wellenlänge. Man erhält somit:
〈
z2
〉
=
kbT
2πγ
log
L
l
. (3.4)
Die Fluktuationen divergieren logarithmisch mit der Größe der Fläche L.
Die Kristallstruktur kann durch ein zusätzliches periodisches Potential
EP =
∫ ∫
dxdyV (z) (3.5)
in Gl. (3.2) berücksichtigt werden,
E =
∫ ∫
dxdy
[
1
2
γ(∇z)2 + V (z)
]
, (3.6)
das versucht, die Grenzfläche an den diskreten Gitterebenen mit den Abstand d0
„einzurasten“. In erster Näherung kann das periodische Gitterpotential durch
V (z) = V0 cos 2πz/d0 (3.7)
beschrieben werden. Durch den zusätzlichen Term entstehen in Abhängigkeit von
der Temperatur zwei qualitativ unterschiedliche Situationen:
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• T > TR: Die Wirkung des Gitterpotentials ist vernachlässigbar. In diesem
Grenzfall ergibt sich wieder eine freie Grenzfläche, wie sie weiter oben be-
schrieben wurde. Die Fluktuationen divergieren logarithmisch.
• T < TR: Es entstehen keine langwelligen Rauigkeiten. Die Fluktuationen der
Auslenkung divergieren nicht.
Bei einer kritischen Temperatur TR findet zwischen diesen beiden Grenzfällen ein
thermodynamischer Phasenübergang statt. Dieser Übergang wir als Rauigkeitsüber-
gang bezeichnet. Nach [6, 58] hängt die kritische Temperatur von der Oberflächen-
steifigkeit γ̃ und der Gitterkonstante d0 entlang der Oberflächennormalen ab,
kBTR = 2γ̃d
2
0/π. (3.8)
Für eine große Zahl von Materialien ist die kritische Temperatur TR sehr nahe
oder größer als die Schmelztemperatur Tm. Es ist daher sehr schwierig, den Rau-
igkeitsübergang festzustellen. Für eine Reihe von Metalloberflächen existieren je-
doch verlässliche Werte [46]. Einige davon sind in Tabelle 3.1 wiedergegeben. Ei-
Tabelle 3.1: Kritische Temperatur TR für einen Rauigkeitsübergang an einigen Me-
talloberflächen im Vergleich zur Schmelztemperatur TM . Experimentelle Resultate
nach [46].
Oberfläche TR/K Tm/K
In(110) 290 420
Pb(110) 415 600
Ag(110) 910 1234
Cu(110) >900 1355
Ni(110) >1300 1720
ne grobe Abschätzung im Rahmen eines nächsten Nachbar-Modells für eine (111)-
orientierte Co/Cu-Grenzfläche ergibt TR = 473 K bei einer kritischen Temperatur
von TC = 1630 K [78].
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3.3 Korngrenzeneffekte
Die Realstruktur gesputterter Schichten ist im Allgemeinen polykristallin und bein-
haltet daher Korngrenzen. Der Einfluss von Korngrenzen auf die Stabilität von
Schichten wurde in der Literatur ausführlich diskutiert.
An Oberflächen sind Korngrenzen nicht im thermodynamischen Gleichgewicht.
An einer Korngrenze, die durch den dünnen Film bis zur Oberfläche reicht, kommt es
bei ausreichender Beweglichkeit der Atome zu einer Einschnürung („grain boundary
grooving“), wie es in Abb. 3.2 skizziert wird. Die Einschnürung erfolgt so weit, bis die
Substrat
Film KG
γ
KG
γ
V
γ
V
Abbildung 3.2: „Grain boundary groo-
ving“ an einer Korngrenze (KG) in
einem dünnen Film infolge des sich
einstellenden Gleichgewichts zwischen
Korngrenzenenergie, γKG, und Oberflä-
chenenergie, γV , [74, 75].
Korngrenzenenergie, γKG, im Gleichgewicht mit der Oberflächenenergie, γV , ist [74,
75]. Die Einschnürung kann so weit gehen, dass der dünne Film durchbrochen wird.
Mechanische Spannungen können die Einschnürung an der Korngrenze zusätzlich
unterstützen [72, 73]. Der gleiche Mechanismus wirkt auch bei lamellaren Strukturen
[56]. In diesen Strukturen existieren Tripelkreuzungen von Korngrenzen zwischen
den Phasen, bei denen das „grooving“ einsetzt.
Bei der Wärmebehandlung lamellaren Eutektika entmischender System werden
an den Korngrenzen diskontinuierlichen Vergröberung beobachtet. Es kommt zu ei-
ner deutlichen Vervielfachung der Einzelschichtdicken (siehe Abb. 3.3). Es wurde
vermutet, dass eine Diffusion entlang der Korngrenze durch den Abbau von Grenz-
fläche getrieben wird. Durch die Migration der Korngrenze kann sich dieser Prozess
über große Bereiche fortsetzen. Ausgehend von der Migrationsgeschwindigkeit der
Korngrenzen wurde eine Rate für die Schichtdickenvergröberung angegeben.
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KG
vm
B
A
Abbildung 3.3: Diskontinuierliche Ver-
gröberung der Schichtdicke an einer
Korngrenze (KG) in lamellaren Eutek-
tika, nach [52]. Die Vergröberung wird
getrieben durch die Reduzierung der
Phasengrenzfläche (vm - Migrationsge-
schwindigkeit der Korngrenze).
4 Beschreibung thermisch
aktivierter atomarer
Umordnungen
Mit Hilfe leistungsfähiger Computer ist es heutzutage möglich, Simulationen
von atomaren Systemen durchzuführen, die eine quantenmechanische Beschreibung
beinhaltet. Molekulardynamische Rechnungen1 auf der Grundlage der Dichtefunk-
tionaltheorie sind in der Lage, physikalische Eigenschaften eines Systems aus Ersten
Prinzipien (ohne experimentelle Parameter auskommend) zu ermitteln [39, 41, 42].
Jedoch bleiben solche Simulationen wegen des hohen Aufwands bisher auf kleine
Systeme in der Größenordnung von 10-100 Atomen und auf Zeiten von einigen Pi-
kosekunden beschränkt. In letzter Zeit gibt es vielfältige Bestrebungen, diesen Zeit-
bereich für die Untersuchung seltener Ereignisse mittels „accelerated dynamics“ oder
„hyperdynamics“ zu erweitern (siehe z. B. [31, 54, 59, 81, 82]).
Die Diffusion von Atomen in Metallen wird hauptsächlich durch Leerstellenmi-
gration getragen. Leerstellensprünge in Metallen sind bei moderaten Temperaturen
typischerweise mit charakteristische Zeiten in Bereich von einigen Nanosekunden
bis Mikrosekunden verbunden (z. B. ≈ 1.3 × 10−8 s in Cu bei 550 K). Sie sind
daher im Allgemeinen molekulardynamischen Simulationen nicht zugänglich. Ei-
ne phänomenologische atomistische Beschreibung der Leerstellenmigration ist im
Rahmen der Ratentheorie möglich. Diese statistische mikroskopische Beschreibung
bildet die Grundlage für die kinetische Monte-Carlo-Methode. Mit Hilfe der Monte-
Carlo-Methode lassen sich, verglichen mit der Molekulardynamik, Simulationen weit
1Für eine Übersicht siehe [2].
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größerer Systeme über längere Zeiten durchführen. Im folgendem werden die Raten-
theorie und kinetische Monte-Carlo-Methode näher erläutert. Weiterhin wird neben
dieser atomistischen Methode die kontinuumstheoretische Beschreibung diffusiver
Prozesse im Rahmen der Cahn-Hilliard-Theorie vorgestellt. Anschließend werden
die Methoden verglichen und ihre Vor- und Nachteile diskutiert.
4.1 Ratentheorie
Die Ratentheorie dient der Beschreibung thermisch aktivierter Prozesse [32]. Mit
ihrer Hilfe lässt sich auch die Leerstellenmigration (siehe Abb. 4.1) in Metallen
beschreiben [28]. Andere Mechanismen des Platzwechsels (Sprung des übernächsten
Leerstellen-
sprung
Abbildung 4.1: Schematische Darstellung der Leerstellenmigration. Durch den
Sprung eines benachbarten Atoms an den Platz der Leerstelle diffundiert die Leer-
stelle. Die Rate ν mit der ein Nachbaratom springt, lässt sich im Rahmen der Ra-
tentheorie berechnen.
Nachbaratoms in die Leerstelle, Ringtausch von Atomen usw.) sind in Metallen
wesentlich seltener.
Die Sprungfrequenz ν mit der ein benachbartes Atom einen solchen Sprung aus-
führt, ist durch die Ratentheorie gegeben:
ν = ν0 exp
(
SM
kB
)
exp
(−HM
kBT
)
(4.1)
SM ist die Migrationsentropie der Leerstelle und HM die Migrationsenthalpie. Der
Proportionalitätsfaktor ν0 ist eine „attempt frequency“ (Frequenz für einen Sprung-
versuch) [27]. Diese Frequenz liegt in der Größenordnung der dreifachen Debey-
Frequenz. Die Rate in Abhängigkeit der Temperatur wird entscheidend durch die
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Migrationsenthalpie bestimmt. Sie stellt eine Barriere dar, die das springende Atom
durch eine thermische Aktivierung überwinden muss. Die Werte der Parameter in
Gl. (4.1) müssen entweder an ein Experiment angepasst werden (z. B. an Selbstdif-
fusionskoeffizienten) oder mittels atomistischer Theorien berechnet werden.
4.2 Molekularstatik
Wie schon weiter oben ausgeführt, ist die Molekulardynamik auf Grund der notwen-
digerweise geringen Zeitschrittweite nicht in der Lage, thermisch aktivierte Prozesse
bei moderaten Temperaturen zu beschreiben. Mit Hilfe der Molekularstatik lässt sich
jedoch die Bindungsenergie entlang einer Bahn eines springenden Atoms berechnen.
Besteht für einen bestimmten Prozess Klarheit über die Trajektoren der Atome,
kann mit Hilfe der Molekularstatik die Wechselwirkungsenergie entlang dieser Tra-
jektoren berechnet werden. So kann z. B. die Energiebarriere eines Atomsprungs in
eine Leerstelle ermittelt werden.
In der Literatur wurde eine Vielzahl von Ansätzen für die Berechnung der Bin-
dungsenergie innerhalb der Molekulardynamik bzw. -statik entwickelt. Diese Ansätze
reichen vom Modell harter Kugeln bis hin zur vollständigen quantenmechanischen
Beschreibung in so-genannten Ersten-Prinzipien-Rechnungen [21, 63]. Für die unter-
schiedlichen verwendeten empirischen Näherungen sei auf die entsprechende Litera-
tur verwiesen, wie z. B. die „embedded atom methode“ [25] oder die Korringa-Kohn-
Rostoker(KKR)-Methode [40, 43]. Als sehr effizient für die Beschreibung binärer
Metalle hat sich die „embedded atom method“ (EAM) erwiesen [29]. Üblicherweise
wird die atomare Wechselwirkung durch Potentiale in der „second moment tightbin-
ding“ Näherung (TB-SMA [23, 67]) ausgedrückt. Die EAM soll im folgenden kurz
skizziert werden.
Die Bindungsenergie des Atoms i setzt sich aus einem anziehenden (Bandener-
gie der freien Elektronen) Term EiB, der Mehrkörperwechselwirkungen beinhaltet,
und einem repulsiven Term EiR (Coloumb-Wechselwirkung), beschrieben durch Paar-
wechselwirkung (Born-Mayer Form), zusammen. Die gesamte Bindungsenergie Ecoh
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wird dann beschrieben durch eine Summation über alle Atome:
Ecoh =
∑
i
(EiR + E
i
B), (4.2)
EiR =
∑
j
Aαβ exp
[
−pαβ
(
rij
rαβ0
− 1
)]
, (4.3)
EiB = −
{∑
j
ξ2αβ exp
[
−2qαβ
(
rij
rαβ0
− 1
)]}1/2
. (4.4)
rij ist der Abstand zwischen Atom i und j. r
αβ
0 ist der Abstand zum nächsten
Nachbarn in der kristallinen Struktur des reinen Metalls für gleichartige Atome
und ein anzupassender Parameter im Fall der Wechselwirkung verschiedenartiger
Atome. ξ ist ein effektives „hopping integral“, pαβ und qαβ beschreiben den Abfall
der Wechselwirkungsstärke mit dem Abstand der Atome.
Zur optimalen Anpassung an das System Co-Cu werden leicht modifizierte Po-
tentiale nach [51] benutzt. Dabei wurde der repulsive Term nach Gl. (4.3) leicht
verändert:
EiR =
∑
j
[
A1αβ
(
rij
rαβ0
− 1
)
+ A0αβ
]
exp
[
−pαβ
(
rij
rαβ0
− 1
)]
. (4.5)
In [51] wurden die Cu-Cu Parameter an experimentelle Daten angepasst, die Co-Co
Tabelle 4.1: Parameter für EAM-Potentiale zur Beschreibung der Wechselwirkung
im Co-Cu System nach [51].
Parameter Cu-Cu Co-Co Co-Cu
A1 (eV) 0,0 -0,852 -1,905
A0 (eV) 0,086 0,139 -0,049
A0 (eV) 0,086 0,139 -0,049
ξ (eV) 1,2240 1,5247 0,7356
p 10,96 7,679 8,183
q 2,278 2,139 3,344
r0 (Å) 2,556 2,378 2,405
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und Cu-Co Parameter an Ergebnissen von Ersten-Prinzipien-Rechnungen (KKR-
Methode) gefittet. Die Parameter sind in Tabelle 4.1 zusammengefasst. Diese EAM-
Potentiale wurden benutzt, um die Bildungs- und Migrationsenergie einer Leerstelle
im System Co/Cu zu untersuchen (siehe dazu Anhang A).
4.3 Monte-Carlo-Methode
4.3.1 Modell einer binären Legierung
Zur Simulation einer binären Legierung mit kfz-Struktur wurde folgendes Modell
betrachtet:
NA Atome der Sorte A und NB Atome der Sorte B besetzen N Plätze eines kubisch-
flächenzentrierten Gitters. Zwischen den Atomen wird eine Paarwechselwirkung an-
genommen, die nur nächste Nachbarn einbezieht. Für die drei verschiedenen Kombi-
nationen A-A, B-B und A-B sind dies die Bindungsenergien εAA, εBB und εAB. Die
innere Energie E setzt sich somit aus der Summe der Bindungsenergie aller Paare
nächster Nachbarn zusammen:
E = NAAεAA + N
BBεBB + N
ABεAB. (4.6)
NXY ist die Anzahl der Paare der Kombination X-Y.
Die Zahl der Paarbindungen NAz (z - Anzahl der nächsten Nachbarn, z = 12 für
kfz), die von A-Atomen ausgehen (mit Doppelzählung), wird beschrieben durch
NAz = 2N
AA + NAB, (4.7)
und analog für Bindungen die von B-Atomen ausgehen
NBz = 2N
BB + NAB . (4.8)
Ersetzt man hiermit NAA und NBB in Gl. (4.6), folgt
E =
1
2
NAzεAA +
1
2
NBzεBB + N
AB
[
εAB −
1
2
(εAA + εBB)
]
. (4.9)
bzw.
E =
1
2
NAzεAA +
1
2
NBzεBB −
1
2
NABε, (4.10)
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mit
ε := εAA + εBB − 2εAB. (4.11)
Die Energie des binären Systems setzt sich nach Gl. (4.10) somit aus der konfigu-
rationsunabhängigen Energie der reinen Phasen 1
2
NAzεAA +
1
2
NBzεBB, sowie einer
konfigurationsabhängigen Mischungsenergie −1
2
NABε zusammen.
Führt man die Besetzungszahlen ci für die Gitterplätze i = 1, 2 . . .N ein
ci =



−1 : Gitterplatz i besetzt durch A
+1 : Gitterplatz i besetzt durch B,
(4.12)
so kann man die Anzahl NAB der A-B Bindungen durch eine Summe über alle
Paarbindungen 〈i, j〉 ersetzen
NAB =
∑
<i,j>
1 − cicj
2
. (4.13)
Für (4.6) erhält man schließlich
E =
ε
4
∑
<i,j>
(cicj − 1) +
1
2
z (NAεAA + NBεBB) , (4.14)
bzw.
E =
ε
4
∑
<i,j>
cicj −
1
8
zNε +
1
2
z (NAεAA + NBεBB) , (4.15)
In der Form von Gl. (4.15) wird die Analogie zum Ising-Modell offensichtlich. Da hier
die Summe über alle Besetzungszahlen (
∑
i ci = NB − NA), die der Magnetisierung
im Ising-Modell entspricht, konstant bleibt, spricht man hier auch vom COP-Ising-
Modell („conserved order parameter“, [57]). Der erste Summand der rechten Seite
von Gl. (4.15) ist konfigurationsabhängig. Die weiteren Summanden der rechten
Seite sind unabhängig von der Konfiguration und durch die Teilchenzahlen NA und
NB beziehungsweise N gegeben. Wie im Ising-Modell entscheidet das Vorzeichen von
ε über das qualitative Verhalten des Systems. Für ε = εAA + εBB − 2εAB < 0 tritt
bei Temperaturen unterhalb einer kritischen Temperatur, T < TC , ein Entmischen
ein. Für ein kubisch-flächenzentriertes Gitter wurde in [5] die kritische Temperatur
Tc zu kBTc/|ε| = 2.45 bestimmt (kB Boltzmann-Konstante).
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4.3.2 Modellierung der Leerstellenmigration
Die Monte-Carlo-Methode beinhaltet die zufällige Erzeugung unterschiedlicher Kon-
figurationen eines zu untersuchenden Systems und deren Bewertung. Verschiedene
Monte-Carlo-Methoden unterscheiden sich durch ihre unterschiedlichen Algorith-
men zur Erzeugung der zufälligen Konfigurationen [10, 57]. Bei der Simulation dif-
fusiver Prozesse werden neue Konfigurationen im Allgemeinen durch einen Aus-
tausch der Teilchen auf bestimmten Gitterplätzen realisiert. Der einfachste Fall be-
steht im Platzwechsel zweier zufällig bestimmter benachbarter Atome (Kawasaki-
Algorithmus). Eine andere Möglichkeit besteht in der Einführung einer Leerstellen.
Zur Generierung neuer Konfigurationen werden zufällig Nachbaratome der Leerstel-
le für einen Platzwechsel bestimmt (Leerstellenalgorithmus). Um sicher zu stellen,
dass die Konfigurationen im Limit gegen das thermodynamische Gleichgewicht kon-
vergieren, muss die Erzeugung der Konfigurationen die Bedingung der detaillierten
Balance erfüllen [57]. Wird aus einer Konfiguration µ des Systems durch Zufall eine
neue Konfiguration η erzeugt, so muss für die Übergangswahrscheinlichkeiten von
Zustand µ nach η, P (µ → η), und zurück P (η → µ) gelten:
pµP (µ → η) = pµP (η → µ). (4.16)
Dabei ist pα ∝ exp(−Eα/(kBT )) die thermodynamische Wahrscheinlichkeit der Kon-
figuration entsprechend ihrer Energie Eα (α = µ, η). Die Bedingung der detaillierten
Balance kann durch unterschiedliche Algorithmen erfüllt werden. Der bekannteste
ist sicherlich der Metropolis-Algorithmus [53]. Für die Simulation der Diffusion bei
moderaten Temperaturen sind jedoch andere Techniken effektiver, wie z. B. der
Wartezeiten-Algorithmus [15].
Metropolis-Algorithmus
Ein einfacher Algorithmus zur Erfüllung der Bedingung von Gl. (4.16) generiert aus
dem Zustand µ eine Konfiguration η und akzeptiert sie mit der Wahrscheinlichkeit
P (µ → η) bzw. verwirft ihn andernfalls. Die Erzeugung eines neuen Zustandes,
inklusive der Berechnung der Energie Eµ zur Bewertung, ist der zeitaufwendigste
Teil der Simulation. Ein Algorithmus, der unter dieser Bedingung aus einem Zustand
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µ den Zustand η generiert, ist ineffizient, da er erzeugte Konfigurationen häufig
verwerfen muss. Ein besserer Algorithmus wurde von Metropolis vorgeschlagen [53]:
P (µ → η) =



exp
(
−Eη−Eµ
kBT
)
: wenn Eη − Eµ > 0
1 : sonst.
(4.17)
Hier wird ein neuer Zustand mit geringerer Energie stets akzeptiert. Doch auch
der Metropolis-Algorithmus wird bei niedrigen Temperaturen immer ineffizienter
durch häufigere Ablehnungen der zufällig erzeugten Konfigurationen auf Grund
der exponentiellen Abhängigkeit ∝ exp(−T−1). In diesem Fall ist der Wartezeiten-
Algorithmus besser geeignet.
Der Wartezeiten-Algorithmus
Der Leerstellenmechanismus ist der vorherrschende Mechanismus der Interdiffusion
in binären metallischen Legierungen. Um die thermisch induzierten Atomsprünge
bei moderaten Temperaturen effizient zu untersuchen, wurde die Migration einer
Leerstelle (siehe Bild 4.1) mit Hilfe des Wartezeiten-Algorithmus (siehe z. B. [1, 15,
57, 66]) simuliert. Auf dem Gitter mit N Plätzen wird einem Platz eine Leerstelle V
zugeordnet, so dass die Leerstellenkonzentration cV = 1/N ist und N = NA+NB+1.
Die unterschiedlichen Sprungraten der Nachbaratome der Leerstelle werden durch
die Ratentheorie (siehe Abschnitt 4.1) gegeben
νi = ν0,i exp
(
− E
a
i
kBT
)
, i = 1, 2, . . . , z. (4.18)
Eai ist die Aktivierungsenergie, ν0,i ist die so genannte „attempt frequency“. Die
Aktivierungsenergie ist durch die Differenz der Bindungsenergie am Sattelpunkt
ESi und der Bindungsenergie vor dem Sprung E
1
i gegeben: E
a
i = E
S
i − E1i (siehe
Abb. 4.2). Im folgenden wird die Abhängigkeit der „attempt-frequency“ von der
Temperatur, der Sorte des springenden Atoms und der Umgebungskonfiguration
vernachlässigt, d.h. ν0,i = const. Die mittlere Sprungfrequenz νm für die Leerstelle
ergibt sich aus den Sprungfrequenzen der benachbarten Atome zu
νm =
z∑
i=1
νi, (4.19)
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Abbildung 4.2: Beim Sprung eines Nachbaratoms in die Leerstelle muss die Aktivie-
rungsenergie Eai aufgebracht werden, um den Sattelpunkt E
S
i zu überwinden.
und damit die mittlere Verweilzeit der Leerstelle auf ihrem Platz τm zu τm = νm−1.
Im Algorithmus wird zufällig das springende Atom k aus den Leerstellennachbarn
ausgewählt. Die Wahl erfolgt gewichtet nach den Sprungfrequenzen der einzelnen
Atome,
k−1∑
i=0
νi < rνm ≤
k∑
i=0
νi, (4.20)
mit der rein formalen Frequenz ν0 = 0 und der gleichverteilten Zufallszahl r im
Intervall 0 ≤ r < 1. Atome mit einer hohen Sprungfrequenz werden so mit einer
entsprechend höheren Wahrscheinlichkeit ausgewählt, wie in Abb. 4.3 skizziert.
νkν1 νz
r νm
Abbildung 4.3: Die Auswahl des springenden Atoms erfolgt gewichtet entsprechend
den Sprungfrequenzen νi (r - Zufallszahl, νm - mittlere Sprungfrequenz der Leerstel-
le).
Die Aufsummation der mittleren Wartezeiten zwischen Leerstellensprüngen er-
gibt die simulierte Zeit: tsim =
∑
τm. Um im Fall von cA  cB in einer groben,
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nullten Näherung auf die physikalische Zeit zu schließen, wird die Leerstellendichte
in der Simulation csimv = 1/N mit der tatsächlichen Leerstellendichte der Kompo-
nente A crealv skaliert: t = t
simcsimv /c
real
v . In einem realen Schichtsystem wird sich
auf Grund der unterschiedlichen lokalen chemischen Umgebungen eine entsprechend
inhomogene Leerstellenkonzentration einstellen [50, 70]. Die Leerstellenbildungsener-
gien der Phasen A und B sind verschieden. Insbesondere ist infolge der besonderen
Bindungsverhältnisse an den Phasengrenzflächen dort mit einer anderen Leerstel-
lenkonzentration und -beweglichkeit zu rechnen. Eine Schwierigkeit bei der Bestim-
mung von Leerstellenbildungsenergien liegt in der Vielzahl von möglichen chemi-
schen Umgebungen, aus denen ein Atom im Inneren entfernt wird. Gleiches gilt für
die Möglichkeiten das entfernte Atom an der Oberfläche abzusetzen.
Eine genauere Näherung als die oben angegebene nullte Näherung besteht darin,
die in der Simulation realisierte Leerstellenkonzentration in der Phase A, cA,simv , zu
ermitteln [50]. In der Simulation mit nur einer Leerstelle bestimmt das Verhältnis der
unterschiedlichen Gesamtverweildauern der Leerstelle auf den verschiedenen Plätzen
die Leerstellenkonzentration. Gitterplätze werden als zur Phase A gehörig definiert,
wenn sie ausschließlich A-Atome als nächste Nachbarn besitzen. Aus der Anzahl
MA der Gitterplätze der Phase A und der Gesamtverweildauer der Leerstelle in der
Phase A tA,sim leitet sich die simulierte Leerstellenkonzentration der Phase A ab:
cA,sim =
1
MA
tA,sim
tsim
. (4.21)
Für die reale Zeit folgt dann
t =
tA,sim
MAc
A,real
v
. (4.22)
Die mittleren Wartezeiten und gesamten Verweildauern der Leerstelle auf unter-
schiedlichen Plätzen von Multischichten (innerhalb einer Phase, an der Phasen-
grenzfläche) wurden eingehend analysiert. Die sich dabei ergebenden erhöhten Leer-
stellenkonzentrationsverteilungen und Leerstellenbeweglichkeiten sind im Anhang B
dargestellt.
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Sattelpunktsenergie
Die Bestimmung der Sattelpunktsenergie ist ein zentrales Problem bei der Monte-
Carlo-Simulation mit Hilfe des Wartezeiten-Algorithmus. Im Prinzip ermöglichen
molekulardynamische Methoden die Berechnung der Sattelpunktsenergie für belie-
bige Konfigurationen. Allerdings erfordert die Suche nach der energetisch günstigsten
Trajektorie für einen Leerstellensprung und nach dem entsprechenden Sattelpunkt
eine sehr hohe Rechenzeit. Infolge dessen wird die Sattelpunktsenergie auf einfachere
Weise approximiert. In den Arbeiten von Martin und Mitarbeitern (siehe z. B. [1]
und Zitate darin) wurde die Sattelpunktsenergie als unabhängig von der Konfigura-
tion angenommen ESi = E
S = const, im weiteren als CSPA („constant saddle point
approximation“) abgekürzt. ES bestimmt demzufolge im wesentlichen die Wartezeit
zwischen den Sprüngen, aber ist nicht entscheidend für die Sprungrichtung.
In [66] verwenden Sutton und Mitarbeiter den Ansatz ESi = E0 + (E
1
i + E
2
i )/2,
wobei E0 eine konfigurationsunabhängige Konstante darstellt und E2i die Bindungs-
energie nach dem Sprung ist, im weiteren als MSPA („mean saddle point approxima-
tion“) abgekürzt. Beide Ansätze für die Sattelpunktsenergie erfüllen die Bedingung
der detaillierten Balance aus Gl. (4.16).
Spaltet man in (4.18) von der Aktivierungsenergie Eai = E
A
i + Ẽ
a
i einen Teil ab,
der für eine reine A-Umgebung Eai = E
A
i gilt, erhält man
νi = νA exp
(
− Ẽ
a
i
kBT
)
, (4.23)
wobei νA = ν0,i exp
(
−EAi /(kBT )
)
die Sprungrate im reinen Metall A ist. Für die
beiden Näherungen, CSPA und MSPA, bestimmt sich dann der konfigurationsab-
hängige Teil der Aktivierungsenergie Ẽai zu
Ẽai =



1
2
[(z − 1 − niX)(ε + u) + (1 + ΘX)niXu] : CSPA
1
4
(nV X − niX)(ε − ΘXu) : MSPA
. (4.24)
niX (X = A, B) ist die Anzahl nächster Nachbarn von i des selben Atomtyps.
nV X ist die Anzahl nächster Nachbarn des selben Typs nach dem Sprung. Weiter
ist ΘA = −1 und ΘB = 1. u = εAA − εBB ist in der Literatur ein „asymmetry
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parameter“, der die Unterschiede in den Bindungsenergien der Komponenten A und
B ausdrückt.
4.4 Cahn-Hilliard-Modell
4.4.1 Die nichtlineare Cahn-Hilliard-Diffusionsgleichung
Das Konzentrationsfeld c(x, y, z) (in Einheiten von Mol-Prozent) der Komponente
B in einem binären System wird im Rahmen der Cahn-Hilliard-Theorie beschrieben.
Nach Cahn und Hilliard [18] wird der Einfluss von Konzentrationsgradienten auf die
Enthalpie2 durch folgendes Funktional der Konzentration erfasst
F [c] =
∫
dV
[
f(c) + κ(∇c)2
]
, (4.25)
wobei f(c) die freie Energiedichte eines homogenen Systems ist und κ ein Koeffizient,
der den Energiebeitrag durch Konzentrationsgradienten beschreibt. Bei entmischen-
den Systemen besitzt f(c) unterhalb einer kritischen Temperatur zwei Minima, ca
und cb. Die in Abb. 4.4 dargestellte bekannte Doppeltangentenkonstruktion an diesen
Minima bestimmt eine Gerade t(c) = µc+K (K ist eine Konstante). Der Anstieg der
Geraden entspricht der chemische Potentialdifferenz µ. Die Berührungspunkte der
Doppeltangente cα und cβ sind die Gleichgewichtskonzentrationen der entmischten
Phasen A und B.
Der Diffusionsstrom
j = −M · ∇δF
δc
, (4.26)
ist durch die Variation δF des Funktionals 4.25 gegeben (M - atomare Beweglich-
keit). Dazu wird eine kleine Variation δc der Konzentration c betrachtet. Durch
Entwicklung nach δc und Vernachlässigung Terme zweiter und höherer Ordnung
bestimmt sich die Variation des Funktionals zu
δF
δc
=
df
dc
− 2κ∇2c. (4.27)
Die Kontinuitätsbedingung lautet
∂c
∂t
+ Ω∇ · j = 0, (4.28)
2In der englischen Literatur meist als „Gibbs free energy“ bezeichnet.
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Abbildung 4.4: Freie Energiedichte f(c) als Funktion der Konzentration zusammen
mit der Doppeltangente t = µc + K. Die Doppeltangente berührt die Kurve der
Energiedichte in den Punkten der Gleichgewichtskonzentrationen cα und cβ, die im
Allgemeinen verschieden von den lokalen Minima ca und cb der freien Energiedichte
sind.
mit Ω als dem für beide Stoffe A und B gleich angenommenen atomaren Volumen.
Zusammen mit dem Ausdruck für den Diffusionsstroms ist die zeitlich Entwicklung
des Konzentrationsprofils gegeben durch
∂c
∂t
= Ω∇ · M∇
[
df
dc
− 2κ∇2c
]
. (4.29)
Die Lösung dieser komplizierten nichtlinearen Differentialgleichung vierter Ordnung
kann im Allgemeinen nur numerisch bestimmt werden. Durch Vernachlässigung der
Konzentrationsabhängigkeit der Beweglichkeit M vereinfacht sich die Cahn-Hilliard-
Diffusionsleichung (4.29) zu
∂c
∂t
= ΩM∇2
[
df
dc
− 2κ∇2c
]
. (4.30)
Für den eindimensionalen Fall lassen sich bei einer einfachen Wahl für f(c) sta-
tionäre Lösungen dieser Gleichung analytisch angeben [45, 76]. Für höhere Dimen-
sionen können Lösungen nur noch numerisch bestimmt werden [38]. Zur bequeme-
ren Schreibung der Cahn-Hilliard-Diffusionsgleichung werden geeignete Längen- und
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Zeiteinheiten definiert: l0 =
√
κ/f0 und t0 = κ/(ΩMf 20 ). f0 wird als Einheit für die
Energiedichte gewählt (siehe Abb. 4.4 und z. B. [35]). f0 = f(c0)−t(c0) beschreibt die
Höhe der Barriere der Energiedichte bezogen auf die Doppeltangente t(c) = µc+K.
c0 ergibt sich aus den Gleichgewichtskonzentrationen der Doppeltangentenkonstruk-
tion: c0 = (cα + cβ)/2. Die Gleichung mit den normierten Größen, f̃ , t̃ und ∇̃, lautet
dann
∂c
∂t̃
= ∇̃2
[
df̃
dc
− 2∇̃2c
]
. (4.31)
Im folgenden wird für die normierten Größen die normale Schreibweise ohne Tilde
verwendet.
4.4.2 Numerische Lösung der
Cahn-Hilliard-Diffusionsgleichung
Die numerische Lösung der Diffusionsgleichung (4.31) wurde mit Hilfe eines semiim-
pliziten Zeitschrittverfahrens und unter Verwendung der pseudospektralen Methode
[20] durchgeführt. Dafür wird Gleichung (4.31) zunächst in den Ortsvariablen fou-
riertransformiert F [g(x)] → ĝ(k):
∂̂c
∂t
= −k2
[
φ̂ + 2k2ĉ
]
, mit φ =
df
dc
. (4.32)
Die Zeitintegration wurde mit Hilfe des Finite-Differenzen-Verfahrens durchgeführt.
Um die numerische Stabilität zu gewährleisten, wurde der Zeitschritt in einen expli-
ziten Zeitschritt für den nichtlinearen Term und in einen impliziten für die linearen
Terme zerlegt. Wenn cn die Konzentration zum Zeitpunkt tn darstellt und τ einen
kleinen Zeitschritt, ergibt sich folgendes Schema für die Berechnung der Konzentra-
tion cn+1 zum neuen Zeitpunkt tn+1 = tn + τ :
∂̂c
∂t
≈ ĉ
n+1 − ĉn
τ
= −k2
[
φ̂(cn) + 2k2ĉn+1
]
, (4.33)
beziehungsweise
ĉn+1 =
ĉn − τk2φ̂(cn)
1 + τ2k4
. (4.34)
Alle kontinuierlichen Größen im Orts- und Fourierraum müssen für die Simulati-
on auf einem diskreten Gitter xijk und kijk abgebildet werden. Durch die Wahl von
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xijk ist kijk über die diskrete Fouriertransformation definiert. Durch die endliche An-
zahl der kijk erfolgt eine Beschneidung des Wellenlängenspektrums, die man bei der
Wahl der Diskretisierung berücksichtigen muss. Ein weiterer Effekt ist das „aliasing“:
Wellen der Mode k sind auf einem Gitter mit N Punkten nicht unterscheidbar von
Wellen der Mode k + Nm mit m = ±1,±2, . . .. Die Genauigkeit der numerischen
Lösung wurde durch die Variation der Orts- und Zeitschrittweite überprüft.
4.4.3 Vergleich mit atomistischer Beschreibung
Bei der Untersuchung nanoskaliger Schichtsysteme im Rahmen der Cahn-Hilliard-
Theorie stellt sich die Frage, ob die Theorie die erforderliche Genauigkeit auf der
Nanometer-Skala leisten kann. Es bietet sich daher ein Vergleich mit der Monte-
Carlo-Methode an. Voraussetzung für die Gegenüberstellung der Ergebnisse ist die
geeignete Anpassung der Parameter der Cahn-Hilliard-Theorie, f0, κ und ΩM , die
sich in der Wahl der Einheiten, f0, l0 und t0, für die normierte Gl. (4.31) widerspiegelt
(siehe Abschnitt 4.4.1). Der Parameter f0 ist mit der Wahl der freien Energiedich-
te f(c) verbunden. Diese Größe wird durch die Berechnung des Phasendiagramms
angepasst. l0 und t0 hängen mit der Gradientenenergie κ und der Beweglichkeit M
zusammen. Durch fitten von stationären eindimensionalen periodischen Konzentra-
tionsprofilen wird l0 bestimmt. t0 braucht bei der Betrachtung stationärer Profile
nicht berücksichtigt werden.
Zunächst wurde das Phasendiagramm mit Hilfe der Monte-Carlo-Methode be-
rechnet (siehe Abb. 4.5). Dafür wurde ein großkanonischen Ensemble von Atomen
der Sorte A und B unter Verwendung des Metropolis-Algorithmus simuliert. Aus
einer zufällig vorgegebenen Anfangskonfiguration wurde in jedem Schritt ein Gitter-
platz ausgewürfelt, für dem gemäß Metropolis-Algorithmus der Atomtyp geändert
wurde. Der Austausch des Atomtyps X → Y auf dem Gitterplatz i ist nach Gl. (4.10)
verbunden mit einer Änderung der Energie um 4Ei = ε(z/2−niX) (für εAA = εBB,
siehe Abschnitt 4.3.1). z ist die Koordinationszahl (kfz: z = 12). niX ist die Anzahl
der nächster Nachbarn des ausgewählten Gitterplatzes vom selben Atomtyp X.
Innerhalb weniger Monte-Carlo-Schritte stellte sich die Gleichgewichtskonzentra-
tion für die gewählte Temperatur T < TC ein. Die Standardabweichung der Konzen-
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trationsfluktuationen um die Gleichgewichtskonzentration wurde als Fehlerbalken
für die Konzentration in Abb. 4.5 angegeben. Wegen der Symmetrie des Phasendia-
gramms ist nur der Konzentrationsbereich c = 0 . . . 0,5 abgebildet.
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Abbildung 4.5: Phasendiagramm für ein binäres entmischendes System. Die mit
Hilfe der Monte-Carlo-Methode ermittelten Punkte (+) beinhalten eine statistische
Schwankung, die durch die Fehlerbalken wiedergegeben wird. Die durchgehende Kur-
ve wurde durch Anpassung von f(c) berechnet.
Im Cahn-Hilliard-Modell ergeben sich die Gleichgewichtskonzentrationen, cα und
cβ, des Phasendiagramms durch die Doppeltangentenkonstruktion, wie in Abb. 4.4
dargestellt, aus der freien Energiedichte f(c). Als Ansatz für f(c) wurde die freie
Energie einer regulären Lösung genutzt (siehe z. B. [19]). Für eine bessere Anpassung
wurde der Ansatz um eine zusätzliche Entwicklung in c(1 − c)(1 − 2c)2 erweitert,
Ωf(c, T ) = kBT [c ln c + (1 − c) ln(1 − c)] + ωc(1 − c) + σc(1 − c)(1 − 2c)2. (4.35)
Dabei ist Ω = a30/4 (a0 kfz-Gitterkonstante) das atomare Volumen. Die Parameter
ω und σ wurden an dem Phasendiagramm der Monte-Carlo-Simulation gefittet:
σ = 0.6 ε und ω = 5.496 ε (Abb. 4.5).
Nach der Bestimmung von f(c) wurde mit beiden Methoden die Entwicklung
eines Konzentrationsprofils während der Wärmebehandlung bei einer Temperatur
von T = 0,75TC simuliert. Als Ausgangskonfiguration wurde ein definiertes ein-
dimensionales periodisches Konzentrationsprofil mit einem Schichtdickenverhältnis
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von dB/dA = 0.244 und einer mittleren Konzentration von cm = 0.2 gewählt.
In der dreidimensionalen Monte-Carlo-Simulation wurde das Konzentrationsprofil
über eine Mittelung senkrecht zur Profilrichtung liegender Monolagen bestimmt. Die
Schichtdickenverhältnisse und die mittlere Konzentration wurde durch 20 Monola-
gen der Atomsorte B und 82 Monolagen der Atomsorte A einer <111>-orientierten
Schicht eingestellt (siehe Abb. 4.6). Die Periodenlänge betrug L = 58,9 a0.
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Abbildung 4.6: Entwicklung eines Konzentrationsprofils während Wärmebehand-
lung. Vergleich von Monte-Carlo-Simulation (MC) und Cahn-Hilliard-Simulation
(CH) bei einem gemeinsamen Ausgangsprofil. T = 1170 K, MC: Zellgröße L = 102,
<111>-Schichten, 1500 MCS, CH: 512 Stützstellen.
Aus der gewählten Temperatur T = 0,75TC ergibt sich für die Simulation im
Rahmen der Cahn-Hilliard-Theorie f0 ≈ 20,3 εa−30 . Für L ≈ 60 l0 wurde ein Kon-
zentrationsprofile erhalten, das sehr gut mit dem Profil der Monte-Carlo-Simulation
übereinstimmt (siehe Abb. 4.5). Damit ist l0 ≈ a0. Durch f0 und l0 ist der Gradi-
entenenergiekoeffizient κ = f0l20 = 20,3 εa
−1
0 festgelegt. Zur Charakterisierung der
Übereinstimmung der sich einstellenden Profile dienten die Konzentrationen der
Phase A, cα, und der Phase B, cβ . Weiterhin wurde die Breite der Phasengrenze ξ
bestimmt. ξ ist definiert durch
ξ = (cβ − cα)
[
dc
dx
]
−1
an der Stelle c =
cα + cβ
2
. (4.36)
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Die ermittelten Konzentrationen und Übergangsbreiten sind in Tab. 4.2 zusammen-
gefasst. Im Rahmen der numerischen Genauigkeit bestätigen sie die gute Überein-
Tabelle 4.2: Vergleich von CH und MC für ein Konzentrationsprofil bei T = 0,75Tc
Cahn-Hilliard Monte-Carlo
Konzentration A-Phase cα 0,055 ± 0,004 0,039 ± 0,01
Konzentration B-Phase cβ 0,950 ± 0,005 0,939 ± 0,003
Übergangsbreite ξ (2,1 ± 0,2) a0 (2,2 ± 0,2) a0
stimmung der Profile. Der Wert der Konzentration cα der dickeren Schicht in der
Monte-Carlo-Simulation deutet darauf hin, dass das Gleichgewicht bei 1500 MCS
noch nicht ganz erreicht wurde.
Es konnte gezeigt werden, dass sich die Parameter der beiden Modelle über das
Berechnen und Vergleichen des Phasendiagramms und stationärer eindimensionaler
Konzentrationsprofile aneinander anpassen lassen. Das Beispiel des eindimensionale
Konzentrationsprofils demonstriert, dass die Simulation von Multischichten mittels
Cahn-Hilliard und Monte-Carlo-Methode, für den stationären Fall, quantitativ gut
übereinstimmende Ergebnisse liefern können.
5 Entwicklung der chemischen
Unschärfe und
morphologischen Rauigkeit
von Phasengrenzflächen
In vorangegangen Kapiteln wurde bereits die sensible Abhängigkeit der magne-
toelektronischen Eigenschaften nanoskaliger Multischichten von der Struktur der
Phasengrenze herausgestellt. Im Experiment ist die Trennung zwischen chemischer
Unschärfe und morphologischer Rauigkeit sehr schwierig. Es stellt sich daher die Fra-
ge, welche Unterschiede zwischen diesen Eigenschaften der Phasengrenze während
der Wärmebehandlung existieren.
5.1 Kontinuumstheoretische Modellierung
Zunächst soll die Entwicklung von Grenzflächenprofilen im Rahmen der Cahn-Hilliard-
Theorie untersucht werden. Aus der Konzentrationsverteilung c(x, y, z) wird auf fol-
gende Weise die Phasengrenzfläche z(x, y) bestimmt. Die Beschreibung bezieht sich
auf den Grenzfall kleiner Steigungen,
|∇z(x, y)|  1, (5.1)
die Schichtnormale ist parallel zur z-Achse. Für jeden Punkt (x, y) einer Ebene par-
allel zur Schicht liegt ein lokales Konzentrationsprofil c(z; x, y) entlang der z-Achse
vor (Abb. 5.1). Mit Hilfe des Maximums, cβ(x, y), und des Minimums, cα(x, y), wird
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Abbildung 5.1: Definition der
Übergangsbreite ξl(x, y) zur
Charakterisierung der chemi-
schen Unschärfe eines lokalen
Konzentrationsprofils c(z; x, y)
am Ort (x, y), sowie der Positi-
on der Grenzfläche zi(x, y).
die Grenzfläche zi(x, y) zwischen zwei Schichten durch
c(zi(x, y); x, y) =
cα(x, y) + cβ(x, y)
2
(5.2)
definiert. Ein mittleres Konzentrationsprofil, wird ähnlich der Tiefenprofilbestim-
mung mittels AES, durch eine Mittelung der Konzentration über Ebenen parallel
zur Schicht gewonnen,
c̄(z) =
1
A
∫
A
c(x, y, z)dxdy. (5.3)
Korrespondierend zu den lokalen Konzentrationsprofilen, ergibt sich aus c̄(z) eine
mittlere Grenzflächenposition zi:
c̄(zi; x, y) =
cα + cβ
2
, (5.4)
wobei cα = min c̄(z) und cβ = max c̄(z). Eine andere Definition wäre durch das
Flächenmittel möglich, zi∗ = 1/A
∫
A
zi(x, y)dxdy, mit im Allgemeinen zi 6= zi∗. Zur
Charakterisierung der morphologischen Rauigkeit dient die mittlere quadratische
Abweichung η2 der rauhen Grenzfläche zi(x, y) von der Grenzflächenposition zi:
η2 =
1
A
∫
A
[zi(x, y) − zi]2 dxdy. (5.5)
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Mit Hilfe des Konzentrationsgradienten ∂c/∂z an der Stelle zi wird die chemische
Unschärfe (Übergangsbreite) ξl(x, y) des lokalen Konzentrationsprofils c(z; x, y) be-
stimmt (Abb. 5.1):
ca(x, y) − cb(x, y)
ξl(x, y)
=
∂c(z; x, y)
∂z
∣∣∣∣
z=zi(x,y)
. (5.6)
Durch eine Flächenmittelung gewinnt man daraus eine mittlere chemische Unschärfe:
ξ =
1
A
∫
A
ξl(x, y)dxdy. (5.7)
Als Anfangskonfiguration für die Simulationen im Rahmen der Cahn-Hilliard-
Theorie wurden raue Schichten gewählt. Ein sinusförmiges Ausgangsprofil c(z) wur-
de mit zahlreichen kleinen Konzentrationsschwankungen superpositioniert, um eine
morphologische Rauigkeit zu erzeugen. Diese Ausgangskonfiguration war charakteri-
siert durch eine Übergangsbreite von ξ/l0 ≈ 2.25 und eine morphologische Rauigkeit
von η/l0 ≈ 0.36 (für die Definition der verwendeten Einheiten siehe Kapitel 4.4).
Im Verlauf der Wärmebehandlung zeigte sich zuerst eine starke Abnahme der che-
mischen Unschärfe (siehe Abb. 5.2). Der Wert der chemischen Unschärfe ξ strebte
dabei einer Sättigung zu. Sehr verschieden davon verlief die Entwicklung der mor-
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phologischen Rauigkeit. Die morphologische Rauigkeit verringerte sich im Vergleich
zur chemischen Unschärfe über einen erheblich längeren Zeitraum. Der Wert der
morphologischen Rauigkeit η zeigte keine Sättigung. Die Glättung der morpholo-
gischen Rauigkeit war stark abhängig von der Wellenlänge der Rauigkeit, wie die
Entwicklung des Grenzflächenprofils zi(x, y) in Abb. 5.3 demonstriert. Deutlich
Abbildung 5.3: Entwicklung des Grenzflächenprofils zi(x, y) während der Wärmebe-
handlung. Deutlich zu erkennen ist, dass Rauigkeiten mit kurzer Wellenlänge we-
sentlich schneller relaxieren. Langwellige Rauigkeiten bleiben länger erhalten (dar-
gestellt ist die Isokonzentrationsfläche c = 0.5, t = 0,006 t0, 6,6 t0, 51,0 t0, Zellgröße:
512 × 512 × 512 l30.)
erkennbar ist, wie zuerst erwartungsgemäß kurzwellige Komponenten geglättet wer-
den. Zur Verringerung langwelliger Rauigkeiten, sind länger Diffusionswege nötig
und die durch Krümmung der Phasengrenze hervorgerufenen Kapillarkräfte sind
geringer.
Die deutlich, um Größenordnungen unterschiedliche Zeit, die für die Glättung
der chemischen Unschärfe und der morphologischen Rauigkeit benötigt wird, könn-
te technologische Möglichkeiten für die Verbesserung des GMR-Wertes eröffnen. In
der Literatur wurde zum Teil die Meinung vertreten, dass chemisch glatte Grenz-
flächen mit etwas morphologischer Rauigkeit zu hohen GMR-Werten führen. Die
zeitlich unterschiedliche Reduzierung der Unschärfe und Rauigkeit während einer
Wärmebehandlung könnte dann zur gezielten Einstellung der optimalen Grenzflä-
cheneigenschaften dienen.
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Die bisherigen Untersuchungen im Rahmen der Cahn-Hilliard-Theorie vernach-
lässigen jedoch die bei nanoskaligen Schichten als wichtig erachteten thermischen
Fluktuationen. Für eine detaillierte Untersuchung des Einflusses thermischer Fluk-
tuationen auf die Entwicklung der chemischen Unschärfe und morphologischen Rau-
igkeit wurde die atomistische Monte-Carlo-Methode gewählt.
5.2 Atomistische Simulation
5.2.1 Entwicklung der chemischen Unschärfe
In den Abschnitten 2.1 und 2.2 wurden experimentelle Befunde aus der Literatur
über die Struktur und das Gefüge von abgeschiedenen und wärmebehandelten Mul-
tischichten beschrieben. Bei gesputterten Co(2nm)/Cu(2nm) Multischichten wurde
eine chemische Unschärfe von 0.5 nm beobachtet [11]. Die Unschärfe konnte durch
eine Wärmebehandlung bei moderaten Temperaturen verbessert werden.
Um die Entwicklung der chemischen Unschärfe mittels Monte-Carlo-Simulationen
zu untersuchen, werden Schichten mit einer vorgegebenen chemische Unschärfe be-
trachtet. Als Anfangskonfiguration wurden 10 Monolagen (ML) dicke Schichten mit
einer zufällig erzeugten relativ großen chemischen Unschärfe an den Grenzflächen
vorgegeben (Abb. 5.4a). Für die Schichten wurden die häufig im Experiment be-
obachteten Orientierungen (111) und (100) gewählt. Die Simulationen wurden bei
Temperaturen von 0,3Tc, 0,5 Tc und 0,7Tc durchgeführt. Bei einer Wärmebehand-
lung dieser Schichten wurde sowohl bei niedriger Temperatur, T = 0,3Tc, als auch
bei hoher Temperatur, T = 0,7Tc, eine relativ schnelle Entmischung registriert
(Abb. 5.4b und c). Damit verbunden war eine starke Verringerung der chemischen
Unschärfe. Innerhalb weniger hundert Monte-Carlo-Steps stellte sich ein Gleichge-
wicht der chemischen Übergangsbreite ein. Selbst bei T = 0,7Tc ist ein abrupter
chemischer Übergang. Bei niedrigeren Temperaturen ist die Übergangsbreite deut-
lich steiler ausgeprägt.
Zur quantitativen Charakterisierung der chemischen Unschärfe wurden Konzen-
trationsprofile der Komponente B durch eine Mittelung über (100) Gitterebenen
parallel zu den Einzelschichten berechnet. Diese Mittelung gleicht etwa der experi-
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Abbildung 5.4: Der Querschnitt
eines A/B-Schichtstapels zeigt
die Entmischung der Schich-
ten und das Schärfen der
Phasengrenzfläche während der
Wärmebehandlung: Ausgangs-
zustand nach der Abscheidung
mit chemisch stark diffusen
Grenzflächen (a), nach 5000
MCS bei T = 0,3 Tc (b) und bei
T = 0,7Tc (c). Einzelschichtdi-
cke 10 ML, (100)-Orientierung,
Zellgröße: 64×64×20 a30, a0: kfz
Gitterkonstante.
mentellen Situation einer AES-Tiefenprofilanalyse durch Sputtern, bei der einzelne
Atomlagen abgetragen werden. Die ermittelten Tiefenprofile zeigen deutlich ein Ent-
mischen der Schichten (Abb. 5.5). Die Profile sind nach 1000 MCS nahezu stationär.
Die resultierende Löslichkeit in der Mitte der Schichten ist weniger als 0,1 at.% bei
0,3 Tc und etwa 5 at.% bei 0,7Tc. Insbesondere bei der niedrigen Temperatur fin-
det eine starke Schärfung des Konzentrationsprofils statt. Es ist zu betonen, dass
die verbleibende Unschärfe des Tiefenprofils bei der höheren Temperatur nicht der
eigentlichen chemischen Unschärfe entspricht, sonder auch ein Resultat der Mitte-
lungsprozedur über die morphologisch raue Grenzfläche ist (Abb. 5.4b). Denn auch
bei einer Temperatur von 0,7 Tc ist die Grenzfläche verhältnismäßig abrupt (Abb.
5.4c). Die Undulationen der Grenzfläche in Abb. 5.4c zeigen eine Wellenlänge vom
ungefähr 5- bis 10-fachen des Atomabstandes. Folglich resultiert auch bei der Kon-
zentrationsbestimmung mit Hilfe der analytischen TEM ein anscheinend diffuses
Konzentrationsprofil. Dies kommt dadurch zustande, dass der Elektronenstrahl über
einige Atomsäulen hinweg mittelt, und typischer Weise bis in eine Tiefe von 10 nm
dringt.
In Abb. 5.5 ist die Entwicklung der Konzentration bis zum Zeitpunkt von 1000
MCS gezeigt. Bei 0,3 Tc stimmt nach 10000 MCS das Profil mit dem nach 1000 MCS
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Abbildung 5.5: Die Entwicklung
des Konzentrationsprofils zeigt
ein Entmischen und ein Schär-
fen der Grenzfläche während der
Wärmebehandlung von Multi-
schichten mit einer anfänglich
stark diffusen Phasengrenzflä-
che (T = 0,3Tc (a) und
T = 0,7Tc (b); Einzelschichtdi-
cke: 10 ML, (100)-Orientierung,
Zellgröße: 64 × 64 × 20 a30).
praktisch überein, wohingegen bei 0,7Tc das Profil eine Abnahme der Grenzflächen-
schärfe zeigt. Letzteres ist hauptsächlich auf einen Anstieg der morphologischen
Rauigkeit zurückzuführen, die im folgenden Abschnitt analysiert wird.
5.2.2 Entwicklung der morphologischen Rauigkeit
Im letzten Abschnitt deutete sich nach der raschen Einstellung einer chemischen Un-
schärfe bereits die Entwicklung einer morphologischen Rauigkeit an. Um die Ent-
wicklung der Grenzflächentopografie möglichst ungestört von der chemischen Un-
schärfe beobachten zu können, wurde als Anfangsbedingung Schichten mit chemisch
scharfen und ideal glatten A/B Grenzfläche gewählt. Die individuellen Schichtdi-
cken der A- und B-Schichten betrugen 10 Monolagen (ML). Es wurden Schichten
mit einer (111)-Orientierung bei Temperaturen von 0,3Tc, 0,5Tc und 0,7Tc unter-
sucht. Im Ergebnis der Simulationen zeigte sich eine rasche Entwicklung kurzwelliger
Rauigkeit während der Wärmebehandlung mit einer beträchtlich größeren Ampli-
tude bei der höheren Temperatur (Abb. 5.6). Für eine topografische Analyse der
Phasengrenzfläche wurde die Oberfläche einer B-Schicht betrachtet. Die B-Schicht
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Abbildung 5.6: Momentaufnahmen einer A/B-Grenzfläche bei Temperaturen von
T=0,3 Tc (a) und T = 0,7Tc (b) nach 1100 MCS. Zur besseren Übersichtlich-
keit ist eine Schicht teilweise entfernt worden (Einzelschichtdicken 10 ML, (111)-
Orientierung, rhomboedrische Zellgröße: 128 × 128 × 20 Atome).
ist dabei durch die Gesamtheit aller B-Atome definiert, die durch nächste Nachbar-
bindungen verbunden sind. Diese Definition ermöglicht die Anwendung bekannter
Algorithmen zur Bestimmung eines Clusters, d.h. die B-Schicht wird als ein großer
Cluster erkannt. Das Höhenprofil h(x, y) ist dann bestimmt durch die Position der
Oberflächenatome der B Schicht. Dabei sind x und y die diskreten Atomkoordinaten
in einer (111)-Gitterebene, und auch h ist eine diskrete Variable. Das Vorgehen zur
Gewinnung des Höhenprofils mit den Topografie-Informationen an einer Beispiel-
konfiguration einer Monte-Carlo-Simulation illustriert Abb. 5.7.
Zur Charakterisierung der Rauigkeit wurde die RMS1 des Höhenprofils h(x, y)
berechnet:
4h =
[
1
N
∑
i
(
h(xi, yi) − h̄
)2
]1/2
. (5.8)
h̄ ist die mittlere Höhe. Die Summe wird über alle Orte (xi, yi) einer (111)-Ebene
der Simulationszelle berechnet. Die Kurve von 4h über der Zeit in Abb. 5.8 zeigt
nach einer Weile einen fast konstanten Wert von 4h bei der niedrigen Temperatur
von 0,3 Tc (abgesehen von geringfügigen Fluktuationen). Bei der hohen Temperatur
von 0,7Tc ist ein sehr langsamer Anstieg erkennbar. Ein detaillierteres Bild der Ent-
wicklung der Amplitude und der lateralen Korrelation der Rauigkeit wir durch die
Grenzflächentopografie in Abb. 5.9 wiedergegeben. Die Topografie für die Wärme-
behandlung bei 0,7Tc zeigt die Entwicklung von langwelligen Grenzflächenfluktua-
1root mean square
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Abbildung 5.7: Illustration der Topografie-Bestimmung einer A/B-Grenzfläche. Aus
der Gesamtheit (a) der A- und B- Atome werden alle B-Atome selektiert (b), die
über nächste Nachbarbindungen mit einander verbunden sind (c). Die Oberflächen
dieses Gebildes definiert die Grenzfläche mit zugehörigem Höhenprofil (d).
tionen mit vergleichsweise großen Amplituden (Abb. 5.9a bis c). Nach 160 000 MCS
erreichen die Höhenfluktuationen Werte bis zu 6 ML (4 ML bei T = 0,5Tc, Abb.
5.9e). Dieser Wert stellt ungefähr die Hälfte der Einzelschichtdicke von 10 ML dar,
wobei nicht auszuschließen ist, dass während der Simulation noch größere Fluktua-
tionen auftreten. Bei der niedrigen Temperatur von 0,3Tc (Abb. 5.9d) sind sowohl
die Amplitude als auch die laterale Korrelationslänge der Grenzflächenundulationen
wesentlich kleiner. Ein Vergleich der oberen und unteren Oberfläche einer einzelnen
Abbildung 5.8: RMS-Rauigkeit
des Grenzflächenhöhenprofils
4h als Funktion der Zeit bei
unterschiedlichen Temperatu-
ren (Einzelschichtdicke: 10 ML,
(111)-Orientierung, rhomboe-
drische Zellgröße: 128×128×20
Atome). Bei 0,7Tc war nach
160 000 MCS die Schichtmor-
phologie zerstört (siehe Abb.
6.9).
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Abbildung 5.9: Zeit- und Temperaturabhängigkeit der Evolution der A/B-
Grenzflächentopografie. Bei einer Temperatur von 0,7Tc vergrößern sich die Un-
dulationen mit der Zeit (a - 10, b - 1000, c - 160 000 MCS). Die Rauigkeit bei
niedrigen Temperaturen ist wesentlich geringer (d - 0,3 Tc, e - 0,5Tc; 160 000 MCS).
Ein Vergleich der oberen (c) und unteren (f) Oberfläche einer Schicht zeigt keine
signifikanten Korrelationen (Einzelschichtdicke: 10 ML, (111)-Orientierung, rhom-
boedrische Zellgröße: 128 × 128 × 20 Atome).
B-Schicht bei hoher Temperatur (Abb. 5.9c bzw. 5.9f) offenbart keine signifikanten
Korrelationen zwischen den Oberflächen. Eine konforme (korrelierte) Rauigkeit, wie
sie in Abb. 5.10a skizziert ist, wird anscheinend nicht gebildet. Eine konforme Rau-
Abbildung 5.10: Schematische Darstellung unterschiedlicher Möglichkeiten für die
Grenzflächenrauigkeit einer Schicht: Konforme Rauigkeit von oberer und unterer
Oberfläche (a) und unkorrelierte Rauigkeit (b).
igkeit könnte in relativ kurzer Zeit durch Massentransport von z.B. der Komponente
A auf dem kurzen Weg senkrecht durch die Schicht B bilden. Jedoch ist solch ein
Prozess offenbar zu unwahrscheinlich.
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Um die laterale Korrelation der Grenzflächenfluktuationen quantitativ zu be-
schreiben, wurde die räumliche Autokorrelationsfunktion G(x, y) des Höhenprofils
bestimmt
G(x, y) =
1
NS
∑
i
[
h(xi, yi) − h̄
] [
h(xi + x, yi + y) − h̄
]
, (5.9)
Ihre Fourier-Transformierte lautet
S(kx, ky) =
1
NS
∣∣∣∣∣
∑
i
[
h(xi, yi) − h̄
]
exp i(kx ∗ xi + ky ∗ yi)
∣∣∣∣∣
2
, (5.10)
wobei (x, y) und (xi, yi) über die NS = L × L Gitterplätze einer Gitterebene in
der Simulationszelle laufen. kx und ky sind die diskreten Wellenvektoren in der ers-
ten Brillouin-Zone, h̄ ist der Mittelwert des Höhenprofils h(x, y). Weiterhin wurde
eine Fourier-Transformierte der Autokorrelationsfunktion (PDS für power density
spectrum) definiert als
s(k) =
1
Nk
∑
k2x+k
2
y=k
2
S(kx, ky), (5.11)
mit Nk als die Anzahl der k-Punkte mit gleichem Betrag, die zur Summe beitragen
(siehe z.B. auch [66]). Abb. 5.11 zeigt anhand der PDS klar die Entstehung lang-
Abbildung 5.11: Zeit- und Tem-
peraturabhängigkeit der PDS
der Höhenprofile. Entstehung
einer langwelliger Rauigkeit bei
T = 0,7 Tc (a). PDS bei unter-
schiedlichen Temperaturen nach
70 000 MCS (b). Kurven sind
Mittel über vier Oberflächen,
L = 128, Einzelschichtdicken:
10 ML, (111)-Orientierung, rhom-
boedrische Zellgröße: 128×128×20
Atome.
welliger Fluktuationen nach langem Tempern bei hohen Temperaturen von 0,5 Tc
und 0,7 Tc. Wie auch die RMS-Rauigkeit 4h in Abb. 5.8 keine nennenswerte Rau-
igkeit bei 0,3Tc aufzeigt, so ist kein erhöhter langwelliger Anteil bei den Kurven für
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0,3 Tc zu erkennen (Abb. 5.11b). Möglicherweise ist die Zeit, die durch die Simula-
tion überstrichen wird, zu kurz um einen Anstieg der Rauigkeit bei dieser niedrigen
Temperatur zu beobachten.
5.2.3 Diskussion der Rauigkeitsentwicklung
Das Aufrauen von Oberflächen wurde in der Literatur ausführlich untersucht (siehe
Abschnitt 3.2). Dabei kommt es oberhalb einer kritischen Temperatur TR zu einem
unbegrenzten Anwachsen der Rauigkeit. Entsprechend theoretischen Überlegungen
in [58] ist die kritische Temperatur für einen Rauigkeitsübergang gegeben durch
TR =
2γ̃d2
πkb
, (5.12)
mit γ̃ als der sogenannten Oberflächensteifheit und d als Monolagenabstand senk-
recht zur Oberfläche. Obwohl γ̃ eine makroskopische Größe ist, soll zur Abschätzung
der kritischen Temperatur γ̃ durch γ111 = 2
√
3|ε|/a20 (a0 - kfz Gitterkonstante) ge-
nähert werden. Dies folgt aus Betrachtungen innerhalb eines Modells gebrochener
Bindungen. Damit findet man TR = 0,30Tc für eine (111)-Orientierung. Aus der Li-
teratur ist weiterhin ein Abschätzung für die (111)-Orientierung des kfz Gitters von
kBTR = 1,182|ε| bekannt [79]. Mit kBTc = 2,45|ε| entspricht das TR = 0,48Tc. Diese
Abschätzungen legen den Schluss nahe, dass bei 0,3 Tc die Temperatur zu niedrig
ist, um ein unbegrenztes Aufrauen der Phasengrenze zu beobachten.
In [58] sagt die Analyse die RMS-Rauigkeit 4h der Oberflächenhöhenfluktuatio-
nen δh = h(x, y)− h̄ voraus. Dabei wird das periodische Gitterpotential vernachläs-
sigt, welches versucht, die Oberfläche an diskreten Kristallebenen zu arretieren. Solch
ein Verhalten tritt bei Temperaturen über der Temperatur des Rauigkeitsübergang,
T > TR, auf. Unter Verwendung der Näherung kleiner Gradienten (|∇h(x, y)|  1)
ist die RMS-Rauigkeit durch
4h =
[
kbT
2πγ̃
ln
(
λmax
λmin
)]1/2
(5.13)
gegeben, wobei λmax und λmin die obere bzw. untere Abschneidewellenlänge der
Fluktuationen sind. Entsprechend den durchgeführten Simulationen für (111)-orien-
tierte Schichten wurde λmax gleich der Zellgröße, λmax = 128a0/
√
2, (bei einer Grenz-
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fläche der Schicht von L × L = 128 × 128) gewählt. Für λmin wurde das Zweifache
des nächsten Nachbarabstands der Atome angenommen, λmax = 2a0/
√
2. Mit den
weiteren Parametern γ̃ ≈ γ111 ≈ 0,25 J/m2 für Tc = 1630 K und a0 = 0,36 nm erhält
man 4h = 0,83 ML für T = 0,5Tc und 4h = 0,98 ML für T = 0,7Tc. Diese Werte
sind etwas kleiner als die Monte-Carlo Resultate von 4h ≈ 0,9 ML für T = 0,5 Tc
und 4h = 1,5 ML für T = 0,7Tc nach 160 000 MCS (Abb. 5.8). Für eine makro-
skopische Probe mit λmax = 1 mm erhält man 4h = 1,84 ML für T = 0,7Tc. Unter
der Annahme, dass das Verhältnis zwischen der maximalen Höhenfluktuation und
der RMS-Rauigkeit ungefähr vier ist, wie in den Simulationen beobachtet, würde die
maximale Höhenfluktuation für eine makroskopische Probe ungefähr 8 ML betra-
gen. Aus dieser Betrachtung folgt, dass Schichten mit Dicken von wesentlich mehr
als 16 ML (d.h. das zweifache der maximalen Höhenfluktuation) praktisch stabil
sein sollten. Andererseits bedeutet dies, dass dünnere Schichten durch die thermisch
fluktuierenden Grenzflächenaufrauungen zerstört werden können.
Die Monte-Carlo Untersuchungen in diesem Kapitel zeigten, dass die Wärmebe-
handlung von abgeschiedenen Multischichten mit teilweise gemischten Einzelschich-
ten und chemisch diffusen Grenzflächen zu einem relativ schnellen Entmischen und
eines Schärfen der Grenzfläche führen, insbesondere bei Temperaturen < 0,5 Tc.
Diese Veränderungen könnten z.B. zu einem Anstieg des GMR-Effekt in Co/Cu
Multischichten führen [11].
Die Analyse der Grenzflächenrauigkeit offenbarte, dass thermische Fluktuationen
zu einem beachtlichen Aufrauen glatter Phasengrenzflächen führen können. Zunächst
bildet sich relativ schnell eine chemischen Unschärfe aus. Wesentlich langsamer ent-
steht dann bei höheren Temperaturen, T ≥ 0,5Tc, eine langwellige Rauigkeit mit
Amplituden von einigen Monolagen. Laut [58] hängt die Amplitude der Rauigkeit
für T > TR logarithmisch von der lateralen Probengröße ab. In den Simulationen
bei einer Temperatur von 0,5Tc, mit einer Probengröße von 30 nm, erreichten die
Grenzflächenfluktuationen einen Wert von ungefähr der Hälfte der Schichtdicke von
10 ML.
In Bezug auf den GMR von Multischichten scheint es möglich, durch eine ge-
eignete Wahl der Temperatur und der Dauer der Wärmebehandlung gewünschte
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morphologische Rauigkeiten an den Phasengrenzflächen einzustellen. Bei sehr ho-
hen Temperaturen ist aber auf Grund der unbegrenzten Aufrauung der Grenzflä-
chen, mit Störungen der Schichtstruktur zu rechnen. Welche Art von Störungen das
sein könnten, soll unter anderem im nächsten Kapitel untersucht werden.
6 Mechanismen der
Schichtinstabilität und
Entwicklung der
Phasenmorphologie nach
Schichtdurchbruch
Experimentelle Befunde zeigen, dass bei einer Wärmebehandlung von Multi-
schichten mit zu hohen Temperaturen die Schichtmorphologie zerstört wird (vgl.
Kapitel 2). In der Literatur werden hierfür verschieden Ursachen diskutiert (vgl. Ka-
pitel 3). Daran anknüpfend sollen in diesem Kapitel mögliche Mechanismen systema-
tisch untersucht werden, die eine Schichtinstabilität hervorrufen. Hierbei wird zwi-
schen intrinsischen und extrinsischen Mechanismen unterschieden. Intrinsische Me-
chanismen defektfreier einkristalliner Multischichten beinhalten thermische Fluktua-
tionen. Extrinsische Mechanismen sind verbunden mit Schichtstörungen, die durch
den Herstellungsprozess hervorgerufen werden. Weiterhin werden Korngrenzen als
Ausgangspunkt für Schichtinstabilitäten diskutiert.
6.1 Einkristalline Multischichten
Die Stabilität einkristalliner Multischichten während einer Wärmebehandlung wird
wahrscheinlich durch vorhandene Störungen im Schichtaufbau nach dem Abscheiden
beeinträchtigt und durch thermische Fluktuationen beeinflusst. Zur Analyse von
möglichen Mechanismen der Instabilität werden daher zwei Arten von Fluktuationen
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untersucht:
• Anfangsfluktuationen. Wie wirkt sich eine Schichtdickenfluktuation nach dem
Abscheiden bei einer Wärmebehandlung aus?
• Thermische Fluktuationen. Im letzten Kapitel führten thermisch induzierte
Grenzflächenfluktuationen zu einer Aufrauung der Phasengrenzflächen.
Diese Betrachtungen in einkristallinen Multischichten berücksichtigen keine Korn-
grenzen, besitzen jedoch auch Gültigkeit für den Grenzfall großer Kristallite.
6.1.1 Schichtinstabilität infolge von
Schichtdickenfluktuationen
Multischichten besitzen nach dem Abscheiden Abweichungen von einer perfekten
Multischicht (vgl. Kapitel 2.1). Eine mögliche Störung besteht in einer Schichtdi-
ckenfluktuation der Schichten. Wie sich eine solche Fluktuation während einer Wär-
mebehandlung auswirkt, wurde im Rahmen der Cahn-Hilliard-Theorie untersucht.
Als Anfangsbedingung wurde eine Multischicht betrachtet, die eine kleine Schicht-
dickenvariation besass, wie sie in Abb. 6.1 ganz oben zu sehen ist. In Abb. 6.1 ist
die zeitliche Entwicklung der Schichtmorphologie während einer Wärmebehandlung
gezeigt. Über einen sehr langen Zeitraum hinweg wird der etwas dünnere Schicht-
abschnitt allmählich noch dünner (t ≈ 300 t0, für die verwendeten Einheiten l0 und
t0 siehe Erläuterungen im Abschnitt 4.4.1). Innerhalb kurzer Zeit wird dann die
„abgedünnte“ Schicht durchbrochen (t ≈ 314 . . . 316 t0). Schließlich zieht sich die
durchbrochene Schicht durch Auflösung zurück.
Offenbar sind die Triebkräfte für ein „Abdünnen“ der dünneren Schicht gering,
wenn ein Durchbruch erst nach einer relativ langen Zeit erfolgt. Dieses Resultat
ist in Übereinstimmung mit Ergebnissen der Analyse einsdimensionaler Konzen-
trationsprofile in [12, 38, 45]. Abhängig von der mittleren Konzentration und der
Periodenlänge von Multischichten wurde dort ein Auflösen einer dünneren Schicht
auf Kosten dickerer Schichten festgestellt.
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Abbildung 6.1: Entwicklung einer Schichtdickenfluktuation während einer Wärme-
behandlung. Über einen sehr langen Zeitraum wird die dünnere Schicht weiter ab-
gedünnt. Dann erfolgt ein Durchbruch der dünneren Schicht innerhalb einer kurzen
Zeit (Probengröße: 64× 12 l20, Zeiten in Einheiten von t0; die mittlere Schicht wurde
in ihrer Mitte ca. 20% dünner als die anderen Schichten gewählt).
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Die Relevanz der Ergebnisse der Simulationen im Rahmen der Cahn-Hilliard-
Theorie in Hinsicht auf das Experiment ist schwierig zu beurteilen. Bei einer Grö-
ßenordnung der Schichtdickenfluktuationen von 1 ML ist davon auszugehen, dass
thermische Fluktuationen bereits eine bedeutende Rolle spielen. Diese werden in
der angegebenen Form der Cahn-Hilliard-Diffusionsgleichung nicht berücksichtigt
(siehe Gl. (4.31) in Abschnitt 4.4.1). In der Literatur existieren erweiterte Modelle,
wie die Cahn-Hilliard-Cook-Diffusionsgleichung [24]. Sie berücksichtigt thermische
Fluktuationen durch einen zusätzlichen Rauschterm. Auf Grund des stochastischen
und atomistischen Charakters der thermischen Fluktuationen wurde im weiteren die
Monte-Carlo-Methode gewählt.
6.1.2 Schichtdurchbrüche infolge thermischer Fluktuationen
Multischichten mit sehr dünnen Einzelschichtdicken zeigen bei Wärmebehandlung
bei höheren Temperaturen morphologische Veränderungen (vgl. dazu Ausführungen
in Kapitel 2). Hierbei ist eine starke Abhängigkeit von der Einzelschichtdicke er-
sichtlich. In diesem Abschnitt wird untersucht, inwieweit thermische Fluktuationen
Ursache für die beobachteten morphologischen Veränderungen sein können.
Als wohldefinierte Ausgangskonfiguration wurde zunächst eine Einzelschicht be-
trachtet, die zwischen dickeren Nachbarschichten eingebettet ist. Die Grenzflächen
wurden dabei als ideal eben angenommen. Ein sensibler Indikator für morphologi-
sche Veränderungen ist die Gesamtenergie des Systems, bestehend aus der Summe
der Bindungsenergien aller nächsten Nachbarbindungen. In Abb. 6.2 ist die zeitliche
Entwicklung der Gesamtenergie laut Gleichung (4.6) für verschiedene Einzelschicht-
dicken und bei verschiedenen Temperaturen der Wärmebehandlung dargestellt. Alle
Kurven zeigen während der ersten 10 bis 100 Monte-Carlo-Steps (MCS) einen An-
stieg der Gesamtenergie. Der Anstieg ist auf die Aufrauung der Phasengrenzen zu-
rückzuführen. Nach dem Anstieg wird ein temperaturspezifisches Plateau erreicht.
Bei höheren Temperaturen, T=0,5Tc und T=0,7Tc, sinkt anschließend die Energie
stark ab. Bei dünnen Schichten und hohen Temperaturen geschieht dies auch schon
vor dem Erreichen des Plateaus bzw. am Plateaubeginn (4 ML bei T=0,7 Tc).
Das deutliche Absinken der Gesamtenergie wird von zahlreichen charakteristi-
6.1 Einkristalline Multischichten 55
1 10 100 1000 10000 100000
Zeit [MCS]
0
2000
4000
6000
8000
10000
E
ne
rg
ie
 [e
V
]
4 ML
5 ML
6 ML
8 ML
T = 0.7 TC
0.5 TC
0.3 TC
Abbildung 6.2: Gesamtenergie einer Multischicht über der Zeit. Anfangs ist ein Ener-
gieanstieg durch Aufrauung der Phasengrenzflächen infolge von Grenzflächenfluk-
tuationen zu beobachten. Danach wird ein Plateau erreicht. Bei höheren Tempera-
turen kommt es anschließend auf Grund von Schichtdurchbrüchen zu einer wesent-
lichen Verringerung der Gesamtenergie. Gezeigt sind jeweils vier Simulationen zu
einer Schichtdicke und einer Temperatur (Simulationszelle: 20×128×128; es wurde
jeweils eine B-Schicht der Dicke 4 ML, 5 ML, 6 ML und 8 ML in die 20 ML dicke
Simulationszelle eingebettet).
schen Schichtdurchbrüchen verursacht, bei denen A-Atome die dünnere B-Schicht
durchdringen (siehe Abb. 6.3). Es stellt sich die Frage, wie solche Durchbrüche
entstehen.
Für die Keimbildung eines Durchbruchs muss die damit verbundene zusätzliche
Oberflächenenergie aufgebracht werden. Für eine grobe Abschätzung soll ein zylin-
derförmiger Durchbruch mit dem Durchmesser d durch eine Schicht der Dicke h
angenommen werden. Für einen stabilen Durchbruch, der sich nicht wieder zurück-
bildet, wird ein Durchmesser von der Größe der Schichtdicke vorausgesetzt, d = h.
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Abbildung 6.3: Ausschnitt aus einer
4 ML dicken B-Schicht mit einem
Schichtdurchbruch. Nur die B-Atome
sind dargestellt.
Unter Vernachlässigung der Anisotropie der Grenzflächenenergie γ ergibt sich die
zusätzliche Energie zu
∆E = γ
[
πh2 − 2π
(
h
2
)2]
=
π
2
γh2. (6.1)
Im System Cu/Co, mit γ ≈ 0,25 Jm−2 [78], würde somit für h = 1 nm (ca. 5 ML
in (111)-orientierten Cu-Schichten) eine Energie von rund 2,5 eV erfoderlich sein. Bei
einer Schichtdicke von h = 2 nm, wäre dann schon eine Energie von 10 eV zusätzlich
aufzubringen. Zumindest bei einer Schichtdicke von 2 nm, scheint die Energie von
10 eV zu groß gegenüber kT < kTc = 0,14 eV für eine Keimbildung zu sein.
Einen Aufschluss über die Entstehung von Durchbrüchen geben Querschnittsan-
sichten der Schicht während der Wärmebehandlung. In den Abbildungen 6.4 und 6.5
sind die zeitlichen Entwicklungen einer 4 ML dicken Schicht bzw. einer 8 ML dicken
Schicht dargestellt. Beide Abbildungen zeigen die Entwicklung eines Schichtdurch-
bruchs. Im Fall der 4 ML dicken Schicht tritt der Durchbruch relativ „plötzlich“
ein. Bei der dickeren Schicht in Abb. 6.5 ist deutlich eine Einschnürung am Ort des
späteren Durchbruchs erkennbar. Die Querschnitte der 8 ML dicken Schicht zeigen
auch die sich entwickelnde morphologische Rauigkeit. Ein Durchbruch erfolgt dem-
nach dann, wenn es zu einer vollständigen Überlappung kommt. Der Durchbruch
bei der dünneren Schicht könnte natürlich auch durch eine Aufrauhung der Phasen-
grenzfläche erfolgen. Es ist jedoch unmöglich, bei einer Schichtdicke von nur 4 ML,
die Amplitude einer morphologischen Rauigkeit zu verifizieren.
Nachdem ein Durchbruch erfolgt ist, setzt ein stabiles laterales Wachstum der
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Abbildung 6.4: Querschnitte einer 4 ML dicken B-Schicht während einer Wärme-
behandlung. Die Bildung eines Schichtdurchbruchs erfolgt relativ plötzlich und legt
ein Keimbildungsphänomen nahe. Es ist jedoch auch ein Durchbruch auf Grund der
Grenzflächenaufrauung denkbar (Tiefe des Querschnitts 1 ML).
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Abbildung 6.5: Querschnitte einer 8 ML dicken B-Schicht während einer Wärme-
behandlung zu verschiedenen Zeiten (in MCS). Ein Durchbruch entsteht an einer
Stelle, die sich zuvor einschnürt. Dies geschieht höchstwahrscheinlich durch die Über-
lappung der morphologischen Rauigkeit der Ober- und Unterseite der Schicht (Tiefe
des Querschnitts 3 ML).
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Durchbrüche ein, wie die Abbildungen 6.4 und 6.5 zeigen. Diese Entwicklung wird im
Abschnitt 6.1.4 näher analysiert. Zunächst soll jedoch die thermische Stabilität von
Einzelschichten während einer Wärmebehandlung quantitativ untersucht werden.
6.1.3 Charakterisierung der thermischen Stabilität von
Schichten
Die thermischen Stabilität von Schichten ist quantitativ durch die Zeit charakteri-
siert, die bis zur Entstehung des ersten stabilen Schichtdurchbruches vergeht. Diese
Zeit wird als Stabilitätsdauer definiert. Durch den stoachastischen Charakter der
atomaren Umordnungen, kann es vorkommen, dass sich ein Durchbruch auch wie-
der schließt. Für die Feststellung eines Schichtdurchbruchs wurden daher folgende
Kriterien gestellt:
• Der Durchmesser des Durchbruchs soll mindestens die Größe der Schichtdicke
besitzen. Die Konzentration der Fremdatome im Bereich des Durchbruchs soll
dabei mindestens 90% betragen.
• Ein Durchbruch gilt als stabil, wenn er sich für mindestens 3 MCS hinterein-
ander nicht wieder schließt.
Als definierte Ausgangskonfiguration wurde eine Simulationszelle mit A-Atomen ge-
wählt, in der eine B-Schicht mit unterschiedlicher Dicke von 4 bis 8 ML eingebettet
war. Die Phasengrenzflächen waren ideal eben.
Abhängigkeit der Schichtstabilität von der Schichtdicke
Bereits in der Darstellung der Gesamtenergie (vgl. Abb. 6.2) zeigt sich eine Ab-
hängigkeit der Schichtstabilität von der Schichtdicke. Bei einer Temperatur von
T = 0,3Tc konnten keine Schichtdurchbrüche für die Schichtdicken im Bereich von
4 bis 8 ML festgestellt werden. Bei höheren Temperaturen von T = 0,5Tc und
T = 0,7Tc wurden Schichtdurchbrüche beobachtet. Die Stabilitätsdauer ist in Abb.
6.6 über die Schichtdicke aufgetragen. Hierbei wurden mehrere Monte-Carlo-Läufe
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Abbildung 6.6: Stabilitätsdauer verschieden dicker (111)-orientierter Schichten bei
T = 0,5TC (2) und T = 0,7TC (4). Der Fehlerbalken ergibt sich aus der Standard-
abweichung von vier Monte-Carlo-Läufen.
gemittelt und die Standardabweichung als Fehlerbalken angegeben. Die Kurven
demonstrieren eine deutliche Dickenabhängigkeit der Stabilitätsdauer. Eine 4 ML
dicke Schicht wird schon innerhalb weniger Mikrosekunden (10 . . . 100 MCS) insta-
bil. Der Durchbruch dickerer Schichten geschieht bei wesentlich größeren Zeiten. Die
Daten für eine Temperatur konnten in der halblogarithmische Darstellung der Sta-
bilitätsdauer über der Schichtdicke durch eine Gerade sehr gut gefittet werden. In
dem betrachteten Dicken-Bereich zeigt sich somit eine näherungsweise exponentielle
Abhängigkeit der Stabilitätsdauer von der Schichtdicke. Offensichtlich benötigen die
für dickere Schichten notwendigen höheren Amplituden der morphologischen Rauig-
keit mehr Zeit, um sich ausbilden zu können. Dieses Verhalten ist konform mit der
Analyse der zeitlichen Entwicklung der Phasengrenzflächen im letzten Kapitel.
Stabilität und Schichtorientierung
Gesputterte Co/Cu-Multischichten weisen vorzugsweise eine (111)-Orientierung auf.
Messungen an wärmebehandelten Schichten zeigten einen Umschlag der (111)- auf
eine (100)-Textur bei zirka 570 K (siehe Kapitel 2.2). Neben (111)-orientierten Mul-
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tischichten wurden daher auch (100)-orientierte Schichten mit Monte-Carlo-Simula-
tionen auf ihre thermische Stabilität hin untersucht.
Als Ausgangskonfiguration dienten wieder ideal ebene Schichten, wobei eine dün-
nere B-Schicht in dickere benachbarte A-Schichten eingebettet war. Weiterhin wurde
die laterale Ausdehnung der Schichten variiert, um den Einfluss der Schichtfläche auf
die Stabilitätsdauer zu untersuchen. Die ermittelte Abhängikeit der Stabilitätsdauer
von der Schichtdicke der (100)-orientierten Schichten ist in Abb. 6.7 gezeigt. Wie
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Abbildung 6.7: Die Stabilitäts-
dauer von (100)-orientierten
Schichten zeigt eine exponen-
tielle Abhängigkeit von der
Schichtdicke. Unterschiedliche
Zellgrößen gegeben durch die
simulierte Fläche der Mul-
tischichten nehmen dabei
Einfluss auf die Stabilitäts-
dauer (a0: kfz-Gitterkonstante,
T = 0,44TC).
auch bei (111)-orientierten Schichten demonstrieren die Kurven eine näherungsweise
exponentielle Abhängigkeit der Stabilitätsdauer von der Schichtdicke. Ebenfalls ist
ein Einfluss der Schichtfläche auf die Stabilitätsdauer sichtbar. Dies wird durch zwei
Ursachen hervorgerufen. Durch eine größere Fläche steigt die Wahrscheinlichkeit zur
Bildung eines Schichtdurchbruchs. Eine größere Fläche ermöglicht ebenso die Aus-
bildung größerer Wellenlängen der Rauigkeit der Phasengrenzefläche. In früheren
Arbeiten wurde für die Stabilitätsdauer noch nicht die richtigen Zeiten angegeben
(siehe z.B. [78]). Ein korrekter Zeitbestimmung ist ein wichtige Bedingung bei dem
Vergleich unterschiedlicher Schichtdicken. Die genau Bestimmung der Zeit ist jedoch
noch ein sehr schwieriges Problem (siehe Kapitel 4.3.2 und damit im Zusammenhang
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die Analyse der Leerstellenverteilung in Anhang B). Die wahrscheinlichkeitstheore-
tische Analyse der Abhängigkeit der Stabilitätsdauer von der Schichtfläche sprengt
jedoch den Rahmen dieser Arbeit und muss zukünftigen Untersuchungen vorbehal-
ten bleiben.
6.1.4 Entwicklung der Phasenmorphologie nach
Schichtdurchbruch
Im vorausgehenden Abschnitt wurde die Enstehung von Schichtdurchbrüchen un-
tersucht. Diese Schichtinstabilitäten stellen den Beginn einer morphologischen Um-
wandlung dar, wie nachfolgende Untersuchungen demonstrieren werden. Bei der Ent-
wicklung der Phasenmorphologie nach der Bildung von ersten Schichtdurchbrüchen,
ist ein Wachstum der Durchbrüche zu beobachten. Dieses Wachstum ist neben der
Temperatur wesentlich von den Dickenverhältnissen der Einzelschichten abhängig.
Morphologische Umwandlung dünner Einzelschichten
Zunächst sollen dünne Einzelschichten untersucht werden. Als Anfangsbedingung
wurde dafür eine Simulationszelle mit A-Atomen gewählt, in der eine 5 ML dünne
(100) orientierte B-Schicht liegt. Nach dem ersten Durchbruch entstehen in der wei-
teren zeitlichen Entwicklung zusätzliche Durchbrüche. Gleichzeitig vergrößern sich
vorhandene Durchbrüche (Abb. 6.8a). Es zeigt sich, dass die Vergrößerung durch ein
laterales Wachstum der Schichtdurchbrüche, aber ebenso durch eine Koaleszenz mit
benachbarten Durchbrüchen erfolgt. Offensichtlich getrieben durch Kapillarkräfte
vergößern sich Durchbrüche durch ein Zurückziehen des Randes. Die Schichtdurch-
brüche wachsen soweit an, bis eine faserartige Morphologie entsteht (Abb. 6.8b). Da
die zylinderförmige Geometrie der „Fasern“ instabil gegen Grenzflächenfluktuationen
ist (Rayleigh-Instabilität), zerfallen die Fasern weiter in eine disperse Morphologie
(Abb. 6.8c). Die Entwicklung der Phasenmorphologie nach spontanen Schichtdurch-
brüchen lässt sich somit auf die Wirkung von Kapillarkräften zurückführen. Die
Kapillarkräfte bewirken eine Reduzierung der Phasengrenzfläche.
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Abbildung 6.8: Aufsicht (oben) und Querschnitt (unten) einer Einzelschicht zei-
gen die morphologische Entwicklung nach dem Schichtdurchbruch (a). Durch ei-
ne Vergrößerung der Durchbrüche ensteht ein faserartiges Netzwerk (b). Die Fa-
sern wiederum zerfallen. Es bildet sich eine disperse Morphologie heraus (Zell-
größe: 16 × 128 × 128 a30, a30: kfz-Gitterkonstante, B-Schichtdicke: 5 ML, (100)-
Schichtorientierung, T = 0,51TC ; 305 (a), 1539 (b) und 12 538 (c) MCS).
Gleichdicke Multischichten
Spielten bisher thermische Fluktuationen die wichtigste Rolle, so sind bei der beob-
achteten morphologischen Umwandlung andere Triebkräfte bedeutend. Durchbrüche
verursachen große Krümmungen der Phasengrenzfläche. Die dadurch hervorgerufe-
nen Kapillarkräfte streben danach, diese Krümmungen durch Veränderung der Pha-
sengrenzfläche wieder abzubauen. Dies geschieht sowohl innerhalb einer durchbro-
chenen Schicht als auch nach Verschmelzungen über benachbarte Schichten hinweg.
Für eine systematische Untersuchung werden daher zunächst einzelne Schichten be-
trachten (eine dünne B-Schicht eingebettet in dickere Nachbarschichten der Phase
A) und später Multischichten mit gleichen A- und B-Schichtdicken.
Nach der Untersuchung der morphologischen Entwicklung einer einzelenen dün-
nen Schicht soll nun die Entwicklung einer Multischicht mit gleichen A- und B-
Schichtdicken betrachtet werden. Um eine Rückbildung von Schichtdurchbrüchen zu
verhindern, ist es vorteilhafter dickere Schichten zu beobachten. Die Ausgangskon-
figurationen für diese Mont-Carlo-Simulationen waren ideal ebene Schichten. Die
Entwicklung der Phasenmorphologie während der Wärmebehandlung ist in Abb.
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6.9a) dargestellt. Bei dicken Schichten besteht dann jedoch die Schwierigkeit, dass
Abbildung 6.9: Momentaufnahmen der Entwicklung der atomaren Konfiguration de-
monstrieren die Schichtinstabilität auf Grund von Schichtdurchbrüchen. Nach der
Entwicklung einer morphologischen Rauigkeit (a) bilden sich erste Durchbrüche (b).
Sie sind Ausgangspunkt für eine Umwandlung der Phasenmorphologie (b-d). Be-
ginnend mit Verschmelzungen (man beachte die periodische Fortsetzung der Zelle),
endet die Umwandlung in einer völligen Auflösung der Schichtstruktur (d). (Temper-
zeiten 5000 (a), 21 000 (b), 27 000 (c) und 70 000 MCS (d); T = 0,7 Tc, Einzelschicht-
dicke: 10 ML, (100)-Orientierung, Zellgröße: 64×64×20 a30, a0: fcc-Gitterkonstante).
ein Durchbruch wesentlich seltener auftritt als bei dünneren Schichten, und somit
wesentlich mehr Rechenzeit benötigt. Da jedoch die Enstehung eines Schichtdurch-
bruchs bereits untersucht wurde, bietete sich an, bereits von einem Durchbruch aus-
zugehen. Als einfachste definierte Ausgangskonfiguration wurde eine Multischicht
mit einem idealisierten zylinderförmigen Durchbruch in einer Schicht gewählt (sie-
he Abb. 6.10 links). Es wurde ein Schichtdurchbruch mit dem Durchmesser einer
Schichtdicke benutzt. Es zeigt sich, dass dann eine Rückbildung des Durchbruchs
verhindert werden kann.
Wie schon bei der oben betrachteten Einzelschicht zieht sich die durchbrochene
Schicht zurück. Getrieben durch Kapillarkräfte bildet sich am Rand des Durchbruchs
ein Wulst aus. Die Wülste wachsen und ziehen sich dabei zurück. Anscheinend erfolgt
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Abbildung 6.10: Entwicklung der Phasenmorphologie nach einem angenommenen
Schichtdurchbruch. Die Abbildungen zeigen Aufsicht (oben) und Querschnittansich-
ten (unten) dünner Ausschnitte der durchbrochenen Schicht. Links: Ausgangskon-
figuration mit einem vorgegebenen Durchbruch vom Durchmesser einer Schichtdi-
cke, Mitte: 12 638 MCS - der Schichtrückzug führt zur Verschmelzung benachbarter
Schichten, Recht: 20 177 MCS - weiter Entwicklung gekennzeichnet durch Minimie-
rung der Grenzflächenenergie (Zellgröße: 32× 128× 128 a30, a30: kfz-Gitterkonstante,
B-Schichtdicke: 8 ML, (100)-Schichtorientierung, T = 0,41TC).
durch die Diffusion ein Materialtransport vorrangig entlang der Phasengrenzfläche
und nicht zu benachbarten Schichten. Diese Vermutung wird durch eine Analy-
se der Leerstellenverteilung unterstützt (siehe Anhang B). Die wachsenden Wülste
verschmelzen später mit den benachbarten B-Schichten (Abb. 6.10 mitte). Durch
diese Verschmelzung werden wiederum A-Schichten „durchbrochen“ bei denen nun
eine ähnliche Entwicklung von Wülsten und ein Rückzug einsetzt der zu einer Mor-
phologie, wie in Abb. 6.10 rechts dargestellt, führt. Durch diese Wiederholung von
Rückzug und Verschmelzung kommt es letzlich auch hier zu einer Auflösung der
ursprüngliche Schichtmorphologie.
66 6 Schichtinstabilität und Morphologieentwicklung
6.2 Morphologieentwicklung in polykristallinen
Multischichten
Die bisher betrachteten Simulationen zeigten einen Schichtzerfall, der auf Instabili-
täten beruht, die allein durch thermischen Fluktuationen in defektfreien Schichten
hervorgerufen werden. Die Bildung eines Schichtdurchbruchs wird mit zunehmen-
der Schichtdicke, insbesondere bei niedriger Temperatur, immer unwahrscheinlicher.
Neben thermischen Fluktuationen kann eine Schichtinstabilitäten von morphologi-
schen Störungen der Schichtstruktur verursacht werden. In diesem Abschnitt soll
der Einfluss von Korngrenzen auf die thermische Stabilität eingehender untersucht
werden. Im Allgemeinen ist bei niedrigen Temperaturen die Korngrenzendiffusion
gegenüber der Diffusion im Volumen des einkristallinen Materials um Größenord-
nungen schneller. Die Modellierung der atomaren Umordnung an Korngrenzen er-
fordert „off-lattice“ Monte-Carlo-Simulationen, die über den Rahmen dieser Arbeit
hinausgehen. Ein Mechanismus für einen Schichtdurchbruch auf Grund von Diffu-
sionsvorgängen an Korngrenzen wird diskutiert. Die dadurch initiierte Entwicklung
der Phasenmorphologie mittels Monte-Carlo-Methode untersucht.
6.2.1 Schichtdurchbruch an der Korngrenze
Korngrenzen als Ausgangspunkt für morphologische Veränderungen wurden bereits
in Kapitel 3.3 vorgestellt. An Tripelpunkten von Korngrenzen mit der Oberfläche
kommt es zu Vertiefungen („grooving“) auf Grund des sich einstellenden Gleichge-
wichts von Oberflächen- und Korngrenzenenergie (siehe Abb. 3.2). Überträgt man
dieses Bild von Korngrenzen an der Oberfläche auf Phasengrenzen von Multischich-
ten, entsteht eine neue Situation, die bisher in der Literatur nach Wissen des Au-
tors nicht diskutiert wurde (siehe Abb. 6.11). In einer Multischicht besitzen die
unterschiedlichen Phasen, A und B, verschieden hohe Korngrenzenenergien, z.B.
γGBA < γ
GB
B . Das System wird bestrebt sein, Korngrenzen mit höherer Energie im
Gleichgewicht mit der Grenzflächenenergie γAB zu reduzieren (Abb. 6.11 links). Die
atomare Umordnung erfolgt entlang der Korngrenzen. Die Reduzierung der Korn-
grenze mit höhere Energie führt zu einer Einschnürung von Schichten. Bei fortwäh-
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Abbildung 6.11: Schichtdurchbruch an einer Korngrenze (KG) in Folge einer Ein-
schnürung. Durch unterschiedliche Korngrenzenenergien, γGBA < γ
GB
B , wird die
Grenzfläche mit höherer Energie auf Kosten der Fläche niedrigerer Energie verrin-
gert (links). Eine fortgesetzte Reduzierung, abhängig von der Grenzflächenenergie
γAB führt zu einem Schichtdurchbruch (rechts).
render Verringerung einer Korngrenze kommt es schließlich zum Durchbruch der
Schichten mit der höheren Korngrenzenenergie (Abb. 6.11 rechts).
Nach einem Schichtdurchbruch an einer Korngrenze, liegen dann ähnliche Be-
dingungen wie in einer einkristallinen Multischicht mit einem Durchbruch vor. Eine
Besonderheit bei Korngrenzen ist die zeitliche Abfolge bis zur Bildung eines Schicht-
durchbruchs. Abhängig von der charakteristischen Zeit bis zur Bildung des Schicht-
durchbruchs an einer Korngrenze, tB, und für den Schichtrückzug, tR = d/vR (vR -
Rückzugsgeschwindigkeit, d - Schichtdicke), kann man die in Abb. 6.12 dargestellten
zwei Grenzfälle unterscheiden. Ist die benötigte Zeit für einen Durchbruch wesent-
Korn 1 Korn 2KG Korn 1 Korn 2KG Korn 1 Korn 2KG
z
x
y
x
Abbildung 6.12: Anfangsbedingungen für die Untersuchung der morphologischen
Entwicklung nach einem Durchbruch an einer Korngrenze (KG). Links: Querschnitt
des Durchbruchs einer einzelnen Schicht. Mitte: Querschnitt eines Durchbruchs meh-
rerer Schichten. Rechts: Aufsicht auf einen ausgedehnten Durchbruch entlang der
Korngrenze.
lich länger als für den Rückzug, tB  tR, wird zunächst nur eine Schicht durch-
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brochen (Abb. 6.12 links). Es kommt zu einem Einzelschicht-Rückzug. Für den Fall,
dass Durchbrüche wesentlich schneller entstehen als sich die Schichten zurückziehen,
tB  tR, bilden sich nahezu simultan Durchbrüche entlang der Korngrenze (Abb.
6.12 mitte). Es findet damit ein Rückzug mehrerer Schichten statt. Neben der Aus-
breitung des Durchbruchs über die Tiefe des Schichtstapels, ist noch dessen laterale
Ausdehnung wichtig.
Nach dem Schichtdurchbruch wird die laterale Ausdehnung zunächst punktför-
mig sein. Dieser Fall wurde bereits an einkristallinen Multischichten untersucht. Auf
Grund der im Vergleich zum Volumen sehr schnellen Diffusion entlang von Korn-
grenzen, ist zu vermuten, dass sich der Durchbruch lateral entlang der Korngrenze
ausdehnt. Im Grenzfall erstreckt sich der Schichtdurchbruch über die gesamte Korn-
grenze (Abb. 6.12 rechts). Die Breite des Durchbruchs wurde gleich der Schichtdicke
gewählt.
6.2.2 Morphologieentwicklung nach Einzeldurchbruch
Die Entwicklung der Phasenmorphologie in einem Korn nach einem Einzelschicht-
durchbruch an einer Korngrenze ist in Abb. 6.13 wiedergegeben. Wie schon im Fall
der einkristallinen Multischichten, setzt auch hier ein Schichtrückzug der durchbro-
chenen Schicht ein. Der Rückzug wird durch Kapillarkräfte getrieben. Die sich zu-
rückziehende Schicht bildet an der Front einen sich permanent vergrößernden Wulst
(Abb. 6.13, bei 12 528 MCS). Nach einer gewissen Zeit verschmilzt sie mit benach-
barten Schichten der selben Phase (Abb. 6.13, bei 15 159 MCS). Die Verschmelzung
der Schichten einer Phase bedeutet wiederum einen „Durchbruch“ durch die Schicht
der anderen Phase. Auch diese beginnt sich nun unter Bildung eines Wulstes zu-
rückzuziehen (Abb. 6.13, bei 22 194 MCS). Und wie zuvor kommt es auch hier zur
Verschmelzung benachbarter Schichten (Abb. 6.13, bei 35 744 MCS). Dieser Vorgang
setzt sich immer weiter fort und zerstört dadurch die Schichtstruktur (Abb. 6.13,
bei 47 575 MCS).
Der Schichtrückzug wird begleitet von ständigem Wachstum der Wülste an den
Schichtenden. Hervorgerufen wird dies durch einen Atomtransport, der vor allem
entlang der Phasengrenzflächen verläuft. Der Rückzug der Schichten erfolgte also
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Abbildung 6.13: Querschnitte der Multischicht mit der Phasenmorphologie zu ver-
schiedenen Zeiten nach einem einzelnen Schichtdurchbruch entlang einer Korngrenze
(KG - jeweils an der linken Seite der Bildausschnitte). Getrieben durch Kapillarkräf-
te zieht sich die durchbrochene Schicht under Bildung eines Wulstes zurück. Dabei
verschmilzt die Schicht mit einer benachbarten Schicht der selben Phase und es
entsteht ein „Durchbruch“ durch die andere Schicht. Die Abbildungen zeigen 3 ML
dicke Schnitte (Schichtdicke: 10 ML, (100)-Orientierung, T = 0,45TC , Zellgröße:
128× 64× 40 a30, a0: kfz-Gitterkonstante, es ist nur eine Hälfte der Simualtionszelle
dargestellt).
nicht nur durch eine Auflösung, indem Atome zu benachbarten Schichten gleicher
Phase diffundieren und diese dicker werden, wie es für den Fall der Vergröberung
lamellarer Eutektika mit einigen Mikrometern Dicke diskutiert wurde [33] (siehe
auch Abschnitt 3.1). Um den stationären Schichtrückzug durch Auflösung zu unter-
suchen, wurden Langzeit-Monte-Carlo-Läufe durchgeführt (siehe Abb. 6.14). Für
verschiedene Temperaturen und Schichtdickenverhältnissen wurde nach einer statio-
nären Auflösung gesucht. In den betrachteten Temperaturbereichen, T < 0,7TC , und
Dickenverhältnissen, bis 2 : 1, konnte kein solcher stationärer Rückzug beobachtet
werden. In der Tendenz ist dies jedoch für höhere Temperaturen zu erwarten.
6.2.3 Morphologieentwicklung nach simultanem Durchbruch
durch mehrere Schichten
Im Grenzfall eines simultanen Schichtdurchbruchs durch mehrere Schichten (Abb.
6.12 mitte) ziehen sich die durchbrochenen Schichtende unter Bildung eines Wulstes
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Abbildung 6.14: Querschnitt der Multischicht während des Rückzugs einer durchbro-
chenen Schicht. Der Wulst am Schichtende wächst ständig an, und es wird zu einer
Verschmelzung mit benachbarten Schichten der gleichen Phase kommen (Schicht-
dicke: 10 ML, (100)-Orientierung, T = 0,41TC , Zellgröße: 256 × 64 × 30 a30, a0:
kfz-Gitterkonstante).
zurück (Abb. 6.15, bei 2509 MCS). Das gleichzeitige Zurückziehen benachbarter
Abbildung 6.15: Querschnitt der Multischicht mit der Entwicklung der Phasenmor-
phologie nach einem Schichtdurchbruch durch mehrere Schichten nahe einer Korn-
grenze (KG). Sich zurückziehende Schichten verschmelzen und durchbrechen dabei
Schichten der anderen Phase. Daraufhin ziehen diese sich zurück und ein sich wie-
derholendes Zurückziehen und Verschmelzen beginnt, bei der die Schichtstruktur
zerstört wird. (Schichtdicke: 10 ML, T = 0,27TC , Zellgröße: 256 × 128 × 40 a30, a0:
kfz-Gitterkonstante ).
Schichten führt dabei bei den betrachteten Dickenverhältnissen zwangsläufig zu ei-
ner Verschmelzung (Abb. 6.15, bei 3339 MCS). Durch die Verschmelzung werden
die Schichten der anderen Phase durchbrochen. Wie beim Einzelschicht-Durchbruch
ist das der Anfang für eine sich wiederholende Verschmelzung von benachbarten
Schichten gleicher Phase und anschließenden Schichtrückzügen (Abb. 6.15, bei 6505
bis 7873 MCS). Dies führt schließlich zu einer Zerstörung der ursprünglichen Schicht-
struktur (Abb. 6.15, bei 18 565 MCS). Die Besonderheit dabei ist, dass sich eine zu
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der ursprünglichen Schichtorientierung senkrechte Orientierung, parallel zur Korn-
grenze herausbildet.
6.3 Schichtbildung und Schichtzerfall bei der
Entmischung von (A:B)/A-Mischschichten
Die durch Schichtdurchbrüche initiierte Umwandlung der Phasenmorphologie führte
in den vorausgegangen Simulationen stets zu einer Zerstörung der ursprünglichen
Schichtstruktur. Dabei wurde eine Entwicklung hin zu faserartigen und zu disper-
sen Morphologien beobachtet. Es stellt sich die Frage, ob solche Morphologien für
mögliche Anwendungen gezielt hergestellt werden können. Ist man nicht an scharfen
Grenzflächen interessiert, kann an Stelle des Sputterns die Methode der Laseraplati-
on (PLD) zur Schichtherstellung verwendet werden. Die PLD führt im Allgemeinen
zu diffuseren Konzentrationsprofilen als das Sputtern. Es war daher von Interesse,
die Entwicklung von Mischschichten näher zu untersuchen. Dafür wurden Langzeit-
simulationen im Rahmen der Cahn-Hilliard-Theorie durchgeführt. Als Ausgangskon-
figuration für die Simulation diente eine (A1−xBx)/A)-Mischschicht mit x = 0,45.
Die Entwicklung der Phasenmorpholgie ist in Abb. 6.16 durch Isokonzentrati-
onsflächen für c = 0,5 dargestellt. Zunächst ist eine Entmischung zu beobachten.
Eine Besonderheit ist dabei die Bildung von drei Schichten (schwach zu erkenne bei
t = 0,0314 t0). Der Abstand der Schichten entspricht einer charakteristischen Wellen-
länge der spinodalen Entmischung. Sie wird gefolgt von einer Bildung von Schicht-
durchbrüchen und dem lateralen Wachstum der Durchbrüche. Aus dem wachsenden
Netzwerk von Durchbrüchen entsteht ein faserartige Morphologie. Im Laufe der Zeit
werden dabei die „Fasern“ dicker und die „Löcher“ größer. Es scheint somit möglich,
durch Abbruch der thermischen Behandlung an geeigneter Stelle, eine gewünschte
faserartige Morphologie zu erzeugen.
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Abbildung 6.16: Entmischung einer (A1−xBx)/A-Mischschicht (x = 0,45), einge-
bettet zwischen A-Schichten. Dargestellt ist die Isokonzentrationsfläche c = 0,5 zu
verschiedenen Zeiten t (Zellgröße: 51,2 × 51,2 × 12,8 l30, Zeit in Einheiten von t0).
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6.4 Grenzen der Modellierung
Die Monte-Carlo-Methode ist zur Zeit die geeignetste Methode zur Simulation ther-
misch aktivierter atomare Umordnungsprozesse in Festkörpern. Die Grenzen des
verwendeten Modells liegen in der sehr einfachen Beschreibung der Bindungsver-
hältnisse durch nächste Nachbarn (vgl. dazu auch Anhang A). Durch diese Nä-
herung ist es auch schwer, die genaue Zeit zu bestimmen, bzw. die inhomogenen
Leerstellenverteilung zu ermitteln (siehe Anhang B). Durch die Beschränkung des
Speicherplatzes auf einem Rechner sind die Simulationen weiterhin in der Anzahl
der Teilchen auf eine Größenordnung von einer Million beschränkt. Eine Möglichkeit
der verbesserten Beschreibung der Wechselwirkung in Abhängigkeit der lokalen Kon-
zentration ist die Verwendung von Molekularstatikresultaten in der Monte-Carlo-
Simulation [14]. Relativ neue Versuche der Beschleunigung molekulardynamischer
Simulationen von thermisch aktivierten Diffusionsvorgängen bestehen darin, durch
den verwendeten Algorithmus den Phasenraum intelligenter abzutasten (siehe z.B.
[31, 54, 59, 81, 82]). Allen diesen neuen Methoden sind aber zur Zeit noch enge
Grenzen durch die Leistung heutiger Computer gesetzt, und daher immer noch nur
für relativ kleine Systeme und/oder kurze Simulationszeiten geeignet. In Anbetracht
der ständigen Leistungssteigerung in der Rechentechnik werden solche Methoden je-
doch in Zukunft auch für langwierige Simulationen thermisch aktivierter Vorgänge
Verwendung finden können.
6.5 Vergleich mit dem Experiment
Die verwendeten Modelle, wie Beschreibung der Bindungsenergie durch nächste-
Nachbar-Bindungen, sind sehr einfach. Es stellt sich die Frage, inwieweit die Si-
mulationen die Realität widerspiegeln. Dazu sollen die Ergebnisse der Simulationen
mit experimentellen Befunden verglichen werden. Leider existieren bisher sehr we-
nige Experimente, die einen direkten Vergleich zulassen, vor allem bei der zeitlichen
Entwicklung. APFIM-Untersuchungen (siehe Abschnitt 2.1) wurden fast ausschließ-
lich an unbehandelten Multischichten durchgeführt. Vor allem detaillierte TEM-
Untersuchungen an wärmebehandelten Schichten liegen bisher vor.
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Zunächst sollen Befunde zum Schichtdurchbruch verglichen werden. Schicht-
durchbrüche wurden mit Hilfe der APFIM in abgeschiedenen Multischichten ge-
funden (siehe Abschnitt 2.1). Bei energiegefilterter TEM (EFTEM) konnte bisher
in einem einzigen Bild der Schichtdurchbruch nach einer Wärmebehandlung nach-
gewiesen werden (siehe Abb. 6.17).
Abbildung 6.17: EFTEM-
Aufnahme des Schichtdurch-
bruchs in einer Co/Cu-
Multischicht (Kobalt - rot,
Kupfer - grün) nach Wärmebe-
handlung bis 670 K [11].
Beim Vergleich der morphologischen Entwicklung kann sich nur auf Resultate von
TEM-Untersuchungen gestützt werden. EFTEM-Bilder zeigen an Korngrenzen einen
Schichtdurchbruch und die Vergrößerung der Schichtdicke auf das 2 bis 4fache (siehe
Abb. 6.18). Der Einfluss des lateralen Kornwachstums und der damit verbundenen
Korngrenzenbewegung ist unbekannt.
TEM-Aufnahmen an Co(1,5nm)/Cu(4nm)-Schichten in [65] wiesen nach einer
Wärmebehandlung bei 620 K lokale Schichtdurchbrüche in Co-Schichten nach. Hier-
für wurden Korngrenzendiffusion von Cu in die Co-Schichten hinein als Ursache
vermutet. Höchstwahrscheinlich ist die Energie entlang einer Korngrenze in einer
Multischicht in Kobalt, γGBCo , größer als in Kupfer, γ
GB
Cu . Die Kupferbereiche der
Korngrenze sollten dann auf Kosten von Kobalt wachsen und einen Durchbruch von
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Abbildung 6.18: EFTEM-
Aufnahme der Phasenmor-
phologie in einer Co/Cu-
Multischicht (Kobalt - rot,
Kupfer - grün) in der Nähe
einer Korngrenze bei Wärme-
behandlung bis 870 K [11].
Kupfer durch die Kobalt-Schichten an der Korngrenze verursachen.
Diese experimentellen Befunde unterstützen zum Teil die Resultate der Simula-
tionen. Sie zeigen jedoch auch, dass weitere Experimente zur Aufklärung der Mor-
phologie innerer Phasengrenzflächen dringend notwendig sind.
7 Zusammenfassung
Im Rahmen dieser Arbeit wurde die thermische Stabilität nanoskaliger Mul-
tischichten binärer nichtmischbarer Metalle während einer Wärmebehandlung bei
relativ niedrigen Temperaturen untersucht. Weiterhin wurde die Entwicklung der
Phasenmorphologie während einer Wärmebehandlung analysiert.
Dazu wurden Simulationen mit Hilfe der Monte-Carlo-Methode und im Rahmen
der Cahn-Hilliard-Theorie durchgeführt. Auf Grund der sensiblen Abhängigkeit des
Riesenmagnetwiderstands in Multischichten von der Phasengrenzfläche wurde zu-
nächst die Entwicklung der Grenzflächenrauigkeit und der chemischen Unschärfe in
defektfreien monokristallinen Schichten simuliert. Diese Resultate gelten auch für
große Kristallite. Es wurde demonstriert, dass thermische Fluktuationen während
einer Wärmebehandlung bei Temperaturen oberhalb einer kritischen Temperatur
zu einer Aufrauung der Phasengrenzfläche führt. Es bildet sich eine morphologi-
sche Rauigkeit heraus, deren Wellenlänge und Amplitude mit der Zeit wächst. Im
Vergleich zur Bildung der Rauigkeit stellt sich relativ schnell ein Gleichgewicht für
die chemische Unschärfe an der Phasengrenzfläche ein. Als neue Erkenntnis wur-
de gewonnen, dass die Überlappung der Undulationen der morphologischen Rau-
igkeit von Ober- und Unterseite einer Schicht zu Schichtdurchbrüchen führt. Diese
Schichtinstabilität initiiert eine morphologische Entwicklung, die zum Zerfall der
Schichten führt. Die Entwicklung ist gekennzeichnet durch den Rückzug durchbro-
chener Schichten. Dabei verschmelzen diese Schichten mit den nächsten gleichartigen
Schichten. Das Verschmelzen stellt wiederum ein Durchbruch von anderen Schichten
dar. Dieser Prozess setzt sich ständig fort.
In polykristallinen Schichten bestimmen Korngrenzen wesentlich die thermische
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Stabilität der Schichten. Korngrenzen stellen den Ausgangspunkt für Schichtdurch-
brüche dar. Als möglicher Mechanismus für die Entstehung eines Schichtdurchbruchs
wurde in dieser Arbeit das Einschnüren („grain boundary grooving“) der Schich-
ten entlang der Korngrenze vorgeschlagen. Die sich anschließende Entwicklung der
Phasenmorphologie wurde in Simulationen untersucht. Hier wurde analog dem ein-
kristallinen Fall eine Entwicklung der Phasenmorphologie festgestellt, die zu einem
Zerfall der ursprünglichen Schichtstruktur führt. Allerdings zeigten die Simulationen,
dass die Entwicklung besonders von dem Verhältnis der charakteristischen Zeiten für
die Bildung eines Schichtdurchbruchs und der Zeit für den Rückzug der durchbroche-
nen Schichten abhängt. Die morphologische Umwandlung war gekennzeichnet durch
ein ständiges Verschmelzen und sich zurückziehen benachbarter Schichten gleicher
Phase. Dieser Prozess wird getrieben durch Kapillarkräfte.
Insgesamt konnte durch die Untersuchungen dieser Arbeit ein Beitrag zum Ver-
ständnis der thermischen Stabilität von nanoskaligen Multischichten geleistet wer-
den. Insbesondere wurde ein möglicher Mechanismus für die Entstehung von Schicht-
durchbrüchen gefunden. Die Simulationen waren in der Lage die morphologischen
Entwicklung nach einer thermischen Instabilität aufzuklären, und so einige Hinweise
für die Wärmebehandlung von Multischichten geben. Für eine genauere Beschrei-
bung der thermisch aktivierten Diffusionsvorgänge ist in Zukunft vor allem eine
bessere Modellierung der Wechselwirkungsenergien notwendig. Weiterhin sind noch
mehr Experimente zur Aufklärung der Phasenmorphologie von Multischichten vor
und während einer Wärmebehandlung erforderlich, um die Resultate der theoreti-
schen Untersuchungen damit vergleichen zu können.
Anhang A Ergänzende Moleku-
larstatikrechnungen
A.1 Bildungsenergie von Leerstellen
Mit Hilfe der Molekularstatik (siehe Kapitel 4.2) wurden Energien für die Leer-
stellenbildung und Leerstellenmigration ermittelt. Die experimentell bestimmte Bil-
dungsenergie von Leerstellen in kfz-Kupfer dient als Test für die Genauigkeit der
benutzten Methode. Für kfz-Kobalt sind experimentelle Daten bisher nicht bekannt.
Die Bildungsenergie von Leerstellen wurde mit einer Methode nach [30] bestimmt
(siehe auch [16, 26, 30, 62]). Die Bildungsenergie einer Leerstelle Ef ergibt sich
danach zu
Ef = E(N − 1, 1) − (N − 1)
E(N, 0)
N
, für N → ∞. (A.1)
E(N, ν) ist die gesamte Bindungsenergie einer Simulationszelle mit N Teilchen und
ν Leerstellen. In [30] wurde weiter gezeigt, dass die Bildungsenergie bereits ab 100
Atomen konvergiert. Als definierte Ausgangskonfiguration wurde ein Würfel mit ei-
ner Kantenlänge von L = la0 mit l = 5 . . . 7 (a0 - kfz-Gitterkonstante) gewählt.
Zur Berechnung der Gitterkonstanten wurde die gesamte Bindungsenergie eines de-
fektfreien Systems mit Hilfe von EAM-Potentialen laut Gl. (4.2) bei variierendem
Volumen minimiert und damit auch E(N, 0) bestimmt. Aus dieser Energie folgt die
Kohäsionsenergie pro Atom Ecoh = E(N, 0)/N . E(N − 1, 1) wurde ermittelt, indem
die Atome und die Leerstelle auf den idealen kfz-Plätzen verteilt, und dann unter
Variation der Atompositionen eine Minimierung der totalen Energie bei periodischen
Randbedingungen durchgeführt wurde.
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Für Kupfer ergibt sich in Übereinstimmung mit den zur Anpassung der Wech-
selwirkungspotentiale verwendeten Parametern der EAM-Potentiale eine Gitterkon-
stante von a0 = 3,615 Å und eine Kohäsionsenergie von Ecoh = 3,545 eV. Nach (A.1)
wurde für l = 6 (N = 864) und l = 7 (N = 1372) eine Leerstellenbildungsenergie
von Ef = (1,260 ± 0,001) eV errechnet, was im Rahmen der Genauigkeit der Rech-
nung liegt. Dieser Wert stimmt sehr gut mit dem experimentell ermittelten Wert
von Ef = (1,28 ± 0,05) eV [27] überein.
Bei kfz-Kobalt resultierte für l = 6 (N = 864) eine Gitterkonstante von a0 =
3,545 Å. Hieraus folgt ein Gittermisfit von 1,94% gegenüber kfz-Kupfer. Die Ko-
häsionsenergie bestimmte sich zu Ecoh = 4,426 eV. Dieser Wert liegt um 31 meV
über dem Wert von Ecoh = 4,395 eV für hdp-Kobalt, der thermodynamisch stabilen
Phase. Für die Bildungsenergie einer Leerstelle ergab sich Ef = 2,01 eV.
A.2 Migrationsenergie von Leerstellen
Die Bestimmung der Migrationsenergie von Leerstellen beinhaltet die Berechnung
der Sattelpunktsenergien bei Leerstellensprüngen. Die Migrationsenergie für eine
vorgegebene Sprungrichtung wurde durch die Berechnung der Energie entlang des
Pfades des springenden Atoms ermittelt. Aus Symmetriegründen sollte im kfz-Gitter
eines reinen Metalls das Atom auf dem direkten Weg in die Leerstelle springen. Da-
her wurde für die Simulation ein nächster Nachbar der Leerstelle stückweise auf den
Platz der Leerstelle verschoben (Abb. A.1). Diese Lage des Nachbaratoms wurde
a) b) c)
Abbildung A.1: Drei Positionen bei der Berechnung der totalen Energie entlang der
Trajektorie eines Atomsprungs. a) Ausgangskonfiguration mit Leerstelle, b) Sattel-
punktskonfiguration und c) Endkonfiguration. Gezeigt wird eine (111)-orientierte
Monolage, die das springende Atom und die Leerstelle beinhaltet.
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fixiert und anschließend die gesamte Bindungsenergie durch Minimierung unter Va-
riation der übrigen Atompositionen bei periodischen Randbedingungen bestimmt.
In Abb. A.2 ist die berechnete Änderung der gesamten Bindungsenergie entlang
der Trajektorie in reinem Kupfer und in reinem Kobalt gezeigt. Der Sattelpunkt
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Abbildung A.2: Änderung der totalen Energie in reinem Kupfer und Kobalt bei
einem Leerstellensprung (Zellengröße: 863 Atome, Cu: a0 = 3,615 Å, Co: a0 = 3,545
Å).
stimmt mit der Position überein, bei der das springende Atom den „Ring“ von vier
mit der Leerstelle gemeinsamen nächsten Nachbarn aufweiten muss, um hindurch zu
gelangen (siehe Abb. A.1b). Das Maximum der Änderung der Energie in den Kurven
der Abb. A.2 entspricht der Aktivierungsenergie. Das springende Atom benötigt in
Kupfer eine Aktivierungsenergie von Ea = 0,72 eV und muss in Kobalt Ea = 1,036
eV aufwenden.
Weiterhin wurden Atomsprünge in definiert ausgewählten gemischten chemi-
schen Umgebungen der Leerstelle untersucht. Da der genaue Spannungszustand
im Schichtsystem Co/Cu unbekannt ist, wurde als einfache definierte Ausgangs-
konfiguration eine mittlere Gitterkonstante von a0 = 3,58 Å vorgegeben. Zunächst
wurden reine Systeme mit einem Fremdatom betrachte. Für den Sprung eines Ko-
baltatoms in die Leerstelle einer Kupferumgebung wurde eine Aktivierungsenergie
von Ea = 1,38 eV (im Vergleich zu Ea = 0,78 eV für ein Kupferatom bei a0 = 3,58
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Å). Ein einzelnes Kupferatom in Kobalt benötigt für den Sprung auch eine Aktivie-
rungsenergie von Ea = 0,78 eV (im Vergleich zu Ea = 0,96 eV für ein Kobaltatom
bei a0 = 3,58 Å).
Weiterhin wurden zufällige Konfigurationen mit Kobaltkonzentrationen von c =
0,33, 0,5 und 0,66 erzeugt. Diese Konzentration wurde auch lokal um die Leerstelle
eingestellt. In Abb. A.3 sind die berechneten Änderungen der Bindungsenergien
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 5 10 15 20
c = 0.33
c = 0.33
c = 0.50
 c = 0.66
 c = 0.66
Abbildung A.3: Änderung der totalen Energie in verschieden Umgebungen bei einem
Leerstellensprung (Zellengröße: 863 Atome, a0 = 3,545 Å).
in Abhängigkeit von der Position des springenden Atoms entlang der Trajektorie
gezeigt. Der Sattelpunkt liegt in der Mitte des Pfades. Die Energie für Hin- und
Rücksprung ist unterschiedlich. Bei gleicher Konzentration in der lokalen Umgebung
ergeben sich Unterschiede von über 20% in der Aktivierungsenergie. Damit erscheint
eine Charakterisierung der Aktivierungsenergie allein aus der Anzahl der B-Atome
(Konzentration), die nächste Nachbarn der Leerstelle sind, als eine grobe Näherung.
Anhang B Analyse der
Leerstellenverteilung
und Leerstellenbe-
weglichkeit
In einem binären System wie Co/Cu wird es durch die unterschiedlichen Bin-
dungsverhältnisse zu einer inhomogenen Leerstellenverteilung kommen. Die Leer-
stellenkonzentration ist ein wichtiger Parameter bei der Bestimmung der realen phy-
sikalische Zeit (siehe Kapitel 4.3.2). Selbst in einem symmetrischen System A/B mit
εAA = εBB kommt es an den Phasengrenzflächen zu einer Erhöhung der Leerstellen-
konzentration. Dies soll im folgenden mit Hilfe der Monte-Carlo-Methode qualitativ
untersucht werden.
In Metallen mit kfz-Struktur erfolgt die Diffusion vor allem durch Leerstel-
lensprünge. Die Leerstellenkonzentration wurde in der Simulation durch ein zeit-
liches Mitteln der Leerstellenverweilzeit bestimmt. Während der Simulation wur-
de die Verweildauer der Leerstelle auf verschiedenen Gitterplätzen ermittelt, da
die Verteilung der Sprungfrequenzen der einzelnen Leerstelle in der Simulation die
reale nicht gleichmäßig verteilte Leerstellenkonzentration widerspiegelt (vorausge-
setzt Leerstelle-Leerstelle Wechselwirkungen sind vernachlässigbar). Als Ausgangs-
zustand diente eine A/B-Multischicht mit ideal planaren, (111)-orientierten A/B-
Grenzflächen mit einer Zellgröße von 128×128×20. Die Dicke der A- und B-Schichten
betrug 10 ML. Während einiger Monte-Carlo-Steps (MCS) der Equilibrierung ent-
wickelte sich eine chemische Unschärfe an der Phasengrenzfläche in Abhängikeit von
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der Temperatur (vgl. z. B. Abb. 5.6).
B.1 Inhomogene Leerstellenverteilung
Zunächst wurde die totale Verweildauer, t(i), der Leerstelle auf der iten Gittere-
bene parallel zur originalen A/B-Grenzfläche berechnet. Die Gitterebenen wurden
ausgehend von der Mitte der A-Schicht, i = 0, nummeriert. Die Verhältnisse der
mittleren Leerstellenkonzentrationen einer Ebene werden aus dem Verhältnisse der
totalen Verweildauer auf den Ebenen bestimmt. d.h.
t(i)
t(i = 0)
=
c(i)
c(i = 0)
. (B.1)
Die Abb. B.1 zeigt die resultierenden, normalisierten Konzentrationsprofile für un-
terschiedliche Temperaturen. An der Grenzfläche ist die Konzentration wesentlich
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Abbildung B.1: Leerstellenkonzentrationsprofile für unterschiedliche Temperaturen
zeigen eine Konzentrationserhöhung nahe der ursprünglichen Grenzfläche markiert
durch eine gestrichelte Linie (links). Normalisierte Leerstellenkonzentration auf un-
terschiedlichen n-Typ Plätzen (rechts). Die Daten wurden während 100 MCS ge-
wonnen nach einer Equilibrierungsphase von 1000 MCS.
höher als in den beiden Schichten selbst. Durch die Wahl εAA = εBB in der Simu-
lation sind die Profile in Abb. B.1 symmetrisch. Die erhöhte Konzentration wird
offensichtlich durch die chemisch unscharfe atomare Umgebung der Leerstellen be-
stehend aus A- und B-Atomen hervorgerufen, die in einer geringeren Leerstellen-
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bildungsenergie resultieren (|εAB| < |εAA| = |εBB|). Das Verbreitern des Profils mit
zunehmender Temperatur wird vermutlich durch die hohe morphologische Rauigkeit
der Phasengrenze verursacht (vgl. auch Abb. 5.6).
Das Verhältnis zwischen Leerstellenverteilung auf dem Gitter und der Atomkon-
figuration wird auch deutlich, wenn man die Verweildauer der Leerstellen in Bezug
setzt zur chemischen Umgebung der Leerstelle. Dazu wird einem Gitterplatz der
Typ n zugeordnet, wenn er n A-Atome als nächste Nachbarn hat (n = 0 im purem
B, n = z im Metall A) [70]. In der Simulation wurde die totale Verweildauer der
Leerstelle auf Gitterplätzen des n-Typs, t(n), gemessen. Ausgenommen von gering-
fügigen Fluktuationen ist die Zahl der Gitterplätze vom n-Typ, Mn, nahezu konstant
nach einer kurzen Equilibrierung (< 500 MCS). Die gemittelte totale Verweildauer
auf einem Gitterplatz des n-Typs, Θ(n) = t(n)/Mn, wird wieder proportional der
Leerstellenverteilung auf diesen Plätzen gesetzt, d.h.
Θ(n)
Θ(n = z)
=
c(n)
c(n = z)
. (B.2)
Wie Abb. B.1 zeigt, ist die Leerstellenkonzentration maximal auf Plätzen, die von
6 A-Atomen umgeben sind. Diese Umgebung korrespondiert mit der niedrigsten
Leerstellenbildungsenergie.
B.2 Leerstellenbeweglichkeit
Um die inhomogene Leerstellenbeweglichkeit zu charakterisieren, wurde eine gemit-
telte Wartezeit der Leerstelle zwischen Sprüngen, τ , berechnet. Analog zum Vor-
gehen bei der Ermittlung der Leerstellenkonzentration weiter oben wurde über die
Gitterebenen eine Mittelung durchgeführt. Es wurde die mittleren Wartezeit der
Leerstelle vor einem Sprung von einem Platz der iten Schicht ermittelt (Abb. B.2).
Es zeigt sich, dass diese Zeit in der Umgebung der Phasengrenze wesentlich geringer
ist. Eine Mittelung über Gitteplätze des n-Typs zeigt eine niedrige mittlere Warte-
zeit in einer breiten Region von n = 1 bis 11. Für die Interpretation dieses Resultates
muss man berücksichtigen, dass die Leerstellenwartezeit durch die Sprungfrequenzen
der benachbarten Atome bestimmt ist, die wiederum von ihrer Umgebung abhän-
gen. Die kleinen Peaks bei n = 3 und 9 stehen in Bezug zur (111)-Orientierung der
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Abbildung B.2: Gemittelte Verweildauern zwischen Leerstellensprüngen charakteri-
sieren die ungleichmäßige Beweglichkeit der Leerstelle über dem Gitter: Mittel über
Gitterebenen (links) und über n-Typ-Gitterplätze (rechts).
Schicht. Für die (100)-Orientierung wurden sie bei anderen n-Werten gefunden. Ei-
ne tiefere Analyse dieses Gegenstandes wurde nicht durchgeführt. Die Simulationen
demonstrierten, in welchem Maße sowohl die Leerstellenkonzentration als auch die
Leerstellenbeweglichkeit in der Nähe der Grenzflächen erhöht ist. Insbesondere bei
tiefen Temperaturen ist die Leerstellenkonzentration wesentlich größer (siehe Abb.
B.1 links, die Leerstellenkonzentration ist bei T = 0,3TC um den Faktor 8 erhöht).
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