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Abstract
We propose a probabilistic algorithm to reduce computing the greatest common divisor of
m polynomials over a ﬁnite ﬁeld (which requires computing m  1 pairwise greatest common
divisors) to computing the greatest common divisor of two polynomials over the same ﬁeld.
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1. Overview
In this paper we show that the ideas of the paper [2], which exhibits a probabilistic
algorithm that calculates the gcd of many integers using gcd’s of pairs of integers,
can be applied to the computation of the greatest common divisor of several
polynomials over ﬁnite ﬁelds. Moreover, as one might expect, the analysis of this
algorithm (for polynomials over a ﬁnite ﬁeld) is considerably simpler and tighter
than the algorithm of [2] for the integers.
Let q be a prime power and let Fq denote the ﬁnite ﬁeld of q elements.
Given m non-zero polynomials a1;y; amAFq½X  we deﬁne
d ¼ gcdða1;y; amÞ
as the unique monic polynomial dAFq½X  of the largest possible degree, which
divides each polynomial a1;y; am:
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We show that following the ideas of the paper [2] one can design a simple
probabilistic algorithm which, for a ﬁxed q reduces the original problem to compute
the greatest common divisor of a pair of polynomials.
In order to deterministically compute gcdða1;y; amÞ we need to perform m  1
pairwise greatest common divisors, i.e. Ajþ1 ¼ gcdðAj ; ajþ1Þ for 1pjpm  1; with
A1 ¼ a1; and of course Am ¼ gcdða1;y; amÞ:
The ideas of this paper in order to compute the greatest common divisor of
a1;y; am is to select 2m random polynomials u1;y; um; v1;y; vmAFq½X  with the
same degree s and perform
D ¼ gcd
Xm
j¼1
ujaj;
Xm
j¼1
vjaj
 !
:
It is clear that D is a multiple of gcdða1;y; amÞ: we prove that with high probability
D is exactly gcdða1;y; amÞ: More exactly, we prove that for any qX3 the probability
of success is always greater than 1
2
; and even when q ¼ 2 it is greater than 3
10
:
Moreover, if q ¼ 2 executing our algorithm twice we have that the probability of
success becomes greater than 51
100
:
We remark, that yet another way of reduction of the computing the greatest
common divisor of several polynomials to computing of the greatest
common divisor of a pair of polynomials, see Section 6.9 of [3] (as well as [2]).
However for small values of q (for example, for q ¼ 2 or q ¼ 3) this requires
computing the greatest common divisor over an appropriate extension of
the ground ﬁeld Fq which may not be available in the selected computational
model, say if computation of the greatest common divisor is given as a black-box
algorithm. In any case, working in extension ﬁelds is computationally more
expensive.
Furthermore, there are also a couple of methods which avoid extension ﬁeld,
see [5,6]. However, in order to guarantee a non-trivial result (i.e. the probability
of success greater than 1
2
), the method of [5] requires the computation of
log2ð2nÞ pairwise greatest common divisors, where n is an upper bound
for the degree of the polynomials a1;y; am; and the algorithm proposed
in [6] requires the computation of 6 pairwise greatest common divisors if
qX3 and the computation of 14 pairwise greatest common divisors if
q ¼ 2:
Instead, the algorithm of this paper requires the computation of only one
pairwise greatest common divisor if qX3; and of two pairwise greatest
common divisors if q ¼ 2: Moreover, our analysis allows us to prove a described
positive probability of success even computing only one pairwise greatest common
divisor.
We present a more detailed comparison of all these approaches.
Throughout the paper log z denotes the natural logarithm of z; constants in the
‘‘O’’-symbol are absolute.
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2. Main result
Let qX2 and
gðqÞ ¼
XN
k¼1
Ikq
2k;
where Ik is the number of monic irreducible polynomial of degree k: It is well known
that
Ik ¼ 1
k
X
rjk
mðrÞqkr ; ð1Þ
where mðrÞ is the Mo¨bius function, see [4].
We also denote byMk the set of all monic polynomials over Fq½X  of degree kX1:
We consider polynomials a1;y; amAFq½X  of degree at most n such that the
maximum degree is taken by only one polynomial, viz. rearranging a1;y; am by
degree we have deg a14deg aj; j ¼ 2;y; m:
We remark that this is not a restricted hypothesis, because as in Section 8.9 of [1] if
deg a1 ¼ deg a2Xdeg aj; j ¼ 3;y; m we can replace a1 with X 	 a2 þ a1:
Theorem 1. Let m; sX1 be integers and a1;y; amAFq½X  non-zero polynomials of
degree at most n such that the maximum degree is taken by only one polynomial. For
u1;y; um; v1;y; vm selected independently and uniformly at random from Ms; let P be
the probability that
gcd
Xm
j¼1
ujaj;
Xm
j¼1
vjaj
 !
¼ gcdða1;y; amÞ:
Then
PX1 gðqÞ  n þ s
s
qs:
Proof. As in [2], we remark that it is enough to consider the case where a1;y; am are
relatively prime.
Denote by T the number of sequences of polynomials uj; vjAMs; j ¼ 1;y; m with
gcd
Xm
j¼1
ujaj;
Xm
j¼1
vjaj
 !
¼ 1:
Thus
P ¼ Tq2sm:
ARTICLE IN PRESS
A. Conflitti / Finite Fields and Their Applications 9 (2003) 423–431 425
Denote by Ik the set of monic irreducible polynomials of degree k over Fq; so that
Ik ¼ #Ik: Obviously
TXq2sm 
Xnþs
k¼1
X
fAIk
N2f ;
where Nf is the number of ðw1;y; wmÞAMms for which f divides
w ¼
Xm
j¼1
wjaj:
Therefore
TXq2sm  S  R;
where
S ¼
Xs1
k¼1
X
fAIk
N2f and R ¼
Xnþs
k¼s
X
fAIk
N2f :
Because gcdða1;y; amÞ ¼ 1; for every fAIk with 1pkpn þ s there exists some
j0pm with f[aj0 : Then, if f j w; from the congruence
wj0aj0 
 
Xm
j¼1
jaj0
wjaj ðmod f Þ;
we conclude that for any values of wj; for jaj0; the polynomial wj0 is uniquely
determined modulo f : Therefore
Nf ¼ qsmdeg f ð2Þ
if deg fps  1; and
Nfpqsms ð3Þ
if deg fXs: Then for the sum S we derive from (2)
S ¼
Xs1
k¼1
Ikq
2sm2kpq2smgðqÞ:
To estimate the sum R; we remark that bound (3) implies
Rpqsms
Xnþs
k¼s
X
fAIk
Nf ¼ qsmsW ;
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where W is the total number of irreducible divisors of degree at least s (counted with
their multiplicity) of the polynomial
Q ¼
Y
w1;y;wmAMs
Xm
j¼1
ajwj:
We remark that Qa0; because the maximum degree of a1;y; am is taken by only
one polynomial aj :
Then we derive
Wp1
s
deg Qpn þ s
s
qsm
and the desired result follows. &
In particular, if sX1þ logq n we obtain PX1 gðqÞ  2s1q1:
Now we give an upper bound for gðqÞ:
Theorem 2. The bound
gðqÞplog q
q  1
 
holds for any qX2:
Proof. From (1) we derive
gðqÞ ¼
XN
k¼1
Ikq
2k ¼
XN
k¼1
1
kq2k
X
rjk
mðrÞqkr ¼
XN
r¼1
mðrÞ
r
XN
l¼1
1
lq2rll
:
Taking in account that
XN
k¼1
xk
k
¼ log 1
1 x
 
;
we get
gðqÞ ¼
XN
r¼1
mðrÞ
r
log
q2r1
q2r1  1
 
:
Therefore, expanding the ﬁrst ﬁve terms and recalling that mðrÞp1 and mð4Þ ¼ 0;
we derive
gðqÞ ¼ log q
q  1
 
 1
2
log
q3
q3  1
 
 1
3
log 1þ 1
q5  1
 
 1
5
log 1þ 1
q9  1
 
þ
XN
r¼6
mðrÞ
r
log
q2r1
q2r1  1
 
p log q
q  1
 
 1
2
log
q3
q3  1
 
þ 1
6
XN
r¼6
log
q2r1
q2r1  1
 
:
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Recalling that if 0pxp12 then logð 11xÞp x1xp2x and putting x ¼ 1q2r1 we have
gðqÞp log q
q  1
 
 1
2
log
q3
q3  1
 
þ 1
6
XN
r¼6
1
q2r1  1
p log q
q  1
 
 1
2
log
q3
q3  1
 
þ 1
3
XN
r¼6
1
q2r1
¼ log q
q  1
 
 1
2
log 1þ 1
q3  1
 
þ 1
3q9ðq2  1Þ:
For qX2 we have
1
2
log 1þ 1
q3  1
 
¼ 1
2
1
q3  1
 
log 1þ 1
q3  1
 q31
X
7
2
1
q3  1
 
log
8
7
 
4
1
q9
	 7
2
log
8
7
 
4
1
q9
	 1
3ð22  1ÞX
1
3q9ðq2  1Þ
and the result follows. &
We have already remarked that for any choice u1;y; um; v1;y; vm; d ¼
gcdða1;y; amÞ divides D ¼ gcdð
Pm
j¼1 ujaj;
Pm
j¼1 vjajÞ; thus deg dpdeg D; and
deg d ¼ deg D if and only if d ¼ D; because d and D are both monic polynomials.
Therefore if executing our algorithm twice we get two different probabilistic gcd’s
with different degree, it is trivial that which has higher degree is incorrect, whereas if
we get two different probabilistic gcd’s with the same degree, then they are both
incorrect.
So recalling logð q
q1Þ-1q for q-N we see that performing ﬁnitely k times our
algorithm we have that asymptotically the probability of a failure exponentially
decreases as qk:
We explicitly state the algorithm using a pseudo-code.
Algorithm 1. Probabilistic gcd of many polynomials over a ﬁnite ﬁeld.
Input: qX2 a prime power, a1;y; amAFq½X  non-zero polynomials with degree at
most n such that the maximum degree is taken by only one polynomial, sX1þ logq n;
0oeo1 the error tolerance.
Output: D; probabilistic gcdða1;y; amÞ with probability at least 1 e:
 Compute
k ¼ log e
log½logð q
q1Þ þ 2sq
& ’
;
the number of iterations.
 D’a1:
 j’1:
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 While jpk and Da1 do
(1) Select independently and uniformly distributed random polynomials
u1;y; um; v1;y; vm from Ms; and compute
%D ¼ gcd
Xm
j¼1
ujaj;
Xm
j¼1
vjaj
 !
:
(2) If deg %Dodeg D then D’ %D:
(3) j’j þ 1:
 Return D; probabilistic gcdða1;y; amÞ with probability at least 1 e:
We remark that if q ¼ 2 then choosing sXmaxf1þ log2 n; 146g we get that after two
iterations of the algorithm the probability of success becomes greater of 51
100
:
3. Remarks
We have already mentioned that there are other ways of reduction this
computation.
The ﬁrst one is described and analyzed in Section 6.9 of [3] (as well as [2]); in
particular, it shown in Theorem 6.45 of [3] that, for any set T of #T ¼ M elements
from Fq or its extension, if one selects m  2 elements t3;y; tmAT uniformly at
random then for any mX3 non-zero polynomials a1;y; amAFq½X  of degree at most n
gcd a1; a2 þ
Xm
j¼3
tjaj
 !
¼ gcdða1;y; amÞ
with probability
PX1 n
M
:
Obviously for this algorithm to be non-trivial, say to guarantee PX1
2
; the ﬁeld should
contain at least 2n elements. Thus for a small q one have to construct and work in an
extension of Fq of degree r of order log n:
It is easy to see that the cost of computation of the linear combinations
Xm
j¼3
tjaj and
Xm
j¼1
ujaj
for elements t3;y; tmAFqr and for polynomials u1;y; umAMs; where both r and s
are of order log n; respectively takes
Oðmn log nÞ
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arithmetic operations in Fq for the ﬁrst linear combination, and
Oðmnðlog log nÞðlog log log nÞÞ
arithmetic operations in Fq for the second one.
Furthermore, after this computation the algorithm of [3] computes the greatest
common divisors of two polynomials of degree at most n over Fqr while the algorithm
of this paper computes the greatest common divisors of two polynomials of degree at
most n þ Oðlog nÞ over Fq; which is at least r times faster. Now we assume that one
uses:
* Fast implementation of Fqr arithmetic operations via Fq arithmetic, so each Fqr
operation takes Oðrðlog rÞðlog log rÞÞ Fq operations, see Corollary 9.7 from [3]
(one also recalls the representation
FqrDFq½Y =f ðY Þ;
where f is an irreducible polynomial over Fq of degree r; see [4]).
* the fast Euclidean algorithm to compute the greatest common divisor algorithm
of two polynomials of degree at most N which takes
OðNðlog NÞ2ðlog log NÞÞ arithmetic operations in the ﬁeld of the deﬁnition of
the polynomials, see Theorem 8.19 from [1] as well as Corollary 11.6 from [3].
Then the total cost is
Oðmnðlog nÞ þ nðlog nÞ3ðlog log nÞ2ðlog log log nÞÞ
for the algorithm of [3], and
Oðmnðlog log nÞðlog log log nÞ þ nðlog nÞ2ðlog log nÞÞ
for the algorithm of this paper, thus we always have an asymptotic improvement.
If one uses classic arithmetic, which is probably the case in many practical
implementations, then the cost of the second part is Oðn2Þ for our algorithm and is
Oðn2ðlog nÞ2Þ for the algorithm of [3] (for example, see Theorem 6.46 of [3]) and our
algorithm always exhibits better asymptotic complexity.
A second method to reduce this computation is described and analyzed in [5];
namely it is shown that if gðlÞj are chosen uniformly and randomly from f0; 1g; then
gcd a1;
Xm
j¼1
gð1Þj aj ;y;
Xm
j¼1
gðkÞj aj
 !
¼ gcdða1;y; amÞ
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holds with probability
PðkÞX1 n
2k
;
independent of q:
Therefore the algorithm of [5] saves on the computational cost of the linear
combinations, but, ﬁxed an error tolerance 0oeo1; in order to have the probability
of success at least 1 e it needs much more pairwise greatest common divisors
computations than the algorithm of this paper. Namely, it requires to compute
log2ðneÞ pairwise greatest common divisors, whereas the algorithm of this paper
requires to compute Oðlogqð1eÞÞ pairwise greatest common divisors.
Hence our algorithm exhibits a lower computational complexity when the cost of
computation of the greatest common divisor dominates the cost of computation of
the linear combinations.
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