The purpose of this note is to study impulsive control and synchronization of memristor based chaotic circuits shown by Muthuswamy. We first establish a less conservative sufficient condition for the stability of memristor based chaotic circuits. After that, we discuss the effect of errors on stability. Meanwhile, we also discuss impulsive synchronization of two memristor based chaotic systems. Our results are more general and more applicable than the ones shown by Yang, Li, and Huang. Finally, several numerical examples are given to show the effectiveness of our methods.
Introduction
The memristor was postulated as the fourth circuit element by Chua [1, 2] and was realized by HP Labs [2, 3] . Memristor has widely potential applications in electronic circuits, computer memory, reconfigurable computing, and so on [4] [5] [6] [7] . Recently, implementation of memristor based chaotic circuits is an active topic of research. For example, some memristor based chaotic circuits were proposed by Itoh and Chua [8] and Muthuswamy and Kokate [9] . Memristor based chaotic circuits have applications in many fields; for example, a memristor based chaotic circuit for image encryption was proposed by Lin and Wang [10] .
In practical applications, impulsive control has some advantages: for example, impulsive control provides an efficient way in dealing with systems especially which cannot endure continuous control inputs. During the last several decades, impulsive control theory has attracted considerable attention because impulsive control method can be employed in many fields, such as the stabilization and synchronization of chaotic systems [11] [12] [13] [14] and complex dynamical networks [15] [16] [17] [18] [19] . For more results on impulsive control and its applications, the reader is referred to [11, 20, 21] and the references therein.
Recently, complex dynamical systems are receiving much attention, and there is no exception for chaotic systems. Muthuswamy [22] provided a practical implementation of a memristor based chaotic circuit. By applying impulsive control theory, Yang et al. [23] obtained some sufficient conditions for the asymptotic stabilization and synchronization of the memristor based chaotic system shown in [22] .
In this note, we shall also consider the asymptotic stabilization and synchronization of memristor based chaotic circuits, as in [22] . We first derive a less conservative sufficient condition for the stability of the memristor based chaotic circuits shown by Muthuswamy [22] . In many practical applications, we cannot guarantee the systems without any error due to the limit of equipment and technology. For this reason, we discuss the effect of errors on stability in this note. Meanwhile, we also discuss impulsive synchronization of two memristor based chaotic systems. Compared with the results shown in [23] , our methods are more general and more applicable. Finally, we give some numerical examples which show the effectiveness of our methods. 
Memristor Based Chaotic Circuit and Its Equivalent Form
The equations for the memristor based chaotic circuit presented in [22] are described by
where
The author of [22] chose a cubic nonlinearity for thefunction:
and so the memductance function ( ) is given by
We choose the system parameters as
which make system (1) chaotic [22, 23] . Figure 1 shows the chaotic phenomenon of this system with the initial condition (V 1 (0), V 2 (0), (0), (0)) = (0.1302, 0.0924, 0.0078, 0.1253) .
In the sequel, we mainly adopt the notation and terminology in [23] . To analyze the asymptotic stabilization of system (1), we let
Then the memristor based chaotic circuit (1) can be rewritten as
which is equivalent to
By decomposing the linear and nonlinear parts of the memristor based chaotic circuit system in (8), we can rewrite it aṡ
where The impulsively controlled memristor based chaotic circuit is given bẏ=
where denote the moments when impulsive control occurs and ∈ × is impulsive control gain. Without loss of generality, we assume that 0 < 1 < 2 < ⋅ ⋅ ⋅ , lim →∞ = ∞.
Impulsive Control of the Memristor Based Chaotic Circuit Shown by Muthuswamy
In this section, we design impulsive control for the memristor based chaotic circuit shown by Muthuswamy.
Theorem 1. Let 1 be the largest eigenvalue of ( + ) ( + ) and suppose that 2 is the largest eigenvalues of + . Then the origin of impulsive control system (11) is asymptotically stable if
Proof. Let us construct the following Lyapunov function:
It is easy to verify that conditions 1 and 4 of Theorem 3.1.3 in [11] are satisfied. When ̸ = , we have
Hence, condition 2 of Theorem 3.1.3 in [11] is satisfied with
From the fact that
and ‖ + ‖ is finite, we know that there exists a 0 > 0 such that ∈ 0 , which implies that + ( , ) ∈ for all . When = , we have
Hence, condition 3 of Theorem 3.1.3 in [11] is satisfied with
It follows from Theorem 3.1.3 in [11] that the asymptotic stability of the impulsive control system (11) is implied by that of the following comparison system:
It follows from Theorem 3.1.4 in [11] that if
is satisfied, then the origin of (11) is asymptotically stable. This completes the proof.
and suppose that̃2 is the largest eigenvalues of̃+̃. Yang et al. showed in [23] that the origin of impulsive control system (11) is asymptotically stable if
Since In many practical applications, we cannot guarantee the impulses without any error due to the limit of equipment and technology. So we should take into account the influence of impulsive control gain errors on the systems. Motivated by the above discussions, we will study the stabilization of system (11) with bounded impulsive control gain error. The corresponding system can be described aṡ
where Δ is gain error, which is often time-varying and bounded. As pointed out in [21, 24] , we can assume that Δ = ( ) , ≥ 0, and ( ) ( ) ≤ .
Theorem 3. Let 1 be the largest eigenvalue of
where > 0 and suppose that 2 is the largest eigenvalues of
Then the origin of impulsive control system (24) is asymptotically stable if
When = , we have
where = + . The rest of proof is the same as that of Theorem 1, so we omit it here for simplicity. This completes the proof.
In many practical applications, the parameters 1 = 1/ 1 , 2 = 1/ 2 , 3 = 1/ , and 4 = 1/ may also contain errors. In what follows, we will consider system (24) with parameter uncertainty. The corresponding system can be described aṡ=
Complexity 5 where Δ is the parametric uncertainty and has the following form: Δ = ( ) , ( ) ( ) ≤ , ≥ 0.
Theorem 4. Let 1 be the largest eigenvalue of
where > 0 and suppose that 2 is the largest eigenvalues of ( + ) + ( + ). Then the origin of impulsive control system (29) is asymptotically stable if
When ̸ = , we have
where = + Δ . The rest of proof is the same as that of Theorem 1, so we omit it here for simplicity. This completes the proof.
Impulsive Synchronization of the Memristor Based Chaotic Circuit Shown by Muthuswamy
In this section, we investigate impulsive synchronization of two memristor based chaotic circuits. Equation (9) is the driving system and the driven system is defined aṡ
where ∈ × is impulsive control gain and
is the synchronization error. Then the error system of the impulsive synchronization is given bẏ=
Note that
The eigenvalues of ( , ) + ( , ) are
From Figure 1 , we know that the state variable of (11) 
The rest of proof is the same as that of Theorem 1, which is omitted here for simplicity. This completes the proof.
Numerical Examples
In this section, some numerical examples are given to illustrate the effectiveness of our results. The initial condition of the system (11) is ( 
Then, we have 1 = 0.0400. By Theorem 1, we know that if
holds, then origin of impulsive control system (11) is asymptotically stable. To do this, we choose = 1.0001; then we have
The simulation results with +1 − = 0.0002 are shown in Figure 2 .
Example 2. In this example, the coefficient matrix and the impulsive control gain matrix are the same as Example 1. Suppose that Δ = 0.05 sin . Then, we have = 0.05. By Theorem 3, we know that if
holds, then origin of impulsive control system (24) is asymptotically stable. To do this, we choose = 1.0001, = 0.2100; then we have 1 = 0.0576 and so
The simulation results with +1 − = 0.00020 are shown in Figure 3 .
Example 3. In this example, the matrices , , and Δ are the same as Example 2. For the sake of simplicity, Δ is specified as
Then, we have = 0.05. By Theorem 4, we know that if
holds, then origin of impulsive control system (29) is asymptotically stable. To do this, we choose = 1.0001, = 0.2100; then we have 1 = 0.0576, 2 = 14582.0997 and so 
holds, then the origin of impulsive synchronization error system (35) is asymptotically stable. To do this, we choose = 1.0001 and so +1 − ≤ 0.00006.
The initial condition of the driving system (9) 
Conclusion
In this note, we discuss impulsive control and synchronization of memristor based chaotic circuits shown by Muthuswamy [22] . Our first result is less conservative than Theorem 1 of [23] . Meanwhile, we also discuss the effect of errors on stability, so our results are more general and more applicable than the ones shown in [23] . 
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