Abstract-We consider the problem of scheduling bursts of data in an optical network with an ultrafast tunable laser and a fixed receiver at each node. Due to the high data rates employed on the optical links, the burst transmissions typically last for very short times compared with the round trip propagation times between source-destination pairs. A good schedule should ensure that 1) there are no transmit/receive conflicts; 2) propagation delays are observed; and 3) throughput is maximized (schedule length is minimized). We formulate the scheduling problem with periodic demand as a generalization of the well-known crossbar switch scheduling. We prove that even in the presence of propagation delays, there exist a class of computationally viable scheduling algorithms which asymptotically achieve the maximum throughput obtainable without propagation delays. We also show that any schedule can be rearranged to achieve a factor-two approximation of the maximum throughput even without asymptotic limits. However, the delay/throughput performance of these schedules is limited in practice. We consequently propose a scheduling algorithm that exhibits near optimal (on average within 7% of optimum) delay/throughput performance in realistic network examples.
switches for forwarding packets and optical buffering for resolving packet contention. In OBS, the switch forward bursts (consisting of multiple packets on the order of microseconds) optically from input fibers to output fibers. Depending on the protocols used for resolving burst contention, OBS may or may not need optical buffering. However, OBS still needs fast optical switching capable of reconfiguration at microsecond timescale and the associated contention algorithm at each switch. These technological barriers do not seem to be easily overcome in the foreseeable future.
In [5] , we proposed a new optic-based transport network, called time-domain wavelength interleaved network (TWIN) , that bridges the gap between end-to-end demands and wavelength capacity without the need for fast (microsecond or even millisecond) switch reconfiguration or optical buffering. TWIN also performs efficient traffic grooming without resorting to electronic cross-connects, as is done today in SONET/SDH (e.g., see [6] and [7] ). The TWIN architecture consists of a simple core that is based on passive wavelength-selective switches (WSS) capable of routing incoming wavelengths to the appropriate outgoing ports (or fibers) [8] and an intelligent edge utilizing fast tunable lasers to emulate fast switching of data in the core. 1 Fig . 1 shows a simple TWIN architecture. In its simplest form, each destination node is assigned a unique wavelength . When a source node has data to send to destination , the source tunes its laser to for the duration of the data transmission. 2 To ensure that the optical signal of a given wavelength launched by a source will be routed to the intended destination, the WSS at each node is preprovisioned so that an incoming optical signal of a given wavelength is routed to the appropriate output port. The preprovisioning essentially determines the route for each source-destination pair. Once preprovisioned, each WSS performs self-routing of various optical signals on-the-fly based on their wavelengths. Note that fast active optical switching is physically eliminated in this architecture as the WSS reconfiguration timescale is equivalent to the timescale routes are modified, which is relatively long under normal operating conditions (e.g., no failures). Tunable lasers at the sources emulate fast switching and enable optical grooming through dynamic tuning of appropriate wavelengths at designated times. To prevent collisions at a node, TWIN relies on scheduling to coordinate the tunable lasers. In this paper, we consider the problem of scheduling bursts of periodic data among a multiplicity of source and destination nodes that are geographically separated. Fig. 1 shows an example where multipoint-to-point wavelength connections rooted at two destinations (nodes 6 and 7) have been configured. Note that the multipoint-to-point connections require the wavelength-selective switches to be capable of merging incoming wavelengths intended for the same destination. 3 For example, node 5 must be capable of merging incoming wavelength from two inputs connected to nodes 2 and 4 to the same output connected to node 7. By designing multipoint-to-point connections, TWIN only needs a total of wavelengths in a network of nodes. Further, by employing only one fast tunable laser at each source, TWIN maximizes the utilization of the transmitter; that is, a single tunable laser at the source shares its transmissions to different destinations by using different wavelengths interleaved in time domain. The brief data transmission on a particular wavelength is called a burst. For example, in Fig. 1 , node 1 interleaves its transmissions to nodes 6 and 7 by tuning its laser to when it is transmitting a burst to node 6 and to when it is transmitting a burst to node 7. Each node in the network simply performs self-routing of bursts based on their colors (i.e., wavelengths). For example, node 2 will route an incoming burst of to node 4 and an incoming burst of to node 5, while node 5 will route an incoming burst of to node 4 and an incoming burst of to node 7, which is the intended destination. Finally, note that an incoming burst of arriving at node 4 will be routed to node 6, which is the intended destination.
Burst scheduling is an important component of the overall TWIN architecture. Because a source laser can only transmit bursts one at a time, the scheduler has to avoid conflicts both at the source and at the destination. In the following, we assume that time is slotted at each receiver and each fixed-size slot 3 See [5] for a description of wavelength-selective switches with merging .
can contain exactly one burst. At each time slot, the scheduler needs to assign the appropriate wavelength to each tunable laser. The scheduler must not only avoid source/destination conflicts, but also make efficient use of the available time slots. Unlike the well-known problem of scheduling packets in a single node (e.g., see [10] and [11] ), scheduling in TWIN needs to deal with a network of arbitrary topology and link propagation delays. To the best of our knowledge, such a scheduling problem has not yet been investigated in the past. We note, however, that the need for scheduling in all optical networks has been recognized earlier in [12] .
We represent the scheduling problem for periodic demands as a (periodic) sequence of matchings in a bipartite graph where each node in the original network is represented by a pair of source-destination nodes in the bipartite graph. The propagation delay between a source node and a destination node is due to the length of the fiber on the transmission tree with as its root (see Section II-B).
We consider a class of batching policies that asymptotically achieve maximum throughput for admissible load. The batching procedure involves creating a sequence of (carefully constructed) basic static schedules. Such basic static schedules are derived from permutation matrices (and their derivatives) which give 100% throughput when there is no propagation delay. Observing that such an algorithm does not take advantage of the interleaving opportunity in the problem, and may lead to unnecessary delays, we propose an alternative algorithm which performs well under manageable demands. This paper proceeds as follows. Section II describes the key assumptions and the model in detail. In Section III, we formulate the TWIN scheduling problem with nonzero propagation delay. In Section IV, we construct simple batch policies that achieve optimal throughput asymptotically with and without protection requirements. In Section V, we give a constructive factor-two approximation that is shown to be achievable for any scheduling scheme. In Section VI, we propose a computationally more sophisticated algorithm TWIN iterative independent set (TIIS), which performs well in realistic network settings. Finally, Section VII shows simulation results for the proposed algorithm on a set of real network settings with real traffic demands. 
II. PRELIMINARIES

A. Model Attributes
Consider a TWIN network whereby a periodic traffic demand in units of bursts per cycle is to be scheduled for each node pair . In what follows, we consider bursts of fixed duration only. For example, with the burst size of 50 s and the transmission rate of 10 Gb/s, a DS3 ( Mb/s) demand between a node pair translates to bursts/s. In the case where there is no propagation delay between the time a burst is sent and the time the same burst is received, we could model the scheduling problem as a bipartite maximum weight matching problem [13] . A matching is a set of concurrent nonconflicting transmissions between node pairs. Weighted edges between source nodes on the left and destination nodes on the right in the bipartite graph represent the demands. A feasible schedule is a sequence of matchings such that each source-destination pair is included in exactly matchings. The length of time needed to complete all matchings for a given is referred to as the period of the schedule.
Suppose that the transmission time of each burst takes exactly one time slot of a fixed duration. The minimum number of time slots to meet all demands in such a graph (with zero propagation delays) is determined by the node with maximum total weight as follows: (1) In TWIN, the nodes in the network are geographically separated. Therefore, a physical distance between nodes implies a nonnegligible propagation delay ( s/km) from sending to receiving a burst. In this paper, we study how propagation delays influence the burst scheduling problem. Observe that the effect of propagation delays complicates the problem in the sense that simultaneous burst transmissions at sources do not necessarily imply simultaneous burst arrivals at destinations. More importantly, time-separated burst transmissions at different sources may arrive at the same destination simultaneously. Thus, it is clear that various propagation delays must be accounted for carefully to avoid conflicts. With nonzero propagation delays, we say that a schedule is feasible if a source sends at most one burst and a destination receives at most one burst in any time slot.
To see how the propagation delays can affect the schedule, consider a simple network of four nodes in which two nodes 1 and 2 transmit one burst to each of the two destination nodes 3 and 4 as shown in Fig. 2 (left) . Denote a burst from to as . If there are no propagation delays in this network, then all bursts can be sent in two time slots (i.e., ) as follows: Send and in the first time slot followed by and in the second time slot, see Fig. 2 (middle). Now, consider the case where a propagation delay of one time slot is introduced to a single node pair, say (1, 3) , with other node pairs still having zero propagation delays. Then, the above schedule (in fact, any schedule) fails to send all bursts within two time slots. The arrival of sent in the first time slot will coincide with the arrival of sent in the second time slot. Fig. 2 (right) shows a minimum length schedule with three time slots. From this example, we see that propagation delay may increase the minimum time slots required to meet a given demand.
We note that for a schedule of length no larger than slots, the maximum queueing delay that any burst can experience is bounded by . For example, for tunable lasers with transmission rates of 10 Gb/s at each node, with slot size of 50 s [5] , the storage requirement at each node is in the order of a single scheduling period. For a scheduling periods of 200-400 slots (see Section VI), this translates to -10 10 -10 bits or 12-25 Mbytes of storage.
B. Destination Trees
One key driver to reduce the network cost in TWIN is that each source is equipped with a single tunable laser that can tune to any wavelength. In general, a scheduler must avoid conflict throughout every link of a network. Specifically, multiple bursts of the same wavelength transmitted by different sources must not traverse each link simultaneously. Therefore, a scheduler generally needs to keep track of the entire network state-a potentially prohibitive computational task. However, we use a simple procedure to ensure that such complicated mechanism is not required.
One simplification in TWIN comes from the fact that each destination is assigned a unique receiving wavelength. This condition ensures that all bursts in the network at a particular wavelength will be destined for a single destination node. Thus, conflicts can only occur among bursts with a common destination, and we can consider each destination separately.
The use of destination trees in TWIN eliminates conflicts further. As shown in Fig. 3 , since the union of paths traversed by the sources to reach a given destination lie on a tree, a burst's position at a given time defines a unique arrival time at the destination. Burst conflicts in the network, thus, correspond to a common arrival time at a destination. Correspondingly, if a schedule is such that arrival times have no conflicts, then there are no conflicts anywhere in the network.
Destination trees can be constructed in a variety of ways. For example, one can use some spanning tree for the whole network (e.g., the minimum spanning tree). For a given destination, the bursts are sent to the destination along the path between the leaves of the source-destination pair. In the second example, one can consider shortest paths in the network. It is well known that the shortest paths from all nodes to a single destination form a tree rooted at the destination. Finally, one can consider a global ring structure. In this case each burst must be sent either all in one direction around the ring, or all along the shortest direction around the ring to the destination. Either of these options leads to a destination tree. Fig. 4 illustrates these three examples.
III. TRANSMISSION SCHEDULING IN TWIN: PROBLEM FORMULATION
Consider a network of nodes and denote their set by . For each communicating source-destination pair , we assign 4 a logical queue, where data bursts originating in node and destined to node are queued up while waiting to be transmitted. The system operates in slotted time and one data burst can be transmitted in each time slot . The scheduler chooses a service configuration vector at each time slot , where is 1 when a burst is sent (if any is available) from to at time slot , and 4 In what follows, we take the indices i; j to represent nodes in C = f1; 2; 3; . . . ; Cg. For reasons of notational simplicity, we do not include the index sets in the formulas where the aforementioned indices appear, but implicitly assume them, unless explicitly stated otherwise.
, otherwise. Hence, each service configuration -in the set of all feasible ones -describes the set of queues from which a burst is transmitted (if any available) if is chosen. The system queue length or residual transmission demand vector is denoted by , where is the number of bursts in queue at the end of time slot . The initial demand matrix is . Given a schedule of service vectors applied in consecutive time slots, we can easily see that the evolution of each queue is governed by
The operator ensures that the demand in a queue remains 0 after the queue empties for the first time. We denote by the timespan of the schedule, that is, the time until all queues are cleared, given the initial demand .
For each source-destination pair , we assume that there is a fixed, known propagation delay for sending a data burst from node to node . Hence, a burst sent at time from to will arrive at its destination at time . We assume that the propagation delay is an integer multiple of time slots. (This assumption is made for simplicity in the exposition, but the analysis can easily be extended to the case of nonintegral delays.) We denote the propagation delay matrix by . Note that in the case of zero propagation delays, the service policy must satisfy the following constraints: (3) for each time slot . These constraints are due to the fact that at most one burst is sent by each source and one is received by each destination in each time slot. We note that the service configuration set in this case is the set of permutation matrices and their derivatives (4) With a nonzero propagation delay matrix , the service configuration constraints must involve time delays. For example, two different sources and may send to destination at different time slots, but their propagation delays and , respectively, may cause a conflict upon arrival at the destination. Hence, the service schedule must satisfy for all times slots . We denote the service configuration set in this case by (7) We aim to construct efficient service schedules which have high average throughput, and clear the initial demand over acceptable timespans .
Note that given an initial demand in the queues, the minimum number of slots to clear the demand and deliver the data bursts to their destinations can be obtained by solving the following optimization problem: (8) In the case of zero propagation delays, the problem simply reduces to one of bipartite matching and is well known that . When nonzero propagation delays are introduced, the timespan for any feasible schedule can exceed . Therefore, it is of interest to compare the throughput performance of schedules under nonzero propagation delay against the lower bound and consider the ratio (9) in various regimes, especially in the asymptotic regime of large demands.
In the case of zero propagation delay, the set of available configurations corresponds to the set of source-destination (input-output) matchings. This property is lost when propagation delays are introduced. Nevertheless, many of the matching properties can be retained. Consider the 2 2 scheduling case with propagation delays with one unit of demand between each node pair, as shown in Fig. 5 . The reason the scheduling problem cannot be thought of as a simple matching problem is due to the relationship between sequential matches within a schedule. The scheduled bursts at one time slot have a direct effect on the feasibility of sending bursts in the next time slot. Instead of using a single graph to describe the network, we can draw the scheduling problem according to a layered matching. A burst sent at one time slot arrives at a later time slot, with the corresponding delay taken into account. We look for a matching which selects at least edges corresponding to input-output pair . Fig. 5 shows that the two-input, two-output problem over three time slots can be represented by an abridged matching. Weights or demands are over the set of edges corresponding to a pair over multiple time slots. The figure illustrates the scheduling graph in the matching formulation. As discussed earlier, with zero propagation delays the problem has a schedule of two time slots while with propagation delay, three time slots would be required (Fig. 2) . We define the bipartite scheduling graph as follows. If there are initial nodes and time slots, sending nodes (on the left) correspond to bursts being sent at each time slot, and a further receiving nodes (on the right) correspond to those bursts arriving. These nodes are indexed according to for sending at time slot and for receiving at time slot , respectively. An edge joins node to node for each demand pair and each time slot .
IV. SIMPLE BATCHING POLICY WITH ASYMPTOTIC OPTIMALITY
In this section, we show how schedules with zero propagation delays (0-delay schedules) can be exploited in a simple way to construct batching policies that are valid schedules for the system with nonzero propagation delays ( -delay schedules). Further, we show that a -delay schedule constructed in this manner can provide maximum possible (100%) asymptotic system throughput for any given fixed and finite propagation delays between source-destination pairs. We note that dynamic schedules with similar properties have been considered in [14] . Surprisingly, we find that this asymptotic result continues to hold even when the schedule is to accommodate failures of an arbitrary subset of connections that need to be rerouted on paths with different propagation delays.
A. Constructing Batched Schedules
We note that the Birkhoff-von Neumann theorem [16] , [17] permits us to construct a 0-delay schedule using a fixed number of permutation matrices. More precisely, given the demand matrix , where is the number of nodes, the following lemma holds as a direct consequence of this theorem:
Lemma 1: As before, let and denote a permutation matrix or its derivative. It is then true that , where for some choice of permutation matrices and their derivatives and . The lemma expresses the fact that, among the set of all possible permutation matrices and their derivatives , it is possible to construct a schedule for consisting of less than permutation matrices, with matrix being repeated exactly times. Each matrix has unit entries iff the source-destination pair is picked for transmission, and 0 otherwise. The lemma also guarantees that, if the are all integral, so are the . A valid 0-delay schedule can then be obtained by successively applying the in any chosen sequence so that each appears times. Decomposing the demand matrix into permutation matrices efficiently is discussed in [11] .
Assume now that one has performed such a decomposition and obtained and for a 0-delay schedule. How does one construct a valid -delay schedule by utilizing the 0-delay schedule? The main idea is to transmit a batch of bursts with copies of permutation , wait until all transmissions have reached their destinations and repeats the process with the next batch of copies of . More formally, see the following.
Theorem 1: Let and , where is the delay from source to destination . Then, the following procedure gives a valid -delay schedule: Order the in any fixed manner, say as and repeat the following steps for .
• Apply the schedule exactly times in successive time slots; i.e., as a batch.
• Wait time slots. Proof: It is easy to see that this procedure produces a valid -delay schedule. Repeated successive applications of the same does not produce any conflicts within batches, since successively transmitted bursts only arrive successively for any given pair. The waiting time between distinct permutations is chosen in such a way that the last arrival from the previous batch occurs before the first arrival of the next batch, which avoids a conflict across successive batches.
This simple batched schedule with appropriately chosen waiting times between batches then has a total length given
B. Asymptotic Optimality
We now show that the batch schedule of Theorem 1 is asymptotically optimal in terms of achievable throughput. To do so, we first make the following simple observations regarding the scaling behavior of the schedule.
Lemma 2: With the 0-delay schedule, when the demands are scaled using a global parameter as , the decomposition is only changed by the scaling . Lemma 3: With fixed nonzero propagation delays, scaling the demands only preserves the structure of the schedule except for the simple scaling of the batch sizes as . In particular, the waiting times are independent of , which leads to the scaling where is the cumulative waiting time and is the maximum propagation delay. We can now state the theorem of asymptotic throughput optimality.
Theorem 2: As the scaling parameter is increased, the ratio of throughputs of the -delay schedule and the 0-delay schedule approaches unity arbitrarily closely. In other words, these two schedules have identical throughput as . Proof: The 0-delay schedule has length for any fixed , while the -delay schedule has length , as observed in Lemmas 2 and 3. The theorem then simply follows from the fact that From this result, we see that it is possible to improve the throughput of the batch scheduled system with nonzero propagation delays by increasing the batch sizes while keeping the waiting time overhead fixed between batches. The tradeoff occurs in the form of increased latency, which grows with , as can be seen in Fig. 6 .
The throughput ratio is given by while the latency ratio is given by . Notice the absence of in the denominator of the latter, since the 0-delay schedule does not require increased batch sizes to gain efficiency and, hence, can provide low latency.
C. Protection
We now investigate batched schedule with protection. Consider a scenario where the traffic between each source-destination pair is protected with two paths: primary and backup . In general, the primary and backup paths have different propagation delays and , respectively. Typically, the primary paths are chosen to be shorter than the backups, so that . To improve survivability of connections, each such pair of paths is chosen so that only one of them can fail at a time in most cases (i.e., in "single-failure" scenarios). Upon such a failure, all affected pairs would detect the failure and automatically switch to the backup path. To minimize service interruption, the pairs unaffected by the failure do not alter their existing schedule.
It may appear that batched schedule with protection would increase , and cause a reduction in throughput due to the longer backup delays. However, observe that, asymptotically, the overhead due to backup delays is not significant since the overhead only translates to replacing the waiting times between batches by longer times computed with and taking both unfailed operation and all possible failure modes into account, that is where . It is clear that making the waiting time longer between batches does not affect the validity of the schedule. Thus, the asymptotic throughput in a batch scheduled system that takes failures into account is the same as a 0-delay system. Thus, accounting for failures introduces no overhead asymptotically.
Lemma 4: Batch schedules with (failure) protection have the same asymptotic throughput as the 0-delay schedule without protection.
While the above results establish asymptotic optimality of the batch schedules, we observe that for finite scaling of demands (latency), these schedules could be very inefficient. The waiting times between batches can be themselves comparable to , thus, making the actual efficiency factor of the order of . Hence, it may not be desirable to use the batched schedule in practice. In the following sections, we show that it is possible to prove bounds even for simple greedy algorithms for finite demands and to construct a practical algorithm that performs substantially better than the bounds offered by greedy algorithms.
V. ALTERNATIVE STATIC POLICIES
Consider a scheduling problem with a single batch. If we adopt the algorithm described previously which only uses the service configurations , then the bound of maximum time required to service the batch is , where and . This bound is usually not acceptable when is small compared with . If is small, we can consider other alternative algorithms to find a schedule; for example, scheduling burst by burst instead of using a single linear programming solution, see (8) . Specifically, consider any such algorithm which schedules bursts one at a time with a condition that each new burst being scheduled not to conflict with a previously scheduled burst. Here, we establish an upper bound on the time required for the schedule.
Lemma 5: Any sequential burst-scheduling algorithm will create a feasible schedule in time slots. Proof: Consider a schedule of length where bursts are added sequentially. If a burst has not been scheduled, there are at most time slots when is scheduled to send bursts, at most time slots when is scheduled to receive bursts, and at most time slots which are not feasible for receiving bursts. Hence, there is at least one feasible time slot when the burst can be sent at time and received at time . Note that these bounds are for very general burst-based scheduling algorithms. Any such algorithm will schedule an unscheduled burst if it is possible. We conclude this section with a simple constructive upper bound for any feasible schedule.
Lemma 6: An optimal schedule for a TWIN network with arbitrary propagation delays requires no more than time slots. Further, given any schedule, it can be made to require no more than time slots. In general, for any reasonable schedule, . Fig. 7 . Scheduling a matching problem as an independent set problem: the maximal matching of the left hand graph is equivalent to maximal independent set on the right.
Proof: Take any (possibly infeasible) schedule of length and reduce it to a partial (feasible) schedule of length by removing all 1) conflicts and 2) transmissions scheduled after
. Take any such removed transmission, between, say, . We argue that this transmission could be accommodated within existing vacant time slots at and . Indeed the selected transmission can be scheduled because at there are at most arrivals, by definition 1). Since there are slots at in total, by our construction, there must be at least vacant slots. The inverse image of these vacant slots at (by subtracting the fixed propagation delay from these slots at ) are also exactly slots. Again, by definition 1) only at most of these slots may have been assigned. Thus, there is at least one vacant slot amongst these at . The selected transmission can now be scheduled at for . Proof follows by induction.
VI. TWIN ITERATIVE SCHEDULER
In the previous sections, we demonstrated that scheduling with nonzero propagation delays asymptotically has the same length as scheduling with zero propagation delays, and provided a (rough) upper bound for any reasonable schedule. In this section, we construct schedules that attempt to achieve the lower bound even without asymptotic limits. We propose a burst-based scheduling algorithm which prioritizes the order of edges selected from the scheduling graph in the abridged matching formulation. To motivate the operation of the algorithm, we first note that maximal matching problems can be translated to problems of finding an independent set. Fig. 7 illustrates this translation on a simple network.
In [15] , Kahale and Wright considered an independent set graph model of wireless data networks. In their treatment, they proposed a simple heuristic to find a max-weight independent set, where each node in a graph is assigned a weight . Their algorithm for a graph can be described as follows:
1. Let the max independent set . 2. Let . 3. and . 4. Set and and . 5. Repeat steps 2-4 until .
We propose an extension of this algorithm, the TIIS scheduling algorithm, to find an abridged matching to our scheduling graph. This extension uses a weight for a set of edges of the same source-destination pair. To simplify the exposition, we first assume that all s are to be scheduled for one period only. The set of edges between the same source-destination pair at different time slots is assigned a weight equal to the number of bursts to be scheduled. When an edge is selected, the weight assigned to that edge set is decreased by one.
Further, to guarantee that link pairs are not oversubscribed, we propose a more frequent updating scheme. We update the weight every time an edge is selected. This prevents the scheme from selecting a node which has already met its demand, and also gives more up-to-date prioritizing of nodes.
TIIS begins with a candidate number of time slots. It first determines if is feasible and if so provides an explicit schedule with time slots. A schedule with near-minimal length is then obtained by binary search in . Given a partial schedule , we say that a burst is feasible at time if and . Hence, we define (10) for all pairs at time slot . This indicator function is zero if there is either a transmission scheduled from node at time or an arrival at node at time . We also define neighbors of each edge. Two edges are said to be neighbors if they could not be scheduled simultaneously, that is (11) The TIIS algorithm is as follows: Note that helps determine if a neighbor of has already been scheduled, in which case that neighbor does not contribute to the denominator in step 3). Also, note that there are two termination conditions, corresponding to success or failure of schedule creation. If , then the constructed schedule has met all demands.
Remark 1) Time Complexity of TIIS:
Let be the total demand and be the number of nodes in the original graph. The scheduling graph created has nodes and edges. At each iteration, the total weight of the graph is reduced by one, and the algorithm searches all remaining edges and their neighbors. Since each edge has neighbors, the required computation time is . Remark 2) Nonintegrality of Propagation Delays: So far, we have assumed that propagation delays are all integer multiples of the burst/slot size. For 50-s slot size, this requirement translates to distances that are integer multiples of 10 km. Although this assumption simplifies the exposition of the scheduling algorithm, it is not a requirement for TWIN. When the integrality condition does not hold, the destination conflict conditions of Section III need to be modified to disallow overlap of two or more arriving bursts at the same destination. In half of the simulations reported in Section VII, the underlying networks do not satisfy the integrality condition.
Remark 3) Periodic Schedules: If we schedule the bursts according to an abridged matching as described above, the schedule will be feasible in time slots. Since the schedule has a lag time at the end for arrivals to happen, this can be inefficient.
An alternative is to take advantage of the periodicity of the schedule. If we are dealing with a system which has periodic demands (e.g., from TDM applications) and delays each period on a repeated sequence, then it is reasonable to schedule bursts sent in one batch to arrive in the following. This approach may allow the same number of bursts to be scheduled in less time slots, thus, increasing efficiency. Periodic schedules are also less demanding in terms of computation time since the demand remains fixed for each period. Thus, the schedules are quasi static in normal operation.
To solve the periodic scheduling problem, we introduce edges corresponding to arrivals in future periods. Node is joined by an edge to node . Remark 4) Protection in the Network: A practical issue is concerned with network protection to improve reliability. We have assumed a single tree structure for each receiver for the case when the network is unprotected. This means that if either a link or a node fails, a burst traversing this link or node will never reach its destination.
Protection requires two disjoint paths (one for primary and the other for backup) from each source to each destination. A number of mechanisms can be put in place, and we discuss their implications particularly in the context of the implementation of the TIIS algorithm. In general, the mechanism can be divided into online and offline backup. With online backup, a schedule is first computed for the primary paths. When a failure occurs, a new schedule is recomputed using the back path(s) that are affected by the failure. With offline backup, a joint schedule is computed for both primary and backup paths, and no recomputation is needed when failures occur. Because offline backup is generally much faster in terms of restoration time than offline backup, we focus on offline backup in the following. Here, we consider a 1:1 slot-shared backup mechanism, where each burst is scheduled for a primary and a backup transmission. A key property of this protection mechanism is that a source-destination pair will switch to backup when its primary path is unavailable and the switching must not create a conflict at the destination with any other burst scheduled. The primary and backup transmission for the same source-destination pair can share the same departure time at the source or the same arrival time at the destination since primary and backup routes are never used simultaneously. However, these transmissions cannot occur at the same time for any source-destination pair. (This distinguishes the proposed scheme from its less efficient counterpart where primary and backup paths are used simultaneously and must, therefore, avoid conflict at both source and destination).
Incorporating (shared) protection into the TIIS algorithm turns out to require a relatively small change in the definition of neighbors between the matchings to include a duplicate copy of each demand routed on a separate path. For the schedule with protection, each demand is duplicated. While the primary path has propagation delay , the backup path may have a distinct delay . Note that since the primary and backup paths are not used simultaneously, their schedules can conflict. The neighborhood structure ensures that the protection time slot for each node pair is not in conflict with the rest of the schedule excluding the assignment of its primary path; that is, (12) With this alteration in the definition of neighbors, the TIIS algorithm with protection can be implemented as given previously.
VII. SIMULATION RESULTS
In this section, we compare the TIIS algorithm against the lower bound corresponding to zero propagation delays. We also include a greedy algorithm that blindly selects node pair with the highest demand at each iteration for comparison.
We consider various realistic transport networks (the real names have been replaced with network numbers) based on actual traffic demand, as depicted in Table I . In our results, we (TR) assume that the burst duration is 50 s. The propagation delay on the fiber is approximately 0.2 km/ s. Thus, the delay in sending a message from hundred to a thousand kms is of the order of tens to hundreds of such time slots.
The longest delay could happen if there is a single burst sent from node to node in period . In this case, the round-trip time from sending a burst from to to receiving a confirmation would be the length of a period plus the propagation delay. The maximum delay is, therefore, . Table II shows our simulation results. We first note that the TIIS schedules are on average within 7% of the zero-delay lower bound while the greedy algorithm requires 30% more time slots. For protection, we observe a roughly 13% average increase in time slots for (shared) protection with TIIS while the greedy algorithm needs more than twice the time slots. Based on these tests, we conclude that: 1) creating efficient schedules in case of nonzero propagation delays is nontrivial; 2) TIIS scheme is typically within a small percentage of a lower bound (the zero propagation case) on the optimal schedule; and 3) shared protection with TIIS is usually effective.
VIII. CONCLUSION
We considered scheduling of bursts in a TWIN network where a tunable laser at each node is shared for transmission to multiple destinations by changing the wavelength transmitted based on the assigned wavelength to each destination. We showed that the scheduling problem with zero propagation delay is equivalent to the well-known optimal matching problem in bipartite graphs. When propagation delays are nonzero, TWIN scheduling requires extensions to bipartite graph matching and we showed that the optimal bipartite matching is, in general, inadequate.
We demonstrated that the stability region when there are propagation delays is indeed the same as the stability region for the problem with no propagation delays. This followed from construction of a class of a batching policy that asymptotically has the same (maximal) efficiency as the case with no propagation delays. In particular, the batching policy used permutation schedules derived from matching in the zero propagation network via the Birkhoff-von Neumann theorem. We showed, somewhat surprisingly, that batching policies retain their maximal asymptotic throughput even when additional matchings are needed for protection on redundant paths with possibly distinct propagation delays.
We described the TIIS algorithm, which is our proposed approximation technique to construct explicit schedules in TWIN networks with arbitrary propagation delays. The efficiency of the TIIS algorithm for a set of real network problems was on average within 7% of the lower bound on the optimal schedule while other (natural) greedy schemes required twice as many time slots. We further showed that with shared protection, TIIS required only an additional 13% time slots compared with the case of no protection while the greedy scheme required twice as many time slots.
We note that it is possible to extend these results with minor modifications to the case, where some nodes have multiple tunable lasers or some destinations have multiple burst receivers. Both the asymptotic results proved and the computational results presented support the conjecture that scheduling with propagation delays should in general require no more than time slots, where is the schedule length corresponding to zero propagation delay. A complete demonstration of this result is yet to be furnished.
