ABSTRACT With the development of fingerprinting-based visual localization technology, a problem with this method is standing out, which is it takes great expenses in fingerprint collection. Recently, a few studies proposed some methods to alleviate this problem. However, the accuracy of the existing method is relatively low under some scenarios such as wide field of vision. In this paper, we propose a novel automatic visual fingerprinting (AVF) method for an indoor visual localization system. We consider the performance of AVF greatly hinges on visual odometry (VO) and ego-motion estimation (EME) block, which are two different ways of estimating fingerprint coordinates. Since both visual odometry and ego-motion estimation model are inaccurate, we build the least square model by second-order cone programming (SOCP). Our SOCP-based method is proposed to deal with the serious cumulative error and the random error introduced by VO and EME model, respectively. The purpose of this paper is improving the accuracy of the database generated by the AVF method under wide field of vision scenarios. Although the time costs are relatively higher than our compared method, fortunately, it is only on the off-line stage. The simulation results show that our method can provide a reliable image-location database with the consumer-grade smartphone camera.
I. INTRODUCTION
In recent years, the trend of research on indoor localization technology is increasing. Different technologies such as WIFI, Bluetooth, UWB and not limited to their combinations bloom together [1] . With the help of various sensors carried on mobile electronic devices, a large mount of indoor location based services comes true. Some interested services are influencing people's daily behavior and habits, such as indoor security patrolling by autonomous vehicle [2] , localization and mapping in an indoor parking garage [3] .
Localization can be done in different ways, however, many of these methods can be clustered into one category [4] - [7] . The salient feature of this type is cite survey in certain scene before localization. It is also called off-line stage. One must collect signals, such as WIFI, RSSI, image in some prechosen locations in advance. These data processed by different training algorithms are called fingerprints. In a sense,
The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan. these fingerprints are the special expression of localization environment. Another important information paired with the current fingerprint is the coordinates of the location. Since this procedure must be repeated several times, even hundreds or thousands of times in larger scenes, it is quite both time and labor consuming. Even worse, once the scene changes dramatically, the procedure needs to be repeated.
To remedy this problem, researchers proposed some automatic fingerprinting methods for RSSI-based localization. In [8] , C. W. Luo et al. merge walking trajectory annotated with signal strength to derive a map of walking paths in indoor environment. In [9] by using crowdsourcing, augmented particle filtering, back propagation, A. Rai et al. make a calibration of the fingerprint location. M. Raspopoulos et al. adopt ray tracing tool for creation and maintenance of the radiomap in [10] , while J. Zhang et al. build a path loss model for fingerprint creation in [11] . V. Bianchi et al. propose a threshold algorithm based on reciever operating characteristic analysis to generate a RSSI-based fingerprinting approach for room-level localization in [12] . Y. C. Shu et al. build a gradient-based fingerprint map by comparing absolute stable RSSI values at nearby positions, and then run an online extended particle filter to localize the device, which is proposed as GIFT in [13] . These methods not only solve the problem of wireless fingerprint collection to a certain extent, but also provide many pioneering ideas for automatic visual fingerprinting method in the visual localization field. Similar to RSSI fingerprint based localization method, image fingerprint based localization method is also faced with the same problem [14] - [20] . Although various methods have been proposed previously in RSSI based localization field, None of these could be used directly in image based localization field. Furthermore, the current automatic visual fingerprinting method mainly relied on customized devices, and the method without these equipments suffers from poor performance in wide field of vision scenes. We will discuss the related works on this area in the next section.
When we analyze the relationship of visual odometry and ego motion estimation in a minimum error problem, we will consider the suitable model by using convex optimization. It is a significant part we need to cover in this section. Convex optimization has become a powerful tool for solving the optimization problems in many areas [21] . The Least-Squares and Second-Order Cone Programming are two widely known and used special subclasses of convex optimization. These tools are very suitable to deal with the localization problem, since many errors can be modeled as a minimum problem. When we find the minimum of the convex optimization problem, the minimum is a global minimum. This is a congenital advantage of convex optimization.
The rest of this paper is organized as follows. Some related works will be discussed in Section II. In Section III, we present the system model. In Section IV, we propose our AVF method step by step. Section V provides the simulation results and Section VI gives the conclusion.
II. RALATED WORKS
Since the main purpose of this paper is proposing a AVF method for visual localization system, first we need introduce some visual recognition and localization algorithms in order to validate the availability of the dataset generated by our proposed AVF method. Localization systems rely solely on visual localization can be divided into two categories. One is depending on Point Cloud generated by a series of images annotated with location information, while the other is with the help of image feature coordinates and epipolar geometry, meanwhile the need for image location information can not be escaped. The specific localization methods are different, however, most among them are fingerprinting based. We will review some representative examples in each, since we evaluated the availability of our proposed method by them. Then, the state-of-art AVF method that is used as our benchmark is expounded with more details.
A well-known image-based recognition algorithm is proposed by J. Z. Liang et al. in [7] . The core of this algorithm is actually weighted KNN, given a query image, k nearest neighbors can be ranked by similarity measure between the reference image and the query image, i.e. similarity between SURF features. The weight can be assigned by the matched number. With a prechosen threshold φ, the location of the query can be limited to the vicinity of the reference image location. This kind of recognition algorithm is very effective in narrow corridor-like scene. More details about this algorithm are discussed in Section III.
A famous class of visual localization algorithm using Point Clouds is PnP, such as EPnP [27] , ASPnP [28] , UPnP [29] , P3P [30] . With the location of the point and its corresponding feature in the query image, the location can be obtained by this kind of algorithm. Therefore, we use it to evaluate whether the location of point cloud generated by AVF database is accurate or not comparing with the state-of-art method. Among these algorithms, we select EPnP [27] as the evaluation criterion. It is a non-iterative solution to the PnP problem, whose computational complexity grows linearly with n. This method is applicable for all more than 4 points, it is more advantageous that it handles properly both planar and non-planar configurations. Hence, this method is suitable for most localization scenes with its advance performance.
One of the other class is actually first calculating the fundamental or essential matrix by using matched feature coordinates of corresponding images [31] , i.e. the query image and reference image. Then the relative orientation matrix and translation vector can be extracted by the SVD or QR decomposition. Therefore, we select ePnP and relative camera pose (RCP) as two evaluating algorithm to check the accuracy of our AVF database.
The core of this RCP method is how to estimate essential matrix, since it contains the relative orientation and location information in this matrix. An effective solution is proposed by D. Nister in [32] , when the matching pairs are completely correct and the feature coordinates are unbiased, the error of the algorithm is only introduced by the quantization error of computer and approximate error of the SVD iterative solution. In view of the superiority of this algorithm, we use it as the core module of the visual odometry (VO) block. The details will be discussed in Section IV-B.
Some researchers try to solve the problem of time and labor consuming fingerprinting by customed equipment. Researchers in [22] get the exact location information with the aid of two 2D laser range sensors (LRS), one camera and one orientation sensor (OS). For the sake of being portable, they make an ambulatory backpack mounted system. In order to prepare the image database, one must scan the interior building of interest with this customized equipment. Then 3D point cloud is triangulated by matching SIFT keypoint pairs. With these points one can locate himself by the proposed algorithm. In oder to allow researchers evaluating their approaches, R. Huitl et al. provide an extensive indoor dataset [23] . Their equipment is more professional with a custom-built mapping trolley, a horizontally mounted 190 • laser range scanner, a Ladybug3 panorama camera, six CCD cameras, two DSLR cameras. The idea is consistent with [22] , with the help of the expensive devices, the accuracy of the dataset is quite high. More details about this dataset will be discussed in Section V-E. Further we also use this dataset to validate the performance of our proposed method by indirect comparison.
It is a very challenging task to construct AVF database with simple equipment. In this topic, a state-of-the-art method is proposed by F. Vedadi et al. in [24] . Rather than [22] , [23] , the characteristic of [24] is its off-the-shelf hand-held consumer grade stereo camera. The proposed AVF is mainly built on four blocks, human motion model, visual ego-motion estimation, floor graph, and a Bayesian filter. The core idea is mapping visual ego-motion estimation as a measure equation, while the human motion model is constructing as motion equation. With the constraints of the floor graph, and a particle filter with modified weighting method, the system generates the 2D location of sampled frames, then maps it to the nearest neighbor coordinates with a certain distance apart. The generated AVF datasets can provide better accuracy under the narrow corridor-like scenes by a famous visual recognition algorithm [7] verified. In this paper we will compare with this pioneer method in a wide field of vision scenario, furthermore, the results will be tested by two wellknown fine localization algorithms.
The main contributions of this paper are in three folds: 1). A SOCP based AVF method is proposed in this paper. Compared to the manual labeling and the state-of-art AVF method, our method can provide a database with better accuracy than the state-of-art AVF method in wide field scene.
2). We validated the AVF database comparing to ML database by the prevailed recognition and localization algorithms thoroughly. By indirectly comparing with complete test-validation set of a famous public data set, the accuracy of our proposed AVF database is up to ML database.
3). The size of database can be reduced by up to half of the database generated by the state-of-art AVF method. The hardware we used in our method is only the consumergrade mobile smartphone, which is more widespread than stereo camera, moreover, we actually need only the smartphone camera without any other sensors, such as gyroscope, accelerometer. Thus, this will be more scalable in real applications.
III. SYSTEM MODEL
A brief illustration of the relationship among the query image, the AVF database and the visual localization algorithm is provided in Fig. 1 . In this figure, we show the difference of various localization algorithms under the narrow corridor scene and the wide field scene. On the premise of not increasing the capacity of reference database, the recognition algorithm has poor performance when the query location is far from the reference location in wide field scene. Therefore it is clear that in wide field scene recognition algorithm such as KNN is not enough to demonstrate the accuracy of the AVF database. It is necessary to introduce localization algorithm to verify the accuracy of AVF database.
The crucial point of AVF is actually labeling every frame of the video with an exact 2D or 3D location in the world coordinate system, which is captured while walking. As mentioned earlier, the main components of our proposed AVF are a visual odometry (VO) block, an ego-motion estimation (EME) block, a floor plan, and a SOCP based fusion block. A brief architecture diagram is provided, which is shown as Fig. 2 .
We consider the basic AVF infrastructure nearly the same as [24] . One will walk normally in the interested environment with a hand-held smartphone. Naturally, a human ego-motion model and a floor plan to predict and address the 3D motion of the person are needed. We will explain the ego-motion model and show how it is defined in Section IV-A. The floor plan is constructing by several line segments, these piece-wise lines can express the composition of a complex indoor environment. In addition, this floor plan is usually assumed to be known in indoor localization field, and this is feasible due to its ubiquitousness in real life. The floor plan of the experiment site will be shown in Section V-A. In the overall framework of AVF, the other motion estimating method is visual odometry, since the method proposed by [33] is impossible to produce more accurate localization labels when traveling near a straight line, and sometimes it cannot even work. An expectation based visual odometry algorithm is proposed, it is also bound up with the SOCP fusion block.
We will detailed it in Section IV-B. The core of our proposed AVF method is the SOCP fusion block. The core block fuses two motion estimation block output together, a location closer to the real value is obtained by solving the constructed SOCP problem. It will be deduced in Section IV-C.
IV. PROBLEM FORMULATION A. EGO-MOTION ESTIMATION
A set of trajectory data can be simulated by a reasonable and effective motion model. On the prerequisite of restricting the walking route and mode of movement, a human walking model under his most labor-saving mode is built. Some assumptions will be stated below first, then we give the model. First, the position of the mobile phone is composed of the position of a person and the three-dimensional random shaking of the hand when a person walks with a mobile phone videoing. Secondly, a man prefers to walk in his most laborsaving mode and the road is flat. Finally, in each step a man travels at an uniform speed. The work of a man in walking is the sum of the potential energy needed to improve the center of gravity of the human body and the kinetic energy needed for the movement of the body when ignoring the tiny hand shaking energy. The total work that pedestrian does per unit time is W t , the change of gravitational potential energy is W g , while that of kinetic energy is W k . The equation is
Assuming human leg length is l, one single stride length is s, the angle between the strided leg and the vertical direction is θ, height change in walking is h, the geometric relationship of the above parameters can be expressed as
we define stride frequency is f = v/s, where v is the walking speed per unit time. W g is
where human body quality is M , the acceleration of gravity is g. W k is
according to (1) , (3), (4), we have
When we set dW t /df = 0, we can obtain the minimum of W t with the variable f by
Normally, the length of human legs is about 0.8m, the acceleration of gravity is 9.8. Finally we calculated the step frequency f is 1.75 per unit time when a man is walking under his most labor-saving condition. The result calculated is similar to [34] , [35] . According to the total video time T v , the step num n = T v × f . Since the step length is subjecting to Gauss distribution with mean µ s and standard deviation σ s , a set of steps s = s j |j = 1, 2, . . . , n can be genereated. Further, we have a set of length traveling in unit timē s = {fs 1 , . . . , fs n } = {s t |t = 1, . . . , T v }.
Assuming the time slice between two consecutive video frame is δ t , the 3D hand shaking subjects to Gauss distribution with zero mean and standard deviation σ h , the hand position relative to the body subjects to this distribution can be obtain at every δ t , which is h x , h y , h z . The 3D coordinates of the camera at a certain sample time generated in jth unit time by EME model are expressed as
(7c)
B. VISUAL ODOMETRY
As stated before, the heart of this block is actually solving the Essential Matrix E with the corresponding image feature pairs [32] . Let q and q donate the homogeneous 3-vector of corresponding image points in the previous and current view, K is the inverse of the camera Intrinsic Matrix, we have
The essential matrix E is also defined as E ≡ [t] × R, where R is the relative rotation matrix and [t] × is
where t 1 , t 2 , t 3 is the elements of translation vector. In order to recover E, two well-known constraints are used as
Furthermore, with five corresponding image feature pairs, the relative orientation matrix and translation vector can be extracted from the nine elements of E. we assume the total image feature pairs numbers between two images are m, typically, we have m 5. Thus, we adopt a random selection with a certain sample threshold φ. While C 5 m <= φ, we use all the combinations of pairs, the probability of occurrence for each combination is p s = 1/C 5 m . When C 5 m > φ, we only sample φ combinations. Since these pairs have no correlations, the probability of a certain combination is
where p i is the occurrence probability of each pair in this combination. Especially, we can recover R and t from one single combination of five features. With this recovered R, t and the known inverse of camera intrinsic matrix K , the 3D point can be generated from each corresponding pairs with a reflection error. We use this reflection error as weight coefficient to reduce the probability of inaccurate combinations. Assuming the weight of one certain combination is w i , the weight of each pair is w i j , we have
Typically, the bigger the reflection error ε r is, the smaller the weight is. We have w j = 1/ε r . After normalization, we have the final weight w i of each combination. Therefore, the rotation matrix R, translation vector t of each sampled frame is weighted expectation respectively.
C. SOCP BASED FUSION ALGORITHM
For each sampled frame, we set the real value of 3D coordinates is x, the coordinates generated by VO block is c, the optimization problem can be modeled as
since the probability of each c can be calculated by equation (12) , the weight can be calculated by equation (13) and (14), the problem can be deformed as
the problem (16) can be remodeled as
where the new vector variable is t ∈ R k , this is a standard SOCP problem. The value of x will be influenced by VO results only in the optimization model (15) . By the inspiration of the basic idea of regularization, we introduce a second set of data generated by EME block instead of usual regularization item P 1/2 x 2 2 , where P = E U T U . Assuming the coordinates generated by EME block is b, the constraints given by the floor graph is u = {u x , u y , u z } and l = {l x , l y , l z }, which are the upper bound and lower bound of x, respectively. The optimization problem can be modeled as wheret ∈ R k ,t ∈ R k , p T V is the weight probability vector of VO block, p T E is the probability vector of EME block, α, β ∈ [0, 1] is a trade-off coefficient. By the mean of introducing α, β, we can prevent the final solution from excessively approaching the expectation of any dataset. We can determine α, β by probability model. Assuming
Typically, the VO block is influenced by the features in the interested area, when the feature is poor for localization, the expectation of VO output is deviating from EME block. In this situation, we have α → 0. Thus the SOCP fusion algorithm will not be influenced by poor visual feature in the interested areas. When b, c is close to each other, for the sake of simplicity we have β = 1 − α. When longer processing time is available, the optimal value of this coefficient can be found by greedy search algorithm. The final optimization model (18) is also a SOCP problem, hence, the optimum of the solution is a global optimum, and it can be solved efficiently by interior point algorithm.
V. SIMULATION RESULTS AND PERFORMANCE ANALYSIS A. ENVIRONMENT DESCRIPTION
The experiment is conducted at the third floor of Harbin Institute of Technology Student Center, the floor plan is shown in Fig. 3 , which contains 12 paths and 13 end points. The area is close to 700 m 2 . For manual labeling (ML) method, we collect the visual database at the blue points with an interval of 80cm and 120cm according to the floor patterns laid in the area, respectively. It only takes the advantage of the convenience of measurement for the coordinate of this point, and has no special meanings. First, 189 still images are shot at the blue points for ML method, secondly the paths along the blue points are the walking paths of our AVF and the compared AVF method [24] . The reason is we try to maintain the consistency of images captured in ML method and AVF method, by this way different localization results due to different features in the ML image and AVF image are avoided as far as possible. The red point is the origin of righthanded world coordinate system while the green crosses are the randomly selected test anchors. It should be noted that the test anchors are totally not in any reference image location.
B. DEVICE INSTRUCTION
Canon EOS 1300D camera is used as the equipment of ML method. The image token by this camera is with a solution of 1920 × 1280, which is a common resolution of electronic camera equipment, we take a total of 189 still images in our interested area. Another issue that should be referred to is we takes several hours to collect the images, it is important to emphasize that this disadvantage has been proposed in [24] , therefore we will not compare the exact time cost between the ML and AVF method in this paper.
Since the equipment [25] used in [24] is not available, we consider replacing it by common smart phone [26] . We fixed two Apple Iphone 6S on a horizontal bracket with a distance between them. The relative orientation and location of the two cameras can be obtained by stereo calibration. The video captured by Iphone 6S is with a solution of 1080×1920, at a rate of about 30 frames/s. Fig. 4 shows a few sampled frames extracted from the video during the experiment.
Unlike the test methods mentioned in [24] , we pay more attention to the results of test-validation, not only the testing anchor location is not in the set of ML or AVF dataset, but also the testing equipment is a third party. we use a Samsung Galaxy S9plus [38] smart phone for capturing the testing image at the random selected query anchor location. The image taken by this smartphone is with a solution of 2560 × 1440, which is the preset shooting resolution. 63 images are labeled as the query images set.
C. TESTING METHOD
We only use the well-known purely image-based localization algorithms to evaluate the proposed AVF database, the focus is not the algorithm itself. Accurately, the quality of the AVF database is the accuracy of every pieces in the database, compared to the ML database, which is generated by still image shooting. The evaluating method used in [24] is first applied to locate the nearest neighbor of the query image in ML and AVF database. Then we use the corresponding features between the query image and reference image to estimate the relative orientation and location in the indirect comparison with TumIndoor database [23] . Further, in order to reducing the error of matching phase, we use the nearest neighbor from the reference image database instead of modified KNN ranking method, since we know the exact location of the query image. It should be noted that for the two cameras used in AVF, we only use left camera image as our reference image. With the location of reference images and the decomposed relative location, we have the location of the query. This procedure is defined as fine localization. This algorithm proposed in [31] is denoted as RCP in this paper. It is introduced into Matlab R2016b combined with some optimization algorithms as a stereo method in the computer vision field.
The other form of fine localization is PnP algorithm, we use EPnP [27] in this paper. When applying this evaluating method, we do not compare our AVF method with ML again, but only with the state-of-art AVF method. After matching the left camera reference image, we need find the common image features among two camera images and query image, then 3D points are triangulated by the left camera and right camera features [31] . Finally with the 3D points and the corresponding features in the query image, the location of the query image can be calculated by EPnP.
According to [24] , the higher frame rate is used, the more accurate is the result of the AVF method. In this paper we focus on evaluating the best performance of the proposed AVF method relative to the performance of ML method. The frame rate we set is 15 frames per second. We believe this is within the scope of practicability.
D. SIMULATION RESULTS
A set of videos is recorded while the tester is walking normally on the 12 preset paths in the test floor plan. Table 1 shows a summary of video duration versus process time by our SOCP based method and the state-of-art particle filter based method, which is donates as T R , T P p , and T P s respectively. In order to evaluate the practicability of AVF method, similar to [24] , we introduce the ratio η = T P /T R to describe the availability, η p and η s is the availability ratio of [24] and our proposed method. Although the ratio of our method is nearly 30 times than that of particle filter based method, this process occurs in the off-line phase of visual localization system. When the frame sample rate is reduced to 5 frames per second, the processing time will be further reduced to 10 times the recording time. Generally, the recording time of the 700 m 2 test areas is about 3 minutes, when other interested area is 10 times than our test area, simply assuming that the recording time is 30 minutes, the processing time at 5 frames per second will take 5 hours. 5 shows the CDF localization error with ML, the stateof-art AVF, and our proposed AVF method by the RCP algorithm verified. Actually, the core of the state-of-art AVF method is particle filter, hence we donate the method as AVF-PF. While the core of our AVF method is SOCP, we donate the method as AVF-SOCP in the simulation figures. Fig. 6 shows the CDF localization error with AVF-PF method and our proposed AVF-SOCP method. We can see that our method outperforms [24] verified by the stereo localization RCP and EPnP algorithms. The mean error localized by RCP is slightly larger than that by EPnP. One reason is EPnP is better than RCP, the other is we only use the left camera dataset, while EPnP use both left and right camera datasets. Specially, our method establishes a more accurate motion model than [24] . The 2D mean-zero motion model has a poor performance, due to a lot of vertical shaking interference are not captured by this solution. Also, we can see the AVF method still has certain space for accuracy improvement while comparing to ML method. Fig. 7 and Fig. 8 show the maximum, minimum, standard deviation and mean error under different trade-off coefficient α by RCP and EPnP respectively. Since we cannot determine which model fused by SOCP is with greater error when VO block is working normally, the curves in Fig. 7 and Fig. 8 are stochastic fluctuating with respect to the trade-off coefficient α. As far as the mean localization error obtained by the two algorithms are concerned, the value under different α is not fluctuating greatly. We can conclude that the coefficent will approaching a single model when such model is using more equipments to increase the accuracy, i.e. EME model is equipped with electronic pedometer, laser range scanner is applied to VO model.
We also compare the localization result by modified KNN used in [24] . The KNN threshold is set to 30. The mean localization error is 1.78m, 1.99m, and 1.89m by using ML, AVF-PF, and AVF-SOCP database, respectively. 
E. TUMINDOOR DATASET
As mentioned earlier, TumIndoor dataset is built on customized devices, this is the reason we validate our AVF method without this dataset. The main purpose of this dataset is contributing to the research community for facilitating an objective comparison of different localization algorithm. Therefore, we can use the dataset to verify the localization algorithm, i.e. RCP and EPnP. In this way, the effectiveness of our proposed AVF method is indirectly verified through the performance of the same algorithm on different data sets. We use TumIndoor 1st Floor dataset as test benchmark. This dataset provides the richest features with 3146 DLSR images, a 59.7M points cloud, and 42×6 query images, which present 42 test anchors, at each anchor six images are taken. We select the first images as our queries in every 6 ones. Especially, the 42 testing anchors are image snaps off the reference image track. Although this dataset provides 3D points cloud with location information, it is lack of descriptive information of each point. We use SURF descriptor to indentify each point in our simulation. Another point should be noted is DLSR camera pose of TumIndoor 1st floor approximates fisheye camera, while in our experiment two iphone cameras are fixed like human eyes. Hence the 3D points cloud in TumIndoor is generated by two consecutive images of one camera, while the ones is generated by two neighbor images of two cameras in previous sample time slice. Table 2 shows the accuracy of RCP and ePnP localization algorithms on our dataset versus TumIndoor datasets. Some remarks should be noted regarding Table 2. 1) Tum1 is short for the 1st floor of the TUM site [23] , HITSC is our experiment site for comparing our proposed AVF to the state-of-art AVF method, which is short for Harbin Institute of Technology Student Center.
2) ML represents the manual labeling method. AVF-SOCP donates the database is generated by our proposed method, the core of this method is typically SOCP. AVF-PF is short for our compared method, the core of this method is Particle Filter comparing to our method.
3) The localization algorithm RCP [31] and EPnP [27] is used in all the datasets. Due to not using the point cloud in the original dataset, the mean localization results of EPnP is slightly worse than RCP. Limited by the performance of simulation computer, we cannot generate the whole point cloud with feature tags, i.e. SURF. We use the matched image with its previous or next neighbor image to generate a few piece of point cloud. The common feature is including the query image. By taking advantage of these limited points and features in query image, the location of query can be solved by EPnP.
VI. CONCLUSION
In this paper, we propose a SOCP based method for automatic visual fingerprinting (AVF) in indoor localization system, which is a more convenient way compared to manual labeling (ML), as well as a low-cost way compared to using customized equipment. During a man is walking through the interested areas, the fingerprint has been collected. The proposed method fused a visual odometry model with an ego-motion estimation model by establishing a SOCP convex optimization problem with the floor plan constraints. By solving the problem, the optimum value of the variable can alleviate the accumulative error and random error introduced by visual odometry (VO) block and ego-motion estimation (EME) block, respectively. We choose a floor with an area of nearly 700 m 2 as the experiment site, which contains a few scenes with wider view of vision in particular. Several hours are used to collect still images and spotting its position by manual labeling (ML), while it only takes more than 3 minutes by automatic visual fingerprinting (AVF). This means that once the accuracy of the database generated by AVF is similar to that generated by ML, AVF will become the mainstream visual database generation method. Compared with manual labeling (ML) and the stateof-art AVF method, our method can provide enough accuracy for fingerprinting-based localization by two different stereo localization algorithm verified, especially when the experiment scene is more common. The simulation results are achieved entirely by test-validation rather than crossvalidation. In addition, a famous indoor dataset is applied to indirectly verify the performance of AVF method. Therefore, our proposed AVF method can provide more reliable fingerprint database within acceptable training time range.
