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Abstract
We present a numerical method for branch switching between ho-
moclinic orbits to equilibria of ODEs computed via numerical continu-
ation. Starting from a 1-homoclinic orbit our method allows us to find
and follow an N -homoclinic orbit, for any N > 1 (if it exists nearby).
This scheme is based on Lin’s method and it is robust and reliable.
The method is implemented in AUTO/HomCont. A system of
ordinary differential equations introduced by Sandstede featuring in-
clination and orbit flip bifurcations and homoclinic-doubling cascades,
is used as a test bed for the algorithm. It is also successfully applied
to reliably find multi-hump travelling wave solutions in the FitzHugh-
Nagumo nerve-axon equations and in a 4th-order Hamiltonian system
arising as a model for water waves.
1 Introduction
Homoclinic orbits are the key to understanding the dynamics of many sys-
tems; see for instance (Gaspard et. al. 1993) and the examples in Section 4.
Once a first numerical approximation to a homoclinic is known, it can then
be followed with the software HomCont (Champneys and Kuznetsov 1994,
Champneys et. al. 1996), which is part of the package AUTO (Doedel et.
al. 1997, Doedel et. al. 2001). Often there are many other homoclinic orbits
near a given homoclinic orbit and it is, therefore, highly desirable to ‘switch’
from one homoclinic orbit to another and then follow the new homoclinic
orbit. The key problem here is to find a good approximation of the new
homoclinic orbit from information on the old homoclinic orbit.
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In this paper we present a numerical method for branch switching that
allows one to switch from a 1-homoclinic orbit to a nearby N -homoclinic or-
bit if it exists there. Here, an N -homoclinic orbit is one that passes near the
equilibrium (n−1) times before closing up. Previous methods for computing
N -homoclinic orbits have typically either used a shooting strategy (see for
instance (Champneys and Spence 1993)) or have switched indirectly using
intermediate periodic orbits (Kuznetsov et. al. 2000, Oldeman et. al. 2000).
An exception to this is the work of (Sandstede et. al. 1997) where, close to
an orbit flip bifurcation in a reversible system, N -homoclinic orbits are con-
structed directly. Our approach is along similar lines to this latter work, but
does not require any a priori knowledge or the computation of any additional
periodic orbits.
The theoretical basis of our technique is Lin’s method (Lin 1990, Sandstede
1993, Yew 1999), also known as the HLS (Hale-Lin-Sandstede or Homoclinic
Lyapunov-Schmidt) method. It is an analytic technique for defining bifurca-
tion equations close to heteroclinic connections in systems of ODEs. Lin’s
method uses the concept of the adjoint to the heteroclinic orbit at well-defined
Poincare´ sections in order to construct generalized nearby orbits with gaps
in a lower dimensional space. Zeros of appropriately defined algebraic equa-
tions in this reduced space correspond to solutions close to the unperturbed
heteroclinic orbit. In that way it is akin to Lyapunov-Schmidt reduction.
Our method switches from a 1-homoclinic to an N -homoclinic orbit by
successively opening and then closing a sequence of Lin-gaps. It is fully
implemented in the HomCont toolbox of AUTO and it will be included
in a release of AUTO2000. Out method appears to be very robust and can
be used to find any homoclinic orbit required, including cases with multiple
N -homoclinic orbits. This is demonstrated close to certain codimension-
two homoclinic bifurcations, called orbit flip and inclination flip bifurcations,
which are known to result in the existence of either a single 2-homoclinic
orbit or a fan of N -homoclinic orbits depending on certain open conditions
(Sandstede 1993, Kisaka et. al. 1993a, Kisaka et. al. 1993b, Naudot 1996,
Homburg et. al. 1994). We also apply our method to Shil’nikov-type N -
homoclinic orbits to a saddle-focus (Shil’nikov 1969, Belyakov and Shil’nikov
1990), and (at a lower codimension) to the important class of Hamiltonian
or reversible systems (Champneys and Groves 1997, Sandstede et. al. 1997,
Champneys 1998, Champneys 1999, Peletier and Troy 2001).
The organisation of this paper is as follows. In Section 2 we describe
Lin’s method in detail and explain how we use it in our algorithm. Section 3
describes the implementation in AUTO/HomCont and illustrates it with
computations near inclination flip and orbit flip bifurcations in Sandstede’s
model. In Section 4 we show how the method works for two applications,
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namely travelling wave ODEs of the FitzHugh-Nagumo equations and a 5th
order Korteweg-De Vries model. We draw conclusions and point to future
research in Section 5.
2 Homoclinic branch switching
In this section we begin with a brief presentation of Lin’s method applied to
homoclinic orbits. It is used to set up a boundary-value problem for a trun-
cated homoclinic orbit, which is suitable for use in a numerical implemen-
tation. We then describe our new algorithm to switch from a 1-homoclinic
orbit to an N -homoclinic orbit within such a framework.
2.1 Lin’s method
Our treatment closely follows that in Yew (1999), except that we restrict
attention to homoclinic orbits rather than starting from a more general chain
of heteroclinic orbits. Thus the notation here is somewhat simpler.
Suppose that we have an ODE system
x˙ = f(x, ν), where (x, ν) ∈ Rn × V (0 ∈ V ⊂ Rp) (1)
and that f is a sufficiently smooth function. We assume that p is a hyperbolic
equilibrium for all ν ∈ V , and that, at ν = 0, the system (1) admits a non-
degenerate homoclinic orbit h(t) connecting p to itself. This means that
limt→±∞ h(t) = p and that Th(0)W
u(p) ∩ Th(0)W s(p) = span{h˙(0)}. The
orbit h(·) is referred to as the primary homoclinic orbit. Without loss of
generality, we may suppose that H = h(0) is a point in the orbit h(t) with
maximal Euclidean distance from p. If necessary, perform a time-shift along
the homoclinic orbit.
Let Σ be a codimension-one section perpendicular to the orbit h(t) at H .
Define
Z = [THW
u(p) ∩ THW s(p)]⊥ = span{Ψ},
where, due to non-degeneracy of h, Z is one-dimensional and we choose Ψ to
be a normalised vector of length 1. Note that by construction Ψ ∈ Σ. The
vector Ψ has a natural definition in terms of the adjoint variational equation
w˙(t) = −[Dxf(h(t), 0)]∗w(t), (2)
which has a unique (up to constant multiples) bounded solution ψ(t), satis-
fying ψ(0) = Ψ. Moreover, ψ(t) ⊥ (Th(t)W u(p) ∪ Th(t)W s(p)) for all t.
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When ν 6= 0 and small, in general we would not expect the homoclinic
orbit to persist, since it is of codimension-one. However, there exist unique
functions {q±(t, ν)} satisfying

q+(·, ν) : [0,∞)→ Rn ; q−(·, ν) : (−∞, 0]→ Rn
q˙± = f(q±, ν)
q+(t, ν) ∈W s(p) ; q−(t, ν) ∈W u(p)
q± are smooth with respect to ν
q±(·, 0) = h(·)
q±(0, ν) ∈ Σ, that is, 〈q±j (0, ν)−H, H˙〉 = 0 (H˙ = h˙(0))
q−(0, ν)− q+(0, ν) = ε∞(ν)Ψ ∈ Z
d
dµ
ε∞|ν=0 =
∫
∞
−∞
〈ψ(t), Dxf(h(t), 0)〉dt.
In other words, for each sufficiently small ν there exist unique piecewise-
smooth solutions lying in the stable and unstable manifolds of the equilibrium
p, such that the discontinuity (Lin-gap) is restricted to lie in a particular
direction (namely in Z = span{Ψ}) in the transverse section Σ. This is
illustrated in Figure 1(a). It can also be shown that the adjoint equation
w˙(t) = −[Dxf(q±(t, ν), ν)]∗w(t), that is, the perturbed version of (2), pos-
sesses a unique bounded solution ϕ(t, µ)(t ∈ R), such that ϕ(·, 0) = ψ(·) and
ϕ(0, ν) spans a one-dimensional subspace Z(ν) in Σ, where Z(0) = Z.
The main idea we use here is that, near h, we can construct an approxi-
mation of an N -homoclinic orbit with N Lin-gaps, where N ≥ 2 is a natural
number. Define u−0 (·, ν) = q−(·, ν) and u+N(·, ν) = q+(·, ν). Then for any
sequence T = {Tj}j=1,...,N−1 where |ν| is sufficiently small and the Tj ’s are
sufficiently large, there exists a unique sequence of functions {uj(t, ν)} for
j ∈ {1, . . . , N − 1}, which satisfy

uj(·, ν) : [0, Tj)→ Rn
u˙ = f(u, ν)
||uj(·, ν)− q±(·, ν)|| small in an appropriate function space
uj(0, ν) ∈ Σ, that is, 〈uj(0, ν)−H, H˙〉 = 0
uj(Tj , ν)− uj(0, ν) = εj(Tj , ν)ϕ(0, ν) ∈ Z(ν) (also for j = N).
(3)
This is illustrated in Figure 1(b). Moreover, the gap sizes can be expressed
as
εj(T, ν) = ε
∞
j (ν) + 〈ϕ(−Tj−1, ν), q+(Tj−1, ν)〉 −
〈ϕ(Tj, ν), q−(−Tj , ν)〉+Rj(T, ν).
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Figure 1: Lin’s method applied to the homoclinic orbit. q±(t, ν) is a per-
turbation of the homoclinic orbit h(t) for a nearby point in parameter space
ν. A dashed line is used for the trace of h(t) (a). At this specific point ν
in parameter space there exists a 2-homoclinic orbit, hence q±(t, ν) can be
continued to u1(t, ν) via u
′
1(t, ν) (b) and then forms a 2-homoclinic orbit to-
gether with q±(t, ν) (c). While this is done, the gaps ε0 and ε1 decrease to
zero.
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Estimates for the remainder term Rj(T, ν) and its derivatives with respect
to the parameter ν and the return-times Tj are given in Sandstede (1993).
A sequence of functions uj where all Lin-gaps are closed, that is, all εi
are zero is an N -homoclinic orbit; see Figure 1(c). In other words, the εi
are test functions: they are regular smooth functions of a suitably defined
boundary-value problem, whose zeros define the phenomena of interest.
In Sections 2.3 and 2.4 we show precisely how to use the parameters ν,
the gap sizes εi and times Ti in a continuation strategy that can switch from
a 1-homoclinic to an N -homoclinic orbit. First we explain how to define
well-posed boundary-value problems which provide the numerical framework
in which such a strategy can operate.
2.2 The truncated boundary-value problem
The method so far has been presented in an abstract analytical setting. In
order to compute homoclinic orbits numerically one must somehow approx-
imate the orbits that are defined on an infinite time interval. A natural
way to do this is to truncate to some (large) finite interval and apply correct
asymptotic boundary conditions (de Hoog and Weiss 1980, Lentini and Keller
1980, Beyn 1990, Friedman and Doedel 1993, Demmel et. al. 2000). The ap-
proximation of h(t) is defined by truncation to a finite interval [−T0, TN ],
where the right- and left-hand end points are defined by projection boundary
conditions
Ls(p, ν)(h(−T0)− p) = 0, Lu(p, ν)(h(TN )− p) = 0, (4)
for suitably chosen positive values of T0 and TN . Here Ls and Lu are linear
projection mappings onto the k-dimensional stable and (n− k)-dimensional
unstable eigenspaces, respectively, of the equilibrium p. We can do the same
to q±(t), that is, we define
Ls(p, ν)(q
−(−T0)− p) = 0, Lu(p, ν)(q+(TN )− p) = 0. (5)
Due to hyperbolicity, (4) and (5) each give n boundary conditions. Physically,
Ls and Lu are matrices whose columns span the appropriate eigenspaces of
DTx f(p).
We now extend the definition of {uj}, where the individual uj are defined
either as in (3) or as follows:
u0 = q
+, uN = q
−
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and
uj [0, TN ] = q
+[0, TN ]
uj[TN , TN + T0] = q
−[−T0, 0] and Tj = T0 + TN
for j = 1, . . . , N − 1. Note that in this case, the uj are discontinuous at
t = TN . Fortunately, this discontinuity is small as TN → ∞ and, hence,
provided TN is sufficiently large, these discontinuous trajectories will be good
starting positions for the numerical continuation of continuous trajectories.
Now we have all the ingredients necessary to write down a boundary-value
problem (BVP) for a numerical implementation of Lin’s method, which is an
analytical rigorous theory. They are summarized as follows:

f(p, ν) = 0, (6a)
u˙j(t)− f(uj(t), ν) = 0, j = 0, . . . , N , (6b)
Ls(p, ν)(u0(−T0)− p) = 0, (6c)
Lu(p, ν)(uN(TN)− p) = 0, (6d)
〈uj(0)−H, H˙〉 = 0, j = 1, . . . , N , (6e)
uj−1(Tj)− uj(0)− εjϕ(0, ν) = 0, j = 1, . . . , N . (6f)
If the equilibrium p is fixed, then the ODE (6b) is (N +1)n-dimensional, and
we have k + (n − k) + N +Nn = N + (N + 1)n boundary conditions from
(6c)–(6f). This means that we need (N +(N +1)n)− ((N +1)n)+1 = N +1
free parameters to define a well-posed continuation problem. If p is not
fixed, equation (6a) defines n extra problem dimensions, for which we can
compensate by also continuing in the n coordinates of p.
For the specific algorithmic strategy for performing branch switching
based on parameter continuation of solutions to (6a)–(6f) we now distinguish
between the cases N = 2 and N > 2.
2.3 One-to-two homoclinic branch switching
In this section we describe Algorithm 1 which can be used to switch from
a 1-homoclinic to a 2-homoclinic orbit. It is illustrated in Figure 2. First
we concatenate 2 approximations of the primary 1-homoclinic orbit, thereby
creating the 3 pieces u0, u1 and u2; see Figure 2(a).
Then we use a numerical continuation strategy to compute each uj as
a solution of a 2-point boundary-value problem. Here N = 2 and, hence,
we have two boundary conditions involving the Poincare´ section Σ (6e) and
2n boundary conditions for the two Lin-gaps (6f). Adding the n projection
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Figure 2: 1→2 homoclinic branch switching: Two copies of a 1-homoclinic
orbit with the time T1 and the gap ε1 = 0 (a) are continued in ν2, T1, ε1,
so that T1 decreases and ε1 6= 0 (b). Continuing now in ν1, ν2 and ε1 closes
the gap, that is, leads to ε1 = 0, which corresponds to a 2-homoclinic orbit
(c). Data in this figure is obtained using Sandstede’s model described in
Section 3; here d =
√
x2 + y2 + z2.
boundary conditions (6c) and (6d) for the stable and unstable manifolds near
the saddle point gives a total of 3n+ 2. The phase space is 3n-dimensional,
hence we need 3 free parameters to define a regular continuation problem.
The first step (a) is to continue in the parameter ν2, the gap ǫ1 and
the time T1, while decreasing T1, until ǫ1 is large enough or T1 is small
enough. This is subject to user-defined tolerances εt and Tt, say, which one
uses to avoid converging back to the two copies of the 1-homoclinic orbit.
For illustrative purposes the case depicted in Figure 2(b) has ε1 larger than
strictly necessary.
Note that we only open one gap, that is, the gap corresponding to ε1, and
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never open the gap ε0, as this is sufficient to find a 2-homoclinic orbit. We
can now close the gap ε1 while fixing the time T1. This ensures that our final
continuation step (b) in ν1, ν2 and ε1 reaches the 2-homoclinic orbit rather
than two copies of the 1-homoclinic orbit when ε1 = 0; see Figure 2(c). Since
all gap sizes are zero at such a point, the concatenation of u0, u1 and u2 is a
well-defined 2-homoclinic orbit.
The technique for 1→2 homoclinic branch switching is written in pseudo-
code as Algorithm 1. Here concatenate and split(h, t, 2) denotes the trans-
formation of h into a data structure containing 2 copies of h. Similarly,
concatenate((u, T )) combines them back into an 2-homoclinic orbit, which is
only possible when all gap sizes are zero.
Algorithm 1 (1→2 homoclinic branch switching)
Input: A numerical homoclinic orbit (h, t) at ν = (ν1, ν2) = 0 and threshold
values Tt and εt. The parameter ν2 breaks the homoclinic orbit.
Output: A numerical 2-homoclinic orbit (h′, t′) at ν ′ = (ν ′1, ν
′
2).
(u, T ) = {u0, u1, u2}, {T0, T1, T2} ← concatenate and split(h, t, 2)
ε1 ≡ u2(0)− u1(1)
repeat {step (a)}
continue(u, T1, ν2, ε1; T1 decreasing)
until ε1 > εt and T1 < Tt
repeat {step (b)}
continue(u, ε1, ν1, ν2; |ε1| decreasing)
until ε1 = 0
(h′, t′)←concatenate((u, T ))
A detailed description of the implementation of the algorithm that was
used to compute Figure 2 follows in Section 3.3. This particular example
illustrates branch switching near an orbit flip in Sandstede’s model as intro-
duced in Section 3.2.
2.4 General one-to-N homoclinic branch switching
In this section we describe the more general Algorithm 2 for switching from
a 1-homoclinic to an N-homoclinic orbit. We illustrate this for N = 3 in Fig-
ure 3. Extending the situation for N = 2, we concatenate N approximations
of the 1-homoclinic orbit, now creating the N + 1 pieces u0, . . . , uN ; see Fig-
ure 3(a). As explained in Section 2.2 we now need N + 1 free parameters
to define a regular continuation problem in the n(N + 1)-dimensional phase
space.
9
00.5
1
0 50 100
(a)
d
t
T0 ✲✛ T1 ✲✛ T2 ✲✛ T3 ✲✛
ε0 = 0 ε1 = 0 ε2 = 0
0
0.5
1
0 50 100
(b)
d
t
T0 ✲✛ T1✲✛ T2 ✲✛ T3 ✲✛
ε0 = 0 ε1 6= 0 ε2 6= 0
0
0.5
1
0 50 100
(c)
d
t
T0 ✲✛ T1✲✛ T2 ✲✛ T3 ✲✛
ε0 = 0 ε1 = 0 ε2 6= 0
0
0.5
1
0 50 100
(d)
d
t
T0 ✲✛ T1✲✛ T2 ✲✛ T3 ✲✛
ε0 = 0 ε1 = 0 ε2 = 0
0
0.5
1
0 50 100
(e)
d
t
T0 ✲✛ T1✲✛ T2 ✲✛ T3 ✲✛
ε0 = 0 ε1 = 0 ε2 = 0
Figure 3: 1→3 homoclinic branch switching obtained similarly to Figure 2:
Three copies of a 1-homoclinic orbit with the time T1 and the gap ε1 = 0
(a) are continued in ν2, T1, ε1, ε2, so that T1 decreases and ε1, ε2 6= 0 (b).
Continuing now in ν1, ν2, ε1 and ε2 closes the gap ε1, which corresponds to
a 2-homoclinic orbit (c) followed by a broken 1-homoclinic orbit. The last
step closes ε2, while continuing in ν1, ν2, T2 and ε2 to obtain two different
3-homoclinic orbits (d) and (e).
10
In the first step (a) these parameters are ν2, T1 and εj for 1 ≤ j ≤ N − 1,
that is, all parameters from the N = 2 case plus N − 2 extra gaps. Thus,
continuing until ε1 is large enough gives a situation like in Figure 3(b), where
all Lin-gaps are open except for ε0 = 0. (It can again be kept closed during
branch switching). Note that, while we included extra gaps, we have not
included extra times Tj , j > 1 among the free parameters. Continuing in
more than one ‘large time’, that is, times of the order T0 + TN , would give
convergence problems, essentially because the linearized problem is highly
insensitive to each large Tj , compared with the εj’s. (The sensitivity of the
null space with respect to each large time is exponentially small while it is
of order O(1) with respect to each gap εj.) Hence, there are step selection
problems if more than one large Tj is included as a free parameter.
Algorithm 2 (1→N homoclinic branch switching)
Input: A numerical homoclinic orbit (h, t) at ν = (ν1, ν2) = 0 and threshold
values εt and Tt. The parameter ν2 breaks the homoclinic orbit.
Output: A numerical N -homoclinic orbit (h′, t′) at ν = (ν1, ν2).
(u, T ) = {u0, . . . , uN}, {T0, . . . , TN} ← concatenate and split((h, t), N)
εi ≡ ui(0)− ui−1(1), i = 1, . . . , N
repeat {step (a)}
continue(u, T1, ν2, ε1...N−1, T1 decreasing)
until ε1...N−1 > εt and T1 < Tt
repeat {step (b)}
continue(u, ε1...N−1, |εi| decreasing)
until ε1...N−1 > εt and T1 < Tt
for i = 2 to N − 1 do {step (c)}
repeat {step (c.i)}
continue(u, εi...N−1, T2...i, ν1, ν2, Ti decreasing)
if εi = 0 then
report solution
end if
until Ti does not decrease anymore.
end for
(h′, t′)←concatenate(u, T )
In subsequent steps (b) and (c.i) we close the gaps one-by-one. First we
close the first gap ε1, by continuing in ν1, ν2 and εj for 1 ≤ j ≤ N − 1.
The result, such as in figure 3(c), is a concatenation of a 2-homoclinic orbit
and broken 1-homoclinic orbits. In further steps (c.i), where i ≥ 2 we fix all
εj , j < i corresponding to closed gaps and continue in ν1, ν2, the remaining
open εj, i ≤ j ≤ N−1 and Tj , 2 ≤ j ≤ i. In these steps, only the last time Ti
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is continued from a very large value. Each step closes εi and, therefore, we
have effectively found an (i + 1)-homoclinic orbit after steps (c). In certain
cases there may be more than one (i+ 1)-homoclinic orbit. This is reflected
by the existence of multiple zeros for εi as is illustrated in panels (d) and
(e) of Figure 3; see also Section 3.3.4. The fact that T2 is fixed defines
an approximately fixed curve in (ν1, ν2)-parameter space upon which we are
travelling in step (b) and all steps (c.i).
In pseudo-code the scheme for 1→N switching is in Algorithm 2. Note
that while this scheme has the advantage of actually finding additional ho-
moclinic orbits in intermediate steps, it is not the only possible way of closing
the gaps. In principle it is possible to close the gaps in any order using con-
tinuation in the appropriate times, gaps and parameters but this algorithm
does so in a systematic way. Also note that the broken 1-homoclinic orbits
we obtain in steps (a) and (b) will be identical, and all gap sizes εi, i > 1
must therefore be equal after these steps. However this does not affect the
end result.
In Section 3.3 we give a detailed numerical description of the implemen-
tation of the algorithm used to produce Figure 3, which illustrates branch
switching near an inclination flip in Sandstede’s model.
3 Implementation and illustration
After detailing the theory and algorithmic approach above, we explain here
how the method works in practice. Note that our technique is based on Lin’s
method, which is analytically rigorous. We do not develop additional theory
of the numerical method here, but demonstrate it with several examples. We
give a detailed account of the implementation within the software AUTO
(Doedel et. al. 1997). AUTO cannot continue discontinuous orbits natively.
Hence, we have to set up a special data structure to account for the inte-
rior boundary conditions. After describing these implementation details, we
shall then illustrate its use by presenting numerical results for a certain test
example due to Sandstede (1997).
3.1 Implementation in AUTO
All orbits in AUTO use the time interval [0,1]. Hence we need to rescale the
pieces of trajectory ui. Define xi(t) = ui(Tit). Then AUTO can continue
the system of pieces of trajectory ui as an n(N + 1)-dimensional two-point
boundary-value problem. Table 1 shows the initial layout, where we concate-
nate N copies of the approximated 1-homoclinic orbit. Then BVP (6a)–(6f)
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is transformed to the new time scale, that is, we consider:

f(p, ν) = 0,
x˙j(t)− Tjf(xj(t), ν) = 0, j = 0, . . . , N,
Ls(p, ν)(x0(0)− p) = 0,
Lu(p, ν)(xN (1)− p) = 0,
〈xj(0)− P,Q〉 = 0, j = 1, . . . , N,
xj−1(1)− xj(0)− εjR = 0, j = 1, . . . , N,
(7)
where P is initialized to H , Q is initialized to H˙ and R is initialized to Ψ.
Table 1: Initial data layout, where −T0 and TN denote the times of the
numerical homoclinic solution at the left- and right-hand boundary points
respectively. Note that the n− 1 internal pieces do not represent continuous
trajectories, but have small gaps between h(TN ) and h(−T0). The point
H = h(0) is the point furthest from the equilibrium on the homoclinic orbit.
t x0 x1 . . . xN−1 xN
0 h(−T0) H . . . H H
. . . . . . . .
. . h(TN) . . . h(TN ) .
. . h(−T0) . . . h(−T0) .
. . . . . . . .
1 H H . . . H h(TN )
Note that in this implementation, we assume that the Lin vector Ψ does
not vary for small ν, that is, Ψ := ϕ(0, 0) = ϕ(0, ν) = R. This simplifies
the computation a lot and is found to lead to no convergence or robustness
problems in our numerical calculations.
Apart from the actual orbit, space must be allocated to the additional
parameters {εj}j=1,...,N , {Tj}j=0,...,N , P , Q and R. At the beginning of each
step, P can be initialized to x0(1), because x0(1) ∈ Σ. Also, HomCont is
able to find the numerical solution of the adjoint for the primary 1-homoclinic
orbit h(t). Hence the Lin vector R = Ψ can be obtained from the computed
data.
As explained in Algorithm 1 and Algorithm 2 above, we need to im-
plement the procedures concatenate and split and concatenate to manipulate
the data structures. A homoclinic orbit in HomCont is represented at a de-
fined number NTST × NCOL of points, where NTST is the number of mesh
intervals and NCOL (typically NCOL = 4) denotes the number of so-called
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Gauss collocation points per mesh interval. The coordinates of the orbit are
given as mesh points for values of the rescaled time t, where 0 ≤ t ≤ 1, with
the additional property that the points at t = 0 and t = 1 are close to the
equilibrium along the stable and unstable linear eigenspaces, respectively.
The procedure concatenate and split transforms h(t) into the initial lay-
out given in Table 1. To do this we need to make sure that all meshes where-
upon the xi are defined are the same. Initially the three [0,1]-normalized
meshes corresponding to x0, any xi, i = 1, . . . , N −1 and xN are all different.
Hence we must merge these meshes and interpolate intermediate values. This
is the key ingredient of concatenate and split. When the data structure is in
the right format, we implement the boundary-value conditions given in (7)
into HomCont and the actual continuation can start.
After all gaps are closed we use the procedure concatenate which simply
appends all of the x0,...,N and returns a normal N-homoclinic orbit that can
be used for further continuation in AUTO and HomCont. This step is
simpler than concatenate and split since no remeshing is required.
3.2 Test examples
We have used Sandstede’s model (Sandstede 1997) as a test bed for our
method. It is a theoretical model that is explicitly constructed so that it
contains so-called inclination flip and orbit flip bifurcations, which involve
codimension-two homoclinic orbits to a real saddle. Under certain assump-
tions these bifurcations generate N -homoclinic orbits for all N and, since all
of the unfoldings of these bifurcations are known, they are ideal for testing
whether we are able to switch between homoclinic branches near these points.
The model is defined as:


(
x˙
y˙
)
=
(
ax+ by − ax2
bx+ ay − 3
2
bx2 − 3
2
axy
)
+ (µ˜− αz)∇C(x)
z˙ = cz + γxz + αβC(x) + µx,
(8)
where C(x) = x2(1 − x) − y2 = 0 defines a Cartesian leaf, which is an
algebraic expression for the basic 1-homoclinic orbit existing in this model.
For µ = µ˜ = 0, together with z = 0 this leaf is a solution curve. If also
a = 0, b = 1, then there is the explicit analytical solution
(x(t), y(t), z(t)) = (1−
(
1− et
1 + et
)2
, 4et
1− et
(1 + et)3
, 0),
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where a, b and c control the eigenvalues of the equilibrium 0, and they are
given by
λ1,2 = a±
√
b2 + 4µ˜2, λ3 = c.
We manipulate a, b and c such that one eigenvalue is positive and scaled to
1, and the other two, −λss and −λs are negative and −λss ≤ −λs < 0. In
what follows, we keep all these eigenvalues real.
For β = 0, µ and µ˜ unfold an orbit flip bifurcation and for β = 1, µ
and α unfold an inclination flip bifurcation. The parameter γ can be used to
control normal-form coefficients in various global bifurcations present in the
model, and it also serves as a non-degeneracy parameter.
(a) (b)
1
2
λss
λs
1 λss
λs
1 1
1
C
A
B
C
A
B
Figure 4: Eigenvalue regions corresponding to Figure 5 for different behaviour
of the inclination flip (a) and the orbit flip (b). The dots denote the values
(2,0.25) in panel (a) and (2,0.75) in panel (b), which correspond to the illus-
trations for (8) in Figures 2, 3 and 6–11.
We do not explain the geometry of inclination flip and orbit flip bifurca-
tions, but instead refer to (Homburg et. al. 1997, Kisaka et. al. 1993a, Kisaka
et. al. 1993b) for the inclination flip, and to (Sandstede 1993) for the orbit flip.
The unfoldings of inclination flip and orbit flip bifurcations are summarised
qualitatively in Figure 5. The cases A (no additional bifurcations), B (homo-
clinic doubling) andC (fan of manyN -homoclinic orbits, n-periodic orbits for
any n and chaos) depend on the eigenvalues at the equilibrium (the origin),
as given in Figure 4. For an overview of the fan depicted in Figure 5 and the
other possibilities for type C see (Homburg and Krauskopf 2000, Oldeman
et. al. 2000, Oldeman et. al. 2001).
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H1o H
1
t H
1
t
H2o
BH1o
1s 1s
1s2u
1s1u
1u
PD2
horseshoe-dyn
H4t
H2t
H1tH
1
o
SN 1
PD1
PD1
SN 1
η1
η2
CA
Figure 5: Codimension-two inclination flip and orbit flip bifurcation dia-
grams. There are three cases, A: no extra bifurcations, B: homoclinic dou-
bling and C: an infinite fan of bifurcating curves and horseshoe dynamics
(this is the case Cout). The notation is as follows: SN
n denotes a saddle-
node bifurcation of n-periodic orbits, PDn denotes a period-doubling of an
n-periodic orbit and Hnt/o denotes a homoclinic bifurcation of a twisted (t) or
orientable (o) N -homoclinic orbit.
Specifically we consider the bifurcations occurring at the dots in Figure 4:
first, the homoclinic-doubling bifurcation of type B occurring at an orbit flip
bifurcation for (λss, λs) = (2, 0.75). Next, we investigate the complicated fan
of bifurcations given by type C occurring at an inclination flip bifurcation
for (λss, λs) = (2, 0.25).
3.3 Illustration of the method
Let us first return to Figure 2 and explain the numerical details for the com-
putations that were applied to obtain the 2-homoclinic orbit. We consider the
orbit flip homoclinic-doubling bifurcation of type B at (λss, λs) = (2, 0.75);
the upper row of Table 2 gives the parameters of (8) that are used here.
Table 2: Parameter values of (8) used in the computations of Figures 2, 3
and 6–11.
Parameter a b c α β γ µ µ˜
Orbit flip −0.5
√
2.25− 4µ˜2 −0.75 1 0 1 free free
Inclination flip 0.375 0.625 −0.75 free 1 3 free 0
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✻
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Figure 6: Parameter space diagram for 1→2 homoclinic branch switching at
an orbit flip of type B in Sandstede’s model. The explicit values are given
in Table 3 and the corresponding solution graphs are in Figure 2.
Table 3: Parameter values for 1→2 homoclinic branch switching, as depicted
in the panels in Figure 2 and in parameter space in Figure 6.
panel µ µ˜ ε1 T1
a) 0 0 0 20
b) 0 0.0897912 -0.2 4.666717
c) 0.06814394 0.1503952 0 4.666717
An orbit flip exists for (µ, µ˜) = (0, 0) and hence (µ, µ˜) plays the role
of (ν1, ν2) here. Now also consider Figure 6 and Table 3. We start with 2
concatenated copies of the 1-homoclinic orbit in figure 2(a). Then, following
step (a) of Algorithm 1 we continue in µ˜, ε1 and T1 to arrive at the orbit
depicted in panel (b). For the threshold value we chose εt = 0.2 as is visible
from the gap size in this panel. In practice, this threshold value can be much
smaller but that would make the gaps invisible in the figures. Then, to close
this gap, we follow step (b), keeping T1 constant at 4.666717, and continue
in µ, µ˜ and ε1. When ε1 = 0, we have converged to the two-homoclinic orbit
in panel (c). Finally, after concatenation, this two-homoclinic orbit (LR in
the notation used below) was then continued in the two parameters µ and µ˜,
the result of which is shown in Figure 6.
Second, let us return to Figure 3 and consider switching from a 1-homoclinic
to a 3-homoclinic orbit at the complicated inclination flip of type C at
(λss, λs) = (2, 0.25). The parameters in (8) for this specific case are given in
the lower row of Table 2. The 1-homoclinic orbit can be continued in α and
µ so that an inclination flip occurs at (α, µ) = (0.07117736, 0). From here
on, ν1 corresponds to α− 0.07117736 and ν2 corresponds to µ.
The branch switching process is also illustrated in Figure 7 and Table 4.
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Figure 7: Parameter space diagram for 1→N homoclinic branch switching at
an inclination flip of type C. The explicit values are given in Tables 4 and 5
and the corresponding phase space diagrams are in Figures 3, 9, 10 and 11
Table 4: Parameter values for 1→3 homoclinic branch switching, as depicted
in the panels in Figure 3 and in parameter space in Figure 7.
panel α µ ε1 ε2 T1 T2
a) 0.07117736 0 0 0 40 40
b) 0.07117736 15.09041×10−3 0.2 0.07399750 10.21290 40
c) 0.2012851 6.172982×10−3 0 0.04189286 10.21290 40
d) 0.2012857 6.172970×10−3 0 0 10.21290 20.03895
e) 0.1685984 7.036245×10−3 0 0 10.21290 12.00375
In this case we start with 3 concatenated copies of the 1-homoclinic orbit in
figure 3(a). Following step (a) of Algorithm 2 we continue in µ, ε1, ε2 and
T1 to arrive at the orbit depicted in Figure 3(b). We again chose εt = 0.2 as
the threshold value. Note from this panel and Table 4 that the second gap ε2
is smaller. Then, step (b) specifies continuing in α, µ, ε1 and ε2, until ε1 = 0
while keeping T1 constant at 10.21290. Panel (c) then shows that we have
converged to a 2-homoclinic orbit followed by a broken 1-homoclinic orbit.
The last step (c.2) involves continuation in α, µ, T2 and ε2, again keeping
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T1 = 10.21290, to close the second gap. As specified in the algorithm, instead
of stopping at ε2 = 0 we let the continuation proceed and find another zero
and, hence, two different 3-homoclinic orbits, depicted in panels (d) and (e).
These can be encoded as LRL and LRR, respectively, for ‘Long Rapid Long’
and ‘Long Rapid Rapid’. We explain this notation in greater detail in the
next section.
3.4 Using symbolic information
A strength of our method for homoclinic branch switching is that no ex-
tra information is necessary, apart from having a primary homoclinic orbit.
However, if extra information on nearby N -homoclinic orbits is available then
it can be used to find a prespecified number of secondary homoclinic orbits
near the primary branch. We illustrate this now with the example of an
orbit flip or inclination flip bifurcation of type C. In fact, the different ho-
moclinic orbits can be distinguished by symbolic dynamics as we now briefly
introduce; see (Homburg 1996, Homburg and Krauskopf 2000) for more de-
tails. The two 3-homoclinic orbits in panels (d) and (e) of Figure 3 differ
in the time span between the humps and the closeness to the equilibrium
between these humps. We can code ‘L’ for ‘close to equilibrium’ and ‘R’ for
‘far from equilibrium’, or ‘L’ for long and ‘R’ for rapid. Thus, the codings for
these two 3-homoclinic orbits are LRL and LRR, respectively. Also note that
Figure 3(c) in effect shows a two-homoclinic orbit LR followed by a broken
one-homoclinic orbit with a Lin-gap. In the same way, the four-homoclinic
orbits LRRR and LRRL can be obtained from a three-homoclinic orbit LRR
followed by a broken one-homoclinic orbit. These symbolic sequences which
characterize homoclinic orbits can be organized as the symbolic tree in Fig-
ure 8. This tree provides a guide how to find a particular N -homoclinic orbit
in the continuation process.
We illustrate the tree with all types of N -homoclinic orbits for N =
1, . . . , 5 in Figures 9, 10 and 11. We use the same inclination flip bifurcation
as in Section 3.3 and keep T1 constant at 10.21290, as shown in parameter
space in Figure 7. The numerical values at which these orbits occur are given
in Table 5. Note that some of these orbits are located extremely closely
together in parameter space while still being far apart in phase space. This
is testimony to the robustness of the method.
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LRL   LRR
L
LR
LRRL   LRRR
LRRLR   LRRLL LRRRL   LRRRR
LRLL
LRLLL   LRLLR
Figure 8: The symbolic tree of homoclinic orbits.
Table 5: Numerical values for the orbits in Figures 9, 10 and 11. For each of
these orbits, T1 = 10.21290 and the constant parameters in (8) are given in
Table 2. A parameter space diagram is in figure 7.
orbit α µ T2 T3 T4
LR 0.2013050 6.172563×10−3
LRLL 0.2012851 6.172982×10−3 20.04104 18.94592
LRLLL 0.2012851 6.172983×10−3 20.04103 18.94804 18.94592
LRLLR 0.2012851 6.172984×10−3 20.03892 52.95275 10.21341
LRL 0.2012857 6.172970×10−3 20.03895
LRR 0.1685984 7.036245×10−3 12.00375
LRRLL 0.1685970 7.036292×10−3 12.00371 21.98738 11.18270
LRRLR 0.1685478 7.037897×10−3 12.00161 18.06557 17.26206
LRRL 0.1685472 7.037916×10−3 12.00158 18.05266
LRRR 0.1576327 7.422574×10−3 11.55656 12.48667
LRRRL 0.1575546 7.425547×10−3 11.55342 12.48003 17.04167
LRRRR 0.1519881 7.646237×10−3 11.32531 12.10559 12.64704
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Figure 9: The 1-, 2- and 3- homoclinic orbits L (a), LR (b), LRL (c), and LRR
(d). The parameter values for which these and the orbits in all subsequent
figures occur are in table 5. The two 3-homoclinic orbits LRL (c) and LRR
(d) were already in Figures 3(d) and (e).
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Figure 10: The 4-homoclinic orbits LRRR (a), LRRL (b), and LRLL (c).
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Figure 11: The 5-homoclinic orbits LRLLL (a), LRLLR (b), LRRLL (c),
LRRLR (d), LRRRL (e), and LRRRR (f).
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4 Applications
In this section we explore two examples which arise from applications: Shil’nikov
type N -homoclinic orbits in the FitzHugh-Nagumo nerve-axon equations,
and n-pulses obtained via a reversible orbit flip in a 5th order KdV model
for water waves (Champneys and Groves 1997). They demonstrate that our
method works for homoclinic orbits to equilibria with complex conjugate
eigenvalues and in the Hamiltonian setting.
4.1 The FitzHugh-Nagumo equations
The FitzHugh-Nagumo (FHN) equations (FitzHugh 1961, Nagumo et. al.
1962) are a simplified version of the Hodgkin-Huxley equations (Hodgkin
and Huxley 1952). They model nerve axon dynamics and are given by
ut = uxx− fa(u)− w
wt = ǫ(u− γw)
(9)
where
fa(u) = u(u− a)(u− 1)
Travelling wave solutions of the form (u, w)(x, t) = (u, w)(ξ), where ξ =
x+ ct are solutions of the following ODE system:
u˙ = v
v˙ = cv + fa(u) + w
w˙ =
ǫ
c
(u− γw)
(10)
In particular we consider solitary wave solutions of (9). These correspond to
orbits homoclinic to (u, v, w) = 0 in system (10). In our numerical example
we keep γ = 0. First we obtained a homoclinic orbit using a homotopy
technique (see Friedman et. al. (1994)) for the parameter values c = 0.21, a =
0.2, ǫ = 0.0025.
This 1-homoclinic orbit was then continued in the parameters c and a.
The 1-homoclinic orbit has a Belyakov bifurcation at (a, c) = (0.1318124,
0.2171656). This is a point where the saddle quality changes such that
Shil’nikov chaos ensues for lower values of a; see Champneys and Kuznetsov
(1994) and the references therein. For these parameter values the eigenvalues
corresponding to the hyperbolic equilibrium (u, v, w) = (0, 0, 0) are complex
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Figure 12: Bottom panel: a plot of ε1 as a function of T1 during our compu-
tation of Shil’nikov-type two-homoclinic orbits. Each zero corresponds to a
different orbit. Also shown are the orbits for: the first zero at T1 = 45.28849
(a), the second zero at T1 = 64.39213 (b), and the fifth zero at T1 = 124.8685
(c).
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Figure 13: Bottom: conjectured bifurcation diagram of homoclinic bifurca-
tion curves emerging from a Belyakov point for the Fitzhugh-Nagumo equa-
tions. When the orbits (a), (b) and (c) from Figure 12 are continued the
respective bifurcation curves fold back in parameter space while the orbits
transform into those in panels (a’), (b’) and (c’), respectively.
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conjugate, and we have a Shil’nikov-type homoclinic orbit. We stopped the
continuation at (a, c) = (0, 0.274218). Here the homoclinic orbit still corre-
sponds to a codimension-one bifurcation and is not particularly close to the
Belyakov point.
Note that the continuation strategy therefore is slightly different from
Algorithm 1 and Algorithm 2 above, because our starting point is of
codimension-one. To find higher order homoclinic orbits one can skip step
(b) in these algorithms and for steps (c) in Algorithm 2 one of the νi
parameters has to be substituted by T1. Also, theoretically the adjoint vector
is not well defined in the limits t → ±∞. Nevertheless, HomCont returns
a vector Ψ that can be successfully used to play the role of ‘Lin vector’ in
our computations.
Starting from this 1-homoclinic orbit we computed N -homoclinic orbits
by perturbing in the direction of the parameter c, that is by continuing in
the parameters ε1, T1 and c for decreasing T1 until we obtain no further
zeros of ε1. We immediately obtained many different 2-homoclinic orbits,
as is also predicted by the theory (Feroe 1981, Gaspard 1983, Kuznetsov
1998). The value of c was found to vary only in the 8th decimal place. The
results are shown in Figure 12 by a plot of ǫ1 versus T1, together with the
2-homoclinic orbits corresponding to the first (a), second (b) and fifth (c)
zero for increasing T1.
It is now possible to continue in two parameters the homoclinic orbits
in Figure 12 (a), (b) and (c) and this reveals an interesting structure near
the Belyakov point. The curve of the primary 1-homoclinic orbit loops back
reaching its minimum value of a at (a, c) = (−0.01466826, 0.2873521) and
returns close to the Belyakov point. In this process, the 1-homoclinic or-
bit is continuously transformed into a 2-homoclinic orbit; see Figure 13(a’).
This 2-homoclinic orbit in Figure 12(a) is indeed one that we found with
our branch-switching algorithm. The bifurcation curves of the orbits in Fig-
ure 12(b) and (c) similarly loop back reaching their minimal values of a at
(a, c) = (−0.009657518, 0.2825630) and (a, c) = (−0.01466827, 0.2873523),
respectively. On return towards the Belyakov point they are transformed
into the orbits depicted in Figure 13(b’) and (c’).
This short example shows how homoclinic branch switching can be used
to unravel complicated bifurcation structures in the FHN equations. The
results of our work are summarized by the sketch of the bifurcation diagram
in Figure 13. We stress that this bifurcation diagram is conjectural and diffi-
cult to depict numerically because all the bifurcation curves of N -homoclinic
orbits are numerically overlaid, tracing approximately the same curve in the
(a, c)-plane as the primary 1-homoclinic orbit. Because of convergence prob-
lems with AUTO our numerical results do not make clear whether the bi-
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furcation curves of the homoclinic orbits head back to the Belyakov point
or pass it closely, leading to new Belyakov points on these branches, as was
for example found in Kuznetsov et. al. (2000). Details of this bifurcation
structure remain a topic for further research.
4.2 Solitary wave solutions to a fifth-order two-
parameter model equation for water waves
In (Champneys and Groves 1997) the following water wave model was con-
sidered:
2
15
riv − br′′ + ar + 3
2
r2 − 1
2
(r′)2 + [rr′]′ = 0. (11)
It represents solitary-wave solutions r(x+ at), r → 0 as x→ ±∞ of the 5th
order PDE
rt +
2
15
rxxxx − brxxx + 3rrx + 2rxrxx + rrxxx = 0,
where a is the wave speed. The ODE corresponds to a Hamiltonian system
with Hamiltonian
H = −1
2
q31 −
1
2
aq21 + p1q2 −
1
2
bq22 +
15
4
p22 +
1
2
q22q1
and
q1 = r, q2 = r
′, p1 = − 2
15
r′′′ + br′ − rr′, p2 = 2
15
r′′.
System (11) is reversible under the transformation t 7→ −t, (q1, q2, p1, p2) 7→
(q1,−q2,−p1, p2). It exhibits an orbit flip for a reversible system. In Hamil-
tonian systems, homoclinic orbits are codimension-zero phenomena, and we
have to add an additional parameter λ that breaks the Hamiltonian structure
in this system, by introducing artificial friction. Thus, the actual system of
equations that is used for continuation is
x˙ = (λI + J)∇H(x),
where x = (q1, q2, p1, p2) and J is the usual skew symmetric matrix in R
4. It is
now possible to continue a homoclinic orbit in HomCont in two parameters
(λ and either a or b); see also Beyn (1990).
An explicit solution exists for a = 3/5(2b+ 1)(b− 2), b ≥ −1/2, and it is
given by
r(t) = 3(b+
1
2
)sech2
(
[
3
4
(2b+ 1)]1/2t
)
.
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Figure 14: Branch switching in a Hamiltonian system. Starting from the
reversible orbit flip bifurcation at b = bOF we continue in λ until T1 = 3.5, and
then find 2-homoclinic orbits both when decreasing b (a) and when increasing
b (b). Similarly one can find 3-homoclinic orbits (c) and (d), which exist at
almost the same points in parameter space.
For b > 2 (a > 0) this defines an orbit flip bifurcation. We used this solution
as a starting point for a = 3, b = bOF = (3+
√
65)/4. Then we perturbed the
orbit in εi, i ≥ 1, T1, b and λ, exactly as for the orbit flip in Section 3.2, where
now ν = (b, λ). We know from an analysis of the orbit flip in a Hamiltonian
system, that, in general there exists one N -homoclinic orbit for any N on
both sides of the orbit flip bifurcation, that is, for b > bOF and for b < bOF.
Note that in contrast to the non-reversible orbit flip bifurcations all of these
homoclinic orbits co-exist at any given point in an open set in the parameter
space (a, b) and must necessarily be located on the line λ = 0.
The strategy of our method is depicted in Figure 14. The first step
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Figure 15: The AUTO L2-norms of the orbits in Figure 14 plotted as a
function of b. The 1-homoclinic (e) and 2-homoclinic (f) orbits first become of
Shil’nikov-type at the Belyakov bifurcation at C1, and then both disappear at
the Hamiltonian Hopf bifurcation at C2. The 3-homoclinic orbit (g), on the
other hand, loops back and becomes a 2-homoclinic orbit (g’), approximating
two copies of the 1-homoclinic orbit on its way towards the Belyakov point
C1. The labels (a), (b), (c), and (d) indicate the locations of the respective
homoclinic orbits in Figure 14.
involves continuing in εi, i ≥ 1, T1 and λ. We stopped the continuation at
T1 = 3.5. In the next step we closed the gap corresponding to ε1 by continuing
in εi, i ≥ 1, b and λ, both for increasing b and for decreasing b. In this way,
we found 2-homoclinic orbits for the b-values 2.320513 and 3.080683, where
λ = 0 up to numerical tolerance. These are depicted in panels (a) and (b) of
Figure 14, respectively. A second gap ε2 can be closed by continuing in εi, i ≥
2, T2, b and λ, to find 3-homoclinic orbits at b = 2.319957 and b = 3.080876
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and λ = 0 for both cases; see Figure 14(c) and (d). This continuation step
involves a small loop in the (b, λ)-plane, which is approximately overlaid on
the curve defined by T1 = 3.5 within the solid parts depicted in Figure 14.
Once these new homoclinic orbits were found by branch switching we ex-
plored what happens to them as they are continued in b. The results are
depicted in Figure 15, where we plot the L2-norm as computed by AUTO
of the 1-, 2- and 3-homoclinic orbits versus b. The positions (a), (b), (c)
and (d) of Figure 14 are labelled. For increasing b nothing interesting seems
to happen. For decreasing b, all three orbits first undergo a Belyakov bi-
furcation at C1(b =
√
1.6 ≈ 1.26491), just like in the FitzHugh-Nagumo
system described in Section 4.1, where the eigenvalues of the equilibrium be-
come complex conjugate. The 1- and 2-homoclinic orbits then disappear at
C2(b = −
√
1.6 ≈ −1.26491), where the equilibrium goes through a Hamil-
tonian Hopf bifurcation and, hence, becomes non-hyperbolic. However, the
bifurcation curve of the 3-homoclinic orbit loops back at b = −1.099277
and appears to go back to the Belyakov point. In this process, the middle
hump lowers and the 3-homoclinic orbit is transformed into a 2-homoclinic
orbit, whose humps move apart so that it approximates two copies of the
1-homoclinic orbit near the Belyakov point, much like in the example in
Section 4.1.
Note that we aimed to find orbits for specific values of T1. In many other
situations it is desirable to find a certain N -homoclinic orbit at a specific
value of (a, b). In those cases a strategy like in Section 4.1 should be used.
Also note that in our branch switching technique we do not exploit any
symmetry, although it is straightforward to reformulate the method to make
this possible.
5 Conclusion
We presented a novel method for locating and obtaining an N -homoclinic
orbit nearby a 1-homoclinic orbit. No additional information is required,
except for a suspicion that a nearby N -homoclinic orbit may exist. Our
method is fully implemented in AUTO/HomCont and can be applied in a
variety of ways, as was illustrated in Section 4.
Our technique of direct branch switching is especially useful to obtain or-
bits which are difficult or cumbersome to get using previous indirect methods
such as those applied in (Oldeman et. al. 2001). For instance, a 3-homoclinic
orbit bifurcating from a saddle-type limit cycle is hard to find using those
indirect techniques, while it is straightforward to find using direct algorithm
switching as in Section 3.3. Furthermore, we have provided an algorithmic
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way of generating many N -homoclinic orbits when they exist, such as in
the example in Section 4.1, which has infinitely many Shil’nikov-type 2-pulse
orbits. This can be used as a starting point of an in-depth analysis of the
global structure of these 2-pulses, as was conducted for a different example
in (Kuznetsov et. al. 2000) where the initial 2-pulses were obtained by a
laborious method.
Moreover, with our technique one can effectively use symbolic information
to find specific N -homoclinic orbits, given that the qualitative structure of
the bifurcation is known. This was illustrated in Section 3.4 for an orbit
flip bifurcation of type C. Interesting additional work would be to compare
the numerical results we have obtained to analytical estimates by Sandstede
(1993), which are valid in a small neighborhood of the codimension-two point.
A final, specialized application of our method might be for specialists who
want to compute all N -pulse orbits to unveil the structure of the symbolic
sequences of these orbits as we touched upon in Section 3.4.
Further refinements to our method can be made by combining k-homoclinic
orbits and l-homoclinic orbits into k + l-homoclinic orbits. This can be es-
pecially useful for N -homoclinic orbits where N is large. However, even for
large N our present method, while not the most efficient, is sufficient to find
all these orbits and is ready for use in applications.
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