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Abstract
In this paper, submonoids and extensions of automatic and p-automatic monoids are studied.
The concept of a p-automatic monoid is a variant on the usual concept of an automatic monoid
designed to allow a geometric characterization analogous to the group case. In the case of
right cancellative monoids, the two concepts coincide. Here, we study rational submonoids of
(p-)automatic monoids, being able to show in many cases that (p-)automaticity is inherited.
Our sharpest results concern rational subgroups. Also, closure properties are established for
various notions of extensions of (p-)automatic monoids, including di7erent types of products,
ideal extensions, and Rees matrix constructions. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction and motivation
Automatic groups were introduced in [7] with great impact in both combinatorial
group theory and automata theory. The general idea was to de:ne a (large) class of
groups combining two di7erent approaches: automata-theoretic (the structure of such a
group should be fully encoded by :nitely many :nite state automata) and geometric
(the geometry of the Cayley graph should play a decisive role in the characterization
of such groups). The combination of both approaches led to an original and fruitful
theory that deepened the connection between two areas of mathematics that had shared
surprisingly little in the past. It should be said that these ideas were in<uenced by
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Gromov’s theory of hyperbolic groups [8], and subsequent developments, where
the geometry of the Cayley graph was used most e7ectively to produce beautiful
results.
The (automata-theoretic) de:nition of an automatic group was extended to monoids
in [2]. In [11], we introduced an apparently stronger de:nition of an automatic monoid.
Since we shall often quote previous work on automatic monoids, we decided to call our
own version a pre3x-automatic monoid (or p-automatic for short). One formulation
states that an automatic monoid is p-automatic if it has a pre:x-closed automatic struc-
ture; all automatic groups and even automatic right cancellative monoids were shown
to be p-automatic [11]. It is an important open question in the subject as to whether
all automatic monoids are p-automatic.
In [11], we showed that p-automatic monoids enjoy the various robustness conditions
of automatic monoids: closure under change of generators, etc.
The justi:cation for the notion of p-automaticity lies in its connection with the
geometry of a p-automatic monoid. Automatic groups are characterized by having a
rational combing which satis:es the fellow traveler property. In laymen’s terms, a
group G is automatic if and only if it has a rational set of normal forms such that
whenever two normal forms di7er in the group by multiplication by a generator, the
corresponding paths from 1 in the Cayley graph of G labeled by these normal forms
do not get too far apart.
We termed a monoid M to be of 3nite geometric type [11] if there is a uniform
bound on the number of edges entering any vertex of the Cayley graph of M for
some :nite set of generators. The main result of [11] shows that :nite geometric type
p-automatic monoids are characterized by the fellow traveler property plus a rationality
condition on the set of what we call con:gurations of the Cayley graph. This extra
degree of complication is a consequence of the low level of symmetry in the Cayley
graph of an arbitrary monoid. However, the overall picture can be very much simpli:ed
in the right cancellative setting where there are relatively few con:gurations and the
resulting geometric characterization is particularly pleasant.
Since we shall often quote previous work on automatic monoids, we decided to call
our own version pre3x-automatic, or p-automatic for short (the extra property involves
control over the pre:xes of the rational section). In the right cancellative
The purpose of this paper is two-fold. On the one hand we wish to provide the brand
new theory of p-automatic monoids with various closure results that are essential to
the construction of practical examples and give positive evidence of the generality of
the concept; some of these are adaptations of known results for automatic monoids,
others are also new at that level and provide answers to open problems in the theory.
On the other hand, we study rational submonoids of (p-)automatic monoids with the
goal of studying when such submonoids are (p-)automatic. One of the main results
is that the group of units of an automatic local monoid is automatic and that rational
subgroups of local monoids are automatic. The class of local monoids includes, but is
not limited to, right cancellative monoids and left cancellative monoids. The character-
ization of rational subgroups of (p-)automatic monoids makes use of geometric tools
that may develop new perspectives for a theory that has been, so far, mainly automata-
theoretic.
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2. Monoids and Cayley graphs
For unde:ned concepts and terminology the reader is referred to: [6,4] for semigroup
theory; [6,10] for automata theory; [7] for the geometry of Cayley graphs.
All monoids in this paper are assumed to be :nitely generated. Moreover, whenever
’ :A+→M is considered to be a (semigroup) homomorphism, it will be automatically
assumed that the alphabet A is :nite.
Let M be a monoid and let A be a :nite alphabet. Given a surjective semigroup
homomorphism ’ :A+→M , the Cayley graph ’ is the directed A-graph de:ned
by
V (’) =M ;
E(’) = {(x; a; y) ∈ M × A×M : y = x(a’)}:
Let A−1 denote a set of formal inverses of A and write LA=A∪A−1. The dualized
Cayley graph ’ is the directed LA-graph de:ned by
V (’) =M ;
E(’) = E(’) ∪ {(y; a−1; x) : (x; a; y) ∈ E(’)}:
Given x; y∈M , we denote by d’(x; y) the length of the shortest path in ’ connecting
x to y. It is immediate that d’ is a metric on M . If we endow ’ with the usual path
metric (which makes each edge isometric to the unit interval), then d’ is the restriction
of this metric to the vertex set.
Recall that if M is a monoid, then the group of units G(M) consists of the units of
M , that is, the elements u such that ux=1 and xu=1 for some x ∈ M . If H6G(M)
is a subgroup, then H acts on the left of M by left multiplication. The orbits under this
actions are called the left cosets of M , denoted H=M . We call |H=M | the left index of
H in M ; we should note that if one considers right cosets, the right index may very
well be di7erent from the left index.
Observe that if ’ :A+→M is surjective, then the left action of H on M
induces a well-de:ned action on ’. We denote the quotient graph, called the
relative Cayley graph, by ’(H) which is a metric space under the usual path
metric (which makes each edge isometric to a unit interval).
Explicitly,
V (’(H)) = H=M ;
E(’) = {(Hx; a; Hy) ∈ H=M × A× H=M : Hx(a’) = Hy}
∪{(Hy; a−1; Hx) ∈ H=M × A−1 × H=M : Hx(a’) = Hy}:
We now describe topologically the projection  :’→’(H).
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Lemma 2.1. Let p be a path starting at a vertex Hx of ’(H). Then there is a path
q in ’ starting at x such that q=p.
Proof. By induction, it suMces to handle the case when p is a single edge. Suppose
:rst that p=(Hx; a; Hy). Then x(a’)= hy with h ∈ H so (x; a; hy) is a lift of p to
x. If p=(Hx; a−1; Hy) then y(a’)= hx for some h∈H , whence x= h−1y(a’) and so
(x; a−1; h−1y) is a lift of p to x.
In the case where M is a group, the above lift must be unique, but in general this
need not be so.
A monoid M is said to be of 3nite geometric type (FGT) if it is :nitely generated
and, for every p∈M , there exists k ∈N such that the equation xp= q has at most k
solutions for every q∈M . It is for these types of monoids that we can characterize
(p)-automaticity (as well as rational subgroups) geometrically.
Proposition 2.2 (Silva and Steinberg [11; Proposition 2:1]). Given a 3nitely generated
monoid M, the following conditions are equivalent:
(i) M is FGT;
(ii) Given a surjective homomorphism ’ :A+→M , there exists m∈N such that there
are at most m coterminal edges with the same label in ’;
(iii) Given a surjective homomorphism ’ :A+→M and n∈N, there exists some
ln ∈N such that any open ball in (M; d’) of radius n has at most ln
elements.
Here, by coterminal we mean having the same terminal endpoint (the initial vertices
need not coincide). This provides suMcient evidence to support the choice of terminol-
ogy. Any group or, more generally, right cancellative monoid is FGT. The motivation
for considering only FGT monoids is to avoid the very non-geometric situation which
is best typi:ed by monoids with zero. An in:nite monoid with zero is not FGT and
has the property that the Cayley graph is a bounded metric space; indeed, if 0 is
represented by a word of length k, then all elements are at a distance of at most k
from 0.
We now wish to show that property (iii) above is inherited by relative Cayley
graphs. This will allow us to give a geometric interpretation of rational subgroups of
FGT monoids.
Proposition 2.3. Let M be FGT, H6G(M), and let ’ :A+→M be a surjective ho-
momorphism. Then given n∈N, there exists some ln ∈N such that any open ball in
’(H) of radius n has at most ln vertices.
Proof. By Proposition 2.2, it suMces to show that any ball of radius n in ’(H) is the
image of a ball of radius n under the projection  :’→’(H). But if Hy is in the
ball B of radius n centered at Hx, then there is a path p of length at most n from Hx
to Hy in ’(H). By Lemma 2.1, p= q for some path q at x in ’. We can conclude
that B is the image of the ball of radius n about x in ’.
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3. Rational languages
For every k¿0, we denote by A(k) the set of all the words of A∗ with length at
most k. Given L⊆A∗, we denote by Pref (L) the set of all pre:xes of words in L.
The set of all rational A-languages is denoted by Rat(A). We will use 1 for the empty
string. If L is a language and w∈A∗, then
Lw−1 = {u ∈ A∗ : uw ∈ L}:
If L is rational, then so is Lw−1 [6].
We represent an A-automaton in the form (Q; i; T; E), where Q is the vertex set,
i∈Q the initial vertex, T ⊆Q the set of terminal vertices and E⊆Q×A×Q the edge
set. Given a rational language L, we denote by dim(L) the number of vertices of the
minimum automaton minL of L.
Let A denote a :nite alphabet, and assume that $ =∈A. We de:ne
A(2; $) = (A ∪ {$})× (A ∪ {$})− {($; $)}
and we de:ne a mapping  :A∗×A∗→A(2; $)∗ as follows. Given u= a1 : : : an and
v= a′1 : : : a
′
m, with ai; a
′
j ∈A, let
(u; v) =


(a1; a′1) : : : (an; a
′
n) if n = m;
(a1; a′1) : : : (an; a
′
n)($; a
′
n+1) : : : ($; a
′
m) if n ¡ m;
(a1; a′1) : : : (am; a
′
m)(am+1; $) : : : (an; $) if n ¿ m:
We write
Aˆ=(A∗ × A∗):
The diagonal homomorphism $ :A∗→A(2; $)∗ is de:ned by a$=(a; a), for a∈A.
Given P;Q⊆ Aˆ, we de:ne
P ◦ Q = {(u; v) : ∃w ∈ A∗((u; w) ∈ P ∧ (w; v) ∈ Q)}:
We write & :A(2; $)∗→A(2; $)∗ for the homomorphism which switches coordinates,
that is, (a; b)&=(b; a).
Lemma 3.1 (Baumslag et al. [1; Lemma II:A:5:1]). If P;Q⊆A∗ are rational, then
(P;Q) is rational.
Lemma 3.2 (Campbell et al. [2; Lemma 3:3]). If P;Q⊆ Aˆ are rational, then P ◦Q is
rational.
4. Pre!x-automatic monoids
Let M be a monoid and let ’ :A+→M be a surjective semigroup homomorphism.
We say that L⊆A∗ is a rational section for ’ if L∈Rat(A) and ’|L :L→M is surjec-
tive (where we extend ’ to A∗ in the usual manner). If, in addition, ’|L is injective,
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L is called a rational cross-section. Given a rational section L for ’ and w∈A∗, we
de:ne
Lw = {(u; v) : u; v ∈ L and v’ = (uw)’};
L′= = {(u; v) : u∈L; v ∈ Pref (L) and u’ = v’}:
The language L1 will also be denoted L=.
A rational section L is said to be an automatic structure for ’ if
(i) La is rational for every a∈A;
(ii) L= is rational.
If, in addition,
(iii) L′= is rational,
then L is said to be a pre3x-automatic or p-automatic structure for ’. If, furthermore,
L is a rational cross-section then condition (ii) is redundant and we say that L is a
(p-)automatic structure with uniqueness for ’.
A monoid M is said to be (p-)automatic if there exists a :nite alphabet A and a
surjective homomorphism ’ :A+→M with a (p-)automatic structure. Every p-automatic
monoid has a p-automatic structure with uniqueness [11, Corollary 5:4]. We remark that
condition (iii) is not part of the usual de:nition of an automatic group [7,1]; however
[11, Theorem 8.1], shows that conditions (i) and (ii) imply condition (iii) for groups
and even right cancellative monoids. The reason for this extra assumption of pre:xes
is to permit the geometric characterization.
We present now the simpler geometric characterization for right cancellative monoids.
Given u= a1 : : : an, with ai ∈A, and t¿0, we de:ne
u(t) =
{
a1 : : : at if t ¡ n;
a1 : : : an if t¿n:
We say that a rational section L for ’ satis:es the fellow traveler property if there
exists some k ∈N such that, for all u; v ∈ L satisfying d’(u’; v’)61, we have
d’((u(t))’; (v(t))’) ¡ k
for all t¿0. Geometrically speaking, this property says that paths labeled by elements
of L originating at the identity and ending close together never get too far apart.
Theorem 4.1 (Silva and Steinberg [11; Theorem 8:2]). Let M be a right cancellative
monoid and L be a rational section for ’ :A+→M . Then L is a (p-)automatic
structure for ’ if and only if there exists k¿dim(L) such that:
(i) L satis3es the fellow traveler property for k;
(ii) For all g∈ LA∗, |g|64k + 1,
L[g] = {u ∈ L : g labels a loop at u’ in ’}
is rational.
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Next, we enumerate some results which will be needed in the proofs of the forth-
coming sections.
Lemma 4.2 (Silva and Steinberg [11; Lemma 5:1]). If L is a (p-)automatic structure
for ’ :A+→M , then Lw is rational for every w∈A∗.
Lemma 4.3 (Campbell et al. [2; Proposition 3:1]). Let L be a rational section for
’ :A+→M such that L= is rational and let m be in M. Then L(m)=L∩m’−1
is rational.
Proposition 4.4 (Silva and Steinberg [11; Propositions 5:3 and 5:5]). Let L give a
(p-)automatic structure for ’ :A+→M and let K ⊆A∗ be a rational section of ’
with (K \ L)∪ (L \ K) 3nite. Then K is a (p-)automatic structure for ’.
Corollary 4.5 (Silva and Steinberg [11; Corollary 5:4]). If L is a p-automatic struc-
ture for ’ :A+→M , then there exists a rational cross-section K ⊆L such that K is
a p-automatic structure for ’.
The :nal result states that the existence of a p-automatic structure is independent
from the generating set considered.
Theorem 4.6 (Silva and Steinberg [11; Theorem 6:3]). Suppose there is a p-automatic
structure for ’ :A+→M , and let  :B+→M be a surjective homomorphism. Then
there exists a p-automatic structure for  .
5. Rational subsemigroups and subgroups
This section studies certain subsemigroups and subgroups of automatic monoids. First
we consider submonoids in general; we then specialize to the case of groups.
If L gives an automatic structure for ’ :A+→M and N is a subsemigroup of M ,
we say that M is L-rational if L∩N’−1 is rational. Observe that :nite intersections
of L-rational subgroups are L-rational. More generally, if N is a subsemigroup of a
(p-)automatic monoid M , then we say that N is rational if it is L-rational for some
(p-)automatic structure on M . Note that M may have a (p-)automatic structure K for
 :B+→M for which N is not K-rational. However, if N is a rational subset of M (in
the usual sense [6]), then N will be L-rational for every automatic structure L for M .
The importance of rational subgroups in the theory of automatic groups is shown by
the following theorem due to Gersten and Short.
Theorem 5.1 (Epstein et al. [7; Theorem 8:3:4]). Let H be a rational subgroup of an
automatic group G, then H is automatic.
However, the above result does not, in general, hold for monoids. In fact, the sub-
monoid of the free group on {x; y} given by the rational expression (xyy∗)∗ is not
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even :nitely generated. However, if the submonoid is a retract, then the analog of
above result holds. This result, in the case of automatic monoids, is [5, Lemma 4.2].
Lemma 5.2. Let ’ :A+→M and N be a subsemigroup of M such that there exists
a retraction - :M →N . Suppose there exists a (p-)automatic structure L for M such
that
N is L-rational ; that is; L(N ) = {w ∈ L : w’ ∈ N} is rational;
(LN = {(u; v) : u ∈ L(N ); v ∈ Pref (L(N )); u’ = v’-} is rational):
Then L(N ) is a (p-)automatic structure for ’-. The second of the above conditions
occurs, in particular, if ((Pref (L(N )))\{1})’⊆N .
Proof. Since the image of a monoid under a homomorphism is a monoid, N is a
monoid. It follows from [5, Lemma 4.2] that L(N ) is an automatic structure for ’-.
Assuming the second condition and that L is a p-automatic monoid, we observe that
L(N )′= =LN and so L(N ) is a p-automatic structure.
Finally, let P=(Pref (L(N )))\{1} and assume that P’⊆N . Let L(1-)= 1-’−1 ∩L.
This is rational by Lemma 4.3. We show that
LN = (L′= ∩ (L(N ); P)) ∪ (L(N ) ∩ L(1-)); {1}):
Let (u; v)∈LN . If v=1, then u’=1- and so u∈L(N )∩L(1-). Hence we may as-
sume that v =1, that is v∈P. Since u∈LN , we want to show that u’= v’. Indeed,
v’∈P’⊆N yields u’= v’-= v’ as required.
The reverse inclusion is similar.
Therefore LN is rational.
Since automaticity and p-automaticity coincide for right cancellative monoids [11,
Theorem 8.1], the second condition of the above theorem is unnecessary in that case.
We will see shortly that under reasonable hypotheses, Theorem 5.1 holds for rational
subgroups (of the group of units). First, we prove a result which can be viewed as
monoid theoretic version of the result that states that if G is a group and H is a
subgroup of :nite index, then G is automatic if and only if H is automatic [1, Theorem
II:B:4:2] and will be used to prove several results about extensions in the sequel.
Theorem 5.3. Let N be a submonoid of M and suppose that M is the disjoint union
Nx0 ∪ · · · ∪Nxk , with x0 = 1. Suppose further that
∀n; n′ ∈ N;∀j ∈ {1; : : : ; k}; nxj = n′xj ⇒ n = n′:
Then N (p-)automatic implies that M is (p-)automatic and that N is a rational
submonoid.
Proof. Let ’ :A+→N be a surjective homomorphism (with A :nite) and let L be a
(p-)automatic structure with uniqueness for ’. Let B=A∪{b1; : : : ; bk} and let  :B+
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→M be the homomorphism de:ned by  |A =’|A and bj = xj (j=1; : : : ; k). It is
immediate that
K = L ∪ Lb1 ∪ · · · ∪ Lbk
is a rational cross-section for  . Moreover,
K ′= = L
′
= ∪ K$;
so K ′= is rational whenever L
′
= is rational. It remains to show that Ky is rational for
every y∈B. Let b0 = 1. For every j=0; : : : ; k, de:ne
Tj = B∗$ · ($; bj):
Let y∈B. For j=0; : : : ; k, let uj ∈L and ij ∈{0; : : : ; k} be such that
(bjy) = (ujbij) :
We show that
Ky =
k⋃
j=0
(Tj&) ◦ Luj ◦ Tij : (1)
Let (v; w)∈Ky. Since v∈K , we may write v= v′bj for some j∈{0; : : : ; k} and v′ ∈L.
Let w′ ∈L be such that (v′; w′)∈Luj . Clearly, (v; v′)∈Tj&, so we must prove that
(w′; w)∈Tij . We have
w = (vy) = (v′bjy) = (v′ujbij) = (w
′bij) :
Since w; w′bij ∈K , we have w=w′bij and so (w′; w)∈Tij . Hence Ky is contained in
the right-hand side of (1).
Conversely, let (v; w)∈ ⋃kj=0(Tj&) ◦Luj ◦Tij with j∈{0; : : : ; k}. Then there exist
v′; w′ ∈L such that
(v′; v) ∈ Tj; (v′; w′) ∈ Luj ; (w′; w) ∈ Tij :
Since v= v′bj; w=w′bij and v
′; w′ ∈L, we have v; w∈K . Moreover,
(vy) = (v′bjy) = (v′ujbij) = (w
′bij) = w 
and so (v; w)∈Ky. Therefore (1) holds and it follows from Lemmas 3.2 and 4.2 that
Ky is rational.
Since K ∩N −1 =L; N is K-rational.
We now restrict our attention to the special case that N6G(M) where we can say
much more, establishing a geometric condition for rationality as well as, in certain
cases, automaticity.
Recall that a group action is called free if gx= x implies g=1. If M is right can-
cellative then any subgroup of G(M) acts freely on the left of M . In this section, we
give another generalization of [1, Theorem II:B:4:2].
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Theorem 5.4. Let M be a monoid and H6G(M) an automatic group. Suppose, fur-
ther, that |H=M |¡∞ and H acts freely on the left of M . Then M is p-automatic.
Proof. Since |H=M |¡∞ we may write M =Hx0 ∪ · · · ∪Hxk for some k¿0. Since H
is a subgroup of G(M), the union may be assumed disjoint, and we may take x0 = 1.
Since H acts freely on the left of M , we have that hxj = h′xj implies h= h′ for all
h; h′ ∈H and j. By Theorem 5.3, M is p-automatic.
We now wish to prove a converse to the above theorem. What we actually prove
will be a general result which will include the converse of the above result (in the
right cancellative case) as a special case.
First we need a de:nition. The reader is referred to [7] for the notion for general
path metric spaces.
De!nition 5.5. If k¿0 is a real number, one says that H is k-L-quasiconvex if any
path in ’ between elements of H labeled by an element of L is contained in the
k-neighborhood of H . We say H is L-quasiconvex if it is k-L-quasiconvex for some
k¿0.
We shall see shortly that subgroups of :nite left index are always L-rational (they
are clearly L-quasiconvex).
Our :rst goal is to show that the L-rational subgroups are precisely the L-quasiconvex
subgroups (in the case where M is FGT). Our treatment mixes ideas from [7] with those
from [9]. Fix a homomorphism ’ :A+→M , a rational section L giving an automatic
structure for ’, and a subgroup H6G(M).
Proposition 5.6. Suppose that H is L-rational and k =dim(L∩H’−1). Then H is
k-L-quasiconvex.
Proof. Let L′=L∩H’−1 which is rational by assumption. Suppose w∈L labels a
path between elements of H . Then w’∈H , whence w reads a successful path in
minL′ . Thus, for any pre:x w′ of w, there is a word u∈A∗ with |u|6k such that
w′u∈L′. It follows that the path labeled by w is in the k-neighborhood of H .
The above proposition works more generally for any L-rational subsemigroup N
which satis:es n; nm∈N ⇒m∈N (that is, N is a right unitary subsemigroup).
To prove the converse of the above proposition we introduce a perhaps in:nite state
automaton called the L-Core of H . Consider the subgraph A(H) of ’(H) consisting
of all vertices and edges used in loops from H to H labeled by elements of L. We
make A(H) an automaton by choosing H as both the initial and the (unique) terminal
vertex. It immediately follows that
L ∩ H’−1 ⊆ L(A(H)) ⊆ H’−1
and so if A(H) is :nite state, then L∩H’−1 =L∩L(A(H)) is rational.
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Corollary 5.7. Suppose H6G(M) is such that |H\M |¡∞, then H is L-rational.
Proof. By de:nition of H\M , it follows that ’(H) is a :nite vertex graph and so its
subgraph A(H) is :nite state. The result then follows from the above observation.
Note that L was arbitrary in this theorem, that is, for any possible automatic structure
L for M; H is L-rational.
Proposition 5.8. Suppose that M is FGT and H is L-quasiconvex, then A(H) is 3nite
whence H is L-rational.
Proof. Let H be k-L-quasiconvex; we show that A(H) is contained in the k-neighbor-
hood of H in ’(H). The result will then follow since M FGT implies that bounded
neighborhoods of relative Cayley graphs have :nite vertex sets by Proposition 2.3.
Suppose that w∈L reads a loop p in ’(H) at H . Then w labels in ’ a path p′ from
1 to an element of H . Hence, by k-L-quasiconvexity, from any vertex in the path p′,
there is a path q with |q|6k such that the endpoint of q is in H . It follows, since p′
maps to p, that given any vertex v in p, there is a path of length at most k from v to
H . The result follows.
To sum things up, we have the following theorem.
Theorem 5.9. Let L give an automatic structure for ’ :A+→M where M is FGT.
Then, for H6G(M), the following are equivalent:
(1) H is L-rational;
(2) H is L-quasiconvex;
(3) A(H) is 3nite state.
We now wish to show that L-rational subgroups are automatic. To do this, we have
to place an additional restriction on the monoid M . Following algebraic geometry, we
will call a monoid M local if M\G(M) is a (two-sided) ideal (such monoids have
also been called directly :nite). This condition is easily checked to be equivalent to
demanding that the J-class of 1 be the group of units, or, equivalently, both left units
and right units are, in fact, units. From this it is easy to show that this condition
is equivalent to not having the bicyclic monoid as a submonoid. For example, the
monoid constructed above from a group action on a set is local. It is well-known that
commutative monoids are local, as are :nite monoids.
Proposition 5.10. Let M be a right (left) cancellative monoid. Then M is local.
Proof. Suppose that xy=1. Then yxy=y⇒yx=1 by cancellativity so left units and
right units are units, whence M is local.
Theorem 5.11. Let M be a (p-)automatic monoid and N be a submonoid such that
M\N is an ideal. Then N is (p-)automatic and L-rational for any automatic structure
L for M .
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In particular, if M is a local (p-)automatic monoid, then the group of units G(M)
is automatic.
Proof. Let L give a (p-)automatic structure for ’ :A+→M , let
B = {a ∈ A | a’ ∈ N};
and let K =L∩B∗. We show that if w∈A∗ with w’∈N , then w∈B∗. It will im-
mediately follow that L∩N’−1 =K and hence N is L-rational. Also [2, Proposition
5:1] will imply that N is automatic, while K ′= =L
′
= ∩ (B∗; B∗) and hence is rational
whenever L′= is rational.
Let I =M\N . Suppose w= uav with a∈A; then (uav)’∈N implies a’ ∈ I , that is,
a’∈N . Therefore a∈B and so w∈B∗ as required.
Corollary 5.12. Let L give an automatic structure for ’ :A+→M with M local and
let H6G(M). Let B and K be as in the proof of Theorem 5:11 (taking N =H).
Then H is an L-rational subgroup of M if and only if H is a K-rational subgroup of
G(M), in which case H is automatic.
Proof. Since H’−1⊆B∗ by the proof of Theorem 5.11, we have that L∩H’−1 =K ∩
H’−1. The result then follows from Theorem 5.1.
It follows that if M is an automatic right cancellative monoid and H6G(M) is of
:nite left index, then H is automatic.
We note that the converse of Theorem 5.11 fails since if M is any non-automatic
monoid, MI (that is, M with an adjoined identity) is local and has automatic group of
units, but is not automatic.
Observe that Theorem 5.4 allows one to easily construct examples of p-automatic
monoids. For instance, let G be any automatic group and X any free left G-set (disjoint
from G) with :nitely many orbits. De:ne a monoid M =G ∪X by letting xy= x
for x; y∈X; xg= x for x∈X; g∈G, and de:ning the other multiplications by the
multiplication in G and by the left action. It is easy to see that this turns M into a
monoid with group of units G and that G acts freely on the left of M with :nitely
many cosets. Theorem 5.4 then shows that M is p-automatic.
6. Ideal extensions
We now prove another analog to [1, Theorem II:B:4:2]. Recall that a monoid M
is said to be an ideal extension of a semigroup N if N is an ideal of M . The ideal
extension is called 3nite if |M=N |¡∞. The following result and its converse are new
to this paper (even for automatic monoids) answering a question raised in [2].
Theorem 6.1. Let M be a 3nite ideal extension of an (FGT)(p-)automatic monoid
N (we do not assume that N is a submonoid of M). Then M is (FGT)(p-)automatic
and N is rational subsemigroup.
P.V. Silva, B. Steinberg / Theoretical Computer Science 289 (2002) 727–754 739
Proof. We leave it to the reader to verify that a :nite ideal extension of a FGT monoid
is again FGT. If 1N =1M , then N =M and the result is trivial, so assume 1M =1N .
Suppose L1⊆A+1 gives an automatic structure with uniqueness for ’1 :A+1 →N and
{0}=L1 ∩ 1N’−11 . Set A2 =M\N and A=A1 ∪A2. De:ne ’ :A+→M by a1’= a1’1
for a1 ∈A1 and a2’= a2 for a2 ∈A2. Let L=L1 ∪A2. Clearly L is a rational cross-
section for ’. Suppose a1 ∈A1; then
La1 = (L1)a1 ∪ L′;
where L′ is the :nite language consisting of elements (u; v) with u∈A2 and v∈L the
unique element with (ua1)’= v’. Thus La1 is rational. If a2 ∈A2, let v∈L1 represent
1Na2. Then, for n∈N; na2 = n1Na2 = nv’1, so
La2 = (L1)v ∪ L′′;
where L′′ is the :nite language consisting of elements (u; w) with u∈A2 and w the
unique element of L representing (ua2)’. Thus La2 is rational and L is an automatic
structure for ’.
Assume now that L1 is a p-automatic structure with uniqueness for ’1. It follows
easily that
L′= = ((L1)
′
=\{(0; $)}) ∪ A2$ ∪ {(1M ; $)}
and hence is rational. Indeed, the right-hand side is clearly contained in the left-hand
side. If (u; v)∈L′=, then there are two cases. If u∈A2, then v= u or v is empty.
These two cases are then taken care of by A2$∪{1M ; $}. Otherwise, (u; v)∈ (L1)′=.
But since 0’ =1M ; (u; v) =(0; $). So M is p-automatic.
Since L∩N’−1 =L1; N is L-rational.
With this theorem in hand, one can easily build up new automatic monoids. For
instance, if N is an automatic monoid and F is a :nite subset, then one can create
a :nite ideal extension M =N ∪F ′ ∪{1} where F ′ is a disjoint copy of F and the
product is de:ned as it was within N . We now prove the converse to the above
theorem.
Proposition 6.2. Let M be a 3nite ideal extension of a monoid N . If M is
(p-)automatic, so is N .
Proof. We prove that N is a rational retract, c.f. Lemma 5.2. Again, we may as well
assume 1N =1M . De:ne a retraction - :M →N by m-=m1N . Observe that - is a
homomorphism since
(m-)(m′-) = m1Nm′1N = m(1N (m′1N )) = mm′1N = (mm′)-:
Let ’ :A+→M . Then there exists a (p-)automatic structure with uniqueness L for ’.
Let L(M\N )=L∩ (M\N )’−1; this set is :nite. Then, following the notation of
Lemma 5.2, we see that L(N )=L\L(M\N ) is rational and so N is automatic by
that lemma.
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To handle the case of a p-automatic structure, we modify L slightly. Observe that
L=L(N )∪L(M\N ). Let 0∈ 1N’−1 (0 =1) and K = 0L(N )∪L(M\N ). Then K is
clearly a rational cross-section for ’. It is easy to see that, for a∈A,
Ka = ((0; 0)(La ∩ (L(N ); L(N )))) ∪ F;
where F is the :nite language consisting of pairs (u; v) with u∈L(M\N ) and v the
representative of (ua)’.
De:ne, for w∈L(M\N ),
Qw = ({w}; w’’−1 ∩ Pref (L(M\N ))):
By Lemma 4.3, Y =Pref (L)∩w’’−1 is rational whence
w’’−1 ∩ Pref (L(M\N )) = Y ∩ Pref (L(M\N ))
is rational and Qw is rational by Lemma 3.1. We show that
K ′= = ((0; 0)(L
′
= ∩ (L(N );Pref (L(N ))))) ∪
( ⋃
w∈L(M\N )
Qw
)
(2)
and hence rational.
Let (u; v)∈L′= ∩ (L(N );Pref (L(N ))). Clearly, 0u∈ 0L(N )⊆K and
0v ∈ 0Pref (L(N )) ⊆ Pref (K):
Moreover, we have
(0u)’ = 1N (u’) = 1N (v’) = (0v)’;
hence (0; 0)(u; v)∈K ′=.
Next let (w; u)∈Qw. We have w∈L(M\N )⊆K and u∈Pref (L(M\N ))⊆Pref (K).
Moreover, u∈L′(w’) yields u’=w’ and so (w; u)∈K ′=. Thus the right-hand side
of (2) is contained in K ′=.
Conversely, let (u; v)∈K ′=. If u∈L(M\N ), it is straightforward to check that v∈
L′(u’)∩Pref (L(M\N )) and so (u; v)∈Qu. Thus we may assume that u= 0u′ for
some u′ ∈L(N ). Suppose that v∈Pref (L(M\N )). Then vw∈L(M\N ) for some w∈A∗
and (vw)’=(u’)(w’)∈N , a contradiction. Thus v ∈Pref (L(M\N )) and so v= 0v′ for
some v′ ∈Pref (L(N )). Clearly,
u′’ = (0u′)’ = u’ = v’ = (0v′)’ = v′’;
hence (u′; v′)∈L′= ∩ (L(N );Pref (L(N ))) and
(u; v) ∈ (0; 0)(L′= ∩ (L(N );Pref (L(N )))):
Therefore (2) holds and K ′= is rational.
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Observe that K(N )= 0L(N ) and hence is rational. Also (Pref (K(N ))\{1})’⊆N .
Thus, by Lemma 5.2, we see that N is p-automatic.
We now show that Rees quotients of (p-)automatic monoids by rational ideals are
(p-)automatic. Of course such a quotient won’t be FGT (unless it is :nite) and so the
geometric characterization is lost.
Theorem 6.3. Let M be a (p-)automatic monoid and I a rational ideal. Then M=I is
(p-)automatic.
Proof. Let L give a (p-)automatic structure for ’ :A+→M such that L(I)=L∩ I’−1
is rational. Let  :M →M=I be the quotient. We show that K =L gives a (p-)automatic
structure for ’ (we use K for when we view L as a rational section for M=I , while
we use L when we view it as a rational section for M).
Let a∈A∪ 1. Then
Ka = La ∪ (La ◦ (L(I); L(I)));
which is rational by Lemmas 3.1 and 3.2. Indeed, if (u; w)∈Ka, then u; w∈L and
(ua)’ =w’ . Suppose :rst that w’ ∈ I ; then (u; w)∈La. Otherwise, (ua)’; w’∈ I ,
so let v∈L be such that v’=(ua)’. Then (u; v)∈La and (v; w)∈ (L(I); L(I)) so
(u; w) is in the right-hand side. For the converse, La⊆Ka is clear since  is a homo-
morphism. On the other hand, if (u; w)∈La ◦ (L(I); L(I)), then there exists v∈L(I)
such that (u; v)∈La and (v; w)∈ (L(I); L(I)). Thus (ua)’= v’∈ I; w’∈ I , and
u; w∈L. It follows that (u; w)∈Ka.
For the p-automatic case, a similar veri:cation shows that
K ′= =L
′
= ∪ ((L(I); L(I)) ◦ L′=):
7. Rees matrix monoids
Recall that if N is a monoid, I; J are sets, and P is a J × I matrix over N , then
the Rees matrix monoid M1(N; I; J; P) is the set I ×N × J ∪{1}, with 1 an identity,
equipped the with product: (a; n; b)(a′; n′; b′)= (a; npb; a′n′; b′). We call P normaliz-
able if there is a J × I matrix P′ over N such that M1(N; I; J; P) is isomorphic to
M1(N; I; J; P′) and P′ is normalized, that is, satis:es: 1∈ I ∩ J and
p′j1 = p
′
1i = 1; ∀j ∈ J; ∀i ∈ I:
If all the entries of P are all in G(N ), for instance, then P is normalizable. More
generally, we will use the terms weakly normalizable and weakly normalized, if we
merely ask that p′11 = 1 in the above context.
Theorem 7.1 (Campbell et al. [3; Theorem 4:4]). Let G be a group and I; J 3nite
sets. Then M1(G; I; J; P) automatic implies G is automatic.
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We will strengthen this result shortly. First we prove a strong converse to the above
result. It will then follow that the concepts of p-automatic and automatic coincide on
the class of completely simple semigroups with adjoined identities and hence, again,
we have a geometric characterization. However, in the case of completely simple semi-
groups, it is shown in [3] that the fellow traveler property is suMcient.
Theorem 7.2. Suppose that I; J are 3nite sets, P is a weakly normalizable matrix
over N , and N is an (FGT)(p-)automatic monoid. Then so is M =M1(N; I; J; P).
Furthermore, N =1×N × 1 is a rational submonoid.
Proof. The proof is a variation on that of Theorem 5.3. Without loss of generality,
we may assume that P is weakly normalized. Let ’ :A+→N be a surjective homo-
morphism (with A :nite) and let L be a (p-)automatic structure with uniqueness for
’ with 1∈L. Let B=A∪ (I\{1})∪ (J\{1})∪{0} and let  :B+→M be the homo-
morphism de:ned by 0 =1; a =(1; a’; 1) for a∈A; i =(i; 1; 1) for i∈ I\{1}, and
j =(1; 1; j) for j∈ J\{1}. It is immediate that
K =
( ⋃
i∈I;j∈J
iLj
)
∪ {1}
(where throughout this proof we abuse notation by using 1 to denote simultaneously
1∈ I ∩ J and 1∈B∗) is a rational cross-section for  . Moreover,
K ′= =
(⋃
i∈I
i$ · L′=
)
∪ K$;
so K ′= is rational whenever L
′
= is rational. It remains to be proved that Ky is rational
for every y∈B. For every j∈ J , de:ne
Tj = B∗$ · ($; j):
The case y= 0 being trivial, let y∈B\{0}. Then (i; n; j)(y )= (i; npj; iyny; jy) where
y =(iy; ny; jy). Choose, for every j∈ J , some uj ∈A+ such that uj’=pj; iyny. Let z ∈K
be such that z =y . We show that
Ky =
( ⋃
i∈I; j∈J
(Tj&) ◦ (i$ · Luj) ◦ Tjy
)
∪ {(1; z)}: (3)
Let (v; w)∈Ky. We may assume that v =1. Since v∈K , we may write v= iv′j for
some i∈ I , j∈ J , and v′ ∈L. Let w′ ∈L be such that (v′; w′)∈Luj . Clearly, (v; iv′)∈
Tj&, so we must prove that (iw′; w)∈Tjy . We have
w = (vy) = (i; v′’pj;iyny; jy) = (i(v
′uj)jy) = (iw′jy) :
Since w; iw′jy ∈K , we have w= iw′jy and so (iw′; w)∈Tjy . Hence Ky is contained in
the right-hand side of (3).
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Conversely, let (v; w)∈ ⋃i∈I; j∈J (Tj&) ◦ (i$·Luj) ◦Tjy . Then there exist v′; w′ ∈L such
that
(iv′; v) ∈ Tj; (v′; w′) ∈ Luj ; (iw′; w) ∈ Tjy :
Since v= iv′j, w= iw′jy, and v′; w′ ∈L, we have v; w∈K . Moreover,
(vy) = (iv′jy) = (i; (v′uj)’; jy) = (iw′jy) = w 
and so (v; w)∈Ky. Therefore (3) holds and it follows from Lemmas 3.2 and 4.2 that
Ky is rational.
Since K ∩N ∈ v=L, N is K-rational.
To show the converse to the above theorem, we need a preliminary result in-
volving generalized sequential machines (gsm). A gsm is a structure of the form
S =(A; B; Q; i; T; ), where A; B; Q are :nite sets, i∈Q, T ⊆Q and  is a :nite subset
of Q×A×B∗×Q. Every gsm of this form induces a relation 6S ⊆A∗×B∗. Given
u∈A∗, u6S consists of all the words v∈B∗ such that (u; v) corresponds to the label of
a successful path in S.
Lemma 7.3. Let L be a (p-)automatic structure with uniqueness for ’ :A+→M and
let S =(A; A; Q; i; Q; ) be a gsm satisfying
(i) ⊆Q×A×Ak ×Q for some k¿0;
(ii) 6S is a full transformation of A∗;
(iii) u6S’= u’ for every u∈A∗.
Then L6S is a (p-)automatic structure with uniqueness for ’.
Proof. Assume :rst that L is an automatic structure with uniqueness for ’. By Hopcroft
and Ullman, [10, Theorem 9:10], L6S is a rational language. It follows from (ii) and
(iii) that L6S is a rational cross-section for ’. We de:ne a gsm
S ′ = (A(2; $); A(2; $); Q × Q; (i; i); Q × Q; ′)
by
′ = {((p;p′); (a; a′); (u; u′); (q; q′)); (p; a; u; q); (p′; a′; u′; q′) ∈ }
∪{((p;p′); (a; $); (u; $k); (q; p′)); (p; a; u; q) ∈ ; p′ ∈ Q}
∪{((p;p′); ($; a′); ($k ; u′); (p; q′));p ∈ Q; (p′; a′; u′; q′) ∈ }:
We show that
(u; u′)6S′ = (u6S ; u′6S) (4)
for all u; u′ ∈A∗. Write u= a1 : : : an, u′= a′1; : : : ; a′m (aj; a′l ∈A). Let r= max{m; n} and
write
(u; u′) = (a1; a′1) : : : (ar; a
′
r):
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To compute (u; u′)6S′ , we have to consider all paths in S ′ of the form
(i; i)= (p0; p0)
((a1 ;a′1);(v1 ;v
′
1))−−−−−−−−→ · · · ((ar ;a
′
r);(vr ;v
′
r))−−−−−−−−→ (pr; p′r): (5)
It follows from the de:nition of ′ that a path of the form (5) exists if and only if
i = p0
(a1 ;v1)−−−→p1 (a2 ;v2)−−−→· · · (an;vn)−−−→pn
i = p′0
(a′1 ;v
′
1)−−−→p′1
(a′2 ;v
′
2)−−−→· · · (a
′
m;v
′
m)−−−→p′m
are paths in S and
pn = pn+1 = · · · = pr; p′m = p′m+1 = · · · = p′r ;
vn+1 = · · · = vr = $k = v′m+1 = · · · = v′r :
In particular, we must have
u6S = v1 : : : vn; u′6S = v′1 : : : v
′
m:
By (ii), the words v1 : : : vn and v′1 : : : v
′
m must be unique. Since all vj and v
′
l must have
the same length by (i), each vj and v′l is also uniquely determined. It follows that there
exists exactly one path of the form (5) in S ′. Moreover,
(u; u′)6S′ = (v1; v′1) : : : (vr; v
′
r) = (v1 : : : vn; v
′
1 : : : v
′
m) = (u6S ; u
′6S)
and (4) holds.
Let a∈A. We show that (L6S)a =La6S′ and hence rational. Using (4) and (iii), we
obtain
La6S′ = {(u; v); u; v ∈ L; (ua)’ = v’}6S′
= {(u6S ; v6S); u; v ∈ L; (ua)’ = v’}
= {(u6S ; v6S); u; v ∈ L; (u6S · a)’ = v6S’}
= {(w; z); w; z ∈ L6S ; (wa)’ = z’}
= (L6S)a
and so L6S is an automatic structure with uniqueness for ’.
Next we assume that L is a p-automatic structure with uniqueness for ’. It remains
to show that (L6S)′= is a rational language. We show that
(L6S)′= =
( ⋃
w∈A(k−1)
((L6S)w&) ◦ (L′=6S′) ◦ Tw
)
∩ (A∗;Pref (L6S)); (6)
where Tw =A∗$ · (1; w). It will follow from Lemmas 3.1, 3.2 and 4.2 that (L6S)′= is
rational.
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Let (u; v)∈ (L6S)′=. Since u∈L6S , we have u= u′6S for some u′ ∈L. Since v∈
Pref (L6S), we have vx∈L6S for some x∈A∗. By (i), we have that k divides |vx|.
Let y be the longest pre:x of v such that k divides |y|, and write v=yw. Clearly,
|w|¡k. Since all the states of S are :nal, we also conclude that y=y′6S for some
y′ ∈Pref (L6S): if vx= x′6S with x′ ∈L, we take y′ to be the pre:x of x′ with length
|y|=k. Clearly, (y; v)∈Tw. Let z ∈L6S be such that z’=y’. it follows that u’= v’=
(yw)’=(zw)’, hence (u; z)∈ (L6S)w&. It remains to show that (z; y)∈L′=6S′ . Lt
z′ ∈L be such that z= z′6S . It follows from (4) that
(z; y) = (z′6S ; y′6S) = (z′; y′)6S′ :
Clearly, z′ ∈L, y′ ∈Pref (L) and
z′’ = z′6S’ = z’ = y’ = y′6S’ = y′’;
whence (z′; y′)∈L′= and (z; y)∈L′=6S′ as required. Thus (L6S)′= is contained in the
right-hand side of (6).
Conversely, let w∈A(k−1) and
(u; v) ∈ ((L6S)w&) ◦ L′=6S′ ◦ Tw;
with v∈Pref (L6S). Since u∈L6S , it remains to show that u’= v’. Let x; y∈A∗ be
such that (u; x)∈ (L6S)w&, (x; y)∈L′=6S′ and (y; v)∈Tw. In view of (4), there exists
(x′; y′)∈L′= such that
(x; y) = (x′; y′)6S′ = (x′6S ; y′6S):
Then we obtain
x’ = x′6S’ = x′’ = y′’ = y′6S’ = y’
and so u’=(xw)’=(yw)’= v’ as required.
Finally, we can prove our theorem. A proof for groups [3, Theorem 4:4] uses the
fellow traveler property, while our proof uses automata.
Theorem 7.4. If M =M 1(N; I ; J ;P) is (p-)automatic and P is normalizable; then N
is (p-)automatic.
Proof. Since M is automatic, it is :nitely generated. If (i1; g1; j1); : : : ; (in; gn; jn) generate
M\{1}, it is immediate that
{g1; : : : ; gn} ∪ {pji; i ∈ I; j ∈ J}
generates N , hence N is :nitely generated and we can :x a surjective homomorphism
’ : A+ → N
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with A :nite. We assume that there exists a0 ∈A with a0’=1. Let
B = A ∪ {li; i ∈ I} ∪ {rj; j ∈ J} ∪ {0}
and let  :B+→M be the homomorphism de:ned by
a = (1; a’; 1) (a ∈ A);
li = (i; 1; 1) (i ∈ I);
rj = (1; 1; j) (j ∈ J );
0 = 1:
It is immediate that  is surjective. Since M is automatic, there exists a (p-)automatic
structure with uniqueness L for  . Since P is :nite and a0’=1, there exists some
k¿0 such that every entry of P belongs to Ak’. For all j∈ J and i∈ I , :x hji ∈Ak
such that hji’=pji. Let S =(B; B; Q; 0; Q; ) be the gsm de:ned by Q= J ∪{0} and
= {(q; a; a0k−1; 0); q ∈ Q; a ∈ A} ∪ {(q; 0; 0k ; q); q ∈ Q}
∪{(0; li; li0k−1; 0); i ∈ I} ∪ {(j; li; hji; 0); i ∈ I; j ∈ J}
∪{(q; rj; rj0k−1; j); j ∈ J}:
It is easy to see that 6S is a full transformation of B∗. Let u∈B∗. We want to show that
u = u6S . Since the introduction of any number of 0’s does not alter the computation
of  , we can say that the di7erence between u and u6S consists in replacing certain
letters li by words of the form hji. However, this can happen only if li is preceded
by some word of the form rj0m. Thus we are e7ectively replacing factors of the form
rj0mli by rj0mk+k−1hji. Direct computation shows that
(rj0mli) = (1; pji; 1) = (rj0mk+k−1hji) ;
hence u = u6S .
It follows from Lemma 7.3 that L6S is a (p-)automatic structure with uniqueness
for ’. Thus we may actually replace L by L6S By Proposition 4.4, we may also assume
that 1∈L. De:ne
L11 = L ∩ ({1} × N × {1}) −1:
We have
({1} × N × {1}) −1
= B+\(0∗{li′ ; i′ ∈ I\{1}}B∗ ∪ B∗{rj′ ; j′ ∈ J\{1}}0∗ ∪ {0∗});
whence L11 is rational. Let 8 :B∗→A∗ be the homomorphism de:ned by b8=
b if b∈A;
a0 if b =∈A.
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Let Y consist of all words u∈B∗ such that u ∈{1}×N ×{1} and u =∈B∗rj0∗liB∗ for
all i∈ I and j∈ J . We show now that
∀u ∈ Y; u = u8 : (7)
Indeed, since u ∈{1}×N ×{1}, we may replace u by a0ua0. Next we observe that
(a0) =(aa0) =(ali) for all a∈A and i∈ I . Finally, we note that every occurrence
of rj must be followed by some word of the form 0mc with c∈A∪{rl; l∈ J} and
(rj0mc) =(am+10 c) . Therefore u = u8 and (7) holds.
We de:ne also L8 :B(2; $)∗→A(2; $)∗ to be the homomorphism de:ned by
(b; b′) L8 = (b8; b′8)
(where we write $8=$). Clearly,
(u; v) L8 = (u8; v8)
for all u; v∈B∗. Finally, let R=L118. We show that R is a (p-)automatic structure
for ’.
Clearly, R is rational. Let n∈N . Then (1; n; 1)= u for some u∈L11. Let
 : {1} × N × {1} → N
be the homomorphism de:ned by (1; x; 1)= x. We have n=(1; n; 1)= u . Since
u∈L11 and L11⊆Y by our previous modi:cation of L, we have u = u8 by (7).
Since ( )|A =’|A, it follows that
n = u  = u8  = u8’:
Hence R is a rational section for ’.
Suppose that u8’= v8’ for some u; v∈L11. Since ( )|A =’|A, we have u8 =
v8  and so u8 = v8 . Since u; v∈L11, it follows that
u = u8 = v8 = v :
Since L is a cross-section for  , we obtain u= v and so u8= v8. Thus R is a rational
cross-section for ’.
Let a∈A. We have
Ra = {(u8; v8); u; v ∈ L11; v8’ = (u8 · a)’}:
For u; v∈L11 we have
v8’ = (u8 · a)’ ⇔ v8  = (u8 · a)  ⇔ v8 = (u8 · a) ⇔ v = (ua) ;
hence
Ra = {(u; v) L8; u; v ∈ L11; v = (ua) } = (La ∩ (L11; L11)) L8:
Thus Ra is rational and R is an automatic structure for ’.
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Assume now that L is a p-automatic structure. Since 8 is alphabetic, Pref (L118)=
(Pref (L11))8. Thus
R′= = {(u8; v8); u ∈ L11; v ∈ Pref (L11); u8’ = v8’}:
Let P1 =Pref (L11)∩B∗A,
P2 =
( ⋃
b∈B\A
Pref (L11) · b−1
)
a0
and P=P1 ∪P2. Clearly, (Pref (L11)\{1})8=P8. Hence
R′= = {(u8; v8); u ∈ L11; v ∈ P; u8’ = v8’} ∪ {(w; 1)};
where w∈R is the representative of 1. It follows easily from the de:nition that
P ⊆{1}×N ×{1}, and our preliminary operation on L was performed with the spe-
ci:c purpose of making sure that no word in P may have a factor of the form rj0kli.
hence P⊆Y . If v∈P, then P⊆Y and (7) yield v8 = v and so
u8’ = v8’ ⇔ u8  = v8  ⇔ u8 = v8 ⇔ u = v :
Thus
R′= = {(u; v) L8; u ∈ L11; v ∈ P; u = v } ∪ {(w; 1)}
= {(u; v); u ∈ L11; v ∈ P; u = v } L8 ∪ {(w; 1)}
and it suMces to show that
H = {(u; v); u ∈ L11; v ∈ P; u = v }
is rational. Let Ta0 =B
∗$ · ($; a0). We show that
H = (((La0&) ∩ (L11; L)) ◦ (L′= ∩ (L; P2a−10 )) ◦ Ta0 ) ∪ (L′= ∩ (L11; P1)): (8)
Let (u; v)∈H .
If v∈P2, we have v= v′a0 for some v′ ∈P2a−10 . Note that v′ ∈Pref (L). Let z ∈L be
such that z = v′ . Clearly, (z; v′)∈L′= ∩ (L; P2a−10 ) and (v′; v)∈Ta0 . Since u∈L11,
it remains to show that (u; z)∈La0&. Now
u = v = (v′a0) = (za0) ;
hence (u; z)∈La0&.
If v =∈P2, we have v∈P1⊆Pref (L) and it follows that (u; v)∈L′= ∩ (L11; P1). Thus
H is contained in the right-hand side of (8).
Conversely, assume that (u; v) belongs to the right-hand side of (8). The case
(u; v)∈L′= ∩ (L11; P1) being trivial, we may assume that there exist y; z ∈B∗ such
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that
(u; y) ∈ (La0&) ∩ (L11; L);
(y; z) ∈ L′= ∩ (L; P2a−10 );
(z; v) ∈ Ta0 :
Obviously, u∈L11 and v= za0. Since z ∈P2a−10 , it follows that v∈P. Finally,
v = (za0) = (ya0) = u 
yields (u; v)∈H and (8) holds.
Therefore, H is rational and R is a p-automatic structure for ’.
8. Products
In this section, we establish that the class of (p-)automatic monoids is closed under
various products. The case of free and direct products were already handled for auto-
matic monoids [2] and are included here only to deal with the p-automatic case. The
case of semidirect and wreath products is new to this paper.
We begin with the free product. It is an easy consequence of the normal form
theorem for free products [4] that the free product of FGT monoids is FGT (and the
converse also holds).
Theorem 8.1. Suppose M1 and M2 are (p-)automatic monoids; then so is the free
product M ∗ N .
Proof. This proof is an adaptation of [7, Theorem 13:2]. The result for automatic
monoids is [2, Theorem 6:2], although the proof there is slightly di7erent. Using Propo-
sition 4.4, Corollary 4.5, and Lemma 4:4, we see that we can assume that there are
(p-)automatic structures with uniqueness L1, L2, for ’1 :A+1 →M1, ’2 :A+2 →M2, re-
spectively, such that A1 ∩A2 = ∅ and 1∈L1 ∩L2. Let Li =Li\{1}, i=1; 2. Let A=A1 ∪
A2 and let ’ :A→M1 ∗M2 be the natural map. Let
L = L1(L2 L1)∗L2:
We claim that L gives an automatic structure for ’. Clearly, L is rational. To see it is
a cross-section, one uses the fact that every element of M1∗M2 can be written uniquely
in the form w1w2 · · ·wn with w1 ∈M1, w2 ∈M2\{1}; : : : ; wn−1 ∈M1\{1}; wn ∈M2.
Suppose a∈A1. We claim that
La = (L1)a ∪ ((L1(L2 L1)∗L2)$(L1)a):
We :rst show that the left-hand side is contained in the right-hand side. Suppose :rst
that (u; v)∈La with u∈L1. Then v must be the representative of (ua)’1 in L1, so
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(u; v)∈ (L1)a. If u∈L1(L2 L1)+, then u= u1u2 with u2 in L1 and u1 ∈L1(L1 L2)∗L2.
Thus v is represented by u1v2 where v2 represents (u2a)’ in L1. But then
(u; v) = u1$(u2; v2) ∈ (L1(L2 L1)∗L2)$(L1)a:
Finally, if u∈L1(L1 L2)∗L2, then ua is represented by uw where w∈L1 represents a.
Thus (u; v)= u$(1; w)∈ (L1(L2 L1)∗L2)$(L1)a. For the converse, it is obvious, since
L1⊆L, that (L1)a⊆La. If (u; v)∈ (L1(L2 L1)∗L2)$(L1)a, then u; v∈L, and there exist
u1 ∈L1(L2 L1)∗L2 and w1; w2 ∈L1 with (w1a)’1 =w2’1 such that u= u1w1, v= u1w2.
But then (ua)’= v’. So (u; v)∈La.
Suppose now that a∈A2. We claim that La =(L1(L2 L1)∗)$(L2)a. Indeed, suppose
(u; v)∈La. Then u= u1w where u1 ∈L1(L2 L1)∗ and w∈L2. Then (ua)’ is represented
by u1w′ where w′ ∈L2 represents wa. Thus (u; v)= u1$(w; w′)∈ (L1(L2 L1)∗)$(L2)a.
Conversely, if (u; v)∈ (L1(L2 L1)∗)$(L2)a, then there exist u1 ∈L1(L2 L1)∗ and w; w′ ∈
L2 with (wa)’2 =w′’2 such that (u; v)= (u1w; u1w′). It follows that u; v∈L and
(ua)’= v’.
We now show, in the p-automatic case, that L′= is rational. We claim that
L′= = (L1)
′
= ∪ ((L1(L2 L1)∗L2)$(L1)′=) ∪ ((L1(L2 L1)∗)$(L2)′=):
The veri:cation that the right-hand side is contained in the left-hand side is straightfor-
ward and we leave it to the reader. We verify the other direction. Suppose (u; v)∈L′=.
If u∈L1, then it is an easy consequence of the normal form theorem for free products
that v∈Pref (L1) and u’1 = v’1, whence (u; v)∈ (L′1)=. If u∈L1(L2 L1)+, then we can
deduce, using the normal form for free products, that u= u1u2 with u1 ∈L1(L2 L1)∗L2,
u2 ∈L1; v= u1v2; v2 ∈Pref (L1) and u2’1 = v2’1. Thus (u; v)= u1$(u2; v2)∈ (L1(L2
L1)∗L2)$(L1)′= . Finally, if u∈L1(L2 L1)∗L2, then we can deduce, again using the nor-
mal form theorem for free products, that u= u1u2 with u1 ∈L1(L2 L1)∗, u2 ∈L2, and
v= u1v2 with v2 ∈Pref (L2) such that u2’2 = v2’2. Thus (u; v)= u1$(u2; v2)∈ (L1(L2
L1)∗)$(L2)′=. The result follows.
We now wish to prove the converse of this theorem. First we observe that a free
factor in an FGT monoid is FGT.
Theorem 8.2. Let M1 and M2 be monoids such that M1 ∗M2 is p-automatic. Then so
are M1 and M2.
Proof. Since M1 ∗M2 is p-automatic, it is :nitely generated. It follows that both M1
and M2 are :nitely generated. The idea is to show that the Mi are rational retracts.
Suppose that A1 and A2 are :nite generating sets for M1 and M2, respectively and let
A=A1 ∪A2. Then, by Theorem 4.6, M =M1∗M2 has an automatic structure L⊆A+ with
uniqueness for the natural map ’ :A+→M . We handle just M1, the other case being
dual. Consider the retraction to M1 which sends the elements of M2 to the identity.
Let Z be the set of all z ∈A+ such that z’=1 and xzy∈L for some x; y∈A∗. In
[5, Theorem 1:2], based on [1, Part III, Theorem F], it is shown that Z is :nite and
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L(M1)= (A1 ∪Z)+ ∩L. Hence L(M1) is rational and
Pref (L(M1))’ ⊆ (A1 ∪Z)+’ ⊆ M1
so, by Lemma 5.2, M1 is p-automatic.
We now turn to direct products.
Theorem 8.3. Let M1 and M2 be p-automatic monoids. Then M1×M2 is also
p-automatic.
Proof. Let M =M1×M2. By [11, Proposition 5:7], we can assume, for i=1; 2, that
there are automatic structures with uniqueness Li for ’i :Ai→Mi, and ei ∈Ai with
1= ei’i, ei ∈Li and Li\{ei}⊆ (Ai\{ei})+. We adapt the proof of [2, Theorem 6:4].
Let A=A1 ∪A2 and de:ne, for w1 = a1 · · · an ∈A∗1 (ai ∈A1) and w2 = b1 · · · bm ∈A∗2
(bj ∈A2),
w1#w2 =


a1b1 · · · anbn n = m;
a1b1 · · · anbne1bn+1 · · · e1bm n ¡ m;
a1b2 · · · ambmam+1e2 · · · ane2 n ¿ m:
In particular, 1#1=1. It is shown in [2, Theorem 6:4] that L= {w1#w2;w1 ∈L1; w2 ∈L2}
is an automatic structure with uniqueness for ’ :A+→M de:ned by a’=(a’1; 1) for
a∈A1 and a’=(1; a’2) for a∈A2. We now show that L′= is rational.
Let
C = ((A1(2; $) ∪ {$})× (A2(2; $) ∪ {$}))\{($; $)}:
Straightforward veri:cations show that
C = {((a; a′); (b; b′)); a; a′ ∈ A1 ∪ {1}; b; b′ ∈ A2 ∪ {1}; aa′bb′ = 1}:
We de:ne a homomorphism  :C∗→A(2; $)∗ by
((a; a′); (b; b′)) = (a#b; a′#b′);
where a; a′ ∈A1 ∪{1}; b; b′ ∈A2 ∪{1}; and aa′bb′ =1. Next we show that, for all
u; u′ ∈A∗1 and v; v′ ∈A∗2 ,
((u; u′); (v; v′)) = (u#v; u′#v′): (9)
We may assume that uu′vv′ =1. Write
u = a1 : : : an; u′ = a′1 : : : a
′
m; (ai; a
′
j ∈ A1);
v = b1 : : : br ; v′ = b′1 : : : b
′
s; (bi; b
′
j ∈ A2)
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and let k = max{n; m; r; s}. Let ai =1 for i∈{n+1; : : : ; k}, a′j =1 for j∈{m+1; : : : ; k}
and so on. It is immediate that
((u; u′); (v; v′))= ((a1 : : : ak ; a′1 : : : a
′
k); (b1 : : : bk ; b
′
1 : : : b
′
k))
= ((a1; a′1) : : : (ak ; a
′
k); (b1; b
′
1) : : : (bk ; b
′
k))
= ((a1; a′1); (b1; b
′
1)) : : : ((ak ; a
′
k); (bk ; b
′
k));
hence
((u; u′); (v; v′)) = (a1#b1; a′1#b
′
1) : : : (ak#bk ; a
′
k#b
′
k)
= ((a1#b1) : : : (ak#bk); (a′1#b
′
1) : : : (a
′
k#b
′
k))
= ((a1 : : : ak)#(b1 : : : bk); (a′1 : : : a
′
k)#(b
′
1 : : : b
′
k))
= (u#v; u′#v′)
and so (9) holds.
We de:ne K =((L′1)=; (L
′
2)=) and Ta =A
∗$ · ($; a) for a∈A1 ∪ 1; we show that
L′= =
( ⋃
a∈A1∪1
(La&) ◦ K ◦ Ta
)
∩ (L;Pref (L)): (10)
It should be clear from previous lemmas that if (10) holds, then L′= is rational as
required.
Starting with the reverse inclusion, let
(u; v) ∈ ((La&) ◦ K ◦ Ta) ∩ (L;Pref (L))
for some a∈A1 ∪ 1. Then there exist w∈L and z ∈A∗ such that (w; u)∈La, (w; z)∈K
and v= za. Clearly, u’=(wa)’ and v’= za’, therefore we only need to show that
w’= z’. But (w; z)∈K implies
(w; z) = (g#h; g′#h′)
for some (g; g′)∈ (L1)′= and (h; h′)∈ (L2)′=, by (9). Thus
w’= (g#h)’ = (g’1)(h’2) = (g′’1)(h′’2)
= (g′#h′)’ = z’
and so the reverse inclusion of (10) holds.
Conversely, let (u; v)∈L′=. We have (u; v) ∈ (L;Pref (L)) trivially. Moreover, we
may write v= a1b1 : : : ambma with ai ∈A1, bj ∈A2 and a∈A1 ∪ 1. We show that
(u; v) ∈ (La&) ◦ K ◦ Ta:
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Let v′= a1b1 : : : ambm. Clearly, v′ ∈Pref (L). Let u′ ∈L be such that u′’= v′’. Since
(u′a)’ = (v′a)’ = v’ = u’;
we have (u; u′)∈La&, and clearly (v′; v)∈Ta. It remains to show that (u′; v′)∈K .
Since u′ ∈L=L1#L2, we may write u′= g#h for some g∈L1 and h∈L2. Let g′
be obtained by removing all the occurrences of e1 in a1 : : : am and let h′ be ob-
tained by removing all the occurrences of e2 in b1 : : : bm. Note that such an occurrence
can never be followed by an occurrence of another letter. Clearly, v′= g′#h′. More-
over, since v′ ∈Pref (L), we have necessarily g′ ∈Pref (L1) and h′ ∈Pref (L2). Since
(u′; v′)=(g#h; g′#h′), it suMces to show, by (9), that
(g; g′) ∈ (L1)′=; (h; h) ∈ (L2)′=:
To prove this claim, it remains to show that g’1 = g′’1 and h’2 = h′’2. Now
u′’ = v′’ ⇔ (g#h)’ = (g′#h′)’ ⇔ (g’1)(h’2) = (g′’1)(h′’2)
and so considering the projections to M1 and M2 gives the required result.
The converse of the above result is still open even in the case of automatic groups.
If M and N are monoids, we will use MoN to denote the semidirect product of
M and N , where N acts on M by endomorphisms. If n∈N , m∈M , we will write nm
for the left action of n on M .
Proposition 8.4. Let M be a (p-)automatic monoid and N a 3nite monoid acting on
M by endomorphisms on the left. Then MoN is (p-)automatic.
Proof. We may write
M o N =
⋃
n∈N
(M; 1)(1; n):
It is immediate that the conditions of Theorem 5.3 are satis:ed. Since (M; 1) is iso-
morphic to M , whence (p-)automatic, we conclude that MoN is also (p-)automatic.
Corollary 8.5. If M is a (p-)automatic monoid and N is 3nite, then the wreath
product M N is (p-)automatic.
Proof. Recall that M N is a semidirect product of the form MNoN . By Theorem 8.3
MN is (p-)automatic and so M N is (p-)automatic by Proposition 8.4.
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