We study the problem of finding a function u verifying −∆u = 0 in Ω under the boundary condition ∂u ∂n + g(u) = µ on ∂Ω where Ω ⊂ R N is a smooth domain, n the normal unit outward vector to Ω, µ is a measure on ∂Ω and g a continuous nondecreasing function. We give sufficient condition on g for this problem to be solvable for any measure. When g(r) = |r| p−1 r, p > 1, we give conditions in order an isolated singularity on ∂Ω be removable. We also give capacitary conditions on a measure µ in order the problem with g(r) = |r| p−1 r to be solvable for some µ. We also study the isolated singularities of functions satisfying −∆u = 0 in Ω and ∂u ∂n + g(u) = 0 on ∂Ω \ {0}.
Contents 1 Introduction
Let Ω be a smooth bounded domain in R N such that 0 ∈ ∂Ω and g : R → R a continuous nondecreasing function such that rg(r) ≥ 0. The aim of this article is to study the following nonlinear problem − ∆u + u = 0
in Ω ∂u ∂n + g(u) = µ in ∂Ω, (1.1) where µ is a Radon measure on ∂Ω and n the outward normal unit vector on ∂Ω. An associated model problem on which we can develop sharp estimate is the following equation in the upper half-space R N + := {x = (x 1 , ..., x N ) ∈ R N :
where p > 1. These two problems are by essence non-local and actually, the second problem can be expressed by introducing the square root of the Laplacian in R N −1 under the form Therefore it is natural to look for self-similar solutions i.e. solutions satisfying T k [u] = u for any k > 0. Introducing the spherical coordinates (r, σ) ∈ (0, ∞ × S N −1 ), then a self-similar solution endows the form u(x) = u(r, σ) = r − 1 p−1 ω(σ), (1.5) and ω satisfies ∆ ′ ω + ℓ N,p ω = 0 in S N −1
where ∆ ′ is the Laplace-Beltrami operator on the unit sphere S N −1 , ν is the outward normal unit vector to ∂S N −1 + tangent to S N −1 and ℓ N,p = 1 p − 1
This problem points out the existence of critical values of p. We denote by E the set of solutions of (1.6) and E + = {ω ∈ E : ω ≥ 0}. This set has the following structure:
where ω s is the unique positive solution of (1.6).
When 1 < p < N N −1 , we show that there exist signed solutions to (1.6) . The assumption on the boundedness of |x| 1 p−1 u(x) seems necessary since no Keller-Osserman universal estimate [22] , [27] appears to hold. Actually, if u satisfies (1.2), the functionũ defined in whole R N bỹ
satisfies − ∆ũ + 2|u| p−1 uH ∂R N + = 0 in R N + \ {0}, (1.16) where H ∂R N + is the (N-1)-dimensional Lebesgue measure supported by ∂R N + . Hence the coercivity due to the nonlinear term is localized on ∂R N + . Such problems with measure valued nonlinear potential are studied in [29] . Notice also that when p > N −1 N −2 , then the assumption u(x) = O(|x| − 1 p−1 ) implies that u(x) = o(|x| 2−N ), hence Theorem B implies Theorem C.
When u satisfies (1.14) , the problem can be interpreted with a boundary data holding in the sense of distributions, − ∆u = 0
in Ω ∂u ∂n + u p = kδ 0 in D ′ (∂Ω where
In the next result we give a condition for the unconditionnal solvability of problem (1.1).
Theorem D.
Let Ω ⊂ R N , N ≥ 3 be a bounded C 2 domain and g : R → R a continuous nondecreasing function such that g(0) = 0. If g satisfies 20) then for any µ ∈ M(∂Ω), the problem (1.1) admits a unique solution.
A nonlinearity which satisfies (1.20) is called subcritical. When N = 2 this notion has to be modified. Following Vàzquez we define the exponential orders of growth of a continuous nondecreasing function g : R → R vanishing at 0 by
and a − (g) = sup a ≤ 0 :
Theorem E. Let Ω ⊂ R 2 be a bounded C 2 domain and g : R → R a continuous nondecreasing function such that g(0) = 0. 1-If a + (g) = a − (g) = 0, then for any µ ∈ M(∂Ω) the problem (1.1) admits a unique solution, 2-if 0 < a + (g) < ∞ and −∞ < a − (g) < 0 the problem (1.1) admits a unique solution with µ = k j=1 α j δ aj , with a j ∈ ∂Ω and α j ∈ R * , provided 
Separable solutions
We recall that the upper hemisphere S N −1 + can be parametrized as follows
and we write ω(σ) = ω(σ ′ , φ)). With this parametrization the Laplace-Beltrami operator on S N −1 endows the form
is the surface measure on S N −2 induced by the Euclidean metric in R N −1 .
Proof of Theorem A
Proof of assertion 1. If p ≥ N −1 N −2 then ℓ N,p ≤ 0. If ω is a solution of (1.6), then
Hence ω = 0.
Proof of assertion 2. Assume (1.9) holds and ω is a positive solution of (1.6). The function φ → cos φ is the first eigenfunction of −∆ ′ in H 1 0 (S N −1 + ) with corresponding eigenvalue N-1. Multiplying the equation by cos φ and integrating yields
= 0, hence ω = 0 by Hopf boundary lemma.. Proof of assertion 3. Assume (1.10) holds. We first prove that any solution ω of (1.6) depends only on φ following a method introduced in [34] and it has constant sign. We setω
From the expression (2.2) we get
Since ω is the projection of ω onto the first eigenspace of −∆ ′ in H 1 (S N −1 + ) and N-1 the corresponding eigenvalue,
If p ≥ N N −1 , then ℓ N,p + 1 − N ≤ 0. This implies ω = ω. It follows that ω depends only on the variable φ ∈ (0, π 2 ) and thus it satisfies
Next we prove that any solution has constant sign. Let us assume that ω(0) > 0.
If ω vanishes at a first point some φ 0 ∈ (0, π 2 ], then it is positive on (0, φ 0 ) and ω φ (φ 0 ) < 0 by Cauchy-Lipschitz theorem. If φ 0 = π 2 , then ω φ (φ 0 ) = 0 from (2.3), contradiction. Hence φ 0 < π 2 . This implies that ω is a positive solution of
Thus ω is a first eigenfunction of −∆ ′ in H 1 0 (S φ0 ) where
Hence ℓ N,p > N − 1, contradiction. Then we prove that there exists at most one positive solution ω. Letω be another positive solution. A straightformard computation yields 0 =
This implies that ω =ω. Finally we prove existence. Set
The functional J is defined in
). In particular
Since (1.10) holds, 0 < ℓ N,p ≤ N − 1; if we take η(φ) = ǫ 0 ∈ R, then
Hence the infimum of J in X rad (S N −1 + ) is negative. Since p > N N −1 , then ℓ N,p < N − 1, and for ǫ = N − 1 − ℓ N,p > 0 there holds
Therefore J achieves its minimum in X rad (S N −1 + ) at some ω, which can be assume to be positive since J(η) = J(|η|). If we denote it by ω s , there holds E = {ω s , −ω s , 0}, which ends the proof. The value p = N N −1 is a bifurcation value as it is shown below.
and ω ǫ is a nonzero signed solution of
Proof. The linearization of (1.6) at p = N N −1 and ω = 0 yields
x N > 0}, then for j < N the restriction to S N −1 + of the function ψ j :
x → x j satisfies (2.7). In order to satisfy the simplicity requirement, we consider the functions defined on S N −1 + depending only of the variable x j ⌊ S N −1 + . Then ψ j is a simple eigenfunction of ∆ ′ associated to the eigenvalue N − 1. By the classical Crandall-Rabinowitz theorem [17] there exists a C 1 curve ǫ → (p ǫ , ω ǫ ) starting from ( N N −1 , 0) such that ω ǫ is a nonzero solution depending only of the variable
Since ω ǫ depends only on x j ⌊ S N −1 + and inherits the properties of ψ j , it changes sign. By Theorem A-1-2, p ǫ < N N −1 , which ends the proof.
Separable solutions in dimension 2
When N = 2, (2.4) endows the form
and therefore
for some real numbers a, b. The boundary conditions are the following
(2.10) Theorem 2.2 If N = 2 the set E is always discrete and more precisely, 1-If 1 p−1 ∈ N * , then 0 is the unique solution to (2.9).
2-If 1
p−1 / ∈ N * , then (2.10) admits three solutions ω s , −ω s and zero. Furthermore ω s keeps a constant sign if p ≥ 2.
Proof. Because of (2.10)-(i) we can assume a, b > 0. Set X = (p − 1)a p−1 and
All the separable solutions with a > 0 (and similarly with a < 0) are obtained with a p−1 = X 0 and b = a p−1 1 p where X 0 is a positive zero of the function Φ.
(1) If π p−1 = π 2 + kπ for some k ∈ N, then Φ(X) = (−1) k+1 (1 − X p+1 ). Hence there exist only three solutions corresponding to
If tan π p−1 > 0, then Φ ′ (X) > 0 and since Φ(0) < 0, Φ admits a unique root X 0 > 0. Hence there exist only three solutions, ω s , −ω s , 0.
Hence Φ ′′ is negative in the interval (0, − 2 p+1 cot π p−1 ), positive in (− 2 p+1 cot π p−1 , − cot π p−1 ) and negative in (− cot π p−1 , ∞). A standard study shows that Φ ′ is positive on (0, X * ) for some X * > − cot π p−1 , vanishes at X * and is negative on (X * , ∞). Finally, Φ is increasing on (−∞, X * ) with a positive maximum and negative on (X * , ∞). As a consequence Φ admits a unique zero at X 0 > − cot π p−1 and there exist again only three solutions ω s , −ω s and 0. This ends the proof.
Isolated singularities 3.1 Regularity results
We assume that Ω ⊂ R N , N ≥ 2 is a bounded smooth domain such that 0 ∈ ∂Ω. We have the following basic estimate the proof of which is based upon Moser's iterative scheme.
satisfies for any a > 1 and some c a > 0,
2)
where r 0 > 0 depends on Ω. In particular, if u is nonnegative, then for any ǫ > 0 there exists c ǫ > 0 such that
The discriminant of this equation in X is necessarily nonnegative, therefore
2 ∇ζ, we deduce from (3.4) with the help of Young's inequality,
which leads to
.
We first assume N ≥ 3 and set θ = N N −2 . If s − r ≤ 1, we obtain, using Gagliardo-Nirenberg's inequality,
We fix r > 0 and define the sequences for n ∈ N * p n = θp n−1 with p 0 = α + 1 = a > 1 r n = r(2 − 2 −n ) with r 0 = r s n = r(2 − 2 −n−1 ), thus s n − r n = 2 −n−1 r. We obtain from (3.7)
Because s n → 2r when n → ∞, we obtain by an easy induction
We notice that we have neglected the boundary integral in (3.8) . Indeed, the same induction yields
If N = 2 we use the interpolation inequality
(3.12)
Combining it with the imbedding inequality
we obtained that (3.7) is replaced by
Mutatis mutandis, the end of the proof follows easily. Next we assume that u ≥ 0. Then it admits a boundary trace (see e.g. [24] ) which is a nonnegative Radon λ measure on ∂Ω and the Riesz-Herglotz representation formula in terms of Poisson potential of the measure λ holds,
for all x ∈ Ω, (3.15) where P Ω is the Poisson kernel defined in Ω × ∂Ω. Furthermore u belongs to [20] ). Furthermore
For any ǫ > 0 there exists c ǫ > 0 such that
This ends the proof.
Remark. A natural question is whether (3.3) is valid with ǫ = 0. Notice that using the standard estimates on the Poisson kernel we have, (3.18) where Ω r = {x ∈ Ω : ρ(x) ≥ r} and c = c(Ω) > 0.
Linear estimates
We assume that Ω is a bounded smooth domain of R N , N ≥ 2.
Proposition 3.2 Let a ≥ 0 be a constant and λ and µ be two bounded Radon measures on Ω and ∂Ω respectively. Then there exists a unique weak solution
Proof. We first consider the case Ω = B +
where H ∂R N + is the (N-1)-dimensional Hausdorff measure andλ andμ are defined accordingly toũ by an even reflexion through ∂R N + . Thenũ satisfies locally (3.20) in the sense that for any 0 < R ′ < R there holds 23) when N > 2, with straightforward modification if N = 2. This implies
(3.24) For a general domain Ω, consider a point a ∈ ∂Ω. There exists r a > 0 such that we can perform an even reflexion though ∂Ω ∩ B ra (a) following the normal vector to ∂Ω as in [6, Lemma 2.4] , with the modification that we use an even reflection and not the odd one which is therein adapted to zero boundary data. If we denote byũ the reflected function defined in B ra (a), it satisfies
where the A j are C 1 functions satisfying the standard ellipticity and boundedness conditions. The local regularity theory yields
where c depends on Ω and r a − r ′ a . We obtain (3.20) by a compactness argument. The proof of (3.21) is similar. Uniqueness is straightforward.
Remark. These results are not new. However they show that the estimates are local which will be useful later on in the sense that for any compact set K ⊂ Ω and any ǫ > 0 there holds
Remark. A more general global statement of existence and regularity with a more involved proof can be found in [26, Theorems 1, 2] . The same estimates
where sign + 0 = χ (0,∞) .
Proof. We first assume that u is a smooth function. Let
In the same way, we prove 
Remark. In each case of the above proposition there holds
where X is either L q (∂Ω) either L q (Ω) or W 1,q (Ω) and b a ≥ 0 is as in Proposition 3.2. From this result we obtain higher regularity according to the regularity of the boundary data. 
(3.34)
Proof. For the sake of simplicity we assume that Ω = B 1 , the unit ball in R N .
In spherical coordinates u satisfies
where ∆ ′ is the Laplace-Beltrami operator on S N −1 . Let A be a skew-symmetric matrix in R N , X t := exp(tA) the group of isometries that it generates and L A the Lie derivative defined by
Since L A commutes with ∆ ′ , the function (r, σ) → v(r, σ) = L A u(r, σ) satisfies
This implies firstly that
which is an estimate for all the tangential derivatives of v and we obtained the final estimate with the normal derivative using the equation.
Interating this method and using interpolation techniques, we obtain The next local version of the previous results will be used later on.
Proposition 3.7 Let a ≥ 0 be a constant, N ∂Ω be compact and u be a nonnegative weak solution of (3.19) with λ = 0 and µ ∈ W k+s,m
37)
with c = c(ǫ) > 0. 
If n * is the largest integer smallest than N m0 , then v ∈ W 1,m n * +1 −τ (Ω) for any τ > 0, hence v ∈ W 1,m n * +1 −τ (Ω) ⊂ W s,∞ (Ω) for some s ∈ (0, 1). By Proposition 3.6, v ∈ W 1+s,∞ (Ω). Iterating this method we obtain the claim.
Remark. The sign assumption on u may look unusual, but it must be noticed that the problem is by essence non-local. The only local aspect is the one dealing with the local properties of nonnegative harmonic functions and the solutions of elliptic equations with measure data. If we want to get rid of it, we need ∇u ∈ L in Ω, u k satisfies the same estimate with the same constant in Ω k . Let r > 0 such that k 4 ≤ r ≤ 8k. By Proposition 3.7 we have
This last term is bounded as we have chosen k 4 ≤ r ≤ 8k. Since D ℓ u k (x) = k 1 p−1 +ℓ D k u(kx), we take k = r and deduce
which ends to proof.
Proof of Theorem B
We denote by (x, z) → N Ω (x, z) be the kernel function defined in Ω × ∂Ω with Neumann boundary data δ z , that is the solution of
Let j : R → R + be a C 2 nondecreasing convex function, vanishing on (−∞, 0], such that 0 < j ′ (r) ≤ 1 on (0, ∞). For ǫ > 0 set w ǫ = j(u − ǫN Ω (., 0)), then
Since w ǫ vanishes in a neighborhood of 0,
As g(u) has the sign of u, it is nonnegative on the support of w ǫ . Hence ∇w ǫ = 0. This implies that j(u−ǫN Ω (., 0)) is equal to some consatnt c ǫ which is decreasing with ǫ. Letting ǫ → 0 we infer that u + is constant. Similarly u − is constant and such is u. Notice that for this constant u, g(u) = 0. N ) and u = 0 by Theorem B. Therefore we can assume 1 < p ≤ N −1 N −2 in the sequel. The basic technique is to straighten the boundary and transform the study near the singular point into a problem in a infinite cylinder. We abridge the proof since the details of the method (initialy introduced in [20] ) can be found in [16] . We assume that the orthonormal basis e 1 , ..., e N is R N is such that at 0, n = −e N and that ∂Ω is locally the graph of a C 2 function θ defined in B R ′ = B R ∩ {x : x N = 0} and satisfying θ(0) = 0, Dθ(0) = 0. Putting y j = x j = Θ j (x) if j = 1, ..., N − 1 and y N = x N − θ(x ′ ) = Θ N (x), then Θ = (Θ 1 , ..., Θ N ) is a local diffeomorphism near 0. We set u(x) =ũ(y) = u(r, σ) = r − 1 p−1 v(t, σ) with t = ln r. Performing a lengthy computation we derive that v satisfies
Proof of Theorem C

Straightening the boundary
, where c = y |y| and the ǫ j satisfy |ǫ j (t, .)| + |ǫ j t (t, .)| + |∇ ′ ǫ j (t, .)| ≤ ce t , 
Proof. We multiply the first equation (3.45) by v t , integrate on S N −1 + and obtain 1 2
By (3.47), |η j (t)| ≤ ce t . The fact that v t and ∇ ′ v are uniformly bounded and N − 2p p−1 = 0 as p = N N −2 , we infer
, we obtain by multiplying (3.45) by v tt and integrating on S N −1
which ends the proof.
Strong singularities
Because the functions v t , v tt and ∇ ′ v t are uniformly continuous on (−∞,
) by the Arzela-Ascoli theorem. Therefore, the alpha-limit set of
is a non-empty compact connected set in C 2 (S N −1 + ). Using (3.50) and letting 
Weak singularities
In the sequel, we assume N > 2, the proof in the case N = 2 can be carried out by the same techniques with minor technical modifications. The following lemma proved in [14] is the key for starting the proof of the decay of the solution. 
). Then w is bounded and satisfies 
Proof. We multiply equation (3.61) by w t and integrate over S N −1
(3.65) where α 1 and α 2 are defined by
Using the estimates on ǫ j and (3.60), we obtain that Step 1. We claim that u(x) ≤ c|x| 2−N in a neighborhood of 0.
(3.68)
If δ ≥ 1 p−1 + 2 − N , (3.68) is a consequence of (3.58) . In what follows we assume that
and, as in the proof of Proposition 3.10, the quantities
. Furthermore there holds 
We multiply (3.71) byṽ δ , integrate over S N −1 + and use the boundary condition and the fact that N − 1 is the first eigenvalue of −∆ ′ in H. We deduce that X δ (t) := ṽ δ (t, .) L 2 (S N −1 + ) satisfies in the sense of distributions in (−∞, T 1 ), where m = inf{1, p−1}, for some constant c * > 0. Note that the nonlinear term on ∂S N −1 + is at the origin of the term e (p−1)t . The characteristic polynomial of (3.73) is
It is noticeable that its discriminant is N 2 , independent of δ, and as a consequence its roots are expressed easily by Then
We can choose γ such that γP δ (1) ≥ −c * and a = ṽ δ (T 1 , .) L 2 (S N −1 + ) e −ξ 1,δ T1 . By the maximum principleX δ (t) ≤ X ǫ (t) for t ≤ T 1 and all ǫ > 0. This implies
(3.75) Using standard regularizing effect for elliptic equations, we can improve (3.75) and obtain a uniform estimate
(3.76) Next we denote by X δ the projection of v δ onto ker(−∆ ′ ) (i.e. the average on S N −1 + ), then
The characteristic roots of the equation
are θ 1,δ , θ 2,δ . They can easily be computed and for δ > 0 small enough
The solution of (3.77) admits the general expression Since m < θ 1,δ , it is easy to see that there exists c ≥ 0 such that, when t → −∞, there holds X δ (t) = e t inf{p−1,θ 2,δ } (c + o(1)), (3.82) for some constant c > 0. This implies not only (3.68) but also (1.14) .
(3.83)
Then we restart the previous construction, replacing δ by δ 1 := δ + p − 1. After a finite number j of iterations of this construction and setting δ j := δ + j(p − 1) we finally obtain
which again implies not only (3.68) but also (1.14) .
Remark. The results of Theorem C can be extended to signed solutions u of (1.12) provided they satisfy not only the same a priori estimates |u(x)| ≤ c|x| − 1 p−1 but also |D α u(x)| ≤ c|x| − 1 p−1 −|α| for |α| = 1, 2, 3. If this holds, the energy method applies and we infer that the limit set of the trajectory for all ζ ∈ C(Ω), ζ ≥ 0. Since g is nondecreasing, we take ζ = 1 and get u = v.
Proof of Theorem D
In this section we assume N ≥ 3. Let {µ k } be a sequence of smooth functions on ∂Ω and u k the solution of
obtained by minimization. By Lemma 3.
3 .
(4.5)
Using Sobolev imbedding theorem for Besov-Lorentz spaces, classicaly obtained by the real interpolation method [23] from the same indexed Sobolev spaces [31] , we obtain v⌊ ∂Ω
(4.6)
Therefore We set A λ (u kj ) = {x ∈ ∂Ω : |u kj ⌊ ∂Ω (x)| > λ} and α kj (λ) = |A λ (u kj )| N −1 . Since (4.7) holds,
Using Cavalieri's formula [13] ,
(4.9)
Combining (4.8) and (4.9), we can choose λ large enough and deduce that E |g(u kj )|dS → 0 when |E| N −1 → 0, uniformly with respect to k j . Hence
Letting k j → ∞, we infer that (1.18) holds. Actually, the whole sequence {u k } converges and we denote by u µ its limit. Notice also that by the monotonicity of g, µ ≥ µ ′ implies u µ ≥ u µ ′ .
Remark. If g(r) = |r| p−1 r with p > 0, condition (1.20) is satisfied if and only if p < N −1 N −2 .
Proof of Theorem E
In this section we assume N = 2.
Proof of assertion 1. As in the proof of Theorem D, we denote by u k the solution of (4.2). Estimate This implies that {(u k , u k ⌊ ∂Ω )} is compact in L q (Ω) × L q (∂Ω) for any q < ∞ and up to a subsequence {u kj } converges a. e. and in L q (Ω) × L q (∂Ω) to some u such that ∇u ∈ L 2,∞ (Ω) and therefore u⌊ ∂Ω ∈ L q (∂Ω). Thus u⌊ ∂Ω satisfies (4.13). As a consequence problem (1.1) admits a solution if |g(r)| ≤ c 1 |r| q + c 2 for some q ∈ (0, ∞) and c 1 , c 2 ≥ 0. We have actually a more general result if we assume that a + (g) = a − (g) = 0. From (4.13) there holds for λ > 0,
where A λ (u kj ) and α kj (λ) are defined in the proof of Theorem D. If E ⊂ ∂Ω is a Borel set, Remark. Actually we have a stronger result since we only use with µ + = j∈J+ α j δ aj (resp. µ − = j∈J− α j δ aj ). Then u ℓ,µ+ ≥ 0 (resp. u ℓ,µ− ≤ 0) and j∈J− α j N Ω (., a j ) ≤ u ℓ,µ− ≤ u ℓ,µ ≤ u ℓ,µ+ ≤ j∈J+ α j N Ω (., a j ).
Since
for any ǫ > 0, there exists K ǫ > 0 such that
We take ǫ > 0 small enough such that
This implies that {g ℓ u ℓ,µ− } ℓ and {g ℓ u ℓ,µ+ } ℓ are uniformly integrable in L 1 (∂Ω). Consequently {g ℓ (u ℓ,µ )} ℓ is also uniformly integrable in L 1 (∂Ω). Letting ℓ → ∞ we deduce that up to a subsequence, u ℓj,µ converges to the unique weak solution u = u µ of (1.12).
Remark. By adapting the construction in [32] (see also [33] for a slightly simpler proof), it can be proved that when N = 2 the problem (1.12) can be solved with any measure on ∂Ω with Jordan decomposition µ = µ r + µ a where µ r is the diffuse part and µ a = k j=1 α j δ aj is the atomic part, provided the α j satisfy (1.23). In particular no assumption on µ r is required.
The supercritical case: proof of Theorem F
Let P Ω be the Poisson operator for −∆+I in Ω and D Ω the Dirichlet to Neumann operator for −∆ + I. 
Furthermore there exists c > 0 such that
Proof. We recall that by Calderon's theorem the operator D Ω is an isomorphism from L q (∂Ω) to W 1,q (∂Ω) (see e.g. [1, Theorem 1.2.3]) and in particular for any q ∈ (1, ∞), In the next result we denote by C 1,p ′ R N −1 the Bessel (or Sobolev) capacity on ∂Ω associated to W 1,p ′ (R N −1 ). The corresponding capacity C 1,p ′ ∂Ω on the boundary is defined by local charts and the zero-capacity property does not depend on the charts. Proof. Without loss of generality we can assume that E ⊂ ∂Ω is a compact set. Because of uniqueness, u is nonnegative. Let η ∈ C 2 0 (∂Ω) such that 0 ≤ η ≤ 1, η = 1 in a neighborhood of E and v η = P Ω [η]. If ζ ∈ C 2 (Ω) we have For k > 1 we take ζ = v k η , then
Since v η ≥ 0, we obtain
Taking k = p ′ and using (4.24), we infer If C 1,p ′ ∂Ω (E) = 0, there exists a sequence {η m } ⊂ C 2 0 (∂Ω) such that 0 ≤ η m ≤ 1, η = 1 in a neighborhood of E and η m W 1,p ′ (∂Ω) → 0 when m → ∞. This implies that v ηm → 0 in L 1 (Ω), hence the left-hand side of (4.30) tends to 0, and finally µ(E) = 0.
We end the proof of Theorem F with the sufficient condition which follows from a general result due to Feyel and de la Pradelle [18] . Remark. If 1 < p < N −1 N −2 , W 1,p ′ (∂Ω) ⊂ C(∂Ω). Therefore the only set with zero C 1,p ′ ∂Ω -capacity is the empty set. If p ≥ N −1 N −2 , a single point has zero C 1,p ′ ∂Ωcapacity. Since δ a (a) = 1 for any a ∈ ∂Ω there is no solution of problem (1.24) with µ = δ a .
As a consequence we have a non-removability result.
Corollary 4.6
Let Ω be a smooth bounded domain of R N . Then any compact subset K ⊂ ∂Ω with positive C 1,p ′ ∂Ω -capacity is non-removable in the sense that there exists a nonnegative non-trivial function u K ∈ C 1 (Ω \ K) satisfying − ∆u + u = 0
in Ω ∂u ∂n + |u| p−1 u = 0 in ∂Ω \ K. (4.31)
Proof. By [1, Theorem 2.5.3] there exists a positive measure, called the capacitary measure µ K with support in K and such that µ K ∈ W −1,p ′ (Ω). For such a measure there exists a positive solution to (1.24), hence u satisfies (4.31).
Remark. We conjecture that the condition C 1,p ′ ∂Ω (K) = 0 is also a sufficient condition for a compact set K ⊂ ∂Ω to be removable. This is even not known if K is a singleton.
