De-noising algorithms based on wavelet thresholding replace small wavelet coe cients by zero and keep or shrink the coe cients with absolute value above the threshold. The optimal threshold minimizes the error of the result as compared to the unknown, exact data. To estimate this optimal threshold, we use Generalized Cross Validation. This procedure does not require an estimation for the noise energy. Originally, this method assumes uncorrelated noise. In this paper we describe how we can extend it to images with correlated noise.
1 Introduction
Thanks to the combination of a nice theoretical foundation and the promising applications, wavelets have become a popular tool in many research domains. In fact, wavelet theory combines many existing concepts into a global framework. This new theoretical basis reveals new insights and throws a new light on several domains of applications.
One of these applications is image enhancement. In this manuscript we concentrate on the problem of noise reduction. Among other methods to suppress noise with wavelets, we distinguish two important classes:
1. The rst type of algorithms, such as described in 1] uses a library of regular waveforms. These methods assume that the signal without noise ts well in this library, whereas the noisy contribution cannot be well represented. These methods try to select the regular waveform from the library that is as close as possible to the input. 2. The other class of methods has the following scheme: rst the algorithm performs a wavelet transform. Then, in contrast to methods of the rst class, it manipulates the wavelet coe cients. Finally an inverse transform yields | hopefully | a de-noised signal or image. This paper describes a method that belongs to the latter case. The manipulation of the wavelet coe cients is mostly based on a classication. This classi cation is often binary: the coe cients are divided into two groups. The rst group contains important, regular coe cients, while the other group consists of coe cients that were catalogued as \too noisy". These two groups are then processed in a di erent way. Noisy coe cients are often replaced by zero.
To classify wavelet coe cients, the procedure needs a criterion to distinguish noisy from regular coe cients. We mention some of the possible criteria:
1. The most straightforward procedure uses the absolute values of the coe cients as a measure of regularity: the most important coe cients are also the most regular ones. This method assumes that a regular signal or image can be represented by a small number of large coe cients. Donoho e.a. 2] showed that this method has statistical optimality properties. 2. Another class of methods computes the correlation between coe cients at successive scales 3]. These methods are based on the assumption that regular signal or image features show correlated coe cients at di erent scales, whereas irregularities due to noise do not. 3. A third class of methods is based on the characterization of the Lipschitz or H older regularity of a function by its (continuous) wavelet . These methods look at the evolution of the coefcients across the di erent scales to distinguish regular from noisy contributions. Loosely spoken, a regular image or signal singularity has a long-term range and therefore the corresponding wavelet coefcients at coarse scales are large. Noise on the contrary, is local and therefore its singularities have larger coe cients at ner scales. In principle, all these methods rely on a binary decision: a coe cient is a ected by noise or su ciently clean. To construct a more continuous approach, one can try to compute the probability for a coe cient to be su ciently clean according to the criterion. To this end, we need an a priori probability model for regular wavelet coe cients. This Bayesian approach allows us to use the input data as an observation and so to compute for each coe cient the a posteriori probability to be su ciently clean. We can use the a priori model to incorporate spatial coherence conditions 6, 7] .
In this text, we restrict ourselves to simple threshold procedures, which replace the coe cients with small absolute value by zero. The \large" coe cients are kept in the hard-thresholding case and shrunk in the softthresholding case. Figure 1 shows the di erence between these two. While at rst sight hard-thresholding may seem a more natural approach, softthresholding is a more continuous operation, and it is mathematically more tractable.
A natural question arising from this procedure is how to choose the threshold. Weyrich and Warhola 8] proposed to use a generalized cross validation (GCV) 9] algorithm. In 10] we showed that, under certain conditions, this procedure is asymptotically optimal, i.e. for a large number of data points it yields a threshold for which the result minimizes the expected mean square error as compared with the unknown, noise-free data. Moreover this GCV procedure does not need any value or estimation of the noise energy. Other cross validation procedures are discussed in 11] .
In this paper we extend the use of generalized cross validation to the case of correlated noise. The classic shrinking procedure assumes white noise. Johnstone and Silverman 12] showed that a resolution-level dependent choice of the threshold allows to remove correlated noise. We thus investigate the possibility to choose these level-dependent thresholds by generalized cross validation. This paper is organized as follows: we rst repeat some basics about wavelets as far as we need it for further discussion. Then we explain the idea of generalized cross validation and we discuss the assumptions that are necessary for this method to be successful. In section 4, we discuss the properties of wavelet transforms in relation to data with correlated noise. We propose a modi cation of the generalized cross validation function for correlated noise, based on these properties. In Section 5 we introduce the redundant wavelet transform as a method to improve the results. In Section 6 we discuss some of the results and we end with a brief conclusion.
2 The discrete, dyadic, non-redundant wavelet transform
In this section we repeat some basic wavelet material, as far as we need it in our further discussion. For simplicity, we mainly restrict ourselves to a one-dimensional terminology. Extension to more dimensions is possible, for instance by a tensor product approach. For more information or a more complete overview, we refer to the extensive literature. We mention 13, 14, 15] . An orthogonal, discrete, non-redundant wavelet transform maps an array of numbers onto a new array of equal length. It tries to recombine the data in such a way that the result is a more compact representation of the information. To this end, the algorithm uses the local correlation between the input numbers. For instance, neighbour pixels in a digital image normally have approximately the same grey values.
In a rst step the algorithm convolves the input with a lowpass lter h, which results in the scaling coe cients. These coe cients are a smoothed version of the input data. The di erence between this coarser scale representation and the original data is captured by a convolution of the input with a highpass lter g. Since these convolutions both give a result with a size equal to that of the input, this procedure doubles the total number of data. Therefore, we can omit half of these data by sub-sampling, as indicated in Figure 2 . Of course, some conditions on g and h are necessary to make a A two dimensional wavelet transform. First we apply one step of the one dimensional transform to all rows (left). Then, we repeat the same for all columns (middle). In the next step, we proceed with the coe cients that result from a convolution with h in both directions (right). perfect reconstruction of the input possible from the resulting data. We do not go into detail on this problem.
In the second and following steps the algorithm repeats the same procedure on the reduced set of smoothed data. In two dimensions, we rst apply one step on the row vectors and then on the column vectors. Figure 3 shows how this results in coe cients of four classes of coe cients. Coe cients that result from a convolution with g in both directions (HH) represent diagonal features of the image, whereas a convolution with h in one direction and with g in the other, re ects vertical and horizontal information (HL and LH). In the next step we proceed with the lowpass (LL) coe cients. Instead of proceeding with the LL-coe cients of the previous step only, we could also further transform all rows and all columns in each step. This leads to the rectangular two dimensional wavelet transform, illustrated in Figure 4 . This alternative not only requires more computation, it is also less usefull in applications: in the square wavelet transform, the HL and LH components contain more speci c information on horizontal or vertical structures.
We now return to one dimension and suppose that the input vector y has length N = 2 J for some integer J. If we denote by w the wavelet transform of y, the linearity of this operation permits to write: w = W y: (1) W is the wavelet transform matrix. Such a matrix-vector product has a quadratic complexity. However, the lter algorithm as described above only requires a linear amount of work, and is therefore called a fast wavelet transform (FWT). The inverse transform has also linear complexity and uses the same lters (h) and (g).
With each discrete wavelet transform, one can associate a pair of functions (x) and (x). The rst is a smooth function with local support such that y(x) := 2 J ?1
can be seen as a continuous representation of discrete data. (x) is called the scaling or father function. If we now denote by w j;i the ith wavelet coe cient in step j (j going from J ? 1 down to L), then, for an orthogonal wavelet transform, there exists one function (x) such that:
where j;i (x) = 2 j=2 (2 j x ? i):
The mother or wavelet function (x) has a typical waveform with a compact support. The function y(x) can thus be written as:
where s L;k represents the remaining scaling coe cients after the last step L. Each step of the discrete transform thus yields coe cients for di erent scales of the mother function. In this way, we get a multiresolution analysis of the original signal. If we continue as far as possible, i.e. until L = 0, we can write the function y(x) as a DC-component plus combinations of dilations and translations of one function (x). The decomposition in (4) remains unchanged if the wavelet transform is no longer orthogonal. However, in this case, we need a dual wavelet functioñ (x) to nd the coe cients like in (3):
The fast wavelet decomposition now uses dual ltersh andg, while h and g still appear in the reconstruction formula. This is the biorthogonal wavelet transform.
Shrinking and Generalized Cross Validation for white noise
We start from the following, additive model for data with noise. y = f + ": The vector f represents unknown, deterministic and structured data and y is the input for our algorithm. The noise " is stationary. In principle, this means that all components of the vector should have the same distribution. In practice, we want the mean E" i and the variance 2 = E" 2 i to be constants, i.e. independent of i. This is second order stationarity. In the rst instance, we also assume that the noise is white or uncorrelated: E" i " j = ij 2 .
The algorithm starts with a wavelet transform. By the linearity of this operation, the model in terms of wavelet coe cients remains unchanged:
The vector v = W f contains the wavelet coe cients of the original data, ! = W " are the noise coe cients and w = W y. Only for orthogonal W the wavelet decomposition of the noise ! is stationary and white. In Section 4 we discuss the biorthogonal case.
After applying a threshold , we get the modi ed wavelet coe cients w , for which the inverse transform yields the restored data y . As threshold value, we choose the minimizer of the following Generalized Cross Validation function:
where N is the total number of wavelet coe cients and N 0 the number of these coe cients that were replaced by zero. This function only depends on input and output data. A priori knowledge about the amount of noise energy is not necessary. If we use orthogonal wavelet transforms, then we can compute this formula in the \wavelet-domain", and hence minimization can be done completely in this domain. In that case, the amount of work, due to this minimization is comparable to or even less than the number of computations, necessary for the wavelet transform.
In 10], we proved that this threshold choice is asymptotically optimal, i.e. for a large number of wavelet coe cients, the minimizer of GCV ( ) also minimizes the mean square error function (or risk function) R( ), where
More precisely, we have:
Theorem 1 If = arg min R( ) and~ = arg min GCV ( ), then for N ! 1:
and in the neighbourhood of : Figure 5 illustrates this principle.
To give the proof in 10], we had to make several assumptions: 1. The original data f are smooth in the sense that they can be represented compactly by taking a wavelet transform. In fact, this assumption justi es the use of wavelets, since the localizing properties of these basis functions guarantee such a compact representation for most inputs. Without this assumption, the wavelet transform would not be necessary. 2. We need an orthogonal wavelet transform. 3. As mentioned before, the noise should be second order stationary. 4. The noise should be white. 5. The noise should be Gaussian with zero mean. Experiments showed that, in practice, the GCV-method performs well for other zero mean stationary distributions of the noise. 6. We use soft-thresholding. The method fails in the hard-thresholding case, because this operation is not continuous, as illustrated in Figure  1 .
Correlated noise
Experiments show that this Generalized Cross Validation procedure fails in cases with correlated noise. In this section, we study the properties of wavelet transforms in relation to correlated noise, we explain why a GCV-procedure needs uncorrelated noise and propose a modi cation of the method for the case of correlated noise. We start with the following observation: If R = E"" T is the correlation matrix of vector " of random numbers, and ! = W " is a linear transformation of this vector, then it is easy to proof that the correlation matrix S of this vector equals:
If W is a wavelet transform, this says that the correlation matrix of the one-dimensional wavelet transform of a vector equals the rectangular wavelet transform of the correlation matrix of the input vector.
If W is orthogonal and R = To prove that GCV yields the optimal threshold if the number of wavelet coe cients tends to in nity, we do not need uncorrelated wavelet coe cients at any moment, but we do need stationary noise in the wavelet domain 10]. This is because the GCV-estimator is built on the fact that an estimator for R( ) is given by 16]:
In this equation we used T( ) to mean: For proper use of this SURE estimator, we need stationarity. Anyway, it is obvious that a wavelet threshold method fails when the noise on the coe cients is not stationary. Indeed the optimal choice of the threshold depends on the present noise energy. The more noise, the higher the threshold should be. Some threshold selection methods, like the \universal threshold" of Donoho and Johnstone 17]: = q 2 log(N) ; (13) use this dependency explicitly. Equation (13) chooses a threshold in proportion to . If the amount of noise is di erent for all coe cients, it is di cult to remove it decently by only one threshold. As a matter of fact, this is also the reason why we do need orthogonal wavelet transforms: a non-orthogonal transform yields non-stationary noise.
We now suppose that the original noise is stationary and more precisely that the correlation between two points only depends on the distance between them. This means that the correlation matrix R is a (symmetric) Toeplitz matrix. If this is true, the multiresolution structure of a wavelet transform allows to prove that: Lemma 1 If ! j;i represents a wavelet coe cient at place i and resolution level j (scale 2 ?j ) of a random vector " , then E! Proof: We only consider the one dimensional case here. Extension to more dimensions is straightforward. Since the correlation matrix is symmetric Toeplitz, we have that R i;j = r ji?jj :
The wavelet coe cients at the nest resolution level are then: A similar argument holds for the scaling coe cients at resolution level J ?1.
We can thus repeat the same procedure for the wavelet coe cients at coarser levels, thereby completing the proof. 2 We have proven that the wavelet transform of stationary correlated noise is stationary within each resolution level. Since stationarity is a condition for a successful GCV-estimation of the optimal threshold, this result suggests choosing a di erent threshold for each resolution level. In our proof, we did not use orthogonality. This means that a biorthogonal wavelet transform of white or colored, stationary noise is stationary within each resolution level.
The mean square error now becomes a function of a vector of thresholds . If w j denotes the vector of wavelet coe cients at resolution level j, then we can write:
where N j represents the number of wavelet coe cients on level j and
Equation (16) suggests an optimization in wavelet domain. Only for orthogonal wavelets, this is equivalent to minimization of R( ) as de ned in (7) . Since all terms in equation (15) are positive, minimisation of R( ) is equivalent to successive one dimensional minimisations of R j ( j ) for all j. Based on this estimator, we can construct:
as a function of which the minimum is an asymptotically optimal estimator for the minimum risk threshold. In two dimensions, we minimize a GCV-function not only at each scale but also for each of the three components (horizontal, vertical, diagonal) at each resolution level.
We now illustrate the procedure with a testcase. To a clean image we added arti cial colored noise. This noise was the result of a convolution of white noise with a FIR-highpass-lter. The signal-to-noise ratio is 4:56 dB. Figure 6 shows that the algorithm achieves a signal-to-noise ratio of 14:77 dB. Figure 7 compares the GCV-function with the mean square error for the vertical component at the one but nest resolution level.
The idea of a level-dependent threshold for data with correlated noise also appears in a paper by Johnstone and Silverman 12] . These authors 
This formula essentially chooses the threshold in proportion to the amount of noise. If, according to (14) , the amount of noise is level-dependent, it is straightforward to make the threshold selection level-dependent too. Also for data with white noise, a level-dependent threshold may turn out to be better, since it is more adaptive.
Redundant Wavelet Transforms
Although a level dependent threshold selection works ne for correlated noise, problems may occur from the fact that the GCV-estimation is only asymptotically optimal. Indeed, the number of available wavelet coe cients decreases if the scale get coarser, because of the sub-sampling step in the wavelet transform algorithm. In this section, we discuss a redundant alternative for the classical wavelet transform that deals with this problem. This alternative also has other advantages, which we discuss below. Several authors have introduced the same modi cation 18, 19, 7] .
Such a redundant transform results from omitting the sub-sampling step in our procedure (See Figure 8) . Of course this transform should be consistent with the decimated transform in the sense that all the decimated coe cients re-appear in our new transform. To compute, for instance, the wavelet coe cients on the one but nest resolution level, we cannot, like in the decimated case, just convolve the scaling coe cients of the previous step with the high frequency lter g. If we want to get the original coe cients
( ( 2) 2) * h * * h * g g Figure 8 :
The redundant wavelet transform. The points with a black center represent coe cients that also appear in the decimated transform. To be consistent with this decimated transform, we should make sure that we only combine intermediate results from the original transform in our computation of coe cients \with a black center". To this end, we insert at each level, new zero elements between the lter coe cients of the previous step. This up-sampling operation is represented by ("2).
among our redundant set, we have to skip the extra coe cients of the previous step before the actual convolution. Of course these extra coe cients serve in their turn to complete the redundant set of wavelet coe cients at the given resolution level. A similar procedure is necessary for the computation of the scaling coe cients at the next level. At each level, the number of coe cients to skip, increases as a power of two minus one. As a matter of fact, instead of sub-sampling the coe cients, this alternative introduces upsampling of the lters h and g. Indeed, the wavelet and scaling coe cients at a certain resolution level can be seen as the result of a convolution with lters that are obtained by inserting zeroes between the lter coe cients of the previous step. This adaptation preserves the multiresolution character of the wavelet transform. More precisely, in one dimension the coe cients of decimated wavelet transform of a discrete signal y are equal to: Figure 6 . Signal-to-noise ratio is now 17:52 dB.
The functions (2 j x ? 2 j?J i) do not constitute a basis, since they are not linearly independent. This set of functions is an example of a more general theory of over-complete representations or frames. For more details, we refer to 14, Chapter 3].
It is easy to prove that a redundant wavelet transform of stationary noise is still stationary within each scale.
We now have the same number of coe cients at all levels. This number is equal to the size of the original input data. This procedure guarantees a successful application of an asymptotic estimator.
Secondly, we know that in each step, we could omit one half of the (wavelet and scaling) coe cients before reconstruction of the scaling coe cients at the previous level. This means that these coe cients can be reconstructed in two di erent ways. If we manipulate the wavelet coecients, for instance to remove noise, then the result will probably not be an exact redundant wavelet transform of one function. As a consequence the two possible reconstruction schemes at each level generate two di erent scaling coe cients at the previous level. Experiments show that taking a linear combination of these two possibilities causes an extra smoothing. Figure 9 illustrates this e ect for an inverse transform that takes at every scale the mean value of the two reconstructions.
Thirdly, this redundant transform is immediately extensible for cases where the number of data is not a power of two.
Moreover, unlike the decimated transform, this redundant transform is translation invariant.
Results and discussion
We now illustrate the method for two \realistic" images: the rst is an aerial photograph of 512 512 pixels. As can be expected, the algorithm does not distinguish real noise from the apparently noisy texture in the foliage of the trees in the wood. The second image is an MRI-image of a knee. Although wavelet thresholding is a very simple noise removal strategy, the result is quite fair. More so sticated methods do not use the absolute value of the coe cients to distinguish between noise and regular image or signal. If there exists for these more complicated criteria a possibility to incorporate a GCV-selection procedure, we still do not know whether a level-dependent application makes sense in this case.
Conclusion
This paper has presented an automatic selection of level-dependent thresholds for wavelet coe cients, to remove stationary, correlated noise. We use the multiresolution character of a wavelet transform to justify the choice of one threshold per multiresolution level. Most existing algorithms use an estimation of the noise energy at all scales and all components (horizontal, vertical, diagonal) to choose these thresholds. Since we need one threshold for each scale and each component the bene ts of an automatic selection of these thresholds are still more important than for the choice of one threshold, like in 10]. However, our selection is based on an asymptotic method, which fails at coarse scales, since only a few wavelet coe cients correspond to these levels. Therefore, we introduced the redundant wavelet transform. This alternative provides, at the expense of more computation time and higher memory requirements, su ciently coe cients at all scales. 
