INTRODUCTION
Modern genetic studies have shown that the instructions for forming an organism are contained in the nucleus of the fertilized egg. In the language of information theory, we may say that in the process of development the genetic (hereditary) information of an organism is transformed into its phenotypic (organic) information. Thus, to account for the tremendous intricacy of organization in a higher animal, there must exist a sufficiently large amount of genetic information in the nucleus.
What is the origin of such genetic information? If the Lamarckian concept of the inheritance of acquired characters were accepted, one might be justified in saying that it was acquired from the environment. However, since both experimental evidence and logical deductions have entirely failed to corroborate such a concept, we must look for its source somewhere else.
We know that the organisms have evolved and through that process complicated organisms have descended from much simpler ones. This means that new genetic information was accumulated in the process of adaptive evolution, determined by natural selection acting on random mutations.
Consequently, natural selection is a mechanism by which new genetic information can be created. Indeed, this is the only mechanism known in natural science which can create it. There is a well-known statement by R. A. Fisher that 'natural selection is a mechanism for generating an exceedingly high degree of improbability', owing to which, as will be seen, the amount of genetic information can be measured. It may be pertinent to note here that the remarkable property of natural selection in realizing events which otherwise can occur only with infinitesimal probability was first clearly grasped by Muller (1929) .
The purposes of the present paper are threefold. First, a method will be proposed by which the rate of accumulation of genetic information in the process of adaptive evolution may be measured. Secondly, for the first time, an approximate estimate of the actual amount of genetic information in higher animals will be derived which might have been accumulated since the beginning of the Cambrian epoch (500 million years), and thirdly, there is a discussion of problems involved in the storage and transformation of the genetic information thus acquired. There is a vast field of fundamental importance which awaits the fruitful activities of statisticians and other applied mathematicians collaborating with biologists.
THE CONCEPT OF A SUBSTITUTIONAL LOAD
A unit process in adaptive evolution is the replacement in a Mendelian population of one allele by another which is better fitted to a new environment. It was pointed out by Haldane (1957) that if this is carried out by premature death of less fit individuals, it may cost a number of deaths equal to about thirty times the population number. I proposed the term substitutional (or evolutional) load to express the decrease of population fitness (in the Darwinian sense) in the process of such a gene substitution (Kimura, 1960a, b) .
Let us consider the simplest situation in which the population consists of haploid organisms, such as some fungi. In such a case, each gene exists in a single dose in a somatic cell. Let x be the frequency (relative proportion) of a gene A which is in the process of being substituted for its allele A' because of its selective advantage over A'. Then the rate of change in gene frequency x is given by or dx where s (> 0) is the selective advantage measured in Malthusian parameters (Fisher, 1930) , i.e. in terms of its contribution to the geometric growth-rate of the population, and t is the time.
Since the population at a given moment contains the unfit genotype A' in the proportion of 1 -x, the total decrease in population fitness, also measured in Malthusian parameters, throughout the process of substitution is
where p is the initial value of x. Thus we have
This is the expected substitutional load for a haplont if the substitution proceeds at the rate of one gene per generation. The actual substitutional load may be obtained by summing the above quantity over all relevant gene loci, each weighted according to the rate of substitution per locus per generation.
where e is the rate of substitution per locus. The situation is much more complicated for higher animals and plants, in which each gene exists in double dose within a somatic cell (diploidy) and gene interaction 129 within a locus (dominance) becomes important. It can be shown (cf. Kimura, 1960 b) that, if the selective advantages of the genotypes A A and A A' over A'A' are s and sh respectively, then the load produced by substituting A for A' is 1-h {s ^ 0, 1 ^ h ^ 0)
"h+(l-2h)p where p is the initial frequency of A in the population and h represents the degree of dominance of A over A' in fitness. One salient feature of this result is that L does not depend directly on s, the magnitude of selective advantage involved.
In Fig. l be seen from this figure that L increases as p decreases, while it decreases as h increases. In man, the typical frequency of 'recessive' deleterious genes is of the order of 1%, and if we assume that their dominance in fitness is about 2% as in recessive lethals of the fruit-fly Drosophila melanogaster, L turns out to be about 59.
As in the case of the haplonts, the substitutional load is given by 
where bit is a commonly used unit of the amount of information equivalent to the information content of choosing between a pair of alternatives, say 0 or 1, with equal probability (0-5). The above relation may be derived from two independent courses of reasoning:
(1) If those individuals which are to be eliminated by natural selection in the process of progressive evolution were kept alive and allowed to reproduce at the same rate as the favoured individuals, the population number would become, after t generations, times its initial value. This means that natural selection allows an incident to occur with probability one, which, without selection, could occur only with a probability of Thus information gained through t generations amounts to and therefore information gained per generation iŝ --0 4 bits, as was to be shown.
(2) Consider a population of haploid organisms. Let p be the initial frequency of an advantageous gene A. The probability that the gene A is ultimately established in the population is 1 under natural selection, while it is onlyp if natural selection were not working and the fixation of genes were left to the action of random genetic drift. Thus the amount of information corresponding to this gene substitution is H = log 2 -= -log 2 p bits.
On the other hand, we have shown that for one-gene substitution
ESTIMATION OF THE INFORMATION GAIN IN THE ACTUAL PROCESS OF EVOLUTION
As shown above, the gain of genetic information is directly proportional to the substitutional load, and the problem of estimating the former (H) is now reduced to that of estimating the latter (L e ). However, since evolution is usually an exceedingly slow process in comparison to our ordinary life-span, it may be very difficult to determine L e from direct observation. Haldane (1949) has shown, based on paleontological data of Simpson (1944) , that the standard rate of evolution in morphological characters is of the order of one-tenth of a darwin, one darwin standing for a change by a factor of e per million years.
In an attempt to derive theoretically some fundamental genetic parameters such as mutation rate (/x) and degree of dominance (h) from the standard rate of evolution in the past, I proposed what I called the principle of minimum genetic load (Kimura, 19606) , a hypothesis that in the process of evolution the genetic parameters tend to be adjusted such that the total genetic load is minimized. In particular, may be minimized in adaptive evolution. Here L m stands for the mutational load which arises through the elimination of deleterious genes produced by recurrent mutation (cf. Crow, 1958) . Based on this principle, it was demonstrated that the spontaneous mutation rate per gamete, £ /x, and the harmonic mean of the degree of dominance of mutant genes in fitness, h, can be derived from the rate of substitution of genes and the total amount of hidden deleterious effect, per gamete, of mutant genes:
where E is the rate of substitution of genes in horotelic evolution (standard rate evolution, cf. Simpson, 1944) .
and D is the total amount of genetic damage per gamete expressed in lethal equivalents (cf. Morton, Crow & Muller, 1956 ). If we take E =^J^, an approximate value suggested by Haldane (1957) , and D = 2, the one obtained by Morton, Crow & Muller from the study of inbreeding in man, we get Ji = 0-0203 and 2 M = 0-0581, both of which agree fairly well with the corresponding observed values in the fruit-fly Drosophila (k about 2%, 2 M about 4%). This is remarkable since the calculation is based on a simplified assumption that evolution has proceeded at a constant rate over an indefinitely long time. The calculation also supplies, at the same time, the substitutional and mutational loads:
I will take L e = 0-2 and L m = 0-1 for the present purpose. Then, the rate of accumulation of genetic information becomes approximately H = 0-29 bits per generation, if we apply relation (5). Similarly, we may calculate the amount of information gained by eliminating deleterious mutant genes by using the relation H = L m jlog e 2. This is an amount which exactly cancels out the loss of information by mutation. Table 1 is a balance-sheet of genetic information in evolution. We are now in a position to estimate the total amount of genetic information which has been accumulated since the beginning of the Cambrian epoch. Prior to this we know very little about the actual forms of life on the earth because of the scarcity of fossil records. Through the following epochs our knowledge of the major course of evolution is fairly good. Before we do this, it may be instructive to see how effectively a high level of improbability in genetic organization can be generated by natural selection. With H = 0-29 bit per generation, the amount of genetic information accumulated over 1,000 generations is 290 bits. On the other hand, according to Eddington, the total number of electrons in the universe is f. 136. . Thus, the probability that a randomly chosen electron out of the universe happens to be the preassigned one is the reciprocal of this number and the corresponding measure of improbability is about 263 bits. This means that 1,000 generations of natural selection can achieve something more improbable than this. But, for the actual process of organic evolution, a duration of 1,000 generations is a very short time indeed.
We do not know how old life on earth is, though there are some reasons to believe that it has existed 2 billion years. We do know, however, that in the Cambrian epoch, which started about 500 million years ago, the earth was already inhabited by organisms such as jellyfish, annelid worms, trilobites, crustaceans, etc.
If we assume then that the genetic information has been gained at the rate of 0-29 bit per generation, the total amount of genetic information accumulated since the beginning of Cambrian epoch is 0-29x5xl0
where G is the harmonic mean of the duration of one generation in years. Unfortunately, for organisms which do not exist except as fossils, it is impossible to measure the exact length of their generations. All we can do is to infer them from contemporary analogues. For various groups of animals, there is some tendency for smaller and less differentiated members to mature more quickly than the larger and well-differentiated ones. Now, in the history of evolution, it is known that it was always the former type of animal which has succeeded in leaving descendants. Furthermore, G is expected to be much smaller than the arithmetic average of the lengths of one generation. With no reliable estimates available at present, I assume, as a biologically reasonable guess, that G is of the order of one year. We may conclude then, that the total amount of genetic information which has been accumulated since the beginning of the Cambrian epoch along the lineage leading to higher mammals may be of the order of one hundred million bits (10 8 bits). Corresponding to this increase in genetic information, there has occurred a tremendous improvement of phenotypic organization which is implied in the term evolution in the usual sense of the word.
STORAGE AND TRANSFORMATION OF GENETIC INFORMATION
Owing to the recent development of bacterial and viral genetics and also of DNA chemistry, it has become increasingly clear that DNA (deoxyribonucleic acid) molecules forming chromosomes are the carriers of genetic information. From this standpoint, a chromosome may be considered as a linear sequence of nucleotide pairs, of which four kinds are discriminated. Muller (1958) estimated the total number of nucleotide pairs which may be present in the chromosome set of man as approximately 4 x 10 9 , by dividing the total mass of DNA contained in a human sperm (ca. 4 x 10~1 2 gr.) by the mass of one nucleotide pair (ca. 10~2 1 gr.). Thus, with four kinds of nucleotide pairs, the maximum amount of genetic information that may be stored in the haploid chromosome set of man amounts to Iog 2 4 4x10 * = 8xlO 9 bits, and twice as much for the diploid set:
1-6 x 10 10 bits. This is the maximum amount of genetic information that may possibly be stored in the nucleus of a fertilized human egg, if the four kinds of nucleotide pairs are equally efficient.
It is generally accepted that the information in DNA is transferred, via RNA (ribonucleic acid) molecules, to proteins, and if, as some workers in this field assume (cf. Crick et al., 1957) , a sequence of three nucleotides determines one of twenty possible amino acids, the above value should be reduced by a factor of Iog 2 20/log 2 4 3 x 0-72, giving 1-15 xlO 10 bits, or roughly 10 10 bits as the maximum amount of genetic information that might effectively be stored in the diploid chromosome set.
Here the chromosome set may be compared with an electronic computer. In IBM 650, for example, there are 2,000 memory locations and it can store 20,000 digits, or about 6-64 x 10 4 bits of information. A more interesting object for comparison is the self-reproducing machine envisaged by von Neumann. According to Kemeny (1955) , von Neumann's machine consists of a basic box of 80 x 400 squares plus a tail containing 150,000 squares. The basic box has a function analogous to the soma, while the tail contains the instructions of the machine and is analogous to the chromosome set. This tail consists of 150,000 cells which are in either an 'on' or 'off ' state, and therefore it may store 1-5 x 10 5 bits of 'genetic information'. These comparisons not only show the tremendous complexity of chromosome structure, but also reveal an indeed amazing efficacy of DNA codes-efficacy of such an extent, as pointed out originally by Muller (1935) , that all of the chromosomes present initially in the fertilized eggs from which the present population of the world (some two thousands of millions) developed would occupy a volume about equal to that of an ordinary aspirin tablet.
Deciphering DNA codes, i.e. learning to read the genetic language, is a very fascinating problem which was vigorously attacked for the first time only a few years ago (cf. Yeas, 1958) and, without a Rosetta stone, it would be solved only by statistical treatment, though no success seems to have been obtained so far.
We have estimated, in the previous section, that the total amount of genetic information which has been accumulated since the Cambrian epoch is of the order of 10 8 bits. On the other hand, as shown above, the maximum amount of genetic information that might be stored in the diploid chromosome set of man may be of the order of at least 10 10 bits. If the first estimate (10 8 bits) is correct, the difference between these two estimates must be real, even if we admit that our Cambrian ancestors had already accumulated a considerable amount of genetic information. If so, I believe that this difference can be interpreted in two ways, namely, either the amount of genetic information which has been accumulated is a small fraction of what can actually be stored in the chromosome set or, more probably, the DNA code itself is highly redundant. In a stimulating paper, to which more attention should be paid by Western geneticists, Schmalhausen (1958), a Russian geneticist, points out that higher reliability of transmitted information may be achieved by the repetition of information, such as repetition of equal genes (polygenes), 'repeats' of gene complexes and in particular diploidy or polyploidy. Furthermore, there may be repetition or a certain kind of redundancy of information within each gene or 'cistron'.
Recently, Sueoka (1960) has made an extensive survey on the guanine-cytosine (G-C) content of deoxyribonucleic acid (DNA) taken from various organisms ranging from bacteria to man. It has been found that for vertebrates the average content lies within the range of 40 to 44%. For various species of bacteria, it varies over a much wider range of 25 ~ 75%, indicating the marked divergence in phylogeny. On the other hand, the G-C content of DNA molecules within an organism has a rather narrow distribution with 2cr (twice the standard deviation) of some 6% or usually less around its specific mean value p. In the case of native DNA taken from the calf thymus, the average G-C content, p, is about 40% and its heterogeneity, 2a, is 9-6%, which has been the largest value ever observed.
It may not be difficult to see that if the arrangement of G-C pairs and A-T pairs were entirely at random, the proportion, p, of G-C pairs between molecules within an organism should be distributed unimodally with a binomial variance of
where b stands for the number of base pairs (sum of G-C and A-T pairs) composing a DNA molecule. In the actual case, the number of base pairs per molecule is not constant and we should use its harmonic mean for b. In the case of calf thymus DNA, the harmonic mean is roughly 10 4 and in most cases b should be at least several thousands. Thus, with b = 10 4 , the expected heterogeneity (2a p ) calculated for p = 0-3 ~ 0-7 is 0-009 < 2a p < 0-01, i.e. it lies between 0-9 and 1-0%. If b is half as large, the heterogeneity will become about 1-4 times as large, and even if 6 is I as large, it will only double the above value. On the other hand, the observed heterogeneity is some 6% in vertebrates (Sueoka, 1960) , much larger than that expected from the binomial distribution. Thus the ratio between the observed and the expected heterogeneity is roughly 6 in terms of standard deviation and 36 in terms of variance. I assume that this discrepancy between the observed and the expected is due to repetition in the pattern of base arrangement within the DNA molecule. A simple analysis of our ordinary language will help us greatly to clarify this point. It is known that, in English sentences, the most frequent letter is 'e', and this is followed by ' t ' or ' a' in frequency. These three letters, together with a space between words, make up about 40% (analogous to G-C pairs in 'genetic language'). I extracted fifty lines, each with seventy letter positions, from a paper on genetics and calculated the mean frequency of' e', ' t', ' a' and space per line and the standard deviation of the frequency between different lines. As shown in the second row of Table 2 , the ratio between the observed and the expected standard deviation is about 0-92.* Here the expected standard deviation is calculated from (7) using p = 0-439 and b = 70. Similar calculations were performed for lines taken from genetical papers written in French, German and Russian. The results are also listed in Table 2 . It may be seen from this table that the ratio between observed and expected heterogeneity i n ' e, t, a, space' content per line is roughly 0-9, which is very different from what we have found in the G-C content per DNA molecule.f Suppose we duplicate each letter fifty times so that each line now consists of 50 x 70 or 3,500 letter positions. By this duplication, the observed heterogeneity does not change but the expected heterogeneity may be reduced to about 1/7-1 because b should be taken as 3500. Then, the ratio between the observed and expected becomes about 6-4, which is similar to the ratio obtained for DNA.
Granting that there may be some thirty-six repetitions in the arrangement of base pairs in DNA molecule, the next question is how such repetitions can be visualized. The analogy with our ordinary language may help us again. Let us take, as an example, the following sentence:
IT IS SO.
From this sentence we can derive various forms of letter arrangements by duplicating each letter twice. Among them, the following three are especially significant, which I will tentatively call letter, word and sentence repetitions respectively:
ITIT ISIS SOSO (iii) Sentence repetition: IT IS SO IT IS SO These three forms are, as such, indistinguishable with respect to the ratio between the observed and the expected 'heterogeneity'. However, by splitting each of these into pieces of certain length and studying their heterogeneity, we will find that they behave quite differently. Suppose we split each into two pieces of equal length. In the case of letter repetition, the observed variance will become double, because each piece contains only one half of independent letters of the original sentence. On the other hand, in the case of sentence repetition, the variance will remain the same because each piece contains the full sentence. The situation is intermediate in the case of word repetition and the variance becomes 5/3. Returning to the problem of heterogeneity in G-C content, Sueoka (1959) found that by splitting calf thymus DNA molecules by ultrasonic vibration into pieces of about one-tenth in size, the heterogeneity variance increases very little (order of 10% if any). Since we have already assumed that there may be thirty-six repetitions of letters in DNA, this result may be interpreted as showing that repetition in the DNA molecule must be more near to the type of sentence repetition than that of word repetition. Assuming 10 4 base pairs per DNA, then each sentence consists of roughly 300 letters.
The above hypothesis may be tested by splitting DNA molecules into muchsmaller pieces consisting of less than 300 base pairs and by seeing if the observed and the expected heterogeneity agree with each other.
It should be noted here that the repetition may not be exact in the actual DNA molecule, rather at each repetition the ' word' may be slightly modified from one to the other, like variations in music.
At any rate, through the process of individual development (ontogeny), the genetic information is finally transformed into phenotypic information, with its various aspects in morphology, physiology and behaviour, admittedly a large amount of redundancy being involved among them. Then, how large is the phenotypic information of higher mammals, or specifically that of man? Perhaps the more pertinent question to ask here is how much more phenotypic information is contained in higher animals or man as compared to their Cambrian ancestors. In this sense, the information content should not be counted in terms of atomic or molecular configurations, but should be done in terms of the three-dimensional anatomical structure plus chemical data, as pointed out by Elsasser (1958) . He
