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This thes is e n t i t l e d *' Some optimization, problems 
in Bayesian mul t ivar ia te Sampling " i s suhmitted to 
Aligarh Muslim Universi ty, Aligarh to suppl icate the 
degree of Doctor of Philosophy in S t a t i s t i c s , I t embodies 
the research work carr ied out by me in the Department of 
S t a t i s t i c s , Aligarh Muslim Univers i ty , Al igarh. 
The theory of Sampling is concerned with the developmen"t. 
of most precise (or most economic) procedures of Sample 
s e l ec t ion and with the construct ion of good est imates of 
c e r t a i n parameters of the population under study. One of 
these procedures i s to divide the population into various 
s t r a t a . 
In t h i s t h e s i s we are concerned with the a l loca t ion 
problem in mul t ivar ia te surveys. The s t ra tegy used is to 
obta in minimum pos ter ior variance of the mean for each of 
the p charac te rs , so that the cost of the survey does 
not exceed the t o t a l ava i lab le budget. 
The problems in the various s i tua t ions are shown t% 
be reduced to t h a t of convex programming with multiple 
( I I ) 
object ive funct ions . 
Chapter I of the thes i s gives the h i s t o r i c a l background 
and the concepts for the work presented in the sequal. The 
discussion helps to understand how the Bayesian techniques 
are useful for problems of optimum a l loca t ion in sampling. 
In Chapter I I a procedure has been developed for a 
programming problem with mult iple object ives in which the 
object ive functions are convex and the cons t r a in t s are 
l i n e a r . A method for further improvements in the solut ion 
i s also indicated. 
In Chapter I I I the optimum a l loca t ion has been 
obtained in s ingle phase satcpling, when the population is 
normal and the pr ior d i s t r i bu t ion i s also normal. There 
are more than one characters under study, Bayesian 
pos te r io r analys is i s employed. 
In Chapter IV and V we t r e a t the problem 'ef eptimum 
a l l oca t i on , for multiple charac te rs , for the second phase 
in a two phase sampling procedure. The population from 
which the samples are drawn i s noifmally d.ijgUrlbuted. 2re 
( I I I ) 
p repos te r io r and poster ior .analysis i s employed and the 
pos te r io r variances for a l l the characters a r e iirinirax-zed 
-suhject to the cost r e s t r i c t i o n , tn-Chapter IV=the-prior " 
d i s t r i b u t i o n is non-informative for a l l the characters 
while in Chapter V, the pr ior d i s t r i b u t i o n is conjugate, 
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Chapter I 
Background and prel iminar ies 
1 .1 . Optimization and Approximation 
( i ) 5£2®^^^ •^£^c>ximation^pr_o'blem 
Every approximation problem can be regarded as 
an optimization problem. Although., a l l the c r i t i c a l 
problems of approximation theory can not be answered 
by means of optimization, the questions of p r ac t i c a l 
importance, such as ca lcula t ion of minimal deviat ion 
and the solut ion of approximation problem may be success-
fu l ly obtained by using various methods of opt imizat ion. 
May approximation problems a r i s i n g in applied mathematics 
and other f i e ld s have been shown for a possible treatment 
in a unified way within the general frame-work of opt imi-
zat ion theory by Collatz , L. and W.Welleihing (1975), 
Krabs, W. (1979), Zukhovitskey , S.I.and L. I . Avdeyera (1966). 
A problem of approximation generally has the f«ll«wing 
form : Given a continuous, r ea l valued function, f (x), 
defined on a given point set S, a c lass of r e a l valued 
funct ions , V = i g ( x , a^ , . . . , a^) ) , also continuous in x 
on S and dependent on the r e a l parameters, a-, , . . . , a 
( 2 ) 
Such t h a t f 0 V and a m e t r i c , ?^  (f , g ) , f u r t h e r d i s t ance 
between two f u n c t i o n s , f and g, the prol^lem i s to f ind 
a f u n c t i o n g e V fo r which the d i s t ance tf., (f»g) i s 
minimal . An approximat ion problem thus may be cons idered 
as an o p t i m i z a t i o n problem with ob jec t ive func t ion L (f , g ) . 
s 
( i i ) Convex_Che_b^he]^_a£Droximati^^ 
Assume-that we ?re given a system of p convex smooth 
func t ions f. ( x ) , i == l , 2 , . . . , p and a r e g i o n S defined by 
t h e i n e q u a l i t i e s h . (x) < o, j = 1 , . . . , q'where h, (x ) , , h (x) 
a r e a l s o convex smooth f u n c t i o n s . The corresponding convex 
Chebysbev approxim'ation problem c o n s i s t s i n f i n d i n g a -point 
X e S fo r which max f. (x ) = min max f i ( x ) . 
i ^ xeS i 
As t h e f u n c t i o n max f. (x) i s convex, t h a convex 
i 
Chebyshev approximat ion problem i s a l s o a convex oroeprammino; 
problem. 
( i i i ) £oints__closest__to_a_s;^steiT^ hygerp lanes 
In n-d imens iona l Eucl idean spnce , consider a grstem 
of ra hyperp lanes h^'; a£^^x^+. . .+ a^^^ x"*^ c^t = o , i = l , 2 , . . . . 
The quan t i t y 
( 3 ) 
I (x,h..)=l 2 a:^^ x'.+ a^^M i s the distance from 
the point x' = ( x - [ , . . . , x^) to the plane h^, where ] | 
r ep resen t s the Euclidean norm. The problem is to find 
t he point with leas t distance from the system of hyperplanes 
h. , i . e . a point x , for which 
max p (x ,h . )= inf max p ( x , h . ) 
l < i < m ' ^ X l < i < m • 
Again, as the function f (x) = max (x,h. ) i s convex, 
' i -^  
the ahove prohlem is a lso a. convex programming problem. 
The above equivalence has been exploited in Chapter I I 
for developing an algorithm for a convex programming 
problem with multiple objective funct ions. 
1 .2 . Opt imizat i on with Mult iple Ob j e ct ive s. 
When we find an optimal solut ion to a Mathematical 
programming problem we ac tua l ly suboptimize the problem 
of a larger system of which the problem solved was a 
component for acheiving the goal of the system as a wbole 
the formulation in the form of programming with mult iple 
object ive is considered Benayonn, R a,nd J . Tergny (1969) 
have given the following formulation in the l i n e a r case. 
( 4 ) 
To find a vector x in the feas ib le region D e R^ 
defined by the so lu t ion of the Linear system : 
A x < h , X = (x., , . . . , X ) 
n 
X j _ > o , l < i < ^ 
where the choSen vector gives ' ' Sa t i s fac t ion ' ' t o the p 
numerica,! characters denoted by c , c , . . . , c^. 
The. ve.lue taken by a so lu t ion x corresponding to t'ne 
character c*^  i s given by 
n 
y ^ ( x ) = _E Q^. Xj_, j = 1 , 2 , . . , , p . 
i = l 
I t i s assumed that more y^ (x) is large.-, more the solut ion x 
i s sa t i s fac tory for the character c^, 
In the presence of some a p r i o r i knowledge regpxding 
the r e l a t i v e importance of the vorious cha rac t e r s , the 
following two methods of r ecas t ing the problem i s used. 
Case^ 1. If the r e l a t i v e importance of the characters may 
be expressed by means of assigning weights, say, %^ for the 
j character , then a unique objective function can be defined 
as 
( 5 ) 
p . . n 
- ,j =1 i = l 
where d. = Z ix*^  c . , i == 1 , 2 , , , . , n . 
I n t h i s case we ^.re l e d to an o rd ina ry l i n e a r pr«gramrrin^ 
prohlem c o n s i s t i n g of a uniqae o h j e c t i v e f u n c t i o n . 
Case 2. I f the a p r i o r i knowledge i s a v a i l a b l e only i n 
t e rms of an h ie rachy of the v a r i o u s c h a r a c t e r s , t h e 
c h a r a c t e r s a re f i r s t a r ranged in order of p r i o r i t y , P#r 
exp.mple, in c'\se of two c h a r a c t e r s l e t y (x) have p r i o r i t y 
ft ver y ( x ) . F i r s t we solve t h e prohlem 
max ^ y (x) 
xSD 
Now l e t H r e p r e s e n t the h a l f space of s o l u t i o n s of 
the i n e q u a l i t y 
y^ (x ) > f' - e ' 
where f = max y (x) and e ' i s a non-negar.ive number 
xeD 
r e p r e s e n t i n g the maximum a l lowab le decrease in e ' . The 
r e q u i r e d s o l u t i o n w i l l t hen be the s o l u t i o n of t h e problem 
2 
max y ( x ) . 
X e D^)PI 
( 6 ) 
The i d e a of a s a t i s f a c t o r y s o l u t i o n i s not very 
c l e a r i n the more genera l case v/hore e i t h e r the r e l a t i o n 
"between t h e var ious chcaracters, be ing of very d ive r se 
n a t u r e , i s too complex or o therwise t h e -^vailahle 
infor-mption i s incomplete . A d i f f e r e n t method t o cope 
w i th Such s i t u a t i o n i s proposed wi th the name of POP and 
desc r ibed in Benayonn, R. and J . Tergr^y (1969). The f u r t h e r 
r e n i f i c a t i o n of t h i s method h^s been p resen ted (aga in for 
t h e l i n e a r case ) by the W-we STEP method in Benayonn, R, 
J . MDntgolfier ard Tergny, J (1971) . The idea of SlEP 
method has been e x p l o i t e d for dcvelopino- a procedure f o r 
convex program^^ing wi th multi^^le o b j e c t i v e s i n Chapter I I . 
1 . 3 . Eranc_h _and Bo v nd _Jfc_t ho ds 
The branch and bound p r i n c i p l e was f i r s t d i scovered 
by -Land, A.H. and A.G.Doig ( i960) i n the con tex t for 
So lv ing i n t e g e r l i n e a r programming problems. La te r 
Dakin, R (1965) proposed a s imple , y e t i n t e r e s t i n g , 
va r i r - t i on of land and Doig r l g o r i t h r a . 
The b a s i c idea of the branch and bound p r i n c i p l e 
i s t he follovano-, Oonsider a minimiz^' t ion problem under 
( 7 ) 
c e r t a i n constrr , in ts . Assume tha t an upper bound on the 
optimal value of the objective function i s ava i l ab l e . 
(This usually i s the value of the objective function f t r 
the l e a s t feas ible solution iden t i f i ed thus f a r ) . The 
f i r s t step i s to p a r t i t i o n the sot of a l l feas ible solut ions 
in to several subsets and, for o-^ ch one,a lower beund i i 
obtained for the value of the objective function cf the 
solut ions within th'^.t subset . Those subsets whose lawer 
bounds exceed the current upper bound on the objective 
function are then excluded from further considerat icn. 
Now, of the remaining subsets one with the sma-llest lo-wer 
bound is par t i t ioned further into several subsets . Their 
lower bounds are obtained in turn and ust,d as before to 
exclude some of these subsets from further consideration,* 
From p.ll of the remaining subsets , another one is selected 
for further pa r t i t ion ing e t c . This orocess i s re-oeated 
u n t i l a feas ib le solution i s found such tha t the c » r r c s -
ponding value of the objective- function i s no gre-^ter than 
the lower bound for any subset . 
While solving an integer Erograraming problem- the 
approach of land and Doig i s that for pf^xtitioning a 
( B ) 
f eas ib le so lu t ion i t adjoins the equal i ty cons t ra in t s 
such as X, = ft J and x, = [t ] + 1 e tc . where [t'[ is 
t h e la rges t integer less than or equal to t . This has a 
drawhack tha t a large number of subsets may be required 
to be created and t h i s number can not be predicted in 
advance. An improved pa r t i t ion*^ which c rea te , exactly 
two subsets from each e l ig ib le set i s tha t if a t a ce r t a in 
s tage the optimal continuous solut ion has x, = t where 
t i s not i n t e g r a l , then the f i r s t suTsset i s created by 
introducing the inequali ty Xj^  < [t'j and the second is 
created by introducing x, > [t J + 1. This var ia t ion in 
p a r t i t i o n i n g was given by Dakin, R (1965). 
An integer solutioa to the convex programming problem 
s t a t e d in the chapter I I could be detained by applying 
the above method. However, for the a l loca t ion problem of 
che.pter I I I , which has been formulated as a programming 
problem of chapter I I , a ru le of thum"b. has 'been used 
for obtaining an integer so lu t i on . 
1.4. Bp.^ es in n "^stitfetio_n 
The revelP.nce of Bayes theorem to problem.s, p.rising in 
( 9 ) 
s c i e n t i f i c i n v e s t i g a t i o n s , i n which in fe rences a r e made 
about parameter va.lues, about which l i t t l e i s known 
a p r i o r i , i s very g r e a t . Though, s ince the p u b l i c a t i o n 
of Bayes work in 1763, t he re had been c o n t r o v e r s i e s 
about t h e acceptance and r e j e c t i o n of h i s work, r e c e n t l y 
t h e Bayes mode of r e a s o n i n g has come up wi th g rea t v i g o r . 
Bnyes The^orem^ 
( i ) Discret_e_ Case . In an inde te rmina te p r a c t i c a l s i t u a t i o n 
a s e t of events A-,, A p , , . , , Ai^  may occur . These even t s a re 
mutually exc lus ive and e x h a u s t i v e . Some'other event A , 
i s of p a r t i c u l a r i n t e r e s t . The p r o b a b i l i t i e s , P ( A . ) , 
( i = 1 , . . . , k) of each of the A^^ a r e known, as a r e t h e 
c o n d i t i o n a l p r o b a b i l i t i e s , P ( A | A . ) , i = 1 , 2 , . . . , k of A 
g iven t h a t A. has occur red . Them the c o n d i t i o n a l ( i n v e r s e ) 
p r o b a b i l i t i e s of any A., g iven tha.t A has occu r r ed , i s 
g iven by 
P(A|A^).P(Aj_) 
P(A. lA) = . . . . ( 1 ) 
^ k 
S P (A (A. ) P (A. ) 
i = l ^ ^ 
Rather t b a n cons ide r ing even t s A-, we cons ide r 
hypo theses H, , H g , . . . , Hj^  which c o n s t i t u t e a p p r o p r i a t e 
( 10 ) 
model for the p r ac t i c a l s i t u a t i o n . One and only one 
of these must "be tg-ue, the event A becomes r e - i n t e r p r e t e d 
as an observed out come from the pra,ctical s i t u a t i o n ; i t 
i s the sample data^ prior to the observation, the 
p r o b a b i l i t y , P(H. )> that H. i s the appropriate model 
Specif icat ion, i s known for a l l i . These p robab i l i t i e s 
a re the ip ior pr_obabilit_io_s uf the different hypotheses 
and cons t i t u t e a se'condrxy source of information. The 
p r o b a b i l i t i e s , p(/ |H^) ( i = 1 , 2 , . . . , k) of observino; A, 
v/hen H i s the correct spec i f i ca t ion , are known a l s o , 
these .."^ e simply the l ikel ihood of the s?imple da ta . 
•io can r e i n t e r p r e t T3ayes theorem as providing a means of 
updat ing, through use of sample data , our e a r l i e r s t a t e 
of knowledge expressed in terms of the pr ior p r o b a b i l i t i e s , 
P(Hj;) (i = l , 2 , . . . , k ) . The updated assessment i s given by 
the £OStorior pro^babili t ies, p(H. JA) of the different 
hypotheses being t rue a f te r we have u t i l i z e d the further 
information provided by observing A to occur. This i s the 
essence of Eayesien inference : that the pos ter ior probabi-
"L-itY of H.. given A is proport ional to the product tf the 
p r io r probabi l i ty of H. and the l ikel ihood of A when H. 
( 1 1 ) 
i s t r u e , p r ior inform^.tion about the pc^.ctlcr.l s i t ua t ion 
i s in t h i s way apgrnented by the sample data to y i e ld a 
current p r o b a b i l i s t i c descr ipt ion of t h a t s i t u a t i o n , 
defined by the set of posterior p r o b a b i l i t i e s , 
( i i ) Co_nt_inu_ous _Gase^ 
Suppose the Y = (y^, y j , . . . , y^) i s a vector of n 
observ,-tions whose rjrobability d i s t r i bu t i on p(;^!9) 
depends on the values of k parameters 6 ' = (9-, , . . . ,ev) . 
Suppose a l so th^^t e i t s e l f has a probabi l i ty d i s t r i b u t i o n . 
Then, 
p(^|e)p(e) = p(y,e) = p(9|3r) p(y) 
Given the observed data ^ , the condi t ional d i s t r i b u t i o n 
of 9 is 
P ( l l 9 ) p(9) 
p(e)i^) = - — . . . (3 ) 
j' / p(y i9)p(9)de, 9 centinuous 
where p(y)=E p(y (9)=c 1 
) 
I 2 p(y i9)p(9)de, 9 d iscre te 
V— — — — _ 
In t h i s expression, p (9 ) , which t e l l s in what i s known 
( 12 -) 
about e without knowledge of data , i s ca l led the pr ior 
d i s t r i b u t i o n of Q." Correspondingly, pCe];^), which t e l l s 
us what i s known about 9 given knowledge of d^ta, i s 
ca l l ed the poster ior d i s t r ibu t ion of 9 given Y.* Now given 
the data y , p(5[,i9) may be regarded as a function not of 
y but of 9. I t is ca l led the l ike l ihood function of 9 for 
given :£. and can be wri t ten /t(9(:^). The Bayes formula thus 
becomes 
p(9!i) = I (efe) p(9). . . . (5) 
That i s , 
pos ter ior d i s t r i b u t i o n a l ike l ihood x pr ior 
d i s t r i b u t i o n . 
The l ikel ihood function c ( ' 6 | y ) pl^ '^ -js a very important 
r o l e in Ba,yes formula. I t i s the function through which 
data y modifies prior knowledge of 9, i t can therefore 
be rco-irded a s represent ing the information about 9 coming 
from the data . 
Se q^eny^ l _na_turc___©f _^ay£B 
Briyes Theorem (3) provides a mathematical formulation 
( 13 ) 
of how previous knowledge may be cora"bined with ne'vv knoviledg^e, 
indeed, the theorem allov/s us to continually update inf»r^ 
mat ion ahout a. set of para.moterse as more observations are 
taken. 
l e t Y^  be the i n i t i a l sample of observations then 
p(©l3Ci) a p(e) 'i,A^\Zi^ . . . ( 4 ) 
Suppose vi?e have a second sample of observations Vp, 
tHicon independently of the f i r s t sample, then 
« pCefei) iJ^kz") ...(5) 
The expression (5) is precisely of the same iiym 
as (4) except t h a t P ( © | : ^ T ) , "^ tiG poster ior d i s t r i bu t i on 
-for 6 given y^ , plays the ro le of the pr ior d i s t r i b u t i o n 
for the second sample. 
The point estimate of 9 i s tSken the value which 
minimizes the expected loss w . r . t . poster ior d i s t r i b u t i o n . 
Now if the l o s s i s squared e r ro r , bhen the pos ter ior mean 
i s the optimum va.lue of e,[_Rao, G.R. 197^, P,335. The 
( 14) 
expected loss for t h i s estimate wi l l "be the variance of the 
pos te r io r d i s t r i bu t ion . 
1 . 5 . Bayesian^Ppsterior ^nd^Bay^esian B£G£Osterior_^Analysis 
In Chapter IV and V optimum a l loca t ion i s obtained 
using two different approaches, v i z . , pos ter ior and prepos-
t e r i o r ana ly s i s . In the Bayesian posterior ana lys i s the 
decision is based on the combina-tion of the pr ior information 
and the data information which are combined in the form of 
pos te r io r d i s t r i b u t i o n . 
In preposter ior analysis the decision i s taken before 
ac tua l ly performing the experiment. In th i s ana lys i s we' 
consider the prior expected value of a l l possible posterior 
expected u t i l i t i e s . According to Winkler, R.L. (1972) 
the preposterior analys is involves the po ten t i a l poster ior 
d i s t r i b u t i o n following the proposed sample, which has not 
been observed yet ; i t i s jus t being contemplated. 
In Chapter IV and V, in teyesian poster ior an?Aysis, 
ti 
we make use of the f i r s t phase information both the alloca.te 
the Second phase observation and also to estimate the value 
( 15 ) 
th 
of ovsT a l l mean for the j cha r -c te r , 'L , Since a l l 
obser-vations are incorporated into the estimator of /4. 
i . e . En. Y. . , we choose the N. to make the poster ior 
i ^ 
d i s t r i b u t i o n of /i. ns t ight as poss ib le , when %. a re 
known. This leads to the rainimization of expected variance. 
In preposter ior ana lys i s , the information from the 
f i r s t pha.se is used only to determine tbe best second phase 
a l l o c a t i o n , but is not used for the estim'^tion of (1.. 
J 
This estimator is chosen as Z rc-y. ., and we make the 
J. X J 
d i s t r i bu t i on of t h i s quantity as t i gh t as poss ib le , when 
•K. are known. 
1.6, ^ion-Informative_Prior_Hnd_Gon^ugate Pr ior Dis t r ibu t ions ; 
Non-Informatiire_Prior_ ; 
The Solution to a inference problem i s supplied by 
the posterior d i s t r i b u t i o n p(0(:^). The pos te r ior d i s t r i bu t i on 
indicates what ca,n be inferred about the parameter 9 from 
the data ;^  given a re levant prior s t a t e of knowledge 
represented by p (9 ) . The s c i e n t i f i c inves t iga t ion is 
performed only when the information supplied by the 
experiment is more precise than the information already 
( 16 ) 
a v a i l a b l e . This suggests that tlie likeliliood must dominate 
the p r i o r . 
In genera l , pr ior v;hich is dominpted by the l ikel iho«d 
i s one which does not change m.uch over the region in whieh 
the l ikel ihood is appreciable a.nd does not assume large 
values out side the range. The prior d i s t r i bu t ions which 
have these proper t ies are ca l led loca l ly uniform pr io r . 
Suppose i t i s possible to express the unknown parameter 
Q in terms of a metric (|)(e), so th--^t the corresponding 
l ike l ihood i s data t r ans l a t ed . Tliis me ^ns that the l ikel ihood 
curve for 0(9) is completely determined ap r io r i except for 
i t s loca t ion which depends on the d^ta yet to he observed. 
Then to say thcat we know l i t t l e a p r i o r i r e l a t i v e to what 
the data i s going to t e l l u s , tijay be expressed by saying 
tha-t we are almost equally wi l l ing to accept one value of 
(j)(e) as another . This s t a te of indifference may be expressed 
by taking ^(Q) to be loca l ly uniform, and the r e s u l t i n g 
p r io r d i s t r i b u t i o n i s ca l led non-informativie for $(0) with 
respec t to the ds-ta. 
Jaffer^___rule . The pr ior d i s t r i bu t i on for a s ingle 
( 17 ) 
parameter 0 i s approximately non-informative i f i t i s 
taken proport ional to the square root of Fishers Information 
asure . i . e . p (6) a J^'^^ ( e ) . me 
In case of multi paramet2r p ' (e) a | . ^ ^ ( Q ) |» whcri 
J (e) i s the information matrix 
The firm of the non inform?'tive pr ior d i s t r i hu t ion 
depends upon the probabi l i ty model of the observation. 
Conjugate pr ior Dis t r ibut ions 
Suppose the model for the p r a c t i c a l s i t u a t i o n under 
study is the family of d i s t r ibu t ions p = ^p (x) , e e^L.-/ 
indexed by the parameter 9, and the inference about 0 is to 
be made. Suppose the prior d i s t r i bu t i on of © i s a member of 
Some parametric fa.mily of d i s t r ibu t ion Q, with the property, 
in r e l a t i o n to P , th^t the poster ior d i s t r i b u t i o n Q is 
o lso a membor of Q, If t h i s i s so we say that Q i s 
closed with respect to sampling from P , or t h a t Q i s a 
family of conjugate prior d i s t r ibu t ions r e l a t i v e to j . 
Chapter I I 
A procedure For Convex programming 
With MuTrtiple Objective Functions 
There are many s i tua t ions in which a system operates 
under the assumption of l imited wealth and requ i res to 
accomplish multiple goals . The various ,g©ias depend upon the 
components par ts of the system d i f f e ren t ly . A basic problem 
i s to a l loca te the limited wealth among the components i n 
such a way tha t a l l the goals a re achieved to a maximum 
s n t i s f a c t i c n . 
If a precise weight can be assigned to each goal then a 
unique object ive function can be defined by taking the i r 
weighted l i nea r combination, Roy, B (1971). In ce r t a in cases 
the precise weight may not be known but a hierarchy of the 
various object ive functions may be given. A method for dealing 
with such s i t ua t ions has been discussed by Benayoun, R. and 
J Tergny (1969). 
In the absence of the a p r i o r i knowledge of r e l a t i v e 
weights or even an hierarchy, a STEP method has been developed 
for l inear programming with multiple object ive functions in 
( 19 ) 
BenajiounR,, J . Menteolfier and J . Tergny (1971). Here we 
general ize the above method for a typ ica l s i t u a t i o n in 
which the various objective functions are some convex 
functions while the cons t ra in ts are l ineaf . 
2 ,2 , Stat£ment_of_-yie_Erobl^ 
Let us denote I = l , 2 , . . . , n . I t i s required to find 
a vector x = (xn , , . . »x ) lying in a feas ib le region D 
defined by a l i nea r constra int 
n 
E e x . < c , 
i=l ^ ^ 
with c. > o , i e I and c > o, 
and the bounds 
. . . ( 2 . 1 ) 
o < ^l < \ <^l i e I . . . ( 2 . 2 ) 
which minimize in some sense a l l the following functions .* 
n 
F. = E a. . /x . , 3 e J , . . . (2.3) 
•^ i=l -^  
where J = 1 ,2 , . . . p , a^ . . > o for i € I and j e J 
Since for j e J we have ^- = 2 a,. • x -^  > o 
^ 2 ID i -
ax^ 
for X. > o , i t follows that the functions in (3) are 
convex in the f e a s i b l e region D. 
( 20 ) 
2 3. Obtaining_the Solution_For_Individua']^_Ob;[^ect^^ 
2) 2 J 
Consider the problem from ( i ) to (^) for a s ingle 
objective function say k .F i r s t we minimize 
n ®'ik 
F = z . . . (2,4) 
^ i = l Xj^  
subject to (i") only. Due to the condit ion c. > e, i = l , 2 , . . , , n 
i t i s easy to see t ha t the solut ion to t h i s problem w i l l be 
on the boundary of the feas ib le region, i . e . where 
n • 
2 c.x = c . . . ( 2 . 5 ) 
i=l ^ 
For, if the so lu t ion was such tha t E c.x. < € , then one 
could increase an x. without v io la t ing the const ra in t (3^ ) 
and thereby decreasing the value of F, , 
using Lagranges Mult ipl iers the solut ion to the problem of 
minimizing Fj^  subject to (^) has been derived by Khan, S and 
A. Bari (1977) as 
^ n I 
^ i = («i^ik^^ °/<=i . \ ^H ^ i k ) ^ i e i . , . (2 .6) 
1=1 
Note tha t x^ > o , i e I as a l l jrhe constants in the R.H.S. 
of (£) are non-negative. 
( 21 ) 
I t i s , of course, possible to solve the problem of 
minimizing F subject to the cons t ra in ts (2.1) and (2*2) 
by any convex programming procedure but having to include 
the bounds in (2.2) into the cons t ra in t s set great ly inc rea-
ses the computational e f for t . In many s i t u a t i o n s , par t icu~ 
l a r l y those to be considered in t h i s t h e s i s , i t may seem 
unl ike ly , or even essen t ia l ly impossible, tha t these bounds 
could tu rn out to be binding ( i . e . hold as equa l i ty ) on the 
optimal so lu t ion . If these bounds represent res'^urcfe 
availabi ' ' i t i e s , past experience may indicate tha t the amount 
avai lable should be more than adequate where as the const*-
r a i n t s (2.1) imporcs the primary r e s t r i c t i o n s on the 
so lu t ion . 
An a l t e r n a t i v e procedure tha t y i e ld s sa t i s fac tory 
Solution i s to f i r s t finding the optimal solution, to (2.4) 
to (2.5) as given in (2.6) where the bounds (2.2) have been 
ignored.. Then check whether or not t h i s so lu t ion v io la tes 
any of the bounds. If not , the so lu t ion i s , of course, 
optimal for the problem (2.1) to (2 .3 ) . On the other hand, 
if the solut ion does vo i la te one or more of the bounds, 
then the .r.,-,,.,^^^ vpr i .b les -^r- set equal to the c o r r e s -
ponding bounds and the procedure i s repeated for the 
( 22 ) 
pi'oblem in the remaining va r i ab l e s . 
Suppose t h a t the solut ion in(^.6) i s such tha t 
X ^ < d for u e U and x;^  > b^ for v e V. We f ix 
x^ = d^ , u € U and x^ = b^ , v e V. 
V 
After f ix ing xV" for i G U + V, the optimal solut ion 
to the problem (2.4) - f2,5) -is obtained as 
1 1 
^i = ^ ° i ^ i P ^ ^°'" ^ ^ ' ^ u " ^ c b ) / c Sic^a )2 
^ •'• u e u v e v 
for i G I-^-V . . , ( 2 .7 ) 
With t h i s so lu t ion we again r e t u r n to t e s t whether 
the remaining bounds are now s a t i s f i e d . If some of the 
bounds are again voi lated by the solut ion in (2.7) then we 
must repeat as e a r l i e r by fixing the vo i la t ing var iables 
equal to the corresponding bounds. The process i s repeated 
u n t i l Xj, , i e I sat isfy a l l the bounds in ( 2 . 2 ) . 
.2,'4-. ^.i^cLing a_Compromise Solution 
The solut ion x^, i e I , found i n (2.7) i s optimal 
for the k object ive function of the set F . , j 6 J . We 
J 
determine the p different solutions xj^, i G I,x?,i e I, 
let the corresponding minimum values of the objective 
( 23 ) 
f u n c t i o n s he m, , . . . , m An i d e a l s o l u t i o n of the problem 
(2 .1 ) t o (2 .3) would have been the one a t which P . = nr. 
for a l l ,1 e J . But such a s o l u t i o n i s , most l i k e l y , not 
f e a s i b l e . We define a comprt>.mise s o l u t i o n a,s a po in t which 
i s a t a minimax d i s tance to t h e i d e a l s o l u t i o n . This i s 
equ iva l en t to so lv ing t h e fo l lowing convex programming 
problem, Zukhuvitsky, S . I . , and L. I . Avdeyeva, (1966). 
Minimise w 
sub jec t to ^^(x) - m. < w, j 6 J , 
J ~ J 
S c .x . < c 
i e i ^ •" 
and ^ i 1 ^ i ^ ^ i i e I . 
1 
B7 making the t r a n s f o r m a t i o n x . = , i G I 
and w = X 1, t h e above problem r e d u c e s to 
Minimize X^^^ . , . (2 .8) 
Sub jec t to E a^^^X^-m^ < X _^^ ^ j 6 I . . . ( 2 . 9 ) 
c. 
2 - i - < c . . . ( 2 , 1 0 ) 
i e i X. -
and B ^ < X ^ < D j ^ , i e i . . . ( 2 . 1 1 ) 
where B. = aiid D. = 
( 24 ) 
For a pa r t i cu la r value of X^ _^ , the cons t ra in t s 
(2.9) - (2.11) nB.y be viewed as drawn in Fig, 1 
^ 
(I'll ) 
K 
-T~,—I , , I ••'! A ; • I i v 7 '"^7 7-/TT-
/ / 
(2'n) 
"T^ 
X. 
F i g . l cons t ra in t s of the problem 
(2.8) - (2.11) 
The minimum of X , w i l l , of course, be non -ne^ t i ve 
For X _^^  = o,the points in the region defined by the 
cons t ra in t s in (2,9) (which are c lea r ly cons i s t en t , in 
the sense tha t there is a t l eas t one poin t , viz the 
o r ig in , sa t i s fy ing (2.9) since a l l the a. . ' s and ra.'s 
a re non-negat ive) , w i l l not sa t i s fy the non-linear 
constraint(2,10). Any increase in X^ _^ ^ wi l l amount to a 
displacement upwards of the l inear cons t ra in ts (2 .9 ) . 
A solut ion to the problem (2,8) to (2.11) may thus be 
obtain by moving the region defined by the cons t ra in t s 
(25 ) 
( 2 . 9 ) , through (;:-j;:.n-<.c i a A^^^ io .''ic -extent 'ch-.f^^'.'t3 r e g i o n 
ittoi iro'-clics GOV fi^'^ibl.". r e g i o n defined by the n o n - l i n e a r 
c o n s t r a i n t ( 2 . l 0 ) . 
To t h i s end we proceed as fo l lows 
F ix t h e value of X^^, a s a smal l p o s i t i v e number 
X . i , where t s t ands for the t i t e r a t i o n in the 
n+1 ' 
f o l l o w i n g . Then so lve the fo l lowing convex programming 
problem 
mnimize G = S^  c . / „ . , . ( 2 . 1 2 ) 
i e i ^ ^ i 
s u b j e c t t o Z a^^ X^ < m^  + X^^^ , D € J . . . ( 2 . 1 3 ) 
and \ < \ < '^l ± e 1 . . . ( 2 . 1 4 ) 
Let t h e minimum value of the o b j e c t i v e f u n c t i o n for 
t h e problem (2.12) - (2.14) be G^. 
I f &. - c 7^  0 , i t i s c l e a r t h a t a f e a s i b l e s o l u t i o n 
fo r the problem in (2 .8) - (2 .11) has not been a t t a i n e d 
(t) by the -value of X -, as Xj^^ . We want to determine a 
v a l u e of Xj^ -^, fo r which the optimum value of G d i f f e r s from 
c by l e s s than some p re -a s s igned number say 6. A usual 
one dimensional search method i s employed t o determine 
the r e q u i r e d value of X^^ -j^  a s f o l l o w s . 
( 26 ) 
We put X^^:J^^ =• xj^^^ + 6^^^ where 6^*^ ' i s an 
a r b i t r a r y number g r e a t e r than zero or l e s s than zer# 
accord ing as G. - c > o or < Q. For s t a r t i n g we may 
t a k e 5^^^ =• (G-^  - c ) / ^ . Then solve the problem (2.12) 
t o (2.14) with Xj^^j r e p l a c e d by X^^^-'-\ This process 
i s cont inued with 6^*^ = 26^^-^^ and X^;^^^^= Z^l +6^*^ 
for t = 2 , 3 , . . . . u n t i l for t = r , say, the s i g n cf G-^ -c 
changes for the f i r s t t ime . Then for t = r + 1 we take 
5(^+1) = - S ± ^ and x(!,^2) . ^ ( r ^ l ) ^ ^ ( r ^ l ) ^ ^^ ^^^,^^^ 
2 n+1 n+i 
/J t h (^^ fi ^ "^-^  ^ 
s t e p s , say t , 6 ^ '^  = - — i f G~c has changed 
t h e s i g n a t £-1 s t e p and 6^ ^ = o t h e r w i s e . 
2 
The process t e r m i n a t e s when |G|.-~c | < e for s»me t , 
2 .5 , ^urth_OT__Imgrojvem 
I t may happen t h a t a f t e r observing the minimax 
s o l u t i o n b7 so lv ing t h e problem (2.12) - (2.14-) one f e e l s 
t h a t t he s o l u t i o n i s not q u i t e p l ea s ing for some ef the 
o b j e o t i v e func t ions F . i n ( 2 . 3 ) . In t h i s case one may 
J 
improve Hiis s o l u t i o n for some o b j e c t i v e func t i ons on t h e 
c o s t of t o l e r a t i n g a c e r t a i n amount of i n c r e a s e i n t h e 
v a l u e s of the o t h e r s , which were s a t i s f a c t o r y a t t he 
compromise s o l u t i o n ob ta ined e a r l i e r . 
( 27 ) 
If some of t h e F. (x) a r e s a t i s f a c t o r y and o the r s 
a r e not t hen fo r a l l owing an improvement in t h e unsat isfactory-
ones a c e r t a i n amount of inc rease must he accep t ed from mi 
corresponding to the s a t i s f a c t o r y F. (x ) . l e t the index 
of the o b j e c t i v e to be r e l a x e d be j . An informat ion on the 
s e l e c t i o n of t h e index j can be ob ta ined by perfcrmine; 
a s e n s i t i v i t y a n a l y s i s for the problem i n (2 .8) t o ^ . 1 1 ) . 
l e t "^m. ^ be the amount of inc rease accepted i n m. ^. 
I n c o r p o r a t i n g t h i s change in the problem (2 .12) t© (2 ,14) 
an improved compromize s o l u t i o n i s ob ta ined by solv ing 
the problem (by the method descr ibed e a r l i e r ) : 
Minimize E c. /X. . . . ( 2 , 1 5 ) 
i e i ^ ^ 
s u b j e c t to _S a^^ 1^ < m^+ X^^^j, j ^ j * e J . . . ( 2 . 1 6 ) 
i e i 
and 
S_ a.. X. < (r^y'-^ra.,)^^[lli) . . . ( 2 . 1 7 ) 
Bj_ < X^ < D^ i e i . . . ( 2 . 1 8 ) 
I f f u r t h e r improvement a r e needed t h e n t h e above precese 
may be r epea t ed by so lv ing the Droblem (2.15) t o (2.18) 
a f t e r making the f r e sh adjustment i n the s a t i s f a c t e r y P . ( x ) , 
( 28 ) 
2 .6 . Obtaining_An_Int_eg^r _Solut ion 
An exact compromise i n t ege r s o l u t i o n co<ild be obta ined 
by applying the branch and bound procedure us ing Dakin 's 
approach given i n Dekin, R (1965) to the problem (2.12) to 
( 2 . 1 4 ) . I t may he noted t h a t our s t r e t e g y in t h e procedure 
used i n S e c t i o n 4 to solve t h e problem (2 .12) to (2.14) 
was to keep |G—c ( a t the minimum l e v e l , We give in the 
fo l lowing an e a s i l y a v a i l a b l e method i n which t h e hudgetory 
c o n s t r a i n t (2 .10) i s not allowed t o be v o i l a t e d by the 
f i n a l i n t e g e r s o l u t i o n . 
We a r r a n g e c . , i e I such t h a t C/, v > C / N > . . . c / N 
Denote the corresponding x^ by x/^^, 1 e I . The fo l lowing 
t h 
s t e p i s r e p e a t e d for j = 1 , 2 , . . . , n ~ l . At 3 s t e p compute 
"1 = I j , °{i) ^W "• =(j) 5(3)1 *J.^^ =(1) '^(D-^l 
and 
2^ =(f^ ^(i) W H2)^^^U)>^^\^^^^ "(i)^(i)-^l 
where (x | r e p r e s e n t s t h e i n t e g r a l p a r t of x . Fix 
| X Q ^ ~ X = X^.X i f S^ < Sg. Otherwise f i x ( X / . N J + 1 = X / . . 
( 29 ) 
For .1 = n if $2 7^  o, then we should f ix |x | = x 
even if S^  > S^. This is done for maintaining 
^ ° ( i ) ^ i ~ °* Xj_ > i e I cons t i tu t e s an approximate 
compromize integer solution t o the problem (2.1) to 
(2. 3 ) . 
Chapter I I I 
Optimum Allocation in Multiple 
Character S t ra t i f ied Ranlom 
Sampling In the Presence of 
Prior Information 
3 . 1 . IntiN3djac_tion. Optimum a l l oca t i on in s t r a t i f i e d random 
sampling for a single estimation character has heen 
discussed by Eric son (1965). He a lso discussed the case 
when ' p ' population c h a r a c t e r i s t i c s are to he estiiiBted, 
but only under the assumption tha t the various s t r a t a are 
Suff ic ient ly similar with respect to (p~l) c h a r a c t e r i s t i c s . 
Ahsan, J and S.U.Khan (1977) have proposed a solut ion 
procedure for the case involving p characters in which 
no assumption about the s imi la r i ty of s t r a t a i s made with 
respec t to the various charac te rs . The s i t ua t i on has been 
formulated as to minimize the cost of the survey subject 
to desired precis ions assigned to the poster ior variances 
of the means of the different charac ters . Here we consider 
the s i t u a t i o n in which the budget i s fixed and the p r e c i -
s ions for the var ious characters i s to be maximized. 
For a fixed budget an a l l o c a t i o n advantageous to one 
character in the sense of maximizing the precis ion may 
( 31 ) 
produce unhappy r e s u l t s for o the r s . A unique object ive 
funct ion can be defined when precise weight i s known for 
each character in the survey, Roy (1971). In the absence 
of such a p r i o r i knowledge of r e l a t i v e weights the problem 
can not be exactly transformed to give a unique objective 
function and hence a compromising solut ion is obtained for 
the multiple objective functions by using the procedure 
described in Chapter I I . 
3 . 2 . Pormulation_of__the_Allocation_Problem 
We assume that the s t r a t a boundaries a re fixed in 
advance and the sample un i t s are chosen independently in 
d i f fe ren t s t r a t a . Let there be p characters under study and 
k di f ferent s t r a t a . Let Y. . be the Variable corresponding 
t h th 
the j character in the i stratum where i e 1=-1, . . ,k 
and j e J = l , . . . , p . WG assume tha t Y • . • s are indepen 
dently normally d i s t r ibu ted with means ©^-;'s and known 
2 
variance V~'j_-j's, i G I , j e J . A simple random sample 
th 
of n^ u n i t s i s drawn from the i stratum. Let the observa-
t i o n s be y^^i, y±^2""' ^ i j n . * ^®^ *^ ® l ikel ihood function 
of e . . , given the observations on Y , L(e)i. .JY), i s 
propor t ional to 
( 32 ) 
TT ( ) i expH i (y . . - ^ i i ) ^ l . . . . ( 5 .1 ) 
ID 
Since 
,2_ "^ 
we get 
k ®iD~^iD 2 
l ( e . J Y ) a TT exo | - - ( ) | . . . . ( 5 . 3 ) 
^ ' = ' • ' ^ i A - i 
We assume t h a t p r i o r i n f o r n a t i o n on 9^ ^ > a v a i l a b l e 
•*- J 
"before drawing t h e sample i s in the form of a p r i o r i d i s t r i -
b u t i o n of 9--^ as nornal w i th mean /i.,-^ and va r i ance 
2 
oiD 
. , c a l l e d c o n j u ^ t e p r i o r , Raiffa and S h l a i f f e r (1961). 
Then the p o s t e r i o r d i s t r i b u t i o n of 9..: ob ta ined by combining 
t h e l i k e l i h o o d func t ion (3 .3 ) w i t h a Normal p r i o r 
N(|Up^., r po i j ) i s the Normal d i s t r i b u t i o n ^(^nyrli^) 
Box and Tio (1973), 
where 
h i f : - " : - t^^oio ^cid-^ -id y'iD^ •••^5.4) 
oiD i j 
and 
1 
- - - = % i 3 -"^iD • . . . C 5 . 5 ) 
^ l i n 
-D 
-3* 
w . ., being the reciprocal of the variance of the 
01,l' ° 
( 33 ) 
a p r i o r i distrilDution of ©i i > is a measure of a p r i o r i 
n. 
information on 9-^, and w. . i s a measure of 
i j x j 2 
information in the sample of n. from the i s tratum. 
I t could be mentioned that the combined information in the 
i stratum is the sum of the a p r i o r i and the sample 
information. 
Our object i s to est imate the population mean 
k th 
9 . = S Tc. 9. . for the j character , where n. i s the size 
of the i stratum. Bayes estimate of Q.. i s /Li- . . given 
in (3 .4 ) . 
As the sampling in each stratum i s independent, we 
have the pos ter ior variance of 9.-, i . e . V(9./Y) as 
V(9. (Y) = _E nf ^l^. 0 G J . . . ( 3 . 6 ) 
Let c be t o t a l avai lable budget for the survey and 
th c. be the cost of completely measuring a un i t in the i 
k 
s t ra tum. Thwn we must have z c.n. < c . 
i=l ^ ^ ~ 
The problem of optimum a l loca t ion is to f ind n . ' s 
th such that the poster ior variance of 9 . for the j character 
J 
given the observations, is minimized for a l l while the 
budge ta ry - r e s t r i c t i on i s not vo i l a t ed . 
( 34 ) 
Poster ior variance of 9 . , given the observa t ions , i s 
J 
2 2 
v(G. 1Y)= z TTJ <r\^^ = s = s - - y — > — ^ - -
3 i e i ^^ '^  i=i v/ . .+w. . -_^»_ + _ 4 ^ -
013 10 '^  -^  
^ o i j Tij 
= E uf ?.(n. + l i i - )" 
i=^ ^ n. ^ 2 . 
1 013 
In s c i e n t i f i c experiments the l ikel ihood dominates 
the p r i o r . F i r s t l y because a s c i en t i f i c inves t iga t ion i s 
not usually undertaken unless information supplied by the 
experiment i s l ikely to be more precise than information 
already a v a i l a b l e . Secondly, if an experimenter holds pr ior 
strong bel ief about the value of the parameter, then in 
r epor t ing h i s r e s u l t i t would be appropriate and most 
convincing to analyse the data against a reference prior 
which i s dominated by the l ike l ihood . In the l i g h t of the 
above reasons w^.. w i l l be negl igible compared to w . . . 
Thus the higher order terms in the expansion of (1+ - — ^ — ) 
i o i j 
may be neglected and we obtain approximately 
-2 _2 ^^ 2 
S 2 l i i - (1+ £ i i ^ - ) " ^ s . f ^ i l - = v . . say. 
( 35 ) 
Consequently, our problem of ctioosing the sample 
numbers n. , i G I , to the- vdiious s t r a t a , reduces to 
Minimise V. = E - - - , j 6 J . , . ( 3 . 7 ) 
•J i e i n^ 
k 
under the constraint z c.n. < c . . . ( 3 . 8 ) 
i= l ^ ^ 
where v^. = tt^ ^ _ ^ 
Since one should take a t l e a ^ t one observation from 
each stratum we must*have a fur ther r e s t r i c t i o n . 
n^ > 1, i € I . . . ( 3 . 9 ) 
3 . 3 . S£ljation_Proc_edure 
The problem in (3.7) to (3.9) hc-.s the form of the 
convex programming problem with multiple object ive functions 
(2 ,1) to (2.3) t r ea t ed in Chapter 2. The procedure described 
t he r e in sections 4- and 5 nay be used for finding a compromise 
so lu t ion . Further , i t i s known, Cochran, W.G. 1977 that the 
cufves of precis ion are f l a t in the v ic in i ty of optimum 
a l l o c a t i o n . So the integer so lu t ion procedure of sec t ion 6 
of Chapter 2 may be applied which does not l e t the 
budgetary cons t ra in t s to be vo i la ted while the objective 
functions remain close to the optimal point . 
( 36 ) 
3.4* Nwn^^i'I?:!:.-!^^^!-
A sample survey i s to be conducted for studying 
f ive different characters with a t o t a l ava i lab le budget 
of 160 u n i t s . The population i s i n f in i t e mhich has been 
pa r t i t i oned into four large sized s t r a t a . The known 
constants v . . and the costs of completely enumerating a 
uni t in the various s t r a t a are given in the following 
t a b l e 
Characters 
S t ra t a 
V . . 
3-D 
1 
2 
3 
4 
1 
3.4 
3.9 
2.2 
5.0 
2 
5.8 
1.6 
4 .4 
2.2 
3 
2 .4 
4 . 8 
1.0 
3.9 
4 
1.8 
2 . 8 
5.7 
1.3 
5 
2 .9 
5.9 
3.6 
4 .8 
^ i 
The a l l oca t i on problem as formulated in (3.7) to (3.9) 
may be s ta ted as follows ; 
4 V. . 
Minimize E - i l - , i = 1 , 2 , . . . , 5 
i= l n^ 
Subject to 2n^+ 3n2+ n^ + 2n. < 160 
and ^i > 1 i = 1,2, . . , 4 
. . . ( 3 . 1 0 ) 
. . . ( 3 . 1 1 ) 
. . . ( 3 .12 ) 
( 37 ) 
th I n t h e fo l lowing t a b l e the j column gives t h e 
th 
a l l o c a t i o n whicli i s opt imal for the j c h a r a c t e r (obta ined 
by using 2 .6 ) and t h e t o t a l c o s t incur red by the a l l o c a t i o n . 
The l a s t row r e p r e s e n t s t h e corresponding minimum 
v a r i a n c e s . 
n^ 1 2 3 4 - 5 
1 19.4- 27.7 17 .9 17.3 16.5 
2 16.9 11.9 20 .7 17.6 19.3 
3 22.4 34.3 16.3 43.6 26.2 
4 23.8 1 7 . 1 22 .0 14.5 21.4 
Ec^n^ 159.5 159.6 158.3 160.0 159.9 
m. 0 .71 0.59 0.59 0.49 0.84 
For f i n d i n g ^^le compromise^ s o l u t i o n t h e fo l lowing problem 
i s t o be solved (see the problem (2.12) t o (2 .14) *. 
2 3 1 2 
Minimise + + + . . , ( 3 . 1 3 ) 
X-^ ^2 x^ x« 
s u b j e c t to Z v^. x^ < m. -f x ^ ^ \ g = 1 , 2 , . . . , 5 . . ( 3 . 1 4 ) 
and 0 < X. < 1 , i = 1 , 2 , . . . , 4 . . . ( 3 . 1 5 ) 
( 38 ) 
Let us f ix i n i t i a l l y xi^^= 0 .5 , the so lu t ion to the 
problem (3.13) to (3.15) obtained by using (2.7) i s 
x^ = 0.090, Xg = 0.084, x^ = 0.059, x^ = 1.410. 
The corresponding vp.lue of the objective function (3 13) 
is 101.4 which i s much l e s s than 160. 
Next we solve the problem (3.13) to (3.15) with xi^^ 
replaced by x^^^ = ^i^^+ I2ld.zl.^2 , The new value of the 
^ ^ 160 
objective function s t i l l f a l l s short of 160. Wc cortinue the 
i t e r a t i o n s . When x .^ = 0.0469 the solut ion of the new problem 
in (3.13) to (3.15) i s 
f t - * -
XT^=0.0441, Xg = 0.0609, x,= 0.0386, x^ = 0,0509, 
and the corresponding vp-lue of the objective function is 
159.63. This value js close to 160. The non-integer solut ion 
obtained from these values is 
n^ = 22.67, ng = 16.41, n^ = 25.90, n^ = 19.64. 
An integer solut ion i s obtained by applying the procedure 
Explained in sect ion 2.6 , The various steps are represented 
in the following f igu re . The numbers in the rec tangles are 
the values of | E c^n^ - c | 
( 39 ) 
0-3 7 
• v ^ ^ . - / ( ^ >•> i..~ 17 
i".7i I'Ti > * • I 
- r — • 
\x Hi- ' 
— 1 
o- gri. 
T 
i o • I c i i • I u i 
The mtet^er s o l u t i o n i s thus 
>1^ - 2 e. 
1 
"^  ,, - 2. <" 
o o o 
n3_ = 2 3 , ng = 16 , n^ = ' 2 6 , n, = 20. 
Chapter IV 
- i l t ip le Character S t r a t i f i e d two-sper&e 
Sampling us ing Non informat ive P r io r 
4-^1. Mi£5I'i>i.9Ai.2.2:' 
Bayesian s t r a . t i f i e d two phase sp.mpling v^as l i tudied 
hy Draper, N.R. and I Guttman (1968) . They ob ta ined the 
r e s u l t s for the optimum a l l o c a t i o n of the sample s i z e s 
i n d i f f e r e n t s t r a t a a t t h e second phase us ing t h e non-
in fo rma t ive p r i o r before the f i r s t phase . A d e f i n i t e 
p r o p o r t i o n of the t o t a l f ixed budget was a l l o c a t e d for 
t h e sampling in the f i r s t phase and the r e s t for t h e second 
phase , and t h e p o s t e r i o r va r i ance of the mean of the only 
c h a r a c t e r under study was minimized. Here we consider the 
case when more than one c h a r a c t e r s , say p , a r e s t u d i e d . 
Let us f i r s t assume tha-t these p c h a r a c t e r s a r e i n d e -
pendent ly d i s t r i b u t e d . The case where the d i f f e r e n t 
c h a r a c t e r s a r e not independent ly d i s t r i b u t e d has been 
d e a l t wi th i n 3QCJ\-^5, 
Tte p o s t e r i o r va r i ances of t h e o v e r a l l mean fo r ^ c h 
of the c h a r a c t e r s a re cons idered for min imiza t ion . The 
problem ha.s been formulated a s a convex programming 
( 41 ) 
pro'bleTii wi th multiple olDjective functions which also can 
"be solved by using the method Qe vol oped in Chapter I I . 
4-.2. 5,6Scr_i£t_ion of •th;e_5,^ o'blem 
The population is divided into k strata and the 
th 
strata "boundaries are fixed. The size of the i stratum 
is 71, (i = 1,2,..., k). Let ,a. . be the i stratum mean 
th for the 3 character. The objective of the sampling is to 
estimate /i. = Z -Ji. (i. . the population mean for the 
3 charac ter . 
i ^ -D 
For 3 character in the i stratum l e t X.. and 
Y . . ( i = 1 , 2 , . . . , k ) . be normally d i s t r ibu ted var iable 
2 
with unknown mean LL. . and unknown variance 'JT-; ^  > where 
the l e t t e r s X and Y denotes the var iables for the f i r s t 
phase and for the second phase r e spec t ive ly . 
We assume t h a t the prior information avai lable before 
the f i r s t phase sampling can be represented by independent 
2 
l o c a l l y uniform pr ior d i s t r i b u t i o n of /i. . and(3" . . , 
1 J X J 
that is, 
d T 
p(Mi3.f)ij)=Ptoi^)p(C-fj) Sfjj^. - ~ | L . . . ( 4 . 1 ) 
" id 
( 42 ) 
Let c. be the cost of tn,klng one observation from 
th the i stratum and c be the t o t a l cost of the survey. 
l e t n. and N. be the sample sizes at the f i r s t phase an'd 
th 
a t the second phase respect ive ly in the i strntura. A 
f r ac t ion |3c of the t o t a l budget, where o < p < 1, is 
a l l o t e d for the f i r s t phase and ( l -p)c for the second phase. 
We have 
Z c^n^ = po, S c^ Nj_ =( l -p )c . . . ( 4 . 2 ) 
The problem is to choose N., while n. i s f ixed, so 
t h a t the poster ior variances for the over a l l means /i^  , 
j = l , 2 , . . . , p , are minimised while tbe conditions in (4.2) 
hold . 
4 . 5 • ?P ?.t.®£i.o?l_4.-I;2: L5Lf.i§. 
( i ) F i r s t we consider the case where the s t r a t a s izes 
a re known. 
The sample size n- in the f i r s t phase in the i 
stratum i s already specif ied. The observations which are 
in the f i r s t phase of a two phase sampling procedure from 
th the i stratum are x^ .^-j ,^ Xj_^2"'«» ^ i ia* '•^ •^® li"l<^eli^ood 
i s , Box and Tio ( <'?7i), p . 63. 
( 43 ) 
k - 2 - - T " i ( % r f i 3 ^ ' - ^ ( " l - ^ ^ ^ ^ 3 _ . 1 __ _1 
I C'T 2 ) ^ (2ir) exp ~ , . . ( 4 . 3 ) 
"^ 1 0 
,2 ?i, 
where n^ £^. = ^ Z^ x^^l ' ^^ i ' ^^^ i^ f / ^ i j ' ^ - ^ i j ^ • 
ThG j o i n t poste3:ior d i s t r i bu t ion of {X.- and 
-^  J 
or* • • ( i = l , 2 , , . . , k ) af ter the f i r s t phase o'bserv'^.ticns 
•^  J 
have "been taken i s proport ional to the product of (4.1) 
and (4,3)» i . e . , 
.,.-2 
^^ p(Mi3>^'l3! Xiji^^i^i2 ""idn^)^:^' 
n. » p o 
_ _t >.X n. (x. .-U- •) + (n.-1)37. 
k ^. P 2 1^ ID ^10^ ^ ' i "-^  10 
Tx (•^.^) exp ~ . . . , ( 4 , 4 ) 
i=l ^^ p . r 2 
^ -^  iD 
The observp.tions in the second phase are y^-^x* • ^ i i 2 ' ' ' * ' 
y . .„ , Then proceeding in the same way as we obtained the 
j o i n t poster ior af ter the f i r s t phase, v/e obta,in the 
j o i n t posterior a f te r the second phase, using (4.4) as 
the pr ior before the second phase, 
k 2 
^^ p(,ai^,.:rij|Xi^.x» x^ .^ __, yiji»yij2" i^jN^^ 
, - i (N.+n. + 2) Q. . 
cX; « r - ? ) ? i 1 exp (- i i _ ) . . . ( 4 , 5 ) 
-•-J 7 2 ' J . . 1^] 
( 44 ) 
where Q,.= n , (x. . - ^ ^ ^ 2 ^ ^ (fi^-^MiP^-^Cni-Dsf.-^ (N.-Dwf, 
= ( V n , ) ( / i . . - Y i , ) 2 + ( S S ) . . . U . 6 ) 
2 N-
where (N^-Dw^^^ = ^ j j (y^ .^ - f ^ . ) ' 
n. N. „ 
1 1 /,•? ,r \2. 
^''^ii' ;;~f <^ir^ii^-^\-^Hf(h-^H) S.+n. 
=Corrected t o t a l S .S . for the t o t a l sample i n 
th t h e i s t r a t u m . 
n. X. . + N. y . . 
Y^ = —— . . . ( 4 . 7 ) -
The marginal d i s t r i h u t i o n of /i. ^ , ob ta ined by 
2 
i n t e g r a t i n g out0~-?^ cotnes a f t e r l i t t l e manupluta t ion as 
N^-.n^ 
k k r T? I 2 
^ ( ^ i i l ^ i i ' I i i ) ^ - ' TT -^l-f ^t.i.» 1 , . . . (4 .8) 
^^•j_ 10 ID 10 j^^^l ^_ +j^_ i 
1 X ( 
J 
where T. . = 
(SS)^ . 
ils T. . has a p o s t e r i o r t - d i s t r i b u t i o n w i t h (N. + n . - l ) 
d . f . we have 
( 45 ) 
E(T^P = o i . e . , 
N,+ n . - l 
and E ( T j p = 
N.+ n . -3 
I t follows that pos ter ior variance ©f |i,• ^  af ter 
• • -J 
t he f i r s t and second phase observations have been taken 
I S 
V(^j,^)=E(|U^^-Y^p2 = . . . ( 4 . 9 ) 
(x\+n^-3)(N^+n^) 
Nov; the problem of optimum al locat ion i s to choose 
N . ' s such that the pos ter ior variance of / i . , i . e . , 
J- J 
V( E 71-. Mi-;) = S uf V((U. . ) , i s minimum subject to (4 .2 ) . 
But the expression for Yiu...) in (4.9) involves (SS). . 
which i t s e l f depends on the second phase obser^o.tions. 
So replace (SS). . by B(SS) . . , where the expectation i s 
taken over the future d i s t r i bu t i on of second phase 
o b s e r v t i o n s , given the f i r s t phase observat ions . Using 
the r e s u l t of sec t ion 4 for pre-poster ior ana lys i s 
we have 
( 46 ) 
( N . + n . - 5 ) ( n . - 1 ) 
E(3S)j_^= — i - ^ i ± . . . ( 4 . 1 0 ) 
(n,-3) sf. 
S u b s t i t u t i n g for S ( S S ) . , in S n? VCjU. J for ( S S ) . . 
.nd s impl i fy ing we have 
By V ( ^ p - Z 7r2 u ? ^ / (%+n^) , . . . ( 4 . 1 1 ) 
2 ( « i - ^ ) s 2 
where u t . = — t i i . 
^^ (^1^-5) 
Now put (iT.+n.) = X. . 
2 
Then 3 V(^.) = Z nf --^- . 
^ ^ ^ i 
Consequently t h e problem reduces t o as 
V . . 
ID 
Minimise S •• , j € J 
X . 
1 
su"bject to E Cj^  X. < c 
and X.. > n. , i e I 
X • • 1 
2 2 
where v. . = -n;. u - ^ . The r e s t r i c t i o n x . > n. has been 
X j X i J X " " X 
imposed to e'.void neg^.tive N. , which i s i n the form "of 
(2 .12) to ( 2 , 1 4 ) . 
( i i ) Now cons ider the case where the s t r a t a s i z e s n- a r e 
( 47 ) 
u nknown. 
ViTtien t h e %. a r e unknown, we assume t h e a p r i o r i 
1 
d i s t r i bu t i on of n, as the I r i c h l e t d i s t r i bu t i on 
r(^ 4^>^2-^ ...+Vk) A-^ )^ 2-^  ^V^ , ^ , , . 
piTc^j 'rtpjiT:^^}^ T^l '^2 """k • . • . 1 4 . 1 ^ ) 
TTr(^>i) 
i = 1 
k 
v;here s u- = 1, Tb.e reason for taking Di r ich le t as the 
i=l ^ 
a p r i o r i i s t h a t i t includes as specia l cases, the local ly 
uniform prior (a l l "^ .=1) , invar iant pr ior ( a l l V j^ = 21^ 
and is the appropriate family of conjugate p r i o r s , Raiffa 
and Schlai f fer , (1961). Por proport ion the pr ior d i s t r i b u t i o n 
2 
of (i. • and 'T* . . are the some as before. 
The sampling a t the f i r s t php.se can not be taken 
a,ccording to proportional a l l oca t ion which i s of course 
b e t t e r than a rb i t r a ry alloc'^^tion as the s t r a t a , s izes are 
unknown. To avoid th is d i f f icu l ty a portion TQ ( the* 
maximum budget meant for the f i r s t phase) where 3t*" < p , 
of the t o t a l budget decides about the f i r s t phase t o t a l 
^'c 
sa,mple s ize as | | . A random sample of th i s 
(max c . ) 
s ize i s drawn from the population and say n. of them 
( 48 ) 
f a l l in the i*'*^  stratum. Let S n^ c^ = pc. 
The l ike l ihood function i s proport ional to the product 
of (4.3) and the multinomial l ikel ihood of ^i^^'s, which 
i s 
k 3_ ^i^^ir^iD^^^^^'i'^^'iD K-^-'-'^k^in. 
J7 „ ^ expt 1 - — it> 
^- i j ^ ^ ' i j '" 
. . . ( 4 . 1 3 ) 
2 
Tbe pos te r io r d i s t r ibu t ion of H^^f(j'i^ i^nd Tt-'s 
a f t e r the f i r s t phase i s the product of p r iors of ji. . and 
T ' ? . i . e . (4.1) and' (4.12) with (4 .13) . This i s used as 
a pr ior in the second phase. Combining the l ike l ihood a t 
tbe second phase with t h i s poster ior d i s t r ibu t ion of Mn-i » 
2 
rr-ii s-nd u . ' s a f te r the f i r s t phase, we obtain the poster ior 
d i s t r i b u t i o n of (U- • jT ^^ and n- given the f i r s t phase, 
second phase observations and the n ^ ' s . I t can be shown 
t h a t if V(iLi.) i s evaluated and i t s expectation taken over 
J 
the future d i s t r ibu t ion of Y, i t reduces to 
r,2 2 
^i ^i3 
J + terms not involving Ih , . . . (4,14) 
N.-.n. 
n. +^:f. 
where D. = ~ ^^-— = S(u. ) , 
^ k ^ 
E (m. +- ^) i= l ^ ^ 
( 49 ) 
and uf . = —i i i . 
Which is in the form of (4-.11). 
4 ,4 P^'lTlOil'tsrior^Analy s is 
we consider the case where the s t r a t a s izes are known. 
Tlie j o in t poster ior d i s t r i b u t i o n af ter the f i r s t phase, 
i .G. (4.3)? i s used (by in teg ra t ing out in the parameters) 
a s the future d i s t r ibu t ion of sample means y. . a t the second 
phase „ The jo in t d i s t r ibu t ion of the means y^-i's given 
."ij andfT^ j i s 
. . . ( 4 . 1 5 ) 
^ 2 
The jo in t d i s t r i bu t i on of y ,• ^, ' ^ i i ^ ' ^ i i ^^'t^r the f i r s t 
phase, with (4.15) which a f te r s impl i f ica t ion comes as 
k 
1 
•^ N ^ 1 • 
- f n , ( x , ^ - M i p 2 + ( n i - l ) s | ^ ; . . . . ( 4 . 1 6 ) 
( 50 ) 
In t eg ra t ing but the parameters of (4 .16) , the p r e -
pos te r io r d i s t r ibu t ion of the means y. . is proport ional 
to the product of t d i s t r i bu t ions , ' i . e . 
k k ^2 - | ( v ) ^ + l ) 
TT P(fi.)'-- TT (1-^  4-- ) 
i = l ^^  i = l .''i 
where t ^ = n. lT.(f,. - x ) ^ / sf (N.+n.) 
and V i = n^  - 1 . 
Prom the conditional mean and variance of t - d i s t r i b u t i o n 
we have 
S ( y i , ) = X i , . . . (4.17) 
and V(y. .) = (n . - l ) ( ) - i l ^ . . . . (4.18) 
' N, n , n,^3 
Since aposterioi^i expectation of Zn-ji.^ af ter the 
f i r s t phase and preposter ior before the second phase 
expectat ion of S u. y.. . a re each Z •n.x. . , t h i s suggests 
J 1 i j 1 i j 
t ha t T. Ti. y.^ is a preposterior estimator of |U<=ETC.|U^^ . 
The estimate S TC- y^ ^ has var iance , from (4 .18) , as 
equal to 
( 51 ) 
n. n. 
E A. , (1+ - - ) = E A..+ Z A. . - i- , . . . ( 4 . 1 9 ) 
1 s?. 
where 4, . = ttf ( 1 - fr^ ^ "*--- ) • 
^3 ^ ^ i n , - 3 
The f i r s t terra of (4 .19) i s known gmant i ty . We minimize 
(4 .19 ) w . r . t N. subject t o the budget r e s t r i c t i o n 
Z c^ N^ < ( l - p ) c . 
4 ' 5 . P o s t e r i o r Analysis i n the case where the c h a r a c t e r s 
ai*e cor re lc i t ed . 
Let the rgw vector v a r i a b l e X^  =s(Xj_^,X. gc t • • >^ip^ ' 
be normally d i s t r i b u t e d with moan vector j^_'f (MiX"^i2» • •''^iD^ 
i i 
and covar i ance ma t r ix Z^- (^T^'^t )> where iX^iit ^^ 
t h e covar iance of X.. and X. . , . 
1 J 1 J 
Sa.mples of s i z e s n. and N. a r e drawn from X,- and 
l i ^ ( % ' ^) ^^-^^^ i^i = ( M i i . M i 2 ' . - - M i p ) ' , 
X^  = ( X - T , . . . , X . „ ) ' and L^  i s the covar iance ma t r ix of 
~ i 1 1 i p •'-
•Ly, 
t h e p c h a r a c t e r s in the i s t r a tum. P r i o r in format ion 
a v a i l a b l e on U. and 2. a r e l o c a l l y uniform and 
i n v a r i a n t p r i o r d i s t r i b u t i o n s . 
( 52 ) 
AS 2. i s +ve de f in i t e , there exis ts an orthogonal 
p X p matr ix, say p, such t h a t p E^ P^' = y i , where Jx 
i s a diagonal matrix, Rao, C.R. (1973). 
l^ke the transf trmation Z- = PX-. Then the elements 
of Zj_ wi l l he independently normally d i s t r i bu t ed . 
S t a r t i n g with the elements of Z^ and proceeding in the 
same v/ay as in sec. 3 ( i ) , ohta in the expression for 
E fvda^)? of the same tmm as (4.11) . 
Chapter V 
Multiple Character S t r a t i f i e d two phase 
Sampling Using Conjugate Prior 
As in the previous chapter, we consider the two phase 
sampling in which observations are taken on p characters 
of the un i t s se lec ted . The population is normally d i s t r ibu ted 
2 
with unknown mean (1. . and unknown variance f for the 
j character , j = l , 2 , . . . , p . The var ia t ion t h a t we consider 
now i s t ha t , instead of non-informative pr ior on a. . and 
ID 
2 
'"'^Af we assume the jo in t pr ior d i s t r i bu t i ons of the two 
parameters means and var iances are the natura l conjugate 
p r i o r , normal gamma, jRaiffa and Schlaifer (1961) p.300 ] . 
We assume also as previously, that the p characters are 
indeoendently normally d i s t r i b u t e d . Khan, M.Z.(1976) 
considered the case of a single character . 
$•2, P£e£0.s ter_ior j^na ly s i s 
The f i r s t phase observations x. ., , x. .r,,./.*, x. .^ 
th in the i stratum, are normally d i s t r ibu ted with unkr 
* " • • ' 2 ^ 
mean a., and unknown variance <-7'i'^  = — , The l ike l ihood 
x j •^ •J h 
id 
of the f i r s t phase observations i s the same as (4 .3 ) . 
5 
1 
( 54 ) 
However, taking the parameters as (MJ[-J> ^i-^) instead of 
^ ^ i r ' i p ' ^^'^^ becomes 
^ i 2 
^ - ? ^ i - 2 - ^ d ^,^^iD - ^ i p n . /2 
n (2TC) e ^ h^J . (5.1) 
i = l 
So the kernal is 
1 1 2 n 
which in the notat ion of Raiffa and Schlaifer (l961)p.299, 
hecomes 
IT e '^  "-^  1' 13 -'^i: ^  h. . "- e 
i = l ^3 
k ^P/2 
\^ . . . ( 5 . 2 ) 
•d where Vi '^i~''-' *^ ® '^ -•^ * *^ ^ ^ii» ^^^ 
, 0 if n.=o, the d.f. of x. . 
6(n^) = ; 
i 1 if nj_ > o 
Me assume the jo int pr ior d i s t r i b u t i o n of li^ ^ and 
h^. i s normal ga^ mma the na tura l conjugate of (5 .2) , with 
parameters ml . , vl . , n' and •);. . , where primes me'^ ns 
xJ 1.J x j x j 
( 55 ) 
the parameters of the prior d i s t r i h u t i o n , i . e . , 
k 
T\ V ^hy\^Ky ny Ky )'iP i=l 
k 
JJ, \JiMt Kr\i''h^\^^\i Kj. i'iP 
where f-^^ , f^^ and f^ , denote the normal gamtia, the 
normal and the gamma-2 d i s t r i b u t i o n s , r e spec t i ve ly . 
The io in t pos ter ior d i s t r ibu t ion oi" (i. ^ and h. . , 
i s * 
a f t e r the f i r s t phase observat ions, norma.1 gamma and w i l l 
be proport ional to 
77 e hy; e ^^ ^^ D^ 
i = l -^  1 
hi;^ . . . (5.3) 
where h^. > O r n | ^ y j l > o . . . . (5.4) 
The parameters of the poster ior distribution> (5.3) 
are 
n! I = n! . + n. 
13 ID 1 
n'. .m! .+ n. x^ ^ . . . ^5.5) 
"'•'^  n! .+n. 
ID 1 
m' ' 
( 56 ) 
13 
(1) 2 2 
D 
r y ^ - ^ 6 ( n j . ) ] f r y f U6(n^ ) (- 6 ( n ! l ) 
. . . ( 5 . 6 ) 
V ! l = h ( . 4 - 6 ( n ! . ) | f [ i / p f 6 ( n . ) ] - 6 (n ! ! ) 
t h I t i s known t h a t the p r i o r in fo rnBt ion for the ^ 
t h 
chara-cter i n the i s t ra tum i s equ iva l en t to the i n f o r -
mation conta ined in a sample of s i z e n? . from the popu la -
t i o n . So i t i s l og ica l " t o t h i n k t h n t we must have no 
in fo rma t ion i f nl . = o, K-^  = o , and the parameters 
ID 10 
mi l , vM f n ' ' . a n d y ' • a r e equal t o the s t a t i s t i c s 
'' "^  i j i j 
- 2 (1) X, . , s . . , n. and >/. ^ r e s p e c t i v e l y . The above p o s i t i o n 
X J X J X X 
may he eas i ly ver i f ied . 
•^ ^ i j l * • ^ i j 2 ' * - - ' ^ijN. '^^ ® "^^^ second phase 
sample observations from the i stratum for the j 
charac te r , the jo in t d i s t r ibu t ion of the means y"-, • ,7^) •,.. ., 
y ^ . given (j,^., h^^ is proportional to 
So the jo in t d i s t r ibu t ion of y. ^. , h. . ( i= l , 2 , . . . ,k) i s 
•'-J -^  J -'-J 
the product of (5.3) and (5 .7) . 
( 57 ) 
Then t h e d i s t r i b u t i o n of the s t a t i s t i c y . . w i l l he 
a s shown by Raif fa and Sch la i f e r (1961), p .304 , t h e 
g e n e r a l s t u d e n t d e n s i t y , given by 
n 
. . . ( 5 . 8 ) 
n! l N. 
ID 1 , , 
where n^ = . . . ( 5 . 9 ) 
Thus from ( 5 . 8 ) , we have 
B(y^^) = mjj , . . . ( 5 . 1 0 ) 
vl*- — t • 
and V ( y . , ) = - ^ i - . ^ ' - ^ i - . . , . ( 5 . 1 1 ) 
ID 
We can see t h a t both E TT;.^. . p o s t e r i o r i a f t e r the 
j_ 1-1-3 
f i r s t phase and E TT^ f^i-j p r e p o s t e r i o r i be fo re t h e 
second phase , have t h e same e x p e c t a t i o n Z it. m!'. , 
^ 1 1 3 
so S •n;.y". . i s t h e p r e p o s t e r i o r i e s t imate of ^ . =E TI.IU. . 
and the va r i ance of t h i s e s t ima te i s 
! I » t V • 
V(E M..)= Z %l V(y. )= Z Tif - - ~ U > . ^ U — 
^ i j -Uj 
( 58 ) 
K - 2 .,2 
nl .+ n. 1 
ID 
) / ' 
where -^i i — » ^ i i • 
. . 2 
' ID 
The f i r s t term of (5.12) is ->. known, constant . 
Consequently, we are led to the problem of minimizing 
S 7t| ^l^/\ f»r j = 1 , . . . , / , 
k 
subject to Z C.N. = (l-(3)c 
i=l ^ ^ 
and W^  > 0 
which i s again in the standard form t r ea t ed e a r l i e r . 
^5 • ?£.?i®JLlSl-4^?:l.y ?.iS.» 
In the poster ior ajnalysis the jo in t pos ter ior d i s t r i -
but ion of |U. . and h . . a f ter the f i r s t phase observat ions, 
v i z . (5.3) I i s taken as the pr ior d i s t r i b u t i o n before the 
second phase observation are drawn. Hence a l l the parameters 
of (5.3) pl'^ -y the ro le of the par<t?meters of the pr ior 
d i s t r i b u t i o n before the second phase. 
l e t the second phase observT,tions in the i 
s t ratum he y^^iJ y i 3 2 ' « - " ^ IDN. • ^^ ® l ike l ihood 
i s , as in (5 .2) , proport ional to 
( 59 ) 
th 
. . . (5 .13) 
FT e h e h.2 ^ i 
i = l '^ i j 
(2) 2 
where \). = N. __-, = the d.f. of w- . , defined e a r l i e r . 
The noint poster ior d i s t r i b u t i o n of |U^  ^, h. . i s 
again norme^l gamma obtained by mult iplying (5.13) and 
(5 .3 ) , with parameters 
I t t I I 
n. . = n. . + N. 
„""=lLli::.!i/J:i 
±2 
ID 
ri|>6(nH)>rH^2>+6(B,)]-6(n::') 
...(5.14) 
T'ro marginal d i s t r i b u t i o n of jU-•, obtained by integrat ing 
( 60 ) 
out the nuisance parameter h.. ., is the Student ' s d i s t r i -
"*• J 
hut ion 
Hence we have 
^^hiHy'-'ly'""iv' y'ii'^' ^ly 
f t ! 
t t t I t ! I t t t i t « I I , > ) i -i ^ i I I I « ' ' " 1 1 ' I T . 1^1 i 1 i , 
V • . -2 n. . ID 
T I » 
Since v. . involves the second phase observations 
(5.14) can not be used for the sccoid phase a l loca t ion . 
! » I 
So we replace v. . by i t s expectation in the poster ior 
J- J 
variance of (i^. in (5 .14) . As the marginal d i s t r i bu t i on 
t I t 
of Vj_. is inverted peta, using the r e s u l t g;iven by 
Raiffa and Schla i fe r , we have 
" " ^ > '• • -1 
» 11 v L . V. . 2 -i-i j 
E(v.. ) = -i.^ ^ .y. -
• ^ J . t i t T » t 
This gives the expected V(/i. .) (the expectat ion 
i s taken over the future d i s t r i b u t i o n of Y) pjfter 
( 61 ) 
s i m p l i f i c a t i o n a s 
1 ' ' ' 
i t t l i t t » ! t i . )J±2^ii 2 i ^ i j ~ 1 
Vi -2 | l 4 j - l 13 
Q JL 
= K^. - r r r ~ . 
^ n. . 
So the expected p o s t e r i o r var iance of (i. = Z ii-^^ • i s 
= p i (^^ io^ 
2 2 
' n! .+ n. -fN^ 
^ ^ i i 2 2 
= Z ±1 where U. .=7i^K.r. 
n. .+n^-fN. 
By p u t t i n g n^ • + n. + N. = x . , the a l l o c a t i o n problem 
a g a i n r educes t o our s tandpjd form given i n (2 .1 ) 
t o ( 2 . 3 ) . 
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