An r-uniform linear cycle of length ℓ, denoted by C r ℓ , is an r-graph with edges e 1 , . . . , e ℓ such that for every i ∈ [ℓ − 1], |e i ∩ e i+1 | = 1, |e ℓ ∩ e 1 | = 1 and e i ∩ e j = ∅ for all other pairs {i, j}, i = j. For every r ≥ 3 and ℓ ≥ 4, we show that there exists a constant C depending on r and ℓ such that the number of linear r-graphs of girth ℓ is at most 2 Cn 1+1/⌊ℓ/2⌋ . Further, we extend the result for ℓ = 4, showing that there exists a constant C depending on r such that the number of linear r-graphs without C r 4 is at most 2 Cn 3/2 . The main idea of the proof is to transfer the hypergraph enumeration problems to some graph enumeration problems and then solve them asymptotically. As a side product, we extend a result of Kleitman and Winston [15] , proving that the number of graphs containing at most n 2 /32 log 6 n 4-cycles is at most 2 11n 3/2 , for sufficiently large n. We further show that for every r ≥ 3 and ℓ ≥ 2, the number of graphs such that each of its edges is contained in only O(1) cycles of length at most 2ℓ, is 2 3(ℓ+1)n 1+1/ℓ , for n sufficiently large.
Introduction
For an integer r ≥ 2, an r-uniform hypergraph (or r-graph) H = (V, E) consists of a set V of vertices and a set E of edges, where each edge is an r-element subset of V . For a family of r-graphs H, the Turán number (function) of H, denoted by ex r (n, H), is the maximum number of edges among r-graphs on n vertices which contain no r-graph from H as a subgraph. Write Forb r (n, H) for the set of r-graphs with vertex set [n] which contain no r-graph from H as a subgraph. When H consists of a single graph H, we simply write ex r (n, H) and Forb r (n, H) instead. Since every subgraph of an H-free graph is also H-free, we have a trivial bound 2 exr(n,H) ≤ |Forb r (n, H)| ≤ i≤exr(n,H) n r i ≤ 2n r·exr(n,H) .
The study on determination of |Forb r (n, H)| has a very rich history. Recently, the case when H is a linear cycle received more attention. For integers r ≥ 2 and ℓ ≥ 3, an r-uniform linear cycle of length ℓ, denoted by C r ℓ , is an r-graph with edges e 1 , . . . , e ℓ such that for every i ∈ [ℓ − 1], |e i ∩ e i+1 | = 1, |e ℓ ∩ e 1 | = 1 and e i ∩ e j = ∅ for all other pairs {i, j}, i = j. Kostochka, Mubayi and Verstraëte [18] , and independently, Füredi and Jiang [11] proved that for every r, ℓ ≥ 3, ex r (n, C r ℓ ) = Θ(n r−1 ). Then by (1), we trivially have |Forb r (n, C 
for every r, ℓ ≥ 3. Guided and motivated by this development on the extremal numbers of linear cycles, recently, Mubayi and Wang [21] showed that |Forb 3 (n, C 3 ℓ )| = 2 O(n 2 ) for all even ℓ and improved the trivial upper bound in (2) for r > 3. Inspired by Mubayi and Wang [21] 's method, Han and Kohayakawa [12] subsequently improved the general upper bound to 2 O(n r−1 log log n) . Very recently, Balogh, Narayanan and Skokan [3] provided a balanced supersaturation theorem for linear cycles and finally proved |Forb r (n, C r ℓ )| = 2 O(n r−1 ) , for every r, ℓ ≥ 3, using the hypergraph container method [2, 25] .
In this paper, we study the enumeration problem of linear hypergraphs containing no linear cycle of fixed length. An r-graph H is said to be linear if for every e, e ′ ∈ E(H), |e ∩ e ′ | ≤ 1. For a family of linear r-graphs H, the linear Turán number of H, denoted by ex L (n, H), is the maximum number of edges among linear r-graphs on n vertices which contain no r-graph from H as a subgraph. Write Forb L (n, H) for the set of linear r-graphs with vertex set [n] which contain no r-graph from H as a subgraph. Again, when H consists of a single graph H, we simply write ex L (n, H) and Forb L (n, H) instead. Similarly to (1), a trivial bound on the size of Forb L (n, H) is given as follows.
It is known from the famous (6, 3)-problem that n 2−c √ log n < ex L (n, C 3 3 ) = o(n 2 ), where the lower bound is given by Behrend [4] and the upper bound is given by Ruzsa and Szemerédi [24] . In 1968, Erdős, Frankl and Rödl [7] showed that for every r ≥ 3, ex L (n, C r 3 ) = o(n 2 ) and ex L (n, C r 3 ) = Ω(n c ) for every c < 2. Using the so-called 2-fold Sidon sets, Lazebnik and Verstraëte [20] constructed linear 3-graphs with girth 5 and Ω(n 3/2 ) edges. On the other hand, it is not hard to show that ex L (n, C 3 4 ) = O(n 3/2 ). Hence, ex L (n, C 3 4 ) = Θ(n 3/2 ).
Kostochka, Mubayi, and Verstraëte [19] proved ex L (n, C 3 5 ) = Θ(n 3/2 ) and conjectured that ex L (n, C r ℓ ) = Θ n
for every r ≥ 3 and ℓ ≥ 4. Later, Collier-Cartaino, Graber and Jiang [6] proved that ex L (n, C r ℓ ) = O n 
for every r ≥ 3 and ℓ ≥ 4. In this paper, we prove (4) for ℓ = 4.
Theorem 1.1. For every r ≥ 3 there exists C = C(r) > 0 such that
The upper bound for C 3 4 is sharp in order of magnitude given by ex L (n, C 3 4 ) = Θ(n 3/2 ) and (3). In general, since the sharp bound of related linear Turán number remains open, we are not able to prove the sharpness now.
For ℓ = 3, the work of Erdős, Frankl and Rödl [7] could be extended to show that Forb L (n, C r 3 ) = 2 o(n 2 ) for every r ≥ 3. For ℓ > 4, although we are not ready to give an upper bound for Forb L (n, C r ℓ ), we do have a result on the girth version. Recall that the girth of a graph is the length of a shortest cycle contained in the graph. For every r ≥ 3 and ℓ ≥ 4, let Forb L (n, r, ℓ) denote the set of all linear r-graphs on [n] with girth at least ℓ. Our result is as follows. 
Recently, Palmer, Tait, Timmons and Wagner [23] considered extremal problems for Bergehypergraphs and proved the girth 5 case of our theorem. Note that for every ℓ ≥ 4, we have Forb L (n, r, ℓ + 1) ⊆ Forb L (n, r, ℓ). Therefore, it is sufficient to prove Theorem 1.2 for all even ℓ and we provide the following equivalent theorem instead.
The proofs of Theorems 1.1 and 1.3 are based on two graph enumeration results related to even cycles. A classical result of Bondy and Simonovits [5] yields ex 2 (n, C 2ℓ ) = O(n 1+1/ℓ ) for all ℓ ≥ 2. By a series of papers of Kleitman and Winston [15] , Kleitman and Wilson [14] , Kohayakawa, Kreuter, and Steger [16] , and Morris and Saxton [22] , we now know that |Forb 2 (n, C 2ℓ )| = 2 O(n 1+1/ℓ ) . The proofs in the first three papers all rely on a technique developed in [15] , which constructs a certificate for the target graphs. Inspired by these works, we prove two enumeration results on the number of graphs containing some but not many short cycles, which may be of independent interest. We state our results as follows. Theorem 1.4. Let n be a sufficiently large integer and a = 32 log 6 n. The number of n-vertex graphs with at most n 2 /a 4-cycles is at most 2 11n 3/2 .
Given a graph G on [n], for every integer k ≥ 3 and every edge uv ∈ E(G), denote by c k (u, v; G), the number of k-cycles in G containing edge uv. When the underlying graph is clear, we simply write c k (u, v). For an integer ℓ ≥ 3 and a constant L > 0, write G n (ℓ, L) for the family of graphs G on [n] such that for every 3 ≤ k ≤ ℓ and uv ∈ E(G), c k (u, v; G) ≤ L. Theorem 1.5. For an integer ℓ ≥ 3 and a constant L > 0, let n be a sufficiently large integer and then we have
Remark. It is not hard to extend Theorem 1.4 to a = Θ(log 5 n) by proving a similar statement for G n (3, √ n/ log 4 n) as in Theorem 1.5. We choose to display the proof of Theorem 1.4 in this paper since it contains some ideas which may bring more insights of this method to readers. Let p = ω/( √ n log n). Note that the number of graphs on [n] with p n 2 edges is about 2 ωn 3/2 and they typically contain Θ(n 4 p 4 ) = Θ(ω 4 n 2 / log 4 n) 4-cycles. Therefore, a = Θ(log 4 n) would be the best possible in Theorem 1.4 and we believe that it should be the truth. Given by the connection between Sidon sets and graphs without 4-cycles, this problem is closely related with an enumeration problem on generalized Sidon set which recently studied in the authors' another paper [1] .
Throughout this paper, we let [n] denote the set {1, 2, . . . , n}. For a graph G and a set S ⊆ V (G), the induced subgraph G[S] is the subgraph of G whose vertex set is S and whose edge set consists of all of the edges with both endpoints in S. Let δ(G) denote the minimum degree of graph G and ∆(G) denote the maximum degree of G. For a multigraph G and a vertex v ∈ V (G), the neighborhood N G (v) of v is the set of all vertices adjacent to v in G and the 
Lemma 2.2. Let ω be a function of n, and G be an n-vertex graph with e(G) = ωn 3/2 . If ω ≥ 1, then G contains at least 
. Let S be the set of paths of length 2 (or 3-paths) in G. We will count 3-paths in two ways.
First, for a vertex v i , the number of 3-paths containing v i as the middle point is exactly
2 . Therefore, we have
On the other hand, let c ij be the number of common neighbors of v i and v j , for 1 ≤ i < j ≤ n. Then |S| = i<j c ij . Hence, the number of 4-cycles in G is
Corollary 2.3. If a graph G contains at most 4n 2 /9 4-cycles, then e(G) ≤ n 3/2 .
Lemma 2.4. For a graph G on [n], let d n , . . . , d 1 be the min-degree sequence of G. If the number of 4-cycles in G is at most 4n 2 /9, then for every i ∈ [n],
, where ω ≥ 1, and then we have
2, the number of 4-cycles in G k is at least 4 9 ω 4 k 2 . Therefore, we obtain that
which implies that d k ≤ 2 √ n, contradicting our assumption.
Main lemma
The purpose of this section is to provide our main lemma which is the key step proving Theorem 1.4. Before we proceed, we first need a counting lemma on an auxiliary graph, which will be used later in the proof. For a graph F , denote by F 2 the multigraph defined on V (F ) such that for every distinct u, v ∈ V (F 2 ), the multiplicity of uv in F 2 is the number of (u, v)-paths of length 2 in F .
. Therefore, we obtain that
Lemma 2.6. For a sufficiently large integer n, define b = 16 log 4 n and g = 32 log 5 n.
Let m and d be the integers satisfying m ≤ n − 1 and
Then for every set I ⊆ V (F ) of size d which satisfies e(H[I]) ≤ n/g, there exist a set T and a set C(T ) depending only on T , not on I, such that
Proof. Given a set I ⊆ V (F ) of size d which satisfies e(H[I]) ≤ n/g, following the ideas of Kleitman and Winston [15] , we describe a deterministic algorithm that associates the set I to the desired sets.
We start the algorithm with sets A 0 = V (H) − I h , T 0 = ∅ and a function t 0 (v) = 0, for every v ∈ V (H) − I h . As the algorithm proceeds, we add 'selected' vertices to T 0 and remove 'ineligible' vertices from the 'available' set A 0 . Suppose in step i, we obtain two disjoint sets A i , T i and an updated function t i (v), for every v ∈ V (H) − I h . Then we pick a vertex u i ∈ A i of maximum degree in H[A i ]. In case there are multiples choices, we give preference to vertices that come earlier in some arbitrary predefined ordering of V (H) as we always do, even if it is not pointed out at each time.
The outputs of the algorithm give us a list of 'selected' vertices {u i 1 , u i 2 , . . .} and a strictly decreasing set sequence {A 0 , A 1 , A 2 , A 3 , . . .}. We shall keep doing this process until we get A K , defined as the first set of size at most 4n/d. Let
we have I ⊆ C(T ). Note that the set C(T ) is uniquely decided by elements in
To finish the proof, it is sufficient to show that |T K | ≤ √ n/ log n. Once we proved it,
we immediately obtain
and
and then complete the proof. Denote q the integer such that n/2 q ≤ |A K | < n/2 q−1 . By the choice of A K , we have q < log n. For every integer 1 ≤ l ≤ q, define A l to be the first A-set satisfying
if it exists, and let T l be the corresponding T -set and t l (v) be the corresponding t-function of A l . Note that A l may not exist for every l, but A q always exists and it could be that
are all the defined A l , where p ≤ q. By the above definition, we have
To achieve our goal, we are going to estimate the size of
where u i is the selected vertex in step i. Therefore, we obtain
, where A i is a set between A l j−1 and A l j . By the choice of A l j , we have |A i | ≥ n/2 l j−1 . By Lemma 2.5, we have
.
Then we obtain
Combining (6) and (7), we have
, by a similar argument, we obtain that
which gives
Finally, by (5), we get
Proof of Theorem 1.4
In this section, we estimate the number of graphs containing only 'few' 4-cycles. Before we proceed to prove Theorem 1.4, we need to do a cleaning process for the target graphs in order to apply Lemma 2.6. Let a = 32 log 6 n, g = 32 log 5 n and b = 16 log 4 n. Given a graph G on [n], for every 1 ≤ i < j ≤ n, define N G (i, j) to be the set of common neighbors of i and j in G. Let
We delete all edges from i to
G n be the family of graphs on [n] with at most n 2 /a 4-cycles and
Lemma 2.7. Let n be a sufficiently large integer. Then for every G ∈ G n , we have
Proof. By counting 4-cycles in G, we obtain that
Let B = {(i, j) : 1 ≤ i < j ≤ n and m G (i, j) = 0}. By the definition of m G (i, j) and (8), we have |B| ≤ 8 n 2 a /( √ n b ) 2 = 8b 2 n/a. Therefore, by the convexity, we get
Combining (8) and (9), we obtain
Finally, by the definition of G, we have
Lemma 2.8. Let n be a sufficiently large integer. Then
. Therefore, the size of S F is bounded by
log n .
Finally, we obtain that
Theorem 2.9. Let n be a sufficiently large integer. Then | G n | ≤ 2 10n 3/2 .
Proof. The main idea of the proof is to find a certificate for each graph, which can uniquely determine the graph. For a graph G ∈ G n , let
Then there exists a set sequence S G : {S n , S n−1 , . . . , S 2 }, where
Since the number of certificates is equal to the number of graphs in G n , instead of counting graphs, we are going to give an upper bound on the number of such certificates. Fix a min-degree ordering Y * : v n < v n−1 < . . . < v 1 , and a min-degree sequence
√ n. Note that we have at most n!(2 √ n) n choices for Y * and D * . Let S : {S n , S n−1 , . . . , S 2 } be a set sequence, where S i ⊆ {v i−1 , . . . , v 1 } and
Let f i be the number of 4-cycles in G i containing vertex v i . Since each 4-cycle contributes exactly to one of f i 's, we have n i=1 f i ≤ n 2 /a. We call v i heavy vertex if f i > n/g; otherwise, v i is a light vertex. Denote by V h the set of heavy vertices in G S . Since
For every i ∈ [n] \ {1}, let M i be the number of choices for S i with given sets S i−1 , . . . , S 2 . Additionally, let I 1 = {i : f i > n/g}, I 2 = {i : d i < √ n/ log n} and I 3 = {i :
f i ≤ n/g and d i ≥ √ n/ log n}. First, for every i ∈ I 1 , by the choice of S i , we have a trivial upper bound
Similarly, for every i ∈ I 2 , we have
Now, it remains to consider M i , when i ∈ I 3 i.e. for i satisfying f i ≤ n/g and d i ≥ √ n/ log n. For fixed sets S i−1 , . . . , S 2 , the graph G i−1 is uniquely determined. Since
By applying Lemma 2.6 on G i−1 , we know that every eligible S i contains a subset T , which determines a set C(T ) ⊇ S i . Since |T | ≤ 2 √ n/ log n and T ⊆ S i ⊆ V (G i−1 ), the number of choices for T is at most
Since S i is a subset of C(T ) of size d i and C(T ) ≤ 5n/d i , we obtain
for every i ∈ I 3 , where the third inequality is given by Stirling's formula and the fourth inequality is given by the convexity of function f (x) = (log 5en − 2 log x) · x. Combining (10), (11) and (12), we obtain that the number of choices for S is
Therefore, the total number of certificates is at most
Proof of Theorem 1.4. Lemma 2.8 and Theorem 2.9 imply Theorem 1.4.
3 The number of graphs with sparse short cycles
In the previous section, we estimated the number of graphs containing at most n 2 /32 log 6 n 4-cycles. Unfortunately, we are not able to provide a similar result for longer cycles due to the failure of getting an appropriate counting lemma on the auxiliary graph, like Lemma 2.5. However, when the target graph has a sparse structure on short cycles, we are able to define a more general auxiliary graph and provide a good counting lemma on it. More specially, given ℓ ≥ 4, we are going to consider the family of graphs such that each of its edges is contained in only O(1) cycles of length at most 2ℓ.
Expansion properties of graphs with sparse short cycles
Given a graph G, a vertex v ∈ V (G) and an integer k ≥ 1, let Γ k (v) be the set of vertices of G at distance exactly k from v. Recall that for an edge uv ∈ E(G), c k (u, v; G) is the number of k-cycles in G containing edge uv. Lemma 3.1. For integers ℓ ≤ m and a constant L > 0, let F be an m-vertex graph such that for every uv ∈ E(F ) and 3 ≤ i ≤ 2ℓ, c i (u, v) ≤ L. Then for every 1 ≤ k ≤ ℓ − 1 and v∈ V (F ), we have d(u, Γ k (v)) ≤ Lk for all u ∈ Γ k (v).
Proof. Suppose there exists a vertex
, there exists a (u, v)-path P u of length k. Let u ′ be the neighbor of u in P u . Similarly, for every vertex w ∈ N (u, Γ k (v)), there is a (w, v)-path P w of length k. Note that every P u + P w + {uw} forms a closed walk of length 2k + 1, which contains an odd cycle of length at most 2k + 1 containing edges uu ′ and uw. Since d(u, Γ k (v)) ≥ Lk + 1, we have at least Lk + 1 distinct odd cycles of length at most 2k + 1 containing uu ′ . However, since c h (u, u ′ ) ≤ L for every odd h ≤ 2k + 1, there are at most Lk odd cycles of length at most 2k + 1 containing uu ′ , which is a contradiction.
Lemma 3.2. For integers ℓ ≤ m and a constant L > 0, let F be an m-vertex graph such that for every uv ∈ E(F ) and
, there exists a (u ′ , v)-path P u ′ of length k − 1. Similarly, for every vertex w ∈ N (u, Γ k−1 (v)) \ {u ′ }, there is a (w, v)-path P w of length k − 1. Note that every P u ′ + P w + {uu ′ } + {uw} forms a closed walk of length 2k, which contains an even cycle of length at most 2k containing edges uu ′ and uw. Since
we have at least L(k − 1) + 1 distinct even cycles of length at most 2k containing uu ′ . However, since c h (u, u ′ ) ≤ L for every even 4 ≤ h ≤ 2k, there are at most L(k − 1) even cycles of length at most 2k containing uu ′ , which is a contradiction.
Now, we give a lemma on the expansion of graphs with sparse short cycles. This lemma can be viewed as a generalization of Lemma 11 in [16] . 
Suppose v is a vertex in F with degree d(v). Then for every 1 ≤ k ≤ ℓ, we have
for some constants g k (L) which only depend on k and L.
Proof. The case k = 1 is trivially true with g 1 (L) = 1. Suppose that the lemma is true for
For every vertex u ∈ Γ k (v), neighbors of u only appear in Γ k−1 (v), Γ k (v) and Γ k+1 (v). By Lemmas 3.1 and 3.2, we have
for all u ∈ Γ k (v) and this gives
Again by Lemma 3.2, we know that for every u ∈ Γ k+1 (v), d(u, Γ k (v)) ≤ Lk +1. Therefore, we have 
, where g ℓ (L) is the constant defined in Lemma 3.3.
Proof. By Lemma 3.3, for every v ∈ V (F ), we have
, and then implies the corollary.
Construction of the auxiliary graph
In this section, we aim to give a generalization of Lemma 2.5 for longer cycles. We use a definition of composed walk from [16] . For every integer k ≥ 1, call a 2k-walk x 0 x 1 . . . x 2k a composed walk if x 0 . . . x k and x k . . . x 2k are two shortest paths and they are different but not necessarily vertex-disjoint or edge-disjoint. A composed walk is said to be closed if its endpoints are the same.
Lemma 3.5. For integers ℓ, ∆ ≤ m and a constant L ≪ ∆, let F be an m-vertex graph with maximum degree ∆, such that for every uv ∈ E(F ) and
Then for every vertex u ∈ V (F ) and every integer 2 ≤ s ≤ ℓ − 1, the number of closed composed walks of length 2s with endpoints u is at most
for some constants α s (L) which only depends on s and L.
Proof. For every vertex u ∈ V (F ) and every integer 2 ≤ s ≤ ℓ − 1, let W s (u) be the set of closed composed walks of length 2s with endpoints u. For the case s = 2, the lemma is true with α 2 (L) = L. This is because that a closed composed walk of length 4 with endpoint u is exactly a 4-cycle containing u and then we have
Suppose for s − 1 < ℓ − 1, the lemma is true for all integers k ≤ s − 1, i.e. for every
Fix an arbitrary vertex u ∈ V (F ), and let
s (u) consists of an edge ux 1 and a closed composed walk of length 2s − 2 with endpoints x 1 . Therefore, we have
Let 2 ≤ i ≤ s − 1. For every composed walk
. . . x 2s−1 u} forms a cycle C of length 2i containing u. Since for every x 1 ∈ N (u), c 2i (u, x 1 ) ≤ L, then the number of choices for C is at most ∆L. For a fixed C and x i ∈ C, W − C forms a path of length (s − i) with endpoints x i or a closed composed walks of length 2(s − i) with endpoints x i . In the first case there are at most ∆ s−i choices, while in the later case there are at most |W s−i (x i )| choices. Therefore, we have
Finally, every composed walk W ∈ W s s (u) is a cycle of length 2s containing u, and then we have |W
Hence, we have
, and the lemma follows by induction.
For an integer ℓ ≥ 3 and a graph F , denote by F ℓ the multigraph defined on V (F ) such that for every distinct u, v ∈ V (F ℓ ), the multiplicity of uv in F ℓ is the number of composed (u, v)-walks of length 2(ℓ − 1) in F . Lemma 3.6. For an integer ℓ ≥ 3 and a constant L > 0, let n be a sufficiently large integer. Let m and d be the integers satisfying m ≤ n and d ≥ n 1/ℓ log n . Suppose F is an m-vertex graph with minimum degree d − 1, such that for every uv ∈ E(F ) and
Proof. Let W be the set of composed walks of length 2(ℓ − 1) with endpoints in J, and W c be the set of closed composed walks of length 2(ℓ − 1) with endpoint in J. By the definition of F ℓ , we have
By Lemma 3.5, we know that
where ∆ is the maximum degree of F , which, by Corollary 3.4, satisfies
Now, it remains to estimate the lower bound of W. For every v ∈ J, let a v be the number of shortest paths of length ℓ − 1 such that v is one of the endpoints. For every u ∈ V (F ), let P u be the set of shortest paths of length ℓ − 1 such that one endpoint is u and another endpoint is in J. Let b u = |P u | and then we have u∈V (F ) b u = v∈J a v . By (13), we have
Note that for every vertex u ∈ V (F ) and P 1 , P 2 ∈ P u , P 1 + P 2 forms a composed walk in W and vice versa. Therefore, we have
when n is sufficiently large. Hence, we have
Now, we start to define the auxiliary graph, which will be used in Lemma 3.10 in the next section. For every integer k ≥ 1, call a path x 0 x 1 . . . x 2k a composed path if x 0 . . . x k and x k . . . x 2k are both shortest paths of length k. For an integer ℓ ≥ 3 and a graph F , denote by F ℓ * the simple graph defined on V (F ) such that for every distinct u, v ∈ V (F ℓ * ), uv ∈ E(F ℓ * ) if there is a composed (u, v)-path of length at most 2(ℓ − 1) in F . To estimate the number of edges in F ℓ * , we need the following lemma.
Lemma 3.7. For integers ℓ, ∆ ≤ m and a constant L ≪ ∆, let F be an m-vertex graph with maximum degree ∆, such that for every uv ∈ E(F ) and
For every 1 ≤ s ≤ ℓ − 1 and every distinct u, v ∈ V (F ), the number of composed paths of length 2s with endpoints u, v is at most
Proof. Let P be the set of composed paths of length 2s with endpoints u, v. For given vertices a 1 , . . . , a s−1 , let
Note that the number of non-empty P(a 1 , . . . , a s−1 ) is at most ∆ s−1 , since ua 1 . . . a s−1 is a path. Suppose that P 0 = ua 1 . . . a 2s−1 v is a composed path in P(a 1 , . . . , a s−1 ). For every composed path P = ua 1 . . . a s−1 x s . . . x 2s−1 v ∈ P(a 1 , . . . , a s−1 ) \ {P 0 }, a s−1 . . . a 2s−1 v and a s−1 x s . . . x 2s−1 v form a closed walk W of length 2(s + 1). For every s ≤ i ≤ 2s − 1, if x i = a i , the number of choices for x i is 1. Otherwise, W contains an even cycle of length at most 2(s + 1), which contains the edge a i−1 a i and vertex x i . Since c 2k (a i−1 , a i ) ≤ L for every 2 ≤ k ≤ s + 1, the number of choices for x i = a i is at most sL. Therefore, we have
Finally, we obtain
Now, we give an upper bound on the multiplicity of F ℓ .
Lemma 3.8. For integers ℓ, ∆ ≤ m and a constant L ≪ ∆, let F be an m-vertex graph with maximum degree ∆, such that for every uv ∈ E(F ) and
, the number of composed walks of length 2(ℓ − 1) with endpoints u, v is at most
for a constant β ℓ (L) which only depends on ℓ and L.
Proof. Let W be the number of composed walks of length 2(ℓ − 1) in F with endpoints u, v. For every 1 ≤ i ≤ ℓ − 1, let
and then we have 1)−(i−1) . . . x 2(ℓ−1)−1 v} forms a composed path P of length 2i. By Lemma 3.7, there are at most ∆ i−1 [(iL + 1) i + 1] choices for P . For a fixed P , W − P forms a path of length ℓ − i − 1 with endpoint x i or a close composed walk of length 2(ℓ − i − 1) with endpoint x i . In the first case, there are at most ∆ ℓ−i−1 choices, while in the later case, by Lemma 3.5, there are at most ∆ ℓ−i−2 α ℓ−i−1 (L) choices. Therefore, we have
Moreover, every walk W ∈ W ℓ−1 is a composed path of length 2(ℓ − 1) with endpoints u and v. By Lemma 3.7, we have
We have all the ingredients to give a lower bound on the number of edges in auxiliary graph F l * . This lemma will play the same role as Lemma 2.5 in the case of 4-cycles.
Lemma 3.9. For an integer ℓ ≥ 3 and a constant L > 0, let n be a sufficiently large integer. Let m and d be the integers satisfying m ≤ n and d ≥ n 1/ℓ log n . Suppose F is an m-vertex graph with minimum degree d − 1, such that for every uv ∈ E(F ) and
for a constant f ℓ (L) which only depends on ℓ and L.
Proof. Note that every composed walk of length 2(ℓ − 1) with endpoints in J contains a composed path of length at most 2(ℓ − 1) with endpoints in J. Therefore, by Lemma 3.8, we have
where ∆ is the maximum degree of F , which by (14) , satisfies
where
Main lemma
In this section, we give our main lemma, which used to count the graphs with sparse short cycles. This lemma can be viewed as a generalization of Lemma 2.6 for longer cycle, although the condition is slightly different. The idea of proof is also similar to Lemma 2.6, which originally comes from Kleitman and Winston [15] and Kohayakawa, Kreuter and Steger [16] .
Lemma 3.10. For an integer ℓ ≥ 3 and constants L, α > 0, let n be a sufficiently large integer. Let m and d be the integers satisfying m ≤ n and
Suppose F is an m-vertex graph with minimum degree d − 1, such that for every uv ∈ E(F ) and
L for all v ∈ I, there exist a set T and a set C(T ) depending only on T , not on I, such that
Proof. This proof is similar to the proof of Lemma 2.6. We will describe a deterministic algorithm that associates the set I to the desired sets.
We start the algorithm with sets A 0 = V (H), T 0 = ∅ and a function t 0 (v) = 0, for every v ∈ V (H). As the algorithm proceeds, we add 'selected' vertices to T 0 and remove 'ineligible' vertices from the 'available' set A 0 . Suppose in step i, we obtain two disjoint sets A i , T i and an updated function t i (v), for every v ∈ V (H). Then we pick a vertex
The outputs of the algorithm give us a list of 'selected' vertices {u i 1 , u i 2 , . . .} and a strictly decreasing set sequence {A 0 , A 1 , A 2 , A 3 , . . .}. We shall keep doing this process until we get A K , defined as the first set of size at most 2 ℓ n/d ℓ−1 . Let T = T K and C(T ) = A K ∪ T. From the algorithm, we have T ⊆ I. Moreover, if a vertex v satisfies
∈ I. Therefore, we maintain I ⊆ A i ∪ T i for every i ≤ K and especially get I ⊆ A K ∪ T K . Therefore, we have I ⊆ C(T ). Note that the set C(T ) is determined only by elements in T , not depending on I − T .
To finish the proof, it is sufficient to show that |T K | ≤ n 1/ℓ / log n. Once we proved it, we immediately obtain |T | = |T K | ≤ n 1/ℓ / log n,
and then complete the proof.
In the rest of proof, we are going to apply the same technique used in the proof of Lemma 2.6. We repeat the process as follows. Denote q the integer such that n/2 q ≤ |A K | < n/2 q−1 . By the choice of A K , we have q ≤ log n. For every integer 1 ≤ l ≤ q, define A l to be the first A-set satisfying
Proof of Theorem 1.5
This section is entirely devoted to the proof of Theorem 1.5. The idea is the same as the proof of Theorem 2.9: we will build a certificate for each graph in G n (2ℓ, L) by the min-degree ordering and estimate the number of such certificates. Before we proceed, we first need the supersaturation result for C 2ℓ to give a lemma on the min-degree sequence of graphs in G n (2ℓ, L). It was mentioned in [9] that Simonovits first proved the supersaturation for the even cycles, but the proof has not been published yet and it might appear in an upcoming paper of Faudree and Simonovits [10] . Morris and Saxton [22] recently provided a stronger version of supersaturation for even cycles. Very recently, Jiang and Yepremyan [13] give a supersaturation result of even linear cycles in linear hypergraphs, including graph case. We use the graph version of their result.
Theorem 3.11.
[13] For an integer ℓ ≥ 2, there exist constants C, c such that if G is an n-vertex graph with e(G) ≥ Cn 1+1/ℓ , then G contains at least c(
Then for every i ∈ [n], we have
}, where C, c are constants in Theorem 3.11.
Let e(G) = ωk 1+ℓ , where ω ≥ C. Then we have
Since G ∈ G ∈ G n (2ℓ, L), we know the number of C 2ℓ 's is at most Lk 2 /2 ≤ Ln 2 /2. Therefore, we have
This contradicts our assumption.
Proof of Theorem 1.5. The main idea of the proof is to find a certificate for each graph, which uniquely determines the graph. For every graph G ∈ G n (2ℓ, L), let Y G : v n < v n−1 < . . . < v 1 be the min-degree ordering of G and D G : {d n , d n−1 , . . . , d 1 } be the min-degree sequence of G. Note that by Lemma 3.12, there exists a constant α such that
Then there exists a set sequence S G : {S n , S n−1 , . . . , S 2 }, where Fix a min-degree ordering Y * : v n < v n−1 < . . . < v 1 , and a min-degree sequence D * : {d n , . . . , d 1 }, where d i ≤ αn 1/ℓ . Note that we have at most n!(αn 1/ℓ ) n choices for Y * and D * . Let S : {S n , S n−1 , . . . , S 2 } be a set sequence, where S i ⊆ {v i−1 , . . . , v 1 } and
For every i ∈ [n]\{1}, let M i be the number of choices for S i with given sets S i−1 , . . . , S 2 . Morevover, let I 1 = {i : d i < n 1/ℓ / log n} and I 2 = {i : d i ≥ n 1/ℓ / log n}. By the choice of S i , for every i ∈ I 1 , we have a trivial bound Combining (18) and (19), we obtain that the number of choices for S is
(2 ℓ +1) 1/ℓ e 1/ℓ +2]n 1+1/ℓ .
(2 ℓ +1) 1/ℓ e 1/ℓ +2]n 1+1/ℓ ≤ 2
(2 ℓ +1) 1/ℓ e 1/ℓ +3]n 1+1/ℓ ≤ 2 3(ℓ+1)n 1+1/ℓ , which implies |G n (2ℓ, L)| ≤ 2 3(ℓ+1)n 1+1/ℓ .
Hypergraph Enumeration
In this section, we study the enumeration problems of r-graphs with given girth and rgraphs without C r 4 's. To prove it, we need a result on the linear Turán number of linear cycles given by Collier-Cartaino, Graber and Jiang [6] . 
Proof of Theorem 1.3
Once we have Theorems 1.4 and 1.5, it is natural to think about reducing the hypergraph problems to problems on graphs and then apply our graph counting theorems.
Definition 4.2 (Shadow graph).
Given a hypergraph H, the shadow graph of H, denoted by ∂ 2 (H), is defined as ∂ 2 (H) = {D : |D| = 2, ∃e ∈ H, D ⊆ e}.
We need the following short lemma on the number of 4-cycles in the shadow graphs of hypergraphs in Forb L (n, r, 4). Lemma 4.3. For every r ≥ 3, there exists a constant β = β(r) such that for every H ∈ Forb L (n, r, 4), the shadow graph ∂ 2 (H) contains at most βn 3/2 4-cycles.
Proof. Let G = ∂ 2 (H). Since the girth of H is at least 4, every 4-cycle in G must be contained in a hyperedge of H. By Theorem 4.1, we have e(H) ≤ α r,4 n 3/2 . Hence, the number of 4-cycles in G is at most Another difficulty is that the map we defined in the proof of Theorem 1.3 might be no longer injective. To overcome it, we have the following lemma to measure how far the map is from the injection. Lemma 4.6. For every r ≥ 3, there exists a constant α = α(r) such that for every H ∈ Forb L (n, C r 4 ), there are at most αn 3/2 r-cliques in ∂ 2 (H).
Proof. Let G = ∂ 2 (H) and F be the set of r-cliques in G. For every e ∈ E(H), let F e = {F ∈ F : |F ∩ e| = max f ∈E(H) |F ∩ f |}.
Then we have F = e∈H F e . Fix an arbitrary hyperedge e ∈ H. For every 2 ≤ q ≤ r, let R q = {F ∈ F e : |F ∩ e| = q}, then we have F e = r q=2 R q . First, it is trivial to get |R r | = 1. Let 2 ≤ q ≤ r − 1 and F be an r-clique in R q . Since |F ∩ e| = q, the number of choices for F ∩ e is at most r q . Given F ∩ e, let u, v be two distinct vertices in F ∩ e. For every w ∈ F − e, by the definition of the shadow graph and the linearity of H, there exist hyperedges f, g such that {e, f, g} forms a C r 3 with e ∩ f = u, e ∩ g = v and f ∩ g = w. By (20) , the number of such C r 3 's is at most 4r 2 − 10r + 7. Therefore, the choices of w is at most 4r 2 − 10r + 7. Hence, we have R q ≤ r q (4r 2 − 10r + 7) r−q . for α = 2 r (4r 2 ) r α r,4 , where α r,4 is the constant defined in Theorem 4.1.
Proof of Theorem 1.1. Define a map ϕ : Forb L (n, C r 4 ) → G = {∂ 2 (H) : H ∈ Forb L (n, C r 4 )} given by ϕ(H) = ∂ 2 (H). By Lemma 4.5, every graph G ∈ G has at most βn 3/2 4-cycles, where β is a constant depending on r. By Theorem 1.4, when n is sufficiently large, we have |G| ≤ 2 11n 3/2 .
By Lemma 4.6, for every G ∈ G, the number of r-cliques in G is at most αn 3/2 , where α is a constant depending on r. Since every hyperedge corresponds to an r-clique in its shadow graph, we have |ϕ −1 (G)| ≤ 2 αn 3/2 .
for n sufficiently large, which completes the proof.
