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Abstract 
In parallel with the revival of interest for magneto-electric multiferroic materials in the 
beginning of the century, first-principles simulations have grown incredibly in efficiency during 
the last two decades. Density functional theory calculations, in particular, have so become a must-
have tool for physicists and chemists in the multiferroic community. While these calculations 
were originally used to support and explain experimental behaviour, their interest has 
progressively moved to the design of novel magneto-electric multiferroic materials. In this article, 
we mainly focus on oxide perovskites, an important class of multifunctional material, and review 
some significant advances to which contributed first-principles calculations. We also briefly 











Although the magneto-electric effect, that allows the control of a magnetization 
(polarization) with an electric (magnetic) field and conversely, was proposed at the end of the 
19th century by Pierre Curie1, it only really started to be studied during the nineteen sixties and 
seventies, after Cr2O3 was proposed as good candidate by Landau and Lifshitz 2. With our lives 
being more and more dependent on technology, the identification of multifunctional materials 
handling simultaneously large arrays of informations has become a real challenge for producing 
low energy consumption devices. Magneto-electric compounds thus received a considerable 
renewal of interest in the early 2000s3 due to their potential for improved and new technological 
applications 4–7.  
 
Before first-principles calculations became possible, identification of magneto-electric 
materials was typically guided by symmetry and thermodynamic considerations. According to 
thermodynamic requirements, the linear magneto-electric effect α is bound by the electric (χe) 
and magnetic (χm) susceptibilities through the formula α2< χe.χm 8. Since ferroelectric 
(ferromagnetic) materials usually exhibit the largest electric (magnetic) susceptibilities, it is often 
expected that the linear magneto-electric effect α should be large in multiferroics, i.e. materials 
combining ferromagnetism and ferroelectricity. Nevertheless, the relationship between α, χe and 
χm is just an upper bound and there is in fact no guarantee that multiferroic materials will provide 
the largest magneto-electric effect. Strong coupling between the orders is an additional key 
ingredient.  
 
The interest in multiferroic materials also owes its revival to the strong developments of 
first-principles simulations, most notably to Density Functional Theory (DFT). In the nineties, DFT 
became the standard platform for studying ferroelectricity in ABO3 materials and it provided a 
deep understanding of the origin of ferroelectricity in BaTiO3 and PbTiO39. Although originally 
restricted to explain experimental observations, the microscopic understanding enabled by DFT 
became a key tool for guiding experiments. For instance,  DFT studies clarified ferroelectric and 
piezoelectric properties 9,10 or finite-size effects appearing in thin films 11–13. As we will see in the 
examples tackled in this chapter, interest in magneto-electric compounds focused on ferroelectric 
magnets and thus, it was natural to direct DFT studies of multiferroics.  At the same time, strong 
advances in computer efficiency were also beneficial for enabling fast, reliable and large-scale 
studies.  
   
As before for ferroelectricity, DFT initially served as a platform to explain the origin of 
multiferroism in systems such as in BiFeO3 14 (lone pair mechanism15), hexagonal YMnO3 16,17 
(lattice improper ferroelectricity  [DOI:10.1515/PSR.2019.0014]) or TbMnO3 18 (magnetic 
improper ferroelectricity  [DOI:10.1515/PSR.2019.0016]). The numerous successes encountered 
by first-principles simulations established DFT as a powerful tool to design strategies for 
engineering magneto-electric multiferroic materials. Among all magneto-electric multiferroic 
materials, many studies considered ABO3 perovskites, a well-known class of multifunctional 
materials of technological relevance. These compounds adopt an aristotype cubic structure 
where the A cations are located at the corner of the cell, the B cations are at its centre and are 
surrounded each by O6 octahedra which form a corner sharing network. This structure is very 
attractive since it can accommodate various chemical elements on the A and B sites of the 
structure, including magnetic elements. According to the A-to-B cation size mismatch, measured 
through the Goldschmidt tolerance factor 19 𝑡 = #$%#&√((#*%#&) where r is the ionic radius of the 
different ions, the structure can develop several lattice distortions such as O6 rotations that in 
turn can alter the magnetic properties. Since the most popular ferroelectrics are perovskite 
oxides, it was straightforwardly used by theorists and experimentalists as a natural playground 
for engineering new properties and functionalities. Finally, developments of experimental 
techniques such as Pulse Laser Deposition (PLD) or Molecular Beam Epitaxy (MBE) allowing 
atomic-scale deposition of oxides as thin films, superlattices or nanostructures also favoured 
interest in oxide perovskites. In this article, we will therefore focus on this broad and promising 
family of compounds although, in practice, much more compounds can be multiferroic.  
 
It is worth noticing that the choice of ABO3 materials for engineering multiferroism was 
not a priori so judicious. Ferroelectricity and magnetism are expected to be mutually exclusive in 
ABO3 materials, a fact formulated in terms of the “d0” rule by Spaldin 20. The rule relies on the fact 
that ferroelectricity in prototypical ferroelectrics such as BaTiO3 is related to O 2p – B 3d 
hybridization and requires empty d levels while magnetism requires partially filled d-states. The 
popular multiferroic material BiFeO3 navigates around this rule with ferroelectricity held by the 
Bi cations at the A-site through a lone pair mechanism and magnetism carried by Fe cations at the 
B-site 14. This has motivated the search of materials in which ferroelectricity and magnetism are 
driven by a different cation such as the double perovskite Bi2FeCrO6 21–23. Later in this chapter, 
we will see that in some cases magnetism and polar displacements can nevertheless be held by 
the same cation 24.  
 
In this article, we first briefly discuss the key theoretical developments that made possible 
the prediction of novel multiferroic compounds using DFT simulations. We then highlight some 
strategies seeded by first-principles simulations that have been identified for engineering 
magneto-electric compounds. In fact, all these strategies typically rely on the basic concept of 
turning a non-polar magnet to a ferroelectric magnet. Namely, we will focus on the use of strain 
engineering, octahedra connectivity, lattice mode couplings, electronic or magnetic driven 
ferroelectrics (i.e. type II multiferroics) and interfacial systems based on an interface between a 













I. Theoretical aspects 
 
Density Functional Theory (DFT) is a powerful computational method aimed at solving the 
electronic problem. It is based on the Hohenberg and Kohn theorems 25 and the Kohn-Sham 
ansatz 26, that allows to find the ground state of the N many-body problem, associated with the 
wavefunction |𝜓(𝑟)⟩ depending on 3N degrees of freedom, from the sole knowledge of the 
electronic density 𝜌(𝑟) that only depends on three spatial degrees of freedom. In its formulation, 
DFT is an exact theory. However, the exact form of the functional linking the energy to the density 
is unknown and must therefore be approximated. During the years, various approximate 
functionals have been developed which were successful for a wide variety of systems. 
Conceptualized in the sixties, DFT became a powerful computational tool during the eighties 
thanks to the advent of efficient supercomputers. Acknowledging this theoretical breakthrough, 
Walter Kohn was awarded the Nobel Prize in chemistry in 1998. We guide the reader to the 
textbook of R. Martin for a detailed and comprehensive description of DFT 27 as we will just 
provide the basic developments that have allowed studies of magneto-electric compounds with 
first-principles simulations. We describe below the standard methodologies used to model and 
compute ferroelectric, magnetic and magneto-electric properties.  
 
1. Computing ferroelectric properties 
 
In ferroelectrics, a fundamental quantity is the spontaneous electric polarization, defined 
in most textbooks as the dipole moment per unit cell. In truly periodic infinite solids as those 
considered by imposing Born-Von Karman boundary conditions, this quantity is however ill-
defined (i.e. dependent on the arbitrary choice of the unit cell) which prevented practical 
computation of the polarisation for a long time. The breakthrough arose in 1992 with the modern 
theory of the polarization established by King-Smith and Vanderbilt as well as Resta who 
formulated the polarization as a Berry phase 28,29,30,31. Independently, derivatives of the 
polarization such as the Born effective charges or piezoelectric constants are also accessible by 
linear response using density functional perturbation theory 30–32. More recently, methods have 
also been developed to deal with periodic solids under finite electric or displacement fields 33–35. 
 
2. Modelling magnetic systems 
 
To study magneto-electric coupling, one obviously has to deal with magnetism. In this 
specific case, the DFT formulated by Kohn and Sham (Kohn-Sham DFT) can be easily extended to 
magnetic systems by treating separately spin up and spin down channels.  One substitutes the 
scalar density 𝜌(𝑟) by a 2-by-2 𝑛(𝑟) density matrix according to the following formula: 𝑛(𝑟) ⟹ 5( 6 𝜌(𝑟) + 𝑚9(𝑟) 𝑚:(𝑟) − 𝑖𝑚=(𝑟)𝑚:(𝑟) + 𝑖𝑚=(𝑟) 𝜌(𝑟) − 𝑚9(𝑟) >  (eq.1) 
where 𝑚(𝑟) is the magnetic density. In addition to the scalar density 𝜌(𝑟) minimizing the energy, 
the spin-density 𝑛(𝑟) can also relax the magnetization both in magnitude and direction. At this 
stage, one must distinguish two cases: (i) the collinear approach reducing the spin polarized 
density to diagonal components, which is the most widely adopted methodology due to its more 
tractable computational effort (only 𝑚9(𝑟) is considered as a scalar and thus spins can only relax 
in magnitude) and (ii) the non-collinear approach that considers the full 2x2 𝑛(𝑟) density matrix 
that is computationally heavier, due to the presence of several local minima in the energy 
landscape as a function of relative spin directions (see section I.3 below).  
 
By including the spin-orbit interaction, one fully considers the coupling between spin and 
orbital degrees of freedom and has access to spin canting and magnetocrystalline anisotropy.  The 
spin-orbit coupling also allows to access to the orbital magnetization, which has been reached 
only very recently though a modern theory of magnetization 36–40, analogous to the Berry phase 
of the theory of polarization.  
 
3.  Approximation of exchange and correlation effects 
 
Although being in principle an exact theory of the ground state, DFT has some limitations 
in its practical implementation: it relies on an approximation of exchange and correlations effects, 
which often possess a spurious self-interaction problem (an electron is interacting with its own 
potential, potentially yielding undesired electron delocalization phenomena). The most common 
approximations to exchange and correlations are the Local Density Approximation (LDA) and 
Generalized Gradient Approximation (GGA, adding an additional term to LDA that depends on the 
density gradients) that have been successful in describing metals and band insulators. However, 
magneto-electric multiferroic materials involve magnetic cations, thus possessing partially filled 
d (or f) shells (e.g. for multiferroics based on 3d elements for instance) and de facto a much more 
localized electronic structure. Standard approximations are usually not appropriate for studying 
such materials.  
 
At the time of the revival of magneto-electric compounds, one had to use other methods 
to better treat electron-electron repulsion and cancel the spurious self-interaction term. The 
most widely adopted method is DFT+U, involving two empirical parameters U and J, 
corresponding to on-site Coulomb interactions and intra-site spin-exchange, respectively 41. Both 
parameters are captured through a Hubbard-like model. We emphasize here that although the 
terminology ‘+U” is reminiscent of the Hubbard model, DFT is a single determinant theory with a 
static mean-field treatment of electron interactions, i.e. there are no dynamical correlation 
effects, and U is totally different to the interelectronic U parameter appearing in the Hubbard 
model. Typically, one usually fits these U and J parameters by adjusting their value in order to 
reach the best agreement with known experimental data, although methodologies exist to self-
consistently evaluate these values 42,43. However, the method is not always fully predictive and 
one might sometimes rescale the computed parameters 44. Two different implementations of 
DFT+U exist, with U and J entering either as different parameters 45 or as a single effective Ueff=U-
J parameter 46. While the latter methodology is usually suited for collinear simulations, within few 
exceptions 47, both U and J parameters are important when dealing with non-collinear magnetic 
structures as J acts on the spin canting as demonstrated by Bousquet and Spaldin 48. 
 
In the search of methods alleviating the use of empirical parameters, hybrid functionals 
also appeared as valuable methodologies. They combine LDA/GGA functionals with a part of exact 
Hartree-Fock exchange (thus forming “hybrid functionals”) in order to better reproduce exchange 
and correlation effects and cancel the spurious self-interaction term. These functionals are usually 
providing a better description of structural aspects and band gaps over standard LDA and GGA 
functionals. The most famous hybrid functionals used for studying multiferroic materials are 
B3LYP 49 and HSE 50 and its updates. One must also highlight the B1WC functional that was 
developed to properly reproduce the properties of ferroelectric ABO3 materials 51. Although more 
computationally demanding than DFT+U methods, these hybrid functionals encountered many 
successes in modelling multiferroic materials 52–56. Alternatively, they can be used as a starting 
point for extracting DFT+U parameters 54,57.  The very latest developments of meta-GGA 
functionals (adding an additional term depending on the second derivative of the density to GGA 
functionals), such as the SCAN functional 58, are producing insulating phases in most 3d transition 
metal oxide perovskites and related compounds 59–61, and thus would be an invaluable method 
for studying multiferroism in the future.  
 
We end this section by emphasizing that many alternative methods exist for studying 
multiferroic materials. For instance, Filippetti and Spaldin have developed a simplified Self-
Interaction Correction method 62. Alternatively, a post Hartree-Fock method63 (Interaction 
Configuration) has been used to accurately compute the evolution of the magnetic exchange 
integrals as a function of an applied electric field in oxides with complex magnetic structures 64,65. 
Finally, one can also invoke the most complex GW method including many body effects which 
was used to benchmark results on BiFeO3 52.  
 
4. Computing the contribution to magneto-electric coupling 
 
Now that we have exposed the basic methodologies and developments involved in the 
study of multiferroic compounds, we can focus more precisely on magneto-electric coupling. For 
the magneto-electric coupling, one usually refers to the magnetoelectric tensor which is a 2 by 2 
matrix whose components (i,j) are given by the second derivative of the free energy 𝐹 with 
respect to applied electric 𝐸A⃑  and magnetic 𝐻A⃑  fields: 𝛼D,F = − 5GH IJKILMINO = IPMINO = IQOILM   (eq.2) 
where ΩS is the unit cell volume and 𝑃D (𝑀D) is the polarization (magnetization) along the i axis. 
Within a Born Oppenheimer approximation, one can decompose the magneto-electric coupling 
into three contributions corresponding to electronic (𝛼VW, pure electronic response at fixed atomic 
positions and lattice parameters), ionic (𝛼DXYDZ , additional effect of atomic relaxation) and strain 
(𝛼[\#]DY , additional effect from lattice relaxation) parts. Let us remind here that for a magnetic 
system, the magnetization has two contributions originating from spin (labelled S) and orbital 
(labelled O), and thus the magneto-electric coupling is expected to have in total 6 contributions. 
To the best of our knowledge, the latest developments of DFT have calculated 5 out of 6 
components of  𝛼 66–70 : only 𝛼[\#]DY^  remains elusive.  
 
Although revival of multiferroics began in the early 2000’s, computation of the different 
components of the magneto-electric tensor only started in 2008. Again, boosted by experience 
with ferroelectric phenomena, Iñiguez proposed magnetic effective charges 𝑍`, analogous of 
Born effective charges 𝑍V, both given by the change of magnetization (polarization) with respect 
to an atomic displacement 𝑢A⃑  67: 𝑍D,F` = ΩS IQMIbO   (eq.3) 𝑍D,FV = ΩS IPMIbO  (eq.4). 
Using these quantities and by noting an analogy with the dielectric tensor, Iñiguez easily 
expressed the ionic part of the magnetoelectric coupling by the following formula: 𝛼DXY,D,Fc = 5GH ∑ ef,Mg ef,OhifJjklYm5   (eq.5) 
where 𝐾Y are the eigenvalues of the force constant matrix and the sum runs over all infrared 
modes. 𝐾Y, 𝑍Vand 𝑍` are directly accessible by DFT simulations and hence calculation of 𝛼DXYc  is 
rather straightforward. It was then extended to the orbital contribution in 2012 70,71. In the same 
spirit, Wojdel and Iñiguez extended the formalism to the strain part of the magneto-electric 
coupling in 2009 68: 𝛼[\#]DY,D,Fc = 5GH ∑ 𝑒D,`(𝐶q5)`YℎF,Ys` ,Ym5     (eq.6) 
where e and h are the piezoelectric and piezomagnetic tensors, respectively, and C is the elastic 
constant matrix.  
 
 In 2011, Bousquet et al. identified another pathway for computing the magneto-electric 
coefficients 66: they proposed to evaluate the change of polarization under an applied magnetic 
field. The authors modelled the magnetic field 𝐻A⃑  using a Zeeman term Δ𝑉eVV`]Y(𝑟) that is added 
to the DFT scheme. It is represented by a very simple 2 by 2 matrix, reminiscent of the density 
matrix 𝑛(𝑟), and it takes the elegant expression: Δ𝑉eVV`]Y(𝑟) ⟹ qv( 𝜇x𝜇S y 𝐻9 𝐻: − 𝑖𝐻=𝐻: + 𝑖𝐻= −𝐻9 z    (eq.7). 
By computing the change of polarization for different finite values of magnetic field, one can 
directly access the magneto-electric coupling components. Most notably, this technique has the 
advantage of giving access to the separate ionic and electronic parts of 𝛼c (i.e. the electronic part 
is given at fixed lattice parameters and atomic positions while the ionic part is accessible once the 
structure is relaxed). While it was usually assumed that it is negligible in most cases, Bousquet et 
al. showed that 𝛼VWc  is about 25% of 𝛼DXYc  in the reference magnetoelectric material Cr2O3 66, an 
antiferromagnetic (AFM) insulator below TN=307 K adopting a centrosymmetric R-3c space group 
but whose magnetic structure allows a magnetoelectric effect. Going further, Ricci and Bousquet 
reported that 𝛼VWc  can be as large as 𝛼DXYc 	in the troilite phase of FeS 72, which is attributed to the 
presence of a metal-insulator phase transition in this compound. In their paper, Ricci and 
Bousquet also reported that diagonal magnetoelectrics (compounds in which the magnetoelectric 
tensor reduces to diagonal components only) can be seen as being (electrically) polarized in 
opposite directions for each spin channel (up and down) such that the difference of the 
polarization contribution of each channel is non-zero (while the sum is exactly zero, FeS being 
non-polar). This can also be seen as the integration of the magnetic monopolar term (e.g. ∫ 𝑚(𝑟). 𝑟#⃑ . 𝑑𝑟), also coined magnetoelectric monopolarization73. A full first-principles Berry 
phase formulation and Wannier representation of the magnetoelectric monopole has been 
developed by Thöle, Fechner and Spaldin74, which paves the road to systematically compute this 
original property of magnetoelectric crystals. Finally, the strategy developed by Bousquet and 
Spaldin was employed in 2016 by Tillack, Yates and Radaelli to disentangle the different 
contributions – cycloidal, longitudinal and chiral terms -- to the magnetoelectric tensor in Cr2O3 
in the low-field and spin-flop phases75. 
 
 Later on, the computation of magnetic properties as a function of an applied electric field, 
thanks to the emergence of the modern theory of magnetization, enabled access to the orbital 
part to the magneto-electric coupling. Again, using Cr2O3 as the prototypical example, 
Malashevich and co-workers showed that the orbital contribution to 𝛼 (both electronic and ionic 
parts) are smaller than the spin contribution71. However, Scaramucci et al. found distinct results 
in LiFePO4 with rather similar spin and orbital contributions to 𝛼DXY70. So far, and to the best of 
our knowledge, the orbital contribution to the strain part of the magneto-electric coupling has 
not been computed.  
 
Similarly to the monopolarization in “diagonal magnetoelectrics”, another exotic property 
can be associated to non-diagonal magnetoelectrics: the bulk magnetic toroidal moment73. 
Identically to the electric toroidal moment, the magnetic (or spin) toroidal moment can be 
described by ∑ 𝑟DD . 𝑚AA⃗ D, where 𝑚AA⃗ D  is the magnetic moment at position 𝑟D. This magnetic toroidal 
moment is directly associated to the antisymmetric part of the magnetoelectric tensor and it 
breaks both space and time reversal symmetries together. A new primary ferroic order (on the 
top of the ferroelectric one, which breaks the space inversion only, of the ferromagnetic one, 
which breaks the time reversal only and of the ferroelastic one, which is invariant under both 
space and time reversal), i.e. ferrotoroidic, could be defined where the toroidal moment would 
be an independent order parameter76,77. Recently, Gao, Vanderbilt and Xiao have developed a 
microscopic theory of spin toroidization for periodic crystal78 but its implementation in a DFT code 
is still lacking.  
 
5.  Accessing finite temperature properties. 
 
 
Finally, DFT simulations are performed at 0 K. Complementary methods have been 
involved in order to alleviate this restriction imposed by DFT simulations. Using Monte-Carlo 
simulations combined with DFT calculations, Mostovoy et al. have considered the spin 
fluctuations coming from thermal effects 79.  They showed that these exchange-striction effects 
can break the inversion centre in Cr2O3 (that is otherwise centrosymmetric) and induce a 
polarization, resulting in a magneto-electric effect in the material. Additionally, they 
demonstrated that the contribution of the spin-orbit interaction to 𝛼 is one order of magnitude 
smaller than the exchange-striction effects. These results are supported by quantum chemistry 
calculations of Varignon et al. on YMnO3 that showed that the modification of magnetic exchange 
integrals under an applied electric field (i.e. somehow indicative of the strength of the magneto-
electric coupling) are mainly governed by striction effects rather than by the spin-orbit interaction 
65.  
 
Finally, second-principles methods are constantly on the rise to grant access to finite 
temperature properties. For instance, effective Hamiltonians of Bellaiche and co-workers gave 
access to the magneto-electric coefficients and to the origin of the spin-spiral of BiFeO3 80,81. Such 
a work relies on the effective Hamiltonian approach, initially developed for ferroelectrics during 
the ‘90s82,83. Further generalization of effective Hamiltonians has been proposed in order to treat 
explicitly all structural degrees of freedom from the construction of first-principles based effective 
atomic potentials84, as implemented in SCALE-UP [www.secondprinciples.unican.es/spdft] and 
MULTIBINIT [www.abinit.org] softwares. More recently, the method has even been extended in 
order to reintroduce electronic degrees of freedom85  and perform second-principles simulations 
at finite temperature while considering explicitly lattice and electron degrees of freedom. This 
opens new perspectives for the modelling of magneto-electric multiferroics at the mesoscale and 
finite temperatures. 
 
II. Strain engineering 
 
1. Inducing ferroelectricity in magnets 
 
The advent of experimental growth techniques allowing atomically-controlled deposition 
of epitaxial oxides thin films has enabled promising pathways for engineering new physics and 
phenomena with ABO3 oxides. In 2004, the identification of room-temperature ferroelectricity 
under moderate tensile epitaxial strain in SrTiO3, an otherwise quantum paraelectric material in 
bulk, offered promising perspectives for multiferroism 86. It became straightforward to use such 
a strategy to induce ferroelectricity in magnetic materials.  
 
 
Figure 1: Energy potential as a function of a polar displacement. Figure extracted from Ref.87.  
 
This strategy is universal and relies on the coupling between the ferroelectric polarization 𝑃 and the homogeneous strain 𝜂. In the high-symmetry cubic cell of ABO3 compounds, the lowest-
order 𝑃 − 𝜂 coupling term to the free energy takes the form 𝑔𝜂𝑃(, so that we can write: 𝐹(𝑃, 𝜂) ∝ (𝑎 + 𝑔𝜂)𝑃( + 𝑏𝑃 + 𝜍𝜂( ∝ 𝑎V𝑃( + 𝑏𝑃 + 𝜍𝜂(  (eq.8) 
where a, b, c,  𝜍  and g are coefficients. For non-polar compounds in bulk (i.e. 𝜂 = 0), the 
coefficient 𝑎 is positive, and the energy as a function of a polar displacement 𝑃 is characterized 
by a single well energy potential whose minimum is located at 𝑃=0 (red curve of Figure 1). For a 
“proper ferroelectric” in bulk, the coefficient 𝑎 is negative and the system is then characterized 
by a double well potential whose minimum is now located at 𝑃 ≠0  (i.e. +𝑃c and −𝑃c) (blue curve 
in Figure 1) 88. For a non-polar material in thin film form, the effect of the epitaxial strain 𝜂  is to 
renormalize the coefficient of equation 8 into 𝑎V . For 𝜂 sufficiently large and with appropriate 
sign, 𝑎V  can become negative and produce a ferroelectric behaviour. Thus, turning a non-polar 
compound to a ferroelectric is a priori feasible for any material via strain engineering whatever 
the sign of the coefficient g is: if g>0, one would use compressive strain (i.e. 𝜂<0) and if g<0, one 
involves tensile strain (i.e. 𝜂>0). However, the strength of the 𝑃 − 𝜂 coupling is different for each 
material and not necessarily large so that being already at the verge of a ferroelectric transition 
(i.e. having a polar phonon mode at relatively low frequency) is often a prerequisite to destabilize 
the system at experimentally achievable epitaxial strains.  
 
 This powerful strategy encountered many successes and most notably, it has been 
employed to demonstrate that magnetism and ferroelectricity are not mutually exclusive but can 
coexist in CaMnO3 24. In bulk, CaMnO3 is a G-type AFM insulator adopting a Pnma symmetry 
characterized by the usual a-b+a- oxygen cage rotations in Glazer’s notation 89 (see Figure 2.d for 
sketched of magnetic orders). However, on the basis of first-principles simulations, Bhattacharjee, 
Bousquet and Ghosez have identified in the cubic phase that CaMnO3 does exhibit both weak 
ferroelectric and large oxygen cage rotation imaginary phonon frequencies 𝜔 – one recalls here 
that the curvature of the energy E is proportional to 𝜔(. While the ferroelectric mode instability 
is suppressed by the rotations in bulk, they proposed that appropriate strain engineering can 
make CaMnO3 ferroelectric. This scenario was verified experimentally in 2012 by applying a 2.3% 
tensile strain to the material 90. This result attracted some attention since it was showing for the 
first time that both ferroelectricity and magnetism can be held by the B site cations24, thus 
breaking somewhere the “d0” rule.  
 
Figure 2: Multiferroic properties of CaMnO3 under strain engineering. xx (squares) and zz (circles) 
components of the magneto-electric (filled symbols) and dielectric (open symbols) constant versus 
the epitaxial strain for ionic (a) and electronic (b) contributions. (c) Structural, ferroelectric and 
magnetic properties of CaMnO3 versus epitaxial strain. 𝜂[= 2.6 % is the strain value needed for 
inducing a spin-flop transition, 𝜂KL=3.2 % corresponds to the strain required for the non-polar - 
ferroelectric transition and at 𝜂= 4.6%, the magnetic order switches from a G-type to a A-type. 
(d) Sketched of magnetic orders appearing in orthorhombic perovskites. The orthorhombic 
structure corresponds to a (√2𝑎Z, √2𝑎Z, 2𝑎Z)	cubic cell where ac is the cubic cell lattice parameter. 
Panels (a), (b) and (c) are adapted from Ref.91. 
 
 Being ferroelectric and magnetic does not necessarily imply that there is a large magneto-
electric effect in the material. The existence of a linear magneto-electric effect in strained 
CaMnO3 was verified by Bousquet and Spaldin in 2011 91. In any material adopting a Pnma 
symmetry with a G-type AFM order, a small canting of spins is allowed thus permitting weak 
ferromagnetism along the z axis (see Ref. 92 for a detailed description of non-collinear 
magnetism). Nevertheless, the inversion centre existing in the Pnma symmetry forbids any 
magneto-electric effect 93. By using strain engineering, Bousquet and Spaldin have shown that 
CaMnO3 adopts a Pmc21 ferroelectric phase at 3.2 % of tensile epitaxial strain (see Figure 2.c). 
Although the easy axis rotates with respect to the Pnma symmetry at 2.6 % of strain, a linear 
magneto-electric effect is allowed with ionic and electronic components larger than that 
exhibited by Cr2O3 (see Figures 2.a and 2.b) 91. For tensile strains larger than 4.6%, another 
(c)





magnetic phase transition from a G-AFM to a A-AFM order at constant structural symmetry occurs 
but a linear magneto-electric effect is not anymore allowed (Figure 2.c and 2.d). This symmetry 
analysis is totally general and may apply to any material adopting a Pnma symmetry, which is the 
most common symmetry adopted by ABO3 perovskites. A recent group theory analysis led by 
Senn and Bristowe has enumerated the possible couplings between polarization and magnetism 
in ABO3 perovskite oxides94.  
 
 In addition to unlocking ferroelectricity in some otherwise non-polar materials in bulk, 
strain engineering can also unveil unexpected ferroelectric phases in perovskites. For instance, it 
has led to a rich ferroelectric phase diagram as a function of the applied epitaxial strain in BiFeO3, 
including a super-tetragonal phase for highly compressive strain 95,96 (T phase briefly discussed in 
Section II.3, see chapter on BiFeO3 by Bibes et al. for further details). Another “super-
ferroelectric” phase is also achieved under large tensile in ABO3 ferroelectrics, such as PbTiO3 97,98, 
or otherwise non-polar compounds in bulk such as SrTiO3 and BaMnO3 99. Strain can also be 
applied to superlattices such as (SrCoO3)1/(SrTiO3)1 100 or (PbTiO3)1/(SrTiO3)1 101 for engineering 
various ferroelectric phases. Finally, strain engineering is not restricted to ABO3 materials. For 
instance, Bousquet and co-workers have proposed that it can yield ferroelectricity in simple 
magnetic binary oxides like EuO 102 or multiferroicity in fluorite ABF3 compounds 103,104.  
 
2. Inducing magnetism in ferroelectrics 
 
 Additionally to induce ferroelectricity, Spaldin and co-workers have unveiled that strain 
also favours the formation of oxygen vacancies in oxides films such as in CaMnO3 105,106 (the 
inverse effect was also shown theoretically and experimentally in PrVO3 thin films 107). This 
additional lever offers nice perspectives for unlocking new functionalities in oxides and for 
engineering multiferroism 108. For instance, on the basis of DFT calculations, Xu et al. have shown 
that strain can favour the appearance of defects in the ferroelectric non-magnetic PbTiO3, giving 
rise to magnetism and thus to multiferroism 109. 
 
3. Structural softness 
 
Equations 5 and 6 proposed by Iñiguez and co-workers clearly suggest a route to design 
compounds with large magneto-electric effects: vanishingly small values of Kn or C will produce 
diverging behaviours for 𝛼	68 and thus large magneto-electric response. This is coined as a 
“structural softness”. Since the dielectric constant 𝜀DXY also diverges, positioning the material 
close to a ferroelectric phase transition may result in the enhancement of 𝛼. Iñiguez and Wojdel 
proposed to use the rhombohedral (R) and tetragonal (T) polymorphs of BiFeO3 as a proof of 
concept. As a function of the applied compressive epitaxial strain, they found that the transition 
from R to T phase occurs at 4.4 %. Nevertheless, the authors observed a strong enhancement of 
the magneto-electric coefficient for the R phase at 6% strain (see Figure 3), although not the 
ground state at this strain level, which is ascribed to a phonon with a vanishingly small force-
constant.  
 
Figure 3: Magneto-electric response of the rhombohedral R (filled symbols) and tetragonal T (open 
symbols) phases as a function of the epitaxial strain. Figure extracted from Ref.110. 
 
4. Phase competitions through spin-lattice coupling 
 
In magnetic materials, exchange interactions are directly affected by changes of structural 
aspects such as modifications of B-O bond lengths and/or B-O-B bond angles. Consequently, they 
are sensitive to the optical phonon modes appearing at the zone centre. The frequency 𝜔	associated with these phonon modes are in turn sensitive to spin orders. This phenomenon is 
coined as “spin-lattice coupling” and the frequency 𝜔 can be written as 111–113: 𝜔 ∝ 𝜔PQ + 𝛾𝑆D. 𝑆F  (eq.9) 
where 𝜔PQ is the frequency in the spin-disordered paramagnetic (PM) phase, 𝑆D. 𝑆F is the 
nearest neighbour spin-spin correlation function in the cell and 𝛾 is the spin-lattice constant. We 
can simply express the free energy as a function of the polar 𝑃 and the ferromagnetic 𝐿 
(antiferromagnetic 𝑀) order parameters: 𝐹(𝑃, 𝐿) ∝ +𝛾′𝑃(𝐿(   (eq.10) 𝐹(𝑃,𝑀) ∝ −𝛾𝑃(𝑀(  (eq.11) 
 It appears that, similarly to strain in equation 8, the magnetic order can produce a significant 
renormalization of a ferroelectric phonon frequency. In this case however, the coupling is bi-
quadratic (see also Section IV.3 for a similar example of lattice mode coupling) so that induce 
polarization will mandatorily require a positive coefficient. In such a case, starting from a non-
polar material, a sufficiently large 𝛾 can produce a sizable renormalization of the zone-centre 
mode frequencies and induce ferroelectricity in the material. 
 
Figure 4: (a) Phonon frequency of a ferroelectric mode as a function of the epitaxial strain for a 
ferromagnetic (filled circles) and an antiferromagnetic (open symbols). (b) Phase diagram of 
EuTiO3 as a function of the epitaxial strain. PE and FM stand for paraelectric and ferromagnetic, 
respectively. Figures extracted from Ref.113. 
 
This mechanism can be coupled to strain engineering to bring the material close to a phase 
competition between two magnetic states. This is the strategy employed by Fennie and Rabe in 
EuTiO3, an antiferromagnetic material adopting a non-polar cubic structure at all temperatures 
113. As a function of the biaxial compressive strain applied to the material, the authors observed 
that the critical value to destabilize a ferroelectric phonon mode is smaller for a ferromagnetic 
state than for the antiferromagnetic configuration (see Figure 4.a). It follows that there is a 
narrow region between 0.9 % and 1.2 % of biaxial strain where the material possesses competing 
ferroelectric-ferromagnetic (FE-FM) and antiferromagnetic-paraelectric (AFM-PE) (see Figure 
4.b). Locating the material in this narrow compressive strain region offers a control of magnetic 
properties with an electric field: applying a magnetic field aligns the spins ferromagnetically (FM), 
and thus the material becomes a ferroelectric. Conversely, applying an electric field will force a 
ferromagnetic alignment of the spins. We emphasize that the ground state of EuTiO3 remains 
AFM-PE until 1.2 % of biaxial strain (Figure 4.b). The existence of the FE-FM phase at larger strain 
a)
b)
values was confirmed experimentally 114 although a tensile strain was involved -- we highlight that 
the effect of the epitaxial strain is similar for compressive and tensile strain, the polar axis is just 
rotated by 90° between the two strain states. 
 
Although a nice proof of concept, the low Néel temperature of EuTiO3 (TN ∝ 5.5 K) hinders 
practical use of the material. Going from materials involving 4f elements to materials implying 3d 
elements is a good alternative. Lee and Rabe have proposed that SrMnO3, an antiferromagnetic 
material with a TN around 250 K in bulk, exhibits a large spin-phonon coupling and adopts a 
ferromagnetic-ferroelectric ground state at large epitaxial strain 115. Large spin-phonon coupling 
was also observed in materials with magnetism carried by both 4f and 3d elements 116. Finally, 
strong coupling between magnetism and lattice degrees of freedom is not restricted to ABO3 
materials with a perovskite structure. It has been also observed in hexagonal materials such as 
YMnO3 117,118 or in MnF2119. 
 
III. Oxide interfaces 
 
When computing the phonon dispersion curves of most ABO3 compounds in their ideal 
high symmetry cubic phase, one often identifies several unstable phonon frequencies associated 
with polar zone-centre modes. This is the case, for instance,  in CaTiO3 (see Figure 5.a) 120. 
However, one observes other unstable phonon modes associated with oxygen cage rotations, 
also called antiferrodistortive motions, located at the M and R points of the Brillouin zone – a0b+a0 
and a-b0c- rotations in Glazer’s notation 89, respectively. They usually produce larger energy gains 
than the unstable ferroelectric modes and, when appearing, in turn usually compete with and 
suppress the ferroelectric instability 120 (through a bi-quadratic energy coupling of the form  𝐹 ∝𝑔	∅( . 𝑃(  with g>0 and ∅ a rotation). Weakening the oxygen rotations should reversibly favour 
and reintroduce the ferroelectric instability. This physical behaviour was highlighted by Kim et al. 
in NdNiO3, adopting in bulk at low temperatures an antiferromagnetic and non-polar insulating 
structure characterized by oxygen cage rotations 121. In thin films, as a function of the rotation 
mode amplitude (labelled tilt angle in Figure 5.b), the authors show that the two ferroelectric 
phonons modes initially stable in the “bulk” (e.g. for a tilt angle of approximately 11°) acquire an 
imaginary frequency upon decreasing the rotations amplitude (Figure 5.b) – we recall that 
curvature of 𝐸 ∝ 𝜔(. Consequently, by reducing the amplitude of rotations of O6 motions, the 
material can become ferroelectric.  
 
Figure 5: (a) Phonon dispersion curve of CaTiO3 in its high symmetry Pm-3m cubic cell. Figure 
extracted from Ref.120. (b) Evolution of the frequency associated with two ferroelectric phonon 
modes as a function of the rotation amplitude in NdNiO3. Figure extracted from Ref.121. 
 
To verify this experimentally, a practical strategy consists in interfacing the material of 
interest with another perovskite that possesses weaker O6 groups rotations. At the interface 
between the two compounds, O positions are locked and the amplitude of antiferrodistortive 
motions in the material of interest is decreased. In order to maximize the interfacial effect, (111)-
oriented films are preferred since three O positions are locked at the interface instead of 1 and 2 
for (001) and (110) oriented films respectively (see Figure 6.a). This is the strategy employed by 
Kim et al.: they interfaced NdNiO3 with LaAlO3, a band insulator with small O6 rotations. They 
observe that AFD motions are strongly altered near the interface (see Figure 6.b). Second 
Harmonic Generation measurements then revealed the existence of polar domains. Combined 
with its AFM state at low temperature, NdNiO3 is a multiferroic compound. Yet, no report of a 
magneto-electric effect has been reported nor measured to the best of our knowledge.  
a) b)
 
Figure 6: (a) Octahedra connectivity at oxide interfaces according to the different growth 
orientations. (b) Evolution of the rotation angle near the interface between (111) oriented 
LaAlO3/NdNiO3 interfaces. Bulk angles correspond to the dashed lines. This figure is extracted from 
Ref.121. 
 
Since most ABO3 perovskites adopt the orthorhombic Pnma symmetry -- or lower 
symmetry -- characterized by the usual octahedral rotations, growth of oxide interfaces is an 


























IV. Lattice mode couplings 
 
1. The concept of lattice improper ferroelectricity 
 
So far, we have discussed strategies to induce ferroelectricity by destabilizing an otherwise 
“stable polar phonon”, i.e. acting directly on the energy curvature at the origin (from red to blue 
curve in Figure 1). Nevertheless, some materials are ferroelectric despite the fact that the 
curvature of the ferroelectric mode remains positive at the origin (from red to green curve in 
Figure 1).  
 
YMnO3 is a prototypical example of that type. It is a multiferroic compound that adopts a 
hexagonal symmetry instead of the usual cubic variants due its very small tolerance factor. At 
1258 K, this material undergoes a structural phase transition from a centrosymmetric P63/mmc 
phase to a polar P63cm ground state, involving a unit cell tripling. Fennie and Rabe have evidenced 
that there isn’t any polar instability in the centrosymmetric P63/mmc phase 17 (see Figure 7 upper 
panel). Instead, they identified that a non-polar 𝐾s mode at the zone boundary is unstable in the 
high-symmetry phase, further being responsible of the phase transition and of the unit cell 
tripling. Interestingly, they identified the following coupling term between the polarization 𝑃 and 
the non-polar 𝐾s mode in the free energy: 𝐹 ∝ 𝑐.𝑄is . 𝑃  (eq.12) 
where Q is the amplitude of distortion associated with the 𝐾s mode and c is a coefficient. Since 
this term is linear in P, at the structural phase transition, the condensation of the 𝐾s mode will 
progressively shift the single well associated with the polar mode to lower energy and finite P 
amplitude (see Figure 7). The polarization is therefore not intrinsically unstable but appears to be 
a slave of the primary non-polar order parameter. Materials exhibiting such a behaviour are 
coined as “improper ferroelectrics” (green curves in Figure 1). Improper ferroelectrics have 
physical properties distinct from those of proper ferroelectrics: (i) switching the polarization will 
necessarily require the reversal of the primary non-polar distortion (green dashed line in Figure1); 
(ii) they do not show divergence of their dielectric properties at the phase transition 122 (i.e. they 
don’t obey the Curie-Weiss law since the polar mode does not soften) and (iii) they are less 
sensitive to depolarizing field issues 11,123,124.  
 
 
Figure 7: Energy potential as a function of the polar distortion at fixed amplitude of the 𝐾s mode 
in YMnO3. This figure is extracted from Ref.17. 
 
 After this mechanism was revealed in YMnO3, Varignon and Ghosez proposed that 
BaMnO3 in its 2H hexagonal polymorph also exhibits improper ferroelectricity despite totally 
different atomic structure and formal oxidation states of cations with respect to YMnO3 56. The 
unit cell tripling in 2H-BaMnO3 was observed experimentally by the group of Kamba but the 
improper nature of the polarization couldn’t be confirmed nor implied 125. In 2017, Xu et al. have 
proposed general strategies to design new improper ferroelectrics using ABO3 perovskites as a 
platform94. Most notably, they identified that the otherwise centrosymmetric R-3c structure 
(hexagonal symmetry adopted by LaAlO3 for instance) can exhibit improper ferroelectricity by 
substituting half of the B site cations using (ABO3)2/(AB’O3)2 superlattices 126. It results in a polar 
C2 symmetry possessing a linear coupling between 𝑃 and the amplitude Q of a rotation of the 
form 𝐹 ∝ 𝑃. 𝑄 in the free energy expansion 𝐹 starting from a high symmetry R-3m phase. This 
mechanism is identical to that previously established by Young and Rondinelli in 2014 in (111)-
oriented (RAlO3)1/((PrAlO3)1 superlattices with R=La or Ce, i.e. superlattices based on non-polar 
materials adopting a R-3c structure 127.  Finally, ABO3 improper ferroelectrics with a coupling 
between 𝑃 and another non-polar motion remains scarce and to the best of our knowledge, these 
ABO3 improper ferroelectrics have so far only involved hexagonal systems. 
 
2. Hybrid improper ferroelectricity 
 
As we already stated in section III, the oxygen rotations appearing in Pnma phases – or 
lower symmetries – are usually annihilating ferroelectric instabilities identified in many 
perovskites. To be more precise, Benedek and Fennie have demonstrated that, beyond rotation 
themselves, the additional presence of A site cation anti-polar displacements minimizing A-O 
repulsion further suppresses the ferroelectric instability 120. These A-site anti-polar 
displacements, associated to the X point of the Brillouin zone and labelled AX (see Figure 8.a) are 
usually not intrinsically unstable in the cubic phase but are boosted by the joint presence of out-
of-phase a-b0c- (labelled ∅5) and in-phase a0b+c0 (labelled ∅() rotations in Glazer’s notations 89 
thanks to the following term in the free energy expansion: 𝐹 ∝ 𝑒∅5∅(𝐴  (eq.13). 
These anti-polar motions create locally on each plane a net polarization that is nonetheless 
cancelled by the very same motion pointing in the opposite direction on the consecutive plane 
along the z axis, resulting in no net polarization in the material (Figure 8.a). In 2012,  Rondinelli 
and Fennie proposed to substitute half of the A site cations by using (ABO3)1/(A’BO3)1 (001)-
oriented superlattices 128 : since A and A’ cations do not have similar masses and charges, they 
produce different local polarizations on consecutive planes along the z axis (see Figure 8.b). 
Consequently, it results in a net polarization in the material that is coupled to the two rotations 
by the following unusual trilinear term in the free energy expansion 𝐹 ∝ 𝑒′∅5∅(𝑃  (eq.14). 
Since this term is linear in P, the joint condensation of ∅5and	∅(  modes will progressively shift 
the single well associated with the polar mode and produce a spontaneous polarization, similarly 
to what was previously discussed for improper ferroelectrics (Eq. 12). This time, however, the 
joint action of two distinct modes is required to drive the polarization.  
The appearance of a spontaneous polarization through such a trilinear term was first discovered 
by Bousquet et al. 129 in 2008 on SrTiO3/PbTiO3 superlattices – while involving slightly different 
rotation patterns of octahedra and orientation of the polarization – and is nowadays referred to 
as  “hybrid improper ferroelectricity” (HIF) 130. 
 
Figure 8: Illustration of anti-polar displacements in bulk ABO3 compounds (a) and ferri-like polar 
distortions in (ABO3)1/(A’BO3)1 superlattices (b). 
 
HIF is not restricted to 1/1 superlattices and to octahedral rotations and it has since 2008 
been extended to (i) 2/2 superlattices involving identical A cations but two different B cations 
such as (YFeO3)2/(YTiO3)2 superlattices 131; (ii) thin film forms of oxides such as highly strained 
BiFeO3, PbTiO3, SrTiO3 or CaTiO3 98,99,132; (iii) hybrid organic-metal organic perovskites 133,134; (iv) 
double perovskite systems such as NaLaMnWO6 135 or RLaMnNiO6 136 (R=Lu-La, Y); (v) Jahn-Teller 
motions or anti-polar motions 98,99,132–134,137–140 and (vi) other types of layered perovskites such as 
Ruddlesden-Popper 130,141,142, Aurivilius143 or Dion-Jacobson 144,145 (we invite the reader to Ref.146 
for a detailed discussions of these materials).  
 
Hybrid improper ferroelectricity is nowadays a well-established strategy to design  
multiferroic materials since many (magnetic) perovskites adopt the required tilt-pattern of O6 
groups: one can cite layered titanates (A2+TiO3)1/(R3+TiO3)1 (A and R are an alkaline-earth and a 












ferromagnetism and ferroelectricity 57 or double layered (R2NiMnO6)1/(La2NiMnO6)1 systems that 
are predicted to be near-room temperature multiferroic compounds 136. Although a priori a 
theoretical concept, hybrid improper ferroelectricity has been observed experimentally in 
(Ca,Sr)3Ti2O7 and  (CaySr1-y)1.15Tb1.85Fe2O7, Ruddlesden-Popper compounds (naturally layered 
perovskites) 147,148. 
 
 Several theoretical and experimental efforts are still devoted to understand HIF in 
perovskites and related materials and to rationalize rules maximizing the polarization 57,101,152–
156,126,128,141,142,146,149–151. One key point is to understand the phase transition of these materials: 
are there single or multiple phases transitions or is it an avalanche effect with all modes appearing 
at once 152? Another key aspect is the polarization reversal mechanism: since the trilinear term 
(eq. 14) imposes to switch one of the non-polar distortion together with the polarization to keep 
the energy invariant, the switching path is not trivial and should be better clarified. Even, the 
ability to reverse the polarization in hybrid improper ferroelectrics is questionable 130,157–159. 
 
In addition to producing ferroelectricity in otherwise non-polar materials, HIF is a 
promising “knob” to tune large magneto-electric responses as suggested by Bousquet et al. in 
their seminal work of 2008 129. As highlighted above, in such systems, the reversal of the 
polarization 𝑃 necessarily requires the switching of a non-polar lattice distortions (either ∅5 or ∅() that can be coupled to the magnetism. Fennie and Benedek realized this in Ca3Mn2O7 130: 
using first-principles calculations, they demonstrated that the two O6 group rotations not only 
induce the polarization but that they also produce weak ferromagnetism and a linear magneto-
electric effect. Thus, switching the polarization can reverse the magnetization by the reversal of 
one rotational mode. A similar mechanism has been exploited by Zanolli et al. in (001)-oriented 
(BiFeO3)1/(LaFeO3)1 superlattices 159. However, we emphasize again that the switching path 
remains a fundamental aspect for these materials157.  
 
 Since the initial exploitation of rotational modes, other works proposed to harness other 
lattice distortions intimately coupled to the electronic structure or to magnetism. A key lattice 
distortion behind many properties of perovskites is the Jahn-Teller motion: it can lift orbital-
degeneracies of ions and affect the magnetic-interactions through strongly entangled spin-orbital 
degrees of freedom 160. In 2015, Varignon, Bristowe, Bousquet and Ghosez exploited the two 
competing Jahn-Teller (JT) motions, each forcing a dedicated magnetic order, of rare-earth 
vanadates to unveil a ferroelectric control of magnetism in (001)-oriented 1/1 superlattices 137 via 
an electrical control of the JT modes. Although no effect on magnetic orderings was discussed, 
some of these authors also proposed a ferroelectric control of JT distortions in highly strained 
oxide perovskites 99.  
 
3. Embedding ferroelectricity and octahedra rotation in a single phonon mode 
While the switching pathway is the main drawback of improper and hybrid improper 
ferroelectrics to have the polarization/magnetization coupling in perovskites, Garcia-Castro et al. 
reported that a solution to this problem is to entangle octahedra rotations and ferroelectric 
polarization in a single soft phonon mode161. They reported such a possibility in BaCuF4, which is 
polar directly below its melting temperature (1000 K) and is a canted antiferromagnetic below its 
Néel temperature (TN=275 K) with weak ferromagnetism, thus making BaCuF4 multiferroic. In 
their DFT calculations, Garcia-Castro et al. showed that reversing the polarization always reverses 
the weak ferromagnetic moment in BaCuF4. This systematic flipping of the magnetization with 
the polarization is attributed to the presence of both polar distortions and octahedra rotations in 
a single zone center polar unstable mode of the high symmetry phase Cmcm. This means that 
polarization and octahedra rotations are not coming from the coupling of two different phonon 
modes but are instead entangled within a single eigenvector, which also means that reversing this 
single eigenvector necessarily drive the reversing of all the associated distortions (e.g. polar 
displacements plus octahedra rotations). In such situation the coupling between polarization and 
octahedra rotation is thus ideal and since the weak ferromagnetism is driven by the octahedra 
rotation, there is also a perfect reversing of the weak ferromagnetism with the polarization. This 
case thus avoids the drawback of improper ferroelectricity where there is no guaranty to switch 
the octahedra rotation driving weak ferromagnetism with the polarization. This result thus opens 
a new direction for seeking new multiferroism in perovskites related materials where the 
polarization is directly coupled to the weak ferromagnetism.  
 
4. Triggered-like ferroelectrics 
 
While most perovskites adopt an orthorhombic Pnma cell with a-b+a- oxygen cage rotations, 
some compounds crystallize in a ferroelectric R3c structure characterized by a-a-a- oxygen cage 
rotations due to a tolerance factor largely deviating from 1. This is the case of ZnSnO3 that, 
surprisingly, exhibits an additional ferroelectric distortion that cannot origin from a lone pair 
mechanism (Zn2+ cations do not have a lone pair, e.g. unlike BiFeO3) or a “d0” rule (Sn4+ cations 
do not possess d electrons in conduction band, e.g. unlike BaTiO3).  
In cubic perovskites, oxygen rotations and polarization can only couple together at even 
orders yielding therefore the following terms in the energy expansion:   𝐹 ∝ (𝑎 + 𝑏∅( + 𝑐∅ +⋯)𝑃( ∝ 𝑎V𝑃(   (eq.15) 
As previously discussed (see Section III), oxygen rotations and polarization typically compete at 
the bi-quadratic level (i.e. b>0 in eq.15) so that appearance of oxygen rotations a priori suppresses 
the ferroelectric distortion. In Ref. 162, Gu et al.  have shown that, in ZnSnO3, the higher-order 
coupling term ∅𝑃( in eq. 15 has, however, a coefficient c < 0.  This means that, although oxygen 
rotations and polarization indeed compete at small rotations amplitudes at which the 𝑏∅( 
contribution dominates, they can nevertheless cooperate at large enough rotation amplitudes for 
which the negative 𝑐∅ contribution to 𝑎V  dominates.  They further linked such dual nature of 
the interaction between oxygen rotations and polarization to steric effects.  This highlights that 
in ABO3 compounds showing small tolerance factors and large oxygen rotations, the latter can 
soften the polarization energy well and induce a ferroelectric instability through a so far 
overlooked cooperative anharmonic coupling (𝑐∅𝑃(). Since some of these compounds possibly 
exhibit magnetic properties, this opens a new route to identify promising candidates for 
multiferroism.  
 
Such a progressive renormalization of the curvature of the polarization energy well by a 
non-polar distortion is reminiscent of the triggered mechanism proposed by Holakovsky163. 
However, in a “so-called” triggered ferroelectric phase transition, the destabilization of P has to 
be produced by a negative bi-quadratic coupling (b<0) to the primary order parameter while here 
it is linked to a higher-order term, which will affect the temperature behaviour and related 
properties. To keep the classification rigorous, we therefore prefer to speak here of a triggered-
like transition. We notice that, to date, no example of a real triggered ferroelectric transition has 
been reported in simple ABO3 perovskites. To our knowledge the only example of triggered 
structural phase transitions in simple perovskite is that recently highlighted in rare–earth 
nickelates RNiO3 (R=Lu-Pr, Y), which concerns the triggering of a breathing distortion of the 



















V. Spin, charge and orbital induce ferroelectricity 
 
Up to now, we have addressed systems in which the ionic displacements drive the 
ferroelectric flavour of the material, irrespective of the proper or improper nature of the 
polarization. Such phenomenon in magnets produces what one often calls type I multiferroic 
compounds. However, there are other materials in which the electrons themselves produce the 
polarization. Although the polarization is often rather small in these compounds (of the order of 
few nC.cm-2) with respect to that of “conventional” ferroelectrics (of the order of few 𝜇C.cm-2), 
the strong coupling between P and the electronic structure (charge, spin or orbital degrees of 
freedom) warrants large magneto-electric responses. The electronic rather than ionic origin of P 
also potentially enables faster switching processes. DFT simulations, aiming at solving the 
electronic problem, are perfectly suited for studying electronically driven ferroelectrics. We 
present here the key results established on the basis of DFT simulations and we refer the reader 
to the reviews of Bousquet and Cano92 as well as of Barone and Yamauchi166 for further details. 
 
1. Magnetically induced ferroelectricity 
 
In some materials, often called type II multiferroics, the magnetic structure itself breaks 
the inversion symmetry and produces a spontaneous polarization. Such compounds are also 
called improper ferroelectrics since the polarization is not intrinsically unstable (single well in Fig. 
1) but slave of another primary order parameter, which drive the polarization well to lower 
energy.   Such a mechanism is similar to that explained in Section IV-1, except that, there, the 
primary order parameter was a non-polar lattice mode, while here it is related to the magnetic 
order.  
An example of this type is the ↑↑↓↓ spin chains appearing in the (ac)-plane of the Pbnm 
structure of some rare-earth manganites RMnO3 167,168 (R=Lu, Tm,  Er, Ho, Y). This magnetic order, 
also called E-AFM order (Figure 2.d), is based on nearest neighbor FM and next-nearest neighbor 
AFM interactions and it can break the inversion center of the Pbnm phase. DFT calculations 
performed by Picozzi et al. have provided a fundamental understanding in the origin of 
ferroelectricity by demonstrating that the specific spin pattern produces different anion 
displacements according to the surrounding Mn spins (either ↑↑ or ↑↓) 169. Assuming that B-O-B 
bond angles are smaller for AFM interactions than for FM interactions, the O displacements 
induced by spins are different according to the magnetic moment carried by surrounding B 
cations. For a FM trilinear chains (Figure 9.a), consecutive anions move with the same magnitude 
but in opposite direction. Consequently, there is no resultant electric dipole created. For a ↑↑↓ 
spin chain, anions move differently according to FM or AFM interactions, and their motions do 
not compensate. A resultant electrical dipole is created (Figure 9.b). Later on, model Hamiltonian 
based calculations highlighted the importance of the Jahn-Teller motion and orbital-ordering of 
the Mn3+ eg electron on the ferroelectric properties of HoMnO3 170. E-AFM order induced 
ferroelectricity was further validated experimentally in the orthorhombic polymorph of YMnO3: 
using X-ray measurements, O displacements, of the order of 10-3 Å, are directly observed 171. DFT 
studies also clarified the role of strain on the stability of the E-AFM order and on the polarization 
P172, the effect of the chemical pressure (i.e. A site substitution) 173 or revealed a giant spin-driven 
polarization of the order of 1 𝜇C.cm-2 in a phase achievable under high pressure174.  
 
Figure 9: Illustration of anion displacements with respect of the neighboring B cation spins. 
 
In 2009, extension of the E-AFM order with different stackings of the ↑↑↓↓ spin chains 
along the b axis of the Pbnm structure (S or T-type AFM orders, Figure 2.d) was also predicted on 
B
O
Inversion centre preserved: P=0





the basis of DFT calculations to produce sizable spontaneous polarizations in RNiO3 compounds 
175 (R=Lu-Pr, Y). However, more recent works revealed that the magnetic structure of RNiO3 
compounds rather corresponds to ↑ 0 ↓ 0 spin chains due to disproportionation effects, thus not 
breaking the inversion center 176,177. So far, there is no experimental report of ferroelectricity in 
rare-earth nickelates, but their experimental magnetic structure also remains elusive. We further 
notice that YNiO3 shows a strong ferroelectric instability in its cubic phase (see Supplementary of 
Ref.164), but it is suppressed by more robust oxygen rotations of the oxygen octahedra bringing 
the system in the Pbnm phase discussed above.  
 
Magnetically induced ferroelectricity can also appear in materials in which spin-orbit 
interaction (SOI) is playing a key role and produces non-collinear spin structures. This is the case, 
for instance, in TbMnO3, a multiferroic compound displaying a non-collinear cycloidal spin 
structure of Mn3+ magnetic moments 5. This peculiar magnetic order breaks the inversion centre 
and allows a small spontaneous polarization, further unlocking a large magneto-electric response. 
While the polarization was for a long time thought to originate from purely electronic effects, 
Malashevich and Vanderbilt as well as Xiang et al. demonstrated on the basis of DFT calculations 
including SOI that the ionic contributions to P is dominant over the pure electronic part 18,178,179. 
DFT+SOI studies were also able to reproduce and explain the origin of the ferroelectric 
polarization in cuprates (LiCu2O2 and LiCuVO4) exhibiting spin-spirals magnetic structures 180. 
Apart from of ABO3 materials, DFT also clarified the origin of the small polarization exhibited by 
HoMn2O5 and TbMn2O5 due to partly cancelling electronic and ionic contributions to P 181,182 while 
the polarization in YMn2O5 is purely electronic 183.   
 
The polarization in type II multiferroics is not restricted to specific B site magnetic orders 
but it can be produced by the combination of magnetic orders on A and B sites cations (with or 
without SOI). For instance, a polarization enhancement is experimentally observed in DyMnO3 
once the Dy3+ magnetic moments order 184. This was ascribed to the intimate coupling between 
4f and 3d electrons via exchange-striction by DFT+U and DFT+hybrid calculations performed by 
Stroppa et al. in DyFeO3 53. In 2017, Zhao et al. performed a systematic study of magnetically 
induced ferroelectricity in RCrO3 and RFeO3 compounds (where R is a magnetic lanthanide) and 
observed that simple collinear orders on both A and B site cations, such as A-AFM, C-AFM or G-
AFM orders, can give rise to “large” ferroelectric polarizations 185. Again, a dominant non-relativist 
exchange-strictive mechanism is at the core of the spontaneous polarization. Finally, Senn and 
Bristowe used a group theory analysis to enumerate the possible coupling between magnetism 
and ferroelectricity in ABX3 (X=O, F,…) perovskites 94.  
 
2. Charge-order induced ferroelectricity 
 
By mixing cations with different valence states, one can achieve charge orderings in 
materials and create electronic polarization. This was formulated by Efremov, Van den Brink and 
Khomskii in 2004 186,187 and realized in doped manganites 188 , with support from DFT to 
understand underlying mechanisms189. Although a non-perovskite, the most famous compound 
showing charge ordering is Fe3O4, also known as magnetite. This is the first magnetic compound 
discovered and it was known to develop ferroelectricity at low temperature since the eighties 190. 
It is naturally based on two iron formal oxidations states, being 2+ and 3+ respectively, and on 
FeO4 tetrahedrons191. DFT simulations performed by Picozzi et al. in 2009 were the first to reveal 
that the charge ordering between Fe3+ and Fe2+ breaks the inversion center and produces a 
spontaneous polarization in the compound 192. The polarization was since measured and switched 
experimentally in thin films 193. Due to its similarity with Fe3O4, the spinel LuFe2O4 in which Fe 
cations adopt 2+ and 3+ formal oxidation states was long time thought to be the prototypical 
charge order induced multiferroic compound 194. However, a debate remains open regarding the 
ferroelectric properties of this material with a DFT study of 2008 predicting an anti-ferroelectric 
ground state 195.  
 
Apart from explaining the origin of ferroelectricity in already known compounds, first-
principles simulations also predicted a vanadium based spinel or other Fe based compounds to 
be good candidates for multiferroism 196–199. Finally, Park et al. predicted in 2017 that 
(La3+VO3)1/(Sr2+VO3)1 (001)-oriented superlattices can exhibit a charge-ordered ground state in 
which electron transfers between V3+ and V4+ cations produce an additional polarization 
orthogonal to that coming  from the A cation ordering (i.e. coming from HIF) 200.   
 
5. Orbital-order induced ferroelectricity 
 
Along with magnetism and charge ordering, orbitals can also produce a spontaneous 
polarization even though it is usually linked with or induced by magnetic or charge orderings, and 
thus the mechanisms remain more elusive. For instance, Varignon and coworkers showed that an 
electronic instability can produce an orbital ordering irrespective of a Jahn-Teller motion – which 
is just consequential – and produce a spontaneous electronic polarization of approximately 0.04 𝜇C.cm-2, reaching 0.34	𝜇C.cm-2 once the lattice relaxes, in 1/1 (001)-oriented superlattices based 
on PrVO3 and LaVO3 137 (i.e. this electronic polarization is again orthogonal to that induced by HIF 
in similar spirit of the work of Park et al. 200). Barone et al. proposed that an orbital-ordering is 
producing the electronic part of the polarization exhibited by undoped rare-earth manganites, 
although the origin of the orbital-order is likely due the specific E-AFM magnetic order 170. 
Ultrathin films of SrCrO3 have been predicted by Gupta et al. to become ferroelectric due to the 
appearance of an orbital ordering driven by lattice distortion 201. Finally, a joint second-harmonic 
generation and DFT study revealed that a Jahn-Teller motion and its orbital ordering produce a B 











VI. Interfacial systems for efficient magneto-electrics 
 
So far, we have focused on magneto-electric multiferroics combining ferroelectricity and 
magnetism within the same phase. Nevertheless, there is another route to achieve magneto-
electricity: combine two materials exhibiting each only one of the desired properties and expect 
that the interface will exhibit the coupled functionality. In practice, two main strategies have been 
considered: (i) exploiting strain mediated coupling at the interface or (ii) harnessing the symmetry 
breaking occurring at the interface. The former route uses the strain coupling between a 
piezomagnetic and a piezoelectric material to enable a magneto-electric effect 203. This strategy 
has the advantage that the effect can penetrate deep inside the film instead of being confined at 
the interface. The second strategy benefits from the symmetry breaking occurring at any 
interface: if one of the materials is a ferromagnet, then a magneto-electric effect is automatically 
allowed at the interface 204.  We emphasize that the inversion symmetry is also broken locally at 
the surface of a material that could also allow for magneto-electric effects. Since there are less 
constraints for realizing “interfacial systems”, they have attracted a large interest both from 
theoretical and experimental points of view. Nevertheless, in this section, we only report selected 
discoveries to which first-principles simulations have contributed.  
 
Modelling interfacial systems is challenging from the point of view of DFT simulations. 
Firstly, one must model metal-insulator capacitors under finite electric field. Secondly, DFT is well 
known for underestimating band gaps and thus band alignment at metal-insulator interfaces 
becomes a fundamental issue12,205. The first aspect was addressed by Stengel and co-workers 
during the late 2000’s 205–207. To better treat the band alignment problem, one could use beyond 
DFT methods such as DFT+U 208, although the choice of U parameters still has to be handled with 
care 209, or DFT+hybrid functionals better reproducing band gaps 208,210,211. These problems are 
nowadays well understood and several key discoveries were enabled by DFT simulations 212.  
 
1. Charge carrier mediated magneto-electric effect 
 
The most striking advance unveiled by DFT simulations is the carrier mediated magneto-
electric effect appearing at the SrRuO3/SrTiO3 interface 213. In such a system, spin-polarized 
carriers of the metal accumulate or deplete at the interfacial region in order to screen the 
capacitive or bound charges at the interface under electric field (Figure 10). The effect is generic 
to any ferromagnetic (or any magnet) metal-dielectric interface and it should be enhanced at 
ferroelectric (e.g. BaTiO3)-ferromagnetic metal interfaces 214. Similar effects have been predicted 
by Tsymbal and co-workers at the surface of various metals such as CrO2, Fe, Co or Ni under 
external electric field 215,216. 
 
Figure 10: Planar (red) and microscopically averaged (black) charge in magnetic density at the 
interface between SrTiO3/SrRuO3 capacitor under an applied electric field. This figure is extracted 
from Ref. 213.   
 
In the aim of realizing the predicted effects at Fe or Co surfaces, one can consider a hybrid 
system based on a ferroelectric perovskite and a metal. The Fe/BaTiO3 is likely the most studied 
interfacial system in that respect. At the interface, Fe can induce a magnetic moment on Ti 
cations, whose magnitude directly depends on the orientation of the polarization in the 
ferroelectric 217–219 (Figure 11. a). DFT+U calculations from Lee et al. ascribed the mechanism 
underlying the interface magneto-electric effect to hybridization between Fe and Ti (see Figure 
11) and carrier mediated processes 220. Nearby the interface, the Ti d band peaks around 2 eV 
above the Fermi level (Figure 11.a) and it can interact with the minority levels of Fe (Figure 11.b). 
Fe-Ti hybridized d levels are created. The polarization then acts on the Fe-Ti distances and de facto 
on the level of hybridization and the resultant interfacial magnetic moment. Other 
ferroelectric/metal interfaces have been investigated with first-principles simulations 208,218,221–
223,  including ferroelectric/antiferromagnetic metal interfaces224.  
 
Figure 11: Projected density of states (pDOS) on Ti and Fe 3d levels (panels a and b, respectively) 
and O p levels (c) in the Fe/BaTiO3 interfacial systems.  Red and blue curves correspond to the 
system with a polarization pointing toward and away from the interface, respectively. Grey plots 
are the pDOS of central atoms. The Fermi level is located to E=0 eV. This figure is extracted from 
Ref.217. 
 
2. Ferroelectric control of magnetic order 
 
Along with tuning the amplitude of the induced magnetic moment, switching the 
orientation of the ferroelectric polarization can also change the magnetic order. Some systems 
such as doped manganites (e.g. La1-xAxMnO3, A=Ca, Sr, Ba) exhibit a rich physical phase diagram 
as a function of the carrier concentration, and most notably the magnetic order can be altered by 
continuously changing the doping content. It is straightforward to seek for a ferroelectric control 
of carrier concentration and magnetic order in such systems. By putting La1-xAxMnO3 (A=Ca, Sr, 
Ba) close to a transition, Burton and Tsymbal as well as Bristowe et al. demonstrated that 
reversing the polarization of the ferroelectric can switch the magnetic order of the manganite 
from ferromagnetic to antiferromagnetic at BaTiO3/La1-xAxMnO3 interfaces 225,226. More recently, 
a ferroelectric control of magnetism was observed at BaTiO3/FeO interfaces covered with Co 
although the mechanism is rather different to carrier mediated effects 219. DFT calculations of 
Plekhanov and Picozzi showed that depending on the orientation of the polarization in BaTiO3, 
the Fe-O bond length at the FeO-TiO2 interface as well as the Fe-O-Fe angles are dramatically 
altered which in turn tune the Fe-Fe magnetic interactions. 
 
3. Ferroelectric control of magnetic easy axis, orbital occupancies and Curie 
temperature 
 
Another possibility to tune magnetic properties with the orientation of the ferroelectric 
polarization is to modify the magnetic easy axis, and first-principles simulations have been 
valuable in predicting this phenomenon 215,227–234. In Fe/MgO 231 or other ferromagnetic metals 
such as (001)-oriented Ni, Fe or Ni 215,228, the modification of the magnetocrystalline anisotropy 
is attributed to changes of t2g orbital occupancies due to the electric field. For Fe/ferroelectric 
oxide interfaces, modification of hybridization between Fe and Ti d levels are proposed to be the 
key factor 227.  
 
 Ferroelectricity is also a promising lever to tune orbital occupancies at 
ferroelectric/manganite interfaces 235. Other interfacial systems such as short period 
(BaTiO3)3/(La2/3Sr1/3MnO3)3 superlattices were predicted and experimentally demonstrated to 
exhibit a strong enhancement of their Curie temperature 211. Although the role of the polarization 
is not discussed, the large increase of Tc is assigned to an ordering of Mn orbitals created at the 








In this article, we have highlighted various pathways to achieve magneto-electric 
compounds, focusing on the role played by DFT methods in boosting many discoveries. At the 
time of writing this article, advances in understanding and modelling perovskite materials are still 
on the rise, and most notably, strong dynamical electronic correlations that were believed to be 
the key aspect of 3d ABO3 compounds (to which belong the most famous multiferroic 
compounds) are demonstrated to a have marginal effects on the perovskite’s properties 236. It 
constitutes a significant advance in the search of novel multiferroic compounds by alleviating the 
computational cost for modelling such systems. So, DFT simulations combined with high-
throughput methods 237–240, second-principles techniques and “inverse design” strategies 241 
appear more than ever very promising to facilitate the discovery of ferroelectric ferromagnets 
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