Profiles of sequence compositional complexity provide a view of the spatial heterogeneity of symbolic sequences at different levels of detail. Sequence compositional complexity profiles are here decomposed into partial profiles using the branching property of the Shannon entropy. This decomposition shows the complexity contributed by each individual symbol or group of symbols. In particular, we apply this method to the mapping rules (symbol groupings) commonly used in DNA sequence analysis. We find that strong-weak bindings are remarkable homogeneously distributed as compared to purine pyrimidine, and that A and T are the most heterogeneous distributed bases.
Sequence compositional complexity (SCC) is a measure of the spatial heterogeneity in symbolic sequences [1] . The most outstanding feature of SCC is that it increases with the level of detail in the description [2] , thus fulfilling one of the key requirements for complexity measures [3] . Such a key feature is revealed by drawing the complexity profile, a representation of SCC as a function of the statistical level of confidence (corresponding to the level of detail at which the sequence is observed) [1] . Nevertheless, the measure of complexity critically depends on the alphabet used to describe the sequence, and thus, for a given sequence, a series of measures can be obtained depending on symbol grouping (mapping rule). This problem is especially acute for DNA, where a wide variety of mapping rules are usually employed [4] . We show here, however, that such measures are related by simple relationships, thus allowing a decomposition of the overall SCC into partial complexities contributed by the different symbols in the sequence.
Symbolic sequences are currently analyzed in a binary fashion, because most of the methods work with numerical symbols, and the only way to avoid conversion artifacts is to group the original alphabet in a new binary one [4] . That is why the previous attempts to decompose DNA sequence heterogeneity were ground on base-base autocorrelation functions [5, 6] . Our approach relies on the branching or grouping property of the Shannon's entropy [7] , which is shared by the JensenShannon divergence (JS), the entropic measure used to segment a sequence into subsequences of homogeneous base composition (domains) [8] , which is a prerequisite to compute SCC [1] . Once a sequence is segmented into compositional domains according to the method described in [8] , the SCC is defined as follows [1] :
where S denotes the whole sequence and L its length, S i the ith domain and L i its length, and H͑?͒ 2 P f log 2 f is the Shannon entropy of the relative frequencies of symbol occurrences ͕ f͖ in the corresponding (sub)sequence.
In the procedure of segmentation, the key parameter is the significance level (s). In brief, s is the probability that the difference between each pair of adjacent domains is not due to statistical fluctuations (see [8] for details). So, different values of s can be seen as different levels of detail in the description of the sequence [2] . The SCC as a function of s is what we call the complexity profile of the sequence [1] .
The complexity decomposition method.-The branching property can be used to group symbols, thereby forming derived sequences with reduced alphabets, in turn allowing for the decomposition of SCC into partial divergences [9] . Let us consider a partition of the symbol set (alphabet) A ͕a 1 , . . . , a k ͖ in m disjoint subsets G 1 , . . . , G m (partial alphabets). Let us associate a new symbol g i to each partial alphabet G i . Considering the grouped alphabet G ͕g 1 , . . . , g m ͖, we can derive a new sequence from the original one by substituting each symbol a j by g i , such that a j [ G i . For example, in a DNA sequence we have A ͕A, T , C, G͖ (the four nucleotides) and the disjoint subsets may be G 1 ͕A, G͖ (purines) and G 2 ͕C, T ͖ (pyrimidines) which are usually denoted by R and Y , respectively. So, in this example g 1 R and g 2 Y , the original sequence being converted into a binary sequence of purines and pyrimidines. The seven decompositions into two partial alphabets that can be done with DNA sequences are shown in Table I .
The branching property for the Shannon entropy is a well-known topic in current information theory textbooks [7] . This property states the following relation for the entropies of the grouped alphabets defined above:
where the involved alphabets are indicated explicitly. We denote by N j the number of symbols of S belonging to G j . Expression (2) means that the entropy of the original 
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sequence can be written as the sum of the entropy of the new sequence (with the reduced alphabet) plus the weighted sum of the entropies of the sequences obtained by considering only the symbols of each partial alphabet. By substituting expression (2) in (1),
where we denote by N ij the number of symbols belonging to G j in the domain S i . Finally, putting together the terms in G and the terms in G j , we obtain that JS verifies also the branching property:
where, again, the involved alphabets are indicated explicitly. This expression shows that the divergence between the domains is decomposed into partial divergences (between the same domains) associated with the grouped alphabet G and the partial ones G i .
In particular, for a DNA sequence, we have A ͕A, T , C, G͖. Consequently, the overall SCC can also be decomposed into partial complexities, thus allowing us to discern the respective contributions of the symbols (or symbol pairs) in a DNA sequence. We report here such a decomposition, using it to explore several of the intricacies of DNA sequence organization.
For example, Eq. (4) when applied to any one (say, ͕R, Y ͖) of the 2-2 groupings (Table I) gives
and for any one of the 1-3 groupings (say, A vs TCG)
where, obviously, JS͕͑A͖͒ 0. What is actually of interest is comparing the divergences JS͑G͒ to each other within the same type. Different values of them are meaningful; for example, JS͕͑A, T 1 C 1 G͖͒ fi JS͕͑C, A 1 T 1 G͖͒ means that symbol A distributes along the domains differently than symbol C.
To compare the results corresponding to different symbol grouping, we need some criterion or reference. First, the direct comparison between divergences of the same type of grouping indicates something about the different complexities contributed by the single bases or by the pair of bases. Second, we may compare any of these with the proper mean divergence. For the 1-3 groupings we define
and for the 2-2 groupings
where the sums extend over all 1-3 groupings and 2-2 groupings, respectively. Finally, it can be shown that the above mean values are approximately the third part of the whole divergence JS͑A͒ [10] , i.e., JS͑A͒ Ӎ 3͗JS 1,3 ͘ or JS͑A͒ Ӎ 3͗JS 2,2 ͘ .
The last relationship suggests To generate the sequence we use the same parameter values as suggested by the authors of the model [11] , and we slightly modify the model to obtain a four-symbol sequence instead of a binary one (see text).
To attain the SCC decomposed profiles, the following calculations are made: (1) For each significance level s, the sequence is segmented in domains. (2) For each s and domain, the relative frequencies of the four bases are computed. From these, the relative frequencies of the grouped symbols are determined by adding together the appropriate base frequencies. (3) From those relative frequencies, the entropies and the divergences are computed for each s.
As a control experiment, we have generated an artificial sequence using the insertion-deletion model [11] , whose SCC values are very close to the ones obtained in real human DNA sequences [12] . This model generates binary sequences of purines pyrimidines which can be converted into four-symbol sequences by randomly substituting each purine by an A or a G and each pyrimidine by a T or C. Obviously, in this sequence, SCC is mainly due to the alternation of purines pyrimidines. This can be observed in Fig. 1 where SCC for the grouping ͕R, Y ͖ is clearly bigger than the ones corresponding to ͕S, W͖ or ͕K, M͖ groupings. Note also that Application examples.-SCC decomposition was applied to reveal (1) the relative complexities of ͕R, Y ͖ versus ͕S, W͖ derived sequences, and (2) the differential contributions of the four bases to total DNA sequence complexity.
(1) The decomposition in binary alphabets was applied to two paradigmatic examples of sequences with (HUMTCRADCV) and without (ECO110K) long-range correlations. Since the discovery of long-range correlations in DNA sequences [13] , a recurrent observation has been that the correlations are stronger when the ͕R, Y ͖ mapping rule, instead of ͕S, W͖, is used. This observation can now be readily explained through SCC decomposition. Sequences with long-range correlations show ͕R, Y ͖ profiles higher than the ͕S, W͖ ones, whereas the opposite pattern was true for sequences without long-range correlations (Fig. 2) . As a result, the complexity differences between both sequences are expected to be maximized when the ͕R, Y ͖ mapping rule is used, which is just what other authors have observed [13] .
(2) Four-symbol decomposition, allowing one to compare single-base contributions, shows that A and T profiles were generally above the C and G ones (Fig. 3) . Note that the overall complexity of the entire genome sequence of E. coli is very similar to that obtained with only a partial sequence (ECO110K, see Fig. 2 ). Greater complexities for A͞T were observed not only in the E. coli genome, in which the GC content was around 50%, but also in genomes of more biased base composition as Mycoplasma genitalium (32% GC) or Mycobacterium tuberculosis (65% GC). The same pattern was found in eukaryotes, from yeast to man (not shown).
Another striking feature shown in Fig. 3 is the parallel or paired behavior of A and T profiles (profile pairing). Such pairing was also shown by C and G profiles, and it was detected even in those few sequences where C͞G complexities are above the A͞T ones (not shown). Profile pairing may be a manifestation of the strand symmetry in the double helix structure of DNA [14] , which in turn may be due to an equilibrium state between symmetric point mutations on both DNA strands [15] [16] [17] . This interpretation is supported by the observation that singlestranded retroviral RNA genomes, where strand symmetry is obviously not expected to occur, lack profile pairing (Fig. 4a) . We have also observed this lack of profile pairing in double-stranded, but highly asymmetrical [18] , viral DNA genomes, as the human herpesvirus 7 (Fig. 4b) . Profile pairing may be related to the paired behavior observed for the whole set of base-base autocorrelation functions [5, 6] . We acknowledge the critical reading of Wentian Li. This work was supported by Grants No. PB96-1414-
