We study the variational problem 
Introduction
Let Ω be an open set in Euclidean space R m (m = 2, 3, · · · ), with boundary ∂Ω, and let −∆ Ω be the Dirichlet Laplacian acting in L 2 (Ω). It is well known that if Ω has finite Lebesgue measure |Ω| = 1 Ω then −∆ Ω has compact resolvent, and the spectrum of −∆ Ω is discrete and consists of eigenvalues λ 1 (Ω) ≤ λ 2 (Ω) ≤ · · · with λ j (Ω) → ∞ as j → ∞. The Faber-Krahn inequality (Theorem 3.2.1 in [8] ) asserts that
where B m = {x ∈ R m : |x| < 1}. By scaling we see that we have equality in (1) if Ω is any ball.
The Krahn-Szegö inequality (Theorem 4.1.1 in [8] ) asserts that
where we have equality if Ω is the union of two disjoint balls with equal measure. For higher Dirichlet eigenvalues (k > 2) it is not known whether the variational problem
has a minimiser. However, it has been shown that if k = 3, and if the collection of open sets in (3) is enlarged to the quasi-open sets then a minimiser exists [5] . Moreover it has been conjectured that the minimiser for k = 3 in (3) is a ball if m = 2, 3 or the union of three pairwise disjoint ball with measure 1/3 each if m > 3. This could possibly suggest that the number of components of a minimiser of (3) increases as m and k increase. We will show in Theorem 3 and Corollary 4 that this is not the case as long as k ≤ m + 1.
The following variational problem was considered in [6] . 
where the perimeter of a measurable set Ω is defined by
in the sense of BV functions, with Per(Ω) = +∞ if 1 Ω is not a BV function.
There it was shown that if m = 2 then there exists a minimiser, which is convex, and C ∞ . Moreover its boundary contains exactly two points where the curvature vanishes. It is easy to construct other minimisers of (4). Let Ω m,2 be a minimiser of (4) , and let L be a nodal set of the second Dirichlet eigenfunction for Ω m,2 . Then Per(Ω m,2 \ L) = Per(Ω m,2 ) since |L| = 0. Since λ 2 (Ω m,2 ) equals the first eigenvalue of either of the nodal domains, we have that
Hence Ω m,2 \ L is a minimiser of (4) which is not connected. If C is any closed subset of L then Ω m,2 \ C is also a minimiser. In order to avoid such pathologies properties and to be able to study topological properties such as connectedness we modify the constraints in (4), and study the following variational problem instead.
The main results of this paper are the following. ii. Let Ω m,k is a minimiser of (5). (a) If K is a relatively closed subset of the nodal set L of the k'th Dirichlet eigenfunction for Ω m,k with
is not a ball.
Throughout the paper we denote for a set E ⊂ R m its interior by int(E), its closure by E, E * = int(E), and for x ∈ R m , R > 0 we let B(x; R) = x + RB m . In the following we give some topological properties of minimisers of (5), and of minimisers of variational problems with other constraints such as the Lebesgue measure in (3) . Throughout the paper we denote by ω the number of components of a set Ω ∈ R m , and write e.g. ω m,k for the number of components of a minimiser Ω m,k .
Theorem 2.
If Ω m,k is a minimiser of (5) then we have the following.
iv. If k = 3, 4, · · · , and m = 3, 4, · · · , then
where ⌊·⌋ denotes the integer part.
v.
Theorem 3. Suppose T is a non-negative function defined on the open sets in R m which satisfies the following :
If Ω m,k be a minimiser of
and if m = 2, 3, · · · and k = 3, 4,
Two examples of set functions satisfying the assumptions on T are the Lebesgue measure with β = m, and the torsional rigidity with β = m + 2. In the Appendix in Section 4 we will show that the torsional rigidity satisfies (e). It follows directly from the definition of the torsional rigidity in (54) and (55) below that the torsional rigidity satisfies (a), (b) with β = m + 2, and (d).
In [10] and [11] it was shown that (c) holds for the torsional rigidity if m = 2. The method of proof in these papers extends to all m [10] . The bounds on the number of components for these two examples are given in the following. 
β/2 ⌋. For β > m and k much larger than m we do not obtain information either since by Weyl's law
Note also that connectedness of the minimiser for the third eigenvalue in R 2 and R 3 with T Lebesgue measure is proved in [14] . Here we additionally prove connectedness of the minimiser for the fourth eigenvalue in R 3 . At present we do not know whether there exists a minimiser of (5) for m > 2, k = 2, 3, · · · , and if so whether such a minimiser is smooth or bounded. The proofs of Theorem 2 and of Theorem 3 do not rely on any such properties.
A key ingredient in the proof of Theorem 2 is the isoperimetric inequality. Recall (Theorem 3.46 in [2] ) that for a measurable set Ω ⊂ R m with |Ω| < ∞,
.
This combined with Per(Ω) ≤ H m−1 (∂Ω) and Per(B m ) = H m−1 (∂B m ) gives the isoperimetric inequality for the (m − 1) -dimensional Hausdorff measure:
Inequality (10) is well known. (See for example [1] , where it was stated for bounded regions in R m .) By Faber-Krahn (1) and (10) we obtain the isoperimetric inequality
By Krahn-Szegö (2) and (10) we have that
Inequality (12) is not isoperimetric since (2) and (10) are isoperimetric for nonisometric sets. This paper is organized as follows. In Section 2 we prove Theorem 1. The proofs of Theorems 2 and of 3 are deferred to Section 3.
Proof of Theorem 1
Proof of Theorem 1. (i) Let m = 2, and let (Ω n ) be a minimising sequence of (5) . By Lemma 6 below we have that Ω n = ∪ k i=1 A n,i , where the A n,i , i = 1, · · · , k is a family of pairwise disjoint, open and connected sets. By translational and rotational invariance we may rearrange the A n,i 's such that they remain disjoint but such that ∪ k i=1 A n,i is connected. Taking the convex enve-
We denote the resulting sequence of convex sets again by (Ω n ). It is clear that the diameter of Ω n is bounded by 1/2. By translating the Ω n 's we may assume that they are contained in the closed ball with radius 1 in R 2 . Following the proof of Theorem 2.1 in [5] , there exists a subsequence of (Ω n ) again denoted by (Ω n ) which converges to a convex set Ω in the Hausdorff metric. Then H 1 (∂Ω) = Per(Ω) by the convexity of Ω. By the lower semicontinuity for the perimeter (Proposition 2.3.6 in [9]) we have that
Since K is a subset of the nodal set for the k'th eigenfunction for Ω m,k we have
and Ω m,k \ K is a minimiser too. Note that it follows by the proof under (i) that all minimisers of (5) for m = 2 are convex up to a set of capacity 0 or up to a subset of the nodal line with one dimensional Hausdorff measure 0.
(b) Let Ω 2,k be a minimiser of (5) 
To obtain an upper bound for λ * 2 we choose for Ω the union of two disjoint open balls each with boundary measure 1/2. This gives
and (6) follows by (13) and (14).
(iv) Suppose that k = 2 and that B m is a minimiser of (5).
. Then by (14) we have that
But λ 1 (B m ) = j To show that B 2 is not a minimiser for (5) with k = m = 2 we consider the ellipse
An elementary calculation shows that for t → 0
Let φ t denote the Dirichlet eigenfunction corresponding to λ 2 (Ω t ). The nodal line of φ t is the set Ω t ∩ {x 2 = 0}.
where φ 0 = lim t→0 + φ t , and restricted to Ω 0,+ , is the first Dirichlet eigenfunction corresponding to λ 1 (Ω 0,+ . Then
and
Since
we have by (20) and (21) that for t → 0
Since φ 0 is given in polar coordinates by
we use (23),
2 dθ, and
Combining (18), (22), and (24) we conclude that for t → 0
Hence Ω 0 = B 2 is not a minimiser. In Lemmas 5-7 we obtain various properties of the minimisers of (5). We say that a component G of a minimiser Ω m,k of (5) supports l eigenvalues if #{λ i (G) ≤ λ * k } = l. In Lemma 8 we obtain an upper bound for the second Dirichlet eigenvalue of two balls with radius R which overlap by an amount ǫ. This, together with Lemma 7, is then used to conclude that a minimiser of (5) has at most one component supporting only one eigenvalue. The proof of Theorem 2 is completed subsequently.
Lemma 5.
Let Ω m,k be a minimiser of (5) and let
where the G i , i ∈ I are pairwise disjoint, open, non-empty, and connected, and I is either finite or countably infinite. Then for all i, j ∈ I, i = j, we have H m−1 (∂G i ∩ ∂G j ) = 0, and
Proof. Suppose there exists i, j ∈ I, i = j, such that
and, in obvious notation,
In particular λ k (int(Ω m,k ∪ (∂G i ∩ ∂G j ))) ≤ λ k (Ω m,k ) which together with (26) contradicts that Ω m,k is a minimiser. Hence H m−1 (∂G i ∩ ∂G j ) = 0.
Lemma 6.
If Ω m,k is a minimiser of (5) then
for some ω m,k ∈ {1, 2, · · · , k}, where the G i 's are pairwise disjoint, open, nonempty and connected.
Proof. Since the G i 's are pairwise disjoint,
We relabel the
Lemma 7. Label the eigenvalues of −∆ Gi which are not greater than λ * k by
, and G i is a minimiser of (5) (under the appropriate scaling) with k = j.
Proof. Suppose λ j (G i ) < λ k (Ω m,k ). Then without effecting the value of λ k (Ω m,k ) we could scale down G i until we get λ j (G i ) = λ k (Ω m,k ) resulting in a decrease in the measure of the boundary which would contradict that Ω m,k is a minimiser of (5). Hence λ j (G i ) = λ k (Ω m,k ) = λ * k . Suppose finally that G i is not a minimiser of (5) with k = j. Let A be a minimiser of (5) scaled such that λ j (A) = λ j (G i ) and hence
Contradiction, since Ω m,k is a minimiser of (5).
Lemma 8. Let B(ǫ) = B(0; R) ∩ {x : x 1 < R − ǫ}, and let
Proof. The first inequality in (29) follows by Dirichlet bracketing if we impose Dirichlet boundary conditions on Ω(ǫ) ∩ {x 1 = R − ǫ}. To prove the second inequality in (29) we denote the first Dirichlet eigenfunction on B(0; R) by φ, and let χ be a C ∞ function on R m depending on x 1 only, which is decreasing in x 1 on [R − 2ǫ, R − ǫ], with |∇χ(x)| ≤ 2/ǫ, χ(x) = −1 for x 1 ≥ R − ǫ, and χ(x) = 0 for x 1 ≤ R−2ǫ. Let ψ = φ(1+χ). We will use the variational principle with test function ψ to obtain an upper bound on λ 1 (B(ǫ)). Recall that since ∂B(0; R) is smooth there exists C depending on m such that φ(x) ≤ C(R − |x|), and |∇φ(x)| ≤ C. Firstly
We conclude by (30) and (31) that for ǫ → 0
Lemma 9. Let m = 3, 4, · · · , and let k = 2, 3, 4, · · · . If Ω m,k is a minimiser of (5) then Ω m,k has at most one component supporting only one eigenvalue.
Proof. Suppose Ω m,k has at least 2 components say G 1 and G 2 supporting only one eigenvalue each. By Lemma 7 each of these components is a minimiser for the first eigenvalue, and
Hence by (11) these components are balls with equal radius say R. Let
where e 1 = (1, 0, · · · , 0 ). An elementary calculation shows that for ǫ → 0
Let L(ǫ) > 0 be such that
as ǫ → 0 for some C > 0 depending on R and m only. By scaling, Lemma 8 and (32)
for some C ′ > 0 depending on R and m only. Hence for ǫ sufficiently small
. This contradicts the hypothesis that Ω m,k has two components G 1 and G 2 , whose union supports two eigenvalues.
In the sequel we suppress the m-and k-dependence of ω m,k and write ω m,k = ω.
To prove Theorem 2(iii) we note that by Lemma 6, Ω m,2 is either connected or is the union of two components supporting one eigenvalue each. The latter is excluded by Lemma 9. So Ω m,2 is connected.
To prove Theorem 2(iv) we let k = 3, 4, · · · , and m = 3, 4, · · · . By Lemma 9 we may assume that Ω m,k has at most one component supporting only one eigenvalue of Ω m,k . So
, where all components except possibly G 1 support at least two eigenvalues. Let H m−1 (∂G 1 ) = a. By Lemma 7 and Faber-Krahn we have that
By Lemma 7 we also have that for any i ∈ {2, 3, · · · , ω}
By Krahn-Szegö it follows that for any i ∈ {2, 3, · · · , ω}
and in particular that
We have by Lemma 5 that
and thus min i∈{2,··· ,ω}
Hence by (34)
Combining (33) with (35) yields
The right hand side of the inequality above attains its lower bound for
On the other hand
Putting (36) and (37) together gives that
This completes the upper bound in (7). To prove Theorem 2(v) we note that
Hence for k ≤ m + 1 we have that
Recall that λ 1 (B m ) = j 15 we use that [12] 
where a = 1.8557 · · · can be expressed in terms of the first positive zero of an Airy function, and 0.500 < a ν < 1.537. Hence
Combining (41) and (42) 
Proof of Theorem 3
To prove Theorem 3 note that the following holds under the assumptions on T .
Proof. The proof of (44) follows directly from hypotheses (b) and (c) in Theorem 3. To prove (45) we let φ 2 be the second eigenfunction of the Dirichlet Laplacian on Ω, and let Ω + = {x ∈ Ω : φ(x) > 0} and Ω − = {x ∈ Ω : φ(x) < 0}. Then
. By (44) applied to both Ω + and Ω − respectively we obtain that
and (45) follows since
Note that equality in (45) implies that Ω is the union of two disjoint balls with the same radius.
Proof of Theorem 3.
If Ω m,k is a minimiser of (8) then it is of the form
where the G i 's are as in 6. Define
and label the eigenvalues of G i which are not strictly larger than µ * k by λ 1 (G i ), · · · , λ j (G i ). Then similar to the proof of Lemma 7,
and G i is a minimiser of (8) under appropriate scaling with k = j.
Let ω = k 1 + k 2 , where G 1 , · · · , G k1 support one eigenvalue each, and each of G k1+1 , · · · , G k1+k2 supports at least two eigenvalues. If ω = k, then Ω m,k is the union of k pairwise disjoint identical balls and µ * (46) and (47) each of the components
Let G i be one of the remaining k 2 components supporting at least two eigenvalues with (47). Then by Lemma 10
But min i∈{k1+1,··· ,k1+k2}
Combining (49), (50) and (51) we obtain that
But the right hand side of (52) attains its minimum for a = (
Combining (53) with (48) implies (9).
The proof of Corollary 4 is similarly to the proof of Theorem 2 (v).
Since the minimiser of (8) for k = 2 is the union of two identical disjoint balls it follows that each of the G i 's support either one eigenvalue or at least three eigenvalues. Thus k ≥ k 1 + 3k 2 . This can give additional information as is illustrated by the following.
Consider the minimiser for (8) with k = 4, m = 4, · · · , 7 and T Lebesgue measure. By Theorem 3 it has at most two components, and as no component supports two eigenvalues the minimiser is either connected or is the union of a ball supporting one eigenvalue with a component supporting three eigenvalues. Likewise the minimiser for k = 5 and m = 4, · · · , 7 is by Theorem 3 either connected, or is the union of a ball supporting one eigenvalue with a component supporting four eigenvalues. For the fifth eigenvalue in R m , m = 8, · · · , 19, we may have up to three components, whereby there is the extra possible configuration of two components each supporting one eigenvalue and a third component supporting three. in the sense of quadratic forms, and δ ∈ L 2 (Ω), where δ is the distance to the boundary then (2m)
. Below we show that finite torsional rigidity implies discrete spectrum of the Dirichlet Laplacian. In particular we obtain a lower bound for λ k (Ω) in terms of k and P (Ω). This lower bound does not have Weyl asymptotics for the reason explained above.
Lemma 11. If P (Ω) < ∞ then the spectrum of −∆ Ω is discrete, and
where c(m) = (m + 2) −1 (4π) m/(m+2) (2Γ((2 + m)/2))) 2/(m+2) .
Proof. Let p Ω (x, y; t), x ∈ Ω, y ∈ Ω, t > 0 denote the Dirichlet heat kernel for Ω. It is well known that the Dirichlet heat kernel is non-negative, monotone increasing in Ω, and that it satisfies the semigroup property. Moreover 
Hence the heat semigroup is trace class, and 
Choosing α = m/(m + 2) in (62) gives (56) with (57).
