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Abstract
Let X be a real or complex Banach space with dimension at least 3,N1(X) be the family of all rank
one nilpotent operators. We give the concrete form of every bijective map  :N1(X) →N1(X) such that
T + S ∈N1(X) ⇔ (T ) + (S) ∈N1(X). Based on this result, we characterize the surjective map  :
B(H) → B(H) with T ± S ∼ R ⇔ (T ) ± (S) ∼ (R) for all T , S, R ∈ B(H), where H is a Hilbert
space (real or complex) with dimension at least 3.
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1. Introduction and main result
The linear (additive) preserver problem on operator algebras is to characterize the linear (addi-
tive) maps between operator algebras which preserve certain properties which maybe functions,
relations, subsets, etc. The study of this problem has attracted the attention of many mathematicians
in recent years. Many results which have been obtained on this topic in recent decades reveal both
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algebraic and geometric structures of the operator algebras from some new aspects. Similarity
is an important relation between operators. Linear (additive) mappings preserving similarity on
several operator spaces were treated recently in a series papers (see [1,3–7,9]).
It is clear that if  is an additive map on B(H) preserving similarity in both directions, then
we have
T ± S ∼ R ⇔ (T ) ± (S) ∼ (R) (1.1)
for all T , S, R ∈ B(H). The aim of this note is to show that, for a surjective map (no linearity or
even additivity is assumed) onB(H), the relation (1.1) alone is enough to determine the structure
of the map . The proof of our main theorem (Theorem 1.1) is different from the additive case in
[4]. Our approach mainly depends on a characterization of bijective map  :N1(X) →N1(X)
such that T + S ∈N1(X) ⇔ (T ) + (S) ∈N1(X) (Lemma 2.2).
Throughout this paper, X and H are a real or complex Banach space and Hilbert space with
dimension at least 3, respectively. X′ is the dual Banach space of X, B(X) (B(H)) denotes the
operator algebra of all bounded linear operators on X(H). Let T , S ∈ B(H). Recall that T and
S are similar (denoted by T ∼ S) means that there is an invertible operator W ∈ B(H) such
that T = W−1SW . Let S(T ) denote the similarity orbit of T , i.e., S(T ) = {W−1TW | W ∈
B(H) is invertible}. It is clear that T and S are similar if and only if S(T ) =S(S). A map 
is said to be similarity preserving if T ∼ S implies that (T ) ∼ (S);  is said to be similarity
preserving in both directions if T ∼ S ⇔ (T ) ∼ (S). σ(T ), ker(T ) and Rng(T ) denote the
spectrum, the kernel and the range of T , respectively. We say P ∈ B(X) is an idempotent means
that P 2 = P , P ∈ B(H) is a projection means P is a self-adjoint idempotent. An additive map
A : X → X is called to be τ -linear if A(λx) = τ(λ)Ax for every x ∈ X and scalar λ ∈ F, where
τ is a ring automorphism of F (F is the complex field or the real field).
Our main result reads as follows.
Theorem 1.1. Let H be a real or complex Hilbert space of dimension at least 3 and : B(H) →
B(H) be a surjective map such that
T ± S ∼ R ⇔ (T ) ± (S) ∼ (R)
for all T , S, R ∈ B(H).
If H is real and infinite dimensional, then either there exists a nonzero constant c and an
invertible bounded linear operator A : H → H such that
(T ) = cATA−1, T ∈ B(H)
or there exists a nonzero constant c and an invertible bounded linear operator A : H → H such
that
(T ) = cAT ∗A−1, T ∈ B(H).
If H is complex and infinite dimensional, then either there exists a nonzero constant c and an
invertible bounded linear or conjugate linear operator A : H → H such that
(T ) = cATA−1, T ∈ B(H)
or there exists a nonzero constant c and an invertible bounded linear or conjugate linear operator
A : H → H such that
(T ) = cAT ∗A−1, T ∈ B(H).
If H is complex and finite dimensional, then we can suppose our transformation acts on n × n
complex matrices (n = dim H). In this case we have a nonzero constant c, a nonsingular matrix
A ∈ Mn(C) and a ring automorphism τ of C such that either  is of the form
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(T ) = cAτ(T )A−1 + φ(T )I, T ∈ Mn(C)
or
(T ) = Aτ(T )trA−1 + φ(T )I, T ∈ Mn(C).
Here τ(T )tr is the transpose of τ(T ), τ (T ) denotes the matrix obtained from T by applying τ to
every entry of it, φ is a similarity invariant additive functional on Mn(C).
If H is real and finite dimension, there exists a nonzero constant c, a nonsingular matrix
A ∈ Mn(R) such that either  is of the form
(T ) = cATA−1 + φ(T )I, T ∈ Mn(R)
or
(T ) = cAT trA−1 + φ(T )I, T ∈ Mn(R).
Here T tr is the transpose of T and φ is a similarity invariant additive functional on Mn(R).
2. Proof of the main result
Before giving the proof of Theorem 1.1, we need several lemmas.
Lemma 2.1 ([4], Lemma 2.2). Let R ∈ B(X). The following statements are equivalent.
(1) R is rank one nilpotent.
(2) R ∼ 2R and for every T ∈S(R) with T /= R, T + R ∼ R implies that T − R ∼ R.
The following lemma plays an important role in the proof of Theorem 1.1 and has its inde-
pendent interest. Set P(X) = {[x] : x ∈ X \ {0}}, where [x] denotes the one-dimensional linear
span of x.
Lemma 2.2. Let X be a Banach space over F (F is the real field R or the complex field C) with
dimX  3 and letN1(X) be a subset ofB(X) which consists of all rank one nilpotent operators
of B(X). Suppose that  :N1(X) →N1(X) is a bijective transformation with the property
that
T + S ∈N1(X) ⇔ (T ) + (S) ∈N1(X)
for all T , S ∈N1(X).
If X is real, then there exists an invertible bounded linear operator A : X → X such that  is
of the form
(T ) = λT ATA−1, T ∈N1(X) (2.1)
for every T ∈N1(X), where λT is a scalar depending on T , or there exists an invertible bounded
linear operator A : X′ → X
(T ) = λT AT ′A−1, T ∈N1(X) (2.2)
for every T ∈N1(X), where λT is a scalar depending on T and T ′ denotes the conjugate
operator of T .
If X is complex and infinite dimensional, then there exists an invertible bounded linear or
conjugate linear operator A : X → X such that  has the above form (2.1) or (2.2).
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If X is complex and finite dimensional, then we can suppose that our transformation acts on
n × n complex matrices (n = dim X). In this case, we have a nonsingular matrix A and a ring
automorphism τ of C such that  is of the form
(T ) = λT A(τ(T ))A−1, T ∈N1(X) (2.3)
or
(T ) = λT A(τ(T ))trA−1, T ∈N1(X), (2.4)
where λT is a scalar depending on T .
Proof. We divide the proof into several steps.
Claim 1. Let L0x = {x ⊗ h : h ∈ X′ with h(x) = 0} and R0f = {u ⊗ f : u ∈ X with f (u) = 0}.
Then,(L0x) = L0yx for every x ∈ X, or(L0x) = R0fx for every x ∈ X. Similarly,(R0f ) = L0yf
for every f ∈ X′ or (R0f ) = R0gf for every f ∈ X′.
It is well known that each of L0x and R0f is an additive subgroup of B(X) consisting of
rank-1 nilpotent operators and 0, additionally it is maximal among such subgroups. Note that
0 /∈N1(X), we extend  to N1(X) ∪ {0} by defining (0) = 0. Clearly, the extension also
has the same property as . Let T , S ∈ (L0x) be arbitrary. Then −1(T ),−1(S) ∈ L0x , and
−1(T ) + −1(S) ∈ L0x . By our assumption, T + S is a rank one nilpotent operator. This implies
(L0x) is contained in some additive subgroup of N1(X) ∪ {0}. Furthermore, we have either
(L0x) ⊆ L0y for some y ∈ X or(L0x) ⊆ R0g for some g ∈ X′. If(L0x) ⊆ L0y , applying a similar
process to−1, there exist z ∈ X and h ∈ X′ such that L0x ⊆ −1(L0y) ⊆ L0z or L0x ⊆ −1(L0y) ⊆
R0h. It is clear that the case L
0
x ⊆ −1(L0y) ⊆ R0h cannot occur. Thus L0x ⊆ −1(L0y) ⊆ L0z . Now
it is easy to see (L0x) = L0y , as desired. We will denote such y by yx . Thus, in this case we
have (L0x) = L0yx . If it is the case that (L0x) ⊆ R0g for some g = fx ∈ X′, then we can prove
(L0x) = R0fx in a similar way.
Next, we show that either (L0x) = L0yx holds for every x ∈ X or (L0x) = R0fx holds for
every x ∈ X. Assume on the contrary that there exist vectors x1, x2 ∈ X such that (L0x1) = L0y1
while(L0x2) = R0g2 for some y1 ∈ X and g2 ∈ X′. Choose a nonzero functional f ∈ X′ such that
f (x1) = f (x2) = 0, this is possible since dim X  3. Then(x1 ⊗ f ) = y1 ⊗ g1 for some g1 ∈
X′ and (x2 ⊗ f ) = y2 ⊗ g2 for some y2 ∈ X. Since x1 ⊗ f + x2 ⊗ f is rank one nilpotent, by
our assumption, y1 ⊗ g1 + y2 ⊗ g2 is also a rank one nilpotent operator. So, {y1, y2} or {g1, g2} is
a linearly dependent set. If y1 and y2 are linearly dependent, then(x2 ⊗ f ) = y2 ⊗ g2 ∈ (L0x1).
This leads to {0} = L0y1 ∩ R0g2 = (L0x1) ∩ (L0x2) ⊇ {0, y2 ⊗ g2} /= {0}, a contradiction. If g1
and g2 are linearly dependent, we can also induce a contradiction.
The proof of(R0f ) = L0yf for every f ∈ X′ or(R0f ) = R0gf for every f ∈ X′ goes similarly.
Claim 2. One of the following must be true
(I) (L0x) = L0yx and (R0f ) = R0gf hold for every x ∈ X and f ∈ X′;
(II) (L0x) = R0gx and (R0f ) = L0yf hold for every x ∈ X and f ∈ X′.
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Firstly, we assume(L0x) = L0y(x) holds true for every x, and prove that(R0f ) = R0g(f ) for every
f ∈ X′, i.e., the (I) holds. If, on the contrary,(R0f ) = L0y(f ) for every f ∈ X′, choose x1, x2 ∈ X
being linearly independent and f ∈ X′ such that f (x1) = f (x2) = 0. Then (x1 ⊗ f ) = yx1 ⊗
g1 = yf ⊗ g3 and (x2 ⊗ f ) = yx2 ⊗ g2 = yf ⊗ g4. So yx1 and yx2 are linearly dependent,
(x2 ⊗ f ) = yx2 ⊗ g2 ∈ (L0x1). However, this contradicts to the fact (L0x1) ∩ (L0x2) = {0}.
The proof of the rest of this claim goes similarly.
Claim 3. If the (I) in Claim 2 occurs, define φ : P(X) → P(X) by φ([x]) = [yx]. Then [x] ⊆
[u] + [v] if and only if φ([x]) ⊆ φ([u]) + φ([v]). If the (II) in Claim 2 occurs, we can also
define φ : P(X′) → P(X) by φ([f ]) = [yf ] and have [f ] ⊆ [g] + [h] if and only if φ([f ]) ⊆
φ([g]) + φ([h]).
We only check the first part, the remaining one can be proved similarly. It is easy to see that φ is
a bijective map. For any nonzero x, u, v ∈ X, if [x] ⊆ [u] + [v], then for every g ∈ X′ such that
g(φ([u])) = g(φ([v])) = 0, there exists f ∈ X′ such that (R0f ) = R0g . Thus, we have f (u) =
f (v) = 0, and f (x) = 0. So g(φ([x])) = 0. It follows that φ([x]) ⊆ φ([u]) + φ([v]). Con-
versely, if φ([x]) ⊆ φ([u]) + φ([v]), then by applying the inverse of φ, we get [x] ⊆ [u] + [v].
Claim 4. The assertions of Lemma 2.2 are true.
We first treat the case that X is infinite dimensional. If (I) in Claim 2 occurs, by the fundamental
theorem of projective geometry, the map φ of Claim 3 is induced by a τ -linear bijective map
A : X → X, where τ is a ring automorphism of F. Thus for every rank one nilpotent operator
T = x ⊗ f ∈N1(X), there exists g ∈ X′ such that (x ⊗ f ) = Ax ⊗ g. We will prove that A
carries every closed hyperplane of X to a closed hyperplane. Then of course, the same will be true
for A−1. Let W ⊆ X be a closed hyperplane; then there exist functionals f, g ∈ X′ such that W =
ker f and(R0f ) = R0g . Therefore, we must have A(W) = ker g. It follows that A(W) is a closed
hyperplane. HenceA is a bijective τ -linear map that carries closed hyperplane to closed hyperplane
and the same is true for A−1. It is well-known that such maps have to be linear or conjugate linear,
and continuous (see [2, Lemmas 2 and 3]). Obviously, if X is real, A is linear. Replacing  by
T → A−1(T )A we may, and we do assume that for every rank one nilpotent operator T =
x ⊗ f ∈N1(X) there exists g ∈ X′ such that (x ⊗ f ) = x ⊗ g. Since  preserves rank one
nilpotent operator in both directions, we have f (x) = 0 if and only if g(x) = 0. Thus g = λT f as
desired. Note that if (II) in Claim 2 occurs, one can similarly get has the another form bearing T ′.
Now we turn to the case that X is finite dimensional with dim X = n. In this case, X can be
regarded as Fn. Assume that (I) in Claim 2 occurs. By the fundamental theorem of projective
geometry on finite dimensional space, it follows that there is a nonsingular matrix A and a ring
automorphism τ on F such that φ([x]) = [Axτ ], where xτ is the vector obtained by applying τ
to every entry of x. Thus for every rank one nilpotent operator T = x ⊗ f ∈N1(X) there exists
vector g ∈ X such that (x ⊗ f ) = Axτ ⊗ g. Just like the infinite dimensional case, replacing
 by T → A−1(T )A we may, and we do assume that for every rank one nilpotent operator
T = x ⊗ f ∈N1(X) there exists g ∈ X′ such that (x ⊗ f ) = xτ ⊗ g. It is easy to get that
g = λT f τ for some scalar λT depending on T , i.e., (T ) = λT T τ . The remaining part goes
similarly. 
The following lemma comes from [4, Lemma 2.3] and its proof.
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Lemma 2.3. Let A ∈ B(X). Then A is a multiple of the identity if and only if there is no nonzero
square-zero operator N ∈ B(X) with rank  2 such that A + N ∼ A.
Now let us give the proof of our main result.
Proof of Theorem 1.1. We will finish the proof by checking several claims.
Firstly, assume that H is an infinite dimensional (real or complex) Hilbert space.
Claim 1. (0) = 0 and  is injective.
For any operator A ∈ B(H), we have A + 0 ∼ A. Thus (A) + (0) ∼ (A) and (0) = 0
since  is surjective. If (A) = (B), then (A) − (B) ∼ 0 = (0) and A − B ∼ 0. Thus
A = B as desired.
Claim 2.  preserves rank one nilpotents in both directions and T + S ∈N1(H) ⇔ (T ) +
(S) ∈N1(H).
Choose arbitrarilyR ∈N1(H), thenR ∼ 2R ⇒ (R) ∼ 2(R). For anyB ∈S((R))with
B /= (R), there exists some T ∈S(R) with T /= R such that (T ) = B since S((R)) =
(S(R)). If B + (R) ∼ (R), then T + R ∼ R and hence T − R ∼ R by Lemma 2.1. It
follows that B − (R) ∼ (R), and, by Lemma 2.1 again, (R) is a rank one nilpotent. Since
−1 has the same property of, we see that preserves rank one nilpotents in both directions. If
T + S ∈N1(H), then for every R ∈N1(H), we have T + S ∼ R ⇒ (T ) + (S) ∼ (R) ∈
N1(H)because(R) is rank one nilpotent. Applying that same process to−1, if(T ) + (S) ∈
N1(H), we have T + S ∈N1(H). Thus T + S ∈N1(H) ⇔ (T ) + (S) ∈N1(H).
Claim 3. There exists an invertible bounded linear or conjugate linear operator A : H → H
such that  is of the form
(T ) = λT ATA−1
for every T ∈N1(H), or
(T ) = λT AT ∗A−1
for every T ∈N1(H), where λT is a scalar depending on T and T ∗ denotes the adjoint operator
of T (if H is real, then A is linear). Furthermore, (Fx ⊗ y) = F(x ⊗ y) for every x, y ∈ H
with 〈x, y〉 = 0.
Note that H is infinite dimensional. The first part follows from Lemma 2.2 and Claim 2.
Obviously, (Fx ⊗ y) ⊆ F(x ⊗ y), and by considering −1, we get the inverse containing
relation.
Define  : B(H) → B(H) by (T ) = A−1(T )A if  takes the form (T ) = λT ATA−1;
(T ) = (A−1(T )A)∗ if  takes the form (T ) = λT AT ∗A−1. Obviously the bijection  has
the same preserving properties as  and furthermore, (T ) = λT T for every rank one nilpotent
operator. Thus, without loss of generality, in the sequel, we may assume (x ⊗ y) = λx,yx ⊗ y
for all vectors x, y in H with 〈x, y〉 = 0.
Claim 4. Suppose N is a rank two square-zero operator and P is an idempotent in B(H). If
N ∈ PB(H)P, then (N) ∈ PB(H)P.
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BecauseN ∈PB(H)P , we can writeN =x1 ⊗ y1 + x2 ⊗ y2 withxi, yi ∈ P(H) and 〈xi, yi〉=
0, i = 1, 2. It is easily seen that N − x1 ⊗ y1 ∼ x2 ⊗ y2 and so, by the assumption, (N) −
(x1 ⊗ y1) ∼ (x2 ⊗ y2). Thus there exists a rank one nilpotent operator x3 ⊗ y3 such that
(N) − λx1,y1x1 ⊗ y1 = x3 ⊗ y3, i.e., (N) = λx1,y1x1 ⊗ y1 + x3 ⊗ y3. Similarly, we have
(N)=λx2,y2x2 ⊗ y2+x4 ⊗ y4, wherex4 ⊗ y4 is some rank one nilpotent operator. Soλx1,y1x1 ⊗
y1 + x3 ⊗ y3 = λx2,y2x2 ⊗ y2 + x4 ⊗ y4. Since both x1, x2 and y1, y2 are linearly independent
sets, we have x3, x4 ∈ [x1, x2] ⊆ P(H) and y3, y4 ∈ [y1, y2] ⊆ P(H). So (N) ∈ PB(H)P .
Claim 5. (λP ) = aλ,P P + bλ,P I for every idempotent P ∈ B(H) and for every scalar λ,
where aλ,P and bλ,P are two scalars depending on λ and P.
IfP = I , then by Lemma 2.3, it is not difficult to see that(λI) is a multiple of identity and thus
takes the form stated in Claim 5. So, in the following, we assume P /= I . Pick x ∈ Rng(P ) and
y ∈ Rng(P )⊥; then x ⊗ y is a rank-one nilpotent. For any μ ∈ C, define Mμ = μx ⊗ y, which
is also regarded as an operator from ker(P ) into Rng P . It is easily seen that λP + Mμ ∼ λP ,
so (λP ) + (Mμ) ∼ (λP ), i.e., (λP ) + Mμ′ ∼ (λP ) with μ′ = λμx,y by Claim 3. Take
μ0 ∈ C so that |μ0| > ‖(λP )‖. If 〈(μ0I − (λP ))−1x, y〉 /= 0, then there is a nonzero scalar
δ such that 〈(μ0I − (λP ))−1δx, y〉 = 1. This implies that μ0 is an spectrum of (λP ) + Mδ ,
which contradicts to the fact σ((λP + Mδ) = σ((λP )). Hence for every x ∈ Rng(P ) and y ∈
Rng(P )⊥, we have 〈(μ0I −(λP ))−1x, y〉 = 0. It follows that (μ0I − (λP ))−1(Rng(P )) ⊆
Rng(P ) for all μ0 with |μ0| > ‖(λP )‖, and consequently, Rng(P ) is an invariant subspace
of (μ0I − (λP ))−1. A similar argument shows that ker(P ) is also invariant under (μ0I −
(λP ))−1. Thus (λP ) =
(
A1 0
0 A2
)
, according to the space decomposition H = P(H) ⊕ (I −
P)(H). In order to complete the proof, we have to show A1 = λIP(H) and A2 = μI(I−P)(H) for
some scalars λ and μ. If A1 /= λIP(H), by Lemma 2.3, there is a rank one or rank two square-zero
operator N ∈ B(P (H)) such that
A1 + N ∼ A1.
Thus we have(
A1 0
0 A2
)
∼
(
A1 + N 0
0 A2
)
according to the space decomposition H = P(H) ⊕ (I − P)(H). This means that (λP ) +
(N ⊕ 0) ∼ (λP ). So, by the assumption, we have λP + −1(N ⊕ 0) ∼ λP . By Claims 2 and
4,−1(N ⊕ 0) = M ⊕ 0 for someM ∈ B(P (H)). ThenλIP(H) + M ∼ λIP(H), a contradiction.
A2 = μI(I−P)(H) for some scalar μ can be proved similarly. Thus (λP ) = aλ,P P + bλ,P I .
Claim 6. There exists a function f on C such that (λI) = f (λ)I and (λP ) = f (λ)P for
every scalar λ and every rank one projection P in B(H).
By Claim 5, there exists a function f : C → C such that (λI) = f (λ)I for all λ ∈ C. We
shall show that (λP ) = f (λ)P for every scalar λ and every rank one projection P in B(H),
too. Let P be a rank one projection. Then P = x ⊗ x for some vector x with ‖x‖ = 1. Since H is
infinite dimensional, there exists a subprojection Q of I − P such that Q + x ⊗ x ∼ Q ∼ I − Q.
Obviously, λQ ∼ λI − λQ for every complex number λ. Thus, by the assumption, we have
(λQ) ∼ (λI) − (λQ) for every λ. Using Claim 5, we get
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(λQ) =
(
ξ1 0
0 η1
)
and
(λI) − (λQ) =
(
f (λ) − ξ1 0
0 f (λ) − η1
)
according to the space decomposition H = Q(H) ⊕ (I − Q)H . Thus ξ1 + η1 = f (λ). From
λQ + λx ⊗ x ∼ λQ, we have (λQ) + (λx ⊗ x) ∼ (λQ). Using Claim 5 again, we can
rewrite
(λQ) =
⎛
⎝ξ1 0 00 η1 0
0 0 η1
⎞
⎠
and
(λx ⊗ x) =
⎛
⎝η3 0 00 ξ3 0
0 0 η3
⎞
⎠
according to the space decomposition Q(H) ⊕ P(H) ⊕ (I − Q − P)(H). Thus, in order to
complete the proof, we have to show η3 = 0 and ξ3 = f (λ). Let
(λQ + λx ⊗ x) =
⎛
⎝ξ2 0 00 ξ2 0
0 0 η2
⎞
⎠.
Since λQ + λx ⊗ x ∼ λI − (λQ + λx ⊗ x), just like the proof of ξ1 + η1 = f (λ), we also have
ξ2 + η2 = f (λ). From (λQ + λx ⊗ x) ∼ (λQ) + (x ⊗ x), i.e.,⎛
⎝ξ2 0 00 ξ2 0
0 0 η2
⎞
⎠ ∼
⎛
⎝ξ1 + η3 0 00 η1 + ξ3 0
0 0 η1 + η3
⎞
⎠ , (2.5)
we know one of the following three equations holds, ξ1 + η3 = η1 + ξ3, ξ1 + η3 = η1 + η3,
η1 + ξ3 = η1 + η3. If ξ1 + η3 = η1 + η3, then ξ1 = η1,(λQ) = η1I , a contradiction. Similarly,
if η1 + ξ3 = η1 + η3 is true, we can also produce a contradiction. Thus ξ1 + η3 = η1 + ξ3. It also
follows from (2.5) that either{
ξ1 + η3 = η1 + ξ3 = ξ2,
η1 + η3 = η2, (2.6)
or {
ξ1 + η3 = η1 + ξ3 = η2,
η1 + η3 = ξ2, (2.7)
If (2.7) holds, then ξ1 + η1 + 2η3 = ξ2 + η2. Thus ξ1 + η1 = ξ2 + η2 = f (λ) ⇒ η3 = 0. So
ξ1 = η2, η1 = ξ2 and (λQ + λx ⊗ x) =
⎛
⎝η1 0 00 η1 0
0 0 ξ1
⎞
⎠
. It follows from λQ + λx ⊗ x − λQ ∼
λx ⊗ x that (λQ + λx ⊗ x) − (λQ) ∼ (λx ⊗ x), i.e.,⎛
⎝η1 − ξ1 0 00 0 0
0 0 ξ1 − η1
⎞
⎠ ∼
⎛
⎝0 0 00 ξ3 0
0 0 0
⎞
⎠ ,
514 S. Du et al. / Linear Algebra and its Applications 422 (2007) 506–516
a contradiction. Thus (2.6) must be true. Using ξ1 + η1 = ξ2 + η2 = f (λ), we also have η3 =
0 and so ξ1 = ξ2, η1 = η2. It is easy to see ξ1 = f (λ)+ξ32 and η2 = f (λ)−ξ32 . Thus (λQ) =(
f (λ)+ξ3
2 0
0 f (λ)−ξ32
)
, according to the space decomposition H = Q(H) ⊕ (I − Q)(H). Choos-
ing two subprojections Q1, Q2 of Q such that Q1 + Q2 = Q and Q1 ∼ Q2 ∼ (I − Q1) ∼
(I − Q2), then λQ1 + λQ2 ∼ λQ ⇒ (λQ1) + (λQ2) ∼ (λQ). From the above, we have
f (λ)+ξ3
2 Q1 + f (λ)−ξ32 (I − Q1) + f (λ)+ξ32 Q2+ f (λ)−ξ32 (I − Q2) ∼ f (λ)+ξ32 Q + f (λ)−ξ32 (I − Q),
i.e., ξ3Q + (f (λ) − ξ3)I ∼ ξ3Q + (f (λ)−ξ3)2 I , thus f (λ) = ξ3.
Claim 7. (x ⊗ y) = ax,yx ⊗ y for every rank-1 operator x ⊗ y, where ax,y is scalar depending
on x, y.
Obviously, if x and y are linearly dependent or 〈x, y〉 = 0, by Claims 3 and 6, there is nothing
to do. Thus we may assume that x and y are linearly independent and 〈x, y〉 /= 0. Thus x ⊗ y =
λx ⊗ x + x ⊗ z for some scalar λ and vector z ∈ [x]⊥. Since x ⊗ y ∼ λx ⊗ x + x ⊗ z, (x ⊗
y) ∼ (λx ⊗ x) + (x ⊗ z). From Claims 3, 5 and 6, we have ax,yx ⊗ y + bx,yI ∼ f (λ)x ⊗
x + λx,zx ⊗ z. So bx,y = 0 as desired.
Claim 8. There is a constant c such that (F ) = cF for every F ∈F(H) whereF(H) denotes
the finite rank operator ideal of B(H).
For every T , S ∈ B(H), if rank(T − S) = 1, using (T ) − (S) ∼ (T − S) and Claim 7,
we have rank((T ) − (S)) = 1. Since  and −1 have the same property, we know rank(T −
S) = 1 ⇔ rank((T ) − (S)) = 1. Thus  :F(H) →F(H) is a bijective map preserving
adjacency in both directions. By [10, Theorems 1.5 and 1.6] and (0) = 0, if H is complex,
there exists an ring automorphism τ : C → C and τ -linear bijective maps A,B : H → H such
that either
(x ⊗ y) = Ax ⊗ By, x, y ∈ H
or
(x ⊗ y) = By ⊗ Ax, x, y ∈ H
if H is real,  still have the same form as the complex case with A,B are linear. By Claim 7,
we know A and B are scalar operators and (x ⊗ y) = cx ⊗ y, x, y ∈ H . Note that from [10,
Theorems 1.5 and 1.6],  is additive onF(H) and therefore (F ) = cF for every F ∈F(H).
Multiplying  by a suitable scalar, we may assume (F ) = F for every F ∈F(H).
Claim 9. (S) = S + δSI for every invertible operator S ∈ B(H), where δS is a scalar depend-
ing on S.
We need only to prove ((S) − S)x ∈ [x] for every x ∈ H . Assume on the contrary that
there exists x ∈ H such that ((S) − S)x /∈ [x]. Pick a vector y ∈ H such that 〈x, y〉 = 1 and
〈S−1x, y〉 /= 0. DenoteT = S − Sx ⊗ y and let us check that ker(T ) = span{x} and x /∈ Rng(T ).
Clearly, T x = 0, and the first conclusion follows from the fact that the kernel of a rank one
perturbation of an invertible operator is at most one dimensional. To prove the second conclusion
assume that there isu ∈ H such thatT u = x. This is equivalent toSu − 〈u, y〉Sx = x. Thus we get
u − 〈u, y〉x = S−1x. It follows that 〈S−1x, y〉 = 〈u, y〉 − 〈u, y〉〈x, y〉 = 0, a contradiction. Thus
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x and T ((S) − (Sx ⊗ y))x are linearly independent. Choose w ∈ H such that 〈x,w〉 = 0 and
〈T ((S) − (Sx ⊗ y))x,w〉 /= 0. For complex numbers λ with |λ| > ‖(S) − (Sx ⊗ y)‖, we
have
1
λ
T + 1
λ2
T ((S) − (Sx ⊗ y)) + · · · = T (λI − (S) + (Sx ⊗ y))−1
and therefore, there exists a complex number λ0 > max{‖(S) − (Sx ⊗ y)‖, ‖(T )‖} such
that 〈T (λ0I − (S) + (x ⊗ y))−1x,w〉 /= 0. Multiplying w by a suitable scalar, if necessary,
we may assume
〈T (λ0I − (S) + (x ⊗ y))−1x,w〉 = 1. (2.4)
Now, since x ⊗ w is a rank one nilpotent operator, the operator I + x ⊗ w is invertible with
the inverse I − x ⊗ w. Hence, T is similar to (I + x ⊗ w)T (I − x ⊗ w) = T + x ⊗ T ∗w =
S − Sx ⊗ y + x ⊗ T ∗w, and consequently,(T ) is similar to(S) − (Sx ⊗ y − x ⊗ T ∗w) =
(S) − Sx ⊗ y + x ⊗ T ∗w. Therefore we can find a bounded invertible operator W such that
W(T )W−1 = (S) − Sx ⊗ y + x ⊗ T ∗w.
This further yieldsλ0I−W(T )W−1 = λ0I − ((S) − Sx ⊗ y + x ⊗ T ∗w) = (λ0I − (S) +
Sx ⊗ y)(I − (λ0I − (S) + Sx ⊗ y)−1x ⊗ T ∗w). It follows from (2.4) that (λ0I − (S) +
Sx ⊗ y)−1x ⊗ T ∗w is an idempotent of rank one, and thus, the right hand side of the above
equality is noninvertible, contradicting the fact that the left hand side is an invertible operator.
Claim 10. (S) = S for every operator S ∈ B(H).
Firstly, we prove that (S) = S + δSI for every operator S ∈ B(H). Recall that  maps the
set of scalar operators onto itself. For any operator S from B(H), there is a positive integer n
large enough such that both operators S − nI and nI are invertible, and consequently, (S) ∼
(S − nI) + (nI) = S − nI + δS−nI I + f (n)I = S + δSI . For every rank one operator x ⊗
y ∈ B(H), (x ⊗ y + S) ∼ (x ⊗ y) + (S), i.e.,
x ⊗ y + S + δx⊗y+SI ∼ x ⊗ y + W−1SW + δSI (2.5)
for some invertible operator W . Thus σe(S + δx⊗y+SI ) = σe(W−1SW + δSI ), where σe(·) de-
notes the essential spectrum of operator. Therefore we have δx⊗y+S = δSI and x ⊗ y + T ∼
x ⊗ y + W−1TW , consequently σ(x ⊗ y + T ) = σ(x ⊗ y + W−1TW). Thus T = W−1TW
and so (T ) = T + δT I .
Now, we only need to check that δS = 0. It is easy to see that δ is additive, i.e., δT+S = δT + δS
for every T , S ∈ B(H). For every square-zero operator N one has N ∼ 2N . Then N + δNI ∼
2N + 2δNI . Thus δN = 0. However, [8, Theorem 2] states that every operator on H is a sum of
five square-zero operators, we see that δS = 0. We finish the proof in the case of H is infinite
dimensional.
If H is finite dimensional (real or complex), we can suppose that our transformation  acts on
n × n real or complex matrices (n = dim X). It is easy to check Claims 1 and 2 are both true. By
Lemma 2.2, we have a nonsingular matrix A and a ring automorphism τ of C such that  is of
the form
(T ) = λT A(τ(T ))A−1, T ∈N1(X)
or
(T ) = λT A(τ(T ))trA−1, T ∈N1(X),
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where λT is a scalar depending on T . If H is real, then τ is the identity. Define  : B(H) →
B(H) by (T ) = τ−1(A−1(T )A) if  takes the form (T ) = λT Aτ(T )A−1; (T ) =
τ−1((A−1(T )A)tr) if  takes the form (T ) = λT Aτ(T )trA−1. Obviously the bijection has
the same property with  and furthermore, (T ) = λT T for every rank one nilpotent operator.
Thus, without loss of generality, in the sequel, we may assume (x ⊗ y) = λx,yx ⊗ y for any
two vectors in H with 〈x, y〉 = 0. Under this assumption, Claims 4 and 5 still hold true.
Denote P = x ⊗ x with ‖x‖ = 1. Because μx ⊗ x ∼ μy ⊗ y for every vector y ∈ H with
‖y‖ = 1, (μx ⊗ x) ∼ (μy ⊗ y) which together with Claim 5 implies that aμ,x⊗xx ⊗ x +
bμ,x⊗xI ∼ aμ,y⊗yy ⊗ y + bμ,y⊗yI . Consequently, aμ,x⊗x = aμ,y⊗y and bμ,x⊗x = bμ,y⊗y , that
is aμ,x⊗x, bμ,x⊗x is independent of x, denote by aμ and bμ, respectively. Thus (μP ) = aμP +
bμI for every rank one projection P ofMn(F) where μ is a scalar.
This paragraph is to show that(μx ⊗ y) = aμx ⊗ y + bμI for every rank one idempotent op-
eratorx ⊗ y. Lety = 1‖x‖2 x + z, z ∈ [x]⊥. Then(μx ⊗ y) = 
(
μ x‖x‖ ⊗ x‖x‖ + μx ⊗ z
)
which
implies that aμ,x⊗yx ⊗ y + bμ,x⊗yI ∼ aμ x‖x‖ ⊗ x‖x‖ + bμI + ξx,zx ⊗ z. Thus bμ,x⊗y = bμ and
aμ,x⊗y = aμ.
Define a map φ :Mn(F) → F by φ(T ) = btr(T ), here tr(T) denotes the trace of the matrix T . It
is easy to show that φ is an additive similarity invariant mapping. In fact, for every T , S ∈Mn(F),
φ(T + S) = btr(T+S) = btr(T )+tr(S). In order to show φ is additive, we only need to verify the addi-
tivity of bμ. For arbitrary μ1, μ2 ∈ F and unit vector x ∈ H , aμ1+μ2x ⊗ x + bμ1+μ2I = ((μ1 +
μ2)x ⊗ x) ∼ (μ1x ⊗ x) + (μ2x ⊗ x)=aμ1x ⊗ x + bμ1I+aμ2x ⊗ x+bμ2I . Consequently,
bμ1+μ2 = bμ1 + bμ2 . If T ∼ S, tr(T ) = tr(S). Certainly φ(T ) = φ(S). Then (·) − φ(·)I has
the same property as . We may replace  by (·) − φ(·)I , thereby (x ⊗ y) = λx,yx ⊗ y for
every x, y ∈ H , i.e., Claim 7 holds true. Just like in the proof of Claim 8, one can show that 
preserves adjacency in both directions. Applying the fundamental theorem of matrices geometry
[11, Theorem 3.4], we finish the proof. 
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