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Abstract
This thesis is dedicated to the study of two apparently different but closely related
physical systems: vortex solutions arising in QCD at low temperature and ultra-high
density on the one hand, and in Bose-Einstein condensates with multiple components of
ultra-cold atoms on the other. In both physical systems, fractional vortices are nucleated in
response to rotation, due to the superfluid nature of matter. Vortices in BEC condensates
carry non-trivial circulation; in high density QCD they possess in addition non-Abelian
color magnetic flux and ordinary magnetic flux, when electromagnetic effects are taken into
account. These topological defects are considered in quark matter in the CFL phase, which
has been proposed to be realized in the core of neutron stars. Particular attention is given
to the modifications that the coupling with standard electromagnetism produces on the
energy spectrum of elementary vortex solutions; also, the fate of vortices is considered when
they reach the boundary of the CFL phase and connect with neutron and proton vortices in
the npe phase. Considering rotating two-component BEC, which is also a focus of intense
experimental and theoretical study today, the modifications on the vortex lattice induced
by a tunable Rabi oscillations are investigated by numerical simulations. New vortex
bound states are found and partner changing patterns are predicted to occur when the Rabi
frequency is gradually increased. The structure of a vortex lattice is investigated for a three-
component BEC, whose features are also relevant for the physics of vortex configurations
in high-density QCD: the only possible structures are found to be the triangular Abrikosov
lattice of fractional vortices and the vortex sheets, depending on the value of the inter-
component coupling constant.
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Introduction
Solitons appear and play important roles in many contexts of contemporary physics. They
are relevant in condensed matter physics, supersymmetry, quark matter, ultra-cold atomic
systems and superconductors. In the last decades, vortex strings attracted interest in many
of these different areas of research.
The seminal idea of the existence of stable vortices dates back to 1949 to the works
by Onsager [1] and Feynman [2], regarding superfluidity of Helium. The velocity field of
a superfluid is irrotational, distinguishing the motion of these systems from the one of a
rigid body. Because of this property, the circulation is quantized. This feature allows for
the existence of topologically stable vortices, which nucleate when the fluid rotates, each
soliton carrying one quantum of circulation.
Soon after, in 1957, the prediction of the existence of vortices in metallic superconduc-
tors was formulated by Abrikosov [3]. The stability of such topological defects is guaranteed
in type-II superconductors by the quantization of magnetic flux. When the sample is im-
mersed in an external magnetic field, vortices nucleate to lower the energy. Along the core
of a vortex, the gauged U(1)em symmetry of electromagnetic interaction is restored and
the magnetic field there is non-vanishing. The external magnetic field can then penetrate
the sample through vortices.
These solitons play important roles in the context of the theory of strong interactions,
too. One of the proposals to explain the quark confinement phenomenon of ordinary QCD
is the ’t Hooft-Mandelstam mechanism [4] of dual superconductivity. In this picture the
QCD vacuum is seen as a kind of superconductor, where electric and magnetic charges are
exchanged. If magnetic monopoles condense in the vacuum, the electric charges are con-
fined by Abrikosov-Nielsen-Olesen vortices, due to the Meissner effect. Even being far from
being proven in ordinary QCD, this picture has been confirmed in N = 2 supersymmetric
theories by the works of Seiberg and Witten [5]. This fact brought the focus of research
on a new kind of vortices: the gauge group is non-Abelian in QCD and these solitons can
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be seen as the generalization of the usual Abrikosov vortices of ordinary superconductiv-
ity. In 2003 such kind of solutions has been discovered in N = 2 supersymmetric models,
where an additional global symmetry, namely the flavor symmetry, plays a fundamental
role [6]. The symmetry group considered was U(1)C×SU(N)C×SU(N)F , where the sub-
script C stands for “color” (local symmetry), while F means “flavor” (global symmetry).
Both the gauge and the flavor symmetries are each completely broken in the vacuum,
but a non-Abelian symmetry remains intact after symmetry breaking occurred and the
vacuum expectation value of the squarks has the color-flavor locked form. The unbroken
symmetry group is a diagonal combination of the color and flavor symmetries, indicated
as SU(N)C+F . Because of this unbroken symmetry, one vortex solution is connected to
another one via a color-flavor transformations, constituting a CPN−1 moduli space, whose
parameters are called orientational moduli. During the last years, remarkable progress
have been obtained about such kind of vortex solutions, extending the study to models
with U(1)× SO(N) and U(1)× USp(N) gauge groups [7, 8].
In the context of high density QCD, vortex solutions possessing at the same time all
the features examined so far are found.1 In their seminal paper [10], Balachandran et
al. pointed out the existence in the CFL phase of topologically stable non-Abelian vortex
solutions, which possess both superfluid and color-superconducting nature. Numerical
solutions of the static equations of motion have been found in [11]. When matter density
exceeds a critical value, hadrons are no more the fundamental degrees of freedom. This can
be readily understood by considering that high densities correspond to large values of the
chemical potential. The energy scale given by the latter quantity is the reference energy
scale of the system. Due to asymptotic freedom, at high energies quarks are weakly coupled
and a quark matter phase can be realized [12], in which quarks are almost free. Many
results about the dynamics of this phase can be obtained by using perturbation theory. It
has been proposed that at low temperatures and asymptotically high densities quark matter
is in the so called “color-flavor locked” (CFL) phase [13], characterized by the condensation
of pairs of quarks in Cooper pairs. The vacuum is determined by a color-flavor locked
expectation value of the order parameter, implying that a diagonal combination of the
SU(3)C and SU(3)F symmetries is left unbroken. The residual symmetry group is named
SU(3)C+F . In the core of a non-Abelian vortex, this symmetry group is further broken to
SU(2)C+F × U(1)C+F . This fact has the same consequences for the non-Abelian vortices
of the residual color-flavor symmetry discussed above in the context of supersymmetric
gauge theories. Different solutions are connected by transformations of SU(3)C+F , thus
generating a CP 2 moduli space and possessing orientational moduli. In the context of the
CFL phase, these features were first discussed in [14]. In [15] the moduli effective action
have been found to be a CP 2 non-linear σ-model. In high density QCD the Abelian factor
in the symmetry group is constituted by the baryon number symmetry U(1)B, which is
a global symmetry, unlike the local U(1)C symmetry of pure gauge models. The vortices
are then both superfluid and superconducting. Because of these properties, in [10] these
solutions have been named semi-superfluid non-Abelian strings. They carry 1/3-quantized
circulation inside U(1)B, they are fractional vortices. Their stability is ensured by topology,
1For a comprehensive review on this topic see Ref. [9].
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the relevant homotopy group being
pi1
(
U(1)B × SU(3)C × SU(3)F
SU(3)C+F × Z3
)
∼ pi1 (U(3)) = Z . (i)
Non-Abelian vortices in the CFL phase possess also fermion zero-modes, which are found
to be Majorana fermions. They belong to the triplet or singlet representation of the
SU(2)C+F × U(1)C+F group, which is left unbroken in the vicinity of the vortex solu-
tion. They have been studied by the use of the Bogoliubov-de Gennes equation and index
theorems have been derived [16]. Because of the presence of Majorana fermion zero-modes
on vortices, the exchange statistics of these solitons obeys the non-Abelian statistics, as it
happens for example for Abelian vortices in p-wave superconductors [17].
The study of vortices in high density regimes can have a fundamental role in the
physics of neutron stars. In the core of these cold astrophysical objects the CFL phase is
possibly realized, so that the conditions for the existence of semi-superfluid vortices are
satisfied. Neutron stars spin rapidly around their rotation axis and since high density
matter behaves like a superfluid, thanks to the broken U(1)B baryon symmetry, it is
straightforward to expect vortices to nucleate in order to lower the energy, as it happens
for ordinary superfluids.
At this point, information on how these vortices actually arrange themselves in space
are needed to extend our knowledge about their dynamics. Despite the developments of
research in this direction, simulations of the global structure of the lattice are still lacking.
To get information about the form and the stability of the global structure in which vortices
arrange numerical simulations of the whole system are necessary.
We think that one possible way of approaching this problem is to simulate vortex
lattices in rotating multi-component Bose-Einstein condensates (BECs), which are the
simpler systems sharing some of the fundamental features with the model of rotating high-
density QCD in the CFL phase. Multi-component BECs are atomic systems, constituted
by multiple atomic species or atoms in different hyperfine states, cooled to very low tem-
peratures and trapped usually by magnetic or optical traps. When multi-component BECs
are put in rotation, vortices are created in the atomic cloud. In general in a system with
n components, each string is rationally quantized [18]. However, when the magnitude of
the order parameter |Ψi| = vi of the various components and the masses of the atoms are
equal, each vortex has 1/n-quantized circulation. This is the case of a mixture of the same
number of atoms in different hyperfine levels. Nowadays such systems are experimentally
realizable, at least for the case of two-component mixtures [19, 20, 21, 22, 23]. It is clear
that information about some aspects of the physics of vortices in high-density QCD can
be obtained by the study of topological defects in multi-component BECs.
On the other hand, the problem of vortex lattices in multi-component condensates is
certain important by itself. Fractional vortices have been found in various other systems,
such as superfluid 3He [24, 25], p-wave superconductors [26], multi-gap superconductors
[27], spinor BECs [28], exciton-polariton condensates [29], nonlinear optics [30]. The phase
diagram of the vortex lattice forming in two-component BECs have been studied, and a rich
variety of lattices have been found [31]. When the inter-component coupling constant g′ is
increased, different configurations are realized. If g′ < g, where g is the intra-component
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coupling constant, fractional vortices arrange in an Abrikosov’s triangular lattice or in a
square lattice; when g′ > g, vortex sheets characterize the ground state configuration [31].
Moreover, in multi-component BEC of atoms in different hyperfine levels, a coherent inter-
action can be generated between the different components by using Rabi oscillations [20].
Under such kind of perturbation, different components are coupled via their relative phase.
Consequently, vortices in one component are attracted by vortices in other components,
the strength of the interaction depending on the value of the coherent coupling constants,
the Rabi frequencies. Vortices are thus connected by a sine-Gordon kink [32, 33]. In the
case of two-component BEC, two-vortex molecules, called “dimers”, are formed in the lat-
tice [34]. When the Rabi frequency is large enough, the attractive coherent interaction
dominates over the repulsive atom-atom force and dimers degenerate into single integer
vortices, which arrange in an Abrikosov triangular lattice.
This Ph.D. thesis is devoted to the description of our last efforts to improve the knowl-
edge about vortices in high-density QCD and multi-component BECs. Part I is dedicated
to the problem of determining which is the most favorable vortex solution in the CFL phase,
when the electromagnetic coupling is taken into account. The electromagnetic gauge field
mixes with a specific component of the non-Abelian gauge field in two linear combinations,
determined by a mixing angle analogous to the Weinberg angle of weak interactions. Due
to symmetry breaking, one of these two combinations has non-vanishing mass, while the
other remains massless. Indeed the electromagnetic interaction generates a potential on
the moduli space of pure color non-Abelian vortices. An estimate of this potential is given
and the lowest energy vortex solution is identified. Furthermore, the issue regarding what
happens to vortices in the CFL phase when they hit the surface of separation with the npe
phase is considered. The npe phase is characterized by superfluid neutrons and supercon-
ducting protons [35] and it is expected to be realized in the outer regions of the cores of
neutron stars. In the npe phase, superfluid neutron and superconducting proton vortices
are realized in response to fast rotation and star’s large magnetic field respectively. It is
a non-trivial problem to consider how these different solutions are connected across the
interface between the respective phases. We find that a boojum appears at the contact
point.
Part II concernes the results obtained by numerical simulations of a two-components
and a three-components BECs. We first propose a systematic study of the lattice structure
in coherently coupled two-component BEC with Rabi oscillations. We mainly focus on the
behavior of the lattice when the Rabi frequency is gradually increased from zero. The
lattice structure must change drastically during this process, because at large values of
the Rabi frequency the dimers turn into integer vortices, which constitute an Abrikosov
lattice. Then the triangular or square lattice or the vortex sheets realized without Rabi
oscillations undergo a non-trivial change towards the integer vortex lattice.
In the rest of Part II, the structure of the vortex lattice in a three-component BEC
is determined. The ground state configurations are obtained, which show that, in the
parameter region of miscible phases, the triangular lattice is the only possibility, unlike for
two-component BEC, where vortices arrange in triangular and square lattices. We believe
that these last results have implications in the understanding of the structure of vortex
lattices in the CFL phase in high density QCD. In fact, vortices in the two systems share
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some common features. Vortices in dense quark matter are superfluid, as are the ones
in three-component BEC, which means that they are generated in response to rotation in
both contexts. Also, in a three-component BEC of equal atoms in different hyperfine levels,
vortices are 1/3-quantized, as happens for vortices in dense quark matter. In addition the
interaction between semi-superfluid vortices placed at long distances is the same as global
vortices, like the ones in three-component BECs. For all this similarities between vortices
and their behaviors in the two systems, we think that the results obtained from simulations
of three-component BEC allow us to have a first look into the problem of determining the
vortex lattice structure realized in dense quark matter.
The content of this thesis is divided in two parts and is organized as follows. In
Chapter 1 an overview about the theory behind the description of the condensed matter
physics of strong interactions is given. The properties of the CFL phase are explained,
including the possibility of other possible phases, differing from the CFL phase in the
quark flavors which take part in the condensation. The Landau-Ginzburg description of
this system is introduced in the end of the Chapter.
Chapter 2 is dedicated to a review the non-Abelian vortex solutions in the Landau-
Ginzburg approximation. The structure of their moduli space is explained, including the
calculation of the effective action for orientational moduli. Moreover, we consider the
modifications of non-perturbative effects and of a non-vanishing strange quark mass. In
fact, for the CFL phase to be realized, the strange quark mass must be zero, for the SU(3)F
symmetry to be realized. However, effects of a non-vanishing but small strange quark mass
can be considered as a perturbation on the low energy orientational moduli dynamics.
Chapter 3 contains a discussion of the effects of the electromagnetic coupling on the
degeneracy of the vortex solutions, based on the author’s work [36]. The presence of the
additional U(1)em gauge symmetry removes the degeneracy, leaving only one vortex as the
solution with the lowest energy. A comparison is provided between this potential and the
others generated by non-perturbative effects and strange quark mass perturbation.
In Chapter 4 the structure of the junction at the interface between vortices in the CFL
phase and in the npe phase is investigated, following the work by the present author [37].
This junction is realized through a boojum staying at the interface and connecting three
neutron and three proton vortices in the npe phase to three semi-superfluid vortices in the
CFL phase. A quantitative numerical estimate of the extension of the boojum in space is
derived.
The first segment of Part II consists of a brief introduction to Bose-Einstein condensates
physics and properties in Chapter 5, followed by the examination of vortex solutions in
Chapter 6. Vortices in single component condensates are initially considered, moving later
to the case of multi-component condensates. A review the results about two-component
vortex lattice follows. The phase diagram and numerical calculations reproducing the
density profile of the atomic cloud are given in the end of the same Chapter.
Chapter 7 contains the results about two-component BEC with Rabi oscillations. The
reasons for the generation of dimers are explained in the beginning. In the rest of the
Chapter, a collection of the results of the work [38] by the present author on new lattices
of six and four vortex molecules and partner changing process, occurring when the Rabi
coupling is gradually increased from zero, is shown and discussed.
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Chapter 8 concerns the results of numerical simulations performed by the present au-
thor and reported in [39], reproducing vortex lattices in a rotating three-component BEC.
The density profiles obtained are shown and the lattice structure for different choices of
the inter-component coupling constants is determined.
The results of Chapter 3, 4, 7 and 8 constitute the main original contribution of the
present thesis work.
A discussion about the results of the present work and proposals about possible new
lines of research is given in Chapter 9.
This Ph.D. thesis is based on the results of the works listed at page 113.
Part I
VORTICES IN DENSE QUARK MATTER

1
QCD at high densities
The behavior of quark matter at very large baryon densities is more than a mere theoretical
question. This problem is fundamental when treating the physics of object like neutron
stars, for example. In this last stage of the evolution of certain stars the baryon matter
is squeezed so that the fundamental degrees of freedom are no longer hadrons, but the
constituent quarks.
The phase diagram of QCD is still not clear, even if many different regimes have been
explored. The diagram is sketched in Fig. 1.1. On the horizontal axis it is reported
the chemical potential, while on the vertical axis there is the temperature. As can be
noticed from the diagram, the quark matter phase has been proposed to be realized at
asymptotic densities (very large chemical potentials), especially in the so called “color-
flavor locking” (CFL) phase where the strange quark (s) participate to Cooper pairing
with the other quark up (u) and down (d) flavors to give rise to a color-superconductor.
The other quarks have a mass which is too large to be considered negligible chemical
potentials effectively relevant in real systems. Therefore only the three lightest flavor can
participate to condensation. However, in many circumstances the strange quark mass is
not negligible compared to the chemical potential. In such cases other “less symmetric”
color-superconducting phases appear, like the 2SC phase. These phases are indicated in
Fig. 1.1 as “non-CFL”. In what follows we shall be interested in the color superconductivity
regime of quark matter, which could be eventually realized in the core of neutron stars.
The idea of quark matter phase at high density has a long story, from the early works
on the quark model of hadrons [40], while the idea of Cooper pairing was noted after few
years in [41]. When the asymptotic freedom of QCD theory was discovered [42], it was clear
1
2 QCD at high densities
LiquidGas
Hadronic
Nuclear Superfluid
Non-CFL
CFL
T
µ
QGP
Figure 1.1 – A schematic representation of QCD phase diagram at high density and temperature.
The CFL phase appears at very high densities and low temperatures.
that a possible quark matter phase would exist at sufficient high density [12]. The term
“color superconductivity” was used for the first time in [43], and the patterns of pairing
were classified in [44]. Finally, the prediction of large pairing gaps [45] and the CFL phase
[13] started the widely studied subject of the phenomenology of the color-superconducting
quark matter.
When considering very large baryon densities, and relatively low temperatures, it is
possible to obtain many information about the dynamics by using a perturbative treatment.
In fact, large densities bring in a large energy scale, the chemical potential µ. The relevant
coupling is be g(µ), which is small when µ→∞, suggesting the possibility of perturbative
calculations. However, infrared divergences arise when considering the naive ground state
of free Fermi spheres. This means that the straightforward perturbative treatment of QCD
at high densities is not so straightforward.
Anyway we know from ordinary superconductivity that weak interactions can deter-
mine a ground state which is very different from the perturbative one. The Meissner
effect makes the photon massive and the Cooper pairing creates energy gaps for charged
excitations. These effects remove possible infrared divergences and render the theory per-
turbatively regular.
The true ground state of QCD at high densities is different form the naive one. When
the density is asymptotically high, the first three flavors u, d and s, can be considered
to be light, the others having infinite masses instead. It is known that in this situation
the ground state shows the so called color-superconductivity. The quarks are paired in
couples generating diquark condensates, bounded together by color interactions. Since a
pair of quarks cannot be a color singlet, quark condensation breaks the local SU(3)C color
symmetry of QCD, analogously to what happens to the U(1)em electromagnetic symmetry
in ordinary superconductors. The name “color-superconductivity” comes from this fact.
The color group can be either broken to a subgroup or completely, depending on the
characteristics of the condensate.
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Depending on the numbers of flavors which condense, on the spectrum of quark masses
and on the density, various possible condensates can be found, constituting a rich scenario.
In fact, when the density is asymptotically large, the only possible phase is the CFL phase,
in which all three lightest flavors condense, so that the SU(3)C symmetry is fully broken
and all the gauge bosons are massive. This phase can appear because at asymptotic density
the strange quark can be considered to be massless. However, when the density lowers,
the effect of the strange quark mass is less negligible and some stresses arise in the CFL
phase. These stresses are responsible for the appearance of other phases, such as CFL-K0,
where a kaon condensate forms, or 2SC phases, where only u and d quarks condense. If
the density lowers further, the strong interactions between quarks are dominant and the
relevant degree of freedom become the hadrons.
Section 1.1 is devoted to a more specific examination of the CFL phase, with the
explanation of the form of the diquark condensate and the Landau-Ginzburg description.
The vortex solutions which we are interested in, arising in this phase, and a brief overview
of other possible phases constitute the content of Section 1.1.4.
1.1 The CFL phase
The color-flavor locking mechanism is possible when the density is so high that the
masses of u, d and s quarks can be neglected. For densities which can be relevant for
real systems, the masses of c, b, t quarks can never be neglected and these quarks cannot
participate to condensation.
At high density and low temperatures, the relevant degrees of freedom are those with
momenta near the Fermi surface. When two particles of this kind scatter, the transferred
momentum is of the order of the chemical potential µ. The exception to this argument is the
case of small angle scattering. In that situation the long range gauge interactions give rise
to infrared divergences for small angle processes. However, when color-superconductivity
is present, the Meissner effect avoids these divergences by screening the gauge bosons
by giving them a mass. Then the calculation is guaranteed to be truly a weak coupling
calculation, which can be carried on without worrying about divergences.
The pairs of particles with equal or opposite momenta near the Fermi surface are
infinitely degenerate, so that an even small but attractive interaction between the quarks
renders the Fermi surface unstable to the formation of a condensate. The free energy
of the system can be expressed as F = E − µN , where E is the total energy, µ is the
chemical potential and N is the number of particles. We then see that the energy required
to add a particle to the system would be the Fermi energy µ in the absence of interactions.
This means that adding particles near the Fermi energy is an operation that implies no
change in the free energy. However, when an attractive interaction is present, the free
energy is lowered by the attractive potential between the particles, which form a bosonic
condensate. This attractive interaction is constituted by single gluon exchange, when the
couple of quarks is in the 3¯ attractive channel, which dominates at weak coupling. Also
the instanton interaction is attractive in the 3¯ channel, which can be relevant at strong
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coupling. The fact that 3¯ channel is attractive can be recognized also intuitively, the total
color flux being reduced when two quarks are brought together.
The most favorable condensations are [13]
ΦL ∼ 〈qaαiL qbβjLab〉 , ΦR ∼ 〈qaαiR qbβjRab〉 , (1.1)
where (a, b) are spinor indices, (i, j) flavor indices and (α, β) color indices. In Equation
(1.1), two chiral order parameters ΦL and ΦR have been introduced. We assume that the
ground has positive parity, which corresponds to consider ΦL = ΦR. Therefore, the order
parameter can be rewritten in the following form〈
ψαi Cγ5ψ
β
j
〉
= αβγijkΦ
k
γ , i, j, k = u, d, s α, β, γ = r, g, b . (1.2)
In the above expression we introduced the 3 by 3 matrix order parameter field Φ, which
is expressed in terms of condensed pairs as
Φ kγ =
 〈ds〉gb 〈us〉gb 〈ud〉gb〈ds〉rb 〈us〉rb 〈ud〉rb
〈ds〉rg 〈us〉rg 〈ud〉rg
 . (1.3)
It transforms under gauge and flavor symmetries as a (3C , 3¯F ) representation :
Φ→ UCΦU †F . (1.4)
In terms of the order parameter field Φ, the ground state of the CFL phase can be expressed
as: 〈
Φ kγ
〉
= ∆cflδ
k
γ . (1.5)
This form of the condensate is the one preserving the maximal unbroken symmetry sub-
group and links color and flavor symmetries. Other condensates which do not involve all
the quarks and are then less symmetric do not lower the free energy as much as the con-
densate (1.1). From the expression of vacuum value of the order parameter it is evident
that an SU(3) global symmetry is left unbroken in the ground state. The ground state
is in fact invariant only under simultaneous color and flavor transformations for which
UC = UF . Such a transformation defines the unbroken global symmetry group SU(3)C+F .
This symmetry is restricted to smaller groups when one considers a non-zero mass for the
strange quark. For example, when the chemical potential is of order of µ ∼ m2s/∆cfl, the
strange quark does not participate to condensation anymore and we have the so-called 2SC
phase, where the order parameter is given by Φ kγ = ∆2scδ 3γ δ k3 . This phase is considered
in Subsection 1.1.4.
We shall use the order parameter field in (1.5) when constructing the Landau-Ginzburg
free energy to explore the possible presence of solitons in this phase. Non-Abelian vortex
solutions are the main subject of the discussion in the next Chapters.
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1.1.1 Symmetry breaking in the CFL phase
The symmetry group of QCD with three massless flavors, neglecting discrete symmetries,
is the following:
G = U(1)B × SU(3)C × SU(3)L × SU(3)R , (1.6)
where the first factor is the global baryon symmetry group, the second is the local gauge
group and the last two factors are global chiral flavor symmetries. In the real world,
quarks are electrically charged and we need to take into account also the electromagnetic
group factor to the previous product of symmetries. The U(1)em electromagnetic group is
actually a subgroup of SU(3)L × SU(3)R and it has an important role when considering
vortex solutions as discussed later on in Section 3.1. As discussed above, the condensate
in (1.5) breaks the exact symmetry of (1.6) to the following residual group:
H = SU(3)C+F . (1.7)
The residual non-Abelian symmetry in the ground state is a peculiarity of the CFL ground
state and the origin of some of the most interesting properties of this phase.
Chiral symmetry is also broken in the CFL phase, even if the breaking mechanism
is indirect, compared to the ordinary QCD. In fact in the zero-density regime, chiral
symmetry is broken by condensation of left-handed quarks with right-handed antiquarks.
The 〈ψ¯ψ〉 non-zero expectation value leaves unbroken only the vector part of the flavor
group, thus implying the spontaneous breaking of the axial chiral part. In the CFL phase,
instead, left-handed quarks are paired with each other and so is for right-handed quarks.
However, the condensates of left-handed and right-handed quarks are both linked to the
local color symmetry in the ground state, such that the condensate is invariant only under
simultaneous color and flavor symmetry transformations. Since color is a vector symmetry,
to compensate color transformation an element of the vector part of the flavor group is
needed. Therefore, the locking of color and flavor indices breaks the axial part of the
flavor group, which is the chiral symmetry. As usual we expect massless Goldstone bosons
related to chiral symmetry breaking, which differ from ordinary mesons for the ordering
of their mass spectrum.
In the CFL phase the global U(1)B baryon number symmetry is also broken. The
condensate in fact leaves unbroken only a discrete Z2 symmetry, under which all quark
fields are multiplied by −1. We expect then an additional massless Goldstone boson
associated with the breaking of U(1)B that makes the CFL phase a superfluid.
This has important implications for vortices inside the core of a neutron star. As it
happens in ordinary superfluids a fast rotation of the condensate leads to the nucleation of
vortices to minimize the energy. If quark matter inside the neutron star inner layers is in
the CFL phase, superfluid vortices can appear because of rotation. However, as shown in
Chapter 2, superfluid vortices are not stable, but tend to split into semi-supefluid vortices,
winding also inside the non-Abelian SU(3)C group.
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1.1.2 Elementary excitations
We now briefly explore the elementary excitations which are relevant in the CFL phase.
These can be divided into two groups: the elementary excitations related to the quarks and
gluons and those related to the breaking of the spontaneous symmetry breaking. Naturally
they can be classified under the unbroken symmetries of the theory.
The quark fields produce spin 1/2 fermions. They are triplets and antitriplets under
the color symmetry and then they decompose into a singlet and an octet of the SU(3)C+F
unbroken group. Because of the presence of a condensate in this ground state, there is an
energy gap for production of pairs above the ground state.
The gauge bosons constitute a spin 1 vector meson octet of SU(3)C+F . Due to sym-
metry breaking, they acquire masses under the Higgs mechanism. The magnitude of these
masses have been computed at weak coupling and in an instanton liquid model.
In the CFL phase there are also massless modes, the Nambu-Goldstone modes related
to the breaking of global symmetries. These bosons arrange into an octet of pseudoscalar
related to the breaking of the chiral symmetry and a singlet associated with baryon number
superfluidity. When quark masses are non-vanishing the octet is massive and is constituted
by Fermi surface excitations arising when the left-handed and the right-handed quarks
take different phases in the flavor space. This fact clearly resembles what happens in zero-
density QCD, where these modes become the ordinary mesons. The set is completed by
a pseudoscalar singlet associated with the breaking of U(1)A. However, this last Nambu-
Goldstone mode is not exact because of the axial anomaly.
The effective field theory describing the dynamics of the meson octet can be written
up to two derivatives as [46]
Leff = f
2
pi
4
Tr
(
∂0Σ∂0Σ
† + vpi∂iΣ∂iΣ†
)
− c (detMTr (M−1Σ)+ h.c.) . (1.8)
Σ is a color singlet matrix, namely the chiral field
Σ = exp
(
i
φaλa
fpi
)
, (1.9)
transforming under SU(3)L × SU(3)R as Σ → ULΣU †R and M = diag(mu,md,ms) is the
quark mass matrix, while fpi is the pion decay constant. If this effective lagrangian were the
one describing meson dynamics in zero-density QCD, i.e. in the strong coupling regime,
the coefficients appearing in its expression would be obtained by experimental results on
simple scattering processes. However, this is not needed at asymptotically high densities,
because at very large values of the chemical potential the full theory is in the weak coupling
regime. In fact, in this regimes, the coefficients f2pi , v2pi and c have been calculated from first
principles using weak coupling methods. Weak coupling calculations do not cover all the
possible regimes for which the CFL phase could be realized. This phase could be present
even at lower densities, where the weak coupling regime would be lost.
From (1.8) we can derive the masses of the mesons as:
m2pi± =
2c
f2pi
ms(mu +md) , m
2
K± =
2c
f2pi
md(mu +ms) . (1.10)
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The significant fact in (1.10) is that, in contrast to what happens in ordinary QCD, in the
CFL phase the kaon is lighter than the pion.
For what will be discussed in the following Chapters, it is worth to mention here a fur-
ther phenomenon which affects the CFL phase, which is induced by non-vanishing quark
masses at non-zero temperature. In this setting, the massiveness of quarks affects the mag-
nitude of the different gaps 〈us〉, 〈ud〉 and 〈ds〉, which can differ slightly. Furthermore, the
Fermi momenta for different flavors may differ slightly and there may be a non-vanishing
electron chemical potential µe. This is because the strange quark is slightly more massive
compared to up and down quarks and then less numerous in the ground state. The re-
quirement of charge neutrality could then imply that µe > me signaling a non-zero density
of electrons. Recently [47], however, it has been pointed out that if µe > mK− , charge
neutrality can be satisfied by the formation of a K− condensate, in place of a small Fermi
sphere of electrons.
The formation of a kaon condensate has no impact on the symmetries of the CFL phase.
In fact it can be seen as just a stress on the phase, which does not alter its properties.
1.1.3 Adding Electromagnetism
So far we neglected the fact that quarks are electromagnetically charged particles. However,
when this fact is taken into account, some new phenomena appear in the CFL phase.
The electromagnetic gauge field Aemµ , corresponding to the U(1)em gauge group, is
coupled to the quarks through the charge matrix T em = diag(23e,−13e,−13e), where e is
the electron charge. The condensate (1.1) breaks the U(1)em symmetry by coupling quarks
with different charges.
The remarkable thing in the CFL phase is that the generator T em of U(1)em is propor-
tional to T 8. This allows the color gauge field to mix with the gauge field of electromag-
netism, constituting a massless and a massive linear combination.
This circumstance is very similar to what happens in the standard model, where the
gauge bosons of the SU(2) weak factor and the U(1) hypercharge factor combine to form
a combination which remains massless after spontaneous symmetry breaking via the Higgs
mechanism. This combination is actually what is identified with the ordinary electromag-
netism.
In the CFL phase U(1)em is a subgroup of SU(3)F . Thus, including electromagnetism
into the theory corresponds to gauge a U(1) factor inside the global SU(3)F .
To identify the gauge bosons combination which remains massless under symmetry
breaking it is enough to look at the covariant derivative of the condensate. This reads as:
DµΦ = ∂µΦ + gA
8
µT
8Φ + eAµΦT
em . (1.11)
The mass terms for vector bosons come from the kinetic term |DµΦ|2. The combination
AMµ =
−eAµ + γgA8µ√
e2 + γ2g2
= cos ζAµ − sin ζA8µ (1.12)
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is the massive one, while the orthogonal combination
A0µ =
γgAµ + eA
8
µ√
e2 + γ2g2
= sin ζAµ + cos ζA
8
µ (1.13)
is massless [48]. The denominators come from the requirement of keeping the gauge boson’s
kinetic terms properly normalized. We wrote the combinations in terms of an angle ζ,
defined by
tan ζ =
γg
e
(1.14)
which resembles the Weinberg mixing angle of the standard model. This mixing is crucial
for non-Abelian vortices in the CFL phase, when the electromagnetic coupling is taken
into account.
We can then imagine how a CFL sphere of quark matter can behave when light hits
its surface. This discussion can be very important when considering neutron stars. It
is in fact suggested that quark matter constituting the inner core of these astrophysical
objects is in a phase very close to what we described so far. Knowing how they look like
under ordinary light proves then very interesting to gather information from astronomical
experimental observations.
When penetrating the surface of an idealized sphere of quark matter in the CFL phase,
an ordinary photon must split into what we called massive and massless combinations.
The massive gauge field is screened by the Meissner effect and penetrates the sphere only
up to some penetration depth λ. The massless gauge boson, however, spreads into the
sphere, being eventually reflected in some part toward the interior when hitting again the
surface. In the case of massive quarks, charge neutrality requires the presence of electrons
or of a kaon condensate: in either case charged excitations are present and light inside the
sphere can scatter off them. The behavior of quark matter in the CFL phase (and even
in the 2SC phase we shall discuss in the next section) under an external magnetic field
has been described completely in [49]. Most of the magnetic field can penetrate into the
sphere as massless vector bosons, while some fraction is expelled by the Meissner effect.
The amount of transmitted and screened magnetic field is determined, apart from the
shape of the bunch of quark matter, by the angle ζ, which is small in nature. Then the
largest part of the magnetic field penetrates and only a small amount is expelled. This
phenomenon is fundamental when dealing with superfluid and superconducting vortices
of the baryon phase surrounding the CFL core in neutron stars. Proton superconducting
vortices carry ordinary magnetic flux, which has to split, as previously discussed, when
these solitons hit the surface of the inner core.
1.1.4 Other phases
So far we discussed the most symmetric scenario in which all three flavors are massless
and participate to the condensation. The CFL phase is fully symmetric, we could say,
but it certainly resembles nature only for asymptotically high densities. There are other
phases which can be very important at lower baryon densities, especially when considering
the mass difference between the various quark flavors at non-vanishing temperatures. In
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fact the strange quark is heavier than up and down quarks, but at reasonable densities its
mass cannot be considered non-vanishing, compared to the chemical potential. In these
regimes it becomes unavoidable to explore less symmetric phases of quark matter. In the
discussion below we focus on the possibilities which are more relevant for this work: the
CFL-K0 phase, characterized by a K0 condensate, and the 2SC phase, where only two
quark flavors, namely u and d, participate to condensation.
CFL-K0 phase
Here we consider what happens to the CFL phase when density is lowered. In this regime
the effects of the non-vanishing strange quark mass become relevant and stresses appear
on the CFL phase. The Fermi momenta of the three quark flavors are in general different
because of differences in the masses. The pairing of all flavors and colors of quarks is
possible when the energy cost for forcing all species to have the same Fermi momentum is
compensated by the energy gain obtained by the coupling energy. Because the difference
between Fermi momenta is δpF = M2s /4µ, the cost of making pairs of quarks is of the
order µ2δp2F ∼ M4s , while the pairing energy is µ2∆cfl. We deduce then that the CFL
pairing is lost when the gap ∆cfl .M2s /µ. In [50] it has been demonstrated that the CFL
phase is the favored one if the condition ∆cfl > M2s /4µ is satisfied.
However, it is sufficient that ∆cfl .M2s /2µ to render the CFL phase unstable. Many
different scenarios can appear when stresses are such to break the CFL pairing. We
indicated these possibilities with the label “non-CFL” in Figure 1.1. One possibility is
the mild perturbation of the CFL phase, which is still favored even if slightly modified.
A flavor rotation of the condensate can be induced by these kinds of stresses and can be
interpreted as a K0 condensate. At large density, kaon condensation is possible when the
strange quark mass Ms & m1/3∆2/3, where m indicates the mass of the lighter quarks, u
and d [51]. When the density is increased, the critical value of Ms is raised by instanton
contribution to the kaon mass [52]. This phase is a superfluid, so that vortices can be
nucleated in response to a fast rotation of the condensate. These vortices may play a role
in the physics of neutron stars and coexist with non-Abelian vortices found in the pure
CFL phase.
When the density is lowered further and stresses become strong enough, the CFL
undergoes the transition to a more favorable phase. Only two flavor pair, giving rise to
the so called 2SC phase.
2SC phase
The phase characterized by a condensate of only two flavors is named 2SC phase. Two
flavors are massless, while the third is considered infinitely massive. The condensate of a
pair of quarks cannot be a color singlet, so that a color direction is chosen. Again, the
attractive interaction in the 3¯ attractive channel is responsible for the formation of the
condensate. The resulting form of the condensate is thus 〈αβ3ijqαi qβj 〉 , which indicates a
preferred color direction (3-direction in this case). It creates a gap ∆ with the other colors
of quarks and breaks the SU(3)C symmetry down to SU(2)C . Five gauge bosons, through
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the Higgs mechanism, acquire masses which have been computed in the weak coupling
theory valid at very high densities.
This phase has some peculiar features on the global symmetry breaking side. In par-
ticular, the condensate is a flavor singlet, which means that, while color group is broken,
SU(2)L×SU(2)R is left unbroken. Even Abelian global symmetries are maintained intact,
due to an unbroken U(1) global symmetry, playing the role of the baryon number group.
This means that baryon matter, when the density is increased at the point that 2SC phase
is accessible, must undergo a phase transition, being the chiral symmetry unbroken in the
2SC phase.
No breaking of global symmetries also means that no massless scalar degrees of free-
dom (Nambu-Goldstone bosons) are present in the 2CS phase, which is not a superfluid.
Compared to the CFL phase, even weak coupling calculations are lost. In fact the presence
of massless gauge bosons relative to the unbroken SU(2)C leads to strong dynamics at low
energies (long distance).
Due to the really large values of the density required for the presence of the CFL phase,
2SC phase is closer than CFL phase to the probable physical picture of quark matter in a
wide variety of contexts.
1.2 Landau-Ginzburg description of the CFL phase
The Landau-Ginzburg description of the CFL phase in terms of a field theory for the
order parameter is appropriate at temperatures close to the critical temperature Tc for the
CFL phase transition. The static lagrangian in this approximation is [53, 54]:
LLG = Tr
[
−1
4
FijF
ij +K3∇iΦ†∇iΦ
]
− Tr
[
λ2(Φ
†Φ)2 −m2Φ†Φ
]
− λ1(Tr [Φ†Φ])2 − 3m
4
4(3λ1 + λ2)
. (1.15)
Traces are taken on both color and flavor indices when as appropriate. We used the
following conventions:
Fij = ∂iAj − ∂jAi − igs[Ai, Aj ] ,
∇iΦ = ∂iΦ− igsAiΦ ,
Ai = A
a
i T
a, Fij ≡ F aijT a , Tr (T aT b) = δab . (1.16)
The coefficient in the lagrangian (1.15) may be calculated directly from the QCD lagrangian
using perturbative techniques. We quote here the standard results obtained in literature
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through perturbative calculations in QCD [55, 53]:
2λ1 = 2λ2 = 3K3 = K0 =
7ζ(3)
4(piTc)2
N(µ) ,
m2 = −4N(µ) log T
Tc
, N(µ) =
µ2
2pi2
, (1.17)
gs =
√
24pi2λ
27 logµ/Λ
, Tc ∼ µ exp
(
− 3pi
2
√
2gs
)
,
where µ is the chemical potential, Λ the QCD scale and Tc the critical temperature.
The expectation value of Φ can be directly found by minimizing the potential of ex-
pression (1.15), obtaining:
〈Φ〉 = ∆cfl13, ∆2cfl ≡
m2
2(3λ1 + λ2)
. (1.18)
To ensure stability of the vacuum expectation value, we require λ1 +λ2 > 0. We then find
the vacuum expectation value for the field Φ by minimizing the potential.
The mass spectrum of this model can be found by perturbing the Φ field as
Φ = ∆cflI3 +
φ+ iϕ√
2
I3 +
χa + iζa√
2
T a . (1.19)
The fields proprtional to the identity matrix constitute the singlet of the color-flavor group,
while the parts proportional to the traceless matrices T a belong to its adjoint representa-
tion.
As explained above the VEV of Φ breaks the symmetry group (1.6) and gauge gluons
get masses via the Higgs mechanism. Masses of gauge bosons and scalars are given by the
following [11]:
m2g = 2g
2
s∆
2
cflK3, m
2
φ =
2m2
K3
, m2χ =
4λ2∆
2
cfl
K3
, m2ϕ = 0, (1.20)
where ϕ is the massless Nambu-Goldstone boson related to the breaking of U(1)B symme-
try, and φ and χ are respectively the trace and traceless part of Φ.
Equations of motion can also be directly found from the lagrangian above, and they
read as:
∇iF ij = −igsK3
[
∇jΦΦ† − Φ(∇jΦ)† − 1
3
Tr
(
∇jΦΦ† − Φ(∇jΦ)†
)]
,
∇j∇jΦ = 2
K3
[
−λ2ΦΦ† − 2λ1Tr (Φ†Φ) +m2
]
Φ . (1.21)
The vortex solutions arising in this model are the topic of the next Chapter. These
solutions have winding into both the global and the local factors of the symmetry group.
Moreover they posses massless zero modes related to the unbroken global non-Abelian
group, which characterizes the ground state of the CFL phase.

2
Non-Abelian vortices
In this Chapter we discuss the properties of vortex solutions arising in the CFL phase. In
Section 2.1 we first inspect the case in which only the gauged color symmetry is considered,
neglecting the electromagnetic coupling and the perturbations induced by a non-vanishing
strange quark mass. The solitons which are solutions of the Ginzburg-Landau equations
of motion are named “pure color” vortices. These solutions have been found in 2004 by
Balachandran et al. in [10].
The vortex solution itself breaks the SU(3)C+F global symmetry of the CFL phase
down to SU(2)C+F×U(1)C+F . This fact means that a degenerate family of vortex solutions
can be found by acting on the single vortex ansatz with color flavor transformations. These
vortices then posses a moduli spaceM∼ CP 2 [14]. This fact is considered in Section 2.2,
where the effective action for the orientational moduli of these vortices, following [15], is
derived.
Section 2.3 is dedicated to the investigation of the effects on the effective action of
the perturbation induced by a non-vanishing strange quark mass. As a consequence, a
potential appears on the moduli space, which removes the degeneracy between vortex
solutions. These results have been obtained in [56].
Finally in Section 2.4 we consider the quantum induced potential. This effect allows
for the presence of monopoles, realized as kinks on the vortex world sheet interpolating be-
tween vortices with different orientation in the color-flavor space, as discussed by Eto et al.
in [57].
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14 Non-Abelian vortices
2.1 Pure color vortices
The order parameter field Φαi defined in (1.2) transforms under the action of the full
group G as
Φαi
G−→ eiθ(UC)αβΦβj (UTF )ji . (2.1)
as seen in Section 1.1. The Landau-Ginzburg lagrangian (1.15) for the Φ field is expressed
in the form
LLG = Tr
[
−1
4
FijF
ij +K3∇iΦ†∇iΦ− λ2(Φ†Φ)2 +m2Φ†Φ
]
+
− λ1(Tr [Φ†Φ])2 − 3m
4
4(3λ1 + λ2)
. (2.2)
In the ground state the symmetry group is broken down to
G
〈Φ〉−→ H = SU(3)C+F × Z3 . (2.3)
The VEV (1.5) breaks the whole symmetry group G. However a non-Abelian symmetry re-
mains unbroken, the one generated by equal simultaneous color and flavor transformations.
Under the action of the residual global group H as the field Φ transforms as
Φ
H−→ eiαUCΦUTF , (2.4)
where (eiα, UC , UTF ) = (ω, ω
−1U,U †), with ω = ei2pi/3 ∈ Z3 and U ∈ SU(3). To find the
vortex solutions we need to inspect the equations of motion (1.21). We list them here
again for simplicity
∇iF ij = −igsK3
[
∇jΦΦ† − Φ(∇jΦ)† − 1
3
Tr
(
∇jΦΦ† − Φ(∇jΦ)†
)]
,
∇j∇jΦ = 2
K3
[
−λ2ΦΦ† − 2λ1Tr (Φ†Φ) +m2
]
Φ . (2.5)
To see if this system admits topological vortices as stable solutions we have to inspect
the first homotopy group of the coset space G/H, that is
pi1
(
U(1)B × SU(3)C × SU(3)F
SU(3)C+F × Z3
)
= pi1
(
U(1)B × SU(3)C−F
Z3
)
' Z . (2.6)
The non triviality of pi1(G/H) means that vortices are topologically stable. This result
and the vortex solutions were obtained for the first time in [10].
The fundamental vortex corresponds to a non-trivial closed loop constructed with both
global U(1)B and gauge SU(3)C symmetries. This fact can be easily seen by more closely
inspecting the relevant homotopy group in Equation (2.6). The Z3 factor in the denomina-
tor implies that the smallest loop can be constructed by winding pi/3 into the global group
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and 2pi/3 into the gauge group. More concretely, an ansatz for the vortex configuration
can be written as
Φ(r, ϕ) = exp
(
i
ϕ
3
)
exp
(
−iT 8
√
2
3
ϕ
)
diag(f(r), g(r), g(r))
= ∆cfl
eiϕf(r) 0 00 g(r) 0
0 0 g(r)
 ,
A8iT
8 =
√
2
3
1
g s
ijx
j
r2
[1− h(r)]T 8 , (2.7)
with all the other components of the gauge field vanishing. The profile functions f(r), g(r)
and h(r) satisfy their own equations of motion which can be calculated by plugging (2.7)
into the equations of motion (2.5) of the full theory. These functions are subject to the
following boundary conditions:
f(0) = 0, g′(0) = 0, h(0) = 1, f(∞) = g(∞) = 1, h(∞) = 0 . (2.8)
The vortex above corresponds to the following closed loop in the global-gauge group:
Φ(∞, ϕ) = eiϕ/3e−i
√
2/3ϕT 8Φ(∞, 0) . (2.9)
As can be readily seen from (2.9) the vortex takes winds 2pi/3 into the global U(1)B group
and 4pi/3 into the SU(3)C gauge group. Because of this fact these vortices are often called
semi-superfluid vortices. Although from topological reasons the winding could be also
inside SU(3)F , the minimum energy requirement forces the vortex to wind only into the
gauge group, in order to minimize the covariant derivative term. In fact a global phase
makes the kinetic energy for the scalar field logarithmically divergent. To see this we write
the tension of the vortex as a sum of a divergent term, typical of global vortices, plus a
finite term.
T = Tdiv + Tfin. (2.10)
By inserting the asymptotical value above into the original lagrangian (1.15), we can
extract the logarithmically divergent contribution:
Tdiv = 2pi
∫
rdrTr |∇iΦ|2 ' 2pi
∫
rdrTr
[
1
r
∂ϕΦ + i
1
r
T 8Φ
]
=
=
2pi
N
∆2cfl lnL , r →∞ , (2.11)
where L denotes the typical size of the system.
Semi-superfluid vortices in the CFL phase are also color-magnetic in the sense that
they also carry a non-trivial color flux. For the configuration above we have
Φ8flux =
∮
~A8 · d~l =
√
2
3
2pi
gs
. (2.12)
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Figure 2.1 – Some numerical results for the profile functions h(r), f(r) and g(r), obtained for
different values of the parameters {mg,mχ,mφ} [11]. The red solid line corresponds to h(r),
the green short dashed line indicates f(r), while g(r) profile function is depicted as a blue long
dashed line.
The vortex profile functions are determined by solving the equations of motion. By
plugging the vortex ansatz (2.7) into the equations (2.2), obtaining the following equations
for the profile functions f(r), g(r) and h(r):
f ′′ +
f ′
r
− (2h+ 1)
9r2
f − m
2
φ
6
f(f2 + 2g2 − 3)− m
2
χ
3
f(f2 − g2) = 0 ,
g′′ +
g′
r
− (h− 1)
2
9r2
g − m
2
φ
6
(f2 + 2g2 − 3) + m
2
χ
6
g(f2 − g2) = 0 , (2.13)
h′′ − h
′
r
− m
2
g
3
(
g2(h− 1) + f2(2h+ 1)) = 0 .
These equations have been solved numerically in [11] with the boundary conditions (2.8);
the behavior of the profile functions is reported in Fig. 2.1.
In [10] numerical solutions were found for the first time in the approximation g(r) = 1.
However, this approximation is valid only asymptotically, as the results of [11] show.
The tension of semi-superfluid vortices is logarithmically divergent, as seen from Equa-
tion (2.10). However, finite corrections to this divergence have an important role in the
study of the stability of vortex solutions with electromagnetic coupling. These correc-
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Figure 2.2 – The figure shows the monotonic decreasing of the corrections to the tension of
the vortex as function of the gauge coupling, which in this figure is plot against the mass of
the gauge bosons mg. The blue line corresponds to the “realistic” parameters: µ ∼ 500MeV,
Λ ∼ 200Mev, Tc ∼ 10MeV, T ∼ 0.9Tc, which correspond to ∆cfl =7 Mev, K1 = 9, mφ = 34Mev,
mχ = 17Mev. The red and green lines correspond respectively to (mφ,mχ) = (50Mev,10Mev)
and (mφ,mχ) = (10Mev,50Mev). The logarithmically divergent tension has been cut-off at
a distance L = 0.4MeV−1. Notice that the choice of L is arbitrary. A different value would
correspond to a logarithmic shift in the total tension, but the monotonic decrease of the tension
would be the same, since it is only given by the dependence on gs of the finite term Tfin.
tions are proportional to the inverse of the gauge coupling. The results of the numerical
calculation of these contributions is reported in the plot of Figure 2.2.
2.2 Orientational moduli
The presence of an unbroken non-Abelian global group has important consequences for
the vortices of this system. In the general case the string solution (2.7) breaks SU(3)C+F
further as
SU(3)C+F → SU(2)C+F × U(1)C+F . (2.14)
We can act with color-flavor transformations on the solution (2.7) to construct the most
general vortex configuration
Φ(r, ϕ)general = UΦ(r, ϕ)r¯U
−1 . (2.15)
We then obtain a full set of degenerate configurations given by the following space [14]:
M' SU(3)
SU(2)× U(1) = CP
2 . (2.16)
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This means that every vortex configuration is characterized by the orientation in the
internal space CP 2.
The breaking (2.14) allows for the presence of degrees of freedom of Nambu-Goldstone
bosons. Actually there are zero modes for this configuration. They live only along the
core of the vortex, where the symmetry breaking is effectively realized. These zero modes
are called orientational moduli. For non-Abelian global vortices these modes are non-
normalizable [58], but in this case they are normalizable and the effective action can be
calculated [15].
We now want to discuss in more detail the low energy dynamics of the zero modes. The
moduli space (2.16) is characterized by a 3-components complex vector φ = (φ1, φ2, φ3)
defined up to a phase factor φ ∼ eiθφ. We can schematically represent the space CP 2
in terms of its “toric” diagram, as in Figure 2.3. Each point in the internal part of the
diagram represents a 2-torus generated by the U(1)2 isometry of CP 2. Each point on the
sides represents a torus where a U(1) fiber shrinks. The vertices of the triangles represent
just points in the moduli space. In our notations, the vertices are represented by the 3
diagonal vortex configurations where the winding is concentrated on each diagonal entry
only. We can identify the (1, 0, 0) vortex with the one of (2.7):
(1, 0, 0) :
Φ(r, ϕ) = ∆
eiϕf(r) 0 00 g(r) 0
0 0 g(r)

A8iT
8 =
√
2
3
1
g s
ijx
j
r2
[1− h(r)]T 8
, (2.17)
while the other two vortices are
(0, 1, 0) :
Φ(r, ϕ) = ∆
g(r) 0 00 eiϕf(r) 0
0 0 g(r)

A8iT
8 =
√
2
3
1
g s
ijx
j
r2
[1− h(r)]
(
−1
2
T 8 +
√
3
2
T 3
) , (2.18)
(0, 0, 1) :
Φ(r, ϕ) = ∆
g(r) 0 00 g(r) 0
0 0 eiϕf(r)

A8iT
8 =
√
2
3
1
g s
ijx
j
r2
[1− h(r)]
(
−1
2
T 8 −
√
3
2
T 3
) . (2.19)
The low energy theory living on the vortex worldsheet can be determined as follows.
To construct the effective action we first rewrite the above ansatz for the vortex solution
as
Φ(r, ϕ) = ∆e
iϕ( 1√
3
T0−
√
2
3
T 8)
(
F (r)√
3
T 0 −
√
2
3
G(r)T 8
)
,
Ai(r, ϕ) =
1
g
ijx
j
r2
[1− h(r)]
√
2
3
T 8 , (2.20)
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(0, 1, 0)
(1, 0, 0) (0, 0, 1)
Figure 2.3 – The “toric diagram” of CP 2. The different vortices (1, 0, 0), (0, 1, 0), (0, 0, 1) are
located at the vertices: the winding of these vortices is localized in one of the diagonal entries
in the matrix field Φ, as explained in (2.17), (2.18), (2.19).
with the new fields defined as
F ≡ f + 2g , G ≡ f − g ; (2.21)
we also introduced the matrix
T 0 =
1√
3
13 .
It is convenient to transform the ansatz in the singular gauge
Φ = ∆ei
ϕ
3
(
F (r)√
3
T 0 −
√
2
3
G(r)T 8
)
,
Ai = −1
g
ijx
j
r2
h(r)
√
2
3
T 8 . (2.22)
Color-flavor transformations act on (2.22) as
Φ→ UΦU−1 , Ai → UAiU−1 , U ∈ SU(3)C+F . (2.23)
Following [15] the coordinates of CP 2 are defined as
−U
(√
2
3
T 8
)
U−1 ≡ φφ† − 13
3
≡ 〈φφ†〉 , (2.24)
where φ is a complex 3 components vector and the angle brackets denote the traceless part
of a square matrix. Taking the trace of the above relation we get
φ†φ = 1 , (2.25)
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meaning that there is a redundant phase in the vector φ. This fact ensures that the φ can
be truly identified with the homogeneous coordinates on the CP 2 moduli space.
The effective action can be found by promoting the orientational moduli to dynamical
fields, depending only on the coordinates (z, t), on which the vortex profile functions do
not depend. The form of the effective action can be guessed by a symmetry argument. It
turns out that it has the form of the CP 2 non-linear sigma model
Leff = C gij(ϕ,ϕ∗)∂αϕi∂αϕj , gij(ϕ,ϕ∗) = (δij(1 + |ϕ|
2)− ϕ∗iϕj)
1 + |ϕ|2 , (2.26)
where gij(ϕ,ϕ∗) is the Fubini-Study metric. In this last expression we indicated with
(ϕ,ϕ∗) the inhomogeneous coordinates of CP 2. The overall coefficient, called the Kahler
class in the context of Kahler geometry, must be calculated from the full theory. If C is
finite the orientational moduli are normalizable, otherwise they are non-normalizable.
To construct the full effective action we have to resume the dependence on (t, z) in the
original lagrangian (1.15). The full lagrangian of the system is then
Lfull =Tr
[
−1
2
F0mF
0m − 1
4
FmnF
mn
]
+ Tr
[
∇αΦ†∇αΦ +m2Φ†Φ− λ2(Φ†Φ)2
]
− λ1Tr [Φ†Φ]2 (2.27)
where α = 0, 1, 2, 3 and m,n = 1, 2, 3. Now we substitute the color-flavor transformed
solution (2.23) intro this lagrangian. Some of the terms, namely the ones containing
only m,n, α = 1, 2 derivatives, contribute only to the tension of the string when (2.27)
is integrated on (x1, x2) subspace. The other terms contain moduli derivatives and are
important for the effective action. We then write the effective lagrangian, up to second
order in the derivatives of the zero modes, as
Leff =
∫
dx1dx2Tr
[
−1
2
FiηF
iη +∇ηΦ†∇ηΦ
]
, (2.28)
where η = 0, 3 and Φ = Φ(φ(xη)), Am=1,2 = Am=1,2(φ(xη)). The dependence of these
fields on the moduli is derived from (2.23) as
Φ = ∆ei
ϕ
3
(
F (r)√
3
13 +G(r)〈φ(xη)φ†(xη)〉
)
,
Am=1,2 =
1
g
ijx
j
r2
h(r)〈φ(xη)φ†(xη)〉 . (2.29)
The gauge fields Aη(φ(xη)) are zero in the solution (2.20), but they are needed when moduli
parameters depend on the coordinate to maintain the energy finite. Following [59, 15] an
ansatz can be made for these fields
Aη(φ(xη)) = i
ρ(r)
g
[
〈φφ†〉, ∂η〈φφ†〉
]
, (2.30)
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where ρ is a function which has to satisfy its own equation of motion shown below. By
plugging (2.29) and (2.30) into (2.28) we finally obtain
Leff = C
[
∂ηφ†∂ηφ+
(
φ†∂ηφ
)(
φ†∂ηφ
)]
, (2.31)
which is the lagrangian of a CP 2 non-linear σ-model. The constant C is fully determined
by the profile functions of the solution as
C =
4pi
g2
∫
dr
r
2
[
2g2∆2
(
(1− ρ)(f − g)2 + ρ
2
2
(f2 + g2)
)
+
(1− ρ)2h2
r2
+ ρ′2
]
. (2.32)
Minimizing (2.32) require ρ to satisfy the equation
ρ′′ +
ρ′
r
+ (1− ρ)h
2
r2
− 2g
2∆2
2
[
(f2 + g2)ρ− (f − g)2] = 0 , (2.33)
together with the boundary conditions
ρ→
{
1 r → 0
0 r →∞ . (2.34)
By using the numerical solutions for the profile functions (f(r), g(r), h(r)), we can solve
numerically (2.33) and calculate (2.32). From these calculations it can be seen that C is
always finite: the modes are normalizable [15].
2.3 Strange quark mass effects
In this Section we want to clarify what happens when the strange quark mass is con-
sidered as a perturbation in the CFL phase, following [56]. The CFL phase is realized
only when the quark masses are all negligible compared with the energy scale fixed by
the chemical potential. However, a non zero but small quark mass can be considered as a
stress on this phase.
When µ ms  mu,d ' 0, the time dependent Landau-Ginzburg lagrangian near the
critical temperature Tc is given by:
LLG = Tr
[
K0∇0Φ†∇0Φ−K3∇iΦ†∇iΦ
]
− 1
4
FµνF
µν − VLG , (2.35)
where we have defined
VLG =Tr
[
Φ†
((
m2 +
2
3
)
I3 + X3
)
Φ
]
+ β1
[
Tr
(
Φ†Φ
)]2
+ β2Tr
[(
Φ†Φ
)2]
. (2.36)
All the conventions on the quantities appearing in the lagrangian are the same described
in (1.16). We introduced here the matrix X3 = 12 diag(0, 1,−1). The term
Tr
[
Φ†X3Φ
]
(2.37)
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in (2.36) originates form the deformation of the Fermi surface due to the nonzero strange
quark mass, subject to the electric and color charge neutrality requirement. The value for
 obtained in weak coupling calculations [53, 55, 60] is
 = N(µ)
m2s
µ2
log
µ
Tc
, N(µ) =
µ2
2pi2
. (2.38)
Of course, the presence of the new term (2.37) changes the VEV of the Φ field compared
to fully symmetric CFL phase. In the vacuum the order parameter field is no longer
proportional to the identity matrix, but can be written as
〈Φ〉 =
[(
−m
2
8λ1
− 
12λ1
)
− 
2λ1
X3
] 1
2
=
∆1 0 00 ∆2 0
0 0 ∆3
 . (2.39)
We focus on the case when   m2, so that the effect of X3 can be regarded as a
perturbation to the ground state of the CFL phase. However, even if we neglect this
perturbation to determine the ground state, the VEV of Φ in this case is changed from
〈Φ〉 = ∆cflI3 to
〈Φ〉 = ∆¯sI3 , ∆¯s =
√
−m
2
8λ1
− 
12λ1
. (2.40)
Also the mass spectrum is changed from (1.20) to
m2g = 2g∆¯sK3 , m
2
1 = −
2
K3
(
m2 +
2
3
)
, m28 =
4λ1∆¯
2
s
K3
. (2.41)
Because of the fact that ∆3 > ∆1 > ∆2, the symmetry group H in (2.3) is broken as
H = SU(3)C+F
ms→ U(1)2V . (2.42)
We already discussed the non-Abelian vortex solutions when the VEV of Φ is propor-
tional to the identity. We are now interested in finding the effect of the strange quark
mass on the worldsheet theory of the orientational moduli. Since the term X3 breaks
the non-Abelian global symmetry H = SU(3)C+F , the orientational moduli are lifted. An
effective potential appears over the CP 2 moduli space, removing the degeneracy between
the modes.
To recover the expression for the effective potential it is enough to plug into the po-
tential
Vs = Tr
[
Φ†X3Φ
]
(2.43)
the expression (2.29) for Φ and integrate over the transverse directions to obtain
VCP 2 = 
∫
d2xTr
[
Φ†X3Φ
]
= D
(|φ3|2 − |φ2|2) , (2.44)
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Figure 2.4 – The effective potential on the CP 2 is plotted in the |φ2|2 vs |φ3|2 plane. The
coloring represents the height of the potential [56].
where we defined
D = pi∆¯2s
∫ ∞
0
dr r
(
g2 − f2) . (2.45)
We note here that D is always finite and positive. The difference (g2−f2) in fact is always
positive and is exponentially small as r goes to infinity; this fact ensures that the effective
potential is well defined.
Figure 2.4 reports a plot of the effective potential over the CP 2 space parametrized by
(φ1, φ2, φ3). The minimum of the potential is at the point (φ1, φ2, φ3) = (0, 1, 0) and then
only the vortex identified by this point on the moduli space is stable. All the other vortices
are unstable and tend to decay into the (0, 1, 0) vortex. Because the string tension is pro-
portional to the pairing gap, the (0, 1, 0) vortex has the lower tension, being proportional
to the smallest gap ∆2. This matches with the form of the effective potential.
From the analysis above it is also possible to estimate the lifetime of the unstable
vortices. We concentrate on the decay of the (1, 0, 0) vortex, sitting at the bottom-left
corner of Fig. 2.4, into (0, 1, 0) one. The result is general and is valid for the (0, 0, 1)
vortex as well. We set φ3 = 0, considering only the CP 1 submanifold into CP 2. This
submanifold can be parametrized with the inhomogeneous coordinate u(t) ∈ CP 1 as
(φ1, φ2) =
(
1√
1 + |u|2 ,
u√
1 + |u|2
)
. (2.46)
Plugging (2.46) into the low energy effective lagrangian (2.31) with the effective potential
(2.44) yields [56]
LCP 1 = CK0
|u˙|2
(1 + |u|2)2 +D
|u|2
1 + |u|2 . (2.47)
From (2.44), a characteristic time scale can be extracted. It is expressed as
τ =
√
CK0/D . (2.48)
24 Non-Abelian vortices
2.4 Non-perturbative potential
The effects of the nonperturbative dynamics of the quantum fluctuations of the zero
modes living along the vortex are the content of this section, following Ref. [57]. It is
investigated the possibility of the existence of monopoles in the CFL phase, similarly to
the ones studied in the context of N = 2 supersymmetric U(N) gauge theories. In that
setting the magnetic monopoles arise in the Higgs phase, where the squark mass leads
to the dynamical symmetry breaking pattern U(N) → U(1)N and supports monopoles
characterized by [7, 61, 62]
pi2
(
U(N)
U(1)N
)
= ZN . (2.49)
However, in the real QCD as shown in [56] a non-zero strange quark mass breaks just
explicitly the SU(3) symmetry down to U(1)2. This means that ordinary QCD does
not support dynamically the existence of monopoles. For this reasons it is important to
see if the nonperturbative quantum fluctuations of the orientational moduli can support
monopoles.
Unfortunately the solution of the non-linear CP 2 sigma model is not known so far,
while the CP 1 model is solved exactly [63]. However we can consider the large N solution
of the CPN−1 model at the leading order in 1/N following [64, 65]. Owing to the similarity
between the solutions of the CP 1 and the CPN−1 sigma models, the solution of the CP 2
sigma model should be approximately given by the solution of the CPN−1 sigma model,
with taking N = 3 at the end.
We start by introducing in the effective action an auxiliary gauge field Aα, where
α = 0, 3, obtaining:
Leff = (∂α − iAα)φ† (∂α − iAα)φ , (2.50)
by maintaining the constraint φ†φ = 1. Equation (2.50) resembles a U(1)D gauge model,
where a “dummy” (D) gauge symmetry is present. The transformation corresponding to
this gauge group is
φ→ eiθφ , Aα → Aα − ∂αθ . (2.51)
A Lagrange multiplier is needed in the lagrangian to implement the constraint on φ. We
then end up with
Leff = (∂α − iAα)φ† (∂α − iAα)φ− σ
(
φ†φ− 1
)
. (2.52)
We can now rescale the variables φ and φ† as
φ→
(
1
C0C3
) 1
4
φ , φ† →
(
1
C0C3
) 1
4
φ† , (2.53)
to obtain a simple form for the partition function of the model, which reads as:
Z =
∫
DφDφ†DAαDσ eiS , (2.54)
2.4 – Non-perturbative potential 25
where S is the action
S =
∫
dx0dx3
[
(∂α − iAα)φ† (∂α − iAα)φ− σ
(
φ†φ− N
3
√
C0C3
)]
. (2.55)
By integrating out φ and φ† the partition function is reduced to
Z =
∫
DAαDσ exp
[
−NTr ln
(
− (∂α + iAα)2 − σ
)
+ i
N
3
√
C0C3
∫
dx0dx3σ
]
. (2.56)
The Lorentz invariance implies Aα = 0 and constant σ. We now vary the partition function
with respect to σ and obtain, to the leading order in 1/N , the gap equation
i
√
C0C3
3
+
∫ Λ=∆ d2k
(2pi)2
1
k2 − σ + i = 0 . (2.57)
The quantity ∆ appearing in the integral is the cutoff of the low energy theory. Namely
∆ is the mass gap of the quasiparticles of quarks in the Landau-Ginzburg theory. By
performing the integral (2.57) we find
M2 ≡ σ ∼ ∆2e−4pi
√
C0C3/3 . (2.58)
By looking back at Equation (2.55), we can identify M with the mass of φ and φ† induced
by quantum effects.
We now consider the fluctuations around the saddle point Aα = 0 and σ as in (2.58). To
this end, the partition function has to be expanded in Aα and σ, limiting to the quadratic
terms, the only relevant at the leading order in 1/N considered here. The expansion of the
functional determinant in the partition function can be constructed in terms of Feynman
diagrams, from which it turns out that, at the leading order in the 1/N expansion, only
the one-loop level diagrams of the propagator of Aα are needed. A kinetic term for the
field Aα is generated dynamically, and the lagrangian including quantum corrections is
written as
Lqeff = (∂α − iAα)φ† (∂α − iAα)φ−M2φ†φ−
N
48piM2
F 2αβ . (2.59)
By rescaling Aα as
Aα →
√
12piM2
N
Aα , (2.60)
we cast the lagrangian in the following form
Lqeff =
(
∂α − iAαM
√
12pi
N
)
φ†
(
∂α + iAαM
√
12pi
N
)
φ−M2φ†φ− 1
4
F 2αβ . (2.61)
From (2.61) we see that φ and φ† have the effective charges under the U(1) gauge symmetry
±M√12pi/N . The potential confining φ and φ† is
V (x, y) =
12piM2
N
|x− y| . (2.62)
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The vacuum structure of the CPN−1 model can be realized by looking at the θ-
dependence of the theory [66, 67, 59]
Lθ = θ
2pi
M
√
12pi
N
αβ∂αAβ , (2.63)
where the gauge field Aα is the one after rescaling (2.60). The vacuum energy E(θ) is of
order N in the large-N limit and can be written as
E(θ) = Ncf
(
θ
Nc
)
. (2.64)
Here f(θ) is an even function of θ due to the CP symmetry under which θ transforms as
θ → −θ. E(θ) must also satisfy the periodicity
E(θ) = E(θ + 2pi) . (2.65)
The two conditions above can be satisfied at the same time only if E(θ) is a multibranched
function as
E(θ) = N min
k
f
(
θ + 2pik
N
)
, (k = 0, 1, · · · , N − 1) . (2.66)
Expanding f(θ) = f(0) + (1/2)f ′′(0)θ2 + · · · and considering that higher order terms in θ
are suppressed at large N in Equation (2.66), the vacuum energy at θ = 0 is given by
E(0) = E0 + C
M2
N
k2, (k = 0, 1, · · · , N − 1) , (2.67)
with some constant C. Therefore, there exist N local minima among which only one is a
true ground state while the others are quasivacua, see Fig. 2.5.
It is now natural to interpret φ and φ† as a kink and an antikink interpolating the
adjacent local minima on a vortex, respectively [65]. By considerations relative to the
codimension, we can identify this bound state with a monopole-antimonopole bound state
of the original 3 + 1 dimensional theory, according also to its neutrality under the U(1)D
symmetry of the CP model. The situation is depicted in Fig. 2.5, where a monopole
and an antimonopole are confined by the linear potential into a mesonic bound state. A
similar understanding has been demonstrated in [68] based on the comparison with the
SUSY QCD.
For N = 2, φ (φ†) represents one (anti)kink, interpolating between two neighboring
vacua of the CP 1 model, as can be seen in Fig. 2.5(a). Each of them corresponds to
one (anti)monopole in the bulk. For N = 3, which is the case of the CFL phase, one
(anti)monopole is a composite state of N − 1 = 2 (anti)kinks, each of which has one
complex moduli (position and phase), as seen in Fig. 2.5(b).
In the next Chapter the effects on the vortices are determined and the effects of the
coupling to the electromagnetic field are discussed. Electromagnetic interactions are re-
sponsible for the generation of another energy potential among the vortex solutions. All
the various kind of potentials are compared, to establish which is the most stable vortex
solution we can expect to be predominant in the CFL phase.
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Figure 2.5 – A schematic illustration of the nonperturbative potential and kinks interpolating
between the ground state and the metastable states, in the cases of (a) Nc = 2 and (b) Nc = 3.
Kinks (φ and φ†) can be identified with monopoles (M and M¯) from the bulk 3 + 1 dimensional
point of view. The total configuration is a bound state of a monopole and an antimonopole [57].

3
Vortices and electromagnetic
coupling
As explained in Chapter 1, the gauge field related to U(1)em and the one associated with
T 8 in SU(3)C mix with each other in two linear combinations. One of these remains
massless after symmetry breaking in the ground state, while the other becomes massive.
This phenomenon has the effect of removing the degeneracy between vortices which can
be found in the pure color case. There is a splitting in energy between the three vortices
sitting at the corners of the toric diagram depicted in Fig. 2.3. This is the content of
Section 3.1.
In Section 3.2 the potential induced by electromagnetic interactions is derived and
compared with the ones arising from the perturbation of a non-vanishing strange quark
mass and from the quantum effects on the vortex world sheet. Section 3.3 summarizes the
results obtained.
In what follows we refer to the case with electromagnetic interactions as the “coupled”
case, while we call “un-coupled” the CFL phase without electromagnetic coupling.
This Chapter is based on the results contained in the author’s work [36].
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3.1 Electromagnetic interactions
As discussed in Section 1.1.3, the introduction of electromagnetic interactions is un-
equivocal once we look at the charge structure of the order parameter. The charges of
each column of Φ are respectively Qem(Φ) = (−2/3, 1/3, 1/3) and electromagnetic gauge
transformations can be implemented by a right multiplication generated by:
Φ→ ΦeiαT em , T em = 1
3
diag(−2, 1, 1) , T 8 =
√
3
2
T em . (3.1)
The Landau-Ginzburg with the electromagnetic coupling can be expressed as
L = Tr
[
−1
4
3
2
F emij F
emij − 1
4
FijF
ij +K3∇iΦ†∇iΦ− λ2(Φ†Φ)2 +m2Φ†Φ
]
+
− λ1(Tr [Φ†Φ])2 − 3m
4
4(3λ1 + λ2)
, (3.2)
where the coefficient in front of the kinetic term for the electromagnetic field is due to the
different normalization for the T em generator; we have also used the following conventions:
F emij = ∂iA
em
j − ∂jAemi , Aemi = Aemj T em,
∇iΦ = ∂iΦ− igsAiΦ− ieΦAemi . (3.3)
The ground state of the theory is unchanged with respect to the un-coupled case:
〈Φ〉 = ∆cflI3 , (3.4)
The flavor symmetry SU(3)F is broken, even if we still consider all quarks to be mass-
less. Actually, introducing electromagnetic interactions is equivalent to gauging a U(1)F
subgroup of the SU(3)F flavor symmetry:
SU(3)F
T em−→ SU(2)F × U(1)em . (3.5)
The full set of symmetries of the CFL phase of QCD with electromagnetic interactions is
thus given by the following (we omit chiral symmetry):
G = U(1)B × U(1)em × SU(3)C × SU(2)F . (3.6)
As previously discussed in Section 1.1.3, the gauge fields proportional to T 8 and T em
generators combine into a massive and a massless linear combinations as
AM = cos ζA
em − sin ζA8 ;
A0 = sin ζA
em + cos ζA8 , (3.7)
written in terms of a mixing angle ζ
cos ζ =
√
e2
e2 + 3g2s/2
≡ e
gM
. (3.8)
3.1 – Electromagnetic interactions 31
Notice that the mixing above is really meaningful only when the left action of T 8 and the
right action of T em are really equivalent, which means for diagonal configurations of the
order parameter Φ. In this case, we can write the covariant derivative like:
∇i → ∂i − igMAMi . (3.9)
Because of this non-trivial mixing, the masses of gluons are not equal in the CFL phase:
m2a = 2g
2
s∆
2
cflK3, m
2
8 = 2g
2
M∆
2
cflK3 , (3.10)
where a runs from 1 to 7 and m8 is the mass of the gluon related to the generator T 8.
Apart from the unbroken gauge U(1) symmetry, the CFL ground state Equation (3.4)
has the following diagonal color-flavor symmetry
Hem = SU(2)C+F . (3.11)
This reduced symmetry is crucial to understand the property of the moduli space of non-
Abelian with electromagnetic coupling.
“Coupled” color-magnetic flux tubes
We approach the study of vortices in the CFL phase when they are coupled to electro-
magnetic fields in the most general way, starting from their topological classification. The
most general vortex is related to all the possible non-trivial loops in the vacuum manifold.
The result is the same as for non-Abelian vortices discussed in Chapter 2 and it is not
changed by the presence of U(1)em coupling
pi1(Mvac) = pi1 (G/H) = pi1
(
U(1)B × SU(3)C−F
(Z3)C−F+B
)
' Z . (3.12)
The Z3 factor above is crucial to have semi-superfluid vortices with non-Abelian fluxes.
This is due to the fact that the smallest non-trivial loop has to wind in both the global
baryonic and gauge symmetry group. The electromagnetic coupling has no effect on the
topological considerations, because we can always unwind an electromagnetic phase by
using the unbroken gauge group U(1)0. However, in the un-coupled case we have a full
SU(3) isometry that we can use to generate all the possible vortex configurations starting
with an arbitrarily chosen one, as discussed in Section 2.2. On the other hand, in the
coupled case we only have a residual SU(2) isometry, which is not enough to exhaust
all possible solutions. For example, the vortex in Equation (2.17) is invariant under this
symmetry. In the toric representation of Fig. 2.3 the SU(2) isometry transforms points of
the triangle along lines parallel to the long diagonal side.
Let us make this discussion more concrete. A closed loop in the gauge/baryon group
is given by the following transformation on the order parameter, where ϕ is the angle
coordinate of the space:
〈Φ(∞, ϕ)〉 = eiθ(ϕ)eiγa(ϕ)Ta 〈Φ(∞, 0)〉 eiα(ϕ)T em
⇓ ϕ = 2pi
eiγ
a(2pi)Ta = e−iθ(2pi)e−iα(2pi)T em , (3.13)
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where θ, γa and α are monotonically increasing functions. The second line is an equation
for the possible symmetry transformations giving a closed loop, or, equivalently, a possible
vortex configuration. Notice that existence and stability of vortices related to various solu-
tions of the equation above can in principle be only inferred by a direct study of equations
of motion. It is possible to determine all the solutions of Equation (3.13), for example
using an explicit parameterization of the elements of SU(3). In what follows we analyze
three types of solutions that cannot be related by SU(2) color-flavor transformations:
“BDM” Vortex The vortex solution studied by Balachandran, Digal and Matsuura in Ref. [10].
This vortex winds only around T 8 and T em generators.
“CP 1” Vortices This vortices wind around T 8 and T em generators, but also around T 3 direction
in SU(3)C
“Pure Color Vortex” This vortex has the same properties of the solutions studied in Chap-
ter 2. It is characterized by a closed loop generated by the generators of SU(3)C which do
not commute with T 8.
We start our discussion with the “BDM” vortex.
The “BDM” vortex
Here, we describe the vortex configuration studied for the first time by Balchandran, Digal
and Matsuura in [10]. In the following we shall refer to this solution as the “BDM” vortex.
To generate a vortex configuration the order parameter field Φ has to make a complete
closed loop inside the symmetry group. A possibility is the path generated by T 8 in
SU(3)C and the electromagnetic T em alone:
eiγ
8(ϕ)T 8 = e−iθ(ϕ)e−i α(ϕ)T em
⇓ ϕ = 2pi
γ8(2pi)/
√
6 + α(2pi)/3 = −2pi/3, θ(2pi) = 2pi/3 . (3.14)
The equation above determines the phases γ8 and α only up to a linear combination. This
is a consequence of the fact that the two generators T 8 and T em are proportional and
indistinguishable from each other on diagonal configurations. The configuration above is
invariant under SU(2) color-flavor transformations.
Since we only need T 8 to generate the correct winding for this vortex, we can restrict
the action (3.2) to include only the gauge fields A8 and Aem, by keeping all the other gauge
fields to zero. Formally the action reduces to that of a U(1) × U(1) gauge theory, which
we can then express in terms of the massless and massive combinations (3.7):
SU(3)C × U(1)em → U(1)8 × U(1)em ' U(1)0 × U(1)M , (3.15)
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where the arrow means that we truncate the model to its Abelian subalgebra. The re-
stricted Lagrangian reads
L = Tr
[
−1
4
3
2
F 0ijF
0ij − 1
4
3
2
FMij F
Mij
]
+ Tr
[
K1∇iΦ†∇iΦ− λ2(Φ†Φ)2 +m2Φ†Φ
]
− λ1(Tr [Φ†Φ])2 − 3m
4
4(3λ1 + λ2)
, (3.16)
with
∇i = ∂i − igMAMTM , gM ≡
√
e2 + 3g2s/2 , T
M ≡ TEM , (3.17)
which is applicable only for diagonal configurations for the order parameter Φ. In the action
above, the massless field decouple completely, as expected, while the massive field AM
couples to Φ in the standard way. The BDM vortex is constructed analogously to (2.17)
with the only difference from the un-coupled case being the new coupling constant gM
instead of gs:
Φ(r, ϕ)bdm = ∆cfl
eiϕf(r) 0 00 g(r) 0
0 0 g(r)
 ,
AMi T
M =
1
gM
ijx
j
r2
[1− h(r)]TM , A0i = 0 . (3.18)
As mentioned in Section 2.1, the tension of the vortex decreases monotonically with the
gauge coupling. Since we have gM > gs, the BDM vortex has a smaller tension as compared
to the corresponding vortex in the un-coupled case.
The “CP 1” vortices
There is another possibility to generate a vortex configuration. It is possible to construct
a closed loop generated by winding in the SU(3)C group around the T 3 direction too, in
addition to T 8 and T em. This configuration is analogous to the (0, 1, 0) or (0, 0, 1) vortices
explained in Section 2.1. We can consider
ei(γ
3(ϕ)T 3+γ8(ϕ)T 8) = e−iθ(ϕ)e−i α(ϕ)T em
⇓ ϕ = 2pi
γ8(2pi)/
√
6 + α(2pi)/3 = pi/3, γ3(2pi) = ±√2pi, θ(2pi) = pi/3. (3.19)
The configuration above is not preserved by color-flavor transformations, and a whole
family of solutions, constituting the orientational moduli space, can be generated by using
SU(2) color-flavor transformations. In fact, the most general configuration of this type is
in the form:
γ3(2pi)T 3 → γb(2pi)T b |γb| =
√
2pi, b = 1, 2, 3 , (3.20)
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where → denotes a replacement; the T a above are the generators of SU(3) that commute
with T 8 and form an SU(2) subgroup.
We have identified a vortex configuration which is a solution of the equations of motion
that corresponds to these new boundary conditions. To see this, we notice that, similarly
to the previous case, we can consistently restrict the action to include only the gauge fields
corresponding to generators commuting with T 8. This corresponds to formally reduce to
the case
SU(3)C × U(1)em → SU(2)C × U(1)8 × U(1)em ' SU(2)C × U(1)0 × U(1)M , (3.21)
similarly to what we have done for the BDM case. The truncated lagrangian now is the
following:
L = Tr
[
−1
4
3
2
F 0ijF
0ij − 1
4
3
2
FMij F
Mij − 1
4
F bijF
bij
]
+ Tr
[
K1∇iΦ†∇iΦ− λ2(Φ†Φ)2 +m2Φ†Φ
]
− λ1(Tr [Φ†Φ])2 − 3m
4
4(3λ1 + λ2)
;
∇i = ∂i − igMAMTM − igsAbT b , b = 1, 2, 3 ; [T b, T 8] = 0 , (3.22)
where the index b is relative to the SU(2)C factor. As seen before, the massless combination
decouples completely, and we can be set to zero without loss of generality. The simplest
vortex configuration of the type considered here has the following diagonal form:
Φ(r, ϕ)CP 1+ = ∆cfl
 g1(r) 0 00 eiϕf(r) 0
0 0 g2(r)
 ,
AMi T
M = −1
2
1
gM
ijx
j
r2
[1− h(r)]TM ,
A3iT
3 =
1√
2
1
g s
ijx
j
r2
[1− l(r)]T 3 . (3.23)
As explained in Equation (3.20), we can generate a full CP 1 of solutions by applying
SU(2)C+F rotations to the configuration above. Once the ansatz (3.23) is inserted into the
equations of motion, we get the equations written in the Appendix. We have numerically
solved these equations, and determined the energy of the vortex configuration. The tension,
as schematically shown in Fig. 3.1, is higher for the CP 1 vortices than for the BDM vortex.
This result can be intuitively understood if we recall the observation of Section 2.1, where
we noticed that the tension of a color vortex decreases monotonically with the gauge
coupling. The CP 1 vortex is built with both gs and gM couplings, thus, the interactions
depending on gs < gM contribute to increase the tension with respect to a vortex built
exclusively from gM .
Since the CP 1 vortex is a solution of the equations of motion, it is a critical configu-
ration for the energy density functional. In Section 3.2, we shall argue that it must be a
local minimum, and thus a metastable configuration.
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“Pure color” vortex
A class of vortices, however, is untouched by the electromagnetic coupling. If the loop is
generated by winding around the generators of SU(3)C which do not commute with T 8,
we get vortices which are not related to the previous ones, because of the U(1)em coupling.
In terms of the vector |γa| introduced above, the two previous cases correspond to |γa| = 0
and |γa| = √2pi. These are the only two cases for which a non-trivial electromagnetic
phase is allowed. In all the other cases, we must have:
eiγ
a(ϕ)Ta = e−iθ(ϕ);
⇓ ϕ = 2pi
θ(2pi) = 2pi/3, α(2pi) = 0 . (3.24)
We label this vortex solution with the term “pure color” because it does not involve elec-
tromagnetic transformations, and is thus equivalent to the well-known case of pure color
vortices without the electromagnetic coupling. Notice that this case spans a whole CP 2,
while SU(2) color-flavor transformations generates only CP 1 orbits (apart from the case
where only γ8 is non-zero, which is invariant).
We want to stress that the cases listed above are just a consequence of boundary
conditions when we search for closed loops at spatial infinity. Moreover, all the cases are
topologically equivalent. In the “pure color” case the boundary conditions are the same
as the case without electromagnetic coupling. This means that at infinity, only the non-
Abelian gauge fields gives non-trivial winding, and thus non-vanishing fluxes, while the
electromagnetic gauge field is zero everywhere. However, this situation is generically not
compatible with the coupled equations of motion. An easy way to see this is the fact that
boundary conditions in the pure color case imply a non-zero flux for the massless field A0i .
Since A0i is massless and the related symmetry is unbroken, there is no topology, compatible
with the equations of motion, stabilizing and confining the flux. We thus expect that no
solutions exist in general for the pure case. However, a special configuration that we call
“pure color vortex” is an exception to this statement. This configuration is defined as the
one corresponding to the following boundary conditions:
eiγ
a(2pi)Ta = e−iθ(2pi) ; γ8 ≡ 0 . (3.25)
Notice that the conditions above are perfectly consistent. We can take any configuration
of γa phases and set γ8 to zero using a gauge(-flavor) transformation. This means that we
can consistently set:
A8i = A
em
i = 0, ⇒ AMi = A0i = 0 . (3.26)
In fact, Aemi = 0 means that for the pure color vortex we can consistently restrict the action
by simply dropping all the terms involving Aemi . As a consequence, the pure color vortex is
exactly the same configuration as we get in the un-coupled case. Moreover, it satisfies the
full equations of motion of the coupled case, because of the consistent restriction. Notice
that the dependence of the electromagnetic gauge coupling disappears also completely from
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the restricted action. This means that the tension of the pure color vortex is also the same
as the tension of the un-coupled vortices, involving only gs. As represented in Fig. 3.1, the
tension of this vortex is larger than both the BDM and the CP 1 vortices.
Because of this very fact we are lead to conclude that the pure vortex is in fact a
stationary point for the energy functional, but it corresponds to a local maximum. Both
the BDM and the CP 1 vortices are on the other hand local minima, with the BDM vortex
being the absolute minimum. The CP 1 vortices are however metastable, and if long-lived
can play a crucial role to the physics of the CFL superconducting phase together with the
BDM vortex. The whole situation is schematically summarized in Fig. 3.1. Numerical
values of the tensions are compared as
Tpure − Tbdm = 0.0176MeV2, Tpure − TCP 1 = 0.0044MeV2 , (3.27)
for the same “realistic” choice of parameters made in Fig. 2.2, where in addition we have
chosen mG = 92 MeV and a value for the electromagnetic coupling constant of e2 = 1/137.
Notice that the expressions shown above do not depend on the infrared regulator L. The
diverging parts of the tensions, in fact, are equal and cancel out in the differences.
We conclude this Section by recalling that the low energy physics of an uncoupled color
vortex is described by a CP 2 non-linear sigma model, as discussed in Section 2.2. When
the electromagnetic coupling is taken into account, the effective theory should become a
U(1) gauged CP 2 model [69], where the effective potential sketched in Fig. 3.1 has to be
included.
Magnetic fluxes
There are two main differences between color magnetic flux tubes with and without electro-
magnetic coupling. The first one, as we have already examined, is the lifting of the moduli
space CP 2 to leave the stable BDM vortex and the family of metastable degenerated CP 1
vortices. The second is the fact that coupled vortices now carry a non-trivial electromag-
netic flux. This is given by the fact that coupled vortices are made of the massive field
AMi , which is in turn a linear combination of color and electromagnetic gauge fields.
The BDM vortex carries a quantized AMi flux:
ΦMbdm =
∮
~AM · d~l = 2pi
gM
. (3.28)
Because of the mixing in the ground state, this means the following non-quantized fluxes
for the color and electromagnetic fields:
Φ8bdm =
√
2
3
1
1 + δ2
2pi
gs
, Φembdm =
δ2
1 + δ2
2pi
e
, δ2 ≡ 2
3
e2
g2s
. (3.29)
The fluxes of the CP 1 vortices can be similarly determined:
ΦMCP 1 = −
1
2
ΦMbdm ⇒ Φ8CP 1 = −
1
2
Φ8bdm, Φ
em
CP 1 = −
1
2
Φembdm,
Φ3CP 1+
=
∮
~A3 · d~l = 1√
2
2pi
gs
, Φ3CP 1−
= −Φ3CP 1+ . (3.30)
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CP 1 vortex
CP 1− ∼ b¯
BDM vortex ∼ r¯ CP 1+ ∼ g¯
Tpure
T
TBDM
TCP1
pure color
vortex
Figure 3.1 – The three different special vortex solution explained in the text. The BDM vortex
sits in the bottom left corner of the toric diagram and has the lowest tension. The other
two diagonal vortices are located at the remaining corners and are connected by color-flavor
transformations. All the upper right edge of the diagram represents the whole family of vortex
configurations related by this SU(2)C+F transformations, namely a CP 1 moduli space. This
vortices have a slightly larger tension compared to the BDM configuration. The dashed line
in the middle of the diagram corresponds to vortices not winding along T 8 direction in color
group. These vortices have the largest tension and do not involve electromagnetic gauge field.
We reported a qualitative behavior of the potential between these solutions under the diagram.
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r¯
↓
BDM
g¯
↓
CP 1+
b¯
↓
CP 1−
Figure 3.2 – The three different types of vortices we consider. The BDM vortex is labelled as
anti-red r¯ vortex as explained in the text, and carries twice electromagnetic flux compared to
the other solutions, the anti-blu b¯ and anti-green g¯ vortices.
Moreover, the quantized circulations of the BDM and CP 1 vortices are the same as that
of usual un-coupled vortices, and equal to cB/3.
Notice that the expressions determined above imply that a color-neutral bound state
of vortices necessarily carries also no electromagnetic flux, and vice versa. In particular,
in the un-coupled case we need at least a bound state of the three different vortices,
((1, 0, 0), (0, 1, 0), (0, 0, 1)) ≡ (r¯, g¯, b¯) to obtain a color-less state, which is nothing but
the U(1)B vortex. In the coupled case, this “minimal” color-less bound state is obtained
with the combination (BDM, CP 1+, CP 1−). The bound state carries an integer circulation
cB = 1.
Quantum mechanical decay
As we have seen, the CP 1 vortices are classically metastable because of the potential
barrier by the presence of the pure color vortex. However here we show that the CP 1
vortices are quantum mechanically unstable, and they can decay to the BDM vortex by
quantum tunneling. We estimate this decay probability.
As discussed in the previous subsections, we do not expect static solutions of the
equations of motion apart from the BDM, the CP 1 and the pure color vortices. However,
we can try to define an effective potential interpolating between the three types of solutions.
At generic orientations, boundary conditions are the same as those for the un-coupled
vortices. In fact, exactly the un-coupled vortex evaluated on the coupled action (3.2) gives
the same tension as that of un-coupled vortices. This value of the tension is an upper
bound for vortex configurations that have a fixed boundary condition corresponding to a
generic point in CP 2. The tension of the configuration that really minimizes the energy,
for that fixed boundary conditions, defines an “effective” potential on the CP 2 moduli
space induced by the electromagnetic interactions. Moreover, since the tension of vortices
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is mainly modified by the contribution of the mixed AMi , which couples with a larger gauge
coupling, we expect the qualitative behavior of the effective potential to be of the form
represented in Figure 3.1
This qualitative picture is enough to address some important features of coupled color-
magnetic flux tubes. The fact that the potential has more than one local minimum allows
for the existence of kinks interpolating between the two vortices corresponding to the
various (meta)stable configurations; these kinks are interpreted as confined monopoles.
Moreover, the presence of kinks, and the higher tension of CP 1 vortices with respect
to the BDM vortex, implies a decay rate of the former vortices into the latter through
quantum tunneling. This tunneling proceed by enucleation of kink/anti-kinks pairs along
the vortex [70, 71, 72] and it is similar to the quantum decay of a false vacuum in 1+1
dimensions [72]. An analogous situation arises for pure color vortices [57, 73], where the
potential is generated by quantum non-perturbative effects of the CP 2 non-linear sigma
model.
The decay rate can be roughly estimated in our case by following the arguments of
Refs. [70, 72]. The enucleation of a couple of kinks costs an energy of order Mkink. More-
over, they are created at a critical distance Lcrit such that the energy cost for the pair
production is balanced by the energy gain due to the presence of an intermediate vortex
with smaller tension: Lcrit∆T ∼Mkink. The decay probability rate per unit length is thus:
P ∼ e−M2kink/∆T . (3.31)
We now apply the formula above to our specific case. The mass of the kinks can be
estimated as being of the order of the square root of the height of the potential times the
“size” β of the moduli space:
Mkink ∼ β
√Tpure − TCP 1 . (3.32)
The quantity β has been evaluated analytically and numerically in Refs. [57, 73]:
β ∼ K21/λ1 ∼ µ2/T 2c , (3.33)
and it turns out to be large for our “realistic” regime, β ∼ 2500. The tension difference
is given by ∆T = Tpure − Tbdm. We have already reported the numerical estimates of
the quantities above in Equation (3.27), for a special value of the couplings. The decay
probability is then:
P ∼ e−β R, R ≡ Tpure − TCP 1Tpure − Tbdm . (3.34)
Substituting the numerical values of Equation (3.27) we obtain R ∼ 0.25. We have also
studied the dependence of this decay probability in terms of a more general set of values
of the gauge couplings. The numerical results are shown in Fig. 3.3. In the left panel we
have plotted the quantity R as a function of the mass mg, which depends on the gauge
coupling gs, where we have set e2 = 1/137. On the right panel, we show the same quantity
as a function of the electromagnetic coupling e, where we have set mg = 92 MeV. We see
that R has a very mild dependence on the value of both mg and e. As shown in Figure 3.3,
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R is always a quantity of order 1. We have limited ourselves to consider large values of
the gauge bosons (mg & 10 MeV) and small values of the electromagnetic gauge coupling
(e . 1), as expected in realistic settings in the CFL phase. We thus see that for the range
of values of the couplings considered, the ratio R is never small enough to compensate the
large “moduli space” factor β. We thus estimate the probability of decay of CP 1 vortices
in BDM vortices to be exponentially small in realistic settings.
Notice that the estimate made above is fully justified only in the case the size of the
kink is negligible as compared to the critical length Lcrit, while in our case the two sizes
are comparable. This estimate is very rough, and has to be corrected including possible
Coulomb interactions between the kink/anti-kink pair. However, it should correctly cap-
ture the order of magnitude of the decay probability. It is an open problem to give a more
precise estimate of the decay probability of CP 1 vortices in the CFL with electromagnetic
coupling and vanishing quark masses. However, as we shall see in the next Section, the ef-
fects of a non-vanishing strange quark mass overshadow the effects of the potential induced
by electromagnetic interactions in more realistic settings.
3.2 The Comparison with the other Potential Terms
In this Section, we compare the potential generated semi-classically by the electro-
magnetic interactions with the other potentials, i.e., the quantum mechanically induced
potential and the potential induced by the strange quark mass.
3.2.1 Quantum mechanical potential
Our task here is to compare the qualitative potential generated semi-classically by the
electromagnetic interactions to the quantum potential generated by CP 2. The quantum
potential has three vacua given by Ref. [65, 66]
ECP 2(k) ∼ 3Λ2CP 2
[
1 + const
(
2pik
3
)2]
, k = 0, 1, 2 . (3.35)
The ΛCP 2 scale of the sigma model is given by
ΛCP 2 =
m√
K3
exp
(
−c 4pi
3
β
)
=
m√
K3
exp
(
−c 4pi
3
K23
λ2
)
. (3.36)
The constant c has been evaluated numerically in Refs. [57, 73] and it is found to be
of order 1. The vacua above are considered as coming from a quantum potential that
oscillates between the minima above and barriers of potential of height ΛCP 2 . This implies
the existence of kinks of mass:
Mkink ∼ ΛCP 2 . (3.37)
In the formula above the large factor β introduced in the previous Section appears again.
The numerical value of ΛCP 2 is thus exponentially small and negligible as compared to the
semiclassical potential induced by electromagnetic interactions.
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Figure 3.3 – The numerical value of the ratio R of Equation (3.34). In the upper panel, we have
plot it as function of the mass mg, fixing the value of the electromagnetic gauge coupling to its
realistic value e2 = 1/137. In the lower panel, we have plot the same quantity as a function of
e, while we have fixed the value of the mass mg to the typical value: mg = 92 MeV. Notice that
the value of the ratio R is always of order 1 for the wide range of the physical parameter values
chosen.
Strange quark mass effects
So far we have considered the CFL phase at very high densities, where quark masses can
be neglected, including the mass of the strange quark. As we reviewed in Section 2.3,
the effect of a non-zero mass for the strange quark corresponds to the introduction of the
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following effective potential term in the Landau-Ginzburg description Equation (3.2) [60]:
Vms = Tr
[
Φ†
(
2
3
12 + T
3
)
Φ
]
,  =
m2s
2pi2
log
µ
Tc
. (3.38)
It can be considered as generating the following effective potential
VCP 2 = 
∫
dx2 Tr
[
Φ†T 3Φ
]
≡ D(|φ3|2 − |φ1|2) . (3.39)
Where D is determined in terms of the vortex profile functions:
D = pi∆
∫ ∞
0
dr r (f2 − g2) , ∆ = ∆cfl(m2 → m2 + 2/3) , (3.40)
and |φ1|2 + |φ2|2 + |φ3|3 = 1 parameterize the CP 1s which, in the toric representation
of CP 2 are all parallel to the long side of the triangle. In our notations, r¯ = (1, 0, 0),
g¯ = (0, 1, 0) and b¯ = (0, 0, 1). The vortex with less energy turns out to be then the
one with |φ2| = 1, or the g¯ = (0, 1, 0) vortex. When we turn on the electromagnetic
interactions, this vortex corresponds to what we called the CP 1+ vortex. We then see that
the introduction of strange quark mass makes the BDM vortex unstable through decay to
the CP 1+ vortex. Our new solution is thus the one that can play the main role in the CFL
phase at intermediate densities, when the mass of the strange quark cannot be neglected.
Moreover, it removes the degeneration between the CP 1 vortices. We have compared the
two effects with numerical simulations, and the results are:
T = 5897MeV2, D = 4231MeV2, ∆V = 0.0275MeV, (3.41)
with the usual choice of parameters and in addition ms = 150 MeV.
We see that the potential induced by electromagnetic interactions is comparable with
the effects of the strange quark mass only when the strange quark mass is very negligible as
compared to the chemical potential ( m2). These densities are not realistic in neutron
stars core, for example. We then have found that the CP 1+, with its different flux with
respect to the previously studied BDM vortex, is the the most relevant to the physics of
neutron stars in their inner core.
3.3 Discussion
The non-Abelian vortex in the CFL phase has the degeneracy of the Nambu-Goldstone
modes CP 2, associated with the color-flavor locked symmetry SU(3)C+F spontaneously
broken down to a subgroup in the vicinity of the vortex, when the electromagnetic coupling
is neglected. Once the electromagnetic coupling is taken into account, the flavor symmetry
SU(3)F is explicitly broken. We have studied the electromagnetic coupling of the non-
Abelian vortices and have found that the degeneracy of the CP 2 modes is removed with
the effective potential induced. We have found that the stable BDM vortex solution
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and a family of metastable vortex solutions parametrized by CP 1, both of which carry
ordinary magnetic fluxes in addition to color magnetic fluxes. We have discussed quantum
mechanical decay of the metastable CP 1 vortices by quantum tunneling. We also have
compared the effective potential which we found with the other known potentials: the
quantum mechanically induced potential and the potential induced by the strange quark
mass. We have found that it is more dominant than the former but is negligible compared
with the latter. Therefore all vortices including the BDM vortex decay into one of CP 1
vortices.
The results we have found are important for the study of the physics of neutron stars.
The very high rotation speed of these compact stars causes the formation of the non-
Abelian semi-superfluid vortices we analyzed. These solitons arrange in a lattice and they
are constrained to be together to cancel the total color flux. Each vortex carries also a
non-zero magnetic flux due to electromagnetic coupling, but as summarized in Fig. 3.2
the total flux of this vortex bound state is zero. Then we can say that no magnetic field
generated by vortex formation comes out from the CFL core. However, it is well known
that neutron stars possess a huge magnetic field, which should penetrate in the core as
well. Thus there should be some non-trivial interaction between the external magnetic
field spreading into the core and the semi-superfluid vortices present there and it is thus
an interesting problem to know how the system behaves in this kind of situation.
Problems similar to those considered above can be analyzed in supersymmetric models
with non-Abelian gauge group [6, 7, 62, 74] , where a global color-flavor locked symmetry
is unbroken in the vacuum. Interesting physics can be found when gauging the whole or a
part of the color-flavor group [75].

4
Colorful boojums at the interface of
the CFL phase
The inner structure of neutron stars is still not completely clarified. However, it has been
proposed that the outer region of the star core is in the npe phase, where protons are
superconducting, while neutrons are superfluid [35].
The fast rotation of neutron stars is responsible for the formation of a triangular lattice
of superfluid neutron vortices in the npe phase and of color vortices in the CFL phase. The
internal structure of magnetic fields is not known well yet, but it is reasonable to expect
that the magnetic fields present at the surface of the star penetrate into the inner shells,
where the magnetic flux is eventually confined into proton vortices when they reach the
superfluid and superconducting npe phase.
This Chapter contains the results of the work [37] by the present author and is devoted
to the study of the shape of the junction between the vortices existing in both the CFL
and npe phases. Three proton and three neutron vortices have to be connected at the
same time to three color vortices living in the CFL phase through a “colorful” boojum. A
boojum is an interesting structure which forms when vortices reach the separation surface
between two superfluid phases or a boundary [25, 76]. It is topologically characterized in
terms of the relative homotopy group and it is composed by vortices, the interface and
eventually monopoles. Boojums have been studied in condensed matter systems such as
nematic liquids [77], at the A-B phase boundary of 3He [78], multicomponent or spinor
Bose-Einstein condensates [79]. They have been considered also in field theories, such as
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non-linear sigma models [80], Abelian [81] and non-Abelian gauge theories [82].
4.1 A boojum as junction
To establish the matching condition between vortices in the CFL phase and the npe
phase, the phase factors of the fundamental fields, i.e. the constituent quarks, have to be
considered. In fact, the phases acquired by quark fields when they move around a vortex
have to match across the interface. Moreover, the order parameters are different in the npe
and CFL phases. As we saw above, in the CFL phase the order parameter is constituted
by the condensate 〈qq〉. At the endpoint of an integer vortex, the order parameter gets
the phase
〈qq〉 ∼ eiθ ← U(1)B vortex . (4.1)
The same is true for a triplet of non-Abelian semi-superfluid vortices. This means that
moving along the closed path surrounding the endpoint at the surface, a single quark field
acquires the phase
∆θ|U(1)B =
2pi
2
= pi , (4.2)
which corresponds to half winding into the U(1)B group. All quark fields u, d and s take
this phase.
On the other hand, in the npe phase, the order parameter is completely different. The
hadrons are in fact constituted by triplet of quarks and the order parameter is made of
two hadrons. In general the order parameter in this phase has the form
Φnpe ∼ 〈hh〉 ∼ 〈(qqq)(qqq)〉 (4.3)
where 〈hh〉 stays for general hadron condensate. In the case of neutrons, the order param-
eter is
〈nn〉 ∼ 〈(udd)(udd)〉 , (4.4)
while when considering protons, the order parameter has the form
〈pp〉 ∼ 〈(uud)(uud)〉 . (4.5)
We label the winding of the 〈nn〉 and 〈pp〉 condensates by (p, q). In the presence of a
neutron vortex, the behavior of the two order parameters is
(1, 0) :
∣∣∣∣∣ 〈nn〉 ∼ 〈(udd)(udd)〉 ∼ e
iθ ,
〈pp〉 ∼ 〈(udd)(udd)〉 ∼ 1 .
(4.6)
The winding of the elementary quarks can be deduced to be
(1, 0) : (u, d) ∼ (e−i(1/6)θ, ei(2/6)θ) . (4.7)
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The effect of a proton vortex is, instead
(0, 1) :
∣∣∣∣∣ 〈nn〉 ∼ 〈(udd)(udd)〉 ∼ 1 ,〈pp〉 ∼ 〈(udd)(udd)〉 ∼ eiθ . (4.8)
from which we see that the quarks take the phases
(0, 1) : (u, d) ∼ (ei(2/6)θ, e−i(1/6)θ) . (4.9)
When we consider a neutron and a proton vortex together, the order parameters and the
quark fields have the windings
(1, 1) : 〈nn〉 ∼ 〈(udd)(udd)〉 ∼ eiθ , 〈pp〉 ∼ 〈(udd)(udd)〉 ∼ eiθ , (4.10)
(1, 1) : (u, d) ∼ (ei(1/6)θ, ei(1/6)θ) . (4.11)
This means that both u and d quarks get the phase
∆θ|(1,1) =
2pi
6
=
pi
3
, (4.12)
meaning that quarks take 1/3 of U(1)B phase when they move along a closed path sur-
rounding a couple of neutron and proton vortices. We then have the relation
∆θ|(3,3) = 3∆θ|(1,1) = ∆θ|U(1)B . (4.13)
This implies that a junction can only be realized by three neutron and three proton vortices
joining together at the boojum, in order to connect to a triplet of semi-superfluid vortices
living in the CFL phase. The situation is schematically reproduced in Fig. 4.1
Since the proton condensate is electrically charged, superconducting proton vortices
carry a unit of magnetic flux
Φ0 =
pi
e
. (4.14)
When penetrating into the CFL phase, Φ0 is converted in the fluxes corresponding to the
massless and the massive combinations AM and A0. This is due to the mixing of the
gauge fields and to the conservation of flux. One may suppose that the flux corresponding
to the massive combination can penetrate through a vortex in the superconductor, as in
the case of ordinary superconducting metals. However, the proton vortex does not carry
any circulation, while the semi-superfluid vortices in the CFL phase carry 1/3 quantized
circulation. This means that the flux of the proton vortex cannot be carried by any vortex
in the CFL phase, and thus is screened completely by a color-magnetic surface current,
circulating around the contact point. A rough estimate of the behavior of the current in
proximity of the vortex endpoint can be obtained by using the London equation valid for
an ordinary superconductor. Then we obtain
Jθ ' Φ0/(2pir) , (4.15)
where θ and r are the planar polar coordinates centered at the contact point. On the
other hand, the massless combination A0 can spread freely into the CFL phase, being no
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Figure 4.1 – Three neutron and three proton vortices ending on the interface between npe phase
and CFL phase. A boojum forms in correspondence of the contact point and extends in both the
CFL and the npe phase regions. In the CFL side, the three BDM (R¯), CP 1+ (g¯) and CP 1− (b¯) are
connected to the boojum. The black arrows along these vortices represent the U(1)em magnetic
flux. The two colorful monopole junctions created by the strange quark mass perturbation are
also depicted. The pure magnetic fluxes split into a massive ~BM component, which is screened
by a surface current and bent along the interface, and a massless ~B0 component emanating from
the boojum, which looks like a Dirac monopole.
superconducting currents that can screen it. This object looks like a Dirac monopole as is
common in boojums in other systems such as helium superfluids.
On the CFL side, at a typical distance ξ from the interface, the BDM and the CP 1−
solutions “decay” to the CP 1+ vortex, due to their instability. We can estimate the length
scale ξ by referring to the low-energy effective action (2.31). For pure color vortices,
neglecting the electromagnetic coupling [56]
LCP 2 = −CK3
[
∂3φ∂
3φ+ (φ†∂3)(φ†∂3)
]
− V effCP 2 , (4.16)
V effCP 2 = D
(|φ3|2 − |φ2|2) ,
where C is a finite constant [11]. Taking K3 = 9, following [56] we find
ξ =
√
CK3
D
. (4.17)
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The parameters C and D can be estimated to be [56]
C ∼
(
µ
∆
)2
, D ∼  ∼ m2s log
(
µ
∆
)
, (4.18)
from which follows
ξ ∼ m−1s
(
µ
∆
)
log
(
µ
∆
)−1/2
∼ 131GeV−1 , (4.19)
with the physical quantities being: µ ∼ 1GeV,∆ ∼ 100MeV,K3 = 9. This length has to
be compared with the thickness d of the interface, which can be seen as a domain wall
between the two different phases [83]. Using the same values for physical parameters, we
get d ' 0.1 ξ. Then the vortices decay far from the interface. Since vortices decay into
others with different fluxes, each junction corresponds in fact to a monopole. Unlike the
Dirac monopole at the endpoint of a proton vortex, this is a confined monopole attached
by vortices from its both sides. The monopole connecting CP 1− to CP 1+ vortices is a pure
color magnetic monopole, because the two vortices have the same U(1)em magnetic flux
but different color-magnetic fluxes; the junction between BDM and CP 1+ is instead realized
by a color-magnetic and U(1)em magnetic monopole, because for these vortices both the
U(1)em magnetic and color-magnetic fluxes are different.
In order to present a more realistic structure of the neutron boojum in the CFL phase,
we have modeled the system as a regular lattices of boojums where the relative separation
between vortices in a single boojum is denoted by y(z) as a function of the distance z from
the interface. The center of the i-th boojum at the interface is indicated by ~xi. We use
the Nambu-Goto action and approximate the interaction of vortices with that of global
parallel vortices. The energy, per unit length, of the lattice is then:
Etot(y) = 3NT
√
1 + (dy/dz)2 + Vint(y),
Vint(y) = −3NT log |y| − 9T
∑
i>j
log |~xi − ~xj | , (4.20)
where N is the number of boojums and T is the tension of a color-magnetic vortex. The
first term in the potential above is the interaction energy between vortices in the same
boojum while the second term represents the one between boojums, where the shape of the
boojum has been neglected. Notice that the first term in the potential has to be regularized
in the limit y → 0. The numerical shape of the boojum is shown in Fig. 4.2, where we have
evaluated the interaction potential for a one dimensional lattice for simplicity. The most
important property of the boojum that can be inferred from this very simplified numerical
analysis is that the longitudinal size scales proportionally to the transverse lattice spacing.
We have also checked that this property and the shape of the boojum also do not depend
on the choice of the regularization of the interaction potential for coincident vortices.
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Figure 4.2 – (a) Transverse shape and (b) three dimensional shape of a neutron boojum. The
npe-CFL interface is on the left, where three color vortices are originated by three neutron
vortices. We have used typical values of the GL parameters as the ones we used in the previous
Chapter. In (b), we have ignored the effect of the strange quark mass for illustration purpose
so that the vortices remain colored.
4.2 Discussion
In summary we have found that when neutron superfluid and proton superconducting
vortices hit the interface between the npe and CFL phases, their ending point join into a
boojum. To satisfy the matching condition on the phases of the quark fields, three proton
and three neutron vortices are needed at the junction. Through the boojum they connect
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to a triplet of semi-superfluid vortices in the CFL phase. The magnetic flux of the proton
vortices is decomposed into fluxes of the massive and massless combinations of gauge fields
in the CFL phase. The former is screened and expelled completely from the CFL phase
by formation of color-magnetic surface currents, while the latter can spread freely into the
CFL phase with the boojum as a source (a Dirac monopole). In the CFL side, the boojum
is connected to three non-Abelian vortices carrying different color magnetic flux, with the
total flux canceled out at the contact point. Two of these vortices turn into the stable one
through confined monopole junctions. One of these confined monopoles has a purely color
magnetic charge; the other has also U(1)em magnetic charge. We finally have modeled the
system to derive the shape of the boojum in the CFL phase.
The system we described is the simplest configuration in the pure CFL phase, which
is realized at very high densities µ  m2s/∆cfl. However, in a more realistic setting,
the strange quark mass stresses the CFL phase and other phases have to be considered.
For example, when the chemical potential is low enough that ms & m1/3u,d∆
2/3
cfl, kaons can
condense, leading to the so called CFL-K0 phase [47, 51, 84], where other kinds of vortices
arise [85]. However in the high density regime the boojum can be modified only in the
vicinity of the interface, while the overall structure of the junction is kept unchanged. We
leave the complication of considering kaon condensation and other phases for future works.

AAppendix of Part I
A.1 Phases and Fluxes
A generic boundary condition for the order parameter, representing a closed loop in
the global-gauge groups can be represented by the following phases
〈Φ(∞, 2pi)〉 = eiθeiγaTa 〈Φ(∞, 0)〉 eiαT em , (A.1)
which correspond to the following fluxes
Aai ∼ γ
a
2pi
1
g s
ijx
j
r2
T a, Aemi =
α
2pi
1
e
ijx
j
r2
T em
Φa = 2γ
a
gs
, Φem = 2α
2
e . (A.2)
A.2 Equations of motion for the un-gauged and BDM vortices
With the usual ansatz
Φ(r, ϕ)r¯ = ∆cfl
 eiϕf(r) 0 00 g(r) 0
0 0 g(r)
 , A8iT 8 = √23 1g s ijx
j
r2
[1− h(r)]T 8, (A.3)
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we obtain the usual equations for the profile functions f(r), g(r) and h(r):
f ′′ + f
′
r − (2h+1)
2
9r2
f − m
2
φ
6 f(f
2 + 2g2 − 3)− m2χ3 f(f2 − g2) = 0;
g′′ + g
′
r − (h−1)
2
9r2
g − m
2
φ
6 g(f
2 + 2g2 − 3) + m2χ6 g(f2 − g2) = 0;
h′′ − h′r −
m2g
3
(
g2(h− 1) + f2(2h+ 1)) , (A.4)
with
m2g = 2g
2
s∆
2
cflK1, m
2
φ =
2µ2
K1
, m2χ =
4λ2∆
2
cfl
K1
, m2ϕ = 0 . (A.5)
The equations for the BDM vortex are obtained by just substituting T 8 →√2/3TM and
gs → gM .
A.3 BDM vortex in terms of A8i and A
EM
i
The vortex with minimum energy, including the BDM vortex, is constructed in a
background where the massless gauge fieldA0i vanishes. We then have for the corresponding
phases:
−
√
3
2
gs
e α+
e
gs
γ8 = 0; γ8/
√
6 + α/3 = 2pi/3;
γ8 =
√
2
3
2pi
1+δ2
α = δ2 2pi
1+δ2
, δ2 ≡ 23 e
2
g2s
. (A.6)
Then we have
A8i =
√
2
3
1
1 + δ2
1
g s
ijx
j
r2
[1− h(r)]T 8 ; Aemi =
δ2
1 + δ2
1
e
ijx
j
r2
[1− l(r)]T em. (A.7)
A.4 Equations of motion for the CP 1 vortices
By substituting the following ansatz:
Φ(r, ϕ)CP 1+ = ∆cfl
 g1(r) 0 00 eiϕf(r) 0
0 0 g2(r)
 ,
AMi T
M = −1
2
1
gM
ijx
j
r2
[1− h(r)]TM , A3iT 3 =
1√
2
1
g s
ijx
j
r2
[1− l(r)]T 3 , (A.8)
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into the equations of motion (2.5) we obtain:
f ′′ +
f ′
r
− (1 + h/2 + 3/2l)
2
9r2
f − m
2
φ
6
f(f2 + g21 + g
2
2 − 3)−
m2χ
3
f(f2 − g21/2− g22/2) = 0;
g′′1 +
g′1
r
− (h− 1)
2
9r2
g1 −
m2φ
6
g1(f
2 + g21 + g
2
2 − 3)−
m2χ
3
g1(g
2
1 − f2/2− g22/2) = 0;
g′′2 +
g′2
r
− (1 + h/2− 3/2l)
2
9r2
g2 −
m2φ
6
g2(f
2 + g21 + g
2
2 − 3)−
m2χ
3
g2(g
2
2 − f2/2− g21/2) = 0;
h′′ − h
′
r
− m
2
M
3
(
2g21(h− 1) + f2(1 + h/2 + 3/2l) + g22(1 + h/2− 3/2l)
)
= 0 ;
l′′ − l
′
r
− m
2
3
3
(
f2(1 + h/2 + 3/2l)− g22(1 + h/2− 3/2l)
)
= 0 . (A.9)

Part II
VORTICES IN BOSE-EINSTEIN
CONDENSATES

5
Bose-Einstein condensates
The experimental realization of the Bose-Einstein condensation (BEC) in 1995 [86] opened
new possibilities for the study of quantum gases. The initial experiments were made by
using vapors of rubidium, sodium and lithium. So far, many other species of atoms were
studied in their BEC state, such as 1H, 7Li, 23Na, 39K, 41K, 52Cr, 85Rb, 87Rb, 133Cs, 170Yb,
174Yb, 4He∗ (the excited state of an helium atom). These atoms have been arranged in
optical lattices in order to study many body systems which reproduce models used in
condensed matter physics. Even the study of strongly correlated many-body systems is
possible, because these atoms, even being part of a very dilute gas, can be made interact
strongly.
In the center of the cloud of a BEC the atomic density is about 1013−1015 cm−3. We can
estimate how dilute these gases are by comparing these values with other physical densities.
For example the density of molecules in the air at room temperature and atmospheric
pressure is of the order of 1019 cm−3, or in solids the density of atoms is about 1022 cm−3.
The low densities of BEC imply that for studying quantum phenomena the system must be
brought to temperatures like 10−5K or less, temperatures accessible by using laser cooling
techniques. An evaporative cooling stage usually is performed after laser cooling to lower
even further the temperature of the atoms.
Because of the weak interaction between the atoms, the condensed state can be de-
scribed by a mean field theory similar to the Hartree-Fock theory for atoms. However, at
such low temperatures interactions between atoms play an important role and they give
rise to collective phenomena related to those observed in solids and quantum liquids. Also,
using these gases experimentally have great advantages. They can be manipulated easily
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by using lasers and magnetic fields, while the inter atom interaction can be triggered by
using different species or different hyperfine states of the same atom, or by changing the
strength of an externally applied electric or magnetic field, in the presence of a Feshbach
resonance.
The irrotational flow in BECs allows for the appearance of quantized vortices, when
the gas cloud is put in rotation. A quantized vortex is commonly viewed as a topological
defect in the order parameter describing the Bose-Einstein condensate. The study of such
defects received a deep improvement with the experimental realization of condensates of
alkali atoms, which have many advantages, compared to other atomic species. These gases
are so dilute that the interatomic interaction can be parametrized with precision in terms
of the s-wave scattering length.
In this Chapter a brief review of the description of BEC condensates in terms of the
Gross-Piteavskii equation is given, following [87]. Section 5.1 contains the derivation of the
Gross-Pitaevskii equation from first principles in its time-independent form. We discuss
the form of the harmonic potential as considered in the following Chapters. The extension
of the cloud is then estimated. For completeness, the time-dependent Gross-Pitaevskii
equation is considered in Section 5.2, where the velocity field is found to be irrotational.
This feature of the BEC is fundamental for the later discussion about vortices of Chapter
6, being the feature at the basis of the quantization of the circulation, which is responsible
for the stabilization of the vortex solutions.
5.1 Time-independent Gross-Pitaevskii equation
In this Section we briefly introduce the description of the Bose-Einstin condensate we
shall use in what follows [87]. This description is based on the mean field approach which
is valid when the inter particle spacing is much bigger than the scattering length a. If the
interaction between atoms of mass m is considered to be point like, the interaction energy
can be written as
U(r, r′) = U0δ(r− r′) , (5.1)
where r and r′ are the positions of the particles and U0 ≡ 4pi~2a/m . When the gas is in
the fully condensed state, the wave function of the N -particle system can be written as a
symmetrized product of single-particle wave functions as
Ψ(r1, r2, . . . , rN ) =
N∏
i=1
φ(ri) , (5.2)
where φ(ri) is the i-th single particle wave function, normalized to unity∫
dr|φ(r)|2 = 1 . (5.3)
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The effective hamiltonian of the system can be expressed as:
H =
N∑
i=1
[
p2i
2m
+ V (ri)
]
+ U0
∑
i<j
δ(ri − rj) . (5.4)
The energy of the system described by the wave function (5.2) is the expectation value of
the Hamiltonian. The calculation of this quantity yields
E = N
∫
dr
[
~2
2m
|∇φ(r)|2 + V (r)|φ(r)|2 + N − 1
2
U0|φ(r)|4
]
. (5.5)
The Hartree-Fock approximation does not take into account the depletion of the condensate
due to interactions. However, this is still a good description of the usual experimental
conditions, where the depletion is of order of one per cent or less. This allows us to neglect
this effect in most circumstances.
It is now convenient to rescale the single-particle function by the square root of the
particle number and define, as the wave function of the condensate, the quantity
Ψ(r) = N1/2φ(r) . (5.6)
From this function we can retrieve the particle density, obtaining
n(r) = |Ψ(r)|2 . (5.7)
In terms of the wave function, the total energy of the system can be rewritten as
E(Ψ) =
∫
dr
[
~2
2m
|∇Ψ(r)|2 + V (r)|Ψ(r)|2 + 1
2
U0|Ψ(r)|4
]
. (5.8)
In order to find the ground state, we minimize the expression (5.8) with respect to Ψ
and Ψ∗ considered as independent variables. In this variational procedure, however, the
number of particles N must be conserved. By introducing a Lagrange multiplier µ, namely
the chemical potential, the previous request is satisfied. The quantity to be minimized is
E − µN , by keeping µ fixed. The variation with respect to Ψ∗ of E − µN is
− ~
2
2m
∇2Ψ(r) + V (r)Ψ(r) + U0|Ψ(r)|2Ψ(r) = µΨ(r) . (5.9)
This is the time-independent Gross-Pitaevskii equation. Note that it has the form of a
Schrödinger equation, but the eigenvalue in the right hand side is not the energy per
particle. In fact the chemical potential differs form the energy per particle if the atoms in
the BEC are interacting.
In most of the present experimental conditions, Bose-Einstein condensates are confined
by an optical trap, which produces a harmonic-oscillator potential. This can be anisotropic,
with three different oscillation frequencies along the three directions in space. Such a
potential can be expressed as
V (x, y, z) =
1
2
m
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
, (5.10)
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However, experimental traps frequently have an axis of symmetry, so we restrict to a more
specific setting in which the potential depends on the z coordinate along the symmetry
axis and on the radial coordinate r, measuring the distance from the axis itself. Therefore,
in this setting, the potential reads
V (r, z) =
1
2
m
(
ω2⊥r
2 + ω2zz
2
)
, (5.11)
where r2 = x2 + y2.
If the cloud is large enough, the ground state can be found by using the approximation
in which the contribution of the kinetic term to the energy is neglected. This is called the
Thomas-Fermi approximation. From Equation (5.8) we obtain[
V (r) + U0|Ψ(r)|2
]
Ψ = µΨ(r) . (5.12)
The solution to this equation is
|Ψ(r)|2 = µ− V (r)
U0
. (5.13)
The density of atoms n(r) = |Ψ(r)|2 can thus be different from zero only where the right
hand side is positive. This provides us an estimate of the extension of the cloud in space.
The boundary of the cloud is given by the condition
V (r) = µ . (5.14)
The extension of the cloud in the three space directions can be estimated by using (5.10)
in (5.14), obtaining
R2i =
2µ
mω2i
, i = x, y, z . (5.15)
In addition, the normalization on Ψ gives a condition relating µ and N , the number of
particles. By integrating |Ψ|2 inside the ellipsoid determined by the Ri, we obtain
N =
8pi
15
(
2µ
mω¯2
) 3
2 µ
U0
, (5.16)
from which the value of the chemical potential µ can be calculated. A convenient quantity
for measuring the extension of the cloud is R¯, defined as
R¯ = (RxRyRz)
1/3 . (5.17)
By using the value of µ given by (5.16), R¯ can be rewritten in terms of the characteristic
length a¯ as
R¯ = 15
1
5
(
Na
a¯
) 1
5
a¯ , (5.18)
where the length a¯ is defined as
a¯ =
√
~
mω¯
, ω¯ = (ωxωyωz)
1
3 . (5.19)
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Equation (5.18) implies that R¯ is greater than a¯ under usual experimental conditions.
An important characteristic length can be estimated from the Gross-Pitaevskii equa-
tion. This length is named healing length and indicates the distance over which the con-
densate wave function approaches its bulk value. To obtain an estimate of this quantity,
let us consider the case of a condensate confined in a box with hard walls. For simplicity,
we investigate the behavior of the condensate along the x direction in space. In the vicinity
of the wall, the confining potential is thus
V (x) =
{
+∞ x < 0
0 x ≥ 0 . (5.20)
Far from the wall, the competition between the kinetic energy term and the interaction
energy term nU0 determines the behavior of the condensate wave function. By indicating
the characteristic scale of spatial variations by ξ, the kinetic energy per particle is of order
~2/2mξ2. The two energy terms are equal when the following relation holds:
~2
2mξ2
= nU0 , (5.21)
from which ξ is retrieved to be
ξ2 =
~2
2mnU0
. (5.22)
To better understand the meaning of this quantity, we can solve the Gross-Pitaevskii
equation for the problem at hand. It reads as
− ~
2
2m
d2Ψ(x)
dx2
+ U0|Ψ(x)|2Ψ(x) = µΨ(x) . (5.23)
For uniform bulk matter, by neglecting the kinetic energy term in the equation above, the
chemical potential can be obtained as µ = U0|Ψ0|2, where Ψ0 is the wave function away
from the wall. Substituting it in Equation (5.23) gives
~2
2m
d2Ψ(x)
dx2
= −U0
[|Ψ0|2 − |Ψ(x)|2]Ψ(x) . (5.24)
This equation can be solved analytically with the boundary conditions Ψ(0) = 0 and
Ψ(∞) = Ψ0. One gets
Ψ(x) = Ψ0 tanh
(
x√
2ξ
)
. (5.25)
The analysis of this simple model, confirms that ξ is the characteristic length over which
the wave function approaches to its bulk value.
5.2 Time-dependent Gross-Pitaevskii equation
When the dynamics of the condensate is considered, the time-independent Gross-
Pitaevskii equation (5.9) must be extended to contain also time variations. Having in
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mind the form of the time-independent equation (5.9), the straightforward solution to this
problem is
i~
∂Ψ(r, t)
∂t
= − ~
2
2m
∇2Ψ(r, t) + V (r)Ψ(r, t) + U0|Ψ(r, t)|2Ψ(r, t) . (5.26)
For consistency with Equation (5.9), under stationary conditions the time evolution of
Ψ(r, t) must be
Ψ(r, t) = exp(iµt/~)Ψ(r) , (5.27)
where µ is the chemical potential. Moreover, the time-dependent Gross-Pitaevskii equation
(5.26) can be derived from the action principle by defining the Lagrangian
L =
∫
dr
[
i~
2
(
Ψ∗
∂Ψ
∂t
−Ψ∂Ψ
∗
∂t
)
− E
]
, (5.28)
where E is the energy density
E = ~
2
2m
|∇Ψ|2 + V (r)|Ψ|2 + U0
2
|Ψ|4 . (5.29)
At this stage, a deeper understanding about the properties of the condensate is in
order. Since this work concerns vortex solutions, our main interest here resides in drawing
attention to the superfluid nature of the condensate. Taking the time-dependent Gross-
Pitaevskii equation (5.26), multiplying it by Ψ∗(r, t) and subtracting the complex conjugate
of the obtained equation gives the relation
∂|Ψ|2
∂t
+∇ ·
[
~
2mi
(Ψ∗∇Ψ−Ψ∇Ψ∗)
]
= 0 . (5.30)
Equation (5.30) can be rewritten in a clearer form by reminding that the particle density
is expressed as n = |Ψ|2. By using this quantity we rewrite (5.30) as
∂n
∂t
+∇ · (nv) = 0 , (5.31)
where v has been defined as:
v =
~
2mi
(Ψ∗∇Ψ−Ψ∇Ψ∗)
|Ψ|2 . (5.32)
Equation (5.31) indeed is a continuity equation for the particle density. Simple expressions
for the density and velocity of the condensate can be obtained by writing the wave function
of the condensate in terms of its amplitude f and phase φ as
Ψ = feiφ , (5.33)
The density is readily found as
n = f2 . (5.34)
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The velocity of the condensate is found to posses a crucial property. In fact, it is propor-
tional to the gradient of the phase of the wave function, namely
v =
~
m
∇φ . (5.35)
In the case the wave function phase is non-singular over all the space, we can conclude
that the condensate moves with an irrotational motion, as the following equation implies:
∇× v = ~
m
∇×∇φ = 0 . (5.36)
The motion of the condensate is therefore restricted, compared to a classical fluid. The
right hand side of Equation (5.36) is nevertheless modified when the phase has some
singularity. This can happen when a vortex is present in the cloud. Vortices will be
considered in Chapter 6, where the structure of the simpler solution and their main features
are explained.
The equations of motion for the phase and the amplitude of the wave function are
derived by separating the real and imaginary part in equation (5.26), in which Ψ is replaced
with the definition (5.33). The two equations are obtained as
∂f2
∂t
= − ~
m
∇ · (f2∇φ) ,
−~∂φ
∂t
= − ~
2
2mf
∇2f + 1
2
mv2 + V (r) + U0f2 . (5.37)
To find the equation of motion for the velocity v, we calculate the gradient of the second
of (5.37), obtaining
m
∂v
∂t
= −∇
(
V + nU0 − ~
2
2m
√
n
∇2√n+ 1
2
mv2
)
. (5.38)
The quantity nU0 is identified with the chemical potential for a uniform Bose gas. The
Gibbs-Duhem relation dp = ndµ is valid at zero temperature and relates the variations of
the chemical potential µ with that of the pressure p of the gas. Therefore, using this last
relation, Equation (5.38) can be cast in the form
∂v
∂t
= − 1
mn
∇p−∇
(
v2
2
)
+
1
m
∇
(
~2
2m
√
n
)
− 1
m
∇V . (5.39)
This equation, with the continuity equation (5.31), are similar to the hydrodynamic equa-
tions for an ideal fluid. The continuity equation coincide with the same relation for an
ideal fluid; Equation (5.39) has an additional term compared to the Euler equation, namely
the third term on the right hand side. That term is referred to as quantum pressure term,
describing the forces due to the spatial variation of the condensate wave function. The
quantum pressure enforces the quantum nature of a Bose-Einstein condensate compared
to a classical fluid.
The next Chapter regards the investigation of the presence of quantized vortices in
rotating condensates. Vortices are found to be inevitably nucleated when the cloud of
ultra-cold atoms is put in rotation. The following Chapters are mainly focused on the
structure of the lattice which vortices form.

6
Quantized vortices and BEC
This Chapter is devoted to explaining the inevitable creation of vortices in rotating Bose-
Einstein condensates and to review their fundamental properties following [87]. The irro-
tationality of the velocity field of a BEC implies the quantization of the circulation, which
in turn ensures the existence of stable vortices with unitary circulation. The quantization
condition and the basic features of vortices are explained in Section 6.1. The properties of
fractional vortices, which arise in multi-component condensates, are discussed in Section
6.2, following [88, 89]. The discussion mainly regards two-component condensates, which,
despite their simplicity of involving just two different species of atoms, exhibit a large va-
riety of vortex lattice structures, depending on the value of the inter-component coupling
[31, 34, 38]. Section 6.3 contains a review of these various structures in which vortices can
arrange [31].
6.1 The quantized vortex
In the previous Chapter we discussed that one of the features of a Bose-Einstien con-
densate is superfluidity. In fact the velocity of the condensate has been shown to be
proportional to the gradient of the phase of the wave function
v =
~
m
∇φ , (6.1)
67
68 Quantized vortices and BEC
and is therefore irrotational
∇× v = ~
m
∇×∇φ = 0 , (6.2)
if the phase is non-singular in the whole space. The fact that the phase of the wave
function must be single-valued implies that its change ∆φ around a closed contour must
be a multiple of 2pi
∆φ =
∮
∇φ · ds = 2pis , (6.3)
where s is an integer. From (6.3) it follows that the circulation Γ around a closed contour
is derived as
Γ =
∮
v · ds = ~
m
2pis = s
h
m
. (6.4)
The last equation shows that the circulation is quantized. Let us discuss a simple example
in which the flow is purely azimuthal and the trap and the configuration are rotationally
symmetric respect to the zˆ axis. For the condensate wave function to be single valued, its
phase must have the form eisϕ, where ϕ is the azimuthal angle. It follows from (6.1) that
the velocity of the fluid for pure azimuthal motion is
vϕ = s
~
mρ
, (6.5)
where ρ is the radial distance from the z axis in the cylindrical coordinate system. This last
equation implies that the circulation (6.4) is sh/m if the contour encircles the zˆ axis and
it is zero otherwise. From this results it follows that the structure of the condensate is that
of a vortex line with circulation s ≥ 1, whose axis coincide with the zˆ axis. However, as
will be explained in the end of the following Subsection, a vortex with multiple circulation
has higher energy than a collection of well-separated vortices with unit circulation and the
same total circulation. Therefore, the ground state configuration with total circulation s
is characterized by a lattice of s separated vortices carrying one unit of circulation each.
6.1.1 A single vortex in a uniform medium
The properties of a single vortex solution in a uniform medium are the subject of these
subsection. In particular the energy of the vortex solution and the corresponding density
profile are determined.
In a trap with an axis of symmetry, the condensate wave function has the form
Ψ(r) = f(ρ, z)eisϕ , (6.6)
where f(ρ, z) is a real function and s is an integer number, according to (6.4). The energy
of the system is then
E =
∫
dr
{
~2
2m
[(
∂f
∂ρ
)2
+
(
∂f
∂z
)2]
+
~2
2m
s2
f2
ρ2
+ V (ρ, z)f2 +
U0
2
f4
}
. (6.7)
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Figure 6.1 – Single vortex numerical solution
We now restrict our discussion to the case of a uniform medium, by considering its extension
to be infinite and the potential uniform. The potential is fixed to be zero, V (ρ, z) = 0.
In addition, because of the importance of elementary vortex solutions, the attention is
focused on the case s = 1.
It is natural to expect that the variations in the wave functions are realized on distances
of order of the coherence length. It is therefore convenient to scale all the lengths with
this quantity, denoted by ξ and defined by the relation
~2
2mξ2
= nU0 = µ . (6.8)
In the previous formula n is the density in the region of space far form the vortex, where
the wave function has the behavior f = f0 =
√
(µ/U0). The energy (6.7) can be rewritten
in terms of the rescaled variable x = ρ/ξ and the function Ξ = f/f0 in the form
E = n2U0
∫
dx
[(
dΞ
dx
)2
+
Ξ2
x2
+
1
2
Ξ4
]
, (6.9)
from which the equation of motion for Ξ follows; it reads as
− 1
x
d
dx
(
x
dΞ
dx
)
+
Ξ
x2
+ Ξ3 − Ξ = 0 . (6.10)
The solution to this equation can be found numerically and it is shown in Fig. 6.1.
One interesting quantity is the extra energy associated with the presence of the vortex.
This can be computed by subtracting the energy of the system without the vortex from
the energy of the system with it. The energy per unit length in the uniform medium along
the vortex axis, namely, the tension of a single vortex is
E =
∫ ρ0
0
2piρdρ
[
~2
2m
(
df
dρ
)2
+
~2
2m
f2
ρ2
+
U0
2
f4
]
, (6.11)
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where ρ0 is an infrared cut-off, the size of the system. Introducing a cut-off in Equation
(6.11) is necessary, since the integral of the term ∝ 1/ρ2 diverges logarithmically due to
the fact that the density tends to a constant value far from the vortex.
The calculation of the energy per unit length of the uniform medium without the
vortex is now needed. To this end, we consider a cylinder of radius ρ0 filled by atoms,
whose average density is n¯. Inside this volume, however, the number of particles ν is the
same as in the presence of the vortex. This implies that the average density n¯ without
the vortex is different from that far from the vortex, because the vortex creates a hole in
the condensate along its axis. In a uniform gas the energy per unit volume is n¯2U0/2 and
n¯ = ν/piρ2. The energy per unit length can be obtained by integrating the energy per unit
volume on the transverse plane, obtaining
E0 = 1
2
piρ20f
4
0U0 − f20U0
∫ ρ0
0
2piρdρ(f20 − f2) , (6.12)
by neglecting terms vanishing in the approximation ρ0  ξ. Then the vortex energy is
obtained by subtracting (6.12) from (6.11) and reads as
Ev = E − E0 = pi~
2
m
n
∫ ρ0/ξ
0
xdx
[(
dΞ
dx
)2
+
Ξ2
x2
+
1
2
(1− Ξ2)2
]
. (6.13)
In the limit ln(ρ0/ξ) 1, the dominant contribution to the energy comes form the kinetic
term. The energy per unit length of the vortex is found to be
Ev = pin~
2
m
ln
(
1.464
ρ0
ξ
)
. (6.14)
Even if the result have been obtained for a uniform gas, without any external potential,
it hold also to good approximation in the interior of a trapped cloud, when the coherence
length is much smaller than the radius of the cloud.
If the wave function has the form of Equation (6.6), the angular momentum associated
with the vortex is
L = ν~ , (6.15)
where ν is the number of particles per unit length. This simple result, however, is valid
only when the vortex position coincide with the axis of the trap. It can be shown that the
wave function of an off-axis vortex is not an eigenstate of the angular momentum. In this
case in fact the angular momentum depends also on the distance between the vortex and
the trap axes.
In general, vortices with multiple quanta of circulation are also possible, even if they are
energetically disfavored. For a vortex with s quanta of circulation in a uniform medium,
the Gross-Pitaevskii equation is Equation (6.7), where V = 0. By following the same
reasoning that brought us to Equation (5.13), thus equating the centrifugal term in the
Gross-Pitaevskii equation to the chemical potential, the radius of a vortex with s quanta of
circulation can be estimated to be |s|ξ. On the other hand the velocity far from the vortex
is s~/mρ. Since the dominant contribution to the vortex energy, as seen from Equation
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(6.13), comes from the kinetic term, the energy per unit length for the vortex with multiple
quanta of circulation can be estimated to be
Esv ' s2pin
~2
m
ln
ρ0
ξ
. (6.16)
This shows that the energy of a vortex with multiple quanta of circulation has higher
energy than well-separated elementary vortices. Therefore, only vortices with elementary
circulation are present in the ground state configuration of a BEC of ultra-cold atoms.
6.1.2 The vortex in a trapped gas
The previous results are here extended to the case of a vortex in a rotating condensate.
A critical angular frequency at which forming a vortex in the condensate is energetically
convenient is determined below. We consider the limit in which the coherence length ξ0
at the center of the cloud is very small compared with the radius of the cloud R. This is
achieved when the chemical potential is large compared to the harmonic oscillator potential
quantum of energy ~ω⊥. When the oscillator frequency along the z axis is much smaller
than the frequency on the transverse plane, i.e. if ωz  ω⊥, the dependence of the
potential on the z coordinate can be neglected. The energy per unit length of the vortex
under the conditions above is then
Ev ' n(0)pi~
2
m
ln
(
R
ξ0
)
, (6.17)
where n(0) is the density of the cloud in absence of the vortex. To calculate the coefficient
in front of the integral the effects of the external potential on the density have to be taken
into account. The changing of the density in the vicinity of the vortex is of the order of
ξ, while the change in the density due to the confining potential is realized on scales of
order R. If ξ  R, we can split the integral in two separate pieces. The first encloses the
space containing the vortex up to a radius R1, where the effect on the density due to the
vortex is negligible. The second is the space surrounding the defect, between radii R1 and
R. For the first term we can use the result of the previous Section, while in the second
piece we have to consider the kinetic energy of the particles due to their motion induced
by the vortex. The energy per unit length is then
Ev = pin(0)~
2
m
ln
(
1.464
R1
ξ0
)
+
1
2
∫ R
R1
mn(ρ)v2(ρ)2piρdρ . (6.18)
The magnitude of the velocity is v = ~/ρm and the density behaves as 1 − ρ2/R2 in the
harmonic trap in the Thomas-Fermi approximation. Then we obtain
Ev ' pin(0)~
2
m
[
ln
(
1.464
R
ξ0
)
− 1
2
]
, (6.19)
where terms of higher order in R1/R have been neglected. It follows that the energy
(6.19) has the same form as (6.14), but the coefficient inside the logarithm is different.
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By bringing the extra 1/2 factor into the logarithm, the coefficient can be calculated as
1.464e1/2 ' 0.888.
To conclude this Section we briefly analyze the three-dimensional problem, where the
density depends also on the z direction, n ≡ n(ρ, z). The energy of the cloud without the
vortex can be estimated by simply adding the energy associated with horizontal slices of
the cloud, thus neglecting the contribution from derivative terms in the z direction. This
approximation is acceptable when the coherence length is much smaller than the diameter
of the cloud Z along the symmetry axis of the cloud. The integration of Equation (6.19)
over the vertical direction gives
E =
pi~2
m
∫ Z
−Z
dzn(0, z) ln
[
0.888
R(z)
ξ(z)
]
. (6.20)
Reminding the 1− ρ/R(0) behavior of the density along the horizontal direction, we take
n(0, z) = n(0, 0)(1− z2/Z2) , (6.21a)
R(z) = R(0)(1− z2/Z2) 12 , (6.21b)
ξ(z) = ξ0
[
n(0, 0)
n(0, z)
] 1
2
, (6.21c)
where R(0) is the radius of the cloud on the horizontal plane containing the center of the
cloud, which we previously called R. After the integration, the final result for the energy
is obtained to be
E =
4pin(0, 0)
3
~2
m
Z ln
(
0.671
R(0)
ξ0
)
, (6.22)
which is in very good agreement with numerical calculations for large clouds [90].
Finally, the total angular momentum is
L = N~ = ~
∫
drn(r) =
8pi
15
n(0, 0)R(0)2Z~ . (6.23)
In the next Section we use these results to find the critical velocity for vortex formation
in a rotating cloud.
6.1.3 Rotating trapping potentials
So far the system considered was confined by a static optical trap. However, the most
interesting setting for us is the one where the trap rotates with angular velocity Ω. In this
case in the laboratory frame the trapping potential is time dependent. It is then convenient
to analyze the problem in the reference frame rotating together with the potential. As well
known from classical mechanics, in the rotating frame the energy is given by
E′ = E −Ω · L , (6.24)
where L is the total angular momentum vector. From the previous relation we can obtain
the value of the critical angular velocity for which a singly quantized vortex appears. If
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we indicate with EL the energy of the state with angular momentum L along the rotation
axis and with E0 the energy of the system with zero angular momentum, we find that the
critical velocity Ωc for creating a stable vortex is
Ωc =
EL − E0
L
. (6.25)
When Ω > Ωc, the system with a vortex has lower energy compared to the same system
without the vortex.
By using Equations (6.22) and (6.23), the expression (6.25) for the critical angular
speed can be specialized to the case of a cloud with a large amount of atoms. With these
conditions, the Thomas-Fermi approximation is valid. A single vortex is placed along the
axis of rotation. It follows that Ωc is expressed as
Ωc =
5
2
~
mR(0)2
ln
(
0.671
R(0)
ξ0
)
=
5
2
ω⊥
(aosc
R
)2
ln
(
0.671
R(0)
ξ0
)
, (6.26)
where ω⊥ is the frequency of the trap on the horizontal plane, while aosc = (~/mω⊥)1/2.
When the rotation speed is increased, more vortices appear. As previously explained,
vortices having multiple quanta of circulation have an energy which is higher than the one
of well separated elementary vortices with the same circulation.
The Hamiltonian in the rotating frame for the system with many vortices can be
expressed as
H =
N∑
i=1
(
p2i
2m
+ V (ri)−Ω · (ri × pi)
)
+
1
2
U0
∑
i,j
δ(ri − rj)
=
N∑
i=1
(
(pi −mΩ× ri)2
2m
+ V (ri)− m
2
(Ω× ri)2
)
+
1
2
U0
∑
i,j
δ(ri − rj) . (6.27)
If this were a classical system the first term in (6.27) would be minimized when
pi = m (Ω× ri) . (6.28)
In this case the velocity of the particles would be such that
∇× vi = 2Ω , (6.29)
corresponding to the rotation of a rigid body. As already explained, this cannot be the
case for a BEC condensate. However, this velocity field can be reproduced by a uniform
array of vortices in the condensate, all having their axis along the direction of the angular
rotation speed. Indicating the number of vortices per unit area with nv we have
nv =
2mΩ
h
, (6.30)
from which the inter vortex spacing can be estimated to be
aΩ =
√
~
mΩ
. (6.31)
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We can see that the rigid body rotation is a good approximation for a condensate with
many vortices by comparing the kinetic energies in the two cases. When many vortices are
formed, the velocity per particle is of order ~/maΩ and the kinetic energy per particle is of
order ~2/ma2Ω = mΩ2aΩ2 . In the case of rigid body rotation the kinetic energy per particle
is of order mΩ2R2, where R is the extent of the cloud in the direction perpendicular to the
rotation. The ratio of the energies in the two different cases is then of order a2Ω/R
2 ∼ 1/Nv,
being Nv the total number of vortices. From this it is evident that a system with a large
number of vortices is described to a very good approximation by the equations valid for
an ideal fluid. When the vortex radius ∼ ξ is small compared to the lattice spacing ∼ aΩ,
the inhomogeneity in the vicinity of the vortices can be neglected and the energy in the
rotating frame can be written as
E =
∫
dr
{
1
2
nm (v−Ω× r)2 + n
[
V (r)− 1
2
m (Ω× r)2
]
+
1
2
U0n
2
}
, (6.32)
which is minimized when v = Ω× r and
n =
1
U0
(
µ′ − V (r) + 1
2
m (Ω× r)2
)
. (6.33)
The density has therefore the Thomas-Fermi form, similar to (5.13) for non-rotating traps,
except for the presence of the last term involving the rotation speed Ω. Experimentally
the vortex lattices observed are all triangular and in the case of incompressible condensate
and for rapidly rotating condensate in a harmonic trap this fact have been demonstrated
numerically [91].
6.2 Multi-component condensates
An important topic in the physics of Bose-Einstein condensation is the one regarding
multi-component condensates. By loading and cooling atoms in different hyperfine states
or even different atomic species at once, condensates constituteted by more than one kind of
atom can be realized experimentally. The novel feature, with respect to single-component
BECs, is the formation of unconventional topological defects with complex properties.
On the side of the study of vortex properties, two-component BEC constitutes one
of the most theoretically investigated systems [31, 38, 88, 92]. Also many experimental
results were obtained, confirming what theoretically was predicted.
6.2.1 The general case: N -component BEC
In a multi-component BEC, fractional vortices are formed. The Gross-Pitaevskii energy
functional for a system of a miscible N -component BEC of ultra-cold atoms with mass m
has the following form [18]:
F =
N∑
i,j=1
∫
d2x
{
Ψ∗i
(
− ~
2m
∇2 + Vi − ΩLz − µi
)
Ψiδij + gij |Ψi|2|Ψj |2
}
, (6.34)
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where Ψi (i = 1, 2, . . . , N) is the wave function of the i-th component and µi the corre-
sponding chemical potential. To show fractional quantization of circulation, we consider
an infinite uniform system, with Ω = 0 and V (r) = 0. The atoms are here considered
having for simplicity all the same mass and the coupling constants gij are defined as
gij =
4pi~2aij
m
, (6.35)
where aij are the s-wave scattering lengths. Furthermore, we take gii = g, gij = g′ and
µi = µ; we also fix Ω = 0. In this limit, the condensations of the ground state are
|Ψi| = vi =
√
µ
g + (N − 1)g′ . (6.36)
In the case of different coupling constants gij , the amplitudes are modified and the vari-
ational problem δF/δΨi = 0 should be solved to get vi = |Ψi|. In this last general case,
for a vortex winding around only the i-th component, described by the wave function of
the form Ψi = vρ(r)eiθ in polar coordinates r and θ, with the other components almost
constant, the circulation is quantized as [18]∮
dr · vs = v
2
i∑
i v
2
i
h
m
, (6.37)
where vs is the superfluid velocity. In the special case where vi = v, the vortices are
1/N -quantized.
In the next section we inspect the simpler system of a rotating two-component BEC, for
which vortex lattice configurations have been obtained with the intensive use of numerical
simulations [31]. All the different vortex lattice structures which can be observed in a
two-component condensate are therefore investigated.
6.2.2 Coupled Gross-Pitaevskii equations for a two-component BEC
We now consider the case of a condensate with two components. They can be constituted
by two different hyperfine states of the same atom, two different atomic species or two
isotopes of the same atom and are described by the two condensate wave functions Ψ1
and Ψ2. Vortices were created in gaseous two-component BEC in the JILA experiment
[20], where 86Rb atoms in different hyperfine spin states were used. In particular the
86Rb were in the two |F = 1,MF = −1〉 and |F = 1,MF = 1〉, but since the scattering
lengths between atoms in the same and the different states are not equal, these states
are not equivalent, and can be described by two different order parameters. This system
has many advantages, from the confining properties to the stability of the two states, to
the possibility of coupling coherently the two components. In fact, 86Rb atoms in the
two states have nearly the same magnetic moment, so that they can be confined by quite
the same magnetic potential. Also, the stability of the system is enforced by the small
inter-component s-wave scattering length, meaning a small inelastic spin-exchange rate.
Finally a microwave rf-pulse can be used to modify the populations of the two states.
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Continuous application of such a microwave leads to an internal coupling between the
two components and can be used to explore the interaction among vortices belonging to
different components. Such interactions arise from the coherent coupling between the two
components induced by the microwave. In the next Chapter this possibility is considered.
As done before for single-component condensate, we consider the cloud of the con-
densate confined by an harmonic trapping potential. Furthermore the trap rotates with
an angular velocity Ω = Ω zˆ. The expression of the energy for a single-component con-
densate in the rotating frame can be straightforwardly generalized to the present case of
two-component BEC. The following expression is obtained:
E =
∫
d3r
[ ∑
i=1,2
Ψ∗i
(
− ~
2
2mi
∇2 + Vi − ΩLz + gi
2
|Ψi|2
)
Ψi + g12|Ψ1|2|Ψ2|2
]
. (6.38)
In Equation (6.38) above mi indicates the mass on the i-th atom, while Lz is the angular
momentum defined as Lz = i~Ω(y∂x − x∂y) and Vi = mi(ω2i⊥ + ω2iz)/2. The coefficients
gi represent the interactions among the atoms of the same components, while g12 is the
coupling constant of the inter-component interaction. They can be expressed in terms of
the corresponding s-wave scattering lengths a1, a2 and a12 as
gi =
4pi~2ai
mi
, g12 =
2pi~2a12
m12
, m12 =
m1m2
m1 +m2
. (6.39)
The harmonic potential has the same form as in Equation (5.11).
The free energy of this system is E − µiNi, which reads as
F =
∫
d3r
[ ∑
i=1,2
Ψ∗i
(
− ~
2
2mi
∇2 + Vi − ΩLz + gi
2
|Ψi|2
)
Ψi + g12|Ψ1|2|Ψ2|2 − µi|Ψi|2
]
.
(6.40)
By performing a functional variation of the free energy we obtain the time independent
Gross-Pitaevskii equations for two component BEC
− ~
2
2m1
∇2Ψ1 + V1(r)Ψ1 + g1|Ψ1|2Ψ1 + g12|Ψ2|2Ψ1 − ΩLzΨ1 = µ1Ψ1 , (6.41a)
− ~
2
2m2
∇2Ψ2 + V2(r)Ψ2 + g2|Ψ2|2Ψ2 + g12|Ψ1|2Ψ2 − ΩLzΨ2 = µ2Ψ2 . (6.41b)
The inter-component interaction mediated by the term proportional to g12 is a unique
feature of two-component BEC and yields to a very rich variety of structures which can
not be found in single-component systems.
To inspect the ground state structure we first set Ω = 0. This is the simplest setting,
allowing us to derive the basic characteristics of the ground state. Later the discussion shall
be generalized to the case of a rotating condensate. The calculation is further simplified
by applying the Thomas-Fermi approximation, i.e. neglecting the derivative terms in the
Gross-Pitaevskii equations (6.41). As shown in the previous sections this is enough to
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catch the qualitative features of the ground state of a BEC. Let us define ni = |Ψi|2. In
the region where one component is non-vanishing, while the other vanishes (ni 6= 0, nj = 0
for j 6= i) we get the solution
ni =
µi − Vi
gi
. (6.42)
On the other hand, in the coexisting region, where both n(0)i > 0, the Gross-Pitaevskii
equations become
n
(0)
1 =
g2µ1 − g12µ2 − g2V1 + g12V2
g1g2 − g212
, (6.43a)
n
(0)
2 =
g1µ2 − g12µ1 − g1V2 + g12V1
g1g2 − g212
. (6.43b)
For both the densities to be positive it is necessary that the common denominator in the
fractions is positive, that is
g1g2 − g212 > 0 . (6.44)
This means that the two component can coexist only where (6.44) holds. The boundary
of this region is given by the solution of the equation
µi − g12
gj
µj −
(
1− mi
2m12
a12
ai
)
Vi(r) = 0 . (6.45)
In the opposite case, namely when
g1g2 − g212 < 0 , (6.46)
there is no possibility that the two components can coexist in some region. The two
components are separated: this behavior is called phase separation. This means that in
a region where the density of one component is non-vanishing, the density of the other
component vanishes. As we will see in the next Section, the structure of the vortex lattice
is profoundly affected by this feature. In fact, when phase separation is realized in two-
components BEC, vortices belonging to different components group together in sheet like
structures, named vortex-sheets.
Our present concern is now to better understand the structure of an axisymmetric
vortex. As seen before, the presence of vortices is inevitable when Ω 6= 0. To this end, we
consider the axisymmetric vortex vortex ansatz
Ψi(r) = fi(r, z)eiγiϕ , (6.47)
where ϕ is the spatial angle coordinate. If we choose (γ1, γ2) = (1, 0) the first component
has a vortex; when (γ1, γ2) = (0, 1) a vortex belongs to the second component. By plugging
the ansatz (6.47) into the coupled Gross-Pitaevskii equations (6.41) we obtain[
− ~
2
2m1
(
∂2
∂r2
+
1
r
∂
∂r
+
∂2
∂z2
− γ1
r2
)
+ V1 + g1n1 + g12n2 − γ1Ω
]
f1 = µ1f1 , (6.48a)
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Figure 6.2 – Density profiles in the (r, z) plane of the two components found using the Thomas-
Fermi approximation [94]. In the first row the first component profile is reported, while in the
second row the second component profile is shown. The leftmost column corresponds to the
absence of vortices, the middle column to a vortex in the first component, the rightmost one to
a vortex in the second component. In this case all the couplings are different, with g1 > g12 > g2.
[
− ~
2
2m2
(
∂2
∂r2
+
1
r
∂
∂r
+
∂2
∂z2
− γ2
r2
)
+ V2 + g2n2 + g12n1 − γ2Ω
]
f2 = µ2f2 , (6.48b)
where, from (6.47), the density of each component is ni = f2i . In the Thomas-Fermi
approximation, the quantum pressure terms are neglected and the density profiles can
be calculated [93]. When the density of one of the two components vanishes, equations
decouple
ni =
1
gi
(
µi − Vi − ~
2γi
2mir2
)
. (6.49)
On the other hand, when the two components overlap, the equations are no more decoupled.
In this case we obtain
n1 =
1
g1η12
[
µ1 − V1 − ~
2γ1
2m1r2
− g12
g2
(
µ2 − V2 − ~
2γ2
2m2r2
)]
, (6.50a)
n2 =
1
g2η12
[
µ2 − V2 − ~
2γ2
2m2r2
− g12
g1
(
µ1 − V1 − ~
2γ1
2m1r2
)]
, (6.50b)
where we defined η12 = 1 − g212/4g1g2. The solution to these two equations can be found
numerically [94]. Some results are reported in Figure 6.2. As can be seen form the plots,
the density of the circulating component vanishes in correspondence of the vortex core.
The density of the other component is instead maximum along the vortex.
To conclude this Section, we discuss the experimental realizations of two-component
BECs. This kind of systems have been created by using 87Rb [19, 20] and 23Na [95] atoms.
The present experimental efforts are devoted to create two-component BEC constituted
by two different atomic species. These mixtures have been created with 41K and 87Rb
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[21], and 87Rb and 133Cs [23] atoms. The advantage of having two different atomic species
forming the condensate is that the inter-component coupling g12 can be different from the
intra-component couplings g1,2. In addition, there is the possibility of tuning g12 by means
of a Feshbach resonance [96].
6.3 Vortex lattice in two-component BEC
The structure of vortex lattices in rotating two-component BEC has been studied by
means of numerical computations [31], and later confirmed experimentally [22]. A brief
review of the results therein is here presented. They shall be relevant in Chapter 7, where
the effect on the vortex lattice of a coherent coupling between the two components shall
be studied.
In a rotating two-component BEC, a wide variety of vortex lattice structures appear,
depending on the value of the rotation speed Ω and the inter-component coupling g12. We
consider the simple case in which g1 = g2 = g, in order to better focus on the dependence of
the vortex lattice structure on the inter-component coupling and treat the two components
as equivalent. We will also introduce as the relevant parameter δ ≡ g12/g, because the
structure of the lattice depends only on the ratio between the inter-component and the
intra-component couplings.
To simplify the formulas, we measure distances and energies in terms of the parameters
bho =
√
~
mω⊥
, ho = ~ω⊥ . (6.51)
The following form for the energy of the condensate is therefore obtained:
F =
∫
d3r
[ ∑
i=1,2
Ψ∗i
(
−1
2
∇2 + V − ΩLz + g
2
|Ψi|2
)
Ψi + g12|Ψ1|2|Ψ2|2 − µi|Ψi|2
]
,
(6.52)
where Ω has been redefined Ω ≡ Ω/ω⊥. All the parameters are pure numbers and the
potential Vi is now
V (r) =
1
2
r2 , (6.53)
where, compared to Equation (5.11), we neglected the part involving the trapping along the
z axis, since we will consider only a two-dimensional version of the condensate. Equation
(6.52) can be cast in a more compact form as
F =
∫
d3r
{ ∑
i=1,2
Ψ∗i
[
1
2
(
1
i
∇− Ω zˆ × r
)2
+
r2
2
(
1− Ω2)− µi]Ψi
+
g
2
(|Ψ1|4 + |Ψ2|4)+ g12|Ψ1|2|Ψ2|2} . (6.54)
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Figure 6.3 – A schematic reproduction of the phase diagram obtained for rotating two-
component BEC, trapped in an harmonic potential [31]. When δ < 1, the vortices organize
in a triangular or square lattice depending on the rotation speed and on the actual value of δ.
The dashed thick line separates the two regions where the configurations are realized. Along this
line they can coexist, as indicated by the superimposed triangle and square shapes. At δ > 1
the phase separation is realized and vortices arrange in vortex sheets, as indicated by the two
wavy lines on the right in the diagram. The dashed line at δ = 1 marks the separation between
the regular lattices and the sheets.
The configurations of vortex lattices can be organized in a phase diagram, as reported
in Figure 6.3. The vortices arrange in three lattice structures, depending on the value of the
inter-component coupling and the rotation speed. The triangular lattice appears for small
δ and small Ω. In Figure 6.4 we report the result of a numerical calculation we performed.
The vortices belonging to each of the two components form an Abrikosov lattice, if taken
separately, as shown in Figure 6.4(a), and the whole lattice has a honeycomb structure.
For larger values of δ, still strictly lower than one, the vortex lattice changes the shape
and its elementary cell becomes square-like. In this case, vortices in either component
arrange in a square lattice, even if the aspect ratio of the cell changes when δ approaches
δ = 1. This is also confirmed by our results in Figure 6.4(b).
The regular organization of the vortices is lost as soon as δ overpasses the critical value
of δ = 1. In fact, for δ > 1, as anticipated before, the vortices are no more arranged
in regular arrays, but they constitute sheet-like regions, as shown in Figure 6.4(c), called
vortex sheets.
The experimental observation of a square lattice have been achieved in the experiment
of Ref. [22]. The two-component BEC consisted of two hyperfine levels of the 87Rb atom,
which we denote by |1〉 = |F = 1,mF = −1〉 and |2〉 = |F = 2,mF = 1〉. The atoms are
first prepared in the |1〉 and vortices are allowed to form in a standard triangular lattice.
Then, by means of a short pulse coupling drive, around 80% of the atoms are transferred
to the state |2〉. After a variable time, images of the condensate are taken and the vortex
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(a) δ = 0.2
(b) δ = 0.5
(c) δ = 1.1
Figure 6.4 – The vortex lattice structures explained in the text. All the calculations are per-
formed with Ω = 0.98 and µ1 = µ2 = 4.5. In all the rows, the first and the second panel from the
left show the density profile of the first and the second components respectively (ni = |Ψi|2),
while the rightmost panel is a plot of the full density n = |Ψ1|2 + |Ψ2|2. (a) When δ . 0.3
vortices in each component are arranged in a triangular lattice. (b) When 0.3 . δ < 1 each
components show a square vortex lattice. (c) When phase separation occur for δ > 1, vortex
sheets appear.
lattice structure is resolved, revealing the presence of a regular vortex square lattice.
In the next Chapter we determine the modifications on these lattice structures produced
by the induction of a coherent coupling between the two components, whose strength is
slowly increased. This kind of coupling results in an attractive interaction between the
vortices belonging to the first or the second components. When this coupling is large
enough, the fractional vortices are so bound together that they constitute integer vortices
indeed, forming up the usual Abrikosov lattice. The problem we address is how the different
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fractional vortex lattice structures discussed above evolve into the integer vortex Abrikosov
lattice when the magnitude of the coherent coupling is varied.
7
Coherent coupling
In this Chapter we investigate the behavior of the vortex lattice when an internal coherent
coupling between the two components is induced. This coupling can be realized experimen-
tally by using a microwave rf-pulse on a BEC constituted by 86Rb atoms in two different
hyperfine spin states, |F = 1,MF = −1〉 and |F = 1,MF = 1〉, causing oscillations called
Rabi oscillations [20]. The coherent coupling results in an attractive interaction between
two vortices belonging to different components, with the formation of domain walls be-
tween them. This couple of vortices bound together is called a dimer. We give a review of
this topic in Section 7.1, where the cases of condensates of two, three and N components
are briefly examined.
In Section 7.2 a systematic study of this kind of system, contained in the author’s work
[38], is proposed. The frequency of the Rabi oscillations is changed gradually in order
to move through configurations with the lowest energy. Our aim is to follow the non-
trivial rearrangement to which the lattice is subject when the Rabi frequency is gradually
increased. When the Rabi frequency is large enough, the vortices of different components
are so tightly bound together that they are coincident, consituting an integer vortex.
As well known, because of the repulsion between them, integer vortices arrange in an
Abrikosov lattice. Instead, when the Rabi frequency is very small, the lattice is comparable
to the ground state configuration of the rotating two-components BEC without coherent
coupling we saw in the previous Chapter. We will consider all the different stages of this
rearrangement process when the Rabi frequency is increased.
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7.1 Sine-Gordon domain walls and dimers
The structure of the vortex lattice in two-component BEC changes in shape when a
coherent interaction among the internal states of the condensate is induced by an external
driving field. As reported in [20], this setting can be experimentally achieved by the
induction of Rabi oscillations. What is relevant to us is that the effect of such an interaction
results in an attractive potential among the vortices belonging to the different components
[32].
Let us now introduce the theoretical aspect of the subject. We wrote the free energy
for a two component BEC, rotating with angular velocity Ω, in Equation (6.54). When we
add the coherent interaction, it modifies into the following expression:
F =
∫
d3r
{ ∑
i=1,2
Ψ∗i
[
1
2
(
1
i
∇− Ω zˆ × r
)2
+
r2
2
(
1− Ω2)− µi]Ψi
+
g
2
(|Ψ1|4 + |Ψ2|4)+ g12|Ψ1|2|Ψ2|2 − ωR (Ψ∗1Ψ2 + Ψ∗2Ψ1)} , (7.1)
where ωR is the Rabi frequency.
When the order parameter of the condensate is taken of the form
Ψi = |Ψi|eiθi , (7.2)
the Rabi potential in Equation (7.1) can be rewritten as
VR = −ωR (Ψ∗1Ψ2 + Ψ∗2Ψ1) = −2ωR|Ψ1(r)||Ψ2(r)| cosφ(r) , (7.3)
where φ(r) = θ1 − θ2. When ωR > 0, φ(r) must decrease to minimize this term. Thus the
phases θ1 and θ2 tend to coincide. Because of the coherent interaction expressed in (7.3),
two fractional vortices belonging to different components are connected by a sine-Gordon
domain wall [32].
To see this, we inspect the system considering fluctuations on length scales which are
larger than the healing length. According to this approximation, the density of the two
components is “frozen” to its ground state value
|Ψi|2 = ni , ni = µ
g + 2g12
, (7.4)
where i = 1, 2. By defining Θ = θ1 +θ2, the effective hamiltonian of the system is obtained
from Equation (7.1) and reads as
H =
n
2
[
(∇Θ)2 + (∇φ)2 − 4 cosφ] . (7.5)
The part of the Hamiltonian regarding the phase difference has the same form as the
sine-Gordon model. The minimum energy solutions for this model are represented by
kinks interpolating between φ− = 0 and φ+ = 2pi. In the two-component vortex context
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ten as ui ! 4!aiN and u12 ! 4!a12N with the corre-
sponding s-wave scattering lengths ai and a12.
We first assume u1 ! u2 ! u12 ! 1000 (a more general
case will be discussed later) to discuss the vortex state with
the external coupling and an appropriate rotating drive to
ensure stabilization of only one vortex in each component.
The minimization of the energy functional (1) is done
numerically by using the conjugate gradient method.
Figure 1(a) shows the equilibrium solution for !R !
0:02 and ! ! 0:15. Each component has one off-centered
vortex, which shifts from the other to reduce the over-
lapping area [see Fig. 2(a)]. For finite !R this nonaxisym-
metric vortex state is always energetically lower than the
axisymmetric one, which was observed in Ref. [5], in
which one circulating component surrounds a nonrotating
core of the other [9]. Also, the optimized relative phase
shows a unique structure as shown in Fig. 1(b). Here, the
central region is characterized by the configuration of a
vortex-antivortex pair; the vortex cores are connected by a
branch cut of the relative phase with a 2! phase difference
[21]. Thus, the two vortices attract each other, forming a
bound pair, i.e., a vortex molecule. As !R increases, the
size of the pair decreases as seen in Fig. 2(a). Beyond !R ’
3:0 the separation vanishes, where the locations of the
density nodes overlap despite the intercomponent repulsive
interaction; the internal coherent coupling induces an ef-
fective attractive interaction between the two components
[16].
An insight into the vortex molecule can be gained when
we describe the two-component BECs in terms of a pseu-
dospin [11,15]. By introducing a normalized spinor " !
""1#r$;"2#r$%T with j"1j2 & j"2j2 ! 1 and writing "i !!!!!!!!!!!!
#T#r$
p
"i#r$, we can define the spin vector as S#r$ !
#"!"=2 with the Pauli matrix !; the modulus of the total
spin is jSj ! 1=2. The vectorial representation of the spin
density (projected onto the x-y plane) is shown in Fig. 1(c).
The spins are oriented in the x direction everywhere except
in the central domain-wall region where they tumble rap-
idly by 2!. There exist two points corresponding to the
locations of vortices at which S is parallel to the z axis. The
spin field around the singularity with S ! &z^=2 (S !
'z^=2) has a radial (hyperbolic) distribution, having
#Sx; Sy$ / #'x;'y$ [ / #x;'y$]. This texture is known
as a ‘‘radial-hyperbolic’’ pair of merons [22], which has
been discussed not only in the study of topological defects
in superfluid 3He [18] and a double-layer quantum Hall
system [19] but also in the semiclassical model of color
confinement in QCD [20].
To discuss the properties of a vortex molecule quantita-
tively, we rewrite Eq. (1) in terms of the pseudospin
variables as
E!
Z
dr
"
1
2
#r !!!!!!#Tp $2&#T2 #rS$2&
#T
2
#veff'!(r$2&#T2
(#1'!2$r2'2!R#TSx&#
2
T
2
#c0&c1Sz&c2S2z$
#
;
(2)
where we have introduced the effective velocity field in-
duced by spin textures
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y
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FIG. 1 (color online). (a) The profile of the density j"1j2 and
j"2j2 (line contours) with ! ! 0:15 and !R ! 0:02. (b) The
gray-scale plot of the relative phase $#r$ ! %1 ' %2. Arrows
show the direction of the circulation in the space of relative
phase around the vortices. (c) The vectorial representation of the
pseudospin S ! #"!"=2 projected onto the x-y plane. The
locations of the defects are indicated by !! (with Sz ! &z^=2)
and
N (with Sz ! 'z^=2). (d) The contour plot of the topologi-
cal charge density q#r$ (the largest value at the center) and the
vectorial plot of the veff field.
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FIG. 2 (color online). (a) The cross sections of the condensate
density along the y ! 0 line (j"1j2, solid curve; j"2j2, dashed
curve; #T, dotted curve). (b) The total energy as a function of &
(the size of the meron pair) for ! ! 0. The inset shows the
separation 2dm between two vortices as a function of the Rabi
frequency !R for! ! 0:15. The solid curve represents the result
obtained by the variational analysis with Eqs. (2) and (4) (dm !
2&) and the dots the numerical result.
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Figure 7.1 – A numerical solution showing a dimer in a rotating two-component BEC, obtained
in [34]. (a) The profile of the density |Ψ1|2 (color-scale plot) and |Ψ2|2 (line contours) with
Ω = 0.15 and ωR = 0.02. (b) The gray scale plot of the relative phase φ(r) defined in the text.
The arrows show the direction of the circulation of the two vortices forming the dimer.
this means that a domain wall is stretched between two vortices belonging to different
components. Its tension can be calculated to be
T = 4
(
2~3ωRn2
m
)1/2
, (7.6)
where we resumed the physical constants.
Figure 7.1 eports the result of a num rical calculation of a rotating two-component
condensate wit one vortex in the firs component and one vortex in th second component,
where Rabi oscillations are induced [34]. domain wall i well visible, identified with
the boundary between black and white regions in the relative phase plot in Figure 7.1(b).
The presence of the domain wall forces the vortices to combine in couples, bound together
by an attractive force. When the Rabi frequ ncy is increased, the domain wall tension
increases, making the domain wall shorter. When its length becomes smaller th n the
healing length, the dimer is indistinguishable from a single integer vortex.
Moreover, vortex molecules have been investigated in three-component [97] and N -
component [18] BEC. In the general case of N components, the free energy including the
coherent coupling induced by Rabi oscillations can be written as
F =
N∑
i,j=1
∫
d2x
{
Ψ∗i
(
− ~
2m
∇2 + Vi − ΩLz − µi
)
Ψiδij + gij |Ψi|2|Ψj |2 − ωijΨ∗iΨj
}
.
(7.7)
In the equation above, ωij (ωii = 0) represents the internal coherent coupling between the
i-th and the j-th components. In [97] vortex trimers have been found in three-component
BEC, whose structure is schematically shown in Figure 7.2(a). The shape of the vortex
molecules is determined by the values of the Rabi frequencies ω12, ω23 and ω13. For
example, when ω12  ω23 = ω13, as in Figure 7.2(c), vortices arrange themselves along a
line, because the repulsion between first and second component vortices dominates over the
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(a) (b)
(c) (d)
Figure 7.2 – The structure of a vortex trimer appearing in coherently coupled three-component
BEC [97]. In (a) a schematic reproduction of domain walls joining vortices is shown. P1, P2
and P3 correspond to the position of vortices belonging to the first, the second and the third
component respectively. In the plots of (b), (c) and (d) the colors correspond to energy density
(blue is zero, red is the maximum value), while the curves correspond to the value of the Rabi
energy VR = −∑3i,j=1 ωijΨ∗iΨj . In (b) the configuration corresponding to ω12 = ω13 = ω23
obtained by numerical simulations is shown. The labels (1, 0, 0), (0, 1, 0) and (0, 0, 1) indicate
the vortices in the first, the second and the third components respectively. Subfigure (c) shows
the shape of the trimer when ω12  ω13 = ω23. In (d) the opposite situation is reported,
namely the case in which ω12  ω13 = ω23. In this case the vortices of the first and the second
components are almost indistinguishable, being connected by a domain wall with very high
tension.
attraction due to the coherent coupling. On the other hand, in the case of Figure 7.2(d)
in which ω12  ω23 = ω13, the trimer in Figure 7.2(a) degenerates into a dimer, where one
extremum of the domain wall is occupied by coincident vortices of the first and the second
components. N -vortex molecules have been predicted to be realized also in the general
case of N -component BEC, where vortex N -omers can be constructed [18].
In the following Section we use numerical calculations to study the modifications on
the vortex lattice induced by coherent coupling in a rotating two-component BEC.
7.2 Vortex lattice structures with coherent coupling
A systematic study the effect of an internal coherent coupling on the vortex lattice is
here developed. We expect the interplay between the Rabi interaction and the atom-atom
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Figure 7.3 – The vortex lattice phase diagram. a0, b0, c0, d0 indicate the lattices found in [31].
a0 corresponds to the triangular lattice, b0 to the square lattice, and d0 to the vortex sheet,
while c0 represents the configuration staying at the boundary between lattice and vortex sheet
regions. The others are the different configurations explained in the text. The labels refer to
the pictures of Figures 7.4 and 7.5.
interaction triggered by g12 to be fundamental for the vortex lattice structure. Then we
consider the ratio ωR/δ as the relevant quantity.
We minimize the free energy (7.1) by the non-linear conjugate gradient method (the
imaginary time propagation) in the FreeFem++ package [98]. We use the converged
lattice solution obtained with ωR = 0 as the starting-point configuration and then we
increase the Rabi frequency by steps ∆ωR = δ/20. We then take the results of the
converged calculation obtained for some value of ωR as initial configuration for the next
step. By using this “adiabatic” evolution method we are confident that we always obtain
the true ground state for the vortex lattice.
We cross-checked our results by starting from the converged solution with δ = 0 and
moving in the phase diagram along horizontal lines, with steps of ∆δ = 0.1, keeping the
ratio ωR/δ fixed. The results of this procedure are reported in Figures B.1 and B.2 in the
Appendix. In all the numerical simulations we take g = 1, Ω = 0.98 and µ1 = µ2 = 4.5.
The number of atoms is N1 = N2 = N ∼ 103, while the value of the healing length ξ ∼
0.3 bho. The ground state configurations obtained are schematically reported in Fig. 7.3.
For simplicity we reported labels for the various configurations which we explain below.
We find that for ωR/δ . 1/10 multi-dimer bound states appear. When δ takes values
corresponding to triangular lattices 0 < δ . 0.3, the system exhibits vortex hexamers
connected by domain walls, as shown in Figure 7.4(a); if δ is within the square lattice range
0.3 . δ . 1, each bound state is composed of four vortices making up tetramers, as shown
in Figure 7.4(b). This behavior is signaled by the form of the Rabi energy, whose maxima
lie between a group of vortices. The structure of the lattice is schematically reported in the
rightmost panels of Figures 7.4(a), 7.4(b). When the tension of neighboring domain wall
and anti-domain wall is small enough, they can bend toward each other and constitute a
bound state, because of the attraction between them.
However, these bound states are metastable and when 1/10 . ωR/δ . 1/4 they split
into dimers, as in Figs. 7.4(c), 7.4(d). When δ = 1 slanted tetramers appear, as shown
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in Figure 7.5(a); these bound states are metastable as the ones previously discussed, and
when ωR is increased they split into separate dimers, as can be seen from Figure 7.5(c).
The phase separation for δ > 1 prevents from the formation of multi-dimer bound states
and only single dimers are formed even for higher values of ωR/δ, as shown in Fig. 7.5(b)
and 7.5(d). This happens because, for δ > 1, even with very small ωR, there are no dimers
whose domain walls are so close to bend to form multi-dimer molecules.
To better understand the structure of domain walls connecting the vortices, we plot
the relative phase difference φ(r) in Figure 7.6 for all the cases we discussed up to this
point. When multi-dimer molecules are formed, domain walls are bent, as can be seen in
Figure 7.6(a)-(c). If the value of ωR is raised, the molecules are broken into single dimers,
Figure 7.6(e)-(g). Finally, Figures 7.6(d) and (h) show the situation for δ > 1, where, as
discussed above, no multi-dimer molecule is formed and domain walls are straight for each
value of ωR.
When ωR is increased further, the lattice modifies drastically. The reason for this
modification is that for large values of ωR the dimers are undistinguishable from integer
vortices, in which the positions of the vortices in the first or in the second component
coincide. Integer vortices repel each other and are organized in an Abrikosov lattice.
However to reach the Abrikosov configuration, the various lattices of fractional vortices
must be deeply modified. This modification is achieved when 1/4 . ωR/δ . 1/3. In this
range of parameters, the vortices can change their partners.
We are able to find the elementary patterns of rearrangement, shown in Fig. 7.7. In
the rightmost panel of each subfigure schematic representations of the process of partner
changing are reported. We indicate with round solid boxes the dimers left unchanged, while
the dashed boxes represent the formation of new dimers. When 0 < δ . 0.3 the lattice is
triangular for ωR/δ . 1/4, but when ωR is increased the domain walls connecting vortices
in dimers can break and reconnect as depicted in Fig. 7.7(a). The partner changing process
can be realized along three different directions. This is due to the discrete rotational
symmetry of the two-component hexagonal vortex lattice appearing when δ < 0.3. All
these possibilities are realized in general. When the lattice structure is very symmetric, as
in the case of Fig. 7.7(a), the lattice is divided into three domains separated by a domain
wall junction, as can be seen from the picture in the left panel where the density profile
of the condensate is shown. In general, configurations with more defects are obtained, as
shown the Appendix.
If 0.3 . δ < 1, the vortices can change partner in two different ways, as shown in
Fig. 7.7(b) and 7.7(c). The rightmost panels represent the patterns of the partner changing
processes, with the same conventions of Fig. 7.7(a). As can be seen from the schematic
diagram in Fig. 7.7(b), four vortices forming a square cell change their partner, while links
in the adjacent square cell are kept unchanged. The situation is different in Fig. 7.7(c),
where vortices change their partner in alternating rows. The disposition of the dimers
depicted in the bottom rightmost panel of Fig. 7.7(c) is similar to that of Fig. 7.6(h).
However, for δ > 1 the free energy is minimized when vortices of the same component are
close to each other, forming vortex sheets. Instead in the case of Fig. 7.7(c), the lower
energy is achieved when vortices belonging to the same component are well separated.
This explains why in 7.5(b) and 7.5(d) vortices of the same component of adjacent dimers
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are close to each other, while in 7.7(c) they are not. The rearrangement of Figure 8.3(b) is
difficult to obtain in the whole lattice; nevertheless, limited portions of the lattice always
show this pattern, in the indicated parameter ranges, as reported in the Appendix. The
pattern of Figure 8.3(c) is frequently obtained when δ is in the square lattice range.
7.3 Discussion
In conclusion we have found a rich variety of lattices which appear in two-component
BECs where internal coherent coupling is induced. We introduced the interaction via Rabi
oscillations and studied systematically its effect on the vortex lattice, increasing gradually
the frequency ωR from ωR = 0. The vortex lattice is reorganized when ωR is increased
up to high values in order to reach the triangular lattice configuration where all dimers
become integer vortices. During this process multi-dimer bound states are formed and
vortices can exchange partners in different ways, depending on the form of the fractional
vortex lattice. The patterns of the exotic vortex lattices which we have found in this Letter
can be easily distinguished from usual triangular or square lattice from observations for
instance by the time of flight.
These results can have some implications also for the physics of superconductors. In
exotic superconductors one may expect a phase diagram similar to that of two-components
BEC if the rotation speed is replaced with an applied magnetic field. For multi-gap
superconductors, the existence of a Josephson coupling between different condensates is
inevitable. While this term provides a gap to the Leggett mode corresponding to the
phase difference between two condensates, it has been predicted that it also binds fractional
vortices winding around two different components by a sine-Gordon kink [99, 100], resulting
in a two-vortex molecule, a dimer. Such a molecule structure has not yet been observed
in exotic superconductors except for indirect evidences [101].
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(a) δ = 0.2, ωR = 0.03
(b) δ = 0.5, ωR = 0.05
(c) δ = 0.2, ωR = 0.05
(d) δ = 0.5, ωR = 0.125
Figure 7.4 – In all subfigures the left panel is a plot of the density profile of the condensate,
n = |Ψ1|2 + |Ψ2|2 (dark grey dots are vortices in the first or in the second component), the
middle panel is a plot of the Rabi energy in Equation (7.3) (white is positive, identified with
domain walls), and the right panel is a schematic drawing of the lattice structure. The domain
walls joining vortices are depicted as red lines and the vortices in the first and in the second
component are distinguished by empty or filled circles. The values of the parameters δ and ωR
are shown for each case.
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(a) δ = 1, ωR = 0.05
(b) δ = 1.1, ωR = 0.11
(c) δ = 1, ωR = 0.25
(d) δ = 1.1, ωR = 0.275
Figure 7.5 – In all subfigures the left panel is a plot of the density profile of the condensate,
n = |Ψ1|2 + |Ψ2|2 (dark grey dots are vortices in the first or in the second component), the
middle panel is a plot of the Rabi energy in Equation (7.3) (white is positive, identified with
domain walls), and the right panel is a schematic drawing of the lattice structure. The domain
walls joining vortices are depicted as red lines and the vortices in the first and in the second
component are distinguished by empty or filled circles. The values of the parameters δ and ωR
are shown for each case. The lattice defect in (c) appears just by chance and in fact it resolves
with increasing ωR, as can be seen in subfigure (h).
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(a) δ = 0.2, ωR = 0.03 (b) δ = 0.5, ωR = 0.075 (c) δ = 1, ωR = 0.05 (d) δ = 1.1, ωR = 0.11
(e) δ = 0.2, ωR = 0.05 (f) δ = 0.5, ωR = 0.125 (g) δ = 1, ωR = 0.25 (h) δ = 1.1, ωR = 0.275
Figure 7.6 – In all subfigures the top panel is a plot of the Rabi energy in Equation (7.3) (white
is positive) and the middle panel is a plot of the phase difference φ(r), where white corresponds
to φ(r) = pi and black to φ(r) = −pi. The domain wall is placed at φ(r) = ±pi and can be
identified with boundary between white and black regions. The bottom panel is a superposition
of the middle panel with the plot of the condensate density n = |Ψ1|2 + |Ψ2|2, in which colors
have been inverted with respect to the left panel of Fig. 7.4 and 7.5 to make this plot more
easily readable; consequently here vortices are identified with light gray dots. The values of the
parameters δ and ωR are shown for each case. In (a) a lattice of hexamers is visible, while in
(b) we find tetramers. The tetramers are slanted in (c) with a different value of δ. No multi-
bound states of dimers appears for δ > 1, in (d). In (a), (b) and (c) domain walls are bent and
multi-dimers bound states are formed. In (e), (f) and (g) the bound states are mostly split into
single dimers. In (h) we see that the lattice is periodic with straight domain walls.
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(a) δ = 0.2, ωR = 0.061st Component
2nd Component
(b) δ = 0.5, ωR = 0.15
1st Component
2nd Component
(c) δ = 1.1, ωR = 0.11
1st Component
2nd Component
Figure 7.7 – The different partner changing patterns that we have identified. The left panel in
each subfigure shows the plot of the the density profile of the condensate n = |Ψ1|2+|Ψ2|2 (black
dots are vortices in either of the two components) and the middle panel shows Rabi energy in
Equation (7.3) (white is positive, identified as domain walls). Schematic reproductions of the
modifications on the dimers and of the lattice itself after the partner changing took place are
shown in the left panel in each row. The two components are distinguished by empty or filled
circles, joined by domain walls depicted by a solid straight line. The domain walls binding the
vortices are broken and reconnected to be new sets of dimers indicated by the dashed round
boxes; the dimers indicated by solid round boxes are instead kept unchanged.
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(a) δ = 0.2, ωR = 0.06 (b) δ = 0.5, ωR = 0.15 (c) δ = 0.9, ωR = 0.36
Figure 7.8 – The different partner changing patterns that we have identified. In all subfigures,
the top panel is a plot of the Rabi energy in Equation (7.3) (white is positive), the middle
panel is a plot of the phase difference φ(r) where the domain walls connecting vortices are
clearly visible, and the bottom panel is a superposition of the middle panel with the plot of
the condensate density n = |Ψ1|2 + |Ψ2|2 (light gray dots are vortices in either of the two
components). In (a) we show the partner changing process for the hexagonal lattice, appearing
when δ < 0.3. The defect in (a) is physically relevant, representing a junction between different
domains. The subfigures (b) and (c) represent the two partner-changing patterns realized in
square vortex lattice, 0.3 . δ < 1. In these two cases no defect appeared in the lattice, which
exhibits a periodic structure.
8
Vortex lattices in three-components
BEC
In this Chapter we want to exploit our understanding about vortices forming in rotating
Bose-Einstein condensates to investigate the problem of vortices appearing in high den-
sity QCD we discussed above. We propose to simulate certain aspects of colorful vortex
lattices in a rotating color superconductor by using a BEC of ultracold atomic gases. The
properties of the lattice of 1/3 quantized vortices with three different “colors” forming in
a rotating three component BEC are studied.1 The vortices which form in this system
are fractional vortices, such that when three of them are combined together an integer
vortex without a “color” is formed. In the color superconductor, as explained in Chapter
2, 1/3 quantized vortices appear too, and an integer vortex can be obtained combining
three different vortices; in that case the integer vortex carries no color-magnetic flux.
As done for the case of two-component rotating BEC explored in Chapter 7, the GP
equation is solved for a rotating three component BEC subject to a harmonic trapping
potential by an imaginary time propagation, as reported in the author’s paper [39]. The
“ordered” Abrikosov’s triangular lattice is found to be a robust configuration, realized in
all parameter ranges of g′ < g. By the term “ordered” we mean that each of the three
different fractional vortices winding around the three different components constitutes an
Abrikosov’s triangular lattice without defects, and that the total configuration is also an
1Vortex lattices in three components BEC have been investigated before in the context of F = 1 spinor
BEC [102], but for our purpose we propose a non-spinor system for this analysis.
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Abrikosov’s triangular lattice. No defect can be found and the ordering of “colors” is
maintained for all different values of g′ we considered.
What we find is in contrast with the case of two-component BECs [31, 103, 38], as seen
in Chapter 7, where many different vortex lattices can arise, when the parameter δ = g12/g
is changed. The triangular lattice, the square lattice and vortex sheet appear for particular
ranges in the inter-component coupling constant and different rotation speeds.
In the case of three components, however, the triangular lattice is the only possible
configuration for 0 < g′ < g. When g′ = g the zeros of the density of the different
components can be overlapped. In this last situation, it is not easy to identify the relative
positions of vortices belonging to different components by considering the density plot
alone. However, by comparing it with the plot of the phase of the order parameter of
each component we can establish that the vortices are not coincident. In the parameter
range g < g′ of the phase separation, we find that vortex sheets are present like the case
of two component BECs [104]. In a region where one component is present, the other two
components are absent because of the phase separation. In that region, ghost vortices of
these two components are present and they are separated, even if there is no symmetric
ordering as found for g′ < g. No transition region between the triangular lattice and the
vortex sheet is observed. By choosing g′ = g + , with very small , we observed, in fact,
the appearance of vortex sheets: the ordering is almost lost when g′ = g and the vortex
sheet appears for each value of g′ > g.
8.1 The Gross-Pitaevskii equations
In analogy with the case of two-component BEC discussed above, the energy func-
tional of the Gross-Pitaevskii equations for the three-component rotating BEC subject to
a trapping harmonic potential can be written as:
F =
∫
d3r
 ∑
i=1,2,3
Ψ∗i
[
1
2
(
1
i
∇− Ω zˆ × r
)2
+
r2
2
(
1− Ω2)− µi
Ψi
+
1
4
g1|Ψ1|4 + 1
4
g2|Ψ2|4 + 1
4
g3|Ψ4|4
+
1
2
g12|Ψ1|2|Ψ2|2 + 1
2
g23|Ψ2|2|Ψ3|2 + 1
2
g31|Ψ3|2|Ψ1|2
}
(8.1)
where the derivatives include (r, θ) coordinates and distances and energies are expressed
in terms of b =
√
~/mω⊥ and ~ω⊥ respectively, where m is the mass of the atoms and ω⊥
is the frequency of the trapping harmonic potential in the horizontal plane. We consider
here the case of completely symmetric couplings and chemical potentials
g11 = g22 = g33 ≡ g, g12 = g23 = g31 ≡ g′,
m1 = m2 = m3 ≡ m, µ1 = µ2 = µ3 ≡ µ. (8.2)
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The study of the vortex lattice structures in a less symmetric situation, where some of the
coupling constants are not coincident, is left as a future problem. When g 6= g′, the system
is S3 symmetric under exchanges Ψi ↔ Ψj . When g = g′, the system is U(3) symmetric
Ψi → Ψ′i = UijΨj with U ∈ U(3). This last case is the most interesting in the perspective
of simulating some of the properties of vortices in a color superconductor, because that
system has a U(3) symmetry.
We minimize the free energy (8.1) by the non-linear conjugate gradient method (the
imaginary time propagation) in the FreeFem++ package. In all the numerical simulations
we take g = 1, Ω = 0.96 and µ = 6. We chose a such high value for Ω in order to have
a large number of vortices present in the condensate, which can better help to show the
robustness of the ordering of the different vortices in the various configurations. Also the
boundary of the gas cloud is far enough from the center, that we can be confident that the
lattice ordering and spacing are not affected by eventual boundary effects. We calculate
the ground state of the system by minimizing the energy functional (8.1) by keeping the
chemical potential µ fixed.
8.2 Metastable state: integer-vortex lattice
To simulate the system described by (8.1), we start as the initial configuration from
the ground state of a non-rotating BEC where no vortices are present. We fix the rotation
speed and let the vortices form in response to the rotation. We find that the vortices are
nucleated as integer vortices disposed in an Abrikosov lattice for every value of g′. This is
in contrast with what happens in two-component BEC, where fractional vortices nucleate
from the beginning.
However, a configuration constituted by a lattice of integer vortices composed of three
different fractional vortices, Ψi ∼ eiθ with the other two having no winding, is metastable.
In fact, as we will see in the next Section, when a very small perturbation is introduced,
each integer vortex gradually splits into 1/3 quantized vortices. We show some of the
metastable configurations we obtained in Fig. 8.1. The defect in the lattice of Fig. 8.1 (c)
appears by chance and it is metastable.
8.3 Ground states: robustness of the triangular lattice
To reach the ground state configuration, we introduce a very small perturbation in
the lattice of integer vortices by splitting the one near the center of the cloud into a set
of three different fractional vortices. The spacing between them is very small compared
to the distance between the integer vortices. We use this perturbed configuration as the
initial configuration in the next step and then obtain the final configuration for each value
of g′. We can expect that in a real situation the fluctuations of the trapped condensate
will be responsible for the perturbation needed to eventually break the metastable integer
vortices into the fractional ones.
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Figure 8.1 – Some of the results obtained when the initial configuration used in the calculation
is the same as the ground state of a non-rotating BEC. The top pictures in each panel are plots
of the density profile for each component, ni = |Ψi|2. The bottom left picture is the full density
profile n = |Ψ1|2 + |Ψ2|2 + |Ψ3|2, while the bottom right picture is the same plot, where the
various components are distinguished by color. Red regions correspond to zeros in the density
of the first component, blue regions stay where the density of the second component vanish,
while green areas are the zeros of the third component density. However, no different colors are
visible in this picture because vortices of all three components are coincident. The value of δ is
reported on top of each panel. In all cases we obtain an integer vortex lattice.
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(a) δ = −0.1 (b) δ = −0.3
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Figure 8.2 – Integer vortex lattice obtained when δ < 0. The top pictures in each panel
are plots of the single component density ni = |Ψi|2. The bottom left picture is the full
density profile n = |Ψ1|2 + |Ψ2|2 + |Ψ3|2, while the bottom right picture is the same plot, where
the various components are distinguished by color (gray tones). Red regions correspond to
zeros in the density of the first component, blue regions stay where the density of the second
component vanish, while green areas are the zeros of the third component density. However, no
different colors (gray tones) are visible in this picture because vortices of all three components
are coincident. Because of the attracting interaction, integer vortices do not split into fractional
vortices.
This behavior and the final structure of the three component lattice depend on the sign
and on the magnitude of g′, the coupling constant of the inter-component interactions. To
characterize the system, as we saw in the case of two-component BEC, it is useful to define
the ratio of the inter-component and intra-component couplings by
δ ≡ g′/g. (8.3)
We examined a wide range of values for δ, from δmin = −0.3 to δmax = 1.5, with the
separation ∆δ = 0.1. When δ < 0, the inter-component interaction is attractive [92],
meaning that the ground state can be only the one constituted by integer vortices. In fact,
as we show in Fig. 8.2, we obtained an Abrikosov lattice of integer vortices, as can be seen
from the bottom pictures in each panel.
When δ = 0 each component is decoupled from the others and vortices of different com-
ponents organize in an Abrikosov lattice independently. Because this is the less interesting
case, we do not show any of the results obtained.
The behavior changes when the inter-component coupling is positive. The repulsive
inter-component interaction present for 0 < δ < 1 [92] makes energetically convenient for
the system to form fractional vortices instead of integer ones. The results obtained for
this range of values for δ are reported in Fig. 8.3(a)–(c). To better identify the ordering of
the vortex lattice, we report a schematic drawing of the configuration in Fig. 8.3(d). As
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(c) δ = 0.9 (d)
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Figure 8.3 – Vortex lattice structures in the miscible phase. (a)–(c) One-third quantized vortex
lattice for g < g′. The top pictures in each panel are plots of the single component density
ni = |Ψi|2. The bottom left picture is the full density profile n = |Ψ1|2 + |Ψ2|2 + |Ψ3|2, while the
bottom right picture is the same plot, where the various components are distinguished by color
(gray tones). Red regions correspond to zeros in the density of the first component, blue regions
stay where the density of the second component vanish, while green areas are the zeros of the
third component density. By this plot it can be seen that vortices in different components are
well separated for this range of parameters. (d) A schematic picture of the 1/3 quantized vortex
lattice for g < g′, where the different shapes and colors distinguish the different components.
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(b) δ = 1.5
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Φ1 Φ2 Φ3 Φ1 Φ2 Φ3
Figure 8.4 – Vortex lattice structures and vortex positions out of the miscible phase. (a)
One-third quantized vortex lattice for g = g′ with the U(3) symmetry, (b) vortex sheets for
g > g′. From the top in each column we show: plots of the single component density ni = |Ψi|2;
plots of the full density profile n = |Ψ1|2 + |Ψ2|2 + |Ψ3|2, where in the rightmost picture the
various components are distinguished by color (gray tones), with red corresponding to zeros in
the density of the first component, blue staying where the density of the second component
vanish, green corresponding to the zeros of the third component density; a plot of the phase of
the order parameter of each component, φi = −i log(Ψi/|Ψi|) (black represents zero and white
does 2pi); a schematic drawing of the positions of vortices distinguished by colors and shapes,
with the dashed lines in the right column being the domain walls separating sheets of different
components. Because of the superposition of zeros of the density explained in the text, other
colors appear, due to the mixing of the original colors: yellow, cyan and purple correspond to
red-green, blue-green and red-blue mixing respectively.
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can be seen from these figures, the fractional vortex lattice does not show any defect and
both the total and individual lattices have the Abrikosov structure. This fact states the
robustness of the shape of the fractional vortex lattice in a three component BEC. One
can find that vortices in each component constitute the Abrikosov lattice. Moreover, the
repulsive force among vortices in different components determines relative positions of the
Abrikosov lattice of each component, and consequently the total configuration is also in
the form of the the Abrikosov lattice. This is possible because the number of components is
three. In fact, in two component BECs, there are two kinds of the vortex lattice structures
depending on the inter-component coupling, that is, the Abrikosov’s triangular lattice and
square lattices. On the other hand, in our case of three component BEC, the Abrikosov
lattice structure is robust in all ranges of the inter-component couplings for 0 < δ < 1.
The symmetry of the system is enhanced to a U(3) symmetry when the intercomponent
is equal to the intracomponent one, i.e. when δ = 1. The configuration obtained is shown
in Fig. 8.4(a). The situation is between the ordered Abrikosov lattice for δ < 1 and the
vortex sheet for δ > 1. A new feature can be seen in this case: density profiles of different
components can have overlapped (almost) zeros. The right plot in the second row in
Fig. 8.4(a) shows a superposition of the density profiles of each component, distinguished
by red, blue and green colors. However, other colors are present, which are generated by
the mixing of the original ones: yellow comes from the mixing of red and green, purple is
the result of the mixing of red and blue, while cyan arises from the mixing of blue and
green. In order to specify the positions of vortices, we can look at the plot of the phase
of each of the order parameters, defined as φi = −i log(Ψi/|Ψi|). By using a schematic
representation, reported in the last row of Fig. 8.4(a), we can compare the positions of
the vortices in each component and can see that vortices are not coincident, even if the
(almost) zeros of the density are overlapped. This happens because two vortices with
different components are close to each other in some place, although they never coincide.
We also notice some symmetric structure in the lattice.
When δ > 1, the phase separation occurs and vortex sheets appear as in Fig. 8.4(b).
This resembles the cases of two-component BECs, but new features arise. In this case, in
a region where one component is present, the other two components are absent because of
the phase separation so that zeros of the density profiles of the other two components are
completely overlapped, as can be seen from the complete mixing of colors in the rightmost
picture of the second row of Fig. 8.4(b). By using the phase plot as done for the δ = 1
case, we observe that in a region where one component is nonzero and the amplitudes of
the other two components are zero, there are ghost vortices of these two components whose
positions are not coincident.
Moreover, this transition between an ordered lattice structure and the vortex sheets is
quite sharp. In fact we report in Fig. 8.5 the results obtained for δ slightly greater than 1,
namely δ = 1.05. As can be seen form the plots, the vortices in the different components
are not arranged in an ordered lattice, but they constitute vortex sheets.
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Figure 8.5 – The results obtained for δ = 1.05. The top pictures are plots of the single
component density ni = |Ψi|2. The bottom left picture is the full density profile n = |Ψ1|2 +
|Ψ2|2 + |Ψ3|2, while the bottom right picture is the same plot, where the various components
are distinguished by color (gray tones). Vortex sheets are formed for values of δ just above 1.
8.4 Discussion
In conclusion we have found that the ordered Abrikosov’s triangular lattice is a robust
structure for fractional vortices in three-component BECs in a large parameter region,
where the inter-component coupling is less than the intra-component coupling g′ < g.
This is in contrast to the cases of two-component BECs, where, as we saw in Section 6.3,
triangular and square lattice are present depending on the inter-component coupling con-
stant and the rotation speed. In the range g ≤ g′ (δ < 1), we find that (almost) zeros
of the density of different components can coincide, even if the vortices lying inside these
regions are separated. When g = g′ (δ = 1), two vortices in different components are close
in some places, where we see the overlap of almost zeros of these two components. When
g < g′ (δ > 1), vortex sheets appear similarly to the case of two component BECs. In a
region where one component is present, the other two components must vanish because of
the phase separation, and in that region there are ghost vortices in these two components
whose positions do not coincide.
Our results imply that in the region 0 < δ < 1 triangular structures of colorful vortex
lattices in three components are very robust, in contrast to the cases of two components.
This happens because the number of components, three, coincides with the number of ver-
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tices of a triangle. The implication to a colorful vortex lattice in the color superconductor
is suggestive. Since both the number of color and the flavors (up, down, strange) are three,
it implies a very robust colorful vortex lattice.
To conclude this Chapter we can discuss about the possible experimental setting to
reproduce the results found here by numerical calculations. Two-component BECs of dif-
ferent hyperfine states of the same atom have been already realized using the |1,−1〉 and
|2, 1〉 states [105] and the |2, 1〉 and |2, 2〉 states [106] of 87Rb, respectively. Systems with
three components can be realized in principle by using a mixture of the above mentioned
states of 87Rb via an optical trap [107], and our prediction is testable in laboratory exper-
iments.
B
Appendix of Part II
B.1 Results of Chapter 7: a cross-check
In this Appendix we want to discuss the procedure we followed to check the results
of Chapter 7. We want to confirm that the configurations reported in the phase diagram
in Figure 7.3 are true ground states. In order to achieve this goal, we obtained the same
results following a different strategy to change the parameters, by moving along horizontal
rather than vertical lines in the phase diagram.
The results have been confirmed by starting from the converged solution with δ = 0
and moving in the phase diagram along horizontal lines, with steps of ∆δ = 0.1, keeping
the ratio ωR/δ fixed. By following this method, we found the configurations reported in
Figure B.1 and Figure B.2, which can be compared to the ones of Figures 7.4 and 7.5 in
Chapter 7. Therefore, all the configurations in Figures 7.4 and 7.5 are be ground states,
and can be all included in the phase diagram.
Regarding the configurations in Figures 7.7(a)-(b) in the text, it is quite difficult to find
the same regular configurations in the whole lattice; nevertheless, they are always present
in some limited regions as shown in Figures B.3(a)-(c). We can conclude that the patterns
described in Figures 7.7(a)-(b) are always realized locally and sometimes globally. On the
other hand, Figures 7.7(c) is always realized when δ & 0.9.
We report the configurations obtained in the following pages.
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(a) δ = 0.2, ωR = 0.02, ωR/δ = 0.1
(b) δ = 0.5, ωR = 0.05, ωR/δ = 0.1
(c) δ = 1, ωR = 0.1, ωR/δ = 0.1
(d) δ = 1.1, ωR = 0.11, ωR/δ = 0.1
Figure B.1 – The configurations obtained by keeping the ratio ωR/δ fixed and gradually in-
creasing δ. In all subfigures, the left panel shows the plot of the density n = |Ψ1|2 + |Ψ2|2,
where light gray dots are identified with vortices; the middle panel is a plot of the Rabi energy
(7.3) (white regions correspond to positive values); and the right panel is the plot of the phase
difference φ(r), where white corresponds to φ(r) = pi and black to φ(r) = −pi. The domain wall
is placed at φ(r) = ±pi and can be identified with boundary between white and black regions.
The corresponding parameters are shown above all subfigures. All the subfigures (a)-(d) are
comparable with Figures 7.4(a)-(d) reported in Chapter 7, proving that these configurations are
reliable ground states.
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(a) δ = 0.2, ωR = 0.05, ωR/δ = 0.25
(b) δ = 0.5, ωR = 0.125, ωR/δ = 0.25
(c) δ = 1, ωR = 0.25, ωR/δ = 0.25
(d) δ = 1.1, ωR = 0.275, ωR/δ = 0.25
Figure B.2 – The configurations obtained by keeping the ratio ωR/δ fixed and gradually in-
creasing δ. In all subfigures, the left panel shows the plot of the density n = |Ψ1|2 + |Ψ2|2,
where light gray dots are identified with vortices; the middle panel is a plot of the Rabi energy
(7.3) (white regions correspond to positive values); and the right panel is the plot of the phase
difference φ(r), where white corresponds to φ(r) = pi and black to φ(r) = −pi. The domain wall
is placed at φ(r) = ±pi and can be identified with boundary between white and black regions.
The corresponding parameters are shown above all subfigures. All the subfigures (a)-(d) are
comparable with Fig. 7.5(a)-(d) reported in Chapter 7, proving that these configurations are
reliable ground states. The defects in (c) and (d) appear by chance.
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(a) δ = 0.2, ωR = 0.06, ωR/δ = 0.3
(b) δ = 0.5, ωR = 0.15, ωR/δ = 0.3
(c) δ = 0.9, ωR = 0.315, ωR/δ = 0.35
Figure B.3 – The configurations obtained by keeping the ratio ωR/δ fixed and gradually in-
creasing δ. In all subfigures, the left panel shows the plot of the density n = |Ψ1|2 + |Ψ2|2,
where light gray dots are identified with vortices; the middle panel is a plot of the Rabi energy
(7.3) (white regions correspond to positive values); and the right panel is the plot of the phase
difference φ(r), where white corresponds to φ(r) = pi and black to φ(r) = −pi. The domain wall
is placed at φ(r) = ±pi and can be identified with boundary between white and black regions.
The corresponding parameters are shown above all subfigures. In (a) and (b) the two patterns of
partner changing revealed in Figure 7.7(a), 7.7(b) of Chapter 7 are realized in limited portions
of the lattice. On the other hand, the pattern of Figure 7.7(c) is observed in the whole lattice
when 0.9 . δ < 1.
9
Discussion and Outlook
Let us summarize the most important results of this thesis and then propose new future
research directions.
In Part I we discussed the properties of semi-superfluid non-Abelian vortices firstly
found in [10] arising in the CFL phase of quark matter at high density, which could be
possibly to be realized in the inner layers of the core of neutron stars. In the ground state
of the CFL phase, a di-quark condensate is formed, locking color and flavor symmetries
[13]. Due to this residual non-Abelian symmetry, non-Abelian vortices possess internal
orientational moduli, living on the vortex world-sheet [14, 15]. We studied the effects on
these solutions of including electromagnetic interactions, and discovered the presence of
an effective potential on the vortex moduli space. Because of electromagnetic interactions,
the degeneracy between different vortex solutions is removed. We provided a comparison
between this potential with the already known potentials generated by perturbations due
to a non-zero strange quark mass and by quantum effects. We found that, when all the
aforementioned potentials are taken into account, the local minima of the energy are givenx
by three particular vortex solutions, the Balachandran-Digal-Matsuura [10], the CP 1− and
the CP 1+ vortices. We identified the most stable solution with the CP 1+ vortex, into which
other vortex solutions are expected to decay through color-magnetic monopoles.
Moreover, we presented a study of the junction between semi-superfluid vortices in the
CFL phase and proton superconducting and neutron superfluid vortices in the npe phase.
The latter phase is expected to characterized the outer layers of the core of a neutron star.
The junction is found to be realized as a boojum, connecting three superfluid and three
superconducting vortices in the npe phase to three semi-superfluid vortices in the CFL
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phase, whose total color flux is canceled out. In the vicinity of the junction, due to the
mixing between electromagnetic and color gauge fields, a part of the electromagnetic flux
carried by the proton vortices is screened by a surface current, while the rest spreads freely
in the CFL phase. We finally gave a quantitative estimate of the extension in space of the
boojum into the CFL phase.
In the first sections of Part II a review of the features of Bose-Einstein condensates of
ultra-cold atoms was given. Special attention was dedicated to vortices in a single com-
ponent BEC and to fractionally quantized superfluid vortex arising in multi-component
BECs. In particular a wide variety of vortex lattices appear in tow-component BECs
when the inter-component coupling is varied [31, 88]. We systematically studied the mod-
ifications on the various vortex configurations in the case of a slowly increasing coherent
coupling, which can be realized by Rabi oscillations. Such coupling corresponds to an at-
tractive interaction between vortices belonging to the first or the second component. This
attractive force is due to the presence of a sine-Gordon domain wall between two fractional
vortices, constituting a dimer [32, 34]. We found that six and four vortex bound states are
realized at small values of the Rabi frequency; these molecules are broken into dimers when
the Rabi coupling is increased. For very large values of the coherent coupling, elementary
fractional vortices become indistinguishable and dimers degenerate into integer vortices.
We found that the fractional vortex lattice undergoes a dramatic reorganization and the
vortices change the partner with which they form the dimer. We identified three possible
patterns for the partner changing process, depending on the value of the inter-component
coupling constant.
Finally, we numerically simulated vortex lattices realized in a rotating three-component
BEC of ultra-cold atoms, restricting to the case of equal couplings between the different
components. This analysis can give us a deeper insight into the problem of determining
the semi-superfluid vortex lattice structure which could be realized in the CFL phase, due
to the many similarities between vortex solitons in rotating dense quark matter in the CFL
phase and rotating three-component BEC. We found that, for any value of the common
inter-component coupling, vortices arrange themselves in the Abrikosov triangular lattice,
constituted by an ordered disposition of vortices belonging to the first, the second and the
third components. Therefore, we have been able to conclude that the triangular vortex
lattice is a very robust structure, which is likely to be realized also in the CFL phase by
semi-superfluid vortices.
9.1 Outlook
The CFL phase of quark matter has been proposed to be realized at very large densities.
If the scenario described so far was effectively relized, semi-superfluid vortices in the CFL
phase would be just the tip of the iceberg. When the density is lowered, we can imagine
that in the outer regions of the core of a neutron star other phases could appear, such as
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the CFL-K0 and the 2SC phases we discussed in Chapter 1. In the CFL-K0 phase, vortices
quite different from the ones appearing in the CFL phase are generated in response to the
rotation of the star. A non-trivial question is whether semi-superfluid vortices and kaon
vortices can coexist in a quark matter system such as the inner layers of a neutron star. In
the 2SC phase, on the other hand, no stable vortex solutions are possible. The chemical
potential decreases as we move toward the outer regions of the core of a neutron star and
the strange quark mass increases. At some point, the strange quark is so massive that
the 2SC phase becomes the favored phase. It is therefore interesting to study the fate of
vortices in the CFL phase when they encounter a region where the 2SC phase is realized.
In addition, the boojum appearing at the interface between the npe and the CFL phases
should receive some modification in shape due to the presence of a kaon condensate. The
lowering of the chemical potential in the vicinity of the interface can in fact perturb the
structure of the boojum.
Colorful vortices interact at large distances through long range forces, like Abelian
U(1)B vortices do. However, the interaction at short ranges is still unknown. The non-
Abelian gauge fields give an attractive interaction among colorful vortices at short distances
and this has many implications on the lattice structure and the formation of the lattice
itself.
We discussed that the rotation of quark matter is the reason for nucleation of vortices
in the CFL phase. However, semi-superfluid strings are unlikely to be created singularly,
because it would be disfavored to generate color fluxes from nothing if total color flux is
conserved. The most favored process should be the creation of integer U(1)B vortices as the
first step, which would decay after a characteristic time into the fractional vortices, having
lower energy. Such process implies that the lattice of U(1)B vortices is metastable against
decay into fractional vortex lattice, due to the attractive forces coming from gauge fields.
This is more than a simple idea, because simulations of an ungauged system like three
component BEC we discussed in Chapter 8 show just this behavior. Thus, a simulation of
the formation of integer U(1)B vortices and of their decay into fractional semi-superfluid
vortices is an important topic.
Moreover, when rotation speed is increased, the inter vortex distance becomes shorter.
There could be a critical value of the rotation speed at which vortices become close enough
to the others that short range interactions become important. In such a situation, it
would be energetically favorable that triplets of fractional vortices with total color flux
canceled out recombine into integer vortices. It would be important to understand if this
is effectively the case.
The results we obtained in Chapter 7 about coherent coupling in two-component BEC
can be important for multi-gap superconductors. Vortices are nucleated in response to
an external magnetic field and the coupling between different components is constituted
by the Josephson coupling. Such interaction has been predicted in [27] to bind fractional
vortices winding around different components by a sine-Gordon kink [99, 108], consituting
dimers. Our study of two-component BEC can help improving the understanding of the
physics of such bound states of vortices appearing in this class of materials.
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Our motivation in Chapter 8 was to simulate a color superconductor; to this end we
restricted to the case of the symmetric couplings in Eq. (8.2). In general, we could change
couplings asymmetrically. If we change either gi, gij , mi or µi, circulations of vortices are
not 1/3 quantized anymore. This is often the case of multi-component BECs constituted
by a mixture of different atoms. We think that this is an interesting problem to study in
the future.
If we set g23 = g31 = 0, the third component Ψ3 decouples from the others, reducing
to two-component BECs of Ψ1 and Ψ2. There, we have the phase diagram of the two
component BECs, which we saw in Section 6.3. It is an interesting future problem how
the vortex phase of two-component BECs is connected to that of a three-component BEC
found in this paper by gradually increasing the coupling to the remaining component Ψ3.
Another interesting problem is to introduce internal coherent couplings between dif-
ferent components via Rabi oscillations. As we discussed in Chapter 7, two different
fractional vortices are combined by a sine-Gordon domain wall to become a two-vortex
molecule or a dimer [34, 38]. For three-components, the introduction of internal coherent
couplings results in a three-vortex molecule, namely a trimer [97, 89], and the same for
N -component results in a vortex N -omer [18, 89]. In these works many different shapes for
vortex molecules are proposed, depending on the ratios between different Rabi couplings.
It is then a non-trivial problem to determine which of the different molecules proposed can
effectively be realized and simulations of a whole lattice of fractional vortices are needed.
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