INTRODUCTION
In recent years two-dimensional process simulators for modelling and simulation in the design of VLSI semiconductor devices have appeared (see Chin, Kump and Dutton [1] , Maldonado [4] , Penumalli [5] ). The underlying mathematical problem consists in solving numerically the following boundary value problem : 
Hère u is the unknown concentration of an impurity, D(u) is the concentration dependent diffusion coefficient and we assume that D(u) e C°(< 0, oo)) and :
Further, cp is a given function of y and t belonging to C 1 «0,5> x < 0, T », ^-is the derivative in the direction of the outward normal, y is a constant, q> n is the rate of the motion of T{t) in the direction of the outward öcp , /dcpy \ _, . , 1, .j -, cp"= -^-1+--and m the problem considered : dtl \dy) J ^ ( 6) 1 is the given initial concentration. For more details we refer the reader to [4] .
In the present paper the above boundary-value problem is formulated in a variational form. We construct a fully discrete fmite element solution based on triangular éléments varying in time. We prove stability and dérive an error estimate. Finally, some numerical results are introduced If u is a suffîciently smooth solution of (l)-(4) (we remark that we do not know any resuit from which existence of a solution of (l)-(4) follows) then by multiplying (1) by v e H 1 (Sl(t)) and integrating over Q(t) we get :
fl(w, /; w, r) = D(w) VM.VÏ; dx dy -y \ q> B MV dr.
Jn(f) Jr(t)
The équation (7) will be used for defining a semidiscrete Gnite element solution. To this end we need to construct a suitable moving triangulation of the domain Q(t). We consider the one-to-one mapping of the rectangle ë=<0,L o > x <0,*>o5
We cover Q(0) by triangles completed along F(0) by curved éléments in a manner described in Zlâmal [7] . Let P k = (x h y k ), k = 1,..., d, be the nodes of this triangulation and let Q k = (a fc , (î fc ) be their inverse images in the mapping to 0)
The triangulation 15(0 of Q(f) is determined for t > 0 by the nodes :
The éléments of 73 (0 are again triangles or curved éléments. Let K(t) be an arbitrary element of 73(0-At this moment we use a local notation P^it), P 2 {t\ P 3 (t) of the vertices of K(t). We map K(t) on the (time independent) référence element K with vertices R t = (0, 0), R 2 = (1, 0), R 3 = (0, 1) in the £,, rj -plane. We have (see [7] ) :
where : N x = 1 -Ç and :
O(r), ?) = 0 for triangles ,
for éléments with a curved side Pj/^ (^i(0 = <pO>i, 0»^3(0 = 9(^3^ 0)-The trial functions are on each element K{t) of the form :
where £ = ^(x, j, 0> "H = îlC^ ^5 0 i s the inverse mapping to the mapping (12). We dénote by V h (i) the set of ail trial functions. We have : 9 O^t^T.
We dénote by ^(x, y,t\k = 1,..., 4 the basis functions of V h (t). w k is uniquely determined by w fc (x, y, t) e V h (t) and by w fc (P/4 0 = S*> O^^T.
The notation v will be used also for functions v which are not trial functions. If t? is defîned on an element K(t) then vfe, r\, t) is defined on K by :
In [4] the mapping (9) was used to transform the équation (1) in an équation with independent variables a, p and to solve this new problem by the method of lines. We use (9) for constructing a moving triangulation TS(?) of Q(t) without transforming (1) . As input data only the coordinates of the nodes of 15(0) are necessary. The semidiscrete solution of the problem (l)- (4) is assumed in the form :
V(x 9 y,t)= tu^wfaKt) (16) and determined by :
07)
U(x,y,0)= U*(x,y). 
then the matrix form of (17) is :
u(o) = u*. :
Hère Ù = -=-U and the matrices M and K are standard mass and stiffness dt matrices, respectively. The matrix R is unsymmetric and we show later how to compute it. _ _We discrelize^(L8)jnJime. For simplicity, we use a uniform partition of the interval < 0, T > : 
vol 20, no 3, 1986 At first glance it is not clear that (19) détermines uniquely U 1 , i = 1,..., q. We show later that this is the case. Further, for practical computations it is necessary to do one more step : to replace curved éléments by triangles (then, of course V h (t) <£ V(t)) and to compute ail matrices numerically. Also, we could use the Crank-Nicolson approach for solving (18) or, more generally, the 0-method Finally, the linearization of the nonlinear term need not give suffîciently acurate values. Better values of U I+1 can be won by iterating successively :
In the present paper we restrict ourselves to justify the procedure defined by (19). Remark : The method proposed here can be applied as well for the solution of the parabolic system of nonlinear équations which governs the case of more impurities. This system is derived in [4] .
PROPERTIES OF THE TRIANGULATION
We will consider a family { 7S£ } of the triangulations of Q° from which a family { *ü h (t) } of the triangulations of Q(t) for t e (0, T > is constructed as described in the preceding section.
Let h K o be the greatest side of an element K° e TS° and :
KO e-G»
We consider a family { TS£ } such that :
and the minimum angle condition is satisfied (see Zlâmal [8] ), i.e. :
where $ h is the smallest angle of all éléments of TSj J (if the element is curved we mean by its angles the angles of the triangle with the same vertices). From { TSJJ } we construct { TS h (f) } for all t by means of (11). Let P 3 (t\ j = 1, 2, 3, be the vertices of an element K(t) from C 6 ft (/). First we introducé a lemma which is a counterpart of theorem 1 from [7] . Before, let us remark that the quantity h from the second section of [7] is not equal to h defined by (20).
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In this paper, h K o will play the role of h from the second section of [7] . Further, the assertions of theorem 1 from [7] are true for triangles as well, i.e. they are true for the mapping (2) from [7] . Proof : In the sequel C dénotes a positive constant independent onX° and not necessarily the same in any two places. 0(h K o) means a quantity not greater in absolute value thariCh K oJor^ te < 0, T >. First, we state that as in [7] we can prove : 
Now from theorem 1 of [7] it follows :
hence by (26) also :
Setting t = 0 in (27) one gets, due to (6) and (28) :
and from (27), (28) :
(29) and (26) give (22). The homeomorphism of K onto K(t) as well as the estimâtes (23) can be proved in the same way as in [7] the homeomorphism of 7\ onto T and the estimâtes (6) and (7) were proved Finally, if y(t) is the smallest angle of K(t) then : 
//ere Mj is the interpolate ofu and h is defined by (20).
Proof : We use Bramble-Hilbert lemma and lemma 1 in a standard way. 
We return to the matrix R(t), From the définition of the trial functions and from (15) it follows that on an element K(t) w k (x(^9 r\, t\ y(^9 r\), t) is equal zero if P k (t) is not a vertex of K(t) and it is equal to one of the shape functions
We dénote by G(x, y, t) the function which on each K(t) is defined as follows :
.TI,0
()

Then -^ = -G -^ and :
(32)
Assuming that G e L°°(Q(0) (19) is equivalent to this variational formulation :
vol 20, n° 3, 1986 For later purpose we need more than to show that G e L°°(Q(r)). From (31) and (12) it follows that : We<0,T>.
To prove it we remark that :
-og, j,k= 1,2,3, from which we find out easily that : 
STABILITY AND ERROR ESTIMATES
We introducé the notation : Gt? ^-rfx rfy.
Kw.. ; t;u,v) = a(w, t;u,v) -^ <p
Since Ge/f 1 ' oo (Q(0) the function Gv belongs to /^(QW) and by Green's theorem we obtain :
where n x is the x-component of the unit outward normal to öQ(r). Since n x -0 on the parts ƒ = 0 and y = B oï dQ(t\ since G = 0 when x = L o and since we have :
From (41) it foliows :
and we see that (40) is equivalent with :
The first term is bounded from bellow by -|| U l + 1 ||£ 1 + 1 --|| Ü l ||Q Ï + I, the second term by -CAr || U l + i ||^I + 1 due to (35) and the third term is nonnegative according to our assumptions. Therefore we get from (42) :
and (39) is proved if we show that :
We have :~
As Î7 l = Ü l it follows from (22) :
Thus (43) Before introducing the error estimate we formulate the assumptions on the data cp and D and on the exact solution u :
(ii) D(s) and D'(s) are bounded for s G < 0, oo), Remark : The estimate in the if *-norm is optimal with respect to h and Ar.
Proof : We use a technique which in case that the boundary does not move is essentially that of Wheeler [6] , Dupont, Fairweather, Johnson [2] and
We begin with a modification of équations (7) and (33). We introducé the operator D t defîned on each K(t) by : so that we get :
For arbitrary functions v 9 we V(t) we have by Green's theorem (see the proof of Theo rem 1) :
The last two equalities give :
where :
The form c/(w, t; u,v) is uniformly 7(*)-elliptic due to the assumptions (45) and (6) . From (33) and (50) it follows :
The équations (51) and (53) are the starting relations for derivmg the error estimate. We décompose the exact solution u in u = Ç + e, where Ç e V h {i) is the Ritz approximation defined by :
Later we show that there holds :
Denoting :
we see that with respect to (55) 
Since u = Ç + e it follows from (60) : The estimate (2.4) from [9] holds in our case, too ; hence :
max|VÇ| S C, *e(0,T>.
By (56) we have :
From the last two relations, from the estimate || ê* || ni + i ^ C \\ e l || n , (can be proved in the same way as (43)) and from the estimate (55) we get :
.Vv dx dy^ VC(9+ ||2'|ln.
Choosing v = vj/ 3 in (67) we dérive : (59) with \|/ l+1 = vk 2 + ^3 follows from (63) and (66) and (58) is an easy conséquence of the above inequality and of (65).
We return to the équation (57). It follows from (50) that for an arbitrary function v e V(t) it holds :
Therefore setting v = e l + 1 in (57) we get From the last two équations we obtain :
d(u,t;D t e,v)=f(v) VveV h (t).
It remains to prove :
First we estimate the term f(v). From (68), (69), (73), (76) and (80) we get :
Using (45), (81) and (83) we dérive :
t) .
Hence :
Let us dénote : for computation of an intégral over a triangle T with vertices P u P 2 , P 3 . The line intégral over the moving boundary T(t) is computed piecewise by the trapezoidal rule. The triangulations are of the form given in figure 2. In the table there are given relative errors E in percents, E = 100 max max t-U'j N y
