Consider a multi-variate time series (X t ) T t =0 , where X t ∈ R d which may represent spike train responses for multiple neurons in a brain, crime event data across multiple regions, and many others. An important challenge associated with these time series models is to estimate an influence network between the d variables, especially when d is large, meaning we are in the high-dimensional setting. Prior work has focused on parametric vector auto-regressive models. However, parametric approaches are somewhat restrictive in practice. In this paper, we use the non-parametric sparse additive model (SpAM) framework to address this challenge. Using a combination of β and φ-mixing properties of Markov chains and empirical process techniques for reproducing kernel Hilbert spaces (RKHSs), we provide upper bounds on mean-squared error in terms of the sparsity s, the logarithm of the dimension log d, the number of time points T , and the smoothness of the RKHSs. Our rates are sharp up to logarithm factors in many cases. We also provide numerical experiments that support our theoretical results and display the potential advantages of using our non-parametric SpAM framework for a Chicago crime data set.
guarantees for estimating such a network model when the number of nodes d is large.
Prior approaches for addressing these challenges involve parametric approaches ( [12] , [13] , [16] ). In particular, [15] use a generalized linear model framework for estimating the highdimensional influence network. More concretely, consider samples (X t ) T t =0 where X t ∈ R d for every t which could represent continuous data, count data, binary data or others. We define p(.) to be an exponential family probability distribution, which includes, for example, the Gaussian, Poisson, Bernoulli and others to handle different data types. Specifically, x ∼ p(θ ) means that the distribution of the scalar x is associated with the density p(x|θ) = h(x) exp[ϕ(x)θ − Z (θ )], where Z (θ ) is the so-called log partition function, ϕ(x) is the sufficient statistic of the data, and h(x) is the base measure of the distribution. For the prior parametric approach in [15] , the j th time series observation of X t +1 has the following model:
where A * ∈ R d×d is the network parameter of interest. Theoretical guarantees for estimating A * are provided in [15] . One of the limitations of parametric models is that they do not capture non-linear effects such as saturation. Non-parametric approaches are more flexible and apply to broader network model classes but suffer severely from the curse of dimensionality (see [35] ).
To overcome the curse of dimensionality, the sparse additive models (SpAM) framework was developed (see [19] , [24] , [30] , [31] ). Prior approaches based on the SpAM framework have been applied in the regression setting. In this paper, we consider samples generated from a non-parametric sparse additive auto-regressive model, generated by the generalized linear model (GLM),
where f * j,k is an unknown function belonging to a reproducing kernel Hilbert space H j,k . The goal is to estimate the d 2 functions ( f * j,k ) 1≤ j,k≤d . Prior theoretical guarantees for sparse additive models have focused on the setting where samples are independent. In this paper, we analyze the convex penalized sparse and smooth estimator developed and analyzed in [20] and [31] under the dependent Markov chain model (1) . To provide theoretical 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
guarantees, we assume the Markov chain "mixes" using concepts of β and φ-mixing of Markov chains. In particular, in contrast to the parametric setting, our mean-squared error is a function of β or φ mixing co-efficients, and the smoothness of the RKHS function class. We also support our theoretical guarantees with simulations and show through simulations and a performance analysis on real data the potential advantages of using our non-parametric approach.
A. Our Contributions
As far as we are aware, our paper is the first to provide a theoretical analysis of high-dimensional non-parametric autoregressive network models. In particular, we make the following contributions.
• We provide a scalable non-parametric framework using technologies in sparse additive models for highdimensional time series models that capture non-linear, non-parametric framework. This provides extensions to prior work on high-dimensional parametric models by exploiting RKHSs. • In Section IV, we provide the most substantial contribution of this paper which is an upper bound on mean-squared error that applies in the high-dimensional setting. Our rates depend on the sparsity of the function, smoothness of each univariate function, and mixing co-efficients. In particular, our mean-squared error upper bound scales as:
up to logarithm factors, where s is the maximum degree of a given node, d is the number of nodes of the network, T is the number of time points. Here m refers to the univariate rate for estimating a single function in RKHS with m samples (see [30] ) and 1 ≤ m ≤ T refers to the number of blocks needed depending on the β and φ-mixing co-efficients. If the dependence is weak and m = O(T ), our mean-squared error bounds are optimal up to log factors as compared to prior work on independent models [30] while if dependence is strong m = O(1), we obtain the slower rate (up to log factors) of 1 √ T that is optimal under no dependence assumptions.
• We also develop a general proof technique for addressing high-dimensional time series models. Prior proof techniques in [15] rely heavily on parametric assumptions and constraints on the parameters which allow us to use martingale concentration bounds. This proof technique explicitly exploits mixing co-efficients which relies on the well-known "blocking" technique for sequences of dependent random variables (see [26] , [28] ), which does not require parametric assumptions. In the process of the proof, we also develop upper bounds on Rademacher complexities for RKHSs and other empirical processes under mixing assumptions rather than traditional independence assumptions as discussed in Section V. • In Section VI, we demonstrate through both a simulation study and real data example the flexibility and potential benefit of using the non-parametric approach. In particular we show improved prediction error performance on higher-order polynomials applied to a Chicago crime dataset. The remainder of this paper is organized as follows: In Section II, we introduce the preliminaries for RKHSs, and beta-mixing of Markov chains. In Section III, we present the non-parametric multi-variate auto-regressive network model and the sparse and smooth estimation scheme. In Section IV, we present the main theoretical results and focus on specific cases of finite-rank kernels and Sobolev spaces. In Section V, we provide the main steps of the proof, deferring the more technical steps to the Appendix and in Section VI, we provide a simulation study that supports our theoretical guarantees and a performance analysis on Chicago crime data.
II. PRELIMINARIES
In this section, we introduce the basic concepts of RKHSs and standard definitions of β and φ mixing for stationary processes.
A. Reproducing Kernel Hilbert Spaces
First we introduce the basics of RKHSs and smoothness assumptions. Given a subset X ⊂ R and a probability measure Q on X , we consider a Hilbert space H ⊂ L 2 (Q), meaning a family of functions g : X → R, with g L 2 (Q) < ∞, and an associated inner product ·, · H under which H is complete. The space H is a reproducing kernel Hilbert space (RKHS) if there exists a symmetric function K : X × X → R + such that: (a) for each x ∈ X , the function K(x, ·) belongs to the Hilbert space H, and (b) we have the reproducing relation g(x) = g(·), K(x, ·) H for all g ∈ H. This function K is the so-called kernel function, which under suitable regularity conditions, has an eigen-expansion of the form
guaranteed by Mercer's theorem [25] , where μ 1 ≥ μ 2 ≥ μ 3 ≥ . . . ≥ 0 are a non-negative sequence of eigenvalues, and { i } ∞ i=1 are the associated eigenfunctions, taken to be orthonormal in L 2 (Q). As has already been established (see [2] , [19] , [24] , [30] , [34] , [37] ), these eigenvalues play a crucial role in our analysis, since they ultimately determine the univariate rate m , m (to be specified later) for estimating a single function in RKHS.
Since the eigenfunctions { i } ∞ i=1 form an orthonormal basis, any function g ∈ H has an expansion of the form
, we can define two distinct inner products. The first is the usual inner product in the space L 2 (Q)-namely, g, f L 2 (Q) := X g(x) f (x)dQ(x). By Parseval's theorem, it has an equivalent representation in terms of the expansion coefficients, namely
The second inner product, denoted g, f H , is the one that defines the Hilbert space which can be written in terms of the kernel eigenvalues and generalized Fourier coefficients as
For more background on reproducing kernel Hilbert spaces, we refer the reader to various standard references [2] , [33] , [34] , [37] , [38] . Furthermore, for a subset S j ∈ {1, 2, .., d}, let f j := k∈S j f j,k (x k ), where x k ∈ X and f j,k ∈ H j,k is the RKHS that f j,k lies in. Hence we define the norm
where · H j,k denotes the norm on the univariate Hilbert space H j,k .
B. Mixing
Now we introduce standard definitions for dependent observations based on mixing theory [10] for stationary processes.
is said to be stationary if for any t 0 and non-negative integers t 1 and t 2 , the random vectors (Z t 0 , . . . , Z t 0 +t 1 ) and (Z t 0 +t 2 , . . . , Z t 0 +t 1 +t 2 ) have the same distribution. Thus the index t or time, does not affect the distribution of a variable Z t in a stationary sequence. This does not imply independence however and we capture the dependence through mixing conditions. The following is a standard definition giving a measure of the dependence of the random variables Z t within a stationary sequence. There are several equivalent definitions of these quantities, we are adopting here a version convenient for our analysis, as in [27] and [40] .
be a stationary sequence of random variables. For any i 1 , i 2 ∈ Z ∪ {0, ∞}, let σ i 2 i 1 denote the σ -algebra generated by the random variables Z t , i 1 ≤ t ≤ i 2 . Then, for any positive integer , the β-mixing and φ-mixing coefficients of the stochastic process Z are defined as
Furthermore Z is said to be algebraically β-mixing (algebraically φ-mixing) if there exist real numbers β 0 > 0 (resp. φ 0 > 0) and r > 0 such that
Both β( ) and φ( ) measure the dependence of an event on those that occurred more than units of time in the past. β-mixing is a weaker assumption than φ-mixing and thus includes more general non-i.i.d. processes.
III. MODEL AND ESTIMATOR
In this section, we introduce the sparse additive auto-regressive network model and the sparse and smooth regularized schemes that we implement and analyze.
A. Sparse Additive Auto-Regressive Network Model
From Equation (1) in Section I, we can state the conditional distribution explicitly as:
where f * j,k is an unknown function belonging to a RKHS
Recall that Z (·) refers to the log-partition function and ϕ(·) refers to the sufficient statistic. This model has the Markov and conditional independence properties, that is, conditioning on the previous data at time point t −1, the elements of X t are independent of one another and X t are independent with data before time t − 1. We note that while we assume that v is a known constant vector, if we assume there is some unknown constant offset that we would like to estimate, we can fold it into the estimation of f * via appending a constant 1 column in X t .
We assume that the data we observe is (X t ) T t =0 and our goal is to estimate f * , which is constructed element-wise by f * j,k . However, in our setting where d may be large, the sample size T may not be sufficient even under the additivity assumption and we need further structural assumptions. Hence we assume that the network function f * is sparse which does not have too many non-zero functions. To be precise, we define the sparse supports (S 1 , S 2 , . . . , S d ) as:
S j ⊂ {1, 2, . . . , d}, for any j = 1, 2, . . . , d.
We consider network function f * is only non-zero on supports
The support S j is the set of nodes that influence node j and s j = |S j | refers to the in-degree of node j . In this paper we assume that the function matrix f * is s-sparse, meaning that f * belongs to H(S) where |S| = d j =1 |S j | ≤ s. From a network perspective, s represents the total number of edges in the network.
B. Sparse and Smooth Estimator
The estimator that we analyze in this paper is the standard sparse and smooth estimator developed in [20] and [31] , for each node j . To simplify notation and without loss of generality, in later statements we assume H j,k refers to the same RKHS H, and define H j = { f j | f j = d k=1 f j,k , for any f j,k ∈ H} which corresponds to the additive function class for each node j . Further we define the empirical norm f j,k
For any function of the form f j = d k=1 f j,k , the (L 2 (P T ), 1) and (H, 1)-norms are given by
respectively. Using this notation, we estimate f * j via a regularized maximum likelihood estimator (RMLE) by solving the following optimization problem, for any j ∈ {1, 2, .., d}:
Here (λ T , λ H ) is a pair of positive regularization parameters whose choice will be specified by our theory. An attractive feature of this optimization problem is that, as a straightforward consequence of the representer theorem [18] , [34] , it can be reduced to an equivalent convex program in R T × R d 2 .
In particular, for each ( j, k) ∈ {1, 2, . . . , d} 2 , let K denote the kernel function associated with RKHS H where f j,k belongs to. We define the collection of empirical kernel
. As discussed in [20] and [31] , by the representer theorem, any solutionf j to the variational problem can be expressed in terms of a linear expansion of the kernel matrices,
The optimal weights are obtained by solving the convex problem
This problem is a second-order cone program (SOCP), and there are various algorithms for solving it to arbitrary accuracy in polynomial time of (T, d), among them interior point methods (see the book [5] ). Other more computationally tractable approaches for estimating sparse additive models have been developed in [25] and [32] and in our experiments section we use the package "SAM" based on the algorithm developed in [31] . However from a theoretical perspective the sparse and smooth SOCP defined above has benefits since it is the only estimator with provably minimax optimal rates in the case of independent design (see [30] ).
IV. MAIN RESULTS
In this section, we provide the main general theoretical results. In particular, we derive upper bounds on the mean-squared error
under the assumption that the true network is s-sparse. The mean-squared error is the difference in empirical L 2 (P T ) norm between the regularized maximum likelihood estimator,f , and the true generating network, f * . First we incorporate the smoothness of the RKHS H. We refer to m as the univariate rate, which depends on the eigenvalues of the RKHS. That m is defined as the minimal value of σ , such that
are the eigenvalues in Mercer's decomposition of the kernel related to the univariate RKHS (see [25] ). In our work, we define m as the univariate rate in a slightly modified formula, which is the minimal value of σ , such that there exists a M 0 ≥ 1 satisfying
Remark: Note that since the left side of the inequality for m is always larger than it for m , the definitions of m and m tell us that m ≤ m . Furthermore m is of order O( m log(dT ) 2 ) for finite rank kernel and kernel with decay rate i −2α . See Subsection IV-C for more details. The modified definition m allows us to extend the error bounds on f − f * 2 T to the dependent case at the price of additional log factors. The log(dT ) term is an artifact of the analysis and is required because samples are dependent, the M 0 term is needed because non-parametric functions can have infinite basis in RKHS and we require finite M 0 to apply Martingale concentration inequality.
A. Assumptions
We first state the assumptions in this subsection and then present our main results in the next subsection. Without loss of generality (by re-centering the functions as needed), we assume that
Besides, for each ( j, k) ∈ {1, . . . , d} 2 , we make the minor technical assumptions:
• For any f j,k ∈ H, f j,k H ≤ 1 and f j,k ∞ ≤ 1.
• For any H, the associated eigenfunctions in Mercer's decomposition
The first condition is mild and also assumed in [30] . The second condition is satisfied by the bounded basis, for example, the Fourier basis. We proceed to the main assumptions by denoting s max = max j s j as the maximum in-degree of the network and denoting H μ = ∞ i=1 μ i as the trace of the RKHS H.
Remark: It can be checked that for (1) Gaussian link function with bounded noise or (2) Bernoulli link function, w t, j = O(1) with probability 1. For other generalized linear model cases, such as (1) Gaussian link function with Gaussian noise or (2) Poisson link function under the assumption f * j,k ≤ 0 for any ( j, k), we have that |w t, j | ≤ C log(dT ) with probability at least 1 − exp(−c log(dT )) for some constants C and c (see the proof of [16, Lemma 1]).
Remark: For the Gaussian link function, a = ∞ and ϑ = 1. For Bernoulli link function, a = (16 (1) is a stationary sequence satisfying one of the following mixing conditions:
We can show a tighter bound when r φ ≤ 2 using the concentration inequality from [21] . The condition r φ ≥ 0.781 arises from the technical condition in which (r φ +2)×(2r φ −1) ≥ 2r φ (see the Proof of Lemma 6). Numerous results in the statistical machine learning literature rely on knowledge of the β-mixing coefficient [23] , [36] . Many common time series models are known to be β-mixing, and the rates of decay are known given the true parameters of the process, for example, ARMA models, GARCH models, and certain Markov processes [?], [7] , [27] . The φ-mixing condition is stronger but as we observe later allows a sharper mean-squared error bound.
Note that Assumption 4 is a technical assumption also required in [30] and is satisfied under mild dependence across the covariates.
B. Main Theorem
Before we state the main result, we discuss the choice of tuning parameters λ T and λ H .
Optimal Tuning Parameters:
independent of T , s and d, and mγ 2 m = (− log(γ m )) and
The parameter m is a function of T and is defined in Thm. 1 and Thm. 2. Then we have the following optimal choices of tuning parameters:
Clearly it is possible to choose larger values of λ T and λ H at the expense of slower rates. Theorem 1: Under Assumptions 1, 2, 3 (a), and 4. Then there exists a constant C such that for each 1 ≤ j ≤ d,
with probability at least
for β-mixing when r β ≥ 1/c 0 , and c 2 and c 3 are constants. The parameter c 0 can be any number between 0 and 1.
• Note that the term 2 m accounts for the smoothness of the function class, ϑ accounts for the smoothness of the GLM loss, and m denotes the degree of dependence in terms of the number of blocks in T samples. • In the very weakly dependent case r β → ∞ and m = O(T ), we recover the standard rates for sparse additive models
T (see [30] ) up to logarithm factors. In the highly dependent case m = O(1), we end up with a rate proportional to 1 √ T (up to log factors in terms of T only) which is consistent with the rates for the lasso under no independence assumptions. • Note that we have provided rates on the difference of functionsf j − f * j for each 1 ≤ j ≤ d. To obtain rates for the whole network functionf − f * , we simply add up the errors and note that s = d j =1 s j . • To compare to upper bounds in the parametric case in [15] , if m = O(T ) and 2 m = O( 1 m ), we obtain the same rates. Note however that in [15] we require strict assumptions on the network parameter instead of the mixing conditions we impose here. • A larger c 0 leads to a larger m and a lower probability from the term T − 1−c 0 c 0 . When r φ ≥ 2, Theorem 1 on β-mixing directly implies the results for φ-mixing. When 0.781 ≤ r φ ≤ 2, we can present a tighter result using the concentration inequality from [21] .
Theorem 2: Under same assumptions as in Thm. 1, if we assume φ-mixing when 0.781 ≤ r φ ≤ 2, then there exists a constant C such that for each 1 ≤ j ≤ d,
C. Examples
We now focus on two specific classes of functions, finiterank kernels and infinite-rank kernels with polynomial decaying eigenvalues. First, we discuss finite (ξ ) rank operators, meaning that the kernel function can be expanded in terms of ξ eigenfunctions. This class includes linear functions, polynomial functions, as well as any function class where functions have finite basis expansions.
Lemma 1: For a univariate kernel with finite rank ξ ,
Using Lemma 1 and m calculated from [30] gives us the following result. Note that for T = O(m), we end up with the usual parametric rate.
Corollary 1: Under the same conditions as Theorem 1, consider a univariate kernel with finite rank ξ . Then there exists a constant C such that for each 1 ≤ j ≤ d,
Next, we present a result for the RKHS with infinitely many eigenvalues, but whose eigenvalues decay at a rate μ = (1/ ) 2α for some parameter α ≥ 1/2. Among other examples, this includes Sobolev spaces, say consisting of functions with α derivatives (e.g., [4] , [14] ).
Lemma 2: For a univariate kernel with eigenvalue decay
Corollary 2: Under the same conditions as Theorem 1, consider a univariate kernel with eigenvalue decay μ = (1/ ) 2α for some α ≥ 1/2. Then there exists a constant C such that for each 1 ≤ j ≤ d,
with probability at least 1− 1
up to log factors which is optimal in the independent case.
V. PROOF FOR THE MAIN RESULT (THEOREM 1)
At a high level, the proof for Theorem 1 follows similar steps to the proof of [31, Thm. 1] . However a number of additional challenges arise when dealing with dependent data.
The key challenge in the proof is that the traditional results for Rademacher complexities of RKHSs and empirical processes typically assume independence. These problems are addressed by Theorems 3 and 4 to follow which provide upper bounds for dependent empirical processes. Also note that previous techniques in [15] are not applicable here because they require parametric assumptions which are amenable to analysis for high-dimensional parametric problems. In particular for the proof of Theorem 4, the common symmetrization technique fails to reduce the difference between expectations in L 2 (P T ) and L 2 (P) to Rademacher complexity and martingale concentration inequality fails because of the non-linear transformation on the design matrix. Hence we use mixing assumptions to address both of these issues. Unlike previous works using mixing that only guarantee central limit theory, we quantify the convergence rate which then enables us to derive the upper bound on mean-squared error with high probability in the highdimension setting.
A. Establishing the Basic Inequality
Our goal is to estimate the accuracy of f * j (·) for every integer j with 1 ≤ j ≤ d. We denote the expected L 2 (P) norm of a function g as g 2 2 = E g 2 T where the expectation is taken over the distribution of (X t ) T t =0 . We begin the proof by establishing a basic inequality on the error function j (.) = f j (.) − f * j (.). Sincef j (.) and f * j are, respectively, optimal and feasible for (2), we are guaranteed that
that inequality is the same as
denote the Bregman divergence induced by the strictly convex function Z , some simple algebra yields that
which we refer to as our basic inequality (see [13] for more details on the basic inequality).
B. Controlling the Noise Term
Let j,k (·) =f j,k (·) − f * j,k (·) for any k = 1, 2, . . . , d. Next, we provide control for the right-hand side of inequality (7) by bounding the Rademacher complexity for the univariate functions in terms of their L 2 (P T ) and H norms. We point out that tools required for such control are not well-established in the dependent case which means that we first establish the Rademacher complexity result (Theorem 3) and the uniform convergence rate for averages in the empirical process (Theorem 4) for the dependent case (results for the independent case are provided as [31, Lemma 7] 
Then P(A m,T ) ≥ 1 − 1 T . Remark: We have a correction term T m for m < T , in order to connect our Rademacher complexity result with mixing conditions. In the independent case, m = T which has been proven in prior work.
Theorem 4: Define the event for some constants c 2 and c 3 . Moreover, on the event B m,T , for any g ∈ B H (1) with g 2 ≥ γ m ,
The proofs for Theorems 3 and 4 are provided in the Appendix. Using Theorems 3 and 4, we are able to provide an upper bound on the noise term 1 (7) . In particular, recalling thatγ m = c 1 max m , m ,
we have the following lemma. Lemma 3: Givenγ m = max(γ m , m ), on the event A m,T ∩ B m,T , we have:
for any f j,k ∈ H, for all ( j, k) ∈ {1, 2, . . . , d} 2 .
C. Exploiting Decomposability
The reminder of our analysis involves conditioning on the event A m,T ∩ B m,T . Recalling the basic inequality (7) and using Lemma 3, on the event A m,T ∩ B m,T defined in Theorems 3 and 4, we have:
Recalling that S j denotes the true support of the unknown function f * j , we define j,S j := k∈S j j,k , with a similar definition for j,S C j . We have that j T ,1 = j,S j T ,1 + j,S C j T ,1 with a similar decomposition for j H,1 . We are able to show that conditioned on event A m,T ∩ B m,T , the quantities j H,1 and j T ,1 are not significantly larger than the corresponding norms as applied to the function j,S j . First, notice that we can obtain a sharper inequality in the process of getting our basic inequality (7) , that is,
Using Lemma 3 and the fact that Bregman divergence is nonnegative, on event
On the other hand, for any k ∈ S j , the triangle inequality yields f * j,k T − f * j,k + j,k T ≤ j,k T with a similar inequality for the terms involving · H . Given those bounds, we conclude that 1 ). (11) Using the triangle inequality j ≤ j,S j + j,S C j for any norm and rearranging terms, we obtain
which implies j T ,1 + j H,1 ≤ 4( j,S j T ,1 + j,S j H,1 ). (12) This bound allows us to exploit the sparsity assumption, since in conjunction with Lemma 3, we have now bounded the righthand side of the basic inequality (7) in terms involving only j,S j . In particular, still conditioning on event A m,T ∩ B m,T and applying (12), we obtain 
D. Exploiting Strong Convexity
On the other hand, we are able to bound the Bregman divergence term on the left-hand side as well by noticing that (12) 
sincef j,k and f * j,k belong to B H (1) with f j,k ∞ ≤ 1 and f * j,k ∞ ≤ 1. Using bound (13), for any t, we conclude that
where we have function Z (·) is ϑ-strongly convex given Assumption 2. Hence
E. Relating the L 2 (P T ) and L 2 (P) Norms It remains to control the term j,S j T ,1 = k∈S j j,k T . Ideally we would like to upper bound it by √ s j j,S j T . Such an upper bound would follow immediately if it were phrased in terms of the · 2 rather than the · T norm, but there are additional cross-terms with the empirical norm. Accordingly, we make use of two lemmas that relate the · T norm and the population · 2 norms for functions in F j := ∪ S j ⊂{1,2,...,d}|S j |=s j H j (S j ).
In the statements of these results, we adopt the notation g j and g j,k (as opposed to f j and f j,k ) to be clear that our results apply to any g j ∈ F j . We first provide an upper bound on the empirical norm g j,k T in terms of the associated g j,k 2 norm, one that holds uniformly over all components k = 1, 2, . . . , d.
Lemma 4: On event B m,T , g j,k T ≤ 2 g j,k 2 + γ m , for all g j,k ∈ B H (2), (15) for any ( j, k) ∈ {1, 2, . . . , d} 2 .
We now define the function class 2F j :
Our second lemma guarantees that the empirical norm · T of any function in 2F j is uniformly lower bounded by the norm · 2 .
Lemma 5: Given properties of γ m and δ 2 m, j = c 4 { where c 2 , c 3 and c 4 are constants.. Note that while both results require bounds on the univariate function classes, they do not require global boundedness assumptions-that is, on quantities of the form k∈S j g j,k ∞ . Typically, we expect that the · ∞ -norms of functions g j ∈ F j scale with s j .
F. Completing the Proof
Using Lemmas 4 and 5, we complete the proof of the main theorem. For the reminder of the proof, let us condition on the
Our next step is to bound j,S j 2 in terms of j,S j T and s j γ m . We split our analysis into two cases. Case 1: If j,S j 2 < δ m, j = ( √ s j γ m ), then we conclude that j,S j 1,T ≤ Cs j γ m .
Case 2: Otherwise, we have j,S j 2 ≥ δ m, j . Note that the function j,S j = k∈S j j,k belongs to the class 2F j so that it is covered by the event D m,T . In particular, conditioned on the event D m,T , we have j,S j 2 ≤ 2 j,S j T . Combined with the previous bound (17), we conclude that
Therefore in either case, a bound of the form j,S j T ,1 ≤ C{ √ s j j,S j T ,2 + s j γ m } holds. Substituting the inequality in the bound (14) yields
The term j,S j T on the right side of the inequality is bounded by j T and the inequality still holds after replacing j,S j T by j T . Through rearranging terms in that inequality, we get,
Because m T ≤ 1 and 1 ϑ ≥ 1, we can relax the inequality to
We can derive a bound on j T from that inequality, which is
where C 2 only depends on C 1 . That completes the proof.
VI. NUMERICAL EXPERIMENTS
Our experiments are two-fold. First we perform simulations that validate the theoretical results in Section IV. We then apply the SpAM framework on a Chicago crime dataset and show its improvement in prediction error and ability to discover additional interesting patterns beyond the parametric model. Instead of using the sparse and smooth objective in this paper, we implement a computationally faster approach through the R CRAN package "SAM", which includes the first penalty term f j 1,T but not the second term f j 1,H ( [42] ). We also implemented our original optimization problem in 'cvx' however this approach does not scale. Hence we use the "SAM" package.
A. Simulations
We validate our theoretical results with experimental results performed on synthetic data. We generate many trials with known underlying parameters and then compare the estimated function values with the true values. For all trials the constant offset vector v is set identically at 0. Given an initial vector X 0 , samples are generated consecutively using the equation X t +1, j = f * j (X t )+w t +1, j , where w t +1, j is the noise chosen from a uniform distribution on the interval [−0.4, 0.4] and f * j is the signal function, which means that the logpartition function Z (·) is the standard quadratic Z (x) = 1 2 x 2 and the sufficient statistic ϕ(x) = x. The signal function f * j is assigned in two steps to ensure that the Markov chain mixes and we incorporate sparsity. In the first step, we define sparsity parameters {s j } d j =1 all to be 3 (for convenience) and set up a d by d sparse matrix A * , which has 3 non-zero off-diagonal values on each row drawn from a uniform distribution on the interval [− 1 2s , 1 2s ] and all 1 on diagonals. In the second step, given a polynomial order parameter r , we map each value ,k ) ). The tuning parameter λ T is chosen to be 3 log(dr)/T following the theory. We focus on polynomial kernels for which we have theoretical guarantees in Lemma 1 and Corollary 1 since the "SAM" package is suited to polynomial basis functions.
The simulation is repeated 100 times with 5 different values of d (d = 8, 16, 32, 64, 128), 5 different numbers of time points (T = 80, 120, 160, 200, 240), and 3 different polynomial order parameters (r = 1, 2, 3) for each repetition. These design choices are made to ensure the sequence (X t ) T t =0 is stable and mixes. Other experimental settings were also run with similar results. We present the mean squared error (MSE) of our estimates in Fig. 1 . Since we select r values from the same vector (b 1 j,k , b 2 j,k , b 3 j,k ) for all polynomial order parameters, the MSE for different r is comparable and will be higher for larger r because of stronger absolute signal value. In Fig. 1(a) , we see that MSE decreases in the rate between T −1 and T −0.5 for all combinations of r and d. For larger d, MSE is larger and the rate becomes slower. In Fig. 1(b) , we see that MSE increases slightly faster than the log d rate for all combinations of r and T which is consistent with Theorem 1 and Corollary 1.
Similarly we consider the Poisson link function and Poisson process for modeling count data. Given an initial vector X 0 , samples are generated consecutively using the equation
The signal function f * j is again assigned in two steps to ensure the Poisson Markov process mixes. In the first step, we define sparsity parameters {s j } d j =1 all to be 3 and set up a d by d sparse matrix A * , which has 3 non-zero values on each row set to be −2 (this choice ensures the process mixes). In the second step given a polynomial order parameter r , we map each value X t,k in vector X t to ( 1 (X t,k ), 2 (X t,k ), . . . , r (X t,k )) in R r , where i (x) = x i i! for any i in {1, 2, .., r }. We then randomly generate standardized vectors (b 1 j,k , b 2 j,k , b 3 j,k ) for every ( j, k) in {1, 2, . . . , d} 2 and define f * ,k ) ). The tuning parameter λ T is chosen to be 1.
The simulation is repeated 100 times with 5 different numbers of time series In all plots the mean value of 100 trials is shown, with error bars denoting the 90% confidence interval for plot (a). For plot (b), we also have error bars results but we do not show them for the cleanness of the plot.
(d = 8, 16, 32, 64, 128), 5 different numbers of time points (T = 80, 120, 160, 200, 240) and 3 different polynomial order parameters (r = 1, 2, 3) for each repetition. These design choices are made to ensure the sequence (X t ) T t =0 mixes. Other experimental settings were also considered with similar results, but are not included due to space constraints.
We present the mean squared error (MSE) of our estimations in Fig. 2 . Since we select r values from the same vector
for all polynomial order parameters, the MSE tends to be higher for larger r because the process has larger variance. In Fig. 2 (a) , we see that MSE decreases in the rate between T −1 and T −0.5 for all combinations of r and d. For larger d, MSE is larger and the rate becomes slower. In Fig. 2 (b) , we see that MSE increases slightly faster than the log(d) rate for all combinations of r and T which is consistent with our theory.
B. Chicago Crime Data
We now evaluate the performance of the SpAM framework on a Chicago crime dataset to model incidents of severe crime in different community areas of Chicago. 1 We are interested in predicting the number of homicide and battery (severe crime) events every two days for 76 community areas over a two month period. The recorded time period is April 15, 2012 to April 14, 2014 as our training set and we choose the data from April 15, 2014 to June 14, 2014 to be our test data. In other words, we consider dimension d = 76 and time range T = 365 for training set and T = 30 for the test set. Though the dataset has records from 2001, we do not use all previous data to be our training set since we do not have stationarity over a longer period. We choose a 2 month test set for the same reason. We choose time horizon to be two days so that number of crimes is counted over each two days. Since we are modeling counts, we use the Poisson GLM and the exponential link Z (x) = e x . We apply the "SAM" package for this task using B-spline as our basis. The degrees of freedom r are set to 1, 2, 3 or 4, where 1 means that we only use linear basis. In the first part of the experiment, we choose the tuning parameter λ T using 3-cross validation; the validation pairs are chosen as 60 days back (i.e., February 15, 2012 to February 14, 2014 as the training set and February 15, 2014 to April 14, 2014 as the testing set), 120 days back and 180 days back from April 15, 2012 and April 15, 2014 but with the same time range as the training set and test set. Then we test SpAM with this choice of λ T . The performance of the model is measured by Pearson chi-square statistic, which is defined as
on the 30 test points for the j th community area. The Pearson chi-square statistic is commonly used as the goodness-of-fit measure for discrete observations [17] . In Fig. 3 , we show a box plot for the test loss on 17 non-trivial community areas, where "trivial" means that the number of crimes in the area follows a Poisson distribution with constant rate, which tells us that there is no relation between that area and other areas and no relation between different time. From Fig. 3 , we can see that as basis become more complex from linear to B-spline with 4 degrees of freedom, the performance of fitting is gradually (although not majorly) improved. The main benefit of using higher-order (non-parametric) basis is revealed in Fig. 4 where we pick two community areas and plot the λ T path performance for every r in Fig. 4 . In the examples of two community areas shown in Fig. 4 , we can see that the non-parametric SpAM has a lower test loss than linear model (r = 1). For community area 34, when r is set to be 3 and 4, the SpAM model discovers meaningful influences of other community areas on that area while the model with r equal to 1 or 2 choose a constant Poisson process as the best fitting. A similar conclusion holds for community area 56.
Here r = 1 corresponds to the parametric model in [15] .
Finally, we present a visualization of the estimated network for the Chicago crime data. Since the estimated model is a network, the sparse patterns can be represented as an adjacency matrix where 1 in the i th row and j th column means that the i th community area has influence on the j th community area and 0 means no effect. Given the adjacency matrix, we can use spectral clustering to generate clusters for different polynomial order r 's used in SpAM model, which are shown in Figs. 5 (a) and (b). For each case, even the location information is not used in learning at all, we find that the close community areas are clustered together. We see that the patterns from the non-parametric model (r = 3) is different from the parametric generalized linear model (r = 1) and they seem more smooth. It tells us that the non-parametric model proposed in this work can help us to discover additional patterns beyond the linear model. Even in other tasks, the clusters cannot represent the location information very well. In [3] and [41] , the authors proposed a covariate-assisted method to deal with this problem, which applies spectral clustering on L + λX T X, where L is the adjacency matrix, X are the covariates (latitude and longitude in our case), and λ is a tuning parameter. By using location information as the assisted covariate in spectral clustering, we obtain results in Fig. 5 (c)(d) . Since the location information is used, we see in both cases that community areas are almost clustered in four groups based on location information. Again, we find that the patterns from non-parametric model is different from the linear model and the separation between clusters is slightly clearer.
APPENDIX PROOFS FOR THEOREMS AND LEMMAS
In this Appendix, we give the proofs for Theorem 2, the two examples in Subsection IV-C, Theorems 3 and Theorem 4 (which are the key results used in the proof of Theorem 1). Then proofs for other Lemmas are presented in Subsection VI-E.
A. Proof of Theorem 2
The outline of this proof is the same as the outline of the proof for Theorem 1. The key difference here is that, given a φ-mixing process with 0.781 ≤ r φ ≤ 2, we are able to derive sharper rates for Theorem 4 and Lemma 5, which result in m =
Specifically, using the concentration inequality from [21] , we show two Lemmas which give us a larger m than Theorem 4 and Lemma 5.
Lemma 6: Define the event
For a stationary φ-mixing process
where c 2 and c 3 are constants. Moreover, on the event B m,T , for any g ∈ B H (1) with
Lemma 7: Given properties of γ m and δ 2
where c 2 , c 3 and c 4 are constants.
Following the outline of the proof for Theorem 1, we replace Theorem 4 and Lemma 5 by Lemma 6 and Lemma 7, which allows us to prove Theorem 2.
B. Proofs for Subsection IV-C
Now we give proofs for Lemmas 1 and Lemma 2 for the two examples in Subsection IV-C. 1) Proof for Lemma 1: Recall our definition of m , by choosing M 0 as M 0 = ξ , we have that
Since min(μ i , σ 2 ) ≤ σ 2 , that equation is upper bounded by
Since m is the minimal value of σ such that (22) lower than σ 2 , from the upper bound (23) we can show that
2) Proof of Lemma 2: Before proving m , we recall the discussion of m [30] . To simplify the discussion, we assume that there exists an integer 0 such that σ 2 = 1 2α 0 . That assumption doesn't affect the rate which we'll get for m . Using the definition of 0 , min(μ i , σ 2 ) = σ 2 when i < 0 and min(μ i , σ 2 ) = μ i when i ≥ 0 . Therefore, since
.
). For m , we still define 0 to be σ 2 = 1 2α 0
. We require the nuisance parameter M 0 ≥ 0 , whose value will be assigned later. Again, using the fact that min(μ i , σ 2 ) = σ 2 when i < 0 and min(μ i , σ 2 ) = μ i when i ≥ 0 and
In order to obtain a similar rate as m , we set up the value 
Compare the upper bound (24) with σ 2 , we obtaiñ
That function class F is defined as
Next, we prove the results for f ∈ F. Let's define
Then we have
It tells us that {Y n } T n=1 is a martingale. Therefore, we are able to use [16, p. 20, Lemma 4] . Additionally, given that i (.) is bounded by 1 and Assumption 1 for w t , we know that
In order to use Lemma 4 in [15] , we bound the so-called term M i n and hence the so-called summation term D n in [15] , which are
for any nuisance parameter . That bound on D n is defined asD n . Then using the results from [16, Lemma 4 ] that max(E[e Y n ], E[e −Y n ]) ≤ eD n for a martingale {Y n } T n=1 and the Markov inequality, we are able to get an upper bound on the desired quantity Y n , that is,
By setting the nuisance parameter = T log(dT ) log( yT n log(dT ) + 1), that yields the lowest bound
We can use the fact that H (x) ≥ 3x 2 2(x+3) for x ≥ 0 to further simplify the bound and get P(|Y n | ≥ y) ≤ 2 exp −3T 2 y 2 2T y log(dT ) + 6n log(dT ) 2 .
Plugging in the definition of Y n , this result means that
Then by setting n = T , we get
Using union bound, we obtain an upper bound for the supreme over M 0 such terms, which is
We will show next that (29) enables us to bound sup f ∈F 1 where {X t } m t =1 are i.i.d drawn from the stationary distribution of X t denoted by P 0 . Let T = m . We divide the stationary T -sequence X T = (X 1 , X 2 , . . . , X T ) into m blocks of length . We use X a,b to refer the b-th variable in block a. Therefore, we can rewrite with high probability (to be specified later). This shows that event D m,T holds with high probability, thereby completing the proof. It remains to establish the claims.
Part 1 (Establishing the lower bound for E[ τ (g j (x))]): Proof: We can not use the same proofs as in the independent case from [30] , since each element from the multivariate variable x = (x 1 , . . . , x d ) is not independent from others in the stationary distribution. That is the reason why we need to have Assumption 4. In the independent case, Assumption 4 is shown to be true in [30] . Note that g j (x) = k∈U g j,k (x j ), for a subset U of cardinality at most 2s j , we have Proof: Similar as the proof of Lemma. 3, we base our proof on the independent result from [31, Lemma 4] , which is P 0 sup g j ∈2F j , g j 2 ≤δ m, j 1 m m a=1 τ (g(X a )) − E[ τ (g(X 1 ))]| δ 2 m, j 12 ≤c 1 exp(−c 2 mδ 2 m, j ). (38) We let T = m . Using the same facts and results as in the proof for Theorem 4, we have for constantsc 3 ,c 4 . Now, we proved that all claims are correct. Therefore, we complete the proof.
4) Proof of Lemma 6:
For φ-mixing process with 0.781 ≤ φ ≤ 2, we can use the concentration inequality from [21] to show sharper rate in Lemma 6 than Theorem 4. That concentration inequality is presented in following. Lemma 8 (McDirmaid Inequality in [22) : and [27] ] Suppose S is a countable space, F S is the set of all subsets of S n , Q is a probability measure on (S n , F S ) and g : S n → R is a c-Lipschitz function (with respect to the Hamming metric) on S n for some c > 0. Then for any y > 0,
Its original version is for discrete space, which is then generalized to continuous case in [20] . Here, we use its special form for the φ-mixing process which is pointed out in [20] and [26] .
For our statement, as pointed out in the proof for Theorem 4, since we have f j,k ∞ ≤ 1, it suffices to bound 
The proofs are based on independent result from Lemma 7 in [30] , which shows that there exists constants (c 1 ,c 2 ) such that ≤ c 2 exp(−c 3 (mδ 2 m, j ) 2 ), following the same analyses as in the proof of Lemma 6.
As in the proof of Lemma 6, we then need to show that for sufficient large m,
