INTRODUCTION {#sec1-1}
============

This study investigated the neural basis of lexical and sublexical processing during reading. Previous studies have addressed this issue by comparing hemodynamic responses to words and pseudowords. According to traditional cognitive models, reading pseudowords (e.g., ROULD) depends on sublexical processing, whereas reading words with irregular spellings (e.g., CHOIR) depends on lexical processing \[e.g., Coltheart et al.,[1993](#bib9){ref-type="ref"}; Marshall and Newcombe,[1973](#bib32){ref-type="ref"}; Paap and Noel,[1991](#bib43){ref-type="ref"}; Patterson and Morton,[1985](#bib44){ref-type="ref"}\]. By contrast, according to PDP models \[e.g., Seidenberg and McClelland,[1989](#bib55){ref-type="ref"}\] both lexical and sublexical mappings are achieved with the same form of mechanism, i.e., parallel, nonlinear interactions among simple processing units. In this case, lexical and sublexical processing would not be expected to dissociate at the neural level. Instead, the expectation would be that word and pseudoword reading dissociated only to the degree to which semantic processing was involved.

Functional neuroimaging comparisons of word and pseudoword reading have not demonstrated a clear double dissociation in lexical and sublexical processing \[Binder et al.,[2003](#bib6){ref-type="ref"}; Fiebach et al.,[2002](#bib14){ref-type="ref"}; Fiez and Petersen,[1998](#bib15){ref-type="ref"}; Fiez et al.,[1999](#bib16){ref-type="ref"}; Hagoort et al.,[1999](#bib20){ref-type="ref"}; Herbster et al.,[1997](#bib21){ref-type="ref"}; Ischebeck et al.,[2004](#bib26){ref-type="ref"}; Mechelli et al.,[2003](#bib35){ref-type="ref"},[2005](#bib36){ref-type="ref"}; Paulesu et al.,[2000](#bib45){ref-type="ref"}; Price et al.,[1996](#bib48){ref-type="ref"}; Rumsey et al.,[1997](#bib53){ref-type="ref"}; Tagamets et al.,[2000](#bib56){ref-type="ref"}; Xu et al.,[2001](#bib60){ref-type="ref"}\]. Although the majority of studies have shown increased left inferior frontal activation for pseudowords compared to words, this is unlikely to reflect sublexical processing because the same region is also activated by words with irregular relative to regular spellings \[Fiez et al.,[1999](#bib16){ref-type="ref"}; Mechelli et al.,[2005](#bib36){ref-type="ref"}\]. We recently proposed that three different inferior frontal regions are differentially activated by words and pseudowords \[Mechelli et al.,[2005](#bib36){ref-type="ref"}\] with 1) a ventral inferior frontal and anterior fusiform system more engaged by lexico‐semantic processing; 2) a left precentral and posterior fusiform system more engaged when phonology is retrieved directly from orthography; and 3) a region in the pars triangularis that is more engaged for pseudowords and irregular words than regular words. Critically, however, this dissociation was explained in terms of semantic and phonological processing, not lexical and sublexical processing.

An alternative approach for dissociating lexical and sublexical processes involved the manipulation of lexical and sublexical frequency in polysyllabic words \[see Alvarez et al.,[2001](#bib3){ref-type="ref"}; Barber et al.,[2004](#bib5){ref-type="ref"}; Carreiras et al.,[1993](#bib8){ref-type="ref"}; Conrad and Jacobs,[2004](#bib10){ref-type="ref"}; Mathey and Zagar,[2002](#bib33){ref-type="ref"}; Perea and Carreiras,[1998](#bib46){ref-type="ref"}\]. These studies have shown that, during lexical decision, the effect of word frequency is facilitatory and the effect of syllable frequency is inhibitory. Thus, response times are faster and N400 amplitudes are smaller when word frequency is high and syllable frequency is low. For speech production tasks, however, the effect of syllable frequency is reversed, with faster response times for high syllable frequency during reading aloud \[Carreiras and Perea,[2004](#bib7){ref-type="ref"}; Perea and Carreiras,[1998](#bib46){ref-type="ref"}\], picture naming \[see Alario et al.,[2004](#bib2){ref-type="ref"}\], and pseudo‐word production \[Cholin et al.,[2006](#bib11){ref-type="ref"}; Levelt and Wheeldon,[1994](#bib30){ref-type="ref"}\].

A number of potential explanatory factors of the syllable frequency effect have been discarded: neither bigram frequency \[Carreiras et al.,[1993](#bib8){ref-type="ref"}\], orthographic neighborhood density/frequency \[Álvarez et al.,[2001](#bib3){ref-type="ref"}; Perea and Carreiras,[1998](#bib46){ref-type="ref"}\], or morpheme frequency \[Álvarez et al.,[2001](#bib3){ref-type="ref"}\] can account for the findings. To explain the inhibitory effect of high‐frequency syllables during lexical decision, Carreiras et al. \[[1993](#bib8){ref-type="ref"}\] proposed that it reflects competition between the larger number of lexical candidates that are generated from high‐frequency syllables than low‐frequency syllables. In contrast, at the speech production level articulatory processing is facilitated for syllables that are in frequent use \[Levelt and Wheeldon,[1994](#bib30){ref-type="ref"}; see also Levelt,[1989](#bib29){ref-type="ref"}; Levelt et al.,[1999](#bib31){ref-type="ref"}\].

The present study used functional MRI (fMRI) to examine whether the dissociations of lexical frequency and syllable frequency observed in behavioral and electrophysiological measures can be mapped onto different areas of the brain. In addition, we investigated the interaction of these effects with task: lexical decision or reading aloud. On the basis of the previous findings discussed above, we predicted greater activation for words with 1) low relative to high lexical frequency; 2) high relative to low syllable frequency during lexical decision; and 3) low relative to high syllable frequency during reading aloud. The hemodynamic response can provide additional details of the processing stage at which these effects are arising. First, taking into account previous fMRI findings that left inferior frontal activation is likely to be greater for low relative to high lexical frequency words. Second, if words with high‐frequency syllables produce more lexical competition than those with low‐frequency syllables in the lexical decision task \[Carreiras et al.,[1993](#bib8){ref-type="ref"}\], then we would expect increased activation within the frontal or temporal regions that have been associated with lexico‐semantic processing. Third, as the facilitatory syllable frequency effect in speech production tasks has been associated with faster access to articulatory‐phonetic syllable programs for high‐frequency syllables, we predict that syllable effects during reading aloud will be in areas associated with articulatory planning.

PATIENTS AND METHODS {#sec1-2}
====================

Participants {#sec2-1}
------------

A total of 16 right‐handed volunteers (6 men, 10 women), native speakers of Spanish, ages 22--46 years, participated in the study. This project was approved by the "National Hospital for Neurology and Neurosurgery and the Institute of Neurology Joint Research Ethics Committee," Ethics code 00/N032. Informed consent was obtained from each participant.

Design and Task {#sec2-2}
---------------

The 2 × 2 × 2 factorial design manipulated: task (lexical decision vs. reading aloud), word frequency (high vs. low), and syllable frequency (high vs. low). In the reading aloud task, participants were instructed to read each stimulus, whispering their sounds into a microphone. In the lexical decision task they were instructed to make finger press responses to indicate whether the letter string was a real word or not. In addition to the eight activation conditions, the design included two task‐specific baseline conditions that involved viewing strings of false fonts. For the reading aloud baselines, participants were instructed to whisper the Spanish word FALSO, "false." For the lexical decision baseline, the participants made a keypad response to indicate that the stimulus was not a word. Accuracy was recorded in the reading aloud task. Dubious cases were scored as errors. Accuracy and response time were recorded in the lexical decision task.

All 10 activation and baseline conditions were counterbalanced within each participant.

Data were acquired in two different runs, each with 32 blocks of items. Half the blocks (henceforth, lexical blocks) presented strings of letters in a normal font (Ariel 80), the other half presented false fonts. Within the false font blocks, seven stimuli were presented one after the other at a rate of 1 per 1.8 s. Within the lexical blocks, 14 stimuli were presented (also at a rate of 1 per 1.8 s) with seven words randomly intermixed with seven pseudowords. The lexical and syllable frequency of the words remained constant within a block, making four different types of lexical blocks: (1) high lexical frequency/high syllable frequency; (2) high lexical frequency/low syllable frequency; (3) low lexical frequency/high syllable frequency; and (4) low lexical frequency /low syllable frequency.

The 16 lexical blocks alternated with the 16 blocks of false fonts throughout each run.

The task and frequency conditions were also counterbalanced within runs. One task was performed during the first and the last eight blocks of the run (two blocks for each of the four frequency conditions), while the other task was performed during the other 16 blocks in the middle of the run (two blocks for each of the four frequency conditions). The assignment of the two tasks to blocks of items was counterbalanced within participants across runs. In the second run the same stimuli were presented again, but with a different task.

Each trial started with the fixation point---a cross in the middle of the screen---that lasted for 1,300 ms and then the corresponding stimuli for 500 ms. Immediately before each block a brief instruction---the Spanish words LEE, "read," for the reading aloud task or ¿PALABRA?, "word?" for the lexical decision task---was displayed for 2,500 ms. to remind the participants of the task for each particular block. In addition, for each participant these brief instructions together with the corresponding stimuli of the block were presented in red for one task while in black for the other task. The assignment of the colors to the two tasks was counterbalanced across participants.

Stimuli {#sec2-3}
-------

A list of 112 disyllabic words, all of them of four or five letters, was selected from a Spanish standard corpus \[Sebastián et al.,[2000](#bib54){ref-type="ref"}\]. Half of them were of high word frequency and the other half of low word frequency. In addition, within each group of word frequency half contained a first syllable of high frequency and the other half a first syllable of low frequency (Table [I](#tbl1){ref-type="table"}). As in previous studies \[e.g., Barber et al.,[2004](#bib5){ref-type="ref"}; Perea and Carreiras,[1998](#bib46){ref-type="ref"}\], syllable frequency was manipulated in the first syllable only. The frequency of the intersyllable bigrams was always greater than the frequency of the intrasyllable bigrams. The syllabic structure, the frequency of the second syllable, and the number of orthographic neighbors---the number of words that can be created by changing one letter of the stimulus item preserving letter positions---were matched across conditions (see Table [I](#tbl1){ref-type="table"} for the characteristics of the materials). In addition, 112 pseudowords were created by changing one or two letters from of an existing word, none of which were presented as words in the present experiment, without violating any phonotactic constraints of Spanish.

###### 

Means of word frequency and syllable frequency per million and number of neighbors of the stimuli

                              Word frequency   Syllable 1   Syllable 2   N
  --------------------------- ---------------- ------------ ------------ ------
  **High‐frequency words**                                               
   High‐frequency syllables   38.8             1788         1168         11.7
   Low‐frequency syllables    40.8             312          1149         10.3
  **Low‐frequency words**                                                
   High‐frequency syllables   2.5              1804         1000         11.3
   Low‐frequency syllables    2.8              261          914          11.3
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Data Acquisition {#sec2-4}
----------------

A Siemens 1.5 T scanner was used to acquire T2\*‐weighted echo‐planar images with BOLD (blood oxygen level‐dependent) contrast. Each echo‐planar image comprised 35 axial slices of 2‐mm thickness with 1‐mm slice interval and 3 × 3 mm in‐plane resolution. Volumes were acquired with an effective repetition time (TR) of 3.15 s/volume and the first six (dummy) volumes of each run were discarded to allow for T1 equilibration effects. A total of 432 volume images were taken in two separate runs. After the two functional runs, a T1‐weighted anatomical volume image was acquired from all participants.

Data Analysis {#sec2-5}
-------------

Data were analyzed with statistical parametric mapping (SPM2: Wellcome Department of Imaging Neuroscience, London, UK; <http://www.fil.ion.ucl.ac.uk>), running under Matlab 6.5.1 (MathWorks, Sherbon, MA). All volumes from each participant were realigned and unwarped \[Jesper et al.,[2001](#bib27){ref-type="ref"}\], adjusting for residual motion‐related signal changes. The functional images were spatially normalized \[Friston et al.,[1995a](#bib17){ref-type="ref"}\] to a standard MNI‐305 template using nonlinear basis functions. Functional data were spatially smoothed with a 6‐mm full‐width half‐maximum isotropic Gaussian kernel to compensate for residual variability after spatial normalization and to permit application of Gaussian random‐field theory for corrected statistical inference \[Friston et al.,[1995b](#bib18){ref-type="ref"}\].

Statistical Analysis {#sec2-6}
--------------------

At the first level, data were analyzed in a participant‐specific fashion, with each word type, baseline, and pseudowords modeled separately and convolved with a canonical hemodynamic response function (HRF). The data were highpass‐filtered using a set of discrete cosine basis functions with a cutoff period of 128 seconds. The contrasts of interest were each of the eight word conditions (2 task × 2 word frequency × 2 syllable frequency) relative to the task specific baseline. These contrast images were then entered into a second‐level analysis of variance (ANOVA) to permit inferences about condition effects across participants (i.e., a random‐effects analysis; Holmes and Friston \[[1998](#bib23){ref-type="ref"}\]).

From this second‐level analysis, we report the effects of: (1) low vs. high lexical frequency; (2) low vs. high syllable frequency; (3) the interaction of lexical and sublexical frequency; and (4) the interaction of all these effects with task.

In addition to looking for frequency effects that are significant across the whole brain (*P* \< 0.05, corrected for multiple comparisons), we also reduced our search space and tested for frequency effects within the set of voxels that were activated by the main effect of all words relative to the false font conditions (i.e., the average of all eight reading aloud and lexical decision conditions). Within this reduced search space, there were two criteria that were both required for significance: (i) more than 25 voxels surpassed a statistical threshold of *P* \< 0.001 in the effect of frequency; and (ii) the conjunction of the frequency contrast and average word contrast was significant at *P* \< 0.05 corrected for multiple comparisons.

RESULTS {#sec1-3}
=======

Behavioral Data {#sec2-7}
---------------

Incorrect responses (5.8%) were excluded from the latency analysis. In addition, in order to avoid the influence of outliers, reaction times more than 2.0 standard deviations above or below the mean for that participant in each condition were excluded.

Participant and item ANOVAs based on the participants and items response latencies and percentage of errors (see Table [II](#tbl2){ref-type="table"}) in the lexical decision task were conducted based on a 2 (lexical frequency: high vs. low) × 2 (syllable frequency: high vs. low) within participants (*F*1) but between items (*F*2) design.

###### 

Means and standard deviations (in parentheses) of lexical decision times (in ms) and percentage of errors (in italics) for lexical decision and reading aloud

                                         Word frequency   
  -------------------------------------- ---------------- -------------
  Syllable frequency: lexical decision                    
   High                                  709 (105)        778 (121)
                                         *1.7 (0.7)*      *8.9 (1.6)*
   Low                                   723 (98)         770 (116)
                                         *1.7 (1.0)*      *8.9 (2.4)*
  Syllable frequency: reading aloud                       
   High                                  *0.07*           *0.10*
   Low                                   *0.10*           *0.10*
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The ANOVA on the latency data showed a main effect of lexical frequency (*F*1(1,15) = 41.47, *P* \< 0.0001, mean squared error \[Mse\] = 1303; *F*2(1,108) = 43.07, *P* \< 0.0001, Mse = 2393), reflecting faster responses to high‐frequency words than low‐frequency words. Neither the main effect of syllable frequency (*F*1\<1; *F*2(1,108) = 1.35, *P* \> 0.1, Mse = 2393), or the interaction (*F*1(1,15) = 2.46, *P* \> 0.1, Mse = 857; *F*2\<) were significant. The ANOVA on the error data showed again only a significant effect of word frequency (*F*1(1,15) = 21.77, *P* \< 0.001, Mse = 2.58; *F*2 (1,108) = 20.92, *P* \< 0.0001, 1.54), indicating that fewer errors were produced responding to high‐frequency words than to low‐frequency words. The main effect of syllable frequency and the interaction were not significant (all F \< 1).

The percentage of errors in the reading aloud task was negligible. None of the frequency effects on accuracy were significant in the reading aloud task (all F \< 1).

fMRI Data {#sec2-8}
---------

### Effects of lexical frequency {#sec3-1}

In the lexical decision task only, low‐frequency words increased activation relative to high‐frequency words in the left dorsal opercularis, pre‐supplemental motor area (SMA), and the sulcus between the anterior cingulate and SMA (see Table [III](#tbl3){ref-type="table"}, Fig. [1](#fig1){ref-type="fig"}, for details). There were no significant effects of low \> high lexical frequency in the reading aloud task, or high \> low lexical frequency in either task.

###### 

Effects of lexical frequency (LFW \> HFW) during lexical decision and reading aloud

  Region and effect         *x, y, z*         Lexical decision (LFW \> HFW)   Reading aloud (LFW \> HFW)   Interaction with task (LFW \> HFW)             
  ------------------------- ----------------- ------------------------------- ---------------------------- ------------------------------------ --------- ----
  Left dorsal opercularis   **−46, 18, 22**   **4.2**                         **122**                      n.s                                  **3.8**   16
  Anterior cingulate/SMA    **−4, 22, 42**    **4.1**                         **83**                       n.s                                  3.6       9
  Pre‐SMA                   **−2, 10, 58**    **4.0**                         28                           n.s                                  **4.0**   33

*x, y, z* = coordinates of local maxima; Z = Z scores; voxels = number of voxels at *P* \< 0.001 uncorrected. Z scores significant at *P* \< 0.05 (corrected for multiple comparisons) when search limited to those areas activated over and above baseline, and cluster size significant at *P* \< 0.05 (corrected for multiple comparisons) are reported in bold. HFW: high‐frequency words. LFW: low‐frequency words. n.s. indicates not significant if did not reach at least the combined uncorrected threshold criteria of height *P* \< 0.001 and voxel extent *P* \< 0.05. The effects of HFW \> LFW were not significant in lexical decision and in reading aloud.
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![**A,C,E:** Axial, coronal, and sagittal sections. Voxels colored red depict brain activation for low‐frequency words as compared to high‐frequency words in the lexical decision task. All contrasts depicted at *P* \< 0.001, uncorrected. **B,D,F:** Graphs of contrast estimates and 90% confidence intervals for the areas left dorsal opercularis, the sulcus between the anterior cingulate and SMA, and the pre‐SMA. HFW: high‐frequency words; LFW: low‐frequency words; HS: high‐frequency syllable; LS: low‐frequency syllable. \[Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.\]](HBM-27-963-g001){#fig1}

### Effects of syllable frequency {#sec3-2}

In the reading aloud task only, low‐frequency syllables increased activation in relation to high‐frequency syllables in the left anterior insula (see Table [IV](#tbl4){ref-type="table"}, Fig. [2](#fig2){ref-type="fig"}A--B for details). There were no other effects of low \> high syllable frequency for either task.

###### 

Effects of syllable frequency during lexical decision and reading aloud

  Region and effect         *x, y, z*           Lexical decision, Z (vox)   Reading aloud, Z(vox)   T x SF, Z(vox)   T x SF x WF, Z(vox)                                       
  ------------------------- ------------------- --------------------------- ----------------------- ---------------- --------------------- ------ ------------- -------------- ------------
  LFS \> HFS                                                                                                                                                                   
   Left anterior insula     **−40, 16, 14**     n.s.                        n.s                     n.s.             **4.6**(62)           n.s.   **4.5**(37)   **3.6** (14)   n.s.
  HFS \> LFS                                                                                                                                                                   
   Left inferior temporal   **−42, −12, −32**   n.s.                        **4.2**(28)             n.s.             n.s.                  n.s.   n.s.          **3.4**(5)     **3.5**(8)

*x, y, z* = coordinates of local maxima; Z = Z scores; Vox = number of voxels at *P* \< 0.001 uncorrected. Z scores significant at *P* \< 0.05 (corrected for multiple comparisons) when search limited to those areas activated over and above baseline are reported in bold. T x SF: Interaction of task by syllable frequency. T x SF x WF: Interaction of task by syllable frequency by word frequency. HFS: high‐frequency syllable. LFS: low‐frequency syllable. LFW: low‐frequency words. n.s. = Not significant if did not reach at least the combined uncorrected threshold criteria of height *P* \< 0.001 and voxel extent *P* \< 0.05. For these effects, only voxel numbers above the extent threshold of *P* \< 0.05 are shown in the table.
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![**A--B**: Sagittal coronal and axial sections, and graph of contrast estimates and 90% confidence intervals in the left anterior insula. Voxels colored in light blue depict action for words with low‐frequency syllables as compared to high‐frequency syllables during reading aloud. **C--D:** Sagittal coronal and axial sections, and graph of contrast estimates and 90% confidence intervals in the left inferior temporal. Voxels colored green depict activation of low‐frequency words with high‐frequency syllables as compared to low‐frequency syllables in the lexical decision task. All contrasts depicted at *P* \< 0.001, uncorrected. HFW: high‐frequency words; LFW: low‐frequency words; HS: high‐frequency syllable; LS: low‐frequency syllable. \[Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.\]](HBM-27-963-g002){#fig2}

In the lexical decision task, high‐frequency syllables increased activation in relation to low‐frequency syllables in the left inferior temporal region, but this effect was limited to low‐frequency words only (see Table [IV](#tbl4){ref-type="table"}, Fig. [2](#fig2){ref-type="fig"}C--D for details). As shown in Figure [2](#fig2){ref-type="fig"}D, activation in the left anterior inferior temporal region was higher for lexical decision on words with high syllable frequency and low lexical frequency than in any other condition.

There were no other significant effects of syllable frequency or interactions with lexical frequency and/or task.

DISCUSSION {#sec1-4}
==========

As predicted, word and syllable frequency produced different effects on regional brain activation. Effects of lexical frequency were observed in the left dorsal opercularis, pre‐SMA, and the sulcus between the anterior cingulate and SMA---where activation was increased for low relative high lexical frequency but only in the lexical decision task. In contrast, effects of syllable frequency modulated activation in two other brain areas---a left anterior inferior temporal region and the left anterior insula. In the left anterior inferior temporal region, lexical decision on low‐frequency words with high‐frequency syllables increased activation relative to all other conditions. In the left anterior insula, reading aloud words with high‐frequency syllables reduced activation relative to all other conditions (Fig. [2](#fig2){ref-type="fig"}). Therefore, high‐frequency syllables increased activation in some conditions while reducing activation in other conditions.

With respect to the behavioral responses, lexical decision was slower and less accurate to words with low than high lexical frequency but, contrary to previous behavioral studies, there was no significant effect of syllable frequency. We suggest that the syllable frequency effects in our behavioral data do not replicate previous reports because we (1) did not use a self‐paced paradigm (stimuli were presented at regular intervals of 1.8 s); (2) only included 16 participants, which is much lower than the previous behavioral experiments; and (3) blocked rather than randomized the event types. It has been demonstrated \[e.g., Perea et al.,[2004](#bib47){ref-type="ref"}\] that participants change their decision criteria when word frequency is blocked, so that in pure blocks of high‐frequency words decisions can be made based on familiarity more than on unique word identification. Since the inhibitory effect of syllable frequency requires that the identification of a particular word candidate has taken place, and therefore the active suppression of other candidates, it is not surprising that familiarity‐based criteria produced a facilitative trend of syllable frequency in the high‐frequency word condition. This may also explain why the effects of high vs. low syllable frequency in the hemodynamic response during lexical decision were restricted to low‐frequency words. Nevertheless, the effects of syllable frequency that we observe in the imaging data are consistent with the previous behavioral literature. For example, words with high‐frequency syllables produce shorter latencies during speech production tasks \[Carreiras and Perea,[2004](#bib7){ref-type="ref"}; Cholin et al.,[2006](#bib11){ref-type="ref"}; Levelt and Wheeldon,[1994](#bib30){ref-type="ref"}; Perea and Carreiras,[1998](#bib46){ref-type="ref"}\] but longer latencies during lexical decision \[e.g., Carreiras et al.,[1993](#bib8){ref-type="ref"}; Perea and Carreiras,[1998](#bib46){ref-type="ref"}\] with larger effects of syllable frequency for low‐frequency words than high‐frequency words. Likewise, our imaging results show that high‐frequency syllables reduce activation during reading aloud and increase activation during lexical decision when the words have low lexical frequency. It might be argued that the lack of behavioral effects---reaction times (RTs) and accuracy---for syllable frequency in the present study undermines our interpretation of the brain activation patterns. However, the contrasting effects of syllable frequency that we observed for lexical decision and reading aloud in the imaging data are consistent with many previous behavioral studies. Therefore, although our paradigm was more sensitive to the neuronal effect than to the behavioral effect, we believe the neuronal effect contributes to our understanding of the syllable frequency manipulation.

The location of the effects that we observe in our imaging data helps to interpret the processing stage at which lexical and sublexical frequency effects arise. As we will argue below, the task‐dependent effects of syllable frequency may reflect two different cognitive processes in visual word identification: a lexical competition process and articulatory facilitation.

Increased Activation for High‐ vs. Low‐Frequency Syllables {#sec2-9}
----------------------------------------------------------

The increased left anterior inferior temporal activation for lexical decision on low‐frequency words with high‐frequency syllables is consistent with previous behavioral data showing that words---especially low‐frequency words---with high‐frequency syllables produce longer latencies than words with low‐frequency syllables in lexical decision tasks \[e.g., Carreiras et al.,[1993](#bib8){ref-type="ref"}; Perea and Carreiras,[1998](#bib46){ref-type="ref"}\] and more negative amplitudes in the N400 time window \[Barber et al.,[2004](#bib5){ref-type="ref"}\]. This syllable frequency effect has been interpreted in terms of competition among word units in an interactive activation model. The competition includes both orthographic neighbors (i.e., words that share all letters but one) and syllabic neighbors (i.e., words that share a syllable with the target word, especially the *first* syllable). Thus, a word\'s higher frequency syllabic neighbors may be partially activated during word processing and these syllabic neighbors may later interfere (because of lateral inhibition) with the unique identification of the target word. Interestingly, the left anterior inferior temporal area that we identified as sensitive to this competition process (−40, −14, −32) is just posterior to the area associated with semantic priming during lexical decision \[Mummery et al.,[1999](#bib38){ref-type="ref"} (−40, 4, −28); Rossell et al.,[2003](#bib52){ref-type="ref"} (−40, 14, −34); see also Rossell et al.,[2001](#bib51){ref-type="ref"}\]. The same anterior temporal area has also been identified in other functional imaging studies of semantic association \[Damasio et al.,[1996](#bib12){ref-type="ref"}; McCarthy et al.,[1995](#bib34){ref-type="ref"}; Mummery et al.,[1998](#bib37){ref-type="ref"}; Price et al.,[1997](#bib49){ref-type="ref"}; Vandenberghe et al.,[1996](#bib57){ref-type="ref"},[2002](#bib58){ref-type="ref"}\] and intracranial recordings of visual word recognition in humans \[e.g., McCarthy et al.,[1995](#bib34){ref-type="ref"}; Nobre and McCarthy,[1994](#bib40){ref-type="ref"},[1995](#bib41){ref-type="ref"}; Nobre et al.,[1994](#bib42){ref-type="ref"}\]. Thus, our finding that the left inferior temporal lobe is sensitive to syllable frequency during lexical decision is consistent with the effect arising at the level of lexical competition among orthographic and syllabic neighbors.

Reduced Activation for High‐ vs. Low‐Frequency Syllables {#sec2-10}
--------------------------------------------------------

The reduced left anterior insula activation for reading aloud words with high‐ as compared to low‐frequency syllables is more likely to reflect sublexical output processes. For example, cognitive models have proposed that the facilitative effect of syllable frequency could result from faster access to the syllabary for high‐frequency syllables \[see Levelt,[1989](#bib29){ref-type="ref"}; Levelt et al.,[1999](#bib31){ref-type="ref"}\]. The location of the effect in the left anterior insula is consistent with sublexical motor plans because this area has been associated with planning speech articulation processes \[Gorno‐Tempini et al.,[2004](#bib19){ref-type="ref"}; Dronkers,[1996](#bib13){ref-type="ref"}; Nestor et al.,[2003](#bib39){ref-type="ref"}; Wise et al.,[1999](#bib59){ref-type="ref"}; but see Hillis et al.,[2004](#bib22){ref-type="ref"}; Indefrey and Levelt,[2000](#bib24){ref-type="ref"},[2004](#bib25){ref-type="ref"}\] as well as nonverbal motor planning \[Ackerman and Rieker,[2005](#bib1){ref-type="ref"}\]. Critically, the response in the left anterior insula dissociated from that in the left inferior frontal cortex. While the left anterior insula was sensitive to syllable frequency, the left inferior frontal cortex was sensitive to lexical frequency \[see also Fiebach et al.,[2002](#bib14){ref-type="ref"}; Fiez et al.,[1999](#bib16){ref-type="ref"}; Hagoort et al.,[1999](#bib20){ref-type="ref"}; Herbster et al.,[1997](#bib21){ref-type="ref"}\]. Future studies are required to determine whether the left anterior insula receives inputs directly from the left inferior frontal cortex, or whether each area functions independently.

On the other hand, Hagoort et al. \[[1999](#bib20){ref-type="ref"}\] suggested that cerebral areas, SMA, and premotor cortex may be involved in accessing precompiled articulatory routines for high‐frequency syllables and in the segment‐to‐segment assembly for low‐frequency syllables. In their study, however, syllable frequency was confounded with lexicality effects because, as the authors acknowledge, their pseudowords contained higher‐frequency syllables than words. Future studies are necessary to investigate the contribution of these areas (SMA, motor, premotor, and cerebral areas) and of the left anterior insula and left inferior frontal cortex to the network involved in speech planning.

Lexical Frequency Effects {#sec2-11}
-------------------------

Lexical frequency effects were only obtained in the lexical decision task. This is not surprising, given that lexical frequency had a greater influence on performance during lexical decision than reading aloud (Table [II](#tbl2){ref-type="table"}). The lexical decision task places more of an emphasis on frequency‐familiarity information in making the word/nonword discrimination \[Balota and Chumbley,[1984](#bib4){ref-type="ref"}; Ratcliff et al.,[2004](#bib50){ref-type="ref"}\], whereas the reading aloud task emphasizes the onset of the appropriate articulation. Critically, the left inferior frontal region responds both to low‐ and high‐frequency words in reading aloud \[see, however, Ischebeck et al.,[2004](#bib26){ref-type="ref"}\]; and to low‐frequency words during lexical decision but not to high‐frequency words during lexical decision (Fig. [1](#fig1){ref-type="fig"}). This is consistent with cognitive models of lexical decision that all propose that lexical search for high‐frequency words requires less phonological mediation because high‐frequency words can be rapidly identified on the basis of visual word information.

Although the behavioral data (errors and reaction time) suggest that lexical decision was more difficult for low‐ than high‐frequency words, it was not simply the case that words with low‐frequency increased activation throughout the whole reading network. To the contrary, we only detected lexical frequency effects in the left dorsal opercularis, pre‐SMA, and anterior cingulate/SMA but not in the left fusiform gyrus, reported to be sensitive to frequency effects by Kronbichler et al. \[[2004](#bib28){ref-type="ref"}\]. We therefore propose that the slower RTs and the greater activation in the left inferior frontal, anterior cingulate/SMA, and pre‐SMA reflect greater demands on lexico‐phonological processes. However, we cannot rule out the hypothesis that these effects are caused by general difficulty instead of an increased phonological mediation for low‐frequency words. Future studies are required to determine precisely how the left inferior frontal, anterior cingulate/SMA, and pre‐SMA regions contribute to phonological processing, as many other studies have shown that these areas are involved in nonverbal tasks. In addition, the fact that we did not replicate effects of lexical frequency in the left fusiform gyrus and on the left inferior frontal gyrus in reading aloud suggest that the effect of lexical frequency on brain activation is dependent on the experimental design; this will require further investigation.

CONCLUSIONS {#sec1-5}
===========

Our results have shown two important dissociations between lexical frequency and syllable frequency, and between syllable frequency in the reading aloud and lexical decision tasks. This suggests that lexical and sublexical---input and output---processes of word reading activate different brain networks. Increased left anterior inferior temporal activation for lexical decision on low‐frequency words with high‐frequency syllables can be explained in terms of semantic competition during word selection. Reduced left anterior insula activation for reading aloud words with high‐frequency syllables is consistent with facilitation of motor planning during the speech production process. Finally, reduced activation in the left inferior frontal, anterior cingulate/SMA, and pre‐SMA for lexical decision on high‐frequency words suggests reduced demands on lexico‐phonological processes. Thus, the present results indicate that---at least in languages with shallow orthographies, transparent spelling‐to‐sound correspondences, and clear syllabic boundaries---the computation of lexical and input--output sublexical processes modulates different brain areas. It remains to be seen how these regions are functionally connected during the process of word recognition.
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