Then we show that a cluster population circuit decodes the information from the 45 reservoir with a winner-take-all mechanism and contributes to the decision making. 
Introduction

55
Decision making often requires one to compare sensory inputs against contents stored 56 in memory. For example, when shopping at a store, one often has to inspect features 57 of an item and make mental comparisons against the features of another item he just 58 looked at. Such behavior requires the capability of storing sensory information in 59 memory and retrieving it later for decision making. where the gain g acts as the control parameter in the RNL circuit. In our simulations,
138
we set g =1.5.
140
The RNL neurons project to the CPL. The synaptic weight w ki (2) for the synapse 141 between neuron i in the RNL and neuron k in the CPL is set to 0 with probability p M = 142 0.9. Nonzero weights are set independently from a standard uniform distribution [0,1].
143
The firing rate of neuron k in the CPL is given as follows: for k = 1, The CPL projects to the final layer, the DML, which has two competing neurons that 152 correspond to the choices f1 > f2 and f1 < f2, respectively. The firing rate of neuron l 153 is 154 for l = 1, 2, 
the training phase. We hold these synaptic weights fixed in the test phase for analyses.
159
The stochastic choice behavior of our model is described by a sigmoidal function:
161
where p 1 represents the probability for the choice f1 > f2, Δv = v 1 -v 2 is the difference 162 between the firing rates of the two DML units, and α is set to 20.
164
Reinforcement Learning
165
At the end of trial n, the plastic weights in eq (3) in trial n+1 are updated as follows:
167
The update term Δ w lk depends on the reward prediction error and the responses of the 168 neurons in the CPL circuit: 
178 so that the vector length of w lk (3) (n) remains constant throughout the training phase. where Δβ j ≡ β j -b j , and 
244 where the regression model X is defined in the same way as Eq. (4) in (Jun et al.
245
2010).
246
The encoding type of a neuron is characterized by b 1 and b 2 . A neuron is defined as Winner-take-all competition 253 We study the importance of the winner-take-all competition in the CPL by varying the 254 competition strength with a softmax function. In each cluster, the average firing rate û
255
of each neuron is computed from the onset f2 to the end of a trial, and then 256 normalized as follows:
258
where the parameter β adjusts the competition strength, and is the mean firing 259 rate of all neurons within the cluster. As β increases, the normalization approximates 260 the winner-take-all competition.
262
Tuning index 263 We quantify the discriminative sensitivity of each neuron in the CPL by its tuning between the two, but each observed neuronal type exists in the RNL (Table 1) .
346
The number of types V and VI neurons should correlate with the model's performance,
347
as they encode the frequency difference between f1 and f2. Indeed, when we vary the 348 gain in the RNL, we find the number of types V and VI neurons varies similarly as the 349 mode performance varies (Fig 4b) . When the gain is set to 2, both the model's 350 performance and the number of types V and VI neurons reaches a maximum.
351
In addition to the great heterogeneity described above, the RNL exhibits a dynamical To further compare our model against the dynamics of neuronal activity during the In this section, we show how the CPL decodes the information from the RNL for 383 decision making.
385
We examine the activity of the CPL neurons after the f2 stimulus is presented (Fig. 6 ).
386
We quantify the discriminative sensitivity of each neuron using a tuning index that
387
indicates how often it wins a cluster when f1 is larger and when f2 is larger (see indicating that their winning is independent of the frequency order between f1 and f2.
390
These neurons do not provide useful readout for the task. Many neurons, however,
391
win their competitions more consistently depending on which of the two frequencies 392 is larger (Fig. 6a) . These neurons are biggest contributors for the learning. The (Fig. 6b) .
397
The performance of the model depends on the parameters of the CPL. First of all, it 398 grows with both the cluster size and the number of the clusters in the CPL (Fig 7a) .
399
With the total number of neurons fixed, however, the number of the clusters turns out to be a larger factor in deciding the model's performance. Moreover, the performance 401 reaches over 80% when the number of the clusters reaches over 100, regardless of the 402 cluster size. Second, the CPL depends critically on the winner-take-all mechanism.
403
We vary the competition strength and find that the network performs poorly when the 404 within-cluster competition is weak (Fig 7b) . stronger synaptic weights and contribute more to the decision after the training (Fig.   429 8ab). The synaptic weights increase rapidly within the first 50 trials and slow down to 430 a steady rate as the training progresses (Fig. 8c) . In summary, the training results in an 431 increasingly selective readout of the most sensitive neurons in the CPL network.
433
The CPL is critical for the whole network to achieve adequate performance via (Fig. 9) . In contrast, the accuracy of the model with CPL reaches to 80% rapidly 440 with the same amount of training. The winner-take-all cluster structure of CPL is critical in achieving good performance.
508
Each individual neuron in CPL is essentially a randomly sampled readout of the 509 reservoir. The winner-take-all mechanism within a cluster selects the neuron with the largest responses. The losing neurons are not relevant in the learning. As long as 511 different neurons win when f1>f2 and when f1<f2, the cluster is able to contribute 512 during the learning. The winner-take-all mechanism amplifies the response difference 513 between two task conditions f1>f2 and f1<f2, thereby greatly enhances the learning 514 efficiency.
516
The cluster structure of the CPL also helps to improve the temporal robustness of the 517 network performance. We test the network performance with a variable delay period.
518
As the reservoir is dynamic, the responses of its neurons may change dramatically 519 over the time course of the task especially when the gain is large. Any learning 520 mechanism based on reservoir neurons' responses directly tends to fail when a 521 temporal variation is introduced into the task. In contrast, the winner-take-all 522 mechanism used in the CPL depends more on neurons' firing rate differences, which 523 change relatively more slowly comparing to instantaneous firing rates. Therefore the 524 CPL becomes much more tolerant to the dynamics of the network and allows the 525 model to achieve reasonable performance even when the gain is large and when 526 temporal variations exist.
528
The CPL itself is independent from learning. Many CPL neurons do not contribute to 529 this particular task and appear to be a waste. However, these apparently Several algorithms in the machine learning fields share features of the CPL.
538
Conceptually, our model is analogous to boosting algorithms used in machine learning
539
(Freund and Schapire 1999). Each cluster within the CPL serves as a weak classifier.
540
The reinforcement learning adjusts the weights assigned to each cluster based on The schematic diagram of the delayed discrimination task. Two vibration stimuli are 697 presented. Each stimulus lasts for 0.5s. There is a 3s delay between the two stimuli.
698
The task is to report the frequency of which stimulus is larger. 
