The criterion for con uence using decreasing diagrams is a generalization of several well-known con uence criteria in abstract rewriting, such as the strong con uence lemma. We give a new proof of the decreasing diagram theorem based on a geometric study of in nite reduction diagrams, arising from unsuccessful attempts to obtain a con uent diagram by tiling with elementary diagrams.
Introduction
Abstract rewriting is the initial part of the theory of rewriting where objects have no structure and the rewrite relation is just a binary relation on the set of objects. Usually there is not just one rewrite relation, but an indexed family of rewrite relations present. There are several useful and well-known lemmas for such abstract rewrite systems that give conditions for con uence: Newman's Lemma 10], Huet's strong con uence lemma 7], Staples' request lemmas 14], the lemma of .
A common generalization of all these lemmas has been obtained in van Oostrom 12, 11] , elaborating an unpublished note of de Bruijn 5] . De Bruijn's original proof was a complicated nested induction, while van Oostrom used a certain invariant for the diagram construction called decreasing diagrams. A slightly di erent invariant called trace-decreasing diagrams was used in Bezem et al. 2] ; this invariant will be used in the present paper. The theorem of de Bruijn and van Oostrom is concerned with labeled reductions. For a version of the theorem where points instead of edges are labeled, see Bognar 3] , with a proof checked by the Coq proof checker.
In this paper we give a proof of this`con uence by decreasing diagrams' theorem that is totally di erent from the two mentioned above. The proof is by an analysis of the geometry of, possibly in nite, reduction diagrams, resulting from two co-initial diverging nite reduction sequences, bỳ tiling' with elementary reduction diagrams. In nite diagrams arise this way when we have a failure of con uence.
Such in nite reduction diagrams are interesting geometric objects themselves; the simplest one is the diagram in Figure 1 that we will call the Escher diagram. In the sequel we will give several more examples of in nite reduction diagrams, some of them exhibiting an interesting fractal-like boundary, some of them reminiscent to the pictures of M.C. Escher, with a repetition of the same pattern, receding in in nity. Actually, we consider an enrichment of mere reduction diagrams, namely diagrams with a`tree covering'. A tree covering of a diagram determines an ancestor-descendant relation between the edges appearing in a reduction diagram. By means of a tree covering an edge can be traced back to its ancestor edge on one of the original divergent reduction sequences. The theorem proved in this paper states the impossibility of certain in nite diagrams with a tree-covering. Since an in nite reduction diagram composed of (trace-)decreasing diagrams would give rise in a natural way to a tree covering|of the impossible kind|we have as an immediate corollary then the theorem of con uence by decreasing diagrams. The method of proof of our theorem is purely geometric. It employs topological notions such as condensation points of point sets in the real plane.
Abstract reduction systems
An abstract reduction system (ARS) A is a set A equipped with a collection of rewrite or reduction relations ! , indexed by some set I of indexes: A = hA; (! ) 2I i. The index set I is a wellfounded partial order. In examples, we will use the set of natural numbers with the usual ordering as index set. The union of the rewrite relations ! is denoted by !. We use the notation ! ! for the transitive-re exive closure of !. Idem The CR and WCR properties are depicted respectively in Figure 2 , the picture of WCR giving rise to the notion of elementary diagram, which will be de ned in the next section.
It is well-known that in strongly normalizing ARSs (i.e., ARSs without in nite reduction sequences)
we have WCR ) CR (Newman's Lemma 10]). The essence of Newman's lemma is that because of the strong normalization condition the process of tiling with elementary diagrams must terminate. The decreasing diagrams method studied in this paper amounts essentially to giving a weaker condition, yet yielding the termination of tiling. For more on abstract reduction systems we refer to Klop 8 ].
Elementary diagrams
As said, the property WCR inspires the notion of elementary diagram, which we now de ne. It originates from Klop 9] , where also the notion of improper elementary diagram was introduced. This is the abstract notion of elementary diagram. An e.d. can be rendered geometrically as a rectangle with some nodes on its sides as in Figure 3 (from left to right we have in the rst diagram m = n = 1, in the second m = 3, n = 2, in the third m = 2, n = 0 and in the last one m = n = 0). In case m = 0 or n = 0 the corresponding side is a so-called empty step, drawn as a dashed line. We need empty steps in order to keep our diagram constructions rectangular.
The geometric e.d.'s will be used as`tiles' with the intention to obtain a completed reduction diagram as in Figure 6 (see the next section). To make this tiling process successful we need also e.d.'s with empty steps as upper or left-hand side. Hence empty steps give rise to trivial geometric e.d.'s as in Figure 4 . Following Klop 9] , we call these improper e.d.'s. Note that because of the symmetry of WCR, with each tile T in our supply, we also have the tile that results by mirroring T on the diagonal through its initial node. Note that we can distinghuish again, as we did with e.d.'s, the notions of abstract and of geometric reduction diagram. When drawing (geometric) reduction diagrams, we will again mostly omit the direction of the reduction arrows, which always is down or to the right|see Figure 6 . Nodes always represent objects, and edges, representing reduction steps, bear an index. This information may be supplied in labels. It will become relevant to do so in Section 8.
One may think of such a geometric reduction diagram as the point set in the real plane, obtained by the union of the point sets of the geometric e.d.'s involved. (As a matter of fact two point sets: that of the edges and that of the nodes.)
In nite reduction diagrams
In nite reduction diagrams arise if the process of tiling with elementary reduction diagrams does not terminate, i.e., when at each nite stage open corners remain. Now we can take an in nite reduction diagram to be the union of the reduction diagrams at the stages of an in nite tiling process. This makes sense in both the abstract and the geometric sense, where our notion of limit is just the union of point sets in the plane. This way the result (or limit) of a tiling process always exists. The limit is either nite and completed, or in nite.
A familiar example of an in nite reduction diagram is the Escher diagram in Figure 1 . It arises from the ARS in Figure 7 , the gure also illustrating the cyclic process that leads to the in nite diagram.
Just as in the nite case, a completed in nite reduction diagram is de ned as one having no open corners. However, observe that in contrast to the nite case, a completed in nite reduction diagram with initial reductions a ! ! b and a ! ! c does not yield converging reductions for b and c.
It is important to note that in the in nite case a limit diagram may still not be completed; namely, when a certain open corner, that has to be lled in, is forever neglected in the diagram construction. In two ways completed in nite diagrams can always be obtained, however. The rst is to allow trans nite tilings. By elementary set-theoretic considerations it follows that regardless of a strategy a completed diagram can always be obtained by trans nitely prolonging the tiling procedure. This way a completed diagram would even be obtained by a trans nite random tiling. The second is by following a fair tiling strategy, not persistently forgetting any open corners. It is not di cult to design such a fair strategy. By Corollary 4 each trans nite construction can be`compressed' to one that has length !. follows that any tiling strategy has a xed point. We conclude by remarking that a diagram is a xed point of a complete tiling strategy i it has no open corners. This is only the case for the top of the lattice. Hence all xed points and all completed reduction diagrams reached by any tiling strategy are identical.
2 An alternative way of formalizing all this would be to use the theory of !-algebraic cpo's, as developed in Plotkin 13] . Since there are only countably many nite diagrams, their completion will be an !-algebraic cpo. As a consequence all in nite diagrams are the limit of an !-chain of nite diagrams. This could make for an interesting case study in in nite diagram construction. Anyhow, for the moment we need only the conception of an in nite diagram as a plane gure, being the limit of a tiling process. This should be su ciently clear by now.
Corollary 4 (compression) The result of any trans nite tiling process leading to a completed diagram could also be obtained in ! many steps.
Proof Since the adoption of a fair strategy leads to a completed diagram in at most ! many steps, this follows from the last proposition.
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Remark 5 This compression result leads to a simple but fundamental observation concerning in nite reduction diagrams. Each node (or edge or e.d., for that matter), since it occurs at a nite stage of a diagram construction of length !, has a nite`history'. A consequence is that, as illustrated in The simplest in nite reduction diagram is the Escher diagram in Figure 1 . Some more examples are given in Figures 9, 10 and 11 . Note the fractal-like boundaries that arise in Figure 10 . In each example, the diagram construction involves a certain recursion that is not hard to read o from the drawings. A notion that will be needed in our analysis of in nite reduction diagrams is that of a tower. Roughly, a tower in an in nite reduction diagram is the result of adjoining elementary diagrams in a linear way, as suggested in Figure 12 . Towers are either horizontal or vertical. These notions are dual, so we need only to de ne horizontal towers. We will only be interested in in nite towers. 2. For each n 1 the left initial side of E n+1 coincides with one of the edges on the right (converging) side of E n .
A vertical tower is de ned dually. Proof Consider the in nite diagram, and draw in each tile arrows from the left side to the steps in the right side (see Figure 15 ). In this way nitely many trees arise. By the pigeon-hole principle and K onig's Lemma, one of these trees must have an in nite branch. This branch determines an in nite horizontal tower. Dually we nd an in nite vertical tower.
Consider again the left-to-right trees in the preceding proof. Their branches are linearly ordered according to whether the one is`above' the other. A branch s is above branch t, when after running together for some (possibly 0) steps, s branches o to above compared to t. Furthermore it is clear that there is a highest in nite branch in the left-to-right trees of an in nite diagram. It is constructed in the obvious way: to start, choose the highest root of the left-right trees that has an in nite branch, then choose the highest successor with the same property, and so on.
Since branches in the left-right trees correspond with horizontal towers, there also exists a highest horizontal in nite tower. (And a leftmost vertical tower, for that matter.) This will play an important rôle later on. Remark 9 In fact, the horizontal towers of a reduction diagram are linearly ordered by the relatioǹ above'. There may be continuum many towers. For example in Figure 16 there are continuum many vertical towers. In this section we de ne the concept of a tree covering of a reduction diagram. Tree coverings are the result of composing tracing patterns in the elementary diagrams in the reduction diagram.
De nition 10 Given an e.d. E, a tracing pattern P for E is a collection of arrows leading from initial edges of E to the converging edges. The pattern P has to be such that:
1. For each edge on a converging side there is precisely one arrow leading to it.
2. An arrow leading to an empty side originates in the opposite initial side. We say that an edge on a converging side is traced back, by backwards following an arrow, to one of the two initial edges.
So each converging edge can be traced back uniquely according to a given pattern. By contrast, an initial edge can trace forward to several converging edges, to one, or even to none. Examples of tracing patterns are given in Figure 17 . Observe that in each reduction diagram there is exactly one tree covering all of whose steps are straight. We call it the canonical tree covering. An example is given by Figure 20 . Figure 22 ). Trace back each of these upper edges all the way to the initial diverging reductions of the diagram. Then, by a simple argument using the fact that the covering trees in the diagram are nitely branching, at least one in nite branch arises that we will call an upper boundary branch of the tower under consideration. It has the property that from any point on it in nitely many upper edges of the tower are reachable (by some branch of the tree covering).
The following de nition and propositions formalize this account of the construction of an upper boundary branch.
De nition 13 Let D be an arbitrary in nite reduction diagram, with a tree covering, and let T be a horizontal tower in D. 3. An upper boundary branch of T is an in nite branch s of the tree covering, such that each initial segment of s coincides with an initial segment of an upper edge branch of T.
Note that an upper boundary branch is itself not an upper edge branch, since the latter are all nite. Figure 22 shows upper edge branches. Figure 23 gives an example of an in nite horizontal tower with upper boundary branch, unique in this case; note that it is not eventually straight. This con guration can actually be found in the periodic tree coverings 22, 23, 24, 33, 34 and 44 of Figure 19 . Choose such an initial edge and consider the in nite tree formed by all the upper edge branches originating from that edge. Since this is a nitely branching in nite tree, by K onig's Lemma it must have an in nite branch, say s. We claim that s will be an upper boundary branch of T.
To prove the claim we must show that each initial segment of s is also the initial segment of in nitely many upper edge branches. So consider an initial segment s 1 of s. By the construction of s as a union of upper edge branches, s 1 can be extended to an upper edge branch e 1 . Since any upper edge branch is nite, there must be a ( rst) further point on s that is not on e 1 . Consider the initial segment s 2 corresponding to that further point, and repeat the construction, resulting in a second upper edge branch e 2 and a still further point on the upper boundary branch. Continuing this process inde nitely yields in nitely many upper edge branches e 1 ; e 2 ; : : : that all extend the original initial segment s 1 Now, getting to the heart of the argument of this paper, we demonstrate the impossibility of certain tree coverings for in nite reduction diagrams. In Theorem 16 three properties of tree coverings of in nite diagrams are listed, and it is proved that no tree covering can have all these three properties together. It is instructive to consider the ten cases of Figure 19 . For each of these cases Table 1 sums up which of the properties 1-3 of theorem 16 are satis ed. Indeed, no case has all three properties.
Theorem 16 An in nite reduction diagram does not possess a tree covering such that:
1. All in nite branches are eventually contained in towers. 2. In nite branches eventually contained in horizontal towers split, eventually, only downwards.
(i) (ii) (iii) So from b we take nitely many (possibly zero) steps with indices < n, followed by zero or one steps with index m, followed by some steps with index < n or < m, with result d. Dually, from c we have a reduction to d as indicated.
In Figure 29 (a) some non-decreasing elementary diagrams are given; in (b) some decreasing elementary diagrams. (The labels are subject to the usual ordering < on natural numbers.)
We will now connect the present de nition with the tree coverings of above, by supplying decreasing diagrams with tracing patterns. Recall that according to De nition 10, such a pattern traces the converging steps back to the two initial, diverging steps. In doing so, it will be helpful to use a heavy arrow in case the index remains the same, and a light arrow in case the index decreases.
The heavy and light arrows are determined as follows. Consider the vertical reduction b ! ! <n ! m ! ! <n or <m d. If this reduction is empty, then the right side of the ensuing e.d. is an empty step, which we trace back with a heavy arrow to the vertical initial step a ! c. If it is not empty we do the following: We now have the following proposition.
Proposition 18 Every diagram construction using decreasing elementary diagrams will terminate eventually in a nite con uent diagram.
Proof Equip the decreasing elementary diagrams with heavy and light arrows as explained above. branch. But these are straight. So, every in nite branch must be eventually straight (and thus contained in a tower). Furthermore, from in nite horizontal branches we can eventually only have split o s in downward direction (either by straight light arrows, or by a change in orientation, see Figure 30 ). Likewise dually. That is, the three hypotheses of Theorem 16 are ful lled. According to this theorem the diagram cannot be in nite. 2 Corollary 19 (Con uence by decreasing diagrams) Every ARS with reduction relations indexed by a well-founded partial order I, and satisfying the decreasing criterion for its elementary diagrams, is con uent.
Eliminating empty steps
Tiling with elementary diagrams, the way we did it in this paper, and as it was introduced in Klop 9] , involves the use of improper e.d.'s in order to cope with empty steps. In van Oostrom 12, p. 30] it was noted that empty steps can be avoided, by passing from a rewrite relation ! to its re exive closure ! . Indeed, to prove con uence of an ARS is equivalent to proving con uence of its re exive closure. Even stronger, it is easy to see that an ARS has decreasing diagrams if and only if its re exive closure has decreasing diagrams with only non-empty converging sides (if a side would be empty, then a`re exive step' can be inserted). It is not hard to see that working with the re exive closure would yield exactly the same constructions as now in the paper; technically there would be no di erence.
One could say allegorically that we have introduced empty steps`at run time' (making them more tangible and understandable) while they could have been introduced`at compile time' (making for more e cient and compact code).
Remark 20 The construction above implies that removing the re exive closures in the converging sides in the elementary decreasing diagrams as de ned by Figure 28 , would not decrease the power of the decreasing diagrams theorem, Corollary 19.
