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Abstract 
Rhythmically active, locomotor networks of the spinal cord are subject to both 
neuromodulation and activity-dependent homeostatic regulation. I first show that the 
neuromodulator dopamine exerts potent inhibitory effects on the central pattern generator 
(CPG) circuit controlling locomotory swimming in post-embryonic Xenopus tadpoles. 
Dopamine, acting endogenously on spinal D2-like receptors, reduces spontaneous fictive 
swimming occurrence and shortens, slows and weakens swimming. The mechanism involves 
a TTX-resistant hyperpolarisation of rhythmically active CPG neurons, mediated by the direct 
opening of a K+ channel with GIRK-like pharmacology. This increases rheobase and reduces 
spike probability.  
I next explore how sodium pumps contribute to the activity-dependent regulation of the 
Xenopus swim circuit, and possible interactions of the pumps with modulators, temperature 
and ionic conductances. I characterise the pump-mediated ultra-slow afterhyperpolarisation 
(usAHP), and show that monensin, a sodium ionophore, enhances pump activity, converting 
the usAHP into a tonic hyperpolarisation; this decreases swim episode duration and cycle 
frequency. I also characterise a ZD7288-sensitive Ih current, which is active in excitatory dIN 
interneurons and contributes to spiking. Blocking Ih with ZD7288 decreases swim episode 
duration and destabilises swim bursts. Both Ih and the usAHP increase with temperature, 
which depolarises CPG neurons, decreases input resistance, and increases spike probability; 
this increases cycle frequency, but the enhanced usAHP shortens swimming. I also show that 
the usAHP is diminished by nitric oxide, but enhanced by dopaminergic signalling.   
Finally, I explore sodium pumps in the neonatal mouse. The sodium pump blocker ouabain 
increases the duration and frequency of drug- and sensory-induced locomotion, whilst 
monensin has opposite effects. Decreasing inter-episode interval also shortens and slows 
activity, a relationship abolished by ouabain, implicating sodium pumps in a feedforward motor 
memory mechanism. Finally, I show that the effects of ouabain on locomotion are dependent 
on dopamine, which enhances a TTX- and ouabain-sensitive usAHP in spinal neurons.  
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Motor control 
 
To move things is all that mankind can do … whether in whispering a syllable or felling a forest.  
Charles Sherrington (Linacre lecture, Cambridge, 1924)  
 
 
The study of motor control aims to understand how animals, including ourselves, generate 
purposeful movement. Even the simplest of our actions - such as reaching out to grasp an 
object – involves a complex series of brain computations that coordinate the precise sequence 
of flexor and extensor muscle contractions at multiple joints that direct our arms through the 
air, manipulate our fingers, and adjust our movement in light of sensory feedback. How we 
coordinate the full ensemble of our muscles to generate whole-body movements, such as 
dancing, or playing badminton, remains only partially understood, not least because it involves 
complex cross-talk between so many areas of the nervous system - the motor cortex, 
cerebellum, somatosensory cortex, basal ganglia, and networks in the spinal cord.  
One way to simplify the study of movement is to focus on behaviours which are rhythmic, such 
as breathing, chewing, or locomoting. This approach provides neurobiologists with a 
repeatable and comparatively simple behaviour to study, and because these behaviours do 
not rely on the brain it allows us to isolate the networks physically. A second way to simplify 
the problem is to study less evolutionarily complex organisms than ourselves, whilst, wherever 
possible, identifying conserved principles of rhythm generation.  At one end of the scale, the 
control of movement may involve very few neurons. The nematode C. elegens has only around 
300 neurons in its entire nervous system, of which approximately 75 are devoted to mediating 
the body wall contractions that thrust the animal forwards. Horses, at the other end of the 
scale, have around 1.2 billion neurons, many millions of which are involved in coordinating the 
movement of their four limbs to switch between multiple gaits: walk, trot, canter and gallop. 
The most favoured models in the vertebrate motor control field, such as lamprey, zebrafish, 
tadpoles, and mice, usually fall somewhere in between: complex enough that the principles 
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are never too far removed from understanding something about ourselves, yet simple enough 
that important discoveries are always within reach.  
This thesis focuses on two animal models: Xenopus tadpoles and neonatal mice. More 
specifically, this thesis aims to explore the role of the neuromodulator dopamine, the role of 
the ubiquitously expressed sodium pump, and the interactions between dopamine and the 
pump in the context of the rhythm-generating networks in the spinal cord of tadpoles and mice. 
This thesis has also uncovered topics relevant to the sodium pump and dopamine, such as 
the Ih current and temperature. 
The Central Pattern Generator 
One of the most important discoveries in the field of motor control was the finding that the 
neural architecture controlling rhythmic motor behaviours is located in the brainstem and 
spinal cord, and not the brain, and that its intrinsic activity does not depend on sensory input 
(for a historical review of the literature see (Stuart & Hultborn, 2008)). Some of the earliest 
work on mammalian locomotion was conducted by Sir Charles Sherrington, who studied spinal 
reflexes in cats and dogs. He postulated that rhythmic locomotion in mammals involved a 
chain of reflexes, whereby muscle contraction and joint movement resulted in the activation of 
proprioceptors, which in turn provided feedback excitation to the spinal cord to trigger the next 
phase in a cycle of activity; a process known as “reflex stepping” (Sherrington, 1906, 1910). 
However, in a seminal paper entitled “The intrinsic Factors in the Act of Progression in the 
Mammal (1911)”, the Scottish physiologist, and student of Sherrington, Thomas Graham 
Brown presented data demonstrating that rhythmic locomotor output persists in the cat even 
when all sensory pathways are removed (Figure 1), thereby contradicting the standing 
hypothesis. Brown concludes: “The rhythmic sequence of the act of progression is 
consequently determined by phasic changes innate in local centers …“. In other words, all the 
neural circuitry needed for rhythmic locomotion is present within the spinal cord, and the 
network can function independently of peripheral inputs. Brown proposed a new theory, known 
as the “half-center model”, which states that there is intrinsic rhythmicity within the spinal 
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network itself as a result of its configuration into two mutually inhibitory flexor and extensor 
“half-centers” ((Brown, 1911, 1914), Figure 1). Thus, when the flexor unit is active, the 
extensor unit is inhibited, and eventual “fatigue” of the flexor module disinhibits the extensor 
module, which itself now inhibits the flexor module, and so on, in alternation, to produce 
rhythmic output.  
 
Figure 1. The half center model. A. The neurophysiologist Thomas Graham Brown. B. A recording 
from muscle in a de-afferented cat that was the first demonstration that the central pattern generator 
for mammalian locomotion is located entirely in the spinal cord and can function independently of 
peripheral input. The recordings were made from completely de-afferented muscles in a decerebrate 
cat. The upper trace is a recording from tibialis anterior, and the lower trace from gastrocnemis muscle. 
Rises in the traces show contraction, the falls denote relaxation. Taken from (Stuart & Hultborn, 2008), 
originally from (Brown, 1911). C. A simplified schematic of the half-center model. Blue circles represent 
interneurons and black/white circles represent motoneurons. Taken from (Guertin, 2009). 
Brown’s model was generally overlooked for approximately half a century in favour of reflex 
theories of locomotion, until it was revived in the 1960’s and 1970’s through extensive work in 
invertebrates (reviewed in (Mulloney & Smarandache, 2010)). Using the abdominal nerve cord 
of the crayfish, it was shown that bursts of rhythmic activity driving swimmeret movement 
continued even when sensory connections were ablated (Hughes & Wiersma, 1960). Around 
the same time, it was shown that the rhythmic output driving wing movements in locusts also 
continued when peripheral inputs were completely removed (Wilson, 1961). These two 
landmark papers sparked an explosion of invertebrate research in a range of rhythmic 
networks, including those controlling the leech heartbeat, the stomatogastric system of 
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crustaceans, feeding in Aplysia, and swimming in the leech, Tritonia and Clione1 (reviewed in 
(Marder et al., 2005)). Using L-DOPA to stimulate activity, Anders Lundber & Elzbieta 
Jankowska also eventually provided evidence of reciprocal inhibition between interneuron 
populations in the lumbar region of the cat spinal cord, thus providing the neural substrate for 
Brown’s mammalian half-centers (Jankowska et al., 1965, 1967).  It has since been 
consistently demonstrated, across species that swim, fly, crawl or run, that the rhythmic 
patterns of neural activity that control locomotion are generated centrally and without the need 
for sensory feedback, and these networks have been grouped under the umbrella term Central 
Pattern Generators (CPGs)2. Interestingly, there is also recent, compelling evidence that 
spinal CPGs also underlie locomotion in humans (Dimitrijevic et al., 1998; Danner et al., 2015). 
Whilst these CPG networks reside in the spinal cord, the brain is obviously important for 
locomotor rhythms, and plays at least two major roles: the planning and initiation of movement 
and the neuromodulation of locomotor patterns (see later section on neuromodulation).  
Most CPG networks appear to have some element of reciprocal inhibition between groups of 
neurons that can be described as having a half-center configuration. However, as more 
research was devoted to the study of CPGs, especially in mammals, it was quickly realised 
that there was no “catch-all” half-center model sufficient to explain all locomotor rhythm 
generation, especially the more complex motor rhythms involved in quadruped stepping. 
Indeed, the half-center model has been revised and refined a number of times. Perhaps the 
most influential of these revisions was the “Unit Burst Generator” model, based initially on 
studies in the cat, which suggests that instead of a single half-center oscillator there are 
multiple units of half-centers which are linked together in a chain (Grillner, 1981). This refined 
model was later used to explain the CPG controlling swimming in the aquatic vertebrate, the 
                                               
1 Aplysia = Spotted sea hare; Tritonia = Sea slug; Clione = Sea angel  
2 The term Central (nervous) Pattern Generator was first used in an article in published 1965 (Wilson & 
Wyman, 1965).  
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lamprey, which became one of the main model systems in the study of locomotor CPGs 
(Grillner, 2003). 
With this general introduction to the CPG completed, let’s next examine in detail the CPGs 
involved in controlling swimming in Xenopus tadpoles, and walking in mice.  
The swimming network in Xenopus tadpoles 
The African clawed frog (Xenopus laevis) is an aquatic amphibian native to sub-saharan 
Africa. The species was originally bred in Britain in large numbers for use as a pregnancy 
test3, although since the invention of home pregnancy test kits in the 1960’s, they are now 
mostly used for biological research. Since then, Xenopus oocytes and young Xenopus 
tadpoles have been used extensively in the study of the nervous system, and the spinal 
network underlying swimming in Xenopus tadpoles is one of the best understood CPGs of all 
vertebrates.  
Different stages of Xenopus development are characterised based upon anatomical and 
behavioural characteristics (Nieuwkoop & Faber, 1956). During the first few days of post-
hatching development (stage 37-45), tadpoles primarily lie dormant and rely on their yolk sac 
for nutrients, usually only swimming when stimulated. By stage 45, approximately 4 days old, 
Xenopus tadpoles have consumed their yolk sac and switch to a free-swimming and filter-
feeding lifestyle, which is accompanied by major anatomical changes (gut, anus and mouth 
formation) as well as major changes to the nervous system (Currie et al., 2016).  Under the 
control of thyroid hormones (THs), tadpoles enter metamorphosis after around 24 days 
(approximately stage 53). This involves the development of fore- and hind-limbs, a concurrent 
loss of the tail, and a switch from a tail-based mode of locomotion to an axial-based mode 
(Combes et al., 2004; Rauscent et al., 2006; Sillar et al., 2008).  However, the most studied 
stages of development, from a motor control perspective, are newly hatched stage 37/8 
                                               
3 The urine of pregnant women contains the hormone human chorionic gonadotrophin (hCG), which 
when injected into a female Xenopus frog it induces egg production (Olszynko-gryn, 2013). 
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tadpoles (around 2 days old) and stage 42 larval tadpoles (around 3 days old), and the network 
controlling swimming at these stages is incredibly well defined (reviewed in (Roberts et al., 
2008, 2010, 2012; Zhang et al., 2011))  
Tail-based swimming in stage 37/8 - 42 Xenopus tadpoles is mediated by 10 - 30 Hz left-right 
rhythmic contractions of segmental myotomal muscles that run along the length of the animal. 
This left-right alternation, in combination with a rostro-caudal delay of contractions along the 
body, generates undulating movements that propagate backwards along the animal. These 
undulations accelerate water backwards, in turn providing the forward thrust that propels the 
tadpole forwards through water.  
These rhythmic contractions of the myotomes are coordinated by iterated subpopulations of 
spinal neurons (~20 - 150 per segment (Roberts et al., 2010)) that form the CPG, which is 
organised into half-centres in the spinal cord and hindbrain. The activity of this CPG network 
mediates the timing, intensity and phasing of locomotor output. At the embryonic stage of 
development, the swimming CPG contains around 10 types of neuron involved in swimming 
(Figure 2, (Roberts et al., 2012)). However, evidence suggests that the network can produce 
the autonomous rhythmic output required for swimming with only four main types of neuron 
following stimulation from the Rohon-Beard sensory neurons which run along the dorsal 
midline of the spinal cord(Roberts et al., 2010). I will next describe each of these main neuron 
types in turn.  
The main neuron type providing the excitatory drive to the swim network are the excitatory 
descending interneurons (dIN’s), and these are the first neuron type to fire in each swim cycle 
(Dale & Roberts, 1985; Li et al., 2006). The dINs co-release glutamate and acetylcholine (Li 
et al., 2004b) and fire a single, comparatively long (1.9 ms) action potential per swim cycle. 
This action potential is sustained by a prolonged depolarisation as a result of ascending axons 
that provide feedback onto themselves through glutamatergic excitation via NMDA receptors. 
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The dINs mostly provide rhythmic excitation to a number of other swim CPG interneurons 
(cINs, MNs and aINs; see below).   
Commissural interneurons (cIN’s) provide glycine-mediated, reciprocal mid-cycle inhibition to 
multiple neuron types of the contralateral ‘half-centre’, thereby contributing to the left-right 
alternation during swimming. During each swim cycle, the spiking of a cIN generates a large 
IPSP in the contralateral dIN. This midcycle inhibition generates post-inhibitory rebound in the 
dIN, leading to the next cycle of dIN excitation, which in turn excites the cINs, and so on. The 
frequency of swimming is therefore dependent on the strength of this phasic inhibition from 
the cINs, and therefore changes in cIN excitability can alter the swim frequency (Li & Moult, 
2012). However, rhythm generation can also be generated in the absence of mid-cycle 
inhibition from cINs, because dINs also display NMDA receptor mediated pacemaker firing 
properties when depolarised (Li et al., 2010). Thus, there seems to be an interplay between 
phasic inhibition (cIN) and background excitation (dIN pacemaker properties) that maintains 
rhythm generation in Xenopus tadpoles (Li & Moult, 2012). In relation to Brown’s original half-
center model (see earlier), it appears that in Xenopus tadpoles at least, rhythm generation in 
the spinal cord is mediated by a combination of the traditional half-center network configuration 
as well as pacemaker properties in the main excitatory interneuron population; although an 
additional component thought to be required is tonic excitation, which is embedded into the 
spinal circuit through NMDA receptor activation in the dIN population.    
Ascending interneurons (aINs) are ipsilateral inhibitory interneurons, with ascending and 
descending axon branches, which limit the firing of various CPG neurons. The aINs play two 
main roles in the swim network. Firstly, aINs provide phasic, glycinergic inhibition to 
dorsolateral ascending (dla) and commissural (dlc) cells, which are both sensory interneurons 
activated by Rohon-Beard neurons innervating the trunk. This phasic inhibition prevents these 
sensory interneurons from firing from tail stimulation if such stimulation happens to coincide 
with flexion on the same side, thus providing a form of sensory gating that prevents the 
interruption of ongoing swimming (Sillar & Roberts, 1988; Li et al., 2002). Secondly, aINs also 
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provide phasic inhibition to MNs, cINs and dINs, which is thought to help synchronise the firing 
of these CPG neurons (Li et al., 2004a). The aIN neurons are homologous to CiA interneurons 
in zebrafish (Drapeau et al., 2002), and V1 interneurons in mammals (Gosgnach et al., 2006), 
which all share the expression of the transcription factor grailed-1 (En1).  
Finally, motoneurons (MNs) themselves release acetylcholine onto their target muscle, 
stimulating their contraction, as well as onto one another (Reith, 1998; Roberts et al., 2010). 
In the hatchling tadpole, MNs can only fire a single action potential per cycle. However, by 
stage 42, motoneurons are able to discharge multiple spikes per cycle, enabling more flexibility 
in the frequency and intensity of the swimming pattern through the recruitment and de-
recruitment of motoneurons with different firing thresholds and firing probabilities (Sillar et al., 
1991; Zhang et al., 2011).  
 
Figure 2. The swim CPG of Xenopus tadpoles. A. Schematic representation of the Xenopus tadpole 
CPG network showing the main neuron types. Taken from (Roberts et al., 2010). B. Semi-realistic 
representation of the main CPG neuron types in the spinal cord to illustrate their dorsoventral position 
and interconnectivity. Taken from (Roberts et al., 2012). C. Tadpole swimming as viewed from above. 
Taken from a high speed video taken at 200 fps. Taken from (Roberts et al., 2010). 
In addition to the spinal neurons described above, there are a number of important neuron 
types which aren’t part of the core CPG in Xenopus, but which play an important role in 
shaping the output of the swim network. One example are the mid-hindbrain reticulospinal 
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(MHR) neurons (Perrins et al., 2002).  MHR neurons provide GABAergic input to the spinal 
cord and inhibit swim neurons by acting on GABAA receptors, with their firing resulting in a 
barrage of IPSPs. Thus, pathways that activate the MHR population results in strong inhibition 
of swimming. Once such pathway involves the cement gland, the mucous-producing organ on 
the front of the head which allows the tadpole to hang from the surface of the water (Boothby 
& Roberts, 1992; Lambert et al., 2004).  The cement gland activates trigeminal sensory 
neurons which in turn activate the MHR neurons, causing GABAergic inhibition of spinal 
neurons. Early in development, this pathway provides tonic inhibition to help to keep the 
tadpole sessile - the tadpole spends most of its time hanging from the surface of the water, 
which tonically stimulates the cement gland. As the tadpole develops into a free-feeding, more 
active lifestyle, the cement gland pathway degenerates; MHR input to the spinal cord is 
maintained, however, and becomes a target for neuromodulation, for example by nitric oxide 
(Reith, 1996; McLean & Sillar, 2004).  
The walking CPG network in mice 
Compared to the networks controlling swimming in aquatic vertebrates (Xenopus, zebrafish, 
lamprey), the locomotor network controlling walking in mice is much less well understood, 
mainly because of the comparatively large number of neurons and neuronal subtypes in the 
mammalian spinal locomotor network. However, advances in molecular tools have allowed 
neuronal subtypes of the CPG to be defined based on specific genetic markers. Different 
neuron subtypes are found at different layers along the dorsoventral axis of the spinal cord, 
and this layering is determined by gradients of signalling molecules (morphogens) early in 
development (Jessell, 2000; Goulding, 2009).  
During embryonic stages of development, the morphogen sonic hedgehog (Shh) is secreted 
from the ventrally located floor plate and notochord, whilst bone morphogenetic proteins 
(BMP’s) are secreted dorsally from the roof plate and epidermis. The release of these 
molecules from opposite surfaces of the spinal cord generates a dorsoventral concentration 
gradient of signalling molecules along the axis of the neural tube. Subsequently, progenitor 
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cells at different levels of the cord are exposed to different combinations of these 
developmental cues. Differences in the expression of homeodomain transcription factors, 
which are activated at different levels in the Shh-BMP gradient, results in the formation of 
progenitor domains, where the neurons contained in each progenitor domain are locked into 
a particular cell fate. In the dorsal half of the spinal cord, commissural and association neurons 
develop. However, the core CPG neurons reside in the ventral half of the spinal cord, where 
five main progenitor domains are formed (pV3, pMN, pV2, pV1, pV0; Figure 3). In turn, these 
progenitor domains generate five layers in the developed spinal cord containing the main 
neuronal subtypes involved in locomotion: motoneurons (MNs), and four classes of 
interneuron: V3, V2, V1, V0. In addition, neurons developing in the more dorsally-located pd6 
progenitor domain (which become dl6 interneurons), are also known to contribute to core CPG 
output in neonatal mice (Dyck et al., 2012). The specific roles of these individual cell types are 
beginning to be defined (Kiehn, 2016).   
V0 interneurons are known to express the transcription factor Dbx1 (Pierani et al., 2001) and 
are subdivided into two subpopulations. The ventral V0v population, which also express Evx1 
(Moran-Rivard et al., 2001), are glutamatergic neurons; whilst the inhibitory dorsal V0D 
population, which don’t express Evx1, are GABAergic or glycinergic neurons. The V0 
interneurons are thought to play a critical role in the control of left-right alternation, as ablation 
of the V0 population abolishes this property altogether (Lanuza et al., 2004; Talpalar et al., 
2013). V1 interneurons express the transcription factor En1 (Moran-Rivard et al., 2001), are 
generally inhibitory, and include the Renshaw and Ia interneuron populations. The role of the 
V1 population includes setting the speed of locomotion (Gosgnach et al., 2006), but they also 
appear to play a role in flexor-extensor alternation (Zhang et al., 2014). The V2 interneuron 
population is split into excitatory V2a interneurons, which express Chx10; and inhibitory V2b 
interneurons, which express Gata2/3 (Goulding, 2009). The V2a interneurons contribute to 
left-right alternation (Crone et al., 2008; Zhong et al., 2010), whilst the V2b population (along 
with V1) contributes to flexor-extensor alternation (Zhang et al., 2014). The V3 neuron 
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population are excitatory, Sim-1 expressing neurons, which play a role in promoting robust 
rhythmic output with strict left-right alternation (Zhang et al., 2008). The dorsally-located dl6 
interneurons express lbx1, are rhythmically active during fictive locomotion, and can be divided 
into two subpopulations (Dyck et al., 2012). One population is thought to help coordinate 
motoneuron output, and the other displays oscillatory properties that suggest a contributing 
role to rhythm generation. Finally, motoneurons, which arise from the pMN progenitor domain, 
express the transcription factor Hb9, and innervate muscle (Jessell, 2000). 
 
Figure 3. The spinal network involved in the control of walking in mice. A. Semi-realistic diagram 
showing the dorsoventral distribution of progenitor domains in the mammalian spinal cord. The 
transcription factors and cell fates of each domain are indicated. B. Summary table showing the 
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properties of the six main neuron subtypes in the mammalian spinal CPG. C. Summary of the 
connectivity of the neuron types in the adult spinal cord. A, B and C taken from (Goulding, 2009). 
Neuromodulation  
An important principle of motor control is that the CPG networks of the spinal cord that 
generate repetitive, rhythmic movements, are not immutable, but are intrinsically flexible to be 
able to respond to changes in the environment such as obstacles, or threats from predators 
(Harris-Warrick, 2011; Miles & Sillar, 2011). Indeed, CPG networks are subject to profound 
modulatory influences, which alter neuronal properties and synaptic strengths to confer 
flexibility on locomotor output and behaviour. Sources of neuromodulators are present both 
intrinsically within the spinal cord and extrinsically in higher centres of the brainstem and many 
via changes in intracellular 2nd messenger concentrations following activation of G protein 
coupled receptors (GPCRs) (for a recent review see (Miles & Sillar, 2011)). The range of 
neuromodulators involved comprises a heterogeneous list of signalling molecules including 
classical neurotransmitters, peptides, biogenic amines and the gaseous free radical nitric 
oxide. The biogenic amines serotonin, noradrenaline and dopamine, emanating primarily from 
brainstem nuclei, form diffuse modulatory systems that project to spinal sensory and motor 
circuits and are known to modulate CPG output. Dopamine plays an especially important role 
and is a widely distributed and phylogenetically conserved modulator of central neural circuits. 
A: CPG neuromodulation by dopamine 
Dopamine is a catecholamine which is synthesised in neurons via a stepwise biochemical 
process involving the conversion of tyrosine to L-DOPA (by the enzyme tyrosine hydroxylase, 
TH), which is in turn converted to dopamine (by the enzyme aromatic amino acid 
decarboxylase, AADC). In vertebrates, the dopamine system has long been associated with 
motor control largely due to the Parkinsonian symptoms related to the loss of dopaminergic 
neurons in the substantia nigra (Dauer & Przedborski, 2003). Other disorders that may involve 
changes in the dopaminergic system include restless leg syndrome (RLS) (Clemens et al., 
2006) and attention deficit/hyperactivity disorder (ADHD) (Swanson et al., 2007). There is also 
growing evidence that descending pathways to the spinal cord release dopamine to modify 
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ongoing rhythmic output produced by spinal CPGs (see (Sharples et al., 2014) for a recent 
review). 
Dopaminergic fibres forming descending tracts from the brainstem offer a rich source of 
neuromodulatory input to the axial spinal circuits of fish (lamprey (McPherson & Kemnitz, 
1994) and zebrafish (Thirumalai & Cline, 2008)); amphibian tadpoles (Clemens et al., 2012), 
and the appendicular spinal circuits of mammals (Han et al., 2007).  The diencephalic 
dopaminergic tract (DDT) forms a phylogenetically conserved descending projection which is 
present in all vertebrates studied to date and provides the earliest aminergic projection to the 
developing spinal cord. Dopamine acts upon two principal classes of receptor which generally 
exert inhibitory (D2-like: D2,D3,D4) or excitatory (D1-like: D1,D5) influences on neural circuits 
(Beaulieu & Gainetdinov, 2011). 
Invertebrates 
The complex role of dopamine as a neuromodulator of rhythmic circuits is arguably best 
understood in invertebrate systems. The effects of dopamine can have different 
consequences for the network depending on the cell type affected, and this is best illustrated 
by dopaminergic effects at the pyloric network of the crustacean stomatogastric ganglion 
(STG), where dopamine modulates a range of different ionic conductances (Harris-Warrick & 
Johnson, 2010). The STG generates rhythmic movements of the gut during feeding, and the 
network itself contains 14 individually identifiable neurons whose nuanced responses to 
dopamine have been extensively studied. For example, dopamine applied to spontaneously 
active ventricular dilator (VD) interneurons causes them to hyperpolarise and become silent 
(Flamm & Harris-Warrick, 1986). This is mediated by a combination of a reduction in a voltage-
dependent calcium current (Ica(v)) as well as an enhancement of an A-type potassium current 
(IA) (Harris-Warrick et al., 1998; Johnson et al., 2003). In addition, an opposing excitatory effect 
involving the enhancement of an Ih current is also observed in this cell type, and short 
dopamine applications produce brief inhibition followed by excitation. Thus, within just one of 
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the STG neurons, three conductances are affected, two of which are inhibitory and one of 
which is excitatory.  
Other cell types, such the pyloric constrictor (PY) neurons, have a different complement of 
dopamine targets, and in this case spike frequency is increased through a dopaminergic 
reduction in IA current. Indeed, IA currents appear to be modulated by dopamine in almost 
every cell type in the network, but in different directions and via different mechanisms (Harris-
Warrick et al., 1998). Overall, dopamine has shown to have complex, and sometimes opposing 
effects on individual neurons of the STG network and many currents have been implicated 
including IA, Ih, IK(v), and Ica(v). In addition to affecting individual cellular properties, dopamine 
also has multiple effects on the synaptic interconnectivity between neurons in the network 
(Johnson & Harris-Warrick, 1990; Harris-Warrick & Johnson, 2010).  
The role of dopamine in the modulation of CPG output has also been studied in the leech. For 
drug-evoked and electrically-evoked swimming behaviour, dopamine (50 µM) potently inhibits 
CPG output and terminates ongoing swimming (Crisp & Mesce, 2004). On the other hand, 
dopamine has the opposite effect on crawling, and when bath-applied, activates the entire 
motor pattern required for vermiform crawling locomotor behaviour (Puhl & Mesce, 2008). The 
application of 75-100 µM dopamine to the isolated leech CNS generates coordinated burst 
firing in motoneurons and generates fictive crawling activity at the level of the whole network 
output. Furthermore, the pattern-generating kernel has been determined to be the segmental 
ganglion, which is capable of generating this motor output following dopamine application, 
even when completely isolated from the rest of the CNS. Overall, the opposing roles of 
dopamine on fictive swimming and crawling behaviour suggest that it plays a role in biasing 
the CPG network towards crawling. A similar role for dopamine has also been shown to be 
involved in dopaminergic modulation of nematode (Caenorhabditis elegans) locomotion 
(Vidal-Gadea et al., 2011). 
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The mechanisms of dopaminergic modulation in the leech at the cellular level have also been 
studied and, as in the STG, complex and somewhat contradictory mechanisms appear to be 
at play (Crisp et al., 2012). Dopamine appears to act partly via a D1-like, cAMP/PKA-
dependent signalling pathway. This pathway activates burst firing in motoneurons that 
matches fictive crawling, by enhancing plateau potentials through a persistent sodium current. 
However, dopamine also appears to act via a separate pathway that is likely non-D1 receptor-
mediated and independent of cAMP/PKA signalling. This pathway modifies the intrinsic 
properties of motoneurons, such as enhancing motoneuron AHPs, and raising their firing 
frequency following post-inhibitory rebound (PIR). Dopamine has also been shown to enhance 
the amplitude of post-inhibitory rebound (PIR) itself, but only in one specific motoneuron 
subtype (Vallecorsa et al., 2007).  
Aquatic vertebrates 
The role of dopamine has also been explored extensively in aquatic vertebrates, especially in 
the lamprey and the zebrafish. The main source of dopamine in the lamprey spinal cord is a 
ventromedial plexus that spans the spinal cord, where dopamine is co-localised with serotonin 
(Schotland et al., 1995). Using NMDA-induced fictive swimming, dopamine has been shown 
to have opposing effects on swim frequency depending on the concentration. Low dopamine 
concentrations (0.1-1 µM) cause an increase in swimming frequency, whilst high dopamine 
concentrations (>10 µM) have the opposite effect of decreasing swim frequency (McPherson 
& Kemnitz, 1994; Svensson et al., 2003). In addition, high dopamine concentrations increase 
burst durations (Schotland et al., 1995). At the cellular level, dopamine acts specifically on D2 
receptors in motoneurons to decrease calcium entry, which in turn decreases Ca2+-activated 
K+ channels. As a result, the amplitude of the slow after-hyperpolarisation (sAHP) is 
diminished (Schotland et al., 1995). Calcium entry into motoneurons is specifically through N- 
and L-type calcium channels via a G-protein dependent, voltage-independent pathway 
(Wikstrom et al., 1999). Overall, the diminished sAHP is thought to slow swim frequency by 
delaying burst termination.  
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More recently, an alternative hypothesis has also been proposed to explain the slowing effect 
of dopamine on swim frequency, which involves the dopaminergic modulation of post-
inhibitory rebound in a specific type of inhibitory interneuron (Wang et al., 2011). In this study 
it was shown that the activation of D2 receptors mediates the depression of low-voltage 
activated (LVA; specifically L-type channels) calcium channels on spinal commissural 
interneurons (cINs). These LVA channels contribute to the post-inhibitory rebound (PIR) 
property of cINs, which normally hastens the onset swim cycles, so their inhibition by 
dopamine is thought to contribute to the slowing of swimming. 
There is also evidence that synaptic modulation contributes to the control of swim frequency. 
For example, dopamine decreases polysynaptic IPSPs, suggesting a negative effect on 
inhibitory synaptic transmission, which has been proposed to explain the effect of low 
concentrations of dopamine on speeding up rhythm frequency (Kemnitz, 1997). Thus, the 
effects of dopamine on lamprey swim frequency appear to be mediated by a combination of a 
D2 receptor-mediated decrease in the sAHP in motoneurons (Schotland et al., 1995); a 
decrease in post-inhibitory rebound in cINs (Wang et al., 2011), as well as synaptic modulation 
(Kemnitz, 1997).  
In another aquatic vertebrate, the zebrafish, dopaminergic input to the spinal cord comes 
exclusively from the descending dopaminergic diencephalic tract (DDT) and is fully 
established by 4 days post-fertilisation (4 dpf) (McLean & Fetcho, 2004a; Tay et al., 2011), 
where endogenous dopamine plays a number of important roles in motor control. Early in 
development, dopaminergic input contributes to establishing the complement of spinal CPG 
cell types (Reimer et al., 2013). In terms of neuromodulation of ongoing swimming, dopamine 
appears to have complex effects that are dependent on the developmental stage under 
investigation (Thirumalai & Cline, 2008; Lambert et al., 2012; Jay et al., 2015).  
Between 3 and 5 dpf, larval zebrafish undergo a developmental transition from long, infrequent 
swim episodes to short, frequent episodes of swimming, and it has been suggested that this 
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transition to increased spontaneous swimming involves the temporal loss of D2-like receptor 
inhibition of the swim network (Thirumalai & Cline, 2008). In 3 day old zebrafish, dopamine 
acts on supraspinal D2-like receptors, via adenylate cyclase, to inhibit the occurrence of 
spontaneous swimming, although in this study no effects were observed on spinal neurons, 
and swim parameters were unaffected (Thirumalai & Cline, 2008). Blocking D2-like receptors, 
or ablating the descending dopaminergic neurons using the toxin MPTP, had the opposite 
effect at 3 dpf and increased spontaneous swim episodes. However, by 5 days old, blocking 
the D2-like receptors, or blocking dopamine reuptake, no longer had an excitatory effect on 
spontaneous swimming. Thus, this study concluded that dopamine acts, at least early in 
development, via D2-like receptors in the brain to suppress the occurrence of spontaneous 
locomotion, and there is a developmental loss of D2-like receptor mediated inhibition as 
development proceeds, to mediate the progression to a more active lifestyle.  
A more recent study using a behavioural assay revealed a more nuanced role for dopamine, 
with multiple dopamine receptors contributing to swim modulation during 
development (Lambert et al., 2012).  The authors identified that the developmental switch to 
short infrequent episodes occurred somewhere in the short time window between the evening 
of 3 dpf and the early morning of 4 dpf. If zebrafish were incubated with antagonists of the D1 
or D4 receptor between 3dpf and 4dpf, the transition to the mature locomotor pattern did not 
occur, and fish continued to swim infrequently. Additionally, in the D4 antagonist group (but 
not the D1 group), swim episodes at 4 dpf were significantly longer, demonstrating that D4 
receptors also act to shorten swim episode durations. The same effects occurred when the 
DDT input to the spinal cord was removed either through spinalisation, through removal of the 
entire caudal diencephalon, or through ablation of the dopaminergic otpb neurons that 
contribute to the DDT.  Moreover, when an antagonist of the D1 or D4 receptor was transiently 
applied at 5 dpf, the animal reverted back to the younger swimming phenotype; from regular, 
short episodes to fewer, longer episodes. They also found that in spinalised animals, activation 
of the D4 receptor significantly shortened episode durations, demonstrating a spinal locus of 
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the D4 receptors that are targetted by descending DDT input. Overall, therefore, these results 
demonstrate that between 3 and 4 dpf, descending dopamine from the brain innervates the 
spinal cord and acts as an excitatory modulator of swimming through actions on D1 and D4 
spinal receptors to increase the amount of spontaneous swimming, and acts as an inhibitory 
modulator specifically on spinal D4 receptors to shorten the duration of swim episodes. As a 
result, swimming switches from occasional long episodes to short, frequent episodes.  
A more minor role of the D2/ D3 receptors was also identified (Lambert et al., 2012). Although 
there was no effect of incubating animals in the D2/D3 antagonists between 3 and 4 dpf, 
suggesting that they are not endogenously activated, they did however have an effect when 
applied transiently at 5 dpf, which increased spontaneous swimming, but with no effect on 
swim episode duration. Thus, although not endogenously active to mediate a change in 
behaviour during development, D2/D3 receptors are also present and mediate an inhibitory 
effect on the initiation of spontaneous swimming. Thus, whilst D1 and D4 receptors increase 
spontaneous swimming, D2/D3 receptors decrease spontaneous swimming. Overall, D4 
receptors appear to play the most important role at early stages of zebrafish development. 
Activation of the D4 receptors in the spinal cord alone decreases episode duration, whilst 
incubation in a D4 antagonist prevents the switch from long, infrequent swimming to regular 
short swimming. Other receptors play various, more minor roles. As yet, the cellular 
mechanisms through which dopamine exerts its effects remain unexplored.  
It is interesting that the locus of dopamine’s actions (at least via the D4 receptor) in one study 
was thought to be in the spinal cord itself (Lambert et al., 2012), yet in the earlier study it was 
found that dopamine had no net effects on spinalised animals, or on any of the properties of 
spinal neurons (Thirumalai & Cline, 2008). One possibility is that the dopamine used in the 
earlier study may have been acting on multiple receptors with opposing actions on cell 
properties that were cancelling each other out; in support of this hypothesis is the fact that the 
earlier study used broad-spectrum agonists, whereas the latter study used drugs that were 
more specific to individual receptor subtypes. This hypothesis could also explain the fact that 
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the earlier study found no effects on the pattern of swimming, whereas clear effects on episode 
duration were found in the latter study. Interestingly, a recent study reporting the effects of 
genetic ablation of descending dopaminergic neurons also found an effect on overall 
swimming activity, but only transient effects on episode durations, which they suggested was 
due to  regeneration of dopaminergic neurons between 5 and 7 dpf (Godoy et al., 2015). 
Together, the results suggest that there may be a subset of dopamine receptors in the brain 
(probably D2/3) that inhibit spontaneous swim initiation when activated. In the spinal cord, 
there are probably multiple subtypes, but the D4 seems to dominate and when activated 
mediates shorter spontaneous swimming that is more frequent, with D1 also contributing to 
the increased frequency of episodes.  
In a more recent study, the activity patterns of the neurons that comprise the DDT have also 
been characterised, as well as their influence on swimming (Jay et al., 2015). In zebrafish, the 
population of dopamine neurons that project to the spinal cord are known as dopaminergic 
diencephalospinal neurons (DDNs), which are a population of around 5-7 large diameter 
neurons in the posterior tuberculum, homologous to the A11 dopaminergic neurons in the 
mammal (see later section on dopamine modulation in mammals). Jay et al. recorded from 
the DDNs at 4 dpf and found that the activity pattern of the population as a whole exhibited 
two main modes: tonic firing (~2 Hz spiking), interspersed with occasional burst firing (~0.6s 
long bursts ~18Hz spiking). In the presence of TTX, the DDNs were shown to receive a 
combination of glutamatergic and GABAergic mPSCs, with volleys of glutamatergic input 
mediating the bursting firing mode and irregular glutamate and GABA release underlying tonic 
firing. However, tonic bursting can also be sustained, albeit at a slower frequency, in the 
absence of synaptic signalling due to intrinsic membrane oscillations in the DDNs. 
What is the relationship between the activity modes of the DDN population and swimming? 
Jay et al. found that tonic spiking was associated with periods of silence in the swim network, 
whilst bursting was associated with swimming activity. However, swimming occasionally 
occurred in the absence of burst firing in the DDNs, and bursting was occasionally observed 
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in the absence of swimming. Thus, bursting in the DDN population is not necessary or 
sufficient to initiate locomotion, but tonic and bursting modes of firing are strongly correlated 
with activity and quiescence of the swim network, respectively. The nature of the swimming 
pattern itself, however, was not related to the firing of the DDN population. Finally, to further 
establish the role of the DDNs in the swim network, the authors laser ablated the DDN 
population. Although both control and ablated animals exhibited the normal beat-glide 
swimming pattern interspersed with quiescence, with no differences in the parameters of 
swimming (episode duration, velocity), ablated animals swam significantly less distance in a 
given time period. In other words, the DDN population appears to have a net facilitatory effect 
on the occurrence, but not the patterning, of zebrafish swimming. At the level of the spinal 
cord itself, it has been suggested that tonic, low level DDN firing will largely activate D2-like 
receptors whilst the bursting mode will result in more dopamine in the spinal cord and activate 
D1-like receptors.  
Xenopus laevis swim CPG 
Although dopamine has not previously been studied in young Xenopus tadpoles, 
dopaminergic modulation has been explored in older, free-swimming larval Xenopus laevis 
tadpoles (Clemens et al., 2012). At these stages of development, dopamine has opposing, 
concentration-dependent effects on swimming. At low dopamine concentrations (2 µM), high 
affinity D2-like receptors are activated which inhibits the occurrence of spontaneous swim 
episodes, with similar effects found for agonists at the D2-like receptor. Antagonists at the D2-
like receptor had the opposite effects. High concentrations of dopamine, on the other hand, 
recruit the lower-affinity D1-like receptors and this results in an increase in the occurrence of 
the swim episodes, again with D1 receptor agonists mimicking this effect, and antagonists 
having the opposite effect (Clemens et al., 2012). However, no significant effects were found 
on any of the other swim parameters such as episode duration, burst duration, swim frequency 
of burst amplitude.  
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It is known that TH-positive neurons are expressed in a range of areas of the central nervous 
system of Xenopus tadpoles at stage 37-42 including the olfactory bulb, the dorsolateral 
suprachiasmatic nuclei (DLSC), the posterior tuberculum (PT) and the ventral tegmental area 
(VTA) (Velázquez-Ulloa et al., 2011). In particular, the latter two areas are involved in the 
control of movement yet little is known about the role of dopamine in the context of motor 
control at these stages of development. The earlier study on older, pre-metamorphic free 
swimming stages of tadpole development, obtained using extracellular ventral root recordings, 
did not address the cellular mechanisms responsible for dopamine’s actions in the spinal cord 
or the developmental onset of the dopaminergic system, and these are the topics addressed 
in chapter 1.   
Mammalian walking CPG 
In the mammalian brain, aminergic neurons (A-cells) are grouped into discrete nuclei known 
as areas A1-A17 (Carlsson et al., 1962; Dahlstroem & Fuxe, 1964). Dopaminergic input to the 
mammalian spinal cord derives mainly from the population of around 150-300 dopaminergic 
neurons in the diencephalic A11 area, specifically in the posterior hypothalamus, whose axons 
project caudally into predominantly the dorsal horn of the spinal cord, but also into the ventral 
horn and central canal (Bjorklund & Skagerberg, 1979; Sharples et al., 2014). The precise 
effects of descending dopaminergic input to the mammalian locomotor network are complex, 
partly due to the heterogenous patchwork of receptor subtypes (including all of D1-D5) 
expressed in the ventral horn of the spinal cord, with motoneurons for example expressing all 
five dopamine receptors (Figure 4, (Zhu et al., 2007; Sharples et al., 2014). Moreover, it seems 
that the effects of dopamine on locomotor output also depend on the method used to evoke 
fictive walking (Humphreys & Whelan, 2012). 
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Figure 4. The distribution of dopamine receptor subtypes in the mouse lumbar spinal cord. 
Taken from (Sharples et al., 2014). 
For drug-induced locomotor activity in neonatal mice, however, it has been shown that 
exogenously applied dopamine slows the bursting rhythm through actions on D2-like 
receptors, and also stabilises the rhythm and increases the burst amplitude by acting through 
D1-like receptors (Whelan et al., 2000; Sharples et al., 2015). Similar effects have also been 
shown in rats (Barrière et al., 2004). The mechanisms are not fully understood but in mice, at 
least, dopamine increases the excitability of motoneurons. For example, bath-applied 
dopamine increase spike frequency of motoneurons via a D1 receptor mediated depolarisation 
and a decrease in at least two potassium conductances: IA, which regulates first spike latency; 
and SKCA, which affects the mAHP (Han et al., 2007). In addition to affecting motoneurons, 
dopamine has also been shown to have  effects on the rhythm-generating Hb9 interneurons 
(Han et al., 2007). Dopamine was found to be necessary (with NMDA and 5-HT), but not 
sufficient alone, to produce rhythmic burst firing in Hb9 interneurons and thus through an 
unknown mechanism appears to be responsible for facilitating oscillatory behaviour in spinal 
interneurons. These oscillations persisted in the presence of TTX, but at a much higher 
oscillation frequency, suggesting that there are spike-dependent mechanisms mediating the 
dopaminergic slowing of rhythm frequency. Beyond cellular properties, D1 receptor activation 
also facilitates glutamatergic synaptic transmission through an increase in AMPA-mediated 
currents (Han & Whelan, 2009). 
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B: Network roles for the sodium pump 
A considerable amount of research into CPG network function has focused on how 
neuromodulators, such as dopamine (summarised above), target ion channels in neuronal 
networks to modulate rhythmic activity. Alternatively, network regulation may involve activity-
dependent changes in the spinal network itself. For example, activity-dependent rises in 
intracellular ions, such as Na+ and Ca2+, may be detected by specific proteins embedded in 
the membranes of CPG neurons, triggering changes in neuronal excitability. One such protein 
which has consistently been found to sense activity-dependent changes in intracellular ions 
and mediate changes in cellular excitability is the Na+/K+-ATPase enzyme.   
Rhythmic output from neural networks can be generated as a result of either i) the specific 
connectivity between the neurons in the network; ii) intrinsic rhythmic properties of the neurons 
themselves; or iii) a combination of both these elements (Grillner, 2006). Intrinsic rhythmic 
properties of neurons often depend on the voltage-dependent opening and closing of ion 
channels with specific temporal properties. However, there is an increasing realisation that in 
both vertebrates and invertebrates, dynamic, Na+-dependent changes in sodium pump activity 
can play a role in rhythmic network activity.  
Adenosine triphosphatase enzymes (ATPases) are integral membrane proteins that use the 
free energy (ΔGATP) released from the hydrolysis of ATP to transport ions across the cell 
membrane against their concentration gradient (Glitsch, 2001). There are multiple ATPase 
families: F-type ATPases are found in prokaryotes, mitochondria and chloroplasts; V-type 
ATPases are found in vacuolar membranes; and P-type ATPases4, found in eukaryotes and 
bacteria and so-called because their action is mediated by a phosphorylation (P) mechanism 
(Aydemir-Koksoy, 2002). The Na+/K+-ATPase (also known the sodium pump) is a highly 
conserved member of the P-ATPases, which is found in all eukaryotic animal cell membranes, 
                                               
4 Other examples of P-ATPases include the calcium pump (Ca2+-ATPase), the proton pump (H+-
ATPase) and the proton-potassium pump (H+/K+-ATPase) (Bublitz et al., 2011). 
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and whose activity is thought to account for at least 50% of total energy consumption in the 
human brain (Engl & Attwell, 2015).  
The sodium pump was first discovered by Jens Christian Skou5 in 1957, and since then a 
considerable amount of research has focused on the structure-function relationships of the 
enzyme6 (Xie & Askari, 2002). The sodium pump consists of two subunits, known as  and  
which occur with 1:1 stoichiometry (Glitsch, 2001; Aydemir-Koksoy, 2002). The -subunit 
exists in 4 isoforms (1 – 4), as does the smaller -subunit (1 - 4), which is a glycoprotein 
consisting of a single transmembrane domain (Kaplan, 2002). The larger  subunit is the main 
functional subunit responsible for transporting ions across the membrane, and also contains 
the binding site for inhibitors such as cardiac glycosides; whilst the  subunit is involved 
primarily in protein folding and trafficking the  complex to the cell membrane (Morth et al., 
2011). The functional cycle of the sodium pump requires ATP, whose terminal phosphate 
interacts with a specific aspartate residue in a motif found exclusively on P-type ATPases 
(Kaplan, 2002). The ATP-bound sodium pump conformation is known as E1-ATP, and 
following the binding of intracellular sodium the ATP becomes phosphorylated, leading to a 
stepwise process of conformational change (from E1 to E27) along with the successive binding 
and release of cations, phosphate and ATP which leads ultimately to the release of 3 Na+ ions 
to the extracellular space and uptake of 2 K+ ions ((Morth et al., 2011), summarised in figure 
5). Importantly, the mechanism of action of the Na+/K+-ATPase is dependent on intracellular 
sodium, with 3 Na+ molecules required for the initial phosphorylation of ATP (Glitsch, 2001).  
                                               
5 Jens Christian Skou was jointly awarded the 1997 Nobel Prize in Chemistry for his role in the discovery 
of the sodium pump. 
6 A high resolution (2.6Å) crystal structure of the structurally-related sarcoendoplasmic reticulum Ca2+-
ATPase (SERCA) has enabled the identification of a nucleotide-binding domain (N-domain), an 
actuator-domain (A-domain) and a phosphorylation-domain (P-domain) in the structure of the P-
ATPases (Kaplan, 2002).  
 
7 Note that it is the E2 conformation that cardiac glycosides such as ouabain bind, locking it in this 
conformation and preventing the continuation of the functional cycle.  
36 
 
 
Figure 5. Summary of the reaction mechanism of the Na+/K+-ATPase that leads to the release of 
3 Na+ ions to the extracellular space and uptake of 2 K+ ions into the cell. In the dephosphorylated 
E1 configuration (blue), the enzyme has a high affinity for ATP and Na+ ions. The bound ATP becomes 
phosphorylated, which leads to a conformational change from E1 to E2 (pink). Because E2 has a high 
affinity for extracellular K+, Na+ ions get released to the extracellular space, and 3 K+ ions bind.  The 
E2 becomes dephosphorylated, transferring these K+ ions into the cell, where the enzyme becomes 
the ATP- and Na+- binding E1 conformation again. Taken from Morth et al. (2011). 
This functional cycle ultimately results in the transport of three Na+ ions out and two K+ ions 
into the cell, which maintains appropriate ionic gradients across the cellular membrane: high 
extracellular Na+ and high intracellular potassium K+ (Aydemir-Koksoy, 2002). Importantly 
though, this unequal exchange of positive charge (3:2 ratio) also means that the pump is 
electrogenic and therefore establishes and contributes a key hyperpolarising component to 
establish and maintain the resting membrane potential. Moreover, activity- and state-
dependent changes in sodium pump activity can increase the contribution of the outward, 
hyperpolarising pump current and modify neuronal properties. Some of the earliest evidence 
for this existence of an electrogenic sodium pump contribution derives from experiments in cat 
motoneurons (Coombs et al., 1955), and the squid giant axon (Hodgkin & Keynes, 1956), 
which responded to the injection of Na+ ions with prolonged periods of membrane 
hyperpolarisation. However, it wasn’t until a similar hyperpolarisation in mammalian nerve 
fibres was shown to be abolished by ouabain that these Na+-dependent currents were 
attributed to changes in sodium pump activity (Ritchie & Straub, 1957; Connelly, 1959; Rang 
& Ritchie, 1968).  
Different functional  subunit isoforms are expressed in different tissues. In the nervous 
system, the 1 and 3 isoforms are the most prevalent, with the 3 isoform found exclusively 
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in neurons (the 2 isoform is also present in the nervous system, but mostly in glia, whilst the 
4 isoform is only found in the testes (Kim et al., 2007)). Importantly, the1 and 3 isoforms 
have distinct affinities for Na+, resulting in different cellular roles (Aydemir-Koksoy, 2002; 
Bøttger et al., 2011). The apparent affinities (Km) for Na+ are 8 - 17mM and 30 - 68mM for 1 
and 3, respectively; whilst the inhibition constants (Ki) for ouabain are 40 - 140M and 0.03 
- 0.2M for 1 and 3, respectively (Blanco & Mercer, 1998; Hamada et al., 2003; Dobretsov 
& Stimers, 2005; Kim et al., 2007). Thus, the 3 isoform has a lower sodium affinity and higher 
ouabain affinity, and this has important consequences for the activity of the sodium pump in 
the neuron. The general hypothesis is that 1 acts as the “housekeeper” subtype for the 
neuron: the basal intracellular Na+ concentration in neurons is often around 10 mM (Dobretsov 
& Stimers, 2005), and therefore the 1 isoform is fully active at rest, thus contributing a tonic 
hyperpolarisation. The 3 isoform, on the other hand, is not maximally active at rest. Therefore 
any increases in intracellular Na+ ions, which can range from 5-10mM following just a short 
burst of action potentials, can be sensed by the 3 sodium pumps, which subsequently 
increase their ion exchange activity (Figure 6; (Blanco & Mercer, 1998; Dobretsov & Stimers, 
2005; Kim et al., 2007; Azarias et al., 2013)). Thus, depending on whether 3 or 1 subunits 
are involved, there is either a tonic contribution to the resting membrane potential (via 1) or 
a dynamic electrogenic contribution (via 3), and these contributions can usually be 
differentiated using different concentrations of ouabain to target different pump isoforms.  
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Figure 6. The effects of changing intracellular sodium concentration on the transport rate of 1 
(solid line) and 3 (dashed line) sodium pump isoforms. Note that at resting intracellular sodium 
levels (“rest”) the 1 subtype is maximally active, whereas the 3 subtype is only around 10% active. 
As intracellular sodium levels rise, for example due to intense spiking (“activity”), the transport rate of 
1 remains roughly the same but increases for 3. Modified from (Dobretsov & Stimers, 2005). 
The 3 sodium pump subtype is highly expressed in neurons in the human brain and spinal 
cord (Peng et al., 1992). The importance of these 3 sodium pumps is reflected in the range 
of neurological disorders associated with its dysfunction (Arnaiz & Ordieres, 2014; Holm & 
Lykke-hartmann, 2016). There are currently three rare disorders known to be caused by 
mutations in the ATP1A3 gene that encodes the 3 subunit, including Alternating Hemiplegia 
of Childhood (AHC, (Heinzen et al., 2012)); Rapid-onset Dystonia Parkinsonism (RDP, (De 
Carvalho Aguiar et al., 2004)); and Cerebellar ataxia, Areflexia, Pes cavus, Optic atrophy and 
Sensorineural hearing loss (CAPOS) syndrome (Demos et al., 2014). Furthermore, 
dysfunction of the 3 sodium pump subtype is known to contribute to a whole range of other 
disorders including Amyotrophic Lateral Sclerosis (Ellis et al., 2003; Ruegsegger et al., 2015); 
epilepsy (Krishnan et al., 2015); and bipolar disorder (Kirshenbaum et al., 2012a). Thus, it is 
important that we understand the role of the sodium pumps, especially the 3 subtype, in all 
areas of the nervous system including the spinal cord.  
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1. Tonic pump currents 
The RMP of neurons is usually mostly determined by the passive diffusion of K+ ions through 
leak channels, but there is increasing evidence that tonic sodium pump currents, mediated by 
the 1 subtype (see above), also contribute to RMP. This is especially true for neurons with 
low membrane resistances, where the pump can play an important role in setting the resting 
potential (Trotier & Døving, 1996; Dobretsov & Stimers, 2005). This pump contribution varies 
across species and cell type (summarised in (Dobretsov & Stimers, 2005)). In extreme cases, 
the tonic outward sodium pump current may be the main contributor to the resting membrane 
potential, with little or no role for ionic conductances. For example, receptor neurons of the 
frog vomeronasal organ (VNO) are hyperpolarised to a RMP of -80 mV entirely through a tonic 
pump current (Trotier & Døving, 1996). The authors found that the effects on the RMP of 
manipulating extracellular K+ concentration were the opposite to what would be predicted if 
the RMP was determined by K+ currents; decreasing extracellular K+ caused the membrane 
to depolarise, whilst increasing extracellular K+ caused the membrane to hyperpolarise.  These 
effects are in accordance with the hypothesis that the sodium pump is setting the resting 
potential; a prediction that was proven by blocking the pump using dihydro-ouabain (DHO), 
which caused a large depolarisation. It was shown that the resting potential of these cells was 
set by the tonic hyperpolarising pump current along with hyperpolarisation-activated current 
(Ih), which is tonically active at membrane potentials more negative than -80 mV (Trotier & 
Døving, 1996). A similar interaction between the sodium pump and Ih channels has also been 
shown to set the resting membrane potential in mesenphalic trigeminal neurons (Kang et al., 
2004).  
A smaller, but still substantial contribution of the pump to the resting membrane potential has 
been documented for Purkinje cells of the rat cerebellum, where it was shown that the 
polarisation of the membrane was a product of a tonic hyperpolarising current caused by the 
sodium pump (Genet & Kado, 1997). The authors found that when they blocked the sodium 
pump using DHO, the Purkinje cells depolarised and fired continuously. The sodium pump 
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was found to be responsible at rest for a constant hyperpolarisation of around 25-27 mV, which 
acted to compensate inward-directed Na+ fluxes likely mediated by the Na+/Ca2+ exchanger 
and other channels (Genet & Kado, 1997; Dobretsov & Stimers, 2005). Moreover, it was 
hypothesised that the specific isoform distribution in the Purkinje cells was shaping these tonic 
pump currents. Significantly, the Purkinje cells of the cerebellar cortex are particularly rich in 
both the 1 and the 3 isoform. The authors suggest that the data supports the hypothesis 
outlined above; the continuous sodium influx saturates the 1 isoforms contributing to the 
tonic pump activity, whilst the presence of 3 isoforms enables the Purkinje cells to adapt to 
periods of high activity (Genet & Kado, 1997). This hypothesis was supported by the fact that 
the effects out DHO on RMP only occurred at the higher (>20 µM) concentrations, but not at 
low concentrations (1 µM), which would presumably only block the 3 subtypes.  
2. Dynamic pump currents 
Whilst tonic pump currents clearly play an important role some cell types, changes in substrate 
concentrations (Na+, K+, ATP) represent the most prevalent way that sodium pump activity is 
dynamically altered in the nervous system. Under normal conditions, ATP concentrations are 
generally at saturating levels in most cells and therefore ATP fluctuations generally do not to 
alter pump activity (Therien & Blostein, 2000). Similarly, extracellular K+ binds at a high affinity 
to the sodium pump such that most of the time extracellular K+ concentration also isn't a 
relevant factor. Changes in intracellular sodium, however, as a result of trains of action 
potentials, can have a potent influence on the activity of the sodium pump, as resting 
intracellular sodium concentrations are usually below the level required to saturate the 3 
sodium pump isoform (Therien & Blostein, 2000). The most common context in which the 
activity of the sodium pump contributes to the output of a neural network is during particularly 
long and intense activity. The cells of some neuronal networks show a sodium pump-
dependent, voltage-independent hyperpolarisation following frequent or intense firing, leading 
to a period of reduced excitability with suppressed neuronal firing. This pump-mediated 
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reduction in excitability tends to act on a longer timescale than other after-hyperpolarisation 
(AHP) mechanisms (i.e. fast, medium and slow AHPs), which are typically mediated by 
potassium or calcium conductances such as Ca2+-activated K+ currents (Parker et al., 1996). 
The pump-mediated period of hyperpolarisation following sodium accumulation has been 
variously termed the “post-tetanic hyperpolarisation (PTH)” (Nakajima & Takahashi, 1966; 
Morita et al., 1993; Parker et al., 1996; Kim et al., 2007; Kim & von Gersdorff, 2012); 
“postactivation inhibition” (Gocht & Heinrich, 2007); or the “slow-, or ultra-slow 
afteryperpolarisation (sAHP or usAHP: (Pulver & Griffith, 2010; Zhang & Sillar, 2012; Gulledge 
et al., 2013))’’. Although there are a number of names for this autoinhibition mechanism, these 
periods of reduced excitability share a number of common features, and it generally acts to 
integrate spike number over time. For example, the duration of the hyperpolarised period is 
usually proportional to the duration and intensity of the preceding period of spiking activity - 
as a function of the number of action potentials - and this relationship tends to be under the 
modulatory control of various pathways. Next, let’s look at these pump currents in specific 
systems, and how they play a role in the networks in which they are found, starting with 
invertebrate model systems.  
Invertebrate dynamic pump currents 
Leech neurosecretory and sensory T-cells 
Activity-dependent sodium pump currents have been documented in a whole range of 
invertebrate species, but are especially well-described in the leech (Hirudo Medicinalis) 
nervous system.  Serotonergic Retzius neurons, for example, which are neurosecretory cells 
that receive input from chemo-, thermo- and mechano-receptors, show a distinct 
hyperpolarised period of quiescence following high intensity spiking, that is around 5 mV in 
amplitude, and lasts up to 30 seconds (Gocht & Heinrich, 2007). This has been described as 
the “post-activation inhibition”, as spontaneous spiking was suppressed during the prolonged 
hyperpolarisation. The current is mediated by the sodium pump as it was reduced in both 
amplitude and duration by the application of the pump-blocker ouabain (10 µM). One of the 
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most interesting findings from this study was that the period of reduced excitability was shared 
by cells that were electrically coupled to the neuron being stimulated.  
A similar activity-induced hyperpolarisation has been studied in leech tactile neurons (T 
sensory neurons)  (Baylor & Nicholls, 1969; Catarsi et al., 1993; Scuri et al., 2002, 2007). 
Here, the activity-dependent hyperpolarisation is ~75% mediated by activation of the sodium 
pump, with the remaining contribution deriving from Ca2+-dependent K+ currents (Scuri et al., 
2002). Moreover, Scuri et al. (2007) explored the effect of this pump-mediated AHP on 
synaptic transmission in T-neurons.  The authors injected presynaptic T-neurons with 3-
second trains of high frequency, depolarising pulses to induce an AHP. Then, during the 
hyperpolarised period, they injected a single depolarising pulse into the fatigued T-cell and 
measured the synaptic potential of a post-synaptic neuron (a “follower” cell). The size of the 
post-synaptic response was significantly smaller during the AHP, indicating that synaptic 
strength was reduced by the AHP. Moreover, ouabain blocked the AHP and rescued the size 
of the postsynaptic response, essentially leading to synaptic facilitation (Scuri et al., 2007). 
Thus, the activation of a pump-mediated AHP in T-sensory neurons of the leech leads to a 
decrease in synaptic strength during periods of high activity. The exact mechanism linking the 
pump-AHP to synaptic plasticity is unclear.  
Given the importance of the sodium pump in the leech nervous system, it is hardly surprising 
that a number of modulatory pathways converging on the sodium pump have been defined in 
the leech. For example, it has been shown that the AHP in T-sensory cells is modulated by 
serotonin (Catarsi et al., 1993; Scuri et al., 2002, 2007). Catarsi, Scuri & Brunelli (1993) 
showed that the application of 5-HT caused a significant reduction (up to 77%) in the amplitude 
of the AHP. There was a delay to the effect, which also continued to occur around 20-30 
minutes after washout, implying a 2nd messenger signalling pathway. Indeed, the authors 
found that 5-HT was acting via the cAMP pathway to inhibit sodium pump function (Catarsi et 
al., 1993). It was later shown in a paper by the same authors that cAMP, acting via the pump 
inhibition pathway, acts as a mechanism for synaptic facilitation by inhibiting the pump-
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mediated AHP which, as described above, inhibits synaptic transmission (Scuri et al., 2007). 
By injecting cAMP directly into presynaptic T-neurons, the AHP amplitude was smaller and 
the post-synaptic potentials increased in amplitude. Thus, in this context, 5-HT and/or cAMP 
acts to release the inhibitory influence of the pump on synapses to boost synaptic strength.  
Aside from the leech, similar activity-dependent pump currents have been documented in a 
range of other invertebrate sensory neurons, such as crayfish stretch receptors (Nakajima & 
Takahashi, 1966; Sokolove & Cooke, 1971) and insect mechanoreceptors (French, 1989). 
Sodium pump currents have also been explored in neurosecretory neurons of the snail (Helix 
pomatia), where remarkably, neuronal sodium pump activity is modulated by weak static 
magnetic fields (Nikolić et al., 2008, 2012). 
Invertebrate CPG networks: leech and drosophila  
In addition to sensory and neurosecretory systems, there is evidence that pump currents play 
an important role in controlling the rhythmic output of invertebrate CPG networks. One 
rhythmic network which is particularly well-studied is the network controlling the leech 
heartbeat, which is controlled by a relatively small network of 14 interneurons (per segment) 
which form a CPG (Tobin & Calabrese, 2005; Calabrese et al., 2016). The two half-centres 
are coupled by two pairs of “oscillator interneurons”, which pace the rhythm of the heartbeat 
through endogenous bursting activity and reciprocal inhibitory synapses. A hypothetical model 
has been proposed to explain the bursting activity of heartbeat pacemaker neurons - non-
inactivating sodium currents contribute to the depolarising phase of oscillations resulting in 
neuronal firing; as a result, there is a build-up of intracellular sodium, which activates the 
sodium pump, hyperpolarising the neurons and terminating the plateau phase of the cycle 
(Angstadt & Friesen, 1991). In support of this model, Tobin & Calabrese have shown that that 
blockade of the pump using ouabain (100 µM) increases burst frequency, presumably by 
abolishing the inter-burst hyperpolarisation (Tobin & Calabrese, 2005). Similarly, the 
endogenous neuropeptide myomodulin also increases rhythm frequency and is thought to act 
via a cAMP-dependent pathway to inhibit sodium pump activity (Tobin & Calabrese, 2005). A 
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recent paper, however, reveals a more dynamic role for the sodium pump, which involves 
complex interactions with an Ih current (Kueh et al., 2016). The authors activated the sodium 
pump using the sodium ionophore monensin, which paradoxically had the same effect as 
blocking the pump – an increase in rhythm frequency. This apparent contradiction was 
resolved when they showed that blockade of Ih channels (using Cs+) prevented the monensin 
acceleration of rhythm frequency, suggesting that the increased frequency was in fact an 
indirect activation of Ih. This was confirmed using single cell recordings, which revealed that 
monensin did indeed hyperpolarise heart interneurons8, but this effect was more pronounced 
when Ih was blocked; thus demonstrating that pump activation does indeed activate Ih, leading 
to a faster rhythm. These findings were confirmed using computational modelling of the 
network, with the additional finding that the bursting rhythm itself depends on the presence of 
a dynamic pump current in interneurons, with a tonic pump current being insufficient to 
generate bursting (Kueh et al., 2016).  
Sodium pumps also play a particularly important role in the crawling locomotor behaviour of 
third instar Drosophila larvae (Pulver & Griffith, 2010). Crawling in Drosophila larvae is 
controlled by peristaltic waves of muscular contractions which generate forwards or 
backwards movement, and is under the control of high-frequency, endogenous bursting of 
ventral motoneurons. Following volleys of action potentials in each burst, these ventral 
motoneurons show a distinct hyperpolarisation, around 25 mV in amplitude, that lasts up to 
20 s. These slow AHP’s are mediated by the sodium pump as they are spike-dependent 
(abolished by TTX), occur with no change in input resistance, and are blocked by ouabain 
(Pulver & Griffith, 2010). Using the GAL4-UAS system, the authors also induced a dominant-
negative form of the sodium pump (D369N) specifically in motoneurons, the genetic equivalent 
of selectively applying ouabain to this cell type. This abolished the motoneuron slow AHP’s, 
                                               
8 Interestingly, the authors also found that monensin abolished the ability to generate a dynamic pump 
current in interneurons, thus essentially turning a dynamic pump current into a tonic pump current by 
maximising sodium pump activity. This effect of monensin is also observed in CPG neurons of both 
Xenopus tadpoles (chapter 2), and mice (chapter 3).   
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without affecting their input resistance, and resulted in a slower crawling behaviour in mutant 
animals. To explain this effect on frequency they explored a functional role of the pumps at 
the cellular level. The AHP was found to introduce a consistent delay to the first spike during 
bursts; the size of this delay was a function of the number of recent action potentials, which in 
turn determines the size of the subsequent hyperpolarisation. This delay was found to be 
mediated by IA currents encoded by the Drosophila Shal gene (Ishal), which are inactivated at 
rest, but become de-inactivated by the pump-mediated hyperpolarisation. Thus, previous 
activity is encoded into the network as a form of spike-dependent cellular memory, whereby 
activity causes intracellular Na+ accumulation, increases activation of the pump, 
hyperpolarises neurons to deinactivate Ishal currents, and this modifies the output of the 
network in a manner proportional to previous activity (Glanzman, 2010; Pulver & Griffith, 
2010). In ouabain, or in the mutant ATPase animals, the loss of the AHP removed a core 
motor memory mechanism involved in the coordination and regulation of CPG firing, leading 
to a loss of segment-to-segment coordination and a slowing of the crawling frequency (Pulver 
& Griffith, 2010). This study provided electrophysiological, pharmacological, genetic and 
behavioural evidence for both the cellular and behavioural role of the sodium pump in 
Drosophila larvae locomotion (Pulver & Griffith, 2010). It is not yet known whether this 
mechanism is subject to modulation, but future studies will likely explore this possibility. 
Vertebrate dynamic pump currents 
In evolutionary terms, the  and  sodium pump subunits are believed to have diverged into 
different isoforms only after the invertebrate and vertebrate lineages split (Okamura et al., 
2003). Nevertheless, invertebrate AHPs generated by the more primitive sodium pump bear 
a great deal of similarity in property and function to those described in vertebrate systems. 
Moreover, across vertebrates species there is in fact a large degree of homology, especially 
for the neuronal 3 sodium pump subtype which has around 96% cross-species similarity 
(Takeyasu et al., 1990; Dobretsov & Stimers, 2005). This conservation suggests that sodium 
pumps not only play an important role throughout vertebrate evolution, but it means that 
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comparisons can be made between highly divergent species, such as Xenopus tadpoles 
(chapter 2) and mice (chapter 3). In the next section, I will outline some of the best studied 
sodium pump currents in various vertebrate species.  
Among non-mammalian vertebrates, a dynamic sodium pump current has been identified in 
sensory neurons of the lamprey (Parker et al., 1996), motoneurons in the lizard and guinea 
pig (Morita et al., 1993; del Negro et al., 1999), and in C-fibres of bullfrogs (Kobayashi et al., 
1997). There is also some evidence that pump currents are generated in human motor axons 
following repetitive stimulation (Kiernan et al., 2004). However, the vast majority of studies on 
the sodium pump have been on various tissues in the mammalian nervous system, mostly 
focusing on rodent models.  
Sodium pumps and calcium at the Calyx of Held  
Sodium pumps play an especially important role in the auditory system of mammals, where 
neurons regularly fire at high frequency and require a high fidelity of transmission. The Calyx 
of Held is an especially large synapse in the medial nucleus of the trapezoid body (MNTB) 
involved in auditory neurotransmission. Following a burst of action potentials evoked by a pure 
tone sound (or 100 Hz afferent fibre stimulation) there is a hyperpolarised period pre-
synaptically at the rat Calyx of Held synapse, which has been termed the “pre-synaptic post-
tetanic hyperpolarisation” (pre-PTH) (Kim et al., 2007). The pre-PTH is large (~25 mV), and is 
mediated by the sodium pump as it is blocked by ouabain. The PTH shows two distinct decay 
phases: an initial rapid recovery, mediated by a depolarising K+ current9, followed by a slower 
recovery period mediated by Ih current. The authors showed that the pre-PTH is mediated by 
the 3 isoform and, interestingly, immature nerve terminals in younger rats which lack the 3 
subunit showed much smaller and shorter PTH. Another interesting finding in this study was 
that intracellular Ca2+ selectively inhibited the pre-synaptic 310 sodium pumps, and reduced 
                                               
9 The K+ current is depolarising as the PTH brings the membrane potential to ~-115 mV; below the 
reversal potential for K+.  
10 The 3 subtype has a higher affinity for Ca2+ than other pump subtypes (Kim et al., 2007).  
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the PTH amplitude. A fascinating mechanism was proposed whereby during periods of high 
activity, the increase in presynaptic Ca2+ inhibits the 3 sodium pump during activity to prevent 
premature AHP induction, which could cause action potential failure. Once activity stops, 
[Ca2+]i falls dramatically, disinhibiting the 3 pumps and allowing the induction of the PTH and 
the important extrusion of accumulated intracellular sodium (Kim et al., 2007). In a more recent 
paper it was also shown that there is a similar PTH post-synaptically at the Calyx of Held (post-
PTH), but which is much smaller in amplitude (5-10 mV) (Kim & von Gersdorff, 2012).  
Hippocampal pyramidal cells  
Decades of research has focused on Ca2+- and K+-dependent AHP mechanisms in neocortex 
and hippocampus, yet there is recent evidence that the sodium pump also plays an extremely 
important role in AHP generation in hippocampal pyramidal cells (Gulledge et al., 2013). 
Gulledge et al. identified a 20s hyperpolarisation, around 5-10 mV in amplitude, in response 
to high frequency firing (10–50 Hz, 1 or 3 s stimulation). Again, this is mediated by the sodium 
pump as it was abolished by TTX, ouabain, or the removal of extracellular K+. The amplitude 
and duration of this long AHP was a function of the number of action potentials, but importantly, 
the pump current could be induced using physiologically relevant spike rates, which involved 
only a brief train of only ~15 action potentials. Moreover, action potential generation was 
inhibited during the the initial seconds of the hyperpolarisation. This is important from a motor 
control perspective, as each rhythmic burst in locomotor circuits may also only involve a few 
action potentials, which has often been viewed as too few spikes to contribute a dynamic pump 
current to an ongoing rhythm.  
In terms of the characteristics of the pump AHP in hippocampal cells, there was an initial peak 
component (~1 s), which was actually found to be mediated by the inactivation of HCN (Ih) 
channels, along with a calcium-dependent K+channel.  The longer duration hyperpolarisation 
(>20 s), however, was entirely pump-mediated. Unusually, the authors also observed a large 
conductance increase for the duration of the long hyperpolarisation, leading to initial 
speculation that Na+-dependent K+ channels may be involved. However, this was found to be 
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an Ih conductance that instead contributes to the recovery from the pump current. When Ih 
channels were blocked with Cs+, the conductance change disappeared and the AHP doubled 
in duration. This is a particularly good example of the role Ih can play in setting the duration 
of a pump current. The differentiation between pump and K+ current components was 
elegantly illustrated by the effects of removing extracellular K+, which caused the peak 
component to increase in amplitude, but abolished the slow component. Interestingly, unlike 
a number of other studies, ouabain blocked the activity-dependent, dynamic pump current but 
had no effect on the RMP of pyramidal cells. This is likely to be due to the low (20 µM) 
concentration of ouabain used compared to other studies (typically 100 µM), but is an 
important illustration of the difference in the roles of the sodium pump isoforms and how they 
can be distinguished using different ouabain concentrations. Overall, this study was an 
interesting demonstration of how activity-dependent hyperpolarisations can involve, at least 
for the initial (~1s) component, Ih channels as well as Na+- and Ca2+-dependent K+ currents. 
Finally, the authors also manipulated temperature. At room temperature, the calcium-
dependent mechanisms dominated, but when raised to physiological temperature (35 °C), the 
calcium mechanisms were absent and the pump component dominated, which the authors 
suggest may be one of the reasons why decades of research on pyramidal cells have failed 
to identify the importance of the sodium pump in these neurons.  
So far, all of the vertebrate studies outlined above have focused on sodium pump currents 
that are generated in response to particularly long or intense firing. For the final section of this 
introduction I will outline the role of similar pump currents in directly contributing to rhythmically 
active networks in the brain, brainstem and spinal cord of mammals. Because of the relatively 
slow timescale over which pump currents are generated, there is no evidence for a role of the 
sodium pump in controlling fast rhythms (i.e. > 10Hz). However, a number of studies have 
shown that sodium pumps can contribute to rhythms on a slower timescale. For example, 
there is evidence that pump activity contributes to 24 hour circadian rhythms (Wang & Huang, 
2006; Wang et al., 2012). However, most studies have explored roles for the sodium pump in 
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contributing to rhythms with timescales between these extremes, such as slow oscillations in 
the 0.1-1Hz range. Most of these networks are associated with motor control, such as the 
cerebellum (Forrest et al., 2012), dopamine midbrain neurons (Johnson et al., 1992), and 
spinal CPG networks (Ballerini et al., 1997; Darbon et al., 2003). 
Rhythmic firing in dopaminergic midbrain neurons 
The sodium pump has been shown to play a fundamental role in the NMDA-induced rhythmic 
firing pattern of dopaminergic neurons of the substantia nigra in the ventral midbrain (Johnson 
et al., 1992; Shen & Johnson, 1998). These neurons, which are involved in the control of 
movement, typically show a regularly spaced firing pattern of single action potentials. In the 
presence of NMDA, however, the firing pattern changes to regularly spaced bursts of 2-10 
action potentials separated by large hyperpolarised periods, lasting around 1-5s, that are up 
to 40 mV in amplitude. Johnson et al. (1992) showed that these hyperpolarised periods are a 
result of transient increases in the activation of the sodium pump. Unusually, although the 
hyperpolarisations were blocked by Na+-free solution, ouabain (1-3 µM), strophanthidin (2-10 
µM) and zero K+, they were not blocked by TTX. The authors argue that rather than spike-
dependent Na+ entry, sodium instead enters the cell via NMDA channels during each 
oscillation. As sodium builds, the sodium pump increases its activity and hyperpolarises the 
cell, which in turn leads to the Mg2+-dependent block of the NMDA receptor. As intracellular 
sodium gradually gets restored, and pump activity subsides, the cells start to depolarise, which 
unblocks the NMDA receptors and the leads to the initiation of the next rhythmic cycle. A 
theoretical model for this novel mechanism of neuronal bursting has also been generated 
(Figure 7, (Li et al., 1996). This model incorporated the regenerative, inward NMDA current 
along with the outward pump current and concluded that this was sufficient to produce the 
0.5Hz slow oscillation that is observed experimentally. Thus, this was one of the first studies 
which demonstrated that rhythmic firing within a network of neurons could be mediated by 
oscillations in sodium pump activity.  
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Figure 7. Burst firing in dopaminergic midbrain neurons. NMDA-induced oscillations in membrane 
potential (VD, mV), intracellular Na+ ion concentration (Na, mM) and Na+ flux (Na+ flux). During burst 
periods (negative VD periods), intracellular Na+ flux is high (negative Na+ flux values), causing 
intracellular Na+ to build up (increase in Na), which increases sodium pump activity which in turn 
terminates the burst and causes and increase in Na+ efflux. Taken from (Li et al., 1996). 
The NMDA-induced rhythm in the dopaminergic neurons of the ventral midbrain has also been 
shown to be modulated by nitric oxide (NO) (Cox & Johnson, 1998). L-arginine, the precursor 
substrate for NO synthesis, increased the size of the hyperpolarised period in-between bursts. 
On the other hand, the NOS inhibitor L-NAME decreased the bursting rhythm and often 
disrupted the rhythm altogether. The authors suggest that these effects are mediated by a 
modulatory increase in the activity of the sodium pump by NO. However, other possible 
explanations for the effects are that NO could have been acting directly on the NMDA receptor, 
or other channels, and these possibilities have not been pursued further.  
Rhythmic firing in Cerebellar Purkinje cells  
In addition to setting the RMP (see earlier), the sodium pump has also been shown to play a 
fundamental role in the rhythmic firing pattern displayed by Purkinje cells of the cerebellum, 
which is involved in the coordination of motor behaviour. Purkinje neurons display an intrinsic, 
repetitive trimodal firing pattern (repeat length 20s) that consists of 3 distinct phases: tonic 
spiking, followed by bursting, followed by a period of quiescence. Forrest et al. (2012) have 
provided a detailed computational model to explain this firing pattern, and suggest that “…at 
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the foundation of the purkinje cell’s intrinsic multimodality, there is the working of just a single 
molecular species – the Na+/K+ pump”.  
Initially, there is a tonic firing period at the soma, during which time extracellular K+ 
concentration gradually accumulates. The Purkinje dendrites have an intrinsic capacity to fire 
Ca2+ spikes, but this is “gated” during the tonic firing phase due to the presence of Kv1.2 
channels, which hyperpolarise the dendrites and “clamp” their excitability to prevent Ca2+ spike 
generation. However, as tonic firing progresses, the build-up of extracellular K+ diminishes the 
Kv1.2 current and eventually allows high-threshold Ca2+ spiking, causing the switch from tonic 
to bursting activity. During the burst period, intracellular sodium accumulates, which in turn 
increases sodium pump activity and the activation of a hyperpolarising pump current which 
switches the cell from bursting to quiescence. As the cell remains silent, high pump activity 
increases extracellular potassium and decreases intracellular sodium, the membrane potential 
recovers, and the trimodal pattern is reset and tonic firing at the soma can begin again, with 
Kv2.1 channels able to clamp the excitability of dendrites again (Forrest et al., 2012). Although 
initially a controversial model11, this is a fascinating example of how a relatively simple sodium 
pump current is incorporated into a complex, three-phase intrinsic rhythm involving Ca2+-
spiking and Kv2.1 channels.  
Purkinje cells show heterogeneity in the repeat duration of this firing pattern - from 20 seconds 
to 20 minutes - and it is thought that this variation is due to differences in affinity of the sodium 
pump for Na+ and K+ that sets the duration of each phase. If the pump has a higher affinity for 
intracellular sodium (KNa), the pumps become activated by accumulating sodium more rapidly, 
leading to a smaller burst period and a longer silent period. The higher the affinity for 
extracellular K+, the longer the tonic period, as the pump acts to prevent K+ accumulation 
during the tonic phase, thereby maintaining the driving force for Kv2.1 channels. These 
                                               
11 There was a delay of many years in publishing these results, as reviewers and journals were 
apparently doubtful about the re-appraisal of the role of the sodium pump in these neurons and routinely 
rejected the findings (Forrest, 2014). 
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variations in Na+ and K+ affinities could occur due to different isoform expression (see above), 
and indeed the Purkinje fibres are especially rich in the 3 pump isoform (Forrest, 2015).  
Alternatively, the variations in phase may be due to neuromodulation of the pumps. Indeed, 
ethanol is known to inhibit Purkinje sodium pumps and causes a loss of quiescent periods and 
induces continuous firing, similar to the effects of low concentrations of ouabain (Botta et al., 
2010; Forrest, 2015). These results have important implications for how alcohol disrupts motor 
control, and is the first time the sodium pump has been implicated in the effects of ethanol on 
the cerebellum. Moreover, it is an interesting example of how extrinsic modulation of the 
sodium pump can set the rhythm of an entire network of neurons.  
Vertebrate CPG networks 
The final section of this introduction on the sodium pump will outline the limited number of 
studies which have explored the role of the sodium pump in the rhythmic networks of the spinal 
cord and hindbrain, which includes the respiratory network and the locomotor network.  
Respiratory CPG 
A series of recent studies has identified a role for the sodium pump in rhythmic burst 
termination in the respiratory brainstem network (Del Negro et al., 2009; Rubin et al., 2009; 
Krey et al., 2010; Tsuzawa et al., 2015). Resting respiration relies on rhythmic, active muscle 
contractions that mediate inspiration, with passive expiration during the inter-burst interval. 
This inspiratory rhythm is controlled by the preBӧtzinger Complex (preBötC) in the medulla, 
which generates rhythmic output with a frequency of about 0.2 Hz, in vitro, in the absence of 
sensory or descending inputs (Del Negro et al., 2009). Each inspiratory burst relies on a Ca2+-
dependent cation current (Ican), and a persistent sodium current (INaP), which both lead to a 
massive influx of sodium. During each inspiratory burst, the build-up of sodium activates the 
sodium pump, which subsequently generates a pump current of around 3-8 mV at each burst 
that contributes to the termination of each burst (Del Negro et al., 2009; Krey et al., 2010). 
Blockade of the pump using strophanthidin (10 µM) leads to a depolarisation of preBötC 
neurons of between around 1-20 mV, as well as an increase in the frequency of the rhythm, 
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until the rhythm eventually stops due to a depolarisation block of spiking (Del Negro et al., 
2009; Krey et al., 2010); thus, there is both a tonic pump contribution to these neurons, as well 
as a dynamic, phasic hyperpolarisation with each inspiratory burst. The authors found that 
after the termination of a burst, the contribution of the dynamic pump current was very brief 
(50-200 ms) (Del Negro et al., 2009), although in another study this was slightly longer and 
lasted up to 1.6 s (Krey et al., 2010). However, it is worth considering the fact that these 
experiments were conducted in the absence of descending input, and therefore any 
modulators which may enhance the pump contribution are absent under these conditions. 
Computational models incorporating the rhythmic firing of pre-Botx neurons have supported a 
role for the sodium pump, along with other Na+-dependent outward currents such as Na+-
dependent K+ currents (IK–Na), in terminating rhythmic bursts (Rubin et al., 2009). 
The above experiments were conducted on rhythmically active slice preparations, but a recent 
study extended the findings to a whole brainstem-spinal cord preparation (Tsuzawa et al., 
2015). Recording from the fourth cervical ventral root (C4), the authors found that the 
application of ouabain (0.1-20 µM) caused a dose-dependent increase in inspiratory burst rate, 
in accordance with the studies in slice.  
Locomotor CPG 
Moving more caudal in the mammalian nervous system, there is strong evidence that the 
sodium pump also plays a role in rhythmic bursting in the mammalian spinal locomotor CPG, 
although so far studies have focused on disinhibited rhythms in rat whole-cord and slice 
preparations (Ballerini et al., 1997; Rozzo et al., 2002; Darbon et al., 2003).  
Synchronous (left-right synchrony), rhythmic bursting can be generated in mammalian spinal 
neurons by blocking fast inhibitory synaptic inputs (mediated by GABAA and glycine receptors 
with bicuculline and strychnine, respectively); this “disinhibited bursting” is thought to be 
generated by the same CPG that underlies locomotion, although the bursting rhythm differs 
from the faster left-right locomotor bursting pattern evoked by NMDA or serotonin in terms of 
both frequency and duration of bursts (Ballerini et al., 1997). The origin of the excitatory drive 
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behind the disinhibited bursting rhythm has been shown to result from a wave of excitation as 
a result of spontaneous firing of neurons in the ventral horn, which spreads through the 
network via glutamatergic recurrent excitation (Darbon et al., 2002; Rozzo et al., 2002).   
In rat whole spinal cord preparations displaying disinhibited bursting, application of the sodium 
pump blockers ouabain (10 µM), strophanthidin (4 µM), or zero K+ solution, caused 
motoneurons to depolarise by around 5 mV, and rhythmic bursting became irregular as well 
as variable in duration and inter-burst interval, although left-right and flexor-extensor 
synchrony was retained (Ballerini et al., 1997). Over longer periods, activity eventually fell 
silent, although activity could still be evoked using dorsal root stimulation (long continuous 
bursts of activity lasting ~ 1 min), indicating that the network was still functional. These results 
were repeated and expanded upon in a subsequent study (Rozzo et al., 2002). However, in 
addition to replicating these findings they also observed the emergence of  a new rhythm 
around an hour after blockade of the sodium pump (by ouabain or strophanthidin), which they 
termed “strophanthidin bursting” (Rozzo et al., 2002). These new bursts were infrequent and 
irregular, had a longer duration (~150s vs. ~6s in control), a slower frequency, and a much 
slower decay time. This strophanthidin bursting was very stable in that it could last up to 12 
hours without changing significantly, illustrating that the physiological integrity of the neurons 
had not been compromised. The rhythm was found to be dependent on glutamatergic 
transmission since blockers of glutamate receptors (NMDA, kainate, AMPA) abolished the 
rhythm.   
The authors also explored the effects of dorsal root stimulation. Blocking the pump did not 
affect VR response parameters to a single DR stimulus, such as impulse conduction, action 
potential amplitude, or reflex threshold, suggesting that the pump does not play a role in 
synaptic transmission for single pulses. However, blocking the pump did affect the motoneuron 
response to repetitive stimulation. In control, repetitive stimulation (1 Hz, 20 pulses) causes a 
rapid motoneuron depolarisation, followed by a fast decay back to control.  
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One of the most interesting aspects of this study was the generation of a computational model 
for a single network that could account for both disinhibited and strophanthidin bursting, 
allowing the authors to ascribe a role for the pump by comparing the two outputs (Rozzo et 
al., 2002). The results from this modelling suggested that the strophanthidin rhythm relies on 
glutamatergic excitation, with the eventual termination of these bursts dependent on slowly 
developing synaptic depression. The introduction of the pump component to their model led 
the authors to suggest two roles for the pump in the disinhibited rhythm. Firstly, within each 
disinhibited burst they suggest that the accumulation of intracellular sodium leads to pump 
activation, causing a hyperpolarisation that brings a significant number of neurons below firing 
threshold earlier to terminate bursting; and secondly, they suggest that the pump contributes 
an inter-burst hyperpolarisation that may activate conductances (such as Ih) responsible for 
the generation of the next burst (Rozzo et al., 2002). These experimental and modelling data 
are interesting as they imply a temporal order for the mechanisms of fatigue in a spinal 
locomotor network in the context of spontaneous and evoked activity, with the pump-mediated 
hyperpolarisation generated earlier in time during a normal rhythmic burst than does synaptic 
depression (Rozzo et al., 2002).  
In a separate series of studies, the role of the sodium pump was explored in dissociated and 
organotypic cultured spinal neurons from the rat. Using single cell recordings directly from 
spinal interneurons, it was found that approximately half of the population of interneurons 
showed a spike-dependent hyperpolarisation during the inter-burst interval in a disinhibited 
rhythm, and spiking was suppressed during this hyperpolarised period of over 10 seconds 
(Darbon et al., 2002). Moreover, they demonstrated clearly that this decrease in excitability 
was not due to synaptic depression (i.e. a depletion of transmitter or receptor desensitation), 
supporting the studies in whole-cord that suggest that pump-mediated refractory mechanisms 
dominate under control conditions. Finally, they also used an MEA electrode to electrically 
stimulate regions of cells, which generates a “bout” of rhythmic activity. The authors studied 
the effect that the stimulus interval had on the characteristics of the evoked output. They found 
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similar results to those found by Rozzo et. al (2002), whereby activity evoked too soon after a 
previous bursts (3-35 s) was shorter in duration and showed lower excitability (figure 8C). 
Overall, the authors suggest that in cultured neurons, the disinhibited rhythm depends on an 
unknown autoregulation mechanism that terminates bursts and lasts many seconds beyond 
each burst, although they do not at this point ascribe a role for the sodium pump.  
The responsibility of the sodium pump for the phasic hyperpolarisations mentioned above was 
confirmed in a subsequent study (Darbon et al., 2003). Using multi-electrode array (MEA) 
recordings, they found that blocking the pump with strophanthidin (10 µM) rapidly increased 
the frequency of disinhibition-induced bursting in both organotypic and dissociated cultures, 
increased the “background” activity between bursts, and decreased the amplitude of bursts. 
Over a longer period of time (> 10 mins), the burst rate then decreased. Using simultaneous 
whole-cell recordings from spinal interneurons, strophanthidin caused a depolarisation of 
around 20 mV. Note that the authors could replicate some of these network effects of blocking 
the pump simply by depolarising neurons of the network by systematically increasing 
extracellular potassium concentration. However, these effects were not identical, and more 
importantly, changing the potassium concentration is likely to have far-reaching effects beyond 
simply depolarising neurons.  
Thus, the authors propose, like other studies, that sodium pump blockade has two effects: a 
depolarisation due to removal of tonic pump contribution; and the removal of a transient, inter-
burst hyperpolarisation. In an attempt to differentiate these effects, the authors compared the 
effect of pump blockade in control conditions to the effect of pump blockade when the network 
is rhythmically activity (i.e. disinhibited). In control conditions, interneurons depolarised by 
around 12 mV. However, crucially, when they washed the strophanthidin off, and the 
membrane potential returned to control, the subsequent activation of disinhibited bursting 
caused a hyperpolarisation of around 8 mV that could be seen between each rhythmic burst. 
Moreover, when the pump blocker was then re-applied, the cells depolarised further than they 
did in control, this time by around 20 mV, which is the sum of the depolarisation in control plus 
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the hyperpolarisation caused by disinhibition (Figure 8Ai, ii). Taken together, the authors 
concluded that the rhythmic hyperpolarisations generated by disinhibition are entirely 
mediated by increased activity of the sodium pump, presumably due to the influx of sodium 
with each burst that resulted once the network was activated.  
To corroborate these findings, the authors also simulated rhythmic activity to individual 
interneurons, in the absence of whole-network activity. The authors were actually investigating 
whether blocking the pump affected spike-frequency adaption, which it was, although 
indirectly due to the depolarisation described above. More interestingly, however, in 
performing these experiments they noted that there was a gradual hyperpolarisation of the 
membrane potential of around 6 mV when successive pulses were applied (Figure 8B), as 
long as the pulses generated repetitive spiking, but not when spiking was absent. The size of 
this hyperpolarisation was dependent on the number of spikes. This is a highly interesting 
finding, and is strong evidence that the pump contributes a dynamic component to the spinal 
locomotor rhythm, at least in these cultured neurons. The authors state that these dynamic 
pump currents induced by current injections were abolished by strophanthidin (whilst applying 
a holding current to compensate for the strophanthidin depolarisation), but they do not show 
these data. Also extremely important, but relatively understated, is the fact that the authors 
only observed the spike-dependent, long duration hyperpolarisation in a subset of 
interneurons (Darbon et al., 2003), confirming the finding from the earlier study that inter-burst, 
spike-dependent pump hyperpolarisations were observed in roughly half of all spinal neurons 
(Darbon et al., 2002). In light of more recent evidence on the roles of sodium pump subtypes, 
I suggest that it is likely that this heterogenous expression of a dynamic pump current may 
relate to the distribution of 3 sodium pump subtypes in the mammalian spinal cord.  
58 
 
 
Figure 8. A rhythmic, sodium pump-mediated hyperpolarisation in rat spinal interneurons. Ai,ii. 
An intracellular recording from a rat spinal interneuron. The application of the sodium pump blocker 
strophanthidin caused a small depolarisation. Following strophanthidin washout, the subsequent 
induction of disinhibited bursting led to a phasic hyperpolarisation, which was removed by a second 
application of strophanthidin. Note that this final depolarisation is equal in value to the hyperpolarisation 
caused by disinhibition plus the depolarisation caused by the initial pump block, suggesting that phasic 
hyperpolarisations in a disinihibited rhythm are mediated by the sodium pump. Aii. Mean membrane 
potential values for the different conditions shown in Ai. B. An example of an intracellular interneuron 
recording showing rhythmic bursting induced by depolarising current pulses, which is removed by 
blocking the sodium pump. A and B taken from (Darbon et al., 2003). Ci. Network activity plots from 
MEA recordings from cultured spinal interneurons showing the effect of inter-burst interval on the 
duration of stimulated bursts. Cii. Plot of the burst duration against the stimulus interval. C taken from 
(Darbon et al., 2002). 
Although there are relatively few studies on the role of the sodium pump in the mammalian 
locomotor CPG, the results from these initial studies provide a solid theoretical framework for 
this thesis. To summarise the findings, bursting in  the disinhibited rhythm in the spinal 
locomotor CPG relies upon recurrent excitation for each burst, but the burst termination relies 
upon a Na+-spike dependent pump hyperpolarisation which lasts many seconds and dictates 
the inter-burst interval. Synaptic depression has been shown consistently not to mediate this 
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decrease in excitability (Darbon et al., 2002, 2003; Rozzo et al., 2002). During rhythmic 
activity, blockade of the pump eliminates this dynamic pump current, as well as depolarises 
spinal neurons, to mediate an increase in the frequency of the bursting rhythm. Because of 
the long duration of the sodium pump current, activity evoked shortly after previous activity is 
shorter in duration due to the influence of the pump current on excitability.  
Interactions between dopamine and the sodium pump 
The involvement of the Na+/K+-ATPase in a range of cellular functions is accompanied by the 
requirement for both short- and long-term regulation to adjust to physiological and 
environmental changes. This is especially true for neuronal sodium pumps, where both the 
steady-state pump rate and the dynamic relationship between neuronal firing and pump 
activity have been shown to be under the modulatory control of neurotransmitters, hormones 
and other neuromodulators (Therien & Blostein, 2000). Earlier in this introduction I outlined a 
number of examples where sodium pumps are targeted by neuromodulators including pump 
modulation by myomodulin and 5-HT in the leech (Catarsi et al., 1993; Tobin & Calabrese, 
2005); by calcium at the Calyx of Held (Kim et al., 2007); by NO in midbrain dopaminergic 
neurons (Cox & Johnson, 1998); and by ethanol in the cerebellum (Forrest, 2015). Dopamine 
is also a common modulator of sodium pumps, although most research so far has focused on 
the modulation of sodium pumps in kidney and cardiac tissue (Therien & Blostein, 2000).  
Dopamine, usually acting via PKA or PKC, can enhance or inhibit pump activity depending on 
the species, tissue type and the dopamine receptors involved (Zhang et al., 2013). In striatal 
neurons, for example, the activation of D2-like receptors stimulates the sodium pump by 
inhibiting PKA and thus dephosphorylating the 3 subunit; D1 receptor activation, on the other 
hand, causes long-term inhibition of 3 pump activity by increasing PKA-mediated 
phosphorylation (Bertorello et al., 1990; Wu et al., 2007). Other studies have similarly shown 
that changes in PKA activation in neurons can modulate the ability of a neuron to respond to 
changes in intracellular sodium through phosphorylation/dephosphorylation of 3 (Azarias et 
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al., 2013). Interestingly, sodium pumps in the brain are also known to form a complex (or 
“signalplex”) with D1 and D2 dopamine receptors to allow direct reciprocal modulation 
between dopamine receptors and the pump (Hazelwood et al., 2008).  
Research framework 
Across the main model systems for studying motor control, such as lamprey, zebrafish and 
mice, there is a comprehensive picture of the role of dopamine as a neuromodulator of 
locomotion (see earlier). However, whilst young Xenopus tadpoles are one of the best defined 
and understood vertebrate models in the motor control field, almost nothing is known about 
how dopamine acts as a neuromodulator at this early stage of development. Thus, the first 
chapter of this thesis aims to fill this gap in understanding and will use ventral root and single-
cell recordings to explore the network effects of dopamine, as well as the cellular mechanisms 
which underlie these effects on overall locomotor output.  
Secondly, I will further explore the role of the sodium pump in Xenopus tadpoles from what is 
already known (Zhang & Sillar, 2012), and particularly how the pump can be modulated by 
intracellular sodium, dopamine, nitric oxide, and temperature. Although the core role of the 
sodium pump has been defined previously, the role of these factors in influencing sodium 
pump activity in the Xenopus spinal cord remains unexplored, and this is the focus of the 
second chapter of this thesis. In addition, this chapter will also focus on the role of Ih current 
in Xenopus spinal neurons, which has not previously been characterised.  
Thirdly, I will explore the almost completely unexplored role of the sodium pump in the 
locomotor network of neonatal mice. Using ventral root recordings from isolated spinal cords 
from neonatal mice, I will explore the effects of sodium pump manipulation on drug-induced 
locomotor bursting, as well as the effects on locomotor-like activity evoked by patterns of 
dorsal root stimulation. Finally whilst the effects of dopamine on network output are relatively 
well understood in this system, I will explore the possibility that dopamine underlies some of 
these network effects through actions on the sodium pump in the mouse spinal cord.  
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This thesis is somewhat unusual in that it implements two evolutionarily diverse model 
systems: Xenopus tadpoles and neonatal mice. Modern amphibians and mammals share a 
common ancestor that existed around 360 million years ago, and therefore comparisons 
between these two systems are at best, speculative. However, the evidence suggests that the 
amphibian and mammalian genomes are in fact surprisingly similar (Hellsten et al., 2010), 
suggesting that whilst the two groups have obviously diverged massively since they split 360 
m.y.a., the underlying nuts and bolts of the nervous system may share similar features, at 
least at the single cell level. Indeed, the neuronal sodium pump in particular is extremely well 
conserved between vertebrates (Takeyasu et al., 1990; Dobretsov & Stimers, 2005), and the 
results presented in this thesis suggest a conserved role for the sodium pump in the spinal 
cord of tadpoles and mice, as well as a similar excitatory role for dopamine as a spinal 
modulator of the sodium pump. As humans, we split from our common ancestor with mice only 
65 million years ago, and so one can speculate that the sodium pump may play a similar role 
in neuronal self-regulation as it does in leech, lamprey, fruit-flies, tadpoles and mice.   
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Chapter 1: Mechanisms underlying the endogenous 
dopaminergic inhibition of spinal locomotor circuit 
function in Xenopus tadpoles 
 
 
 
 
 
 
 
 
 
 
Chapter 1 contributions and publications 
This chapter is adapted from previously published work (Picton & Sillar (2016) Scientific 
Reports). All experiments were conducted by Laurence Picton.  
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Chapter 1 summary 
Dopamine plays important roles in the development and modulation of motor control circuits, 
yet no previous studies have explored the role of dopamine in the modulation of Xenopus 
tadpole swimming at early stages of development. In this chapter I show that dopamine exerts 
potent effects on the central pattern generator circuit controlling locomotory swimming in post-
embryonic Xenopus tadpoles. Using ventral root recordings, I show that dopamine (0.5-100 
µM) reduced fictive swim bout occurrence and caused both spontaneous and evoked 
episodes to become shorter, slower and weaker. The D2-like receptor agonist quinpirole 
mimicked this repertoire of inhibitory effects on swimming, whilst the specific D4 receptor 
antagonist, L745,870, had the opposite effects. The dopamine reuptake inhibitor bupropion 
also potently inhibited fictive swimming, demonstrating that dopamine constitutes an 
endogenous modulatory system. Both dopamine and quinpirole also inhibited swimming in 
spinalised preparations, suggesting that the dopamine receptors involved in this inhibition are 
located in the spinal cord. Using whole-cell patch clamp recordings, I show that dopamine and 
quinpirole hyperpolarised identified rhythmically active spinal neurons, increased the minimum 
current needed to induce an action potential (rheobase), and reduced spike probability both 
during swimming and in response to current injection. The hyperpolarisation was TTX-
resistant and was accompanied by decreased input resistance, suggesting that dopamine 
opens a K+ channel. The K+ channel blocker barium chloride (but not TEA, glybenclamide or 
tertiapin-Q) significantly occluded the hyperpolarisation.  Overall, I show that endogenously 
released dopamine acts upon spinally located D2-like receptors, leading to a rapid inhibitory 
modulation of swimming via the opening of a K+ channel with GIRK-like pharmacology.  
 
  
64 
 
Chapter 1 introduction  
As outlined in the main introduction, neural circuits of the spinal cord that generate rhythmic 
locomotor activity (central pattern generators (CPGs)) are subject to profound modulatory 
influences which alter neuronal properties and synaptic strengths to confer flexibility on 
locomotor output and behaviour (Harris-Warrick, 2011). Sources of neuromodulators are 
present both intrinsically within the spinal cord and extrinsically in higher centres of the 
brainstem, and include classical neurotransmitters, peptides, biogenic amines and the 
gaseous free radical nitric oxide (for a recent review see (Miles & Sillar, 2011)). The biogenic 
amines serotonin, noradrenaline and dopamine, emanating primarily from brainstem nuclei, 
form diffuse modulatory systems that project to spinal sensory and motor circuits and are 
known to modulate CPG output. Many neuromodulators exert their influences by activation of 
more than one pharmacologically distinct subset of GPCRs with distinct physiological actions. 
Dopamine, which is a widely distributed and phylogenetically conserved neuromodulator, acts 
upon two principal classes of receptor which generally exert inhibitory (D2-like: D2,D3,D4) or 
excitatory (D1-like: D1,D5) influences on neural circuits (Beaulieu & Gainetdinov, 2011).  
Dopaminergic fibres forming descending tracts from the brain offer a rich source of 
neuromodulatory input to the axial locomotor circuits in the spinal cords of aquatic vertebrates 
(lamprey (McPherson & Kemnitz, 1994) and zebrafish (Thirumalai & Cline, 2008; Jay et al., 
2015)); amphibian tadpoles (Clemens et al., 2012), and the appendicular spinal circuits of 
mammals (Han et al., 2007).  The diencephalic dopaminergic tract (DDT) forms a 
phylogenetically conserved descending projection which is present in all vertebrates studied 
to date and provides the earliest developing aminergic projection to the spinal cord (McLean 
& Fetcho, 2004b). In zebrafish, endogenous dopamine plays important roles in establishing 
the complement of CPG neurons early in development (Reimer et al., 2013). Dopamine also 
subsequently controls the developmental expression of motor pattern generation by acting on 
a range of dopamine receptors (Thirumalai & Cline, 2008; Lambert et al., 2012; Jay et al., 
2015). In free-swimming larval Xenopus laevis tadpoles, dopamine has opposing, 
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concentration-dependent effects on swimming: low dopamine concentrations activate high 
affinity D2-like receptors to inhibit spontaneous locomotor activity; while high dopamine 
concentrations facilitate locomotion by activating lower affinity D1-like receptors (Clemens et 
al., 2012). However, this previous research on older, pre-metamorphic free swimming stages 
of tadpole development was obtained using extracellular ventral root recordings and did not 
address the cellular mechanisms responsible for dopamine’s actions in the spinal cord or the 
developmental onset of the dopaminergic system.   
In the present chapter I have examined the role of dopamine at earlier stages of Xenopus 
development, around the time of hatching, when the animal possesses a simpler and much 
better defined spinal locomotor circuit (Roberts et al., 2010).  Neurons immunoreactive for 
tyrosine hydroxylase (TH) are known to be present in the mesencephalic posterior tuberculum 
(PT), the spinal cord and other areas of the CNS at these early stages of development 
(Velázquez-Ulloa et al., 2011), but the role of the dopaminergic system at these stages 
remains unknown. I show that dopamine profoundly and rapidly inhibits swimming even at the 
highest concentration tested, suggesting a preponderance of D2-like receptors and a paucity 
of D1-like receptors early in development. These receptors are expressed on rhythmically 
active spinal cord neurons and can be activated by endogenously released dopamine when 
uptake is inhibited, or through the application of the D2-like receptor agonist quinpirole. 
Conversely, I show that D4 receptor antagonism has excitatory effects on the swim network, 
highlighting the constitutive nature of dopaminergic signalling in the Xenopus spinal cord. I 
show that the inhibition of locomotor activity is due mainly to a direct, TTX-resistant 
postsynaptic hyperpolarization of a range of identified spinal CPG neurons associated with an 
increase in membrane conductance. I provide evidence that this hyperpolarisation is due to 
the opening of an inwardly rectifying K+ channel, with GIRK-like pharmacology. Thus, 
dopamine’s rapid inhibition of the swim network occurs via a mechanism that is unlikely to 
involve a slower, classical G protein/2nd messenger cascade, but instead likely involves a 
membrane delimited coupling to K+ channels.  
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Chapter 1 materials and methods  
Experimental animals 
All experiments conformed to UK Home Office regulations and were approved by the Animal 
Welfare Ethics Committee (AWEC) of the University of St Andrews. All experiments were 
performed on newly hatched pre-feeding Xenopus laevis tadpoles at developmental stage 
37/38 or 42 (Nieuwkoop & Faber, 1956). Tadpoles were reared from fertilized ova obtained 
following breeding of adults selected from an in-house colony. Mating was induced by 
injections of human chorionic gonadotropin (HCG, 1000 U/ml, Sigma-Aldrich, Poole, UK) into 
the dorsal lymph sac of breeding pairs of adult frogs. The injection of HCG into adult frogs is 
a licensed procedure and was performed by myself using a personal license (personal license 
number: PIL 60/13743). 
Electrophysiology  
Xenopus tadpoles were immobilized by gashing the skin using a sharpened tungsten needle 
before placing in 12.5 µM α-bungarotoxin saline for approximately 30 minutes, and then 
mounted on a rotatable Sylgard platform in a bath of saline (in mM: 115 NaCl, 2.5 KCl, 2 CaCl2, 
2.4 NaHCO3, 1 MgCl2, 10 HEPES, adjusted with 4 M NaOH to pH 7.4).  Both sides of the trunk 
skin overlying the myotomal muscles were removed using a finely etched needle and forceps. 
The dorsal parts of approximately 7 rostral myotomes were freed from the spinal cord and the 
roof of the hindbrain and spinal cord was opened to the neurocoel to improve drug access and 
provide access for patch clamp electrodes. For whole-cell current clamp recordings, exposed 
neuronal somata were patch clamped using borosilicate glass pipettes (Harvard Apparatus 
Ltd) pulled on a Sutter P97 pipette puller. Patch pipettes were filled with 0.1% neurobiotin 
(Vector labs, Peterborough, UK) in the intracellular solution (in mM: 100 K-gluconate, 2 MgCl2, 
10 EGTA, 10 HEPES, 3 Na2ATP, 0.5 NaGTP adjusted to pH 7.3 with KOH) and had 
resistances of ~10 MΩ. Changes in membrane potential were recorded in current clamp mode 
using an Axoclamp 2B amplifier. Simultaneous extracellular recordings of fictive swimming 
were made with suction electrodes from ventral roots at intermyotomal clefts, and signals were 
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amplified using differential AC amplifiers (A-M Systems Model 1700). Simultaneous 
intracellular and extracellular signals were digitized using a CED Power 1401, and displayed 
and stored on a PC computer using Spike 2 software. Fictive swimming was initiated by 
stimulating through a glass suction electrode placed on the tail skin, which delivered a 1 ms 
current pulse via a DS2A isolated stimulator (Digitimer, Welwyn Garden City, UK).  
Pharmacological agents 
All drugs were obtained from Sigma-Aldrich (Poole, UK) or Tocris Bioscience (Bristol, UK) and 
bath-applied to the preparation. Dopamine hydrochloride (Sigma-Aldrich, Poole, UK) was 
always made up in distilled H20 prior to the experiment (<1 hour) and stored on ice in the dark 
to minimise oxidation. All other drugs were made up to stock concentrations and frozen in 
aliquots, defrosted before an experiment, and diluted to final concentrations. Quinpirole 
hydrochloride (Tocris Bioscience, Bristol, UK) and Bupoprion hydrochloride (Tocris 
Bioscience, Bristol, UK) were both dissolved in distilled H20. L745,870 trichydrochloride 
(Tocris Bioscience, Bristol, UK) was dissolved in DMSO.  
Data analysis  
Electrophysiological data were first analysed using dataview software (v 10.3.0, courtesy of 
Dr. W. J. Heitler) and all raw data were imported into Excel spreadsheets and analysed. 
Statistical analyses were conducted using PASW statistics 21. A rest time of 2 minutes was 
given between evoked episodes of swimming to ensure each episode was not influenced by 
preceding activity (Zhang & Sillar, 2012; Zhang et al., 2015). For swim episode duration 
analysis, a mean of 3 consecutive evoked episodes in each condition was calculated. For 
intra-episode swim parameters (cycle frequency, burst duration, burst amplitude) a mean of 
the first 20 cycles of swimming across 3 episodes was calculated for each condition. For 
analysis of spontaneous swimming I calculated the number of spontaneously occurring swim 
episodes in a 20 min period in each condition. To calculate spike probability the number of 
action potentials in the first 50 cycles of swimming in an episode was measured and this value 
was divided by the number of cycles. For all experiments, values are displayed as mean ± 
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SEM and unless otherwise stated conditions were compared using either paired t-tests or 
repeated measures ANOVAs followed by Bonferonni-corrected post-hoc comparison. For 
patch clamp data where I obtained a wash value in only a subset of experiments, only the 
individual wash values are displayed but not the mean value. 
Neuron identification  
Following patch-clamp recordings, animals were fixed in 2% glutaraldehyde in 0.1 M 
phosphate buffer, pH 7.2, overnight in a refrigerator (4°C). Animals were first rinsed with 0.1 
M PBS (120 mM NaCl in 0.1 M phosphate buffer, pH 7.2), and washed in two changes of 1% 
Triton X-100 in PBS for 15 min with agitation. Next, animals were incubated in a 1:300 dilution 
of extravidin peroxidase conjugate in PBS containing 0.5% Triton X-100 for 2–3 hours with 
agitation, and washed again in at least four changes of PBS. Animals were then immersed in 
0.08% diaminobenzidine in 0.1 M PBS (DAB solution) for 5 min, moved to a DAB solution with 
0.075% hydrogen peroxide for 1-2 min, and then washed in running tap water. Finally, animals 
were dehydrated in 100% alcohol, cleared in methyl benzoate and xylene, and mounted whole 
between two coverslips using Depex. Neuronal cell bodies and axon processes were observed 
under a x40 objective to identify CPG neuron types.  
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Chapter 1 results 
Dopamine inhibits the parameters of fictive swimming 
In an initial set of experiments, dopamine was bath-applied to immobilized Xenopus tadpoles 
at a range of concentrations to assess its modulatory influence on spontaneous and 
electrically evoked episodes of fictive swimming. In keeping with a previous report on older 
free swimming Xenopus tadpoles (Clemens et al., 2012), low concentrations of dopamine (0.5 
– 5 µM) reduced the probability of occurrence of spontaneous swimming episodes (Figure 
1Cii).  In addition, and in contrast to older stages, several parameters of both spontaneous 
and evoked fictive swimming were also reduced in the presence of a low dose of dopamine 
including swim episode duration (Figure 1Ci) and cycle period (Figure 1B, Ciii). These effects 
of dopamine were partially reversible after approximately 30 mins return to control saline, 
although at this time point the recovery only reached statistical significance for swim cycle 
frequency. Next, higher dopamine concentrations (50 - 100 µM) were applied to address 
whether, as in older tadpole stages, the effects of dopamine switch to become excitatory at 
high doses. However, only the inhibitory effects of dopamine were observed (Figure 1A,Di-v), 
and even exaggerated at the higher doses, suggesting that a D2-like effect alone is present 
at these early stages of development. Compared to other modulators in this preparation, such 
as serotonin and noradrenaline (McDearmid et al., 1997), the onset of the effects of dopamine 
on swimming activity occurred extremely rapidly (<1 minute after entering the bath). In addition 
to effects on the parameters of swimming, dopamine also increased the sensory threshold for 
evoking swimming, as evidenced by the increase in the number and intensity of stimulation 
pulses needed to trigger swimming in Figure 1A, middle trace. However, this aspect of 
dopamine modulation was not studied in more detail here.  
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Figure 1. Dopamine inhibits fictive swimming across a range of concentrations. Top: 
The experimental preparation. A: Raw traces showing evoked and spontaneous episodes of 
fictive swimming in control, in the presence of 50 µM dopamine and after dopamine wash-out. 
“s” denotes spontaneous swim episodes and “*” denotes tail stimulus. B: Raw traces showing 
500 ms of activity at the start of an evoked episode in control, in dopamine (50 µM) and after 
dopamine washout. Note that the swimming is slower and weaker in dopamine compared to 
control and wash. C: A low concentration of dopamine (5 µM) significantly reduced episode 
duration (i: p<0.05, n=6); the number of spontaneous episodes of swimming (ii: p<0.05, n=3); 
and swim frequency (iii: p<0.05, n=6). D: A high concentration of dopamine (50 µM) was also 
inhibitory and significantly reduced episode duration (i: p<0.05, n=8); the number of 
spontaneous episodes of swimming (ii: p<0.05, n=6); swim frequency (iii: p<0.05, n=8); and 
burst durations (ii; p<0.05, n=5). 
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Dopamine inhibition is mediated via D2-like receptors in the spinal cord 
Dopamine acts upon two principal classes of receptor which generally exert inhibitory (D2-
like: D2,D3,D4) or excitatory (D1-like: D1,D5) influences on neural circuits. To confirm that the 
inhibitory effects of dopamine on the Xenopus swim circuit are indeed mediated via actions at 
D2-like receptors, the broad-spectrum D2-like agonist quinpirole (25 µM) was bath applied. 
Quinpirole faithfully mimicked all of the effects of dopamine by rapidly reducing the occurrence 
of spontaneous episodes of fictive swimming and inhibiting the same parameters of motor 
output including cycle period, burst duration and burst amplitude (Figure 2A, Ci-iv). The fact 
that quinpirole and dopamine effects were qualitatively the same suggests that the effects of 
dopamine are exclusively mediated at D2-like receptors at this early stage of development. 
This conclusion is supported by the fact that the D1 agonist SKF38393 (2 µM) exerted no 
overall significant effects on any of the parameters of the fictive swimming rhythm at these 
early stages of development (Figure 2B, Di-iv).  
In order to investigate whether the D2-like receptors mediating inhibitory effects on the tadpole 
swim CPG are located in the spinal cord and/or in higher brain centres, the immobilized 
preparation was spinalized at the level of the 2nd post-otic intermyotomal cleft (Figure 2Ei). 
This procedure leaves sufficient rhythm generating circuitry in the spinal cord to produce 
sustained swim episodes in response to skin stimulation (Li et al., 2006), but removes the 
influence of descending brainstem pathways, abolishes spontaneous episodes and 
regularizes swim episode parameters. Quinpirole (25 µM) continued to exert as profound an 
inhibitory effect on fictive swimming as intact preparations (Figure 2Ei-iii), indicating that the 
D2-like receptors involved in dopamine modulation are located on CPG neurons of the spinal 
cord.  
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Figure 2. The inhibitory effects of dopamine on the swim network are mediated via 
spinal D2-like receptors. Ai: Raw trace showing the effect of the D2-like agonist quinpirole 
(25 µM) on fictive swimming.  Aii: Raw trace showing a 500 ms excerpt of activity in control, 
in the presence of quinpirole, and after washout. B: Raw trace showing the lack of effects of 
the D1-like agonist SKF38393 (2 µM). C: Quinpirole (25 µM) significantly reduced episode 
duration (i:  p<0.05, n=9), the number of spontaneous episodes of swimming (ii: p<0.05, n=4), 
swim frequency (iii: p<0.001, n=9) and burst durations (iv; p<0.05, n=6). D. Overall, SKF38393 
(2 µM) had no significant effects on episode duration (i:  p>0.05, n=11), spontaneous 
swimming (ii: p>0.05, n=10), swim frequency (iii: p>0.05, n=11) or burst durations (iv; p>0.05, 
n=9). E. Quinpirole (25 µM) still had an inhibitory effect on episode durations (ii, p<0.05, n=5) 
and cycle frequency (iii, p<0.01, n=5) in tadpoles that had been spinalised at the level of the 
2nd post-otic intermyotomal cleft, suggesting that inhibitory D2-like receptors are present in 
the spinal cord. Note that spinalisation removes spontaneous swimming and shortens burst 
durations, and therefore data on these parameters is not shown.  
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Endogenously released dopamine inhibits swimming 
To test the extent to which endogenously released dopamine can inhibit swimming, the 
dopamine reuptake inhibitor bupropion (100 µM, (Svensson et al., 2003)) was bath-applied 
(Figure 3). The time to onset of bupropion effects were longer than those of dopamine or 
quinpirole (Figure 3Aii), as might be expected, but within 20 to 30 minutes of application there 
was a clear reduction in spontaneous episode occurrence (Figure 3Ai, Cii) and the range of 
inhibitory effects on swim parameters observed in the agonist experiments were replicated 
(Figure 3B-D). The effects of bupropion were partially reversible upon return to control saline. 
These data strongly suggest that endogenously released dopamine, acting on D2-like 
receptors on spinal neurons, can inhibit swimming in young Xenopus frog tadpoles.   
D4 receptor antagonism has excitatory effects on the swim network  
Next I wanted to test whether tonic release of dopamine inhibits the network constitutively. 
Amongst the inhibitory D2-like receptors (D2,D3,D4), the D4 receptor has been previously 
shown to play an especially important role in regulating spinal swim circuitry (Lambert et al., 
2012). Therefore, I bath-applied the specific D4 receptor antagonist L745,870 (10 µM) and 
assessed its effects on fictive swimming. L745,870 caused a dramatic increase in the 
occurrence of spontaneous swim episodes (Figure 4Ai, Bii). Moreover, swim episodes in the 
presence of L745,870 were both significantly longer in duration (Figure 4Ai, Bi), and had a 
higher swim cycle frequency (Figure 4Aii, Ci). I found no overall effect on burst duration (Figure 
4Cii). Overall, however, blockade of the D4 receptor results in the opposite effects to dopamine 
and quinpirole on most parameters of fictive swimming, suggesting that dopamine is 
constituitively released onto the Xenopus spinal cord where it acts, at least in part, via 
activation of the D4 receptor.  
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Figure 3. Endogenously released dopamine inhibits swimming. Ai: Raw trace of fictive 
swimming showing an entire 2 hour experiment. The application of 100 µM bupropion clearly 
inhibited swimming after approximately 20 minutes. Aii: A comparison of the effect onset in a 
bupropion experiment and a dopamine experiment. B: Raw traces showing 500 ms of activity 
at the start of an evoked episode in control, 100 µM bupropion, and following drug washout. 
C: Bupropion (100 µM) significantly reduced episode duration (i: p<0.01, n=13) and the 
number of spontaneous episodes of swimming (ii: p<0.05, n=4). D. Bupropion (100 µM) also 
significantly reduced swim frequency (i: p<0.001. n=13) and burst durations (ii: p<0.05. n=5). 
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Figure 4. The D4 antagonist L745,870 has the opposite effects to dopamine and 
quinpirole. A. Raw trace of fictive swimming showing an entire experiment. The application 
of 10 µM L745,870 has a clear excitatory effect on swimming. Aii: Raw traces showing ~500 
ms of activity at the start of an evoked episode in control, 10 µM L745,870, and following drug 
washout. B: L745,870 (10 µM) significantly increased episode duration (i: p<0.01, n=8) and 
the number of spontaneous episodes of swimming (ii: p<0.01, n=7). C. L745,870 (10 µM) also 
significantly reduced swim frequency (i: p<0.01. n=8) but had no significant effect on burst 
durations (ii: p>0.05. n=7). 
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Cellular effects of D2-like receptor activation 
Having established that dopamine acts via an intrinsically active pathway on D2-like receptors 
in the spinal cord to profoundly inhibit fictive swimming, I next wanted to explore the cellular 
mechanisms responsible for this network inhibition. Therefore, patch clamp recordings were 
made from spinal neurons that are rhythmically active during fictive swimming (e.g., Figure 
5A). The most immediate effect of D2-like receptor activation was a rapid and reversible 
membrane potential hyperpolarization of spinal neurons. During the quiescent periods 
between swim episodes, dopamine (50 µM) reversibly hyperpolarized the membrane potential 
by up to 7 mV (Figure 5Bi,Biii, mean change = 3.6±0.4 mV; p<0.001, n=8). Furthermore, I 
found that this hyperpolarization was accompanied by an increase in membrane conductance, 
as evidenced by reduced voltage deflections in response to constant amplitude 
hyperpolarizing current pulses (Figure 5Bii,Biv, p<0.05, n=8), which also significantly reversed 
upon washout. Quinpirole (25 µM) application similarly hyperpolarized the membrane potential 
(Figure 5Ci,Ciii; mean change = 3.5±0.3 mV; p<0.001, n=18), again accompanied by an 
increase in membrane conductance (Figure 5Cii,Civ; p<0.05, n=18). The hyperpolarisation 
and decrease in input resistance induced by quinpirole persisted when applied in the presence 
of 1 µM TTX to block sodium spikes and therefore spike-mediated transmission (n=5). This in 
turn suggests a direct postsynaptic effect of D2 receptor activation. Overall these data strongly 
suggest that the dopamine hyperpolarization of spinal neurons is mediated through the D2-
like receptor-coupled opening of an ion channel, most likely a K+ channel.  
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Figure 5. Activation of D2-like receptors hyperpolarises rhythmically active spinal 
neurons and decreases their input resistance. A: The experimental preparation for making 
patch clamp recordings with simultaneous ventral root recordings.  An intracellular recording 
of a rhythmically active spinal neuron is shown, with the ventral root trace shown below. The 
cell is the same as shown in Ci. Bi. Representative trace showing a hyperpolarisation caused 
by 50 µM dopamine in a rhythmically active spinal neuron. Bii. Traces showing the membrane 
response to a 20 pA hyperpolarising current pulse under each condition.  Six responses 
(sweeps) are overlaid for each condition. Biii. Pooled data showing a significant 
hyperpolarisation of resting membrane potential in the presence of 50 µM dopamine (n=8, 
p<0.001) which significantly reversed upon washout (p<0.001). Biv. Pooled data showing a 
significant reduction in input resistance in the presence of dopamine (n=8, p<0.05) which 
significantly reversed upon washout (p<0.05). Ci. Representative trace showing a 
hyperpolarisation caused by 25 µM quinpirole in the presence of TTX. Note also the reduction 
in frequency of spontaneous synaptic potentials. Cii. Traces showing membrane responses 
to a 20 pA hyperpolarising current pulse.  Six responses (sweeps) are shown overlaid for each 
condition. Ciii. Pooled data showing a significant hyperpolarisation in the presence of 25 µM 
quinpirole (n=18, p<0.001). Civ. Pooled data showing a significant reduction in input 
resistance in the presence of quinpirole (n=18, p<0.05). 
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Evidence for the activation of a GIRK-like channel by dopamine 
To investigate the possibility that dopamine opens a K+ channel in spinal neurons, a range of 
pharmacological blockers of different K+ channel subtypes was applied in the presence of TTX 
to test which, if any, could occlude the subsequent quinpirole effect on membrane potential 
(Figure 6). TEA had no effect on quinpirole’s ability to hyperpolarize spinal neurons (Figure 
6C, n=3, p>0.05), suggesting that voltage- and calcium-dependent K+ channels are unlikely to 
be involved. In contrast, barium chloride (BaCl), a broad spectrum blocker of inward-rectifying 
K+ channels, significantly occluded quinpirole’s effect on membrane potential in a dose-
dependent manner (Figure 6A,B). These data suggest that a member of the inward-rectifying 
family of K+ channels (Kir1-7) is likely to be responsible for the hyperpolarising effects of 
dopamine on membrane potential. Within this family of K+ channels, previous studies have 
shown that G protein-coupled, inward rectifying K+ channels (GIRKs) are a common target for 
D2-like receptors (Yamada et al., 1998). Therefore, I bath-applied tertiapin-Q, a highly 
selective blocker of GIRK1/4 heterodimer and ROMK1 (Kir1.1), but this failed to occlude the 
effects of quinpirole (Figure 6C, n=4, p>0.05).  
Because I was unable to directly antagonise the target channel I initially suspected to be 
involved in the quinpirole effects, I explored the possibility that another inward-rectifying 
channel may be involved. Alternative Kir channels known to be targeted by dopamine are the 
ATP-sensitive K+ channels (Kir6) (e.g. (Roeper et al., 1990; Lin et al., 1993)). To rule these out 
as the target channel, I bath-applied glybenclamide (50 µM), a non-selective blocker of ATP-
sensitive inward rectifier channels, but this had no effect on the quinpirole-induced 
hyperpolarization (Figure 6C, p>0.05, n=3).  
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Figure 6. Barium chloride (BaCl), but not other potassium channel blockers, occludes 
the D2-like receptor mediated hyperpolarisation of spinal CPG neurons. A. A 
representative intracellular recording showing the effects of 25 µM quinpirole in the presence 
of TTX and BaCl.  Application of 200 µM BaCl depolarised the cell by approximately 4 mV 
before stabilising, at which point the membrane potential was corrected to control (dashed 
line) using DC current injection (solid black line). Quinpirole (25 µM) had only a small (< 1 mV) 
hyperpolarising effect when subsequently applied in the presence of BaCl. The inset shows 
an expansion of the main trace. The effect of quinpirole alone is illustrated as a faded trace 
for comparison. Bi. Timecourse showing the resting membrane potential, pooled and 
normalised into 1 minute bins, to illustrate the hyperpolarising effect of quinpirole (25 µM) 
under control conditions (red), in the presence of 200 µM BaCl (light green) and in the 
presence 1mM BaCl (dark green). Bii: Pooled data showing a significantly smaller 
hyperpolarisation in both 200 µM BaCl (p<0.05, n=4) and 1mM BaCl (p<0.01, n=3) compared 
to control. Ci: Timecourse plot showing the quinpirole hyperpolarisation in a range of other K+ 
channel blockers. Cii: Various K+ channel blockers, including TEA, glybenclamide and 
tertiapin-Q showed no significant occlusion of the quinpirole effect. 
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Dopamine decreases the probability of neuron spiking during swimming 
Next I wanted to explore the impact of D2 receptor-mediated changes in membrane potential 
and conductance upon neuronal firing properties. During bouts of swimming, many 
rhythmically active spinal neurons, with the exception of the rhythm-generating dINs, can vary 
in the number of spikes they generate in each swim cycle, with important consequences for 
the temporal dynamics of overall network output (Zhang et al., 2011). Thus, I first checked 
whether neuron spike probability was affected when swimming was evoked following D2-like 
receptor activation. Dopamine (50 µM) caused a significant reduction in the firing probability 
of rhythmically active spinal neurons during swimming (Figure 7A,B, n=7, p<0.05), which 
reversed upon washout of the drug. The same effect was found for quinpirole (10-25 µM), 
which also caused a clear and significant decrease in spike reliability during swimming (Figure 
7C,D n=8, p<0.01). This effect was observed across a range of rhythmically active cell types 
including motoneurons (mns: n=3 confirmed), commissural interneurons (cINs: n=6 confirmed, 
e.g. figure 7A) and ascending interneurons (aINs: n=3 confirmed). The firing probability 
remained lower during swimming even when the resting membrane potential of the neuron 
was artificially brought back to the pre-quinpirole value using tonic DC current injection (Figure 
7C, n=4, p<0.05), suggesting that D2-like receptor activation affects not only the membrane 
potential, but also either presynaptic inputs to the recorded neurons and/or that other 
properties of the neuron have been affected (such as rheobase). The effects of quinpirole 
were significantly harder to reverse than dopamine and did not always wash within the 
timescale of our experiments; however, on occasions when recordings were maintained for 
longer periods (> 1 hour) the effects eventually washed off. 
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Figure 7. Activation of D2-like receptors leads to a reduction in spike reliability during 
swimming. Ai: Raw traces showing an intracellular recording of a cIN (black) and below that 
the ventral root trace (grey) in control, in the presence of dopamine (50 µM) and following 
dopamine washout. Aii: The inset shows an expansion of the trace in Ai as indicated by the 
black box. B: Pooled data shows that 50 µM dopamine significantly reduced the reliability of 
spiking during swimming (p<0.05, n=7), which reverses significantly upon washout of 
dopamine. Ci: Raw trace of a recording from an aIN in control, in the presence of quinpirole 
(10 µM) both without and with corrected RMP, and following quinpirole washout. Cii: The inset 
shows 250 ms of activity from the black box in Ci. Pooled data shows that quinpirole 
significantly reduced the reliability of spiking during swimming both without (Di: p<0.01, n=8) 
and with corrected RMP (Dii: p<0.05, n=4).  
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Dopamine affects the intrinsic properties of spinal neurons 
A reduction in firing reliability during swimming can be explained either by changes in the 
integrative properties of the recorded neurons, or in the efficacy of synaptic inputs from 
neurons elsewhere in the network, or both. To test between these hypotheses I used a 
protocol in which a series of depolarising current pulses (200 ms duration) with increasing 
amplitude (steps of 10 pA) was injected into neurons to assess any dopaminergic effects on 
their intrinsic excitability. In dopamine (50 µM), a larger amplitude current pulse was required 
to evoke action potentials (Figure 8A,Bi, n=5, p<0.01).  Moreover, this was not simply due to 
the RMP being further away from spike threshold because I found the same effect when the 
RMP was corrected back to the control level using DC current injection (Figure 8Bii, n=5, 
p<0.01). In a number of neurons, I also observed an effect on the firing frequency in response 
to current injection. In 3 of 5 cells there was a clear rightward shift in the F-I relationship, 
indicating a decrease in neuronal excitability characterised by a reduction in spike frequency 
in response to the same current input (e.g. Figure 8A,Biii). As in previous experiments, I found 
the same effects for quinpirole (10-25 µM), with a larger amplitude current pulse needed to 
induce an action potential in the presence of the drug (Figure 8C,Di, n=9, p<0.05), which 
persisted when the RMP was corrected back to control (Figure 8Dii, n=5, p<0.05). In 6 of 9 
cells I found a rightward shift in the F-I relationship (e.g. Figure 8C,Diii). This general reduction 
in firing probability persisted when the RMP was corrected back to the control level. Consistent 
with my extracellular data, these results suggest that D2-like receptors are expressed on 
rhythmically active spinal neurons and the receptors couple to a target which reduces the 
excitability of these cells by modifying their electrical properties.  
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Figure 8. The activation of D2 receptors modifies the integrative electrical properties of 
spinal CPG neurons. A: An example of the cellular response to depolarising current pulses 
in control, in 50 µM dopamine and following washout of dopamine. Bi: Pooled data showing 
that dopamine significantly increases rheobase (p<0.01, n=5). Bii: The effect persists when 
the RMP of the cell is corrected to control value using DC current injection (p<0.01, n=5). Biii: 
F-I plot for the cell shown in A. Dopamine shifted the FI curve to the right, demonstrating 
reduced firing frequency in response to the same current input. C: Responses to depolarising 
current pulses in control, in 25 µM quinpirole and following washout of quinpirole. Di: Pooled 
data showing that quinpirole also significantly increases rheobase (p<0.05, n=9), which 
persisted when the RMP was corrected (Dii, p<0.05, n=5). Diii: F-I plot for the cell shown in 
C. Quinpirole shifted the FI curve to the right, demonstrating reduced firing frequency in 
response to the same current input.   
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Chaper 1 discussion  
Dopamine is a widely distributed and phylogenetically conserved modulator of central neural 
circuits. In vertebrates, the dopamine system has long been associated with motor control, 
largely due to the Parkinsonian symptoms that accompany the loss of dopaminergic neurons 
in the substantia nigra (Dauer & Przedborski, 2003). However, there is also growing evidence 
that descending pathways to the spinal cord release dopamine to modify ongoing locomotor 
output produced by spinal CPGs (see (Sharples et al., 2014) for a recent review). In the spinal 
cord, dopamine acts on receptors belonging to two broad classes: D1-like receptors, which 
are typically excitatory; and D2-like receptors, which are typically inhibitory. In free swimming 
larval stages of Xenopus laevis, dopamine has opposing actions depending upon which of 
these receptor classes is activated: low dose dopamine selectively activates higher affinity D2-
like receptors to reduce spontaneous swim bout occurrence, while higher doses activate lower 
affinity D1-like receptors to increase swimming (Clemens et al., 2012). The present chapter of 
this thesis sought to address two related and unanswered questions regarding dopamine 
modulation: firstly, what are the effects of dopamine on swimming at earlier stages of Xenopus 
development when much more is known of the CPG circuit and when the tadpole is normally 
sessile until stimulated to swim; and secondly, what are the cellular consequences of 
dopamine receptor activation in this model system? 
My extracellular ventral root recordings show that dopamine, acting solely via D2-like 
receptors at all concentrations tested, exerts strong inhibitory effects on the full range of 
locomotor parameters including the occurrence of spontaneous swimming, episode duration 
as well as the frequency, duration and amplitude of individual locomotor bursts (Figure 1 and 
2). Moreover, consistent with studies in zebrafish (Thirumalai & Cline, 2008), and lamprey 
(Schotland et al., 1995; Svensson et al., 2003), the application of bupropion to block the 
reuptake of dopamine potently mimicked these inhibitory effects on the swim network (Figure 
3), suggesting that the effects of dopamine constitute a behaviourally relevant and functioning 
modulatory system. In support of this hypothesis, antagonising the D4 receptor led to a block 
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of inhibition, presumably resulting from the tonic release of dopamine, resulting in excitatory 
effects on the swim network (Figure 4). This also suggests that the D4 receptor underlies the 
majority of the inhibitory effects of dopamine on the Xenopus swim network. 
Interestingly, however, a low concentration of dopamine had no significant effect on burst 
durations, whereas a high concentration of dopamine reduced burst durations. All other 
parameters of swimming were inhibited at both concentrations, and all parameters were 
inhibited by the D2-like agonist quinpirole. One possible explanation for the lack of effect of 
low dopamine on burst durations could be that different D2-like receptor subtypes are 
expressed in motoneurons vs. interneurons. Dopamine binds with a higher affinity to the D4 
(and D3) receptor compared to the D2 receptor (Lee & Wong, 2010). Thus, it is possible that 
low concentrations of dopamine may have been acting on D4 receptors in interneurons, to 
slow burst frequency, but is insufficiently high to activate D2 receptors in motoneurons, which 
are only activated by the higher dopamine concentration. In support of this hypothesis, the 
highly specific D4 receptor antagonist L745,870 had excitatory effects on all the swim 
parameters that were affected by dopamine except for burst durations. Thus, overall, these 
results suggest that dopamine predominantly acts on D4 receptors in the spinal cord to inhibit 
most of the parameters of swimming (frequency, episode duration, spontaneous swim 
occurence), whilst D2 receptors on motoneurons mediate a decrease in burst durations. There 
is increasing evidence that the D4 receptor plays an especially important role in the actions of 
dopamine in the spinal cord, including in zebrafish (Boehmler et al., 2007; Lambert et al., 2012; 
Reimer et al., 2013) and lampreys (Pérez-Fernández et al., 2015). Interestingly, there is also 
evidence that mRNA encoding D4 receptors is especially high in human spinal cord, compared 
to the brain (Matsumoto et al., 1996).  
The effects of dopamine on a rhythmic network depends upon the species (Miles & Sillar, 
2011); the developmental stage (Thirumalai & Cline, 2008); the drug concentration (Clemens 
et al., 2012); and even the cell type being targeted ((Harris-Warrick et al., 1998); see 
introduction for a detailed overview). This heterogeneity of action has often made the precise 
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role of dopamine in rhythmic networks difficult to precisely characterise. In zebrafish, 
dopaminergic input to the spinal cord is known to derive exclusively from the descending 
dopaminergic diencephalic tract (DDT) (McLean & Fetcho, 2004a), which plays diverse roles 
in establishing the complement of spinal CPG cell types, in modulating ongoing swimming, 
and controlling developmental changes in swim pattern (Thirumalai & Cline, 2008; Lambert et 
al., 2012; Reimer et al., 2013; Jay et al., 2015). For example, dopamine acts on D2-like 
receptors to inhibit spontaneous swimming episodes (Thirumalai & Cline, 2008), similar to our 
observed effect on spontaneous swimming in Xenopus tadpoles. However, in contrast to the 
current data in this chapter, dopamine had no effects on the specific parameters of fictive 
swimming in zebrafish. A further, and likely related difference, is that no effects were observed 
on the integrative properties of zebrafish spinal neurons, with the effects appearing to be 
mediated by supraspinal D2-like receptors at centres controlling the initiation of movement. In 
contrast, I found that the effects of dopamine occur directly on spinal neurons, although a 
possible contribution of additional supraspinal receptors to the inhibition of spontaneous 
swimming cannot be ruled out, as spontaneous bouts are not observed in spinalized animals.  
Dopamine modulation of mammalian locomotor networks is also, unsurprisingly, complex, in 
part due to the heterogenous patchwork of all the receptor subtypes (including D1-D5) 
expressed in the ventral horn of the spinal cord  (Miles & Sillar, 2011; Sharples et al., 2014). 
For drug-induced locomotor activity in rodents, dopamine slows the bursting rhythm through 
actions on D2-like receptors, while stabilising the rhythm through D1-like receptors (Barrière 
et al., 2004; Sharples et al., 2015). The mechanisms are not fully understood but in mice, at 
least, dopamine increases the excitability of motoneurons via a D1 receptor mediated 
depolarisation and a decrease in at least two potassium conductances: IA and SKCA (Han et 
al., 2007). Activation of D1 receptors also facilitates glutamatergic synaptic transmission 
through an increase in AMPA-mediated currents (Han & Whelan, 2009). Thus, for drug-
induced locomotor activity dopamine acts at multiple levels on a combination of D1-like and 
D2-like receptors to mediate complex effects on the locomotor network. Further complexity 
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derives from the fact that dopamine has been shown to have different effects depending on 
the method of evoking locomotion. For example, whilst dopamine applied to a drug-induced 
locomotor rhythm has overall excitatory effects (see earlier), the same concentrations applied 
to a preparation using ventral-root stimulation strongly inhibits activity (Humphreys & Whelan, 
2012). 
Various lines of evidence from the intracellular recordings in this chapter suggest that in 
Xenopus tadpoles, dopamine acts primarily through the D2-like receptor coupled opening of 
a potassium channel with GIRK-like pharmacology expressed heterogeneously on various 
spinal neuron types (Figure 5 and 6). Firstly, I consistently found a TTX-resistant membrane 
potential hyperpolarisation with relatively fast onset that was associated with a decrease in 
input resistance, consistent with the opening of either a chloride, or more likely, a potassium 
channel. Secondly, I ruled out most voltage-dependent K+ channels, another common target 
for dopamine, as TEA was unable to reduce the hyperpolarisation. Thirdly, barium chloride 
significantly occluded the hyperpolarisation in a dose-dependent manner, strongly suggesting 
an inward-rectifying K+ channel, such as a GIRK, as the target. Fourthly, although I was unable 
to occlude the hyperpolarisation with one specific GIRK blocker (tertiapin-Q), I was able to rule 
out another commonly coupled inward-rectifier, the ATP-dependent K+ channel, because 
glybenclamide was ineffective in occluding the quinpirole effect. Although TEA had no 
significant effect on the hyperpolarisation of spinal neurons, it is possible that other BaCl-
sensitive, TEA-insensitive K+ channels, such as flickering potassium channels (Koh et al., 
1992) or Na+-dependent K+ channels (Kaczmarek, 2013), may be involved. However, these 
are rarely found to be coupled to D2-like receptors, whereas GIRK channels are a common 
target for D2-like receptors across a range of tissue types (Neve, n.d.). Moreover the D4 
receptor, which I expect to mediate the effects of dopamine in this chapter, have been 
consistently shown to couple to GIRK channels (e.g. (Pillai et al., 1998; Wedemeyer et al., 
2007)), and these D4-coupled GIRK currents are blocked by the same selective D4 antagonist 
used in this study (L745,870, (Pillai et al., 1998)). Thus, while it is possible that other K+ 
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channels may contribute to the effects of dopamine in this chapter, the weight of evidence 
suggests that the most prominent target is a constitutively active GIRK channel.  
Tertiapin-Q  is a highly selective blocker of the GIRK1/4 heterodimer (Jin et al., 1999), yet it 
failed to occlude the membrane hyerpolarisation. In mammals, there are four distinct genes 
encoding GIRK channels (GIRK1–GIRK4 or Kir3.1–Kir3.4) and neuronal GIRK channels are 
comprised of homo- or hetero-tetramers containing GIRK1–GIRK3 subunits, whereas GIRK4 
expression is low (Mark & Herlitze, 2000). Therefore I suggest that a dimer involving GIRK 2 
or 3, or a homologous amphibian GIRK that is not sensitive to tertiapin-Q, may be involved in 
dopamine modulation of Xenopus swimming. The direct coupling of GPCRs to GIRK channels 
occurs via a membrane-delimited pathway (Sadja et al., 2003), therefore responses are 
particularly fast compared to GPCR pathways relying on changes in second messenger 
concentrations. Indeed, the onset of dopaminergic effects on swimming were about an order 
of magnitude faster than other modulators in this preparation such as serotonin and 
noradrenaline (McDearmid et al., 1997). 
A hyperpolarisation caused by the opening of a K+ channel shifts neurons away from firing 
threshold, and hence they showed reduced spiking during swimming and in response to 
current injection (Figures 7 and 8). These effects persisted even when the membrane potential 
change was corrected for by tonic DC current injection, thus the accompanying conductance 
increase is also likely to shunt the membrane and reduce the responsiveness of neurons to 
excitatory inputs. Indeed, a decrease in input resistance is known to shift F-I curves to the right 
(Holt & Koch, 1997). It is possible that these effects on firing could be due to an indirect effect 
mediated by the activation of D2-like receptors located elsewhere in the network. However, 
this is unlikely because the hyperpolarisation and decrease in input resistance persisted in 
TTX, suggesting a direct effect on CPG neurons. Moreover, the data presented here show 
that D2-like receptors are located in the spinal cord, as the effects of dopamine persisted even 
when the brain was removed. One way to test this hypothesis would be to make recordings in 
the presence of blockers of synaptic transmission to distinguish between direct effects on the 
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properties of recorded neurons versus changes in synaptic inputs to that neuron. It is possible, 
even in TTX, that the effects on recorded cells could be propagated by gap junction coupling 
from elsewhere in the spinal network (Song et al., 2016). Again, however, this is unlikely, 
because electrical coupling is thought to be restricted to the dIN (Li et al., 2009) and 
motoneuron (Zhang et al., 2009) populations, whereas I observed consistent effects in a range 
of CPG neuron types.   
Can the effects of dopamine on overall network output be explained by the effects on the 
spiking properties of specific spinal neuron subtypes? In the lamprey, dopamine (10-100 µM) 
decreases the frequency of glutamate-induced fictive swimming through the D2 receptor-
mediated depression of low-voltage activated (LVA) calcium channels on spinal commissural 
interneurons (cINs) (McPherson & Kemnitz, 1994; Schotland et al., 1995; Svensson et al., 
2003; Wang et al., 2011). These LVA channels contribute to the post-inhibitory rebound (PIR) 
property of cINs which normally hastens the onset of swim cycles, so their inhibition by 
dopamine slows swimming. Here I also observed that dopamine had a strong inhibitory effect 
on both swim frequency and the cINs (e.g. the cell shown in Figure 7Ai). A reduction in cIN 
firing in Xenopus tadpoles is known to reduce PIR in the descending interneuron (dIN) 
population, also slowing the onset of the next bout of excitatory drive, slowing swim frequency 
(Li & Moult, 2012). Thus, the cINs are likely to be the locus of the inhibitory effects on swim 
frequency. For the motoneuron population, the reduction in firing observed during swimming 
in the presence of dopamine leads to a reduction in the duration of locomotor bursts, and in 
turn reduced excitatory output to axial swim muscles (Zhang et al., 2011). I also observed 
inhibitory effects on identified aINs, and the effect of inhibiting this interneuron population is 
less easy to interpret. The aINs play two main roles in the swim network. Firstly, aINs provide 
phasic, glycinergic inhibition to dorsolateral ascending (dla) and commissural (dlc) cells. This 
phasic inhibition prevents these sensory interneurons from firing from tail stimulation if the 
stimulation happens to coincide with flexion on the same side, thus providing a form of sensory 
gating that prevents the interruption of ongoing swimming (Sillar & Roberts, 1988; Li et al., 
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2002). Secondly, aINs also provide phasic inhibition to motoneurons, cINs and dINs, which is 
thought to help synchronise the firing of these CPG neurons (Li et al., 2004a). A reduction in 
the excitability of the aIN population may thus desynchronise neuronal firing, which could 
completely compromise the functional integrity of a swim episode.  
In contrast to older free-swimming Xenopus tadpoles (Clemens et al., 2012; Currie, 2014), I 
found no evidence for an excitatory, D1-mediated effect of high dopamine concentration, 
suggesting that developmental changes in Xenopus motor behaviour may be mediated by an 
increase in D1 receptor expression. Although a systematic, developmental analysis of 
dopamine receptor expression is yet to be performed in Xenopus tadpoles, findings from other 
model systems support this overall developmental pattern of receptor expression. For 
example, a recent study in mice showed that high levels of inhibitory D2-like receptors are 
found in the spinal cord throughout development, whilst excitatory D1 receptor expression is 
low at early stages but increases with development, leading to an age-dependent increase in 
excitatory drive in the spinal cord (Keeler et al., 2015). Similarly, there is abundant expression 
of inhibitory D2 receptors in the motoneurons and interneurons of young larval lamprey 
(Fernandez-Lopez et al., 2015), which remains high in the adult lamprey (Perez-Fernandez et 
al., 2014), although less is known about spinal D1 receptor expression in this system. In 
zebrafish, some studies have shown that D2-like receptors mostly mediate the inhibitory 
effects of dopamine early in development (Thirumalai & Cline, 2008); although subsequent 
studies have shown that dopaminergic modulation in this species is more complex than first 
thought ((Lambert et al., 2012; Jay et al., 2015); see introduction).  
It is also interesting that in this thesis I described potent effects on not only spontaneous swim 
bout occurrence, but also on parameters of swimming including episode duration, cycle 
frequency and burst durations. The previous studies using older Xenopus tadpoles (Clemens 
et al., 2012; Currie, 2014) found no significant effects on these parameters of swimming. 
However, one important difference is that I used electrical stimulation to evoke swimming, 
whereas the previous study used entirely spontaneous swimming, thus potentially missing 
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important dopaminergic effects on these parameters. Alternatively, there may be a 
developmental loss of inhibitory D2-like receptors, at least in subpopulations of neurons such 
as cINs and motoneurons, as has been proposed in zebrafish (Thirumalai & Cline, 2008). 
Future studies exploring the expression levels of dopamine receptor subtypes will be able to 
more fully explain these developmental differences. An important additional point to explore 
in future will be the physiological levels of dopamine that are present endogenously at spinal 
synapses in young and developing Xenopus tadpoles. For example, whilst dopamine applied 
in the micromolar range may have excitatory effects on swimming in older tadpoles, the animal 
may only experience nanomolar synaptic concentrations of dopamine under normal 
physiological conditions. 
In addition to the developmental onset of this D1 excitation in Xenopus tadpoles, the 
mechanism of excitation by D1 activation is also an avenue for future research. Interestingly, 
barium chloride depolarised spinal neurons by ~4 mV (Figure 8A), suggesting that the 
suspected GIRK channels are likely to be open at rest. This is supported by the excitatory 
effects of the D4 receptor antagonist on the swim network. Thus, one possibility is that these 
K+ channels become a target for the later developing spinal D1 receptors, which may close, 
rather than open them. 
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Chapter 1 conclusions 
Dopamine is a well-established and important modulator of locomotor circuits. In this chapter 
I have shown that in early Xenopus tadpole development, when the network remains relatively 
simple, dopamine acts at all concentrations tested as an endogenous inhibitory 
neuromodulator that reduces the occurrence, frequency and intensity of swimming activity. 
The mechanism of inhibition involves the activation of D2-like receptors present on spinal 
neurons, which directly couple to K+ channels with GIRK-like pharmacology. The activation of 
this pathway leads to membrane hyperpolarisation associated with an increase in membrane 
conductance, and a subsequent reduction in the excitability of specific CPG neuron classes. 
Thus, at these early stages of development when the animal is predominantly sessile, the 
dopaminergic signalling is predominantly inhibitory and likely contributes to this behavioural 
state. During development this inhibitory D2-like pathway persists (Clemens et al., 2012; 
Currie, 2014), but at some developmental stage, likely around the onset of free-feeding and 
free-swimming (Currie et al., 2016), there is a switch to excitation by high dopamine 
concentrations, presumably through the introduction of excitatory D1-like receptors to the 
swim network.  
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Chapter 2: Modulatory interactions between sodium 
pumps and ionic conductances in the Xenopus 
tadpole swim network 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 2 contributions and publications 
Some data from this chapter is adapted from previously published work (Zhang et al., 2015, 
Scientific Reports). All data shown are from experiments conducted by Laurence Picton.   
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Chapter 2 summary 
In this chapter I explore the roles of the sodium pump mediated afterhyperpolarisation, its 
modulation by nitric oxide, dopamine, and temperature, and describe an Ih current in a subset 
of spinal neurons.  I first outline the pump-mediated ultra-slow afterhyperpolarisation (usAHP) 
and the effects of raising intracellular sodium, using the sodium ionophore monensin. 
Monensin (10 µM) caused a significant decrease in swim episode duration and swim cycle 
frequency.  At the cellular level, monensin caused a membrane hyperpolarisation, but only in 
central pattern generator (CPG) neurons which displayed a usAHP under control conditions; 
moreover, the amplitude of the membrane hyperpolarisation caused by monensin was 
proportional to the size of the usAHP displayed in control, and occurred without a change in 
conductance. Together, this suggests that monensin is acting by converting a dynamic, spike-
dependent pump potential into a tonic membrane hyperpolarisation. Consistent with previous 
studies, I found no evidence of a usAHP in the rhythm-generating descending interneurons 
(dINs).  However, for the first time in Xenopus tadpoles, I found strong evidence for an Ih 
current, with dINs displaying a prominent sag potential in response to hyperpolarisation, the 
hallmark of Ih current activation. A proportion of non-dIN neurons also displayed sag 
potentials, but only at very hyperpolarised, and physiologically irrelevant membrane potentials. 
These sag potentials were blocked by ZD7288 (50 µM) in both dINs and non-dINs, providing 
evidence that they are mediated by the voltage-dependent HCN channels known to underlie 
Ih activation. At the network level, ZD7288 (50 µM) significantly decreased episode duration 
and disrupted the fast swimming rhythm, causing bursts to become slower, longer and more 
variable. Upon washout of ZD7288, a spontaneous swimming rhythm emerged, reminiscent 
of the swim pattern at later stages of Xenopus development.  ZD7288 had no effect on the 
RMP or input resistance of non-dINs, but caused their firing during swimming to become 
sporadic, with occasional bouts of high intensity spikes accompanying large ventral root 
bursts. Unlike non-dINs, ZD7288 clearly hyperpolarised dINs by ~10 mV, with an 
accompanying decrease in membrane conductance.  ZD7288 also caused dIN spike failures 
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during swimming, suggesting that Ih may contribute to the post-inhibitory rebound mechanism 
that generates dIN spikes during each swim cycle. I also explored the effects of raising 
temperature on swimming. Consistent with previous studies, raising the temperature of the 
bath saline shortened swim episodes and increased their cycle frequency. Raising the 
temperature depolarised CPG neurons and decreased their input resistance, suggesting the 
opening of a temperature-sensitive sodium channel, leading to a higher spike probability 
during swimming. In some neurons, I also found evidence for increased sodium pump activity 
and enhanced Ih currents at high temperatures. Finally, I also explored whether the sodium 
pump could be modulated by nitric oxide and dopamine. The nitric oxide donors SNAP (200 
µM) and DEA-NO (200 µM) both reversibly reduced the amplitude of the pump-mediated 
usAHP. The D1-like agonist SKF38393 (2 µM), but not the D2-like agonist quinpirole (25 µM), 
increased the amplitude of the usAHP. These results contribute to our understanding of the 
roles of Ih, temperature and sodium pumps in the swim network of Xenopus tadpoles.  
  
104 
 
Chapter 2 introduction  
The sodium pump has previously been shown to play an important role in the Xenopus tadpole 
swim network (Zhang & Sillar, 2012). Following intense spiking, intracellular sodium 
accumulates in a subset of CPG neurons. This causes an increase in sodium pump activity, 
resulting in a net hyperpolarisation due to the 3/2 ratio of positive ion exchange across the cell 
membrane. The hyperpolarisation recovers slowly, over a period of around a minute and has 
been termed the ultra-slow hyperpolarisation (usAHP). In other systems where sodium pumps 
play an important role in contributing to cellular excitability, a number of factors including 
intracellular sodium concentration, temperature, Ih currents and neuromodulators have been 
shown to interact with the sodium pump (e.g. (Kang et al., 2004; Tobin & Calabrese, 2005; 
Kim & von Gersdorff, 2012; Gulledge et al., 2013)). In this chapter I explore the roles of these 
factors in influencing the Xenopus swim network and whether these effects involve interactions 
with the sodium pump. 
Whilst there are no known direct pharmacological activators of the sodium pump, a number of 
studies have used monensin, as a Na+/H+ ionophore, to mediate the electroneutral exchange 
of internal H+ for external Na+ as a means of flooding neurons with sodium. This has been 
shown to mimic the rise in intracellular Na+ caused by intense firing, which in turn triggers a 
rise in sodium pump activity (Lichtshtein et al., 1979; Haber et al., 1987). For example, 
suprachiasmatic nucleus (SCN) neurons display a prominent pump-mediated 
hyperpolarisation in response to repetitive spiking (Wang & Huang, 2006). Monensin applied 
to these neurons causes a tonic hyperpolarisation of the membrane potential due to increased 
sodium pump activity - an effect which was shown, using ratiometric Na+ imaging, to be due 
to a monensin-induced increase in intracellular Na+ ions (Wang et al., 2012). Similar results 
have been found in hippocampal and striatal neurons (Azarias et al., 2013), as well as in 
thalamic neurons (Senatorov et al., 2000). Thus, the first aim of this chapter is to explore the 
effects of monensin on the Xenopus tadpole swim network and explore the cellular basis for 
these effects.  
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Secondly, this chapter focuses on the previously unexplored role for Ih currents at these early 
stages of Xenopus development. Ih currents (or hyperpolarisation-activated cation currents) 
were first characterised in the rabbit heart sinoatrial node (Noma & Irisawa, 1976) but have 
since been shown to be present in many cell and tissue types and often play an important role 
in contributing to the rhythmic properties of networks (Pape, 1996; Moosmang et al., 2001; 
Robinson & Siegelbaum, 2003). Ih currents usually contribute to the resting membrane 
potential and conductance of a cell, with their presence making a neuron more depolarised 
and have a higher membrane conductance (Robinson & Siegelbaum, 2003). They are 
mediated by hyperpolarisation-activated cyclic nucleotide-modulated (HCN) channels, of 
which there are four mammalian subunit isoforms (HCN1-4) that become activated by 
hyperpolarisation of the membrane potential, usually at values more negative than -40 to -50 
mV (Craven & Zagotta, 2006). Ih is known to perform a number of important roles in neurons, 
such as stabilising the membrane potential and input resistance, but arguably the most 
important is in its dynamic contribution to the pacemaker properties of certain neurons, which 
in turn contributes to network rhythm generation. Ih is especially well studied in invertebrate 
rhythmic networks. For example, Ih activation contributes to the rhythmic firing of leech heart 
interneurons (HNs), whereby within each rhythmic cycle, inhibitory inputs hyperpolarise the 
membrane potential to activate Ih, which in turn causes rebound excitation that depolarises 
HNs to initiate the next phase of spiking (Angstadt & Calabrese, 1989). Ih plays a similar role 
in various rhythmically active neurons of the pyloric network of the lobster stomatogastric 
ganglion (STG), and here, Ih is also a known target for a range of neuromodulators (Harris-
Warrick, 1995; Peck et al., 2006). Ih currents are also known to play an important, albeit more 
complex, role in a range of mammalian networks including the rhythmically active brainstem 
respiratory network (Thoby-Brisson et al., 2000); the thalamus (McCormick & Pape, 1990); 
and the hippocampus (Maccaferri & McBain, 1996).  
There is also evidence that Ih can contribute to maintaining rhythmicity in networks controlling 
locomotor behaviours (Harris-Warrick & Marder, 1991). In the marine gastropod, Clione, for 
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example Ih currents contribute to the post-inhibitory rebound mechanism that maintains 
rhythmic activity in the swim interneurons that coordinate its wing-like parapodia during 
swimming (Pirtle & Satterlie, 2007). Ih currents are also found in spinal interneurons of the 
turtle spinal cord (Smith & Perrier, 2006), as well as in mouse motoneurons and interneurons, 
although their role here is not fully understood (Takahashi, 1990; Kiehn et al., 2000; Butt et 
al., 2002). Across species, Ih generally performs the same role in rhythmic networks of 
providing an “escape from inhibition” in response to phasic hyperpolarisation, and blocking Ih 
subsequently disrupts the rhythmicity of the network. The swimming rhythm in Xenopus 
tadpoles relies on a post-inhibitory rebound mechanism in dINs, following phasic inhibition 
from cINs (Moult et al., 2013). The specific mechanism of post-inhibitory rebound remains 
unclear, although the de-inactivation of sodium channels is thought to be involved (Li et al., 
2010; Hull et al., 2016); however, other ionic conductances, such as Ih, could also contribute 
to PIR. The role of Ih in the swim network of young Xenopus tadpoles is yet to be explored 
and so this is one of the main aims of this chapter. 
Neural circuits respond to abiotic stress; for example, they perform differently at different 
temperatures. This is especially true for poikilotherms, as homeotherms are usually able to 
effectively counteract environmental changes in temperature, except in cases of disease, 
illness or injury. Increased temperature usually results in an increase in the activity of specific 
proteins, with the effects usually being described by a Q10 relationship: the change in the rate 
of a biochemical process for a 10 °C increase in temperature. For example, increased 
temperature can result in the opening of HCN channels or 2-pore-domain K+ channels such 
as TASK and TREK. In addition, it has been shown in a number of cell types that raising the 
temperature causes a net depolarisation, which is in large part due to an increase in the 
activation of Ih current (Angstadt & Calabrese, 1989; Kim & von Gersdorff, 2012). Moreover, 
other proteins that contribute to the membrane potential, such as ion pumps, increase their 
activity as temperature is raised (Kim & von Gersdorff, 2012; Gulledge et al., 2013). 
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The effects of raising temperature on the Xenopus tadpole swim network have already been 
described using ventral root recordings (Sillar & Robertson, 2009; Robertson & Sillar, 2009). 
Raising the temperature of bath saline caused a decrease in episode duration and an increase 
in swim frequency (Sillar & Robertson, 2009). If the temperature is raised beyond ~30 °C there 
is eventually hyperthermic failure – the swim network is no longer able to generate normal 
swimming, but instead initiates bouts of presumed Mauthner-mediated escape swimming. 
Recovery from this hyperthermic failure has been shown to involve nitric oxide signalling, with 
nitric oxide donors slowing recovery and nitric oxide scavengers speeding recovery 
(Robertson & Sillar, 2009). The cellular effects of raising the temperature in Xenopus tadpoles 
have not yet been explored, and so is the third main focus of this chapter; in particular, 
focussing on whether temperature affects the sodium pump and HCN channels.  
Finally, the sodium pump is a well-established target for modulators in both non-nervous and 
nervous tissue, including by nitric oxide, dopamine, serotonin and noradrenaline (Therien & 
Blostein, 2000). The gaseous molecule nitric oxide has been shown modulate sodium pumps 
in a variety of tissues. For example, nitric oxide increases sodium pump activity in ventricular 
myocytes via a PKC-dependent mechanism (William et al., 2005; Pavlovic et al., 2013). 
Conversely, in other tissue types, nitric oxide donors have been shown to decrease sodium 
pump activity including in kidney cells (Liang & Knox, 1999), in choroid plexus (Ellis et al., 
2000), and at the renal medulla (McKee et al., 1994). In the spinal cord, nitric oxide decreases 
sodium pump activity in mammalian spinal neurons (Ellis et al., 2003). However, this spinal 
sodium pump inhibition in mammals has not been explored further, and the significance of this 
finding, given the key role of nitric oxide as a modulator of locomotor circuits (McLean & Sillar, 
2004; Foster et al., 2014), remains to be explored. The effects of nitric oxide on the sodium 
pump, in most cases, is linked to the activation of the cGMP/PKG pathway. Other than nitric 
oxide, a lot of research on neuronal sodium pump modulation has also focused on 
dopaminergic pathways. For example, dopamine, usually acting via PKA or PKC, can enhance 
or inhibit pump activity depending on the species, tissue type and dopamine receptors involved 
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(Zhang et al., 2013). In striatal neurons, D2-like receptor activation stimulates sodium pumps 
by inhibiting PKA, thus dephosphorylating the 3 subunit (Bertorello et al., 1990; Wu et al., 
2007). Other studies have similarly shown that changes in PKA activity can modulate the 
ability of a neuron to respond to changes in intracellular sodium through 
phosphorylation/dephosphorylation of the 3 isoform (Azarias et al., 2013). Neuronal sodium 
pumps can even form a complex (“signalplex”) with D1 and D2 dopamine receptors, to allow 
direct reciprocal modulation between dopamine receptors and the pump (Hazelwood et al., 
2008). In the fourth main section of this chapter I will explore whether nitric oxide and 
dopamine are able to modulate the sodium pump-mediated usAHP.  
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Chapter 2 materials and methods 
Experimental animals 
All experiments conformed to UK Home Office regulations and were approved by the Animal 
Welfare Ethics Committee (AWEC) of the University of St Andrews. All experiments were 
performed on newly hatched pre-feeding Xenopus laevis tadpoles at developmental stage 
37/38 or 42 (Nieuwkoop & Faber, 1956). Tadpoles were reared from fertilized ova obtained 
following breeding of adults selected from an in-house colony. Mating was induced by 
injections of human chorionic gonadotropin (HCG, 1000 U/ml, Sigma-Aldrich, Poole, UK) into 
the dorsal lymph sac of breeding pairs of adult frogs.  
Electrophysiology  
All electrophysiological recordings on Xenopus tadpoles were performed in the same way as 
described in the methods section in chapter 1.   
Temperature experiments  
For raising the temperature of the bath saline for extracellular ventral root recording 
experiments, I used the same methods and equipment as described in (Robertson & Sillar, 
2009). Saline was perfused through a piece of glass tubing which had a heating element 
wrapped around it.  Temperature ramps from room temperature (~22 °C) to ~32 °C were 
obtained by turning on the heating element, with passive cooling upon turning the heating 
element off. The temperature of the bath saline was measured at 0.1°C resolution using a 
temperature probe (VWR international, Stockholm, Sweden) which was placed directly next 
to the tadpole in the bath. Due to issues with high noise using this method for heating the 
saline, I used an alternative, more controlled heating device for making whole-cell patch clamp 
recordings. For these experiments I used a PTC03 proportional temperature controller 
(Digitimer, Welwyn Garden City, UK). Due to the cooling of the saline during the short distance 
between the outlet from the heater to the tadpole in the bath, I found that the optimum protocol 
using this device involved setting the heater to 50 °C. This rapidly raised the temperature, 
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which peaked around 32 °C and remained stable until the heater was turned off. The 
temperature of the bath saline was measured using the same temperature probe as described 
above.  
Pharmacological agents 
All drugs were obtained from Sigma-Aldrich (Poole, UK) or Tocris Bioscience (Bristol, UK) and 
bath-applied to the preparation.  
Data analysis  
Electrophysiological data were first analysed using dataview software (v 10.3.0, courtesy of 
Dr. W. J. Heitler) and all raw data were imported into Excel spreadsheets and analysed. 
Statistical analyses were conducted using PASW statistics 21. A rest time of 2 minutes was 
given between evoked episodes of swimming or between protocols for inducing a usAHP, to 
ensure that activity was not influenced a previous sodium pump current (Zhang & Sillar, 2012; 
Zhang et al., 2015). For swim episode duration analysis I calculated a mean of 3 consecutive 
evoked episodes in each condition. For intra-episode swim parameters (cycle frequency, burst 
duration) a mean of the first 20 cycles of swimming across 3 episodes was calculated for each 
condition. For analysis of spontaneous swimming I calculated the number of spontaneously 
occuring swim episodes in a 20 min period in each condition. To calculate spike probability, I 
measured the number of action potentials in the first 50 cycles of swimming in an episode and 
divided this value by the number of cycles. For all experiments, values are displayed as mean 
± SEM and unless otherwise stated conditions were compared using either paired t-tests or 
repeated measures ANOVAs followed by Bonferonni-corrected post-hoc comparison.  
Neuron identification  
Following patch-clamp recordings, animals were fixed in 2% glutaraldehyde in 0.1 M 
phosphate buffer, pH 7.2, overnight in a refrigerator (4°C). Animals were first rinsed with 0.1 
M PBS (120 mM NaCl in 0.1 M phosphate buffer, pH 7.2), and washed in two changes of 1% 
Triton X-100 in PBS for 15 min with agitation. Next, animals were incubated in a 1:300 dilution 
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of extravidin peroxidase conjugate in PBS containing 0.5% Triton X-100 for 2–3 hours with 
agitation, and washed again in at least four changes of PBS. Animals were then immersed in 
0.08% diaminobenzidine in 0.1 M PBS (DAB solution) for 5 min, moved to a DAB solution with 
0.075% hydrogen peroxide for 1-2 min, and then washed in running tap water. Finally, animals 
were dehydrated in 100% alcohol, cleared in methyl benzoate and xylene, and mounted whole 
between two coverslips using Depex. Neuronal cell bodies and axon processes were observed 
under a x40 objective to identify CPG neuron types.  
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Chapter 2 results 
The usAHP and the effects of sodium loading with monensin 
Firstly, I wanted to characterise the usAHP in CPG neurons, and because it is hypothesised 
that the usAHP is triggered by spike-dependent rises in intracellular sodium ions, I also wanted 
to explore the effects of raising intracellular sodium using a pharmacological method. To 
generate the usAHP I used one of two protocols to induce intense spiking, in order to generate 
an accumulation of intracellular sodium that triggers the activation of the sodium pump. Firstly, 
I injected a series of depolarising current pulses (200 ms) of increasing amplitude (10 pA 
steps) into each neuron (e.g. Figure 1Ai). After several suprathreshold pulses, repetitive 
spiking starts to drive the membrane potential to a more hyperpolarised level, which is 
mediated by increased activation of the sodium pump (Zhang & Sillar, 2012). Once the 
protocol has ceased, the membrane potential gradually recovers back to control levels over a 
period of around a minute. Different neurons respond differently to this protocol due to 
variations in their electrical properties such as spike threshold and the FI relationship of the 
neuron. Moreover, some CPG neurons types do not fire multiple action potentials in response 
to depolarising pulses. Therefore, I also used a second protocol which involved the injection 
of 500 high amplitude (400 pA), short duration (2 ms) depolarising pulses. Across all neurons 
tested, this reliably generated 500 action potentials and therefore I could compare the usAHP 
generated by this protocol across neurons. I compared the characteristics of the usAHP in 
each respective protocol in a sample of recordings. There were no overall differences in the 
amplitude or duration of the usAHP resulting from these two protocols (Figure 1B,C; n=23 for 
protocol 1, n=11 for protocol 2, p>0.05). Therefore, for subsequent measurements of the 
usAHP, data were pooled using these two protocols.  
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Figure 1. The usAHP. Ai. An intracellular recording of a cIN showing the induction of a usAHP 
using suprathreshold pulses of increasing amplitude. Aii. An alternative method used for 
inducing a usAHP involving a series of 500, short duration, suprathreshold depolarising 
pulses. B. Mean amplitude of the hyperpolarisation induced by the two protocols. Note that 
there were no significant differences in the amplitude or the duration of the usAHP between 
the two protocols. C. Mean duration of the hyperpolarisation induced by the two protocols. 
Again, there were no differences between the protocols. D. The anatomy of the commissural 
interneuron shown in A. The cell body is on the right side of the spinal cord, the axon crosses 
the midline (dashed line) and heads both caudally and rostrally. Note that in this example the 
cell body and axonal projection has been traced for clarity. FB = forebrain, PE = pineal eye, 
MB = midbrain, OC = otic capsule, SC = spinal cord.  
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Sodium pumps increase their ion exchange activity during periods of high activity due to the 
accumulation of intracellular sodium that accompanies repetitive action potentials. Indeed, the 
main limiting factor for the sodium pump is not ATP or K+, which are generally at saturating 
concentrations at rest, but intracellular sodium concentration (Therien & Blostein, 2000). 
Therefore, I wanted to test the effects of increasing the intracellular sodium concentration in 
CPG neurons. Previous studies have demonstrated that monensin, a one-for-one H+/Na+ 
antiporter, is an effective method of increasing intracellular sodium in an electroneutral manner 
(Haber et al., 1987; Wang et al., 2012). This in turn has been shown to increase the activity of 
the sodium pump. Firstly, I assessed the overall effects of monensin on the swim network. 
Monensin (10 µM) added to the recording bath shortened the swimming episode duration (Fig. 
2A,C, n=6; p<0.001) and significantly slowed swimming frequency (Fig. 2B,D; p<0.05), 
although the effects were not reversible in the time course of the wash period of more than 30 
minutes. The effects of monensin, triggered by an increase in intracellular Na+ concentration, 
therefore closely mimic the adaptation of the motor network following intense swimming, 
resulting in a less excitable motor network.  
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Figure 2. Increasing intracellular sodium concentration using the ionophore monensin. 
A. Bath applying 10 µM monensin irreversibly reduced episode duration. B. Swimming bursts 
at the beginning of a swim episode in control and in monensin. C. Mean swim episode 
duration. D. Time series measurements showing swimming frequencies of an episode in 
control and in the presence of monensin. Inset bar graph shows the average normalized swim 
frequency.  
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Next, I explored the effects of monensin on the properties of individual CPG neurons. Firstly, 
monensin was applied to neurons which did not display a usAHP under control conditions. 
Interestingly, in these neurons, monensin (10 µM) had no clear effect on the membrane 
potential (Figure 3Ai, Aii, n=2). However, because effects are expected to be mediated by 
actions on the sodium pump, monensin was next applied to neurons displaying a prominent 
usAHP in control.  In these neurons, monensin (10 µM) caused a clear membrane 
hyperpolarisation (Figure 3Bi, Bii, n=4, p<0.05). Moreover, after this hyperpolarisation, 
monensin affected the responses to the spiking protocols described at the start of this chapter. 
In neurons where there was a clear usAHP observed in control in response to high intensity 
spiking protocols, this could no longer be induced after the tonic membrane hyperpolarisation 
(Figure 3Ci, Cii, p<0.01, n=4). Importantly, this was not due to an effect on the ability to 
generate action potentials, which was unchanged by monensin. The amplitude of the 
membrane hyperpolarisation by monensin was not the same across all neurons, and 
correlated with the amplitude of the usAHP observed in control for each neuron (Figure 3Di, 
p<0.05, R2 = 0.79, n=6). Because CPG neurons only hyperpolarised in monensin if they 
displayed a pump-mediated hyperpolarisation in control conditions, and the amplitude of the 
hyperpolarisation was proportional to the amplitude of the usAHP, these results suggest that 
the change in membrane potential induced by monensin is likely mediated by the potentiation 
of sodium pump activity. To confirm that the hyperpolarisation was not mediated by a 
secondary effect of monensin, such as the opening or closing of an ion channel, 
hyperpolarising current pulses were injected before and after the monensin hyperpolarisation. 
I found no evidence of a change in conductance, as indicated by the similar voltage response 
to constant current pulses in control and in monensin (Figure 3Diii, Div, p>0.05, n=4). Finally, 
in one recording I was able to hold a patch recording for long enough to apply the sodium 
pump blocker ouabain to the neuron (1 µM) after the initial membrane hyperpolarisation 
caused by monensin. This caused the membrane potential to depolarise back to the pre-
monensin level, before stabilising briefly (Figure 3E). However, the animal swam 
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spontaneously, which caused a prolonged depolarisation of the neuron until the neuron 
reached around -3mV. One possible explanation for this large depolarisation may involve an 
off-target effect of monensin on intracellular Ca2+ concentration (see discussion).  
One of the interesting features of the usAHP is that whilst it is found in a proportion of almost 
all CPG neuron subtypes, it has been shown to be absent in the rhythm-generating dIN 
neurons (Zhang & Sillar, 2012). dINs are characterised by an ipsilateral descending axon 
projection (Figure 4A), fire only a single action potential in response to continuous depolarising 
pulses (Figure 4B), and fire only a single action potential per swim cycle (Figure 4C). 
Consistent with previous findings, our recordings from dINs found no evidence for a usAHP in 
response to high frequency action potentials (Figure 4D, n=3, p>0.05).  
Whilst our recordings from dINs support previous findings showing that they do not display a 
usAHP, one notable feature that I observed that has not been previously identified is the 
evidence of the presence of a prominent Ih current. Therefore, in the next section I explore 
the role of Ih in the locomotor network of Xenopus tadpoles.  
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Figure 3. The effects of increasing intracellular sodium on spinal CPG neurons. Ai: Raw 
trace of a CPG neuron which did not display a usAHP in control. In this neuron, monensin had 
no clear effect on the RMP. Aii: Pooled data showing no significant effect of monensin on 
RMP in neurons without a usAHP. Bi: Raw trace of a CPG neuron which displayed a usAHP 
of around 5 mV in control. Around 5 minutes after the application of monensin, (10 µM) the 
neuron hypepolarised by approximately 5 mV. Bii: Pooled data showing a significant 
membrane hyperpolarisation by monensin. Ci: Example of a usAHP in the same neuron as B. 
In control, there was a prominent and consistent usAHP in response to intense firing. Early in 
monensin, the usAHP reduced to around 2 mV in amplitude and did not recover. Eventually, 
the usAHP was abolished altogether. In order to test whether the loss of a usAHP was related 
to the change in RMP, I corrected the RMP back to control using holding current, but the 
usAHP was still absent. Cii: Pooled data showing a significant decrease in the usAHP in 
monensin. Di: The amplitude of the hyperpolarisation by monensin significantly correlates with 
the amplitude of the usAHP displayed by the neuron (p<0.05, R2 = 0.79, n=6). Dii: A 
comparison of the RMP change caused by monensin in cells displaying a usAHP versus those 
without a usAHP. Diii: A comparison of the membrane responses to hyperpolarising pulses in 
control (black) and in the presence of monensin (grey). Div: Monensin had no significant effect 
on input resistance. E: An example of a neuron where 1 µM ouabain was applied after the 
monensin hyperpolarisation. This caused a depolarisation back to the pre-monensin RMP, 
followed by a large depolarisation to approximately -3 mV after the animal swam 
spontaneously. 
  
121 
 
 
  
122 
 
Figure 4. dINs do not display a usAHP.  A. The anatomy of a dIN. Anatomy of the neuron 
shown in A and B. The axon heads ventrally and then caudally. B. Responses of a dIN to 
depolarising pulses of increasing amplitude. Unlike non-dINs, suprathreshold pulses produce 
only a single spike. C. During swimming, dINs also only fire a single spike per cycle. D. Unlike 
all other neuron types in the Xenopus spinal cord, dINs do not display a usAHP in response 
to our protocols or after swimming.  Ei. A comparison of the mean RMP of dINs and non-dINs.  
dINs were significantly more depolarised compared to non-dINs. Eii. A comparison of the input 
resistance of dINs and non-dINs. dINs had a significantly lower input resistance compared to 
non-dINs.  
  
123 
 
 
 
  
124 
 
Ih current 
Ih currents (or hyperpolarisation-activated cation currents) are slowly developing inward 
currents that are activated by hyperpolarisation of the membrane potential beyond around  
-40/ to -50 mV (Pape, 1996; Robinson & Siegelbaum, 2003; Craven & Zagotta, 2006). Ih 
currents are known to contribute to rhythm generation in motor control networks (see 
introduction). Moreover, a number of studies have found that Ih currents can become activated 
by a hyperpolarisation mediated by the sodium pump (Trotier & Døving, 1996; Rozzo et al., 
2002; Kim & von Gersdorff, 2012; Gulledge et al., 2013). For example, in hippocampal 
pyramidal cells, recovery from a sodium pump mediated hyperpolarisation is accelerated by 
the activation of Ih (Gulledge et al., 2013). HCN channels that mediate Ih are slowly activating, 
and therefore a common test for Ih is to apply a long hyperpolarising current pulse in current 
clamp mode, which results in a depolarising sag potential. It has previously been shown, using 
this method, that Ih currents are widespread in spinal CPG neurons in older, pre-metamorphic 
larval Xenopus tadpoles (Currie, 2014). However, neither the existence, nor the function of Ih 
has been documented in the young Xenopus tadpole swim CPG. Therefore, I tested for Ih in 
a number of different neuron types in the CPG swim network.  
Compared to the other CPG neurons in the Xenopus swim network, dINs are known to have 
a depolarised resting membrane potential and a lower input resistance, suggesting that a 
depolarising ionic conductance, such as Ih, might be more active at rest in dINs than in other 
spinal cell types (Sautois et al., 2007). Indeed, I also found that dINs were significantly more 
depolarised (dIN = -56.5 mV +/- 1.06, n=3 vs. non-dIN = -60.82 mV +/- 1.25, n=15, p<0.05) 
and had a lower input resistance (dINs = 227.9MΩ +/- 19.4, n=3 vs. non-dINs = 635.1MΩ, 
n=15, p<0.01) compared to a random sample of non-dIN neurons (Figure 4Ei,ii). Therefore, I 
firstly looked for evidence of Ih currents in dINs, and whether Ih could account for these 
differences in intrinsic properties. To test for this characteristic hallmark of Ih, long, 
hyperpolarising current pulses (3s duration) of increasing amplitude (10 pA incremental steps) 
were injected into the neuron. In all dIN recordings (3/3) there was a prominent sag potential 
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in response to these hyperpolarising pulses (Figure 5B,C). Importantly, these sag potentials 
occurred even at moderately hyperpolarised potentials, close to the resting membrane 
potential (mean sag appearance: -57.5 mV, n=3), and persisted in the presence of TTX. To 
confirm that these sag potentials are indeed mediated by the activation of Ih channels following 
membrane hyperpolarisation, I applied the selective blocker of Ih channels, ZD7288 at a 
concentration which is thought to specifically block HCN channels, with little or no off-target 
effects (50 µM; e.g. (Darbon et al., 2004; Kim & von Gersdorff, 2012)). ZD7288 clearly blocked 
the sag current at all membrane potentials (Figure 3D, Eii). Moreover, ZD7288 shifted the I-V 
relationship to the right (Figure 5Ei), indicating that block of Ih enhances the voltage response 
to a given current step. This in turn indicates an increase in input resistance (also see figure 
7Biii), and provides further evidence that ZD7288 blocks Ih in these neurons.  
Finally, because sag currents appeared even at only moderately hyperpolarised membrane 
potentials, I wanted to test the possibility that Ih currents may be active at resting membrane 
potential in dINs. Therefore dINs were held depolarised by approximately 10 mV and the 
protocol of hyperpolarising current pulses was repeated. In all three dIN recordings, when the 
neuron was held at a depolarised level (~-46-48mV), hyperpolarising pulses produced clear 
and prominent sag potentials around the resting membrane potential (~-59mV, Figure 3Fi). 
Moreover, in response to higher amplitude hyperpolarising current pulses, the neuron 
produced a post-inhibitory rebound depolarisation that was sufficient to generate a single 
action potential (Figure 3Fii). Thus, it is clear that there is an Ih current in the rhythm-
generating dINs that is active at rest, contributes to the RMP and increases resting 
conductance, and may be involved in the coordination of the swimming rhythm.  
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Figure 5. Ih currents in dINs. A. The anatomy of a dIN showing the axon heading caudally. 
B. An example of the responses of a dIN to hyperpolarising current pulses (3s duration) of 
increasing amplitude (10 pA incremental steps). Note the induction of a slow depolarising sag 
current after approximately the fifth current pulse.  C. An expanded trace from B showing 
responses to hyperpolarising pulses. The peak and steady state membrane potential 
responses are indicated by dotted lines. D. An overlay of several membrane responses to a 
current pulse in control and in the presence of the Ih blocker ZD7288 (50 µM), which abolished 
the sag currents observed at hyperpolarised membrane potentials. Note that in the presence 
of ZD7288, the membrane potential is more hyperpolarised (see later, Figure 9). Ei. The 
current-voltage (I-V) relationship for the dIN shown in A and the effect of 50 μM ZD7288. For 
both control (circles) and in ZD7288 (triangles), the peak and the steady-state Vm are plotted 
against each injected current step. Eii. The amplitude of the sag currents plotted against the 
membrane potential (mV). Fi. When the neuron was held depolarised (~-48 mV) relative to 
rest, I observed sag currents when the membrane potential was hyperpolarised at around the 
level of the original RMP (~-59 mV), indicating that Ih current is active at rest. Fii. At even 
more hyperpolarised membrane potentials, the dIN showed post-inhibitory rebound spiking 
upon removal of the hyperpolarising pulse when it is held depolarised.  
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Whilst dINs displayed a prominent and large Ih current, even at resting membrane potentials, 
I found a different pattern in non-dIN neurons. In a sample of 45 non-dINs tested, around a 
quarter of neurons showed no evidence of a sag current within the membrane potential range 
tested (from rest to around -120 mV, n=11/45; 24%). For the other three quarters of non-dIN 
neurons, (n=34/45; 76%), sag potentials did appear in response to the protocol of 
hyperpolarising pulses, but only at extremely hyperpolarised membrane potentials not 
normally experienced by the neurons (mean sag appearance: -85.9 mV +/- 1.7, n=34, e.g. 
Figure 6Ai.). Indeed, when comparing the sag current at -80 mV between dINs and non-dINs 
(excluding those without a sag), there was a significantly smaller sag amplitude in non-dINs, 
with the mean sag amplitude close to 0 mV for these cells (Figure 6C, p<0.01, dINs: 6.38 mV 
+/- 0.3, n=3; non-dINs: 0.63 mV +/- 0.2; n=34). Nevertheless, the sag potentials that did appear 
at these hyperpolarised membrane potentials were clearly and significantly blocked by 50 µM 
ZD7288 (Figure 6Aii, D, Eii, p<0.01, n=4) demonstrating that they are likely mediated by HCN 
channels.  Again, this resulted in a shift in the I-V relationship to the right (Figure 6Ei), but this 
was only clear at hyperpolarised membrane potential, supporting the idea that Ih is not active 
at rest in non-dINs. Overall, while dINs show a consistent Ih current at rest, a proportion of 
non-dINs show no evidence of Ih at any membrane potential, while the majority show small Ih 
current only at very hyperpolarised membrane potential ranges.  
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Figure 6. Ih currents in non-dINs. Ai. An example of the responses of a non-dIN to 
hyperpolarising current pulses of increasing amplitude. Compared to dINs, sag currents only 
appear at very hyperpolarised membrane potentials. Aii. The sag currents observed at 
hyperpolarised membrane potentials were abolished by the blocker of Ih currents, ZD7288 (10 
µM). B. An expanded trace from Ai showing responses to hyperpolarising pulses. The peak 
and steady state membrane potential responses are indicated by dotted lines. C. A 
comparison of the sag amplitude at -80 mV in dINs and non-dINs. D. ZD7288 (50 µM) 
significantly abolished the sag potential at -90 mV. Ei. The current-voltage (I-V) relationship of 
the non-dIN shown in A and the effect of 50 μM ZD7288. In both control (circles) and in ZD7288 
(triangles), both the peak and the steady-state Vm are plotted against each injected current 
step. Eii. The amplitude of the sag currents plotted against the membrane potential (mV). 
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Thus, Ih currents appears to be present in dINs at physiologically relevant membrane potential 
ranges, and are also present in around three quarters of non-dINs, but only at very 
hyperpolarised and physiologically irrelevant membrane potentials. Because dINs play a 
fundamental role in coordinating the swimming rhythm in Xenopus tadpoles, block of Ih should 
affect the swimming rhythm. To test this hypothesis, I explored the effects of blocking Ih 
currents on the swim network using ventral root recordings. Blockade of Ih currents had a 
clear effect on a number of parameters of swimming. Firstly, ZD7288 shortened evoked 
episode duration (Figure 5A, Bi, p<0.05, n=6). Secondly, although there was no significant 
effect on the number of spontaneous swim episodes in the presence of ZD7288, upon washout 
there was a clear increase in spontaneous swim episodes (Figure 5Aiii, Bii, p<0.01 compared 
to control, p<0.05 compared to drug, n=6). Finally, ZD7288 also affected the individual 
parameters of the swimming rhythm itself. There was a clear loss of the stability of the rhythm; 
the bursts became highly unstable and variable in terms of both cycle frequencies and burst 
durations (Figure 7A, Ci, Di) which manifested itself overall as a significant decrease in swim 
frequency (Figure 7Cii, p<0.05, n=6) and increase in burst durations (Figure 7Dii p<0.05, n=6).  
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Figure 7. The effects of ZD7288 on the Xenopus swim network. A. Raw traces showing 
evoked swim episodes in control (Ai) in the presence of the Ih current blocker ZD7288 (10 µM, 
Aii) and after washout (Aiii). The insets show an expansion of swimming with the rectified and 
integrated trace shown below. Bi. ZD7288 (10 µM) significantly shortened episode duration. 
Bii. Following washout of ZD7288 (10 µM), there was a significant increase in the number of 
spontaneous swim episodes. Ci. Timeplot showing mean swim cycle frequency across 3 
evoked episodes in control, ZD7288 and after washout. Note that the swim frequency is lower 
and more variable. Cii. ZD7288 (10 µM) caused a significant decrease in cycle 
frequency(p<0.05, n=6). Di. Timeplot showing mean burst durations across 3 evoked 
episodes in control, ZD7288 and following washout. Dii. ZD7288 (10 µM) caused a significant 
increase in burst duration (p<0.05, n=6).  
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Blockade of Ih currents using ZD7288 clearly had disruptive effects on the CPG network 
controlling swimming. Therefore, I next wanted to explore the effects of blocking Ih currents 
on cellular properties of individual CPG neurons. Because there were differences in the Ih 
currents in non-dINs and dINs, I treated these separately and explored the effects of ZD7288 
on the properties and spiking of these two groups of neurons. For non-dINs, I found no clear 
effects of ZD7288 (50 µM) on resting membrane potential (Figure 8A, Bi, Bii, p>0.05, n=4). 
Similarly, there was no clear change in input resistance (Figure 8Bii, p>0.05, n=4).  Despite a 
lack of direct effect on the intrinsic properties of non-dINs, I found that spiking during swimming 
activity was significantly affected, with uncoordinated and variable spiking (Figure 8C). 
Overall, across all experiments there was no apparent increase, or decrease in spiking, but 
less consistent numbers of spikes during the swim episodes. For instance, in some cycles, 
neurons would not spike at all but then would suddenly fire several action potentials in quick 
succession, coincident with large ventral root bursts (e.g. Figure 8Dii). Thus, despite a lack of 
effect of ZD7288 on the intrinsic properties of non-dINs, changes in their spiking patterns 
during swimming appear to correlate well with the deficits observed at the ventral root level. 
Thus, the overall conclusion from recordings in non-dINs is that they are not directly affected 
by Ih block but instead there appears to be an effect on the presynaptic excitatory CPG drive 
– i.e. the dIN population.  
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Figure 8. ZD7288 affects the spiking, but not RMP or input resistance, of non-dIN 
neurons.  A. Raw trace of a non-dIN neuron show the lack of effect of ZD7288 (10 µM) on 
membrane potential. B. The resting membrane and input resistance plotted against 
experiment time. Bii. There was no overall effect of ZD7288 on RMP (p>0.05, n=4). Bii. There 
was no overall effect of ZD7288 on input resistance (p>0.05, n=4). C. Despite a lack of effect 
on RMP and input resistance, the spiking of non-dIN neurons during swimming was profoundly 
affected. D. Under control conditions (Di) the number of spikes per cycle (blue) was relatively 
constant and this was accompanied by a constant burst duration (red). In the presence of 
ZD7288 the number of spikes per cycle varied. Moreover, long burst durations coincided 
periods when spiking increased. These effects on spiking and burst duration returned to 
normal upon washout (Dii).  
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The lack of a direct effect of ZD7288 on the intrinsic properties of non-dIN CPG neurons is not 
surprising in light of my earlier experiments suggesting that Ih only becomes activated at very 
hyperpolarised membrane potentials. However, the clear effect on spiking during swimming 
suggests that other neuron subtypes in the swim network must be affected, with dINs being 
the likely candidate. Unfortunately, using blind patch I only occasionally recorded from dINs; 
nevertheless in one dIN recording I applied ZD7288 and found clear effects. For this recording, 
ZD7288 (50 µM) significantly hyperpolarised the membrane potential (Figure 9A, Bi, Bii), and 
caused a clear increase in input resistance (Figure 9Bi, Biii). There was also an effect on 
spiking during swimming. ZD7288 caused multiple spike failures during swimming (Figure 9C). 
Finally, during the wash period there were clear membrane oscillations, usually triggering 
spontaneous swim episodes, but sometimes just leading to a small depolarisation (Figure 9D).  
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Figure 9. ZD7288 affects the spiking, RMP and input resistance of dIN neurons.  A. Raw 
trace showing a clear membrane hyperpolarisation of approximately 10 mV following the 
application of ZD7288 (10 µM). Bi. Resting membrane potential and input resistance plotted 
against experiment time. Bii. ZD7288 (10 µM) caused a clear hyperpolarisation of the RMP 
for this dIN  Bii. ZD7288 (10 µM) also caused a clear increase in input resistance. C,D. During 
swimming, dINs normally spike once per swim cycle (Ci, Di) but in the presence of ZD7288 
there were frequent spike dropouts (Cii, Dii) which returned to normal after washout of the 
drug (Ciii, Diii). D. After washout of ZD728 there were clear membrane oscillations which were 
usually accompanied by spontaneous swim episodes, but occasionally there was only a small 
membrane depolarisation (asterisks).   
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The effects of temperature on the Xenopus swimming and interactions with Ih 
and the sodium pump 
I next wanted to explore the effects of manipulating the temperature on the Xenopus swim 
network and whether Ih and sodium pumps are affected in such a way as to contribute to the 
known temperature effects on swim output in Xenopus tadpoles. Using ventral root recordings, 
and consistent with previous studies on the effects of raising the temperature on the Xenopus 
swim network (Robertson & Sillar, 2009), raising the temperature of the bath saline caused a 
clear and significant decrease in swim episode duration (Figure 10A, Ci, p<0.05, n=8), which 
reversed upon return to control temperature. Secondly, there was also a significant increase 
in swim frequency at high temperature (Figure 10B, Cii, p<0.001, n=8) which again returned 
to normal when the temperature returned to baseline.  
I next wanted to explore the effects of raising the temperature on the intrinsic properties of 
CPG neurons, which has not been documented previously. However, there were a number of 
technical difficulties using the previous heating method (Robertson & Sillar, 2009) whilst I 
attempted to make simultaneous patch-clamp recordings. For example, the device produced 
considerable noise in the recording, and whilst useful for producing a temperature ramp, it was 
very difficult to maintain high temperature for long enough periods to properly measure cellular 
properties. Nevertheless, preliminary recordings using this method showed that neurons 
consistently depolarised, accompanied by a decrease in input resistance (data not shown). 
However, to more carefully analyse these parameters in a more stable environment I used a 
Digitimer heating device (see methods).  Consistent with my preliminary recordings, raising 
the temperature of the bath saline using the Digitimer saline heater caused a significant 
depolarisation of membrane potential (Figure 11A, B, C, p<0.01, n=6). Secondly, this 
depolarisation was accompanied by a significant decrease in input resistance (Figure 11B, Cii, 
p<0.01, n=6). These effects on both RMP and input resistance returned to normal after 
temperature was left to return to the control level.  
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Figure 10. The effects of raising the temperature on swim network. A. Raw trace showing 
the effects of raising saline temperature on swimming. B. Timeplots showing the mean swim 
cycle frequency for all experiments against swim cycle at control temperature (20 °C), after 
raising the temperature (30 °C) and upon return to control temperature (20 °C). Ci. Raising 
the temperature caused a significant decrease in swim episode duration (p<0.05, n=8). Cii. 
Raising the temperature also significantly increase swim cycle frequency (p<0.001, n=8).  
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Figure 11. The effects of raised temperature on the cellular properties of CPG neurons 
in Xenopus tadpoles. A. Raw trace showing a depolarisation as the temperature of the bath 
saline is raised, which returns as the temperature returns to control. B. Timeplot of the 
experiment shown in A showing the temperature, the RMP and the input resistance of the 
neuron. Ci. The RMP is significantly depolarised in response to an increase in the temperature 
of bath saline (p<0.01, n=6). Cii. The input resistance of CPG neurons is significantly decreasd 
in response to increased temperature (p<0.01, n=6).  
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Next I wanted to explore the effects of temperature on the spiking of neurons during swimming. 
For non-dINs, most neurons fired between one and three action potentials per swim cycle at 
control temperature (e.g. Figure 12Ai). Once the temperature was raised, the probability that 
non-dINs would spike significantly increased (Figure 12A, Bi, p<0.01, n=5). In one experiment, 
the neuron only very occasionally spiked during swimming at all temperatures tested and 
therefore this neuron was excluded from the analysis. For dINs, which consistently fire only a 
single action potential per swim cycle, there was no change in spike probability at high 
temperature (Figure 12Bii, p>0.05, n=2).  
The activity of the sodium pump has been shown to be sensitive to changes in temperature, 
therefore I also assessed whether there was a change in the usAHP after raising the 
temperature of the saline. Only 2/6 of our neurons showed a prominent post-swim usAHP. 
However, for both of these neurons there was an increase in the amplitude of the usAHP in 
response to a swim episode (Figure 13A, Dii, n=2). However, as shown above, CPG neurons 
fire more action potentials during swimming at higher temperatures. Therefore this increase 
in usAHP amplitude may not be a direct effect of raised temperature on the pump, but may be 
due to higher sodium influx from greater spike number per swim episode. Consequently, I 
used the protocols described earlier in the chapter to induce a usAHP in each condition. 
Interestingly 5/6 neurons showed a larger amplitude usAHP at raised temperature compared 
to control (Figure 13B, C, Di), whilst in one neuron the raised temperature unexpectedly 
caused a decrease in the amplitude of the usAHP (arrowed in Di). If this neuron is excluded 
from the analysis, there is a significant increase in the usAHP amplitude (p<0.05, n=5) which 
significantly returns after the temperature is decreased back to control. It is unclear why one 
CPG neuron responded differently to the others, but one possibility is that raising the 
temperature also increases the release of neuromodulators, some of which may act to 
decrease sodium pump activity, which could mask any increase in the usAHP (e.g. nitric oxide; 
see later results and discussion).  
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Figure 12. The effects of raised temperature on CPG spiking during swimming. A. Raw 
trace showing an intracellular recording of a non-dIN during swimming, with the ventral root 
trace showing below (grey). The inset on the right shows an expansion of the raw trace as 
marked by the black box. At control temperature (20 °C) the neuron occasionally spiked during 
swimming. After raising the temperature to approximately 30 °C the neuron spiked more 
regularly during swimming and occasionally fired multiple action potentials per swim cycle 
(Aii). Spike probability returned to normal after return to control temperature (Aiii). Bi. Raising 
the temperature caused a significant increase in spike probability in non-dINs (P<0.01, n=5). 
Bii. There was no effect of temperature on the spike probability of dINs (p>0.05, n=2) which 
consistently fired a single action potential per swim cycle at all temperatures. C. dIN firing 
during periods of escape swimming.  
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Figure 13. The effects of raised temperature on the usAHP in CPG neurons. A. Raw 
traces showing episodes of swimming at different temperatures. Both the intracellular 
recording and the ventral root recording (grey) are shown. B. Examples of the usAHP at 
different temperatures in response to depolarising current pulses of increasing amplitude. C. 
Examples of the usAHP in response to a second protocol involving the induction of 500 action 
potentials. Di. Pooled data showing that in 5/6 neurons, raising the temperature caused a 
reversible increase in the amplitude of the usAHP in response to our protocols. However, in 
1/6 neurons there was a reversible decrease in the amplitude (red arrow). Dii. In neurons 
which consistently displayed a usAHP following swimming, the amplitude of the post-swim 
usAHP was increased.  
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Finally, I explored whether temperature affected the Ih currents characterised in the previous 
section. After correcting for changes in RMP, raising the temperature of bath saline caused a 
clear decrease in the amplitude of sag potentials (Figure 14A, Bii). When comparing the steady 
state and peak components of these sag potentials (Figure Bi) it appears that the peak 
component at high temperature was shifted towards, and fairly closely matched, the steady 
state component, at control and high temperature. This result suggests that the decrease in 
sag potential amplitude could be explained by increased tonic activation of Ih, which in turn 
could explain the membrane depolarisation.   
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Figure 14. The effect of raised temperature on Ih currents. A. Responses of a dIN to 
hyperpolarising current pulses of increasing amplitude at control temperature (Ai) and at raised 
temperature (Aii). Note that in Ai the neuron is held depolarised to approximately -48 mV using 
DC current injection, whilst in Aii the neuron is depolarised due to raised temperature. Bi. The 
current-voltage (I-V) relationship of the dIN shown in A and the effect of raised temperature. 
Cii. The amplitude of the sag currents plotted against the membrane potential (mV). 
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Extrinsic modulation of the sodium pump by nitric oxide and dopamine 
In addition to temperature, it is well established that a number of neuromodulators are able to 
modulate the activity of the sodium pump (Therien & Blostein, 2000). Nitric oxide and 
dopamine both play important roles in vertebrate motor control (Miles & Sillar, 2011), and 
specifically in this preparation (dopamine, this thesis; NO, (McLean & Sillar, 2004)), so I next 
tested whether these two neuromodulators had an effect on the usAHP. Firstly, I tested the 
effects of the nitric oxide donor S-nitroso-N-acetylpenicillamine (SNAP). Compared to control, 
SNAP (200 µM) caused a clear and significant decrease in the amplitude of the usAHP (Figure 
15B, C, D, p<0.01, n=7) which returned upon washout of the drug.  
To confirm this finding I used an alternative nitric oxide donor, 1,1-diethyl-2-hydroxy-2-nitroso-
hydrazine (DEA-NO), which is known to more potently stimulate guanylate cyclase activity 
(Ferrero et al., 1999). Compared to control, DEA-NO (200 µM) caused a significant decrease 
in the amplitude of the usAHP (Figure 16B, C, D, p<0.01, n=5), which returned to control levels 
upon washout. The effects of DEA-NO and SNAP were similar, with the main difference being 
the speed and potency of the effect on the pump current, with DEA-NO being more rapid and 
potent (Figure 16Di).  
Finally, I wanted to test whether agonists at dopamine receptors were also capable of 
modulating the activity of the sodium pump. Firstly, I assessed the effects of the D2 agonist 
quinpirole. Quinpirole (25 µM) had no clear effects on the amplitude of the usAHP (Figure 19A, 
D). On the other hand, surprisingly, the D1 agonist SKF38393 caused a significant increase 
in the amplitude of the usAHP (Figure 19B, C, E, p<0.05, n=7), the opposite effects of the NO 
donors.  
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Figure 15. The effects of the nitric oxide donor SNAP on the activity-dependent sodium 
pump current. A. Anatomy of a cIN recorded in these experiments. Bi. An example of a 
sodium pump current (usAHP) generated by a rhythmically active spinal neuron in response 
to depolarising pulses of increasing amplitude. Bii. An example of the lack of usAHP 
generated by the same protocol in the presence of the nitric oxide donor SNAP. Ci. An 
example of a usAHP generated in response to 500 high frequency action potentials. Cii. A 
small usAHP is generated in response to the same protocol in the present of SNAP (200 µM). 
Ciii. An example of a recovered usAHP in the wash. Di: A timecourse plot showing the usAHP 
amplitude of the neuron shown in A and B illustrating the effect of SNAP. Dii: Pooled data 
across multiple experiments showing a significant reduction in usAHP by SNAP (200 µM) with 
a significant washout (N=5, p<0.01).  
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Figure 16. The effects of the nitric oxide donor DEA-NO on the activity-dependent 
sodium pump current. A. Anatomy of the interneuron for B,C and D. Bi. An example of a 
sodium pump current (usAHP) generated by a rhythmically active spinal neuron in response 
to depolarising pulses of increasing amplitude. Bii. An example of the lack of usAHP 
generated by the same protocol in the presence of the nitric oxide donor DEA-NO (200 µM). 
Biii. An example of a recovered usAHP following drug washout. Ci. An example of a usAHP 
generated in response to 500 high frequency action potentials. Cii. A small usAHP is 
generated in response to the same protocol in the present of DEA-NO (200 µM). Ciii. An 
example of a recovered usAHP in the wash. Di: A timecourse plot showing the usAHP 
amplitude of the neuron shown in A and B illustrating the effect of DEA-NO. Dii: Pooled data 
across multiple experiments showing a significant reduction in usAHP by DEA-NO (200 µM) 
with a significant washout (N=5, p<0.01).  
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Figure 17. The effects of the D2 and D1 receptor activation on the usAHP. A. D2-like 
receptor activation using quinpirole has no effect on the usAHP. B. D1-like receptor activation. 
C. A timecourse plot showing the usAHP amplitude of the neuron shown in F illustrating the 
effect of D1 receptor activation. D. Overall there was no significant increase in usAHP 
amplitude by quinpirole. E. Overall SKF38393 caused a significant increase in usAHP 
amplitude (p<0.05, n=7). F. Anatomy of a cIN used for the experiment shown in B.  
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Chapter 2 discussion 
The usAHP and changes in intracellular sodium 
In this chapter I have further characterised the pump-mediated usAHP and explored the 
effects of increasing activation of the pump current using monensin to flood CPG neurons with 
Na+ ions. Raising intracellular sodium using monensin had clear inhibitory effects on the swim 
network; causing episodes to become shorter and slower. This is consistent with what would 
be expected from increased sodium pump activation, as blocking the sodium pump results in 
longer bouts and more intense swim activity (Zhang & Sillar, 2012). Moreover, I previously 
showed that swim episodes evoked after a short interval from a previous swimming episode, 
when the usAHP is still active, are shorter and slower; highly similar to swim episodes 
observed in monensin (Zhang et al., 2015). Thus, monensin appears to act as a proxy for 
intense spiking activity by increasing intracellular sodium and in turn activating the sodium 
pump. Consistent with this hypothesis I found that the response to monensin differed 
depending on whether or not a neuron displayed a usAHP in control saline. Neurons with no 
obvious usAHP showed no change in RMP or IR in the presence of monensin, whereas those 
with a usAHP hyperpolarised to a value that matched the amplitude of the usAHP observed 
in control. This hyperpolarisation occurred without any clear changes in input resistance, 
further supporting the theory that it is mediated by an increase in ion pump activity, which 
involves no change in conductance. Furthermore, when I applied a usAHP-inducing protocol 
in these neurons after the monensin hyperpolarisation I no longer observed any clear pump-
induced voltage change, suggesting that there is now a reduced capacity to respond to raised 
sodium, presumably because the pumps are fully active. This strongly suggests that the main 
effect of monensin on CPG neurons is to maximise sodium pump activity, essentially 
converting a dynamic, spike-dependent hyperpolarisation of the membrane potential into a 
tonic one. The effects of raising intracellular sodium levels are perhaps counterintuitive, as 
increasing intracellular Na+ ions may initially be expected to depolarise neurons, and therefore 
exert excitatory effects on swimming. However, because monensin acts in an electroneutral 
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manner, only the inhibitory effects are observed, and this illustrates how powerful the sodium 
pumps are in homeostatically rebalancing the intracellular sodium concentration.  
In one of the monensin experiments, the sodium pump blocker ouabain (1 µM) was applied 
after the monensin hyperpolarisation. Initially, this caused the neuron to depolarise back to 
the pre-monensin RMP, which stabilised for a few minutes, supporting the hypothesis that the 
monensin hyperpolarisation is mediated by the sodium pump. After a few minutes in ouabain, 
the tadpole started to fictively swim spontaneously, and this caused the neuron to fire intensely 
for a brief period, the RMP continued to depolarise, and eventually this appeared to cause a 
depolarising block on spiking before stabilising at approximately -3 mV. This depolarisation 
beyond the pre-monensin value is surprising as ouabain (at 1 µM) usually has no effect on the 
RMP (Zhang & Sillar, 2012), and monensin is known to be electroneutral as it exchanges 
positive Na+ ions for H+ ions in a 1:1 ratio (see later discussion). Therefore, one possibility, is 
that in this particular cell the recording was no longer viable and I had lost the cell.  
Previous studies have explored the effects of monensin in a range of neuron types. For 
example, in neurons of the suprachiasmatic nucleus (SCN), monensin increases intracellular 
sodium and hyperpolarises the membrane potential due to increase sodium pump activity; an 
effect which is reversed by blocking the sodium pump (Wang et al., 2012). Similar results have 
been found in hippocampal and striatal neurons (Azarias et al., 2013). In these neuron types, 
the focus has also been on exploring which specific sodium pump subtypes are responsible 
for responding to increased sodium. The authors demonstrate that expression of the 3 
sodium pump subtype is responsible for Na+-induced hyperpolarisations, such as those 
described for monensin.  
It is important to mention that previous studies have also found some side effects of monensin 
beyond sodium pump activation, including changes in membrane conductance (Inabayashi et 
al., 1995) and changes in synaptic strength (Meiri et al., 1981; Atwood et al., 1983). To further 
explore the underlying causes of these off-target effects, one previous study carefully 
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monitored the effects of monensin on various ionic concentrations, membrane potential and 
pH in neurons and synaptosomes (Erecińska et al., 1991). Consistent with all other studies 
using this drug, the authors found that monensin dramatically increased intracellular sodium - 
by around two-fold (from ~25mM to ~50mM) - which was accompanied by an approximate 
doubling of sodium pump activity. The authors also observed a small hyperpolarisation in 
neurons (~3 mV), presumably due to the known increase in sodium pump activity. In support 
of this hypothesis, when the sodium pump was blocked using ouabain in the presence of 
monensin, there was a large depolarisation (~24 mV), similar to our results after ouabain block, 
accompanied by a further rise in intracellular sodium (to around 75 mM).  As mentioned above, 
monensin is expected to be electroneutral, and so the authors propose a number of possible 
explanations for this depolarization in monensin after block of the sodium pump.  Although the 
primary effects of monensin involve changes in Na+ and H+ ion flux, a number of secondary 
ionic conductances and properties could also be affected. For example. the authors measured 
a small alkalinisation effect from monensin (~0.1.-0.4 unit increase in pH), due to a decrease 
in extracellular H+ ions, but this was considered too small to mediate the large changes in 
RMP. Instead, the authors suggest that a likely explanation is the activation of Na+-dependent 
outward ionic conductances. Another possible explanation is that increased intracellular 
sodium could reduce the driving force for the Na+/Ca2+ exchanger, leading to increased 
intracellular calcium that could depolarise the neurons directly, or indeed activate Ca2+-
activated cation channels such as SK channels. However, (Erecińska et al., 1991) measured 
only a “small and slow” increase in intracellular calcium following monensin application, and 
more importantly, the membrane potential changes were not occluded when calcium was 
excluded, suggesting that calcium is not involved in their observed depolarisation. On the other 
hand, these neurons were not spontaneously active, whereas in my experiments the large 
depolarization observed in monensin and ouabain occurred only after swimming, when 
calcium entry would occur during spiking in CPG neurons. In my experiments, therefore, it 
may be the inability to extrude increased calcium during swimming that could contribute to the 
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depolarisation. One way in future experiments to at least exclude the possibility of SK channels 
being involved would be to apply monensin in the presence of the SK channel blocker apamin.  
The data in this thesis broadly support the overall theoretical framework for the effects of 
monensin based on the above studies. In summary, spike-dependent increases in intracellular 
sodium generate a usAHP that lasts around a minute after spiking has ceased. If intracellular 
sodium concentration is artificially raised using monensin to mimic spiking, sodium pumps 
become maximally active and generate a tonic hyperpolarisation. I suggest that the initial 
hyperpolarisation I observed under monensin in CPG neurons is therefore due to increased 
sodium pump activation, which is also responsible for the effects at the level of the swim 
network. Upon block of the sodium pump, the hyperpolarisation is abolished and the neuron 
returns to pre-monensin levels. At this point, intracellular sodium is high, but the net effect on 
membrane potential is mitigated by the equal and opposite exchange of H+ ions. When the 
animal swims, however, spike-depenedent Ca2+ that enters the neurons may be prevented 
from being extruded due to decreased activity of the Na+/Ca2+ exchanger, as a result of sodium 
imbalance. Moreover, there is some evidence that extracellular protons can also inhibit the 
Na+/Ca2+ exchanger (Egger & Niggli, 2000), providing another possible mechanism for 
depolarisation in these conditions.    
Ih currents 
Ih currents are present in a range of rhythmic networks and are a target for neuromodulators; 
moreover, their activation can influence the rhythm of motor networks (Harris-Warrick & 
Marder, 1991). In this chapter I have documented the presence of an Ih current in tadpole 
swim CPG neurons, explored the impact of this current and the effects of blocking Ih on the 
swim network, as well as on individual CPG neuron properties. I found that blocking Ih using 
ZD7288 had clear and substantial effects on the swimming rhythm in Xenopus tadpoles. The 
most dramatic effects were observed on the fast swimming rhythm, whereby rhythmic swim 
episodes were generally characterised as having slower, longer bursts, which displayed more 
variable properties compared to the typically stable rhythm recorded in control conditions. 
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These disrupted swimming episodes terminated earlier than under control conditions. 
Previous studies have found similar slowing and/or disruptive effects of Ih blockade on 
rhythmic patterns of bursting activity. For example, the leech heartbeat network is disrupted 
by Ih block, causing tonic spiking to occur in heartbeat interneurons, interspersed with periods 
of inconsistent, unstable bursting (Angstadt & Calabrese, 1989). Moreover, enhancing Ih 
currents using the neuromodulator myomodulin has the opposite effect on the leech heartbeat 
and results in an increase in the frequency of the rhythm (Tobin & Calabrese, 2005). Similarly, 
blockade of Ih currents in stomatogastric ganglion (STG) neurons of the pyloric lobster network 
causes a slowing of rhythm frequency, suggesting that Ih also accelerates pacemaker activity 
in this system (Peck et al., 2006). Injection of cRNA encoding Ih channels into rhythmically 
active neurons of the lobster STG enhances Ih current and increases cycle frequency (Zhang 
et al., 2003). The presence of an Ih current has also been shown to slow the cycle frequency 
of molluscan motor networks. For example, in Clione (the sea angel), blocking Ih current 
causes a disruption and slowing of swim frequency (Pirtle & Satterlie, 2007). This is due to the 
introduction of a delay to post-inhibitory rebound spiking in swim interneurons, which is 
normally mediated by Ih current activation. Thus, an increase in Ih current appears to play a 
common role in rhythmic networks of stabilising the rhythm and increasing cycle frequency, 
and our effects of Ih blockade on the tadpole swim network are consistent with this contribution 
of Ih.  
Can the disruptive effects of Ih blockade on the swim network be explained by the effects on 
specific CPG neurons described in this chapter? Non-dINs (cINs, aINs, MNs) are unlikely to 
be directly involved, simply because Ih appeared to be active only at very hyperpolarised 
membrane potentials, and therefore are likely not to play any major role; at least at this stage 
of development (stage 37-42), either at rest or during swimming. Moreover, Ih block (using 
ZD7288) had no effect on the membrane potential or input resistance of the non-dINs 
described here. Whilst they are unlikely to play a role at this stage of development under 
control conditions, their activation range may shift to more physiological membrane potentials 
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later in development, when Ih currents have been shown to be expressed more widely (Currie, 
2014). It is also possible that their activation range in these neurons may be shifted, for 
example by the action of certain neuromodulators. However at this earlier stage of 
development, and under control conditions, I found that Ih currents predominate only in the 
dIN population at physiologically relevant membrane potentials. In dINs, Ih is active at rest 
and block of Ih caused a clear and large hyperpolarisation of ~10 mV, with an accompanying 
decrease in membrane conductance, demonstrating that Ih contributes to the resting 
properties of the rhythm-generating neurons of the tadpole swim network. Therefore the 
source of the effects on the swim network is likely to be these rhythm-generating dINs, 
although I cannot completely rule out additional contributions of Ih block outwith the CPG 
network. It is interesting that I found Ih to be active at rest in only a subset of CPG neurons 
(dINs), but not in others, although this heterogeneity is not unusual. For example, specific 
neurons of the leech heartbeat network, such as HNs and p-type mechanosensory neurons 
show a prominent Ih at rest; but other neuron subtypes, such as Retzius neurons only display 
a small sag current at very hyperpolarised levels (>-70mV) (Gerard et al., 2012). Again, the 
HNs in this network are the excitatory rhythm-generating interneurons, and so it it is possible 
that Ih plays a common role in CPG networks in contributing to the rhythmicity of excitatory 
interneurons. Interestingly, it is well-documented (but not fully explained) that dINs are 
significantly more depolarised and have a lower input resistance than other CPG neurons in 
the Xenopus swim network (Sautois et al., 2007), which is supported by our recordings. Thus, 
it is likely that the presence of an active Ih current in dINs could contribute to these differences 
in intrinsic properties.  
If Ih current contributes towards the firing pattern of dINs during swimming then an important 
question is whether (and when) Ih becomes active during a swim bout. When I used DC 
current injection to hold dINs depolarised to ~-40 mV, I observed sag currents between  
-50mV and -55 mV in response to hyperpolarisation. During swimming, the membrane 
potential of dINs reaches around -55 mV at its most negative peak, and therefore will be just 
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within the range of Ih, as predicted by sag potentials. However, whilst sag potentials were only 
small (~1 mV) at around -50-55 mV, our dIN recording hyperpolarised by at least 10 mV in 
response to ZD7288, suggesting that the measure of Ih using sag potentials is likely to be an 
underestimation. Indeed, some studies have found that the “signature” sag component can 
sometimes even be partially masked by a leak potassium current at certain membrane 
potentials (Debanne et al., 2006).  
Overall it seems highly likely that Ih currents are active in dINs during swimming, but how do 
they contribute towards spiking? One possibility is that Ih currents provide a dynamic 
depolarising force that contributes towards post-inhibitory rebound (PIR) in each swim cycle. 
Indeed, for most studies on the role of Ih in rhythmic networks, the presence of an Ih current 
accelerates and stabilises the rhythm frequency (as discussed earlier) through a mechanism 
involving an enhancement of the amplitude or rate of PIR. For example, this is the mechanism 
through which Ih increases cycle frequency in Clione swimming (Pirtle et al., 2010); in the 
lobster pyloric network (Harris-Warrick, 1995); and in CPG interneurons in the turtle spinal 
cord (Smith & Perrier, 2006). In Xenopus tadpoles, each cycle of swimming is driven by a 
single, synchronous spike in each member of the dIN population, which activates various CPG 
interneurons, including the inhibitory cIN population. The cINs provide glycinergic, mid-cycle 
inhibition to the contralateral dIN population, which not only ensures that when one side of the 
CPG is active the other side is silent, but this mid-cycle inhibition also causes PIR in the 
contralateral dIN population that triggers the next swim cycle (Roberts et al., 2010; Li & Moult, 
2012). Thus, one possible explanation for the effects of ZD7288 is that Ih current activation 
contributes to the cyclical PIR mechanism in the dINs that maintains swimming. Thus, blocking 
Ih weakens dIN spike depolarisation, causes dINs to drop out of the rhythm, ultimately leading 
to a destabilisation of swimming rhythm generation. However, it is important to note that at 
rest, whilst hyperpolarisation does generate sag potentials, this does not result in PIR spiking 
upon removal of the hyperpolarisation. However, when I held dINs depolarised close to the 
membrane potential reached by dINs during swimming (~-48mV), PIR spiking does occur in 
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response to even relatively small hyperpolarisations (Figure 5Fii). Thus, these results suggest 
that during swimming a dynamic Ih current is active and may contribute to the fast rhythm 
during swimming, possibly through a contribution of Ih to PIR in dINs. The spike pattern of 
non-dINs was also disrupted, despite Ih not being active at rest. This is likely a secondary 
effect of the Ih block in dINs, whose dropout during swimming presumably weakens cIN mid-
cycle inhibition, in turn leading to periods of sporadic, intense firing in other CPG neurons 
which rely on mid-cycle inhibition to become switched off midway through each swim cycle.  
Whilst one explanation is that Ih contributes to swimming on a cycle by cycle basis, the kinetics 
of Ih channels are often slow (several seconds), and therefore it could be questioned whether 
changes in Ih can occur fast enough to modulate fast spiking. On the other hand, Ih kinetics 
vary greatly between different cells, with Ih in cardiac cells activating slowly (several seconds), 
but relatively rapidly in CA1 neurons (~30 ms) (Robinson & Siegelbaum, 2003). These 
differences generally reflect different HCN channel expression, with the HCN1 channel 
subtype having the fastest time constant (Bois et al., 2011). Even within a neuron type, there 
can be huge variation in activation kinetics; in spiral ganglion neurons in the auditory system, 
the activation kinetics of HCN channels show both fast components (~20 ms time constant) 
as well as slow components (~ 550 ms time constant) (Liu et al., 2014), with the fast end of 
the range equating to approximately half a swim cycle in Xenopus tadpoles. Thus, the range 
of time constants that can be involved in Ih activation mean that it is plausible that Ih could be 
dynamically activating and deactivating on a cycle by cycle basis in Xenopus dINs.  
Others have also argued that even if Ih activation is unchanging (i.e. not turning on and off 
during rhythmic activity), the presence of a tonically active Ih current can also affect spike 
shape by contributing to both spike depolarisation and repolarisation phases. For example, in 
trigeminal sensory neurons, blockade of Ih using ZD7288 increases action potential half-width 
duration, with the authors suggesting that Ih facilitates both depolarisation and repolarisation 
during an action potential, depending on the membrane potential relative to the Ih reversal 
potential (~-37.5 mV) (Tanaka, 2002; Cho et al., 2011). In other words, tonic Ih current 
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contributes to depolarising the cell until the spike crosses -37.5 and then contributes an 
outward current that helps repolarise the cell. In turn, these effects on spike shape in trigeminal 
neurons have been shown to diminish the ability of neurons to maintain repetitive spiking 
(Hogan & Poroli, 1999; Tanaka, 2002). Indeed, block of Ih has also been shown to result in 
action potential failures in other systems, such as in the cerebellum (Baginskas et al., 2009).  
In other systems, Ih appears to play a role in the network, but doesn’t directly affect either 
spike shape, or the intrinsic properties of the neurons in which it is expressed. For example, 
in the respiratory network, blocking Ih unexpectedly increases the burst frequency, but has no 
effect on the membrane potential of rhythm-generating neurons (pacemaker type 2 neurons) 
(Thoby-Brisson et al., 2000). However, this effect of increasing rhythm frequency, and the lack 
of effect on RMP, suggests that Ih plays a specialised role here that differs from most other 
systems, where the rhythm frequency is typically decreased by a block of Ih.  
Finally, it is likely that the spontaneous bouts of swimming I consistently observed upon 
washout of ZD7288 can also be explained by an effect on the dIN population. Upon washout, 
I observed dIN membrane potential oscillations, providing evidence that not only does Ih 
contribute to the fast swimming rhythm in Xenopus, but that it may also contribute to the slower 
pattern of rhythmic episodes of swimming which emerges during development.  It seems likely 
that the spontaneous rhythm during the washout of ZD7288 is due to hyperactivation of Ih, 
which seems to cause dINs to enter a rhythm of slow depolarisation and hyperpolarisation. At 
this point it is unclear whether these are synaptic or intrinsic in origin. Future experiments 
using blockers of synaptic transmission would need to be performed in order to distinguish 
these possibilities. It is interesting that during Xenopus development, Ih appears to become 
more widespread (Currie, 2014) in conjunction with increased spontaneous swimming (Currie 
et al., 2016), and it may be that the stable spontaneous rhythm observed upon washout of 
ZD7288 resembles a more mature swim network with overexpression of Ih.  
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Overall, based on my findings in this chapter I hypothesise that Ih is activated in dINs during 
swimming, and block of Ih reduces a depolarising force that facilitates dIN spiking during 
swimming. Future experiments will seek to determine whether Ih is more dynamically activated 
by mid-cycle inhibition from cINs, or whether the contribution from Ih persists throughout a 
swim episode. Moreover, future experiments will need to more carefully define exactly the 
extent to which Ih is active during swimming, as well as which HCN channels are involved. 
Finally, I also provide evidence that hyperactivation of Ih, during washout of ZD7288, causes 
the swim network to enter a pattern of regular spontaneous swim episodes, suggesting that Ih 
may also be involved in the transition from an irregular, evoked swimming pattern to regular, 
spontaneous swimming as development proceeds.  
Temperature 
I also explored the effects of manipulating temperature on the Xenopus swim network, 
including exploring the effects on the usAHP and Ih current. Temperature plays a particularly 
important role in the physiology of cold-blooded animals (poikilotherms) such as Xenopus 
tadpoles, which are unable to regulate their internal temperature, and temperature can thus 
have a profound effect on the functioning of CPG circuits. Changing the temperature of a CPG 
circuit can affect a whole range of processes, from ion diffusion rates, to the rate of 
conformational changes in proteins. Ultimately, this will affect spike conduction and synaptic 
delays.  
Raising the temperature had a clear effect on the overall swim network, causing episodes to 
have a higher swim frequency but become shorter in duration. This is consistent with a 
previous study which focused on effects of raised temperature on the Xenopus swim network 
(Sillar & Robertson, 2009). In this study, once the temperature was raised to above ~34 °C, it 
also became impossible to evoke swimming (hyperthermic failure), and in a subsequent study 
it was shown that the threshold and time to recovery from hyperthermic failure was tuned by 
nitric oxide modulation (Robertson & Sillar, 2009). Activating the nitric oxide/cGMP pathway 
either using the nitric oxide donor SNAP or 8-bromo-cGMP caused the recovery from 
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hypothermic failure to take longer, whilst inhibitors of the pathway (CPTIO, ODQ, L-NAME) 
had the opposite effects. The mechanisms underlying the temperature effects on the swim 
pattern in Xenopus are not fully understood, although they are likely to be the consequence 
of Q10 relationships of specific, temperature-sensitive proteins, including ion channels and 
pumps (Robertson, 2004). An acceleration of cycle frequency is a common effect of raising 
temperature in poikilotherms, and is likely due to the well-established effect of a temperature-
induced decrease in synaptic and conduction delays (Robertson, 2004; Robertson & Money, 
2012). This effect of increasing cycle frequency in response to raised temperature has been 
shown in a wide range of CPG networks, including the mouse respiratory network (Tryba & 
Ramirez, 2003); the leech heartbeat network (Arbas & Calabrese, 1984); the network 
controlling crawling in Drosophila larvae (Barclay et al., 2002); and the crab pyloric network 
(Tang et al., 2010). It is less well understood why episode durations get shorter at higher 
temperatures in Xenopus tadpoles. One possibility is that nitric oxide, which decreases 
episode durations, contributes to this effect. However, (Robertson & Sillar, 2009) state in their 
discussion a number of factors “…lead us to believe that most of the temperature-induced 
shortening of swim episodes is not mediated via NO”.  
My results using intracellular recordings provide clues as to why raising the temperature 
increases swim frequency and shortens episode duration. I found clear evidence that when 
the temperature of the bath saline is increased it causes a depolarisation of CPG neurons, 
which is accompanied by a decrease in input resistance. This, in turn, caused an increase in 
spike probability in non-dIN CPG neurons. These recordings included a number of cINs, 
whose spiking activity has been shown to determine the cycle frequency of the Xenopus 
swimming rhythm (Li & Moult, 2012). Therefore, it is likely that the temperature-induced 
increase in swim frequency relates to an increase in the firing of cINs, which in turn will 
increase PIR in dINs, leading to an earlier dIN spike onset in the subsequent cycle, reducing 
the cycle period.  
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The profound decrease in episode duration could be due to a number of factors. However, 
based on the finding that spike probability increases as the temperature is raised, the 
explanation is likely to involve a spike-dependent mechanism such as that ascribed to the 
sodium pump, whose role in restricting the duration of swimming in Xenopus tadpoles is 
described earlier in this chapter, (Zhang & Sillar, 2012). The usAHP amplitude is proportional 
to the number of spikes discharged by a neuron and therefore it is reasonable to assume that 
raising the temperature will result in the generation of a usAHP during swimming at a faster 
rate than at control temperature. Indeed, in neurons that displayed a usAHP following 
swimming in control, I found that this post-swim usAHP was larger at higher temperatures, 
even for a shorter swim episode.  
This suggests that one possible explanation for shorter episode durations at higher 
temperature is simply that the swim circuit is more excitable - CPG neurons fire more spikes 
per cycle and with a faster cycle frequency, and this results in more rapid intracellular sodium 
accumulation and the accumulation of a usAHP earlier, that contributes to premature swim 
termination. Moreover, the sodium pump protein itself is also highly temperature sensitive, 
with a Q10 value measured at around 2 for temperatures between 20-37 °C (Glitsch & Pusch, 
1984; Nakamura et al., 1999). Thus, it would also be expected that the sodium pump ion 
exchange rate would increase when the temperature is raised, independent of spike number. 
Using protocols to induce a usAHP, I found evidence in support of this hypothesis. Importantly, 
the larger usAHP in response to these protocols is not due to higher spike number, as I utilised 
a protocol that consistently triggers 500 action potentials in each condition. However, the 
increase in usAHP amplitude was only significant when one outlier experiment was excluded 
in which the usAHP reversibly decreased in amplitude at the higher temperature. Although it 
is difficult to explain the result of this single experiment, one possibility is that this specific 
neuron was targeted by a neuromodulator that decreased the activity of the sodium pump; 
and increased temperature resulted in an increase in this negative pump neuromodulation 
which masked any increase in the usAHP. One possible candidate for this neuromodulation 
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is nitric oxide, which I show in this chapter to decrease the usAHP. Whilst in this one 
experiment the usAHP amplitude decreased, 5/6 neurons showed a reversible increase in 
usAHP amplitude with temperature. Increases in sodium pump mediated hyperpolarisations 
in response to raised temperature have been observed in other systems. For example, in 
neurons at the calyx of Held it was shown that the amplitude of a spike-dependent pump 
current (described as a “post-tetanic hyperpolarisation (PTH)” in that study) was increased 
when the temperature was raised from 22 to 35 °C (Kim & von Gersdorff, 2012), similar to our 
experiments. Similarly, pump-mediated AHPs in CA1 pyramidal neurons are enhanced at 
raised temperatures (Gulledge et al., 2013). Interestingly, in this study the authors also found 
that at room temperatures, AHPs produced by spike trains had calcium-dependent 
contributions, whilst at 35 °C the calcium contribution was negligible and the hyperpolarisation 
was entirely mediated by the sodium pump.  
Beyond the sodium pump, other mechanisms are also likely to be involved in the shorter 
episode durations in Xenopus tadpoles, due to the fact that raising the temperature will have 
widespread effects on the CPG network. An alternative, activity-dependent run-down 
mechanism known to play a role in swim episode durations involves purinergic signalling (Dale 
& Gilday, 1996). At the start of swim episodes, ATP levels are high and are known to block 
specific K+ channels, therefore maintaining a high level of excitability at the start of swimming. 
As swimming proceeds, ATP is broken down into adenosine, which blocks Ca2+ channels, 
impairing synaptic transmission and reducing excitability, slowing swim frequency, and 
contributing to the run-down and eventual termination of swimming. Thus, one possible 
additional contributor to the shortened swim episodes at high temperature could be that 
adenosine accumulates faster in the network, leading to premature episode termination.  
Overall, I suggest that increased cycle frequency and shortened episode durations are likely 
due to a temperature-induced depolarisation, which leads to more spikes during swimming, 
which raises cycle frequency but also accelerates the development of a usAHP, as well as 
other activity-dependent mechanisms. Membrane depolarisations are a common response to 
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temperature in a number of neuron types, but the identity of the ion channels responsible for 
such effects varies. For example raising the temperature depolarises neurons in the octopus 
cochlear nucleus through effects on Ih currents and a low-voltage activated potassium current 
(Cao et al., 2011). Similarly, in both pre- and post-synaptic neurons at the calyx of Held, raising 
the temperature also depolarises cells but it was shown that this was predominantly mediated 
by an increase in Ih current, due to the accompanying decrease in input resistance and the 
partial occlusion of the depolarisation by ZD7288 (Kim & von Gersdorff, 2012). Indeed, Ih 
channels appear to be commonly involved in temperature-induced depolarisations, an 
observation originally made in the heart (DiFrancesco & Ojeda, 1980). Other temperature 
induced changes in ion channel activation include the closure of leak K+ conductances, such 
as 2-pore-domain potassium channels including TASK and TREK. In my recordings I observed 
a decrease in input resistance, therefore it is unlikely to involve the closure of a K+ channel, 
but is more likely to predominantly involve the opening of a temperature-sensitive Na+ channel. 
Other possible ion channels that are known to be opened by increased temperature include 
transient receptor potential (TRP) channels. Indeed, a TRP channel has been shown to 
mediate a depolarisation similar to mine in cultured Xenopus spinal neurons (Wang & Poo, 
2005). 
Together, my results contribute to our understanding of the effects of temperature on the 
neural circuit controlling swimming in Xenopus tadpoles. I found evidence supporting previous 
studies that swimming frequency increases with temperature, in parallel with a decrease in 
the duration of swim bouts. The recordings suggest that raising the temperature reversibly 
depolarises a range of CPG neuron types, accompanied by a decrease their input resistance, 
suggesting the opening of a temperature-sensitive sodium channel. The identity of these 
channels is unknown, although are likely to include HCN channels, at least for dINs, where Ih 
is active at rest. This depolarisation across CPG types leads to increased spike probability 
during swimming, causing greater and faster sodium influx, which in turn leads to greater 
sodium pump activation. This leads to the more rapid generation of a usAHP by the sodium 
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pump, whose exchange activity is also directly increased by temperature, which contributes 
to the premature termination of swimming.  
Extrinsic modulation of the sodium pump 
In addition to changes in intracellular sodium and temperature, sodium pump activity is also 
under the control of a range of modulators in a number of different tissue types (Therien & 
Blostein, 2000). This is particularly well-studied in kidney and cardiac tissue, where sodium 
pumps have been shown to be modulated by adrenaline, noradrenaline, dopamine and 
peptide hormones via complex and varied downstream pathways. Neuronal sodium pumps 
are also subject to regulation by neuromodulators, although this is less well studied. Serotonin 
has been shown to have clear inhibitory effects on the amplitude of the pump-dependent AHP 
observed in tactile sensory neurons of the leech (Catarsi et al., 1993), whilst serotonin 
enhances glial sodium pump activity in the cerebellum and hippocampus (Peña-Rangel et al., 
1999). Sodium pump modulation has also been studied in the context of rhythm-generating 
CPG networks. In the network controlling the leech heartbeat, the neuropeptide myomodulin 
inhibits pump activity which results in an increase in the heartbeat rhythm (Tobin & Calabrese, 
2005).  
One of the most common modulators of sodium pump activity, especially in cardiac tissue, is 
nitric oxide - a diatomic molecule produced by the enzyme nitric oxide synthase (NOS) that is 
involved in the regulation of a wide range of cellular functions. Nitric oxide most commonly 
has an inhibitory effect on sodium pump activity (McKee et al., 1994; Liang & Knox, 1999; Ellis 
et al., 2000, 2003); although it has also been shown to have excitatory effects in some tissues 
(Cox & Johnson, 1998; William et al., 2005; Pavlovic et al., 2013). In my experiments, the 
application of the nitric oxide donors SNAP and DEA-NO caused a clear and reversible 
decrease in the usAHP across a range of neuron types; consistent with the majority of previous 
studies that show that nitric oxide inhibits sodium pump activity. There are a number of 
possible mechanisms through which nitric oxide could be acting on the pump. However, the 
effects most likely involve the nitric-oxide mediated increase in guanylate cyclase activity, 
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which leads to an increase in cGMP. The rise in cGMP in turn activates PKG, leading to the 
phosphorylation of a range of proteins, including the sodium pump (McKee et al., 1994; Lincoln 
& Komalavilias, 2000). Indeed, in cases where nitric oxide has been shown to inhibit the 
sodium pump, the mechanism involved has often been shown to involve facilitation of the 
cGMP/PKG pathway (McKee et al., 1994; Liang & Knox, 1999; Ellis et al., 2000). Moreover, 
whilst the role of nitric oxide modulation of sodium pumps in the spinal cord has only been 
reported in one study previously (Ellis et al., 2003), in this case it was also shown to involve 
the cGMP/PKG pathway. In Xenopus tadpoles, the role of nitric oxide in the control of 
swimming is well described and involves the cGMP/PKG pathway (McLean & Sillar, 2000, 
2004). In young Xenopus tadpoles, potentiation of nitric oxide signalling causes a reduction 
episode duration by directly facilitating GABA release from mid-hindbrain reticulospinal (MHR) 
neurons; whilst simultaneously slowing the swim frequency indirectly, by facilitating 
noradrenergic neuromodulation to potentiate glycinergic inhibition. The role of the sodium 
pump inhibition described in this chapter was explored at the single cell level, rather than at 
the level of the overall swim network. It is difficult to link this nitric oxide pump inhibition, which 
would be expected to be excitatory, with the known inhibitory effects of nitric oxide on 
swimming. However, bath application of nitric oxide will affect many physiological targets in 
the swim network, and some of the nuanced effects on swimming could potentially be masked. 
Indeed, it has indeed been shown that nitric oxide depolarises CPG neurons, which is also 
unexpected given the network effects of nitric oxide (McLean & Sillar, 2002, 2004). Thus, nitric 
oxide targeted to motoneurons specifically, without the activation of MHR neurons, could 
conceivably lengthen the duration of swimming through the removal of the usAHP mechanism, 
without the GABAergic inhibition responsible for reducing swim episode duration.  
Another neuromodulator known to target the sodium pump in a range of tissue types is 
dopamine (Therien & Blostein, 2000). Similar to nitric oxide, dopamine, acting via PKA or PKC, 
can enhance or inhibit pump activity depending on the species, tissue type and dopamine 
receptors involved (Zhang et al., 2013). In striatal neurons, D2-like receptor activation 
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stimulates sodium pumps by inhibiting PKA, thus dephosphorylating the 3 subunit; 
(Bertorello et al., 1990; Wu et al., 2007). Other studies have similarly shown that changes in 
PKA activity can modulate the ability of a neuron to respond to changes in intracellular sodium 
through phosphorylation/dephosphorylation of the 3 sodium pump subtype (Azarias et al., 
2013). My experiments revealed that the activation of D1 receptors, but not D2 receptors, led 
to an increase in the amplitude of the usAHP. It is slightly unexpected that the activation of 
D1-like receptors modulates the usAHP in Xenopus spinal neurons, yet overall has no 
significant effects on the swim network (see chapter 1, Figure 2). It is possible that the change 
in usAHP amplitude may be too small, or may be masked by other D1 mediated effects on the 
network, such that D1-like agonists have no clear effects on overall network output. An 
alternative, and more likely explanation, is that the protocols used to induce a usAHP when 
testing the effects of the D1 agonist may involve higher intensity spiking than is normally 
experienced by CPG neurons during normal swimming at these developmental stages. 
Indeed, the number of spikes per swim cycle increases during development, and therefore the 
subtle increase in the usAHP amplitude by D1 modulation may become more important as 
development progresses. It will be interesting to see the importance of this sodium pump 
modulation by D1-like receptor activation later in development when D1-like agonists have 
clear effects on spontaneous swimming (Clemens et al., 2012; Currie, 2014). 
Overall, these results demonstrate that the usAHP can be toggled up (D1 activation) and down 
(nitric oxide) to give a wide dynamic range of pump-mediated network output configurations. 
Moreover, it is likely that other neuromodulators not studied in this thesis, but which are known 
to influence Xenopus swimming, may be acting at least in part through modulation of the 
sodium pump.  
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Chapter 2 conclusions 
In this chapter I have explored the roles of the usAHP, temperature, Ih currents, and sodium 
pump modulation. I have demonstrated, at the network and cellular levels, the consequences 
of raising intracellular sodium in spinal CPG neurons, using the sodium ionophore monensin. 
Monensin acts as a proxy for intense spiking, essentially “fatiguing” the network and causing 
swimming to become shorter in duration and slower in frequency. These effects are due to the 
potentiation of sodium pump activity – the dynamic, spike-dependent usAHP present in 
subsets of neurons becomes tonically activated, leading to a pump-mediated 
hyperpolarisation without any changes in membrane conductance. I have also explored the 
role of the Ih current in the Xenopus swim network. Ih currents are differentially expressed 
across CPG neurons, with non-dINs displaying Ih only at non-physiological membrane 
potentials, whilst the rhythm-generating dINs show Ih activation at rest. I show that Ih is 
blocked by ZD7288, which disrupts the swimming rhythm and leads to slower, shorter swim 
episodes. This network effect appears to be due to a disruption of the core rhythm-generating 
role of dINs, which become hyperpolarised when Ih is blocked, accompanied by a decrease 
in input resistance; this leads to uncharacteristic dIN spike failures during swimming. This 
effect on dINs also appears to have knock-on effects for firing in other CPG neurons during 
swimming, despite the intrinsic properties of these neurons being unaffected by Ih block. Firing 
in non-dINs becomes irregular, leading to periods of erratic spiking which accompany intense 
ventral root output. I have also explored the effects of raising the temperature on the Xenopus 
swim network. Increasing the temperature of the bath saline led to shorter swim episodes with 
higher cycle frequency. This appears to be due to a heat-induced depolarisation of multiple 
CPG neuron types, which is accompanied by a decrease in input resistance, suggesting the 
opening a temperature-sensitive sodium channel. As a result of this depolarisation, neurons 
spike at higher frequency, which likely activates a number of activity-dependent run-down 
mechanisms, including the pump-mediated usAHP, providing a likely explanation for shorter 
episode durations at high temperatures. Finally, I also explored the role of extrinsic 
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neuromodulation of the sodium pump, using the parameters of the usAHP to demonstrate that 
sodium pump activity can be both reduced (by nitric oxide) and enhanced (by dopamine) in 
the Xenopus swim network. 
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Chapter 3: The role of sodium pumps in mammalian 
locomotor networks 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 3 contributions and publications 
This chapter is adapted from previously published work (Picton, Nascimento, Broadhead, 
Sillar & Miles (2017) Journal of Neuroscience). All experiments were conducted by Laurence 
Picton except for patch clamp data presented in figure 8 and 9, which was collected by Filipe 
Nascimento.  Laurence Picton designed all experiments, interpreted all data and constructed 
all figures.  
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Chapter 3 summary 
As outlined in chapter 2 and the overall introduction, sodium pumps play an important role in 
invertebrate and vertebrate motor control. However, very little is known about the contribution 
of sodium pumps to mammalian locomotion. In this chapter, I explore the effects of 
manipulating sodium pump activity on the output of the locomotor network in the spinal cord 
of neonatal mice, using both pharmacological and electrical stimulation. The sodium pump 
inhibitor, ouabain, increased the frequency and decreased the amplitude of drug-induced 
locomotor bursting, and these effects were found to be highly dependent on the presence of 
the neuromodulator dopamine. Conversely, activating the pump using the sodium ionophore 
monensin significantly decreased burst frequency. In addition, monensin caused a decoupling 
of the left and right sides of the spinal cord, but synchronised the normally alternating flexor-
extensor relationship. When more “natural” locomotor output was evoked using dorsal-root 
stimulation, ouabain increased burst frequency and extended locomotor episode duration, 
whilst monensin slowed and shortened episodes. I also manipulated the interval between 
evoked episodes of locomotor activity. Decreasing the time between dorsal-root stimulation, 
and therefore inter-episode interval, shortened and slowed activity, suggesting that pump 
activity may encode information about past network output and contribute to feedforward 
control of subsequent locomotor bouts. Indeed, this was confirmed by blocking the sodium 
pump, which abolished the relationship between evoked episodes of locomotor activity. 
Finally, using whole-cell patch-clamp recordings, a long duration (~60s), activity-dependent, 
TTX and ouabain-sensitive, hyperpolarising current (~5mV), is also described. The duration 
of this dynamic pump current is enhanced by dopamine. These results therefore reveal sodium 
pumps as dynamic regulators of mammalian spinal motor networks and as targets for 
neuromodulatory control.  
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Chapter 3 Introduction  
In chapter 2 I explored how activation of the sodium pump through spike- or drug-dependent 
increases in intracellular sodium can contribute a large hyperpolarisation to the membrane 
potential of neurons that can have important consequences for locomotor networks. Activity-
dependent sodium pump currents have been found in a range of cell types across diverse 
species (outlined in detail in the introduction to this thesis). These include sensory neurons in 
leech and lamprey (Parker et al., 1996; Scuri et al., 2002); pre- and post-synaptic neurons at 
the Calyx of Held synapse (Kim et al., 2007); and in various neuron subtypes in the mammalian 
brain including cerebellar Purkinje fibres (Forrest et al., 2012), CA1 pyramidal neurons 
(Gulledge et al., 2013), dopaminergic midbrain neurons (Johnson et al., 1992), and neurons 
of the suprachiasmatic nucleus (Wang & Huang, 2006). Pump currents play an especially 
important role in regulating rhythmically active networks, such as those involved in the 
coordination of locomotion. As described in the previous chapter on Xenopus tadpoles, sodium 
pumps generate a spike-dependent hyperpolarisation of spinal neurons that both weakens 
and terminates swimming, and impairs future activity for around a minute, acting as a short-
term motor memory mechanism linking past to future network activity (Zhang & Sillar, 2012; 
Zhang et al., 2015). Similarly, Drosophila larvae motoneurons generate a pump current which 
regulates the frequency of crawling locomotor behaviour (Pulver & Griffith, 2010).  
There are relatively few studies exploring the role of sodium pumps in mammalian networks 
of the spinal cord and brainstem. However, compared to other classes of animal a 
considerable amount is known about the distribution of sodium pump subtypes in the 
mammalian nervous system, so it is worth providing an overview of the current state of 
understanding in the context of studies in mammalian rhythmic networks. There are four 
catalytic -subunit isoforms (1 - 4) in mammals, with neurons predominantly expressing 1 
and 3 (Hieber et al., 1991). As described in detail in the introduction, the 3 subtype has a 
lower Na+ affinity and is sub-maximally active in resting neurons, allowing it to act as a sensor 
for activity-dependent rises in intracellular Na+ (Dobretsov & Stimers, 2005; Azarias et al., 
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2013). The subsequent increase in 3-pump activity not only restores intracellular Na+ levels, 
but can also generate a membrane hyperpolarisation that reduces the excitability of the neuron 
for tens of seconds. A recent study characterised the distribution of 1 and 3 in the mouse 
spinal cord (Edwards et al., 2013). They found that 1 sodium pumps were present in cervical, 
thoracic and lumbar spinal cord, but its expression was relatively restricted to mainly 
ependymal cells and large ventral horn neurons, including -motoneurons. On the other hand, 
3 sodium pumps were found to be more widespread throughout the spinal cord, including in 
motoneurons and interneurons of differing sizes and locations across cervical, thoracic and 
lumbar regions. However, 3 immunofluorescence was especially high in medium and small 
spinal neurons, and especially high in γ-motoneurons, where 1 expression was low. Overall, 
this study illustrates that 3 sodium pumps, the subtype thought to be responsible for activity-
dependent pump currents, are widespread in the mouse spinal cord and found in a number of 
spinal neuron types that contribute to locomotion; the functional relevance of this remains to 
be explored.  Importantly, the frequency of locomotor bursts in vivo has been shown to fall 
within the 0.5-2Hz range in mice, which is ideally placed to be influenced by a dynamic usAHP 
(Meehan et al., 2012).   
There is a need to understand the role of sodium pumps in mammalian networks as their 
functional impairment has been linked to a range of disorders. There are currently three rare 
neurological disorders in humans known to be caused specifically by mutations in the ATP1A3 
gene encoding the 3 sodium pump protein. These including Alternating Hemiplegia of 
Childhood (AHC, (Heinzen et al., 2012)); Rapid-onset Dystonia Parkinsonism (RDP, (De 
Carvalho Aguiar et al., 2004)); and Cerebellar ataxia, Areflexia, Pes cavus, Optic atrophy and 
Sensorineural hearing loss (CAPOS) syndrome (Demos et al., 2014). Furthermore, 
dysfunction of the 3 sodium pump subtype is also known to contribute to Amyotrophic Lateral 
Sclerosis (Ellis et al., 2003; Ruegsegger et al., 2015); epilepsy (Krishnan et al., 2015) and 
bipolar disorder (Kirshenbaum et al., 2012a). Because of the importance of the 3 sodium 
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pump to a number of disorders of the nervous system, currently four mouse models have been 
created to study the in vivo effects of changes in 3 expression and/or activity (reviewed in 
(Holm & Lykke-hartmann, 2016)). For example, Myshkin (Mysk) mice carry an inactivating 
mutation (I810N) which reduces neuronal 3 sodium pump activity by about 40% in 
heterozygotes (Homozygote Myshkin mice die shortly after birth (Clapcote et al., 2009)). 
These mice show a number of symptoms related to manic bipolar episodes, epileptic seizures 
as well as dystonia symptoms similar to those observed in RDP (Clapcote et al., 2009; 
Kirshenbaum et al., 2012, 2012a, 2013). Importantly, Myshkin mice also show several motor 
deficits, with the most obvious being an increase in locomotor activity (hyperambulation), 
which is faster compared to wild type mice and involved longer distances travelled. They also 
show gait problems (an “…unsteady, tremorous gait, with occasional splaying of hindlimbs”: 
(Kirshenbaum et al., 2013)), and unusually short stride lengths with wide stride widths.  Indeed, 
the mutant mice with defective 3 sodium pumps in all four lines of mutants so far generated 
show severe motor deficits. Interestingly, they consistently show hyperactivity (Moseley et al., 
2007; DeAndrade et al., 2010; Kirshenbaum et al., 2011; Ikeda et al., 2013; Sugimoto et al., 
2014; Hunanyan et al., 2015). Given the role of the 3 sodium pump in spinal cord described 
in this thesis so far, as a mechanism of neuronal self-regulation that limits the speed and 
duration of locomotor bouts, it is highly likely that spinal sodium pumps contribute to the motor 
deficit observed in these 3 mutant mice. However, so far, no study has tested this hypothesis.   
Whilst few studies have explored the functional significance of the 3 sodium pump in mice, 
much more is known about the importance of sodium pump function in rat spinal cord. For 
example, around 50% of cultured rat spinal interneurons have been shown to display a spike-
dependent hyperpolarisation mediated by sodium pump activity (Darbon et al., 2002). 
Moreover, in a disinhibited rhythm generated by blocking fast inhibitory synaptic inputs 
(GABAA and glycine receptors), this dynamic hyperpolarisation was shown to become active 
in interneurons during the inter-burst interval, which suppressed spiking until the next rhythmic 
burst of activity. A number of other studies have also focused on blocking the pump during a 
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disinhibited bursting rhythm (Ballerini et al., 1997; Rozzo et al., 2002; Darbon et al., 2003). 
Complete blockade of the sodium pump disrupts disinhibited bursting in rat whole cord 
preparations, causing activity to become sporadic and cease altogether (Ballerini et al., 1997; 
Rozzo et al., 2002). However, if sodium pumps are kept blocked for long periods (>1 hour), a 
new, irregular rhythm involving longer and slower bursts emerges, which was termed 
“strophanthidin bursting” (Rozzo et al., 2002).  The role of the pump hyperpolarisation in spinal 
neurons has also been explored in the context of the interval relationship between bouts of 
evoked activity (Rozzo et al., 2002; Darbon et al., 2003). If the interval between evoked activity 
was decreased, this resulted in shorter bouts of evoked locomotor activity. Importantly, the 
authors demonstrate that this “fatigued” activity is not due to mechanisms of synaptic 
depression (depletion of transmitter or receptor desensitation), but is instead due to the activity 
being evoked with the period of a pump hyperpolarisation. It is not currently known whether 
the spinal interneurons described in these studies which displayed a pump hyperpolarisation 
express the 3 subtype or not. Moreover, these studies often used relatively high 
concentrations of ouabain (>10 µM), and therefore some of the effects may be related to 
effects on both the 1 and 3 subtypes.  
To the best of my knowledge, no previous study has explored the effects of sodium pump 
manipulation on locomotor-related activity in the mouse, which is the focus of this chapter.  
Here I show that sodium pump blockade increases the frequency of drug-induced locomotor 
activity in neonatal mice, whilst activating the sodium pump using monensin has the opposite 
effects. Interestingly, the effects of pump blockade using ouabain are dependent on the 
presence of dopamine, suggesting that dopamine may be modulating sodium pump activity to 
mediate its effects on the locomotor network. I also test the effects of removing extracellular 
potassium from the recording solution, in order to block the sodium pump by removing a key 
substrate for its activity. However, zero K+ solution produced complex and multi-phasic effects 
on the locomotor network, suggesting, not surprisingly, that there are effects beyond the 
blockade of the sodium pump. Using a more physiological method for evoking locomotor 
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activity, dorsal root stimulation, I show that blocking the sodium pump using ouabain increases 
the duration and frequency of sensory-evoked locomotor bouts, whilst monensin again has 
the opposite effects. The interval between these evoked locomotor episodes also influenced 
the properties of locomotor activity, with shorter inter-episode intervals resulting in a decrease 
in evoked episode duration and burst frequency. Finally, using whole-cell patch-clamp 
recordings, a spike-dependent sodium pump hyperpolarisation in motoneurons and 
interneurons is also identified, which is abolished in a dose-dependent manner by ouabain, 
blocked by TTX, and enhanced by dopamine. These results highlight the importance of the 
sodium pump both as a dynamic regulator of the mammalian locomotor CPG, and as an 
important spinal target for dopaminergic modulation.  
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Chapter 3 materials and methods  
Experimental animals 
All experimental procedures were conducted in accordance with the UK Animals (Scientific 
Procedures) Act 1986, approved by the Animal Welfare Ethics Committee (AWEC) of the 
University of St Andrews and conformed to UK Home Office regulations. Whole spinal cord 
preparations in which ventral root recordings were performed were obtained from post-natal 
day 1-4 C57BL/6 mice. Spinal cord slice preparations used for whole-cell patch-clamp 
recordings were obtained from post-natal day 2-15 C57BL/6 mice. Cre-Lox recombination was 
used to target Pitx2+ interneurons by crossing Pitx2::Cre mice (Liu et al., 2003) with 
homozygous ROSA-loxP-STOP-loxP-tdTomato fluorescent reporter animals (Madisen et al., 
2010). The Pitx2::Cre: ROSA-loxP-STOP-loxP-tdTomato animals exhibited fluorescence in 
Pitx2+ cells (Zagoraiou et al., 2009) which were targeted in a subset of single cell 
electrophysiology experiments.   
Spinal cords were isolated using techniques similar to those described in (Jiang et al., 1999). 
In summary, animals were killed via cervical dislocation, decapitated and eviscerated. Then, 
the spinal column, pelvic girdle and hindlimbs were transferred and pinned, ventral side up, to 
the bottom of a chamber containing aCSF (equilibrated with 95% oxygen, 5% carbon dioxide, 
~4 °C). Under a dissecting microscope, vertebral bodies from mid-cervical to upper sacral 
segments were carefully removed to reveal the spinal cord. Spinal cord tissue was then floated 
out of the spinal canal by snipping spinal roots on both sides, and removing further connective 
tissue. The dorsal and ventral roots were then trimmed on both sides. For ventral root 
recordings, the preparation was transferred to a recording chamber superfused with 
oxygenated aCSF (flow rate 8-12 ml/min). The spinal cord was then pinned onto Sylgard resin 
inside this chamber with the ventral side up, ready for electrophysiological recordings.  
For single cell recordings, P2-P15 mouse spinal cords were isolated as above using dissecting 
aCSF (equilibrated with 95% oxygen, 5% carbon dioxide, ~4 °C). Spinal cord slices (300 µm 
thickness) from lumbar segments were obtained using a vibratome (VT1200, Leica, Wetzlar, 
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Germany) and transferred to recovery aCSF, which was kept at ~34oC and continuously 
bubbled with 95% oxygen, 5% carbon dioxide for at least 1h. Slices were then transferred to 
a beaker containing aCSF (equilibrated with 95% oxygen, 5% carbon dioxide, RT).  
Pharmacological agents and solutions 
All drugs were supplied by Sigma-Aldrich (Poole, UK), dissolved in H20 and stored in aliquots 
at -20 °C before use. The artifical cerebrospinal fluid (aCSF) used for dissections contained 
(in mM): 127 NaCl, 3 KCl, 1.25 NaH2PO4, 1 MgCl2, 2 CaCl, 26 NaHCO3, 10 glucose. For 
zero K+ solution experiments 3mM KCl was replaced by 3mM NaCl. The dissecting aCSF (in 
mM): 25 NaCl, 188 sucrose, 1.9 KCl, 1.2 NaH2PO4, 10 MgSO4, 1 CaCl, 26 NaHCO3, 25 
glucose and 1.5 kynurenic acid. The recovery aCSF contained (in mM): 119 NaCl, 1.9 KCl, 
1.2 NaH2PO4, 10 MgSO4, 1 CaCl, 26 NaHCO3, 20 glucose and 1.5 kynurenic acid. Intracellular 
solution used for single-cell recordings contained (in mM): 140 KMeSO4, 10 NaCl, 1 CaCl, 10 
HEPES, 1 EGTA, 3 Mg-ATP and 0.4 GTP-Na2.  
Electrophysiological recordings 
Ventral root experiments 
For experiments in which locomotor-related activity was induced pharmacologically, glass 
suction electrodes were attached to the first or second lumbar ventral roots (L1, L2) on both 
the left and right side of isolated spinal cords to record left-right alternating, flexor-related 
activity. In the majority of experiments, a third electrode was also attached to the fifth lumbar 
ventral root (L5) to record extensor-related activity (Figure 1Ai). N-methyl-D-aspartic acid 
(NMDA; 5 µM), 5-hydroxytryptamine (5-HT; 10 µM) and dopamine (DA; 50 µM) were added 
to the aCSF in order to induce rhythmic bursts of locomotor-related ventral root activity that 
alternated between the left and right sides of the spinal cord and between ipsilateral flexor 
(L1/2) and extensor (L5) related ventral roots. For a subset of experiments, only NMDA and 5-
HT were used to induce locomotor-related activity, with dopamine omitted. Consistent with 
previous studies (e.g. (Foster et al., 2014; Sharples et al., 2015)), the frequency of bursting 
was faster and the rhythm less stable in the absence of dopamine. Drugs used to manipulate 
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Na+ pump activity were applied once the observed amplitude, frequency and duration of 
rhythmic bursting had stabilised (usually after ~1 hour). For dorsal root stimulation 
experiments, glass suction electrodes were attached to the first or second lumbar ventral roots 
(L1, L2) on both the left and right side of isolated spinal cords, while a stimulating electrode 
was attached to the third, fourth or fifth lumbar dorsal root (L3,L4 or L5) on either the left or right 
side. A series of 40 current pulses (4 Hz) was delivered to the caudal stimulating electrode 
every 2 minutes, using a Master-8 pulse generator and iso-flex pulse stimulator (Master-8, 
AMPI, Jerusalem, Israel), in order to evoke episodes of locomotor-like activity (as in (Whelan 
et al., 2000)). The amplitude of the pulses was set to 50-100 µA. In an initial set of experiments, 
dopamine (50 µM) was found to stabilise sensory-evoked motor output and therefore was 
added to the aCSF for the remaining dorsal root stimulation experiments. For both drug- and 
sensory-induced activity, signals were amplified and filtered (30–3,000 Hz; Qjin Design, ON, 
Canada) and then acquired at a sampling frequency of 6 kHz using a Digidata 1440A A/D 
board and AxoScope software (Molecular Devices, Sunnyvale, CA, USA). Simultaneous 
online rectification and integration was performed on each raw ventral root signal during the 
recording.  
Patch-clamp experiments 
Spinal cord slices were immersed in a recording chamber with aCSF continuously re-perfused 
(50mL) at a constant rate (1 mL per second). Whole-cell patch-clamp recordings were 
performed from ventral horn interneurons and motoneurons using glass microelectrodes (2.5-
5MΩ) filled with intracellular solution. Signals were amplified and filtered (4-kHz low-pass 
Bessel filter) with a MultiClamp 700B amplifier (Molecular Devices, Sunnyvale, CA, USA) and 
acquired at ≥10 kHz using a Digidata 1440A A/D board and pClamp software (Molecular 
Devices, Sunnyvale, CA, USA). Gigaseals (>2GΩ) were obtained prior to the establishment 
of whole-cell mode and neurons with RMP between -40 mV and -80 mV were used for 
experiments. All recordings were performed in current-clamp mode. The dynamic, activity-
dependent pump potential was elicited by either applying a 10 second supramaximal 
continuous depolarizing pulse, or if the neuron exhibited single spike or adaptive spiking 
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behavior, high-frequency stimulation (100Hz) was utilized. A hyperpolarizing, bias current (≤ -
50pA) was sometimes injected into the neuron if it depolarized following drug perfusion. This 
prevented any significant differences in firing frequency during stimulation, allowing us to fairly 
compare pump potentials between control and drug conditions. To evaluate input resistance 
pre- and post-stimulation, 20pA hyperpolarizing pulses were injected (see results section). All 
experiments were conducted at room temperature (approximately 20 °C).     
Data analysis  
Extracellular electrophysiological data were first analysed using Dataview software (v 10.3.0, 
courtesy of Dr. W. J. Heitler) and all raw data were imported into Excel spread sheets and 
analysed. Statistical analyses were conducted using PASW statistics 21 or Excel. The means 
of each condition were compared using paired student’s t-tests or repeated-measures 
ANOVAs followed by bonferonni-corrected t-tests, unless otherwise stated. Results are 
reported as mean ± SEM. For determination of left-right phase values, 50 bursts recorded 
from the left and right second lumbar root (L2) were analysed, and circular statistics were 
applied. Phase values were calculated by dividing the latency between a consecutive left and 
right burst by the cycle period on the side of the leading burst (see (Kjaerulff & Kiehn, 1996) 
for details). Phase values for flexor-extensor alternation were calculated using the same 
method as above but using bursts from the second lumbar root (L2) and fifth lumbar root (L5) 
on the same side. Where relevant, the phase values from a sample individual experiment are 
plotted on a circular plot for each condition, with the mean phase indicated by an arrow and 
the length of the arrow indicating the strength of coupling. Mean phase values for the full set 
of experiments are also shown on a circular plot, with crosses indicating mean phase values 
and the colour indicating the condition. Rayleigh’s test for uniformity was used to statistically 
assess whether any of the drug conditions affected left-right or flexor-extensor coupling. 
For patch-clamp experiments data were analysed using ClampFit software (Molecular 
Devices, Sunnyvale, CA, USA) then exported to Excel spreadsheets for statistical analysis. 
Pre-stimulation resting voltage was compared with immediate post-stimulation voltage to 
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address the pump potential amplitude. The time between the end of the stimulation and the 
end of the hyperpolarizing phase was used to calculate the duration of the pump potential. 
Due to its slow kinetics (e.g. (Zhang & Sillar, 2012)), the pump potential was defined as a slow 
hyperpolarization lasting 20 seconds or more. Paired student’s t-tests were used to determine 
statistically significant changes between control and drug conditions. 
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Chapter 3 results  
Sodium pump inhibition increases locomotor frequency  
The role of the sodium pump within mouse spinal motor networks was first investigated by 
applying the cardiac glycoside inhibitor of the pump, ouabain, to isolated spinal cord 
preparations while recording locomotor-related activity from the ventral roots (Figure 1A,B). 
Stable locomotor activity was induced by the bath application of NMDA (5µM), 5-HT (10µM) 
and DA (50µM) (Figure 1Aii). Since different subtypes of the sodium pump are differentially 
sensitive to ouabain (Lichtstein & Rosen, 2001), a range of concentrations of ouabain was 
used, from 300 nM to 30 µM (Figure 1C,D). Ouabain concentrations below 30 µM would be 
expected to exclusively block the 3 subtype, as the ouabain inhibition constant (Ki) for 1 is 
around 40 - 140M (Blanco & Mercer, 1998; Hamada et al., 2003; Dobretsov & Stimers, 2005; 
Kim et al., 2007). No significant effects were found for 300 nM ouabain (p>0.05, n=7). 
However, bath application of 1 µM ouabain caused a rapid, clear and significant increase in 
the frequency of locomotor bursts of around 15% (15.8% ± 4.1%, p<0.05, n=7) with no 
significant change in burst amplitude. A higher concentration of ouabain (3µM; Figure 1B,C) 
elicited a similar, but more pronounced increase in locomotor burst frequency of around 40% 
(39.5% ± 5.2%, p<0.01, n=7), but also significantly reduced the amplitude of bursts by around 
20% (22.6% ± 4.3%, p<0.05, n=7). Finally, I bath-applied a high dose of ouabain (30µM), 
which rapidly increased the frequency (reaching a peak of around a 200% increase) but then 
quickly abolished activity altogether (data not shown, n=2). At all concentrations tested, 
ouabain had no effect on the left-right alternating pattern of locomotor bursting, which was 
found to be significantly clustered around a mean phase value of approximately 0.5 in both 
control (p<0.01), and drug (p<0.01), conditions (Figure 1B, Ei,ii). Flexor and extensor 
alternation was similarly unaffected (Figure 1B). These results demonstrate that decreasing 
the activity of the sodium pump in the spinal cord accelerates the frequency of drug-induced 
locomotor bursting.   
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Figure 1. Ouabain increases the frequency and reduces the amplitude of drug-induced 
locomotor activity in a dose-dependent manner. Ai. Schematic illustrating glass suction 
electrodes on first or second lumbar ventral roots (L1, L2) on left and right sides of an isolated 
spinal cord to record flexor-related activity, and third electrode on the fifth ventral root (L5) to 
record extensor-related activity. Aii. Raw and rectified/integrated traces showing drug-induced 
activity on the left and right L2 root and the right L5 root. B. Equivalent traces showing activity 
on the left and right L2 root and the right L5 root, illustrating the effects of 3 µM ouabain. Ci. 
Time course plot showing normalised frequency values averaged into 30 s bins. Ouabain 
causes a concentration-dependent increase in locomotor frequency. Cii. Time course plot 
showing normalised amplitude values. Ouabain causes a concentration-dependent decrease 
in the amplitude of locomotor activity. Di. Mean change in locomotor burst frequency at three 
different concentrations of ouabain (300 nM, n=7; 1 µM, n=7; 3 µM, n=7). *p<0.05, **p<0.01. 
Dii. Mean change in locomotor burst amplitude at the same concentrations described above. 
*p<0.05. Ei. Circular plots illustrating the relative phase of bursts recorded from the left L2 
ventral root relative to the right L2 ventral root. The plots depict 50 bursts recorded in control 
and 50 bursts recorded in the presence of 3 µM ouabain (taken from the same experiment 
shown in parts A and B). Data points are clustered around 0.5 in both conditions, illustrating 
left-right alternation in both conditions (p<0.05). Eii. Circular plot depicting mean left-right 
values in control (black crosses) and 3 µM ouabain (red crosses) across several experiments 
(n=5, p<0.05).  
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In addition to ouabain, another effective way to block the sodium pump is to remove K+ ions 
from the extracellular solution, thereby removing the driving force for the pump. This has been 
shown to be effective in blocking sodium pump activity and removing a pump-mediated usAHP 
in a range of neuron types including Xenopus spinal neurons (Zhang & Sillar, 2012); lizard 
motoneurons (Morita et al., 1993); SCN neurons (Wang & Huang, 2006; Wang et al., 2012); 
crayfish stretch receptor neurons (Sokolove & Cooke, 1971); and leech tactile sensory 
neurons (Catarsi et al., 1993). However, in this preparation, I found that switching from normal 
aCSF to zero K+ had complex effects on the drug-induced locomotor rhythm (Figure 2). 
Initially, the locomotor burst frequency rapidly, and significantly, dropped to around 20% of 
control after around 5 minutes (Figure 2A,B,C, n=6, p<0.05). After 5 minutes, but while still in 
zero K+ solution, this effect then reversed and the burst frequency significantly increased, more 
similar to the effects of ouabain (n=6, p<0.05). Upon washout, the effects then occurred in 
reverse; there was an initial drop in frequency (n=6, p<0.05), followed by a final increase late 
in the wash. However, this final increase in burst frequency was not significant (p>0.05), which 
is likely because the locomotor pattern was severely disrupted during the late wash phase. 
Instead of continuous, stable bursting, the activity occurred in several, high frequency 
locomotor bursts interspersed with delays (Figure 2B). Overall, this complex effect on 
locomotor frequency suggests that there are multiple mechanisms at play in response to the 
removal of K+ ions (see discussion). The effects on burst amplitude were more straightforward. 
There was a clear and significant decrease in burst amplitude, which appeared similar to the 
effects of 3 µM ouabain (Figure 2A, D, p<0.05).  
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Figure 2. The effects of K+-free aCSF on the locomotor network. A. Raw (top) and 
rectified/integrated (bottom) recordings from the left L2 root, showing an entire experiment to 
illustrate the effects of zero K+ extracellular solution. B. Enlarged panels from A showing the 
raw (top) and rectified/integrated (bottom) traces for both the left and right L2 root, illustrating 
the effect of zero K+ solution at different timepoints. Ci. Timecourse plot showing normalised 
frequency values averaged into 30s bins. Switching to zero K+ solution had a biphasic effect 
on locomotor frequency, with an initial decrease followed by an increase.  Cii. Mean locomotor 
burst frequency during control, around 5 mins after swapping to zero K+ solution, around 10 
minutes after the washout, and around 40 mins after the washout (n=6). *p<0.05, ***p<0.001. 
Di. Timecourse plot showing normalised amplitude values. Switching to zero K+ solution 
caused a reduction in locomotor burst amplitude (n=6). Dii. Mean locomotor burst amplitude 
during control, 25 mins after switching to zero K+ solution, and 45 mins after washing normal 
solution back (n=6). *p<0.05. 
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Sodium pump activation decreases locomotor frequency 
Next, I wanted to explore the effects of increasing the activity of the sodium pump on drug-
induced locomotor activity. There are no known direct pharmacological activators of the 
sodium pump, but as described in the previous chapter, the sodium ionophore monensin is 
often used to increase intracellular Na+ concentration, which has been shown to trigger an 
increase in sodium pump activation (e.g. (Wang et al., 2012; Zhang et al., 2015; Kueh et al., 
2016)). Bath application of 10 µM monensin to isolated spinal cord preparations led to a 
significant decrease in locomotor frequency of around 70%, the opposite effect to ouabain (-
70.6% ± 4.3%, Figure 3A,B,C; p<0.001, n=7). There was no significant effect of monensin on 
burst amplitudes (Figure 2D, p>0.05, n=7). However, monensin disrupted left-right and flexor-
extensor coupling (Figure 3B,E,F). I observed normal left-right alternation in control conditions, 
with a mean phase value significantly clustered around a value of 0.5 (p<0.001, n=6). In 
monensin, phase values became uniformly distributed (p=0.2, n=6), indicating a loss of this 
left-right coupling. I also observed normal flexor-extensor alternation in control (Figure 3B,F, 
p<0.05, n=4). However, in monensin, although significant coupling remained (p<0.01, n=4), 
the mean values were clustered around a value of 1, indicating flexor-extensor synchrony. 
These results suggest that activation of the sodium pump in the spinal cord, by raising 
intracellular sodium, decelerates the frequency of a drug-induced locomotor bursting rhythm, 
causes a decoupling of the left and right sides of the spinal cord, and switches the normally 
alternating flexor-extensor relationship into synchronous bursting activity. 
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Figure 3. Activation of the sodium pump using the sodium ionophore monensin slows 
the frequency of drug-induced locomotion and disrupts left-right and flexor-extensor 
coupling. A. Raw (top) and rectified/integrated (bottom) recordings from the left L2 root, 
showing an entire experiment to illustrate the effects of 10 µM monensin. B. Raw (top) and 
rectified/integrated (bottom) traces showing activity on the left and right L2 root and the right 
L5 root, illustrating the effect of the sodium ionophore monensin (10 µM) Ci. Timecourse plot 
showing normalised frequency values averaged into 30s bins. Monensin (10 µM) causes a 
decrease in locomotor frequency. Cii. Mean locomotor burst frequency during control, 25 mins 
after the addition of 10 µM monensin, and 45 mins after drug washout (n=7). ***p<0.001. Di. 
Timecourse plot showing normalised amplitude values. Monensin (10 µM) had no significant 
effect on locomotor burst amplitude (n=7). Dii. Mean locomotor burst amplitude during control, 
25 mins after the addition of 10 µM monensin, and 45 mins after drug washout (n=7). Ei. 
Circular plots for the experiment shown in A depicting left-right phase values. Monensin 
caused a loss of left-right alternation. Eii. Left-right phase values for individual experiments in 
control (black crosses), monensin (red crosses) and wash (blue crosses) (n=6; 50 bursts for 
each L2 root). Fi. Circular plots for the experiment shown in A depicting flexor-extensor 
relationship. Monensin caused flexor and extensor activity to become synchronous. Fii. 
Flexor-extensor phase values for individual experiments in control (black crosses), monensin 
(red crosses) and wash (blue crosses) across experiments (n=4).   
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Dopamine-mediated modulation of locomotor activity involves effects on the 
sodium pump 
Dopamine lowers the frequency and increases the amplitude of locomotor bursting induced 
by NMDA and 5-HT (Sharples et al., 2015), but the mechanisms through which dopamine acts 
remain largely unknown. One possibility is that dopamine modulation could include the 
activation of the sodium pump, for which precedents exist ((Therien & Blostein, 2000), also 
see chapter 2 in Xenopus tadpoles). To test this possibility, I conducted a series of 
experiments in which ouabain (3 µM) was bath-applied to preparations and in which dopamine 
had been excluded from the combination of drugs used to induce locomotor-related activity. 
Consistent with previous findings, the locomotor pattern in the absence of dopamine displayed 
a higher frequency of bursting, with reduced amplitude (Figure 4Ai), reminiscent of activity in 
the presence of a sodium pump blocker. Importantly, in the absence of dopamine, bath-applied 
ouabain no longer had a significant effect on burst frequency (p>0.05, n=7, Figure 4A,B). 
Without dopamine present, ouabain still significantly decreased burst amplitude (p<0.05, n=7, 
Figure 4A,C), however there was a clear and significant difference between the magnitude of 
the amplitude effect when compared with experiments in the presence of dopamine (22.6 ± 
11.4% (dopamine) vs. 8.6% ± 7.7% (without dopamine), p<0.001). These results demonstrate 
that the effects of ouabain are substantially dependent on the presence of dopamine, 
suggesting that dopamine’s actions as a neuromodulator in the spinal cord may include 
activation of the sodium pump.  
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Figure 4. The effects of ouabain on locomotor output are dependent on the presence of 
dopamine. Ai. Raw (top) and rectified/integrated (bottom) traces showing locomotor-like 
activity in the absence of dopamine in control and in the presence of 3 µM ouabain.  Aii. Raw 
(top) and rectified/integrated (bottom) traces showing locomotor activity recorded in the 
presence of 50 µM dopamine in control and in the presence of 3 µM ouabain. B. Pooled 
locomotor burst frequency data. In the absence of dopamine, 3 µM ouabain no significant 
effect on the locomotor burst frequency. However, in the presence of 50 µM dopamine, 3 µM 
ouabain caused a clear and significant increase in the frequency of locomotor bursts. C. 
Pooled locomotor burst amplitude data. 3 µM ouabain had a larger effect on burst amplitude 
when applied in the presence of dopamine, however the change was significant both with and 
without dopamine. Overall, these data suggest that the effects of sodium pump blockade are 
dependent on the presence of dopamine. *p<0.05. **p<0.01. ***p<0.001. 
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Sodium pump activity modulates sensory-induced locomotor bouts  
Next, I wanted to explore whether the effects of sodium pump manipulation also occur using 
an alternative, and potentially more physiological method for generating motor output. 
Therefore, in the absence of the normal locomotor cocktail, I used dorsal root stimulation to 
induce brief episodes (~20s long) of locomotor-like activity (see methods section for details). 
Given that sodium pumps have a greater influence on locomotor network activity when 
dopamine is present, the following dorsal root stimulation experiments were all performed with 
50 µM dopamine included in the aCSF. Ouabain (3 µM) significantly extended the duration of 
sensory-evoked locomotor episodes by approximately 70% (66.7% ± 15.8% Figure 5C,E; 
p<0.01, n=7), and also led to a small but significant increase in the frequency of locomotor 
activity of around 6% (5.9% ± 1.7%, Figure 5C,D,F; p<0.05, n=7). These data suggest that the 
duration and frequency of sensory-evoked locomotor episodes is somehow restricted by a 
pump-dependent mechanism. If so, then increased pump activity would be expected to 
decrease episode durations and slow the frequency. To test this hypothesis, we next used the 
sodium ionophore to increase intracellular sodium and activate the sodium pump.  
As predicted, monensin (10 µM) reduced the duration of sensory-evoked locomotor episodes 
by approximately 24% (23.7% ± 4.5%, Figure 6A, C; p<0.05, n=7), before eventually 
abolishing activity altogether. In addition, the frequency of locomotor bursts within the 
shortened episodes of activity was significantly slowed by around 20% (18.8% ± 5.2%, Figure 
6B,D; p<0.05, n=7); opposite to the effects of ouabain. Collectively, these results illustrate that 
changes in sodium pump activity in the spinal cord modulate the duration and frequency of 
sensory-induced bouts of locomotor activity.   
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Figure 5. The sodium pump blocker ouabain increases the duration and frequency of 
sensory-evoked locomotor activity. Ai. Schematic illustrating the experimental setup. Glass 
suction electrodes were attached to the first or second lumbar ventral roots (L1, L2) on the left 
and right side of an isolated spinal cord to record flexor-related activity. A third electrode was 
also attached to the fifth dorsal  root (L5) on either the left or right side and used to deliver a 
series of current pulses to initiate locomotion (see methods).  Aii. An example of the locomotor 
output recorded in response to the stimulus delivered to the dorsal root. Inset shows left-right 
alternation. B. Raw (top) and rectified/integrated (bottom) traces showing 3 consecutive 
stimulus-evoked episodes of locomotor activity in control; in the presence of 3 µM ouabain; 
and following washout of the drug. C. Expanded raw traces showing several locomotor bursts 
in each condition to illustrate the effect of ouabain on locomotor burst frequency. D. Pooled 
data showing the effects of ouabain on sensory-evoked episode duration (n=7). E. Pooled 
data showing the effect of ouabain on locomotor burst frequency (n=7). *p<0.05. **p<0.01.  
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Figure 6. Activation of the sodium pump using the sodium ionophore monensin 
decreases both the duration and frequency of evoked locomotor activity. A.  Raw (top) 
and rectified/integrated (bottom) traces showing three sensory-evoked episodes of locomotor 
activity in control and in the presence of 10 µM monensin. B. Expanded raw traces showing 
several locomotor bursts in each condition to illustrate the effect of monensin on locomotor 
burst frequency. C. Pooled data showing the effects of monensin on sensory-evoked episode 
duration (n=7). D. Pooled data showing the effect of monensin on locomotor burst frequency 
(n=7). *p<0.05.  
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Effects of inter-episode interval on sensory-evoked locomotor activity 
In other preparations, including Xenopus tadpoles and Drosophila larvae, the amplitude and 
duration of a pump hyperpolarisation generated by CPG neurons during locomotion encodes 
information about locomotor network output in an activity-dependent manner. This allows the 
network to retain a short-term memory of recent activity, enabling future network output to be 
influenced in an interval-dependent fashion. In Xenopus tadpoles, this “motor memory” can 
last up to 1 minute; if swimming is evoked within this minute, the unrecovered pump 
hyperpolarisation inhibits spinal neurons, causing the second episode to be slower, weaker 
and shorter in duration (Zhang & Sillar, 2012; Zhang et al., 2015). 
To test whether an activity-dependent pump potential may play a similar role in mice, I 
manipulated the interval between sensory-evoked episodes of locomotor-like activity using a 
protocol in which locomotor episodes were evoked with a two minute separation. After at least 
three consistently similar control episodes, the interval was reduced to either 30 or 15 
seconds. Compared with episodes evoked with a two minute interval, episodes were 
significantly shorter in duration for both the 30 s interval (-31.4% ± 5.1%, Figure 7A, Bi; 
p<0.001, n=7) and the 15 s interval (-36.2% ± 4.9, Figure 7C, Di; p<0.05, n=7). Moreover, the 
locomotor bursts were significantly slower for both the 30 s (-16.1% ± 3.9, Figure 7A, Bii, 
p<0.05; n=7) and 15 s interval (-16.4% ± 4.5%, Figure 7C, Dii, p<0.05; n=7). These results 
suggest that the locomotor network encodes information about its own previous output and 
that this information is retained for at least 30 seconds. Locomotor activity evoked within this 
period is inhibited in a manner reminiscent of, and consistent with, increased sodium pump 
activity.   
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Figure 7. The interval between evoked episodes of fictive locomotor activity affects 
both the duration and frequency of locomotor output. A. Raw (top) and rectified/integrated 
(bottom) traces showing a series of sensory-evoked episodes, with expanded traces below. 
The first three episodes are separated by a two minute stimulation interval. Between the third 
and fourth episodes shown the interval is set to 30 seconds, before returning to a 2 minute 
stimulation interval. Bi. Episodes evoked after a 30 s interval were significantly shorter in 
duration compared with episodes evoked after a 2 minute interval. Bii. Episodes evoked after 
a 30 s interval had significantly slower frequency compared with episodes evoked after a 2 
minute interval. C. Raw (top) and rectified/integrated (bottom) traces showing a series of 
sensory-evoked episodes, with inset showing expanded traces. The first three episodes are 
separated by a 2 minute stimulation interval. Between the third and fourth episode shown the 
interval is set to 15 seconds. Di. Episodes evoked after a 15 s interval were significantly shorter 
in duration compared with episodes evoked after a 2 minute interval. Dii. Episodes evoked 
after a 15 s interval had significantly slower frequency compared with episodes evoked after 
a 2 minute interval. Ei. An example of two evoked episodes of locomotor episodes separated 
by a 15 s interval, prior to the application of ouabain. Similar to the results shown in D, both 
episode duration (Eii, p<0.01, n=5) and burst frequency (Eiii, p<0.05, n=5) were significantly 
reduced in episode 2 (EP2) compared to episode 1 (EP1). Fi. An example of two evoked 
episodes from the same experiment as Ei in the presence of 3 µM ouabain but still separated 
by a 15s interval, In the presence of ouabain, there was no significant difference in episode 
duration (Fii, p>0.05, n=5) or burst frequency (Fiii, p>0.05, n=5) between EP1 and EP2. 
*p<0.05, **p>0.01, ***p<0.001. 
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To more specifically test whether the sodium pump contributes to this interval effect, I tested 
the effects of ouabain (3 µM) on the relationship between evoked episodes separated by an 
interval of 15 seconds. Under control conditions, I replicated the effects described earlier, 
whereby the second episode (EP2) of a pair of evoked episodes, separated by a 15 s interval, 
is significantly shorter (Figure 6Ei, Eii, p<0.01, n=5) and slower (Figure 6Ei, Eiii, p<0.05, n=5) 
when compared to the first episode (EP1). However, the application of ouabain disrupted the 
relationship between interval and episode duration as well as between interval and locomotor 
burst frequency. Following the application of ouabain, episodes were not only longer, and 
higher in frequency compared to control (Figure 6Fi, same as Figure 4), but the second 
episode of a pair was no longer significantly shorter (Figure 6Fi, Fii, p>0.05, n=5) or slower 
(Figure 6Fi, Fiii, p>0.05, n=5) compared to the first episode. In other words, blockade of the 
sodium pump disrupted the interval relationship between locomotor activity, suggesting that 
the main mechanism responsible for this feedforward control of activity involves the activity-
dependent enhancement of sodium pump activity.  
A sodium pump-mediated afterhyperpolarisation in spinal neurons  
The preceding ventral root recordings suggest that sodium pumps play an important role in 
shaping locomotor output, but what are the effects, if any, at the cellular level? To address this 
question, whole-cell patch-clamp recordings were made from spinal cord slices. Sodium pump 
activity can modify neuronal firing via a tonic contribution to the RMP and/or via a dynamic, 
transient, activity-dependent afterhyperpolarisation (AHP). The presence of a dynamic sodium 
pump potential was tested by inducing repetitive spiking in neurons in one of two ways: either 
by applying a large, continuous depolarising current pulse (10s duration); or, if a cell showed 
pronounced spike adaptation, using a 10s train of short duration (10ms) depolarising current 
pulses. A range of different post-stimulation responses were observed. In some cells, there 
was no post-tetanic change in membrane potential. In some motoneurons (62/126 cells), and 
interneurons (25/43 cells), there was a short duration afterhyperpolarisation, with the 
membrane potential returning to baseline after around 5-10 seconds (Figure 8Ai). However, 
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in a large proportion of motoneurons (>40%; 52/126 cells), and a smaller proportion of 
unidentified ventral horn interneurons (~24%; 5/21 cells), there was a prominent, long duration 
AHP, approximately 5 mV in amplitude (4.80±0.3mV for motoneurons, n=52; 5.9±0.6mV for 
interneurons, n=5; Figure 8Aii), where the membrane potential gradually returned to baseline 
over a period of around 1 minute (76.8s ± 3.2s for motoneurons, n=52; 57.4±5.2s for 
interneurons, n=5). The amplitude and duration of this long, post-activity AHP is reminiscent 
of the minute-long usAHP generated by sodium pump activity in Xenopus spinal neurons (see 
Chapter 2 and (Zhang & Sillar, 2012)), so this terminology is adopted here. Whilst a large 
proportion of motoneurons (~40%) displayed a usAHP, it was found in only around 25% of 
unidentified ventral horn interneurons, suggesting more restricted expression of the usAHP in 
specific interneuron subtypes. One interneuron subtype known to contribute to spinal 
locomotor control and which exhibits activity phase locked to motoneuron output are Pitx2-
positive interneurons (Zagoraiou et al., 2009). It is therefore hypothesised that a higher 
proportion of this cell type might display a usAHP. Using spinal cord slices from Pitx2::Cre: 
ROSA-loxP-STOP-loxP-tdTomato mice, over half of PitX2-positive interneurons (13/22 cells) 
displayed a usAHP.  
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Figure 8. A spike-dependent, pump-mediated usAHP in motoneurons and interneurons 
Ai. An example of a motoneuron displaying a short duration AHP that lasts only around 5s.  
Aii. An example of an ultra-slow afterhyperpolarisation (usAHP) in a motoneuron in response 
to a high frequency train of action potentials, which lasts around 60s. Aiii: Summary of the 
proportion of motoneurons and interneurons displaying a usAHP. Aiv. Summary of the 
amplitude of the usAHP in motoneurons and interneurons. B. Responses to short duration 
current pulses in a motoneuron before and after the induction of a usAHP. Inset shows 
measurements of conductances before and after stimulation (stim.). C. The sodium channel 
blocker tetrodotoxin (TTX, 0.5 µM) reduces both the amplitude (Aii) and duration (Aiii) of the 
usAHP (n=4). D. The sodium pump blocker ouabain reduced the usAHP amplitude (Bii) and 
duration (Biii) in a dose-dependent manner (1 µM: n=3, 3 µM: n=6). E. Bath application of 50 
µM dopamine increased the duration (Ciii) but not the amplitude (Cii) of the usAHP (n=9). 
*p<0.05. **p<0.01. 
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Sodium pump AHPs produce no measurable change in membrane conductance (Pulver & 
Griffith, 2010; Zhang & Sillar, 2012); therefore hyperpolarising current pulses were injected 
into the cell to measure the input resistance of the cell before, during and after the usAHP. No 
significant change in input resistance was found (Figure 8B). Moreover, the application of 0.5 
µM TTX irreversibly blocked sodium spikes and abolished the usAHP (p<0.05, n=4, Figure 
8C). The short duration hyperpolarisation was resistant to both TTX and ouabain and therefore 
is likely to be a Ca2+-dependent K+ current (KCa, SK), which is known to be expressed in 
mammalian motoneurons (Miles et al., 2005). Finally, to more directly confirm that the usAHP 
is produced by sodium pump activity ouabain (1-3 µM) was applied, which decreased both the 
usAHP amplitude (1µM: -7.85% ± 17.60%, n=3, p>0.05; 3µM: -37.06% ± 9.76%, n=6, p<0.05) 
and duration (1µM: -39.92% ± 7.44%, n=3; 3µM: -72.89% ± 6.67%, n=6, p<0.05) in a dose-
dependent manner (Figure 8D). Overall, these data demonstrate that a significant proportion 
of both motoneurons and ventral horn interneurons, including Pitx2-positive interneurons, 
exhibit a spike-dependent, minute-long usAHP. Given that this usAHP is sensitive to both 
ouabain and TTX, and occurs without changes in membrane conductance, it is most likely 
mediated by an activity-dependent sodium pump potential.  
The facilitatory effects of 3 µM ouabain on locomotor burst frequency were dependent on the 
presence of 50 µM dopamine (Figure 3), suggesting that dopamine may modulate sodium 
pumps in mouse spinal neurons. The effects of 50 µM dopamine on the usAHP were therefore 
tested. Dopamine initially depolarised cells and increased spiking (not shown), so a direct 
holding current was applied to return the RMP back to control levels. After repeating the 
protocol to induce repetitive spiking in the presence of dopamine, the duration of the usAHP 
was significantly increased by around 60% (59.91% ± 13.96%, n=9, p<0.05; Figure 8E). 
Dopamine had no significant effect on the peak amplitude of the usAHP immediately after 
cessation of spiking (n=9, p>0.05); however, such measurements were likely complicated by 
the presence in some cells of short duration, non-pump related AHPs (Figure 8Ai).  These 
data demonstrate that in motoneurons which express a pump-mediated outward, 
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hyperpolarising potential, dopamine modulates the sodium pump to increase the duration of 
this usAHP. 
Monensin converts a dynamic usAHP into a tonic hyperpolarisation 
To test whether the usAHP could be enhanced by increasing intracellular sodium, monensin 
was used as a proxy for intense network activity. For motoneurons which displayed a large 
usAHP in control conditions (e.g. Figure 9Ai), the first and most obvious effect of monensin 
(10 µM) was a membrane hyperpolarisation (Figure 9A,C, n=5, p<0.01), which was concurrent 
with a loss of the dynamic usAHP in response to high frequency spiking (Figure 9Aii,iii; n=5, 
p<0.05). Similar to the situation in Xenopus tadpoles, the amplitude of the hyperpolarisation 
was proportional to the usAHP amplitude observed during control conditions (Figure 9D), 
strongly suggesting that increased pump activity is mediating the change in membrane 
potential. Indeed, for neurons which showed no usAHP (e.g. Figure 9Bi), there was no effect 
of monensin on membrane potential (n=4, Figure 9B,C, p>0.05). These data suggest that 
monensin mimics high activity by increasing intracellular sodium, which in turn activates the 
sodium pump and generates a hyperpolarisation. Unlike sodium influx induced by 
discontinuous intense spiking, the pumps are presumably unable to fully counteract the 
continuous monensin-induced sodium influx and so pump activity remains high; hence further 
sodium influx driven by spiking no longer generates a usAHP. Overall, monensin appears to 
convert a dynamic pump potential into a tonic hyperpolarisation by maximising pump activity.  
  
217 
 
Figure 9. Increasing intracellular sodium using monensin converts a dynamic usAHP 
into a tonic hyperpolarisation. A. The effect of monensin (10 µM) on a motoneuron 
displaying a usAHP. Ai: Motoneuron displaying a usAHP. Aii: The same cell in the presence 
of monensin, which caused the membrane potential to hyperpolarise and the usAHP to be 
abolished. Aiii: Monensin significantly reduced the amplitude of the usAHP (n=5). B. Monensin 
has no effect on the membrane potential of neurons which lack the usAHP. Bi: Motoneuron 
exhibiting no usAHP. Bii: The same cell in the presence of monensin, which did not cause a 
hyperpolarisation. C. In motoneurons displaying a usAHP, monensin caused a significant 
hyperpolarisation of the resting membrane potential (n=5), whereas there was no significant 
change in cells lacking a usAHP (n=4). D. For neurons which did express a usAHP, the size 
of the hyperpolarisation induced by monensin was proportional to the size of the usAHP 
displayed in control. *p<0.05.  
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Chapter 3 discussion  
In this chapter I show that manipulating the sodium pump using ouabain (to block the pump), 
and monensin (to activate the pump) regulates locomotor activity generated by the mouse 
spinal cord. Using two different methods to evoke locomotor-like activity (pharmacological and 
sensory stimulation), blockade of the sodium pump increased the frequency of rhythmic 
output, whilst activating the pump had the opposite effect. Similar accelerations in rhythm 
frequency with ouabain have been reported in the leech heartbeat CPG (Tobin & Calabrese, 
2005); the rat respiratory CPG (Tsuzawa et al., 2015); and networks of dopaminergic midbrain 
neurons in the rat (Johnson et al., 1992). The effect of pump blockade on rhythm frequency 
could be due to removal of a tonic, negative contribution of the pump to the RMP, thereby 
depolarising specific CPG neurons involved in pattern generation. For example, in the 
mammalian respiratory CPG, ouabain is thought to accelerate the rhythm in part by 
depolarising specific CPG neurons (Tsuzawa et al., 2015), although effects on a dynamic 
pump component have also been shown (Krey et al., 2010). In many systems, however, the 
contribution of 3 to the maintenance of RMP is both negligible, and slow, such that low 
concentrations of ouabain that selectively block 3 but not 1 have little effect on membrane 
potential (e.g. (Pulver & Griffith, 2010; Zhang & Sillar, 2012)). Blocking the sodium pump may 
instead be acting on the network by abolishing a dynamic, activity-dependent pump current, 
which can contribute to setting rhythm frequency. For example in rhythmically active midbrain 
dopaminergic neurons (Johnson et al., 1992), and in cultured rat spinal neurons (Darbon et 
al., 2003), each recurring burst is terminated by a pump-mediated hyperpolarisation of several 
millivolts. Blocking the 3 pump accelerates the rhythm by abolishing this intrinsic inter-burst 
delay. Similar effects of ouabain also occur in the locomotor networks underlying Xenopus 
tadpole swimming, Drosophila larva crawling and, as shown here, neonatal mouse 
locomotion. Importantly, there is evidence that the 3 subunit is widely expressed in 
motoneurons and interneurons throughout the dorsal and ventral horn in neonatal mice, 
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although the specific neuron subtypes expressing this subtype is yet to be fully explored 
(Edwards et al., 2013). 
I also observed a decrease in the amplitude of bursts following the application of 3 µM ouabain, 
but not with 1 µM or lower. This difference may relate to distinct effects on tonic and dynamic 
pump components at the single cell level. The dynamic pump potential (the usAHP) 
characterised in spinal neurons was reduced by both 1 and 3 µM ouabain, suggesting that its 
inhibition underlies frequency effects. However 3 µM, but not 1 µM ouabain, also depolarised 
spinal neurons, suggesting that the 3 µM amplitude effect may be due to an inhibitory effect 
on the tonic pump contribution. Raising intracellular Na+ concentration with the Na+ ionophore 
monensin exerted the opposite effects to ouabain on the rhythm, consistent with the activation 
of a Na+-dependent hyperpolarizing dynamic pump potential. As described in chapter 2, 
monensin acts as a proxy for intense, sustained neuronal firing and rather than depolarizing 
neurons, drives their membrane potential towards the most hyperpolarised levels attained by 
the usAHP. Monensin also profoundly affected rhythm coordination, severely disrupting left-
right alternation and synchronising flexor-extensor phase values. Although the mechanisms 
underlying these coupling effects remain to be determined, monensin presumably suppresses 
the activity of interneurons mediating half-center alternation. These results thus provide 
indirect evidence that the neuronal populations controlling left-right and flexor-extensor 
alternation, such as the commissural V0 population (Talpalar et al., 2013), and reciprocal Ia 
inhibitory neurons (rIa-INs) (Talpalar et al., 2011), respectively, are likely to display a usAHP. 
Whilst the exact identity of the interneurons involved remains to be investigated, the switch 
from flexor-extensor alternation to synchrony in monensin is intriguing, and offers potential 
insight into activity-dependent changes in unit burst generator coupling such as those 
accompanying speed related changes in gait (Bellarditta & Kiehn, 2015). 
The experiments using K+-free extracellular solution did not precisely match the data using 
ouabain, suggesting that multiple mechanisms are likely to be involved upon removal of 
extracellular K+, which is not surprising. The amplitude was reduced, similar to our ouabain 
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experiments, but the locomotor burst frequency showed a complex, biphasic pattern of change 
over the course of an experiment. Initially, the frequency rapidly dropped over a period of 
around 5 minutes, but this was quickly followed by an increase in burst frequency. The 
frequency then remained relatively stable throughout the hour long period in zero K+ solution. 
Upon washout of zero K+ solution, the burst frequency again showed a biphasic response: an 
initial decrease, followed by an increase. Although in some studies (e.g. (Zhang & Sillar, 
2012)), the major effects of zero potassium solution have generally been restricted to effects 
on the sodium pump, other studies have found the effects to be more complex due to effects 
on ionic gradients. Indeed, one would expect the potassium gradient to be severely disrupted, 
with the removal of extracellular K+ causing an enhancement of potassium currents. A number 
of previous studies have also found biphasic responses to zero K+ solution, similar to our 
results. In tactile sensory neurons of the leech, zero K+ solution caused an initial 
hyperpolarisation, which increased over a period of around 15 mins, followed by a large 
depolarisation beyond control RMP (Catarsi et al., 1993). The authors propose that the initial 
hyperpolarisation relates to the increased K+ outflow due to the increase in ionic gradient, with 
the latter depolarisation mediated by decreased sodium pump activity. Similar results have 
been found for SCN neurons, whereby removal of extracellular K+ causes an initial inhibitory 
effect on spontaneous spike rate, followed by a delayed excitatory effect that resembles the 
effects of ouabain (Wang & Huang, 2006). Again, this was proposed to be due to a rapid effect 
on the potassium concentration gradient, followed by a slightly slower, blockade of the sodium 
pump. It is likely that these mechanisms could also explain the biphasic effect on frequency 
observed by zero K+ aCSF in the mouse spinal locomotor network. I also observed an unusual, 
irregular rhythm late in the washout period, which involved “bouts” of high frequency bursting. 
It is possible that this rhythm may be due to a loss of tissue integrity over the long timecourse 
of the experiment (>3 hours). Alternatively, this rhythm may reflect a mixture of an enhanced 
sodium pump usAHP (responsible for the large inter-burst delays) combined with a 
depolarisation from a reduction in K+ current (responsible for the high frequency bursts), which 
would both be expected to occur upon washout of the zero K+ solution.    
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The usAHP was present only in a subset of motoneurons and interneurons. This matches the 
heterogeneous distribution of the usAHP both between and within spinal neuron subtypes 
documented previously, and indeed the proportions of neuron types expressing the usAHP in 
mice is highly similar to the situation in Xenopus tadpoles (Chapter 2; see also (Darbon et al., 
2003; Pulver & Griffith, 2010; Zhang & Sillar, 2012)). Activity-dependent pump mediated AHPs 
are thought to be generated by increases in the activity of the 3 sodium pump subtype, and 
one possibility is that the amplitude and duration of a dynamic pump potential is mediated by 
differences in the expression level of the 3 sodium pump subtype relative to 1.  This 
suggests that pump potentials are not a generic neuronal phenomenon, but rather a carefully 
orchestrated feature of rhythmic networks whose distribution is likely correlated with 3 
isoform expression, which has been shown throughout the mammalian spinal cord, but 
restricted to some cells and not others (Edwards et al., 2013). Many spinal interneuron types 
contribute to mammalian locomotor rhythm generation, and in this study usAHP expression 
was found in the relatively small population of Pitx2-positive interneurons clustered around the 
central canal. However, the usAHP was also found in a number of unidentified spinal 
interneurons. It will be important in future work to identify these interneuron subtypes and 
establish the impact of the usAHP upon their contribution to rhythm generation.  Moreover, 
the animals used in this study were very young (P0-P4), and so it would be interesting to see 
how the distribution of the 3 subtype changes with development, and how changes in usAHP 
distribution contribute to the functional developmental of the locomotor network. For example, 
during development in Xenopus tadpoles, the usAHP is expressed in a similar proportion of 
each neuron type in the swim network, but older animals appear to have a shorter duration 
usAHP (Currie, 2014). Interestingly, it has been shown in rats that a pump-mediated usAHP 
at the Calyx of Held synapse is smaller in younger rats, which are known to express lower 
levels of the 3 sodium pump than older animals (Kim et al., 2007). 
A number of disorders of the nervous system are known to relate to sodium pump dysfunction 
(Arnaiz & Ordieres, 2014; Holm & Lykke-hartmann, 2016). Homozygous 1 knock-out mice 
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are embryonic lethal (James et al., 1999), whilst 3 dyfunction is implicated in a range of 
neurological disorders, with at least three neurological disorders caused by mutation in the 
ATP13 gene that encodes the 3 subunit (De Carvalho Aguiar et al., 2004; Heinzen et al., 
2012; Demos et al., 2014). Moreover, a number of other more common disorders are also 
known to involve 3 sodium pump dysfunction. In a recent study misfolded SOD1 protein was 
shown to aggregate with 3 in an ALS mouse model, impairing its exchange activity 
(Ruegsegger et al., 2015). Given that dysfunction of 3 also contributes to epilepsy (Krishnan 
et al., 2015) and bipolar disorder (Kirshenbaum et al., 2012a), it is possible that the inability to 
respond dynamically and homeostatically to activity-induced rises in intracellular sodium may 
be a general feature of pump disorders involving the 3 subtype. Recently, a number of 3 
mutant mice lines have been developed, all of which show severe motor deficits (Moseley et 
al., 2007; DeAndrade et al., 2010; Kirshenbaum et al., 2011; Ikeda et al., 2013; Sugimoto et 
al., 2014; Hunanyan et al., 2015). The hyperactivity phenotype in these mice is especially 
pronounced, with mutant mice showing almost continuous locomotor activity which is also 
much faster than control mice. The 3-mutation affects sodium pumps throughout the nervous 
system, including presumably the spinal cord, and therefore this phenotype may relate to the 
role of the 3 sodium pumps explored in this chapter. Indeed, this behavioural phenotype 
would be predicted by the effects described in this chapter using low concentrations of 
ouabain; namely, longer duration bouts of locomotion with a higher frequency of limb 
movements.  
In a normal physiological context, pump-mediated AHPs can be generated by spinal neurons 
as they spike rhythmically during locomotor episodes. They can then not only contribute to the 
termination of bouts of locomotion, but can also influence future activity if it occurs within the 
timescale of an unrecovered pump hyperpolarisation (Pulver & Griffith, 2010; Zhang & Sillar, 
2012; Zhang et al., 2015). When I decreased the interval between sensory-evoked locomotor 
episodes to less than 1 minute, within the timescale of the usAHP, locomotor episodes 
became significantly shorter and slower. Moreover, blockade of the sodium pump using 
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ouabain disrupted this relationship; strongly suggesting that changes in sodium pump activity 
track ongoing locomotor activity and provides a form of short term motor memory that could 
function to prevent damage from overexertion. Indeed, there is increasing evidence that 
fatigue – defined as an activity-induced decrease in maximum motor output – involves not only 
limb muscles but also central mechanisms, such as a reduction in motoneuron drive (Meeusen 
et al., 2006; Ranieri & Di Lazzaro, 2012). The mechanisms underlying central fatigue are 
poorly understood, but there is evidence even  in humans that increased sodium pump activity 
contributes to motor axon hypoexcitability following intense motor activity (Kiernan et al., 
2004). Again, it is of particular interest that Myshkin mice, with reduced 3 sodium pump 
activity, are known to be hyperactive (Kirshenbaum et al., 2012b). These mutant mice 
locomote almost constantly, showing far fewer breaks in activity. This behavioural phenotype 
would be predicted by the results shown in this chapter, and the infatiguability of these mutant 
mice may relate to the role of the 3 sodium pump in the spinal cord as a central fatigue 
mechanism that regulates, and restricts, bouts of locomotor activity.  
The effects of ouabain on the frequency of locomotor output were dependent on the presence 
of dopamine, with no significant increase in locomotor burst frequency observed in the 
absence of dopamine. One possible explanation for this lack of effect may relate to a 
frequency ceiling effect, as the locomotor frequency is higher without dopamine. It is possible 
that ouabain is unable to further increase locomotor frequency, due to an upper frequency 
limit of the network being reached. However, this is highly unlikely as the mouse locomotor 
network has been shown to be capable of producing locomotor bursting at frequencies as high 
as high as 0.5 Hz under similar conditions (Talpalar & Kiehn, 2010), which is approximately 
double the frequency observed in the absence of dopamine. Instead, the more likely 
explanation is that dopamine is acting on the usAHP, whose enhancement could reveal an 
effect of blocking the sodium pump in the presence of dopamine, which is diminished without 
dopamine. Indeed, in support of this hypothesis, dopamine significantly enhanced the usAHP 
in spinal neurons. Dopamine initially depolarised motoneurons, which has been shown to be 
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due to the inhibition of resting, leak potassium currents (Han et al., 2007). When this change 
was corrected for, the usAHP was still found to be enhanced, which suggests that the 
modulation by dopamine is likely to be targeted to the 3 sodium pumps, which do not usually 
contribute to the RMP.  
Dopamine is a well-established modulator of locomotor circuits (Miles & Sillar, 2011; Sharples 
et al., 2014), and indeed dopamine is released into the spinal cord during stepping activity in 
mammals (Gerin & Privat, 1998). Moreover, intense motor activity has been shown to result 
in an increase in monoamine release, including dopamine, which is thought to contribute to 
central fatigue (Meeusen et al., 2006). However, to the best of my knowledge, this is the first 
evidence that the effects of dopamine on spinal motor circuits may involve the facilitation of 
sodium pump activity.  
In fact, the sodium pump is a well-established target for modulators in both non-nervous and 
nervous tissue, and dopaminergic modulation of sodium pumps is especially well-described 
in some tissues (Therien & Blostein, 2000). Dopamine, usually acting via PKA or PKC, can 
enhance or inhibit pump activity depending on the species, tissue type and dopamine 
receptors involved (Zhang et al., 2013). In striatal neurons, D2-like receptor activation 
stimulates sodium pumps by inhibiting PKA, thus dephosphorylating the 3 subunit; 
(Bertorello et al., 1990; Wu et al., 2007). Other studies have similarly shown that changes in 
PKA activity can modulate the ability of a neuron to respond to changes in intracellular sodium 
through phosphorylation/dephosphorylation of 3 (Azarias et al., 2013). Neuronal sodium 
pumps can even form a complex (“signalplex”) with D1 and D2 dopamine receptors to allow 
direct reciprocal modulation between dopamine receptors and the pump (Hazelwood et al., 
2008).  
Dopaminergic pump modulation in rhythmic circuits has not been studied previously, but the 
effects of other pump modulators are much better understood. For example, the neuropeptide 
myomodulin inhibits pump activity in the leech heartbeat CPG to speed up the rhythm (Tobin 
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& Calabrese, 2005), whilst serotonin decreases the amplitude of a pump-dependent AHP in 
tactile sensory neurons (Catarsi et al., 1993). The gaseous molecule nitric oxide has been 
shown to decrease sodium pump activity in mammalian spinal neurons (Ellis et al., 2003), 
although the significance of this finding, given the key role of nitric oxide as a modulator of 
locomotor circuits (McLean & Sillar, 2004; Foster et al., 2014), remains to be explored.  
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Chapter 3 conclusions 
Na+/K+ exchange pumps are ubiquitously distributed, abundantly expressed and 
phylogenetically conserved proteins that are often viewed as molecular automata engaged 
exclusively in the maintenance of ionic distributions across cell membranes. However, in this 
chapter I have shown that they respond dynamically to changes in intracellular sodium that 
accompany intense neuronal firing. This capacity endows networks of the mammalian spinal 
cord with a homeostatic control mechanism to shape motor output in an activity-dependent 
manner.  Moreover, these data reveal a novel link between dopamine modulation of the pump 
and locomotor output, a finding that is relevant to diseases of the motor system in which both 
the pumps and dopamine have been implicated. 
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Concluding remarks 
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In order to survive, animals require flexibility from the circuits controlling their movements so 
that they can generate complex behaviours and interact with their environment. Although the 
CPG networks in the spinal cords of vertebrates that generate locomotor behaviours are able 
to autonomously generate and sustain rhythmic activity, the output of these networks is 
constantly being reconfigured through the actions of descending neuromodulators from the 
brain, as well as through changes in the activity of the proteins embedded within the network. 
The work described in this thesis has partly focused on how one neuromodulator, dopamine, 
acts on the CPG networks controlling locomotion, and how the activity of one particular protein, 
the sodium pump, can mediate important changes in the output of these networks through 
activity-dependent changes in its ion exchange activity.  
The first chapter of this thesis focussed specifically on dopaminergic modulation of the spinal 
network of Xenopus tadpoles that controls their swimming behaviour. The dopaminergic 
neuromodulatory system is one of the most widespread and evolutionarily conserved systems, 
and the role of dopamine as a modulator of spinal locomotor circuits is receiving increasing 
attention (reviewed in (Sharples et al., 2014)). However, whilst the network controlling 
swimming in Xenopus tadpoles is one of the most completely understood CPGs, the role of 
dopaminergic signalling in this system at these early stages of development was completely 
unknown prior to this work. The experiments in this chapter were therefore intended to fill this 
gap in the literature on dopaminergic signalling in locomotor systems. I have shown that 
dopamine acts at these early stages of Xenopus development as a potent inhibitory modulator 
of swimming, and its effects are mediated through a D2-like receptor coupled to the opening 
of particular potassium channels in swim CPG neurons. The use of ventral root recordings in 
combination with simultaneous path-clamp recordings has allowed me to define the 
mechanism of dopaminergic inhibition at the level of individual swim neurons, whilst relating 
these effects to the changes in overall network output. The Xenopus tadpoles used in this 
chapter are very young (2-3 days old), which has both advantages and disadvantages. At 
these stages the nervous system is relatively simple, and incredibly well-defined (Roberts et 
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al., 2010), thus avoiding some of the complex and often conflicting effects of bath-applying 
dopamine in other, more complex systems. Hence I have been able to trace the effects of 
dopamine to a specific receptor subtype, link the activation of this receptor to the opening of 
individual ion channel type, and relate these cellular effects to changes in swimming 
behaviour. At the same time, these results do not necessarily tell us very much about the 
mechanisms of dopaminergic signalling in the older, more mature swimming network, or 
indeed how dopamine is involved through the switch from tail-based swimming to limb-based 
walking, as the animal enters metamorphosis. Nevertheless, the results in this chapter 
contribute to our understanding of the role of dopamine at a specific stage of Xenopus tadpole 
development, and provide a solid framework with which to study dopaminergic signalling in 
the later developing animal. It will be interesting to see which aspects of dopaminergic 
signalling are carried right through development; which aspects are modified to achieve 
behavioural flexibility; and which aspects are lost altogether.  
In the second chapter of this thesis I focused on the roles of the sodium pump, Ih currents and 
temperature in young Xenopus tadpoles. Again, using simultaneous patch clamp and ventral 
root recordings, I have been able to explore the consequences of an artificially induced usAHP 
at the cellular and network level. The effect of increasing sodium pump activity using monensin 
results in a “fatigue” of the swim network, which is mediated through the conversion of a 
dynamic sodium pump current in a range of CPG neuron types into a tonic hyperpolarisation. 
A recent study (Kueh et al., 2016) has shown highly similar effects of enhancing sodium pump 
activity (using monensin) in the CPG neurons controlling the leech heartbeat, highlighting the 
importance of these findings for rhythmic networks across species. The pump current in the 
leech heartbeat network has also been shown to be subject to neuromodulation, and in this 
thesis I have provided evidence that the sodium pumps in Xenopus tadpoles are also subject 
to modulation, albeit with different neuromodulators in the leech. I have shown that the 
amplitude of the usAHP can be shifted in opposite directions, with D1 receptor activation 
enhancing the usAHP and nitric oxide reducing it. The results in this chapter have also 
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furthered our understanding of the effects of temperature on the Xenopus swim network, 
focusing mainly on the cellular effects which had not been studied previously. Raising the 
temperature has widespread effects, but mostly results in a net increase in excitation of the 
swim network, which in turn increases the activation of self-regulation mechanisms, leading to 
more intense, but shorter, locomotor episodes. I have also uncovered a previously unidentified 
Ih current, which is expressed mostly in the population of rhythm-generating excitatory 
descending interneurons (dINs). Again, it will be interesting to explore in future work the role 
of Ih current later in development, and also whether it becomes a target for some of the 
descending neuromodulators discussed in this thesis. Interestingly, the recent study in the 
leech heartbeat CPG (Kueh et al., 2016) also showed a complex and dynamic interaction 
between Ih and sodium pump currents. In this thesis, I show that Ih appears to only be present 
in the one cell type in the network that does not display dynamic pump currents, therefore 
such an interaction appears to be absent, at least at this stage of development. However, as 
Ih becomes expressed more widely in the network during development, it is highly likely that 
similar interactions between Ih and the sodium pump will become apparent; it will be 
interesting to explore the consequences of this interaction in future work.  
In the final chapter, the exploration of the role of sodium pumps in locomotion was extended 
to the mammalian CPG controlling walking in the neonatal mouse. Sodium pumps are 
receiving increasing attention in mammalian systems, in part due to their relevance to ageing 
and in a range of debilitating diseases in humans (Arnaiz & Ordieres, 2014; Holm & Lykke-
hartmann, 2016), but also because of an increasing realisation of their importance in  network 
function across many brain areas and in a range of species. Despite this, almost nothing was 
known about the role of the sodium pump in the regulation of the locomotor network in mice, 
and a number of clear questions were yet to be answered: what happens to locomotor activity 
in mice when you block or activate the sodium pump? Does the locomotor interval relationship 
shown for Xenopus tadpoles, and other species, also hold true in mice? Do modulators, such 
as dopamine, interact with spinal sodium pumps, and how does this affect locomotor activity? 
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In this final chapter I have addressed these questions and shown that changes in sodium 
pump activity, using ouabain (to block the sodium pump) and monensin (to activate the pump), 
have potent and behaviourally relevant effects on the parameters of both drug- and sensory-
evoked locomotor activity generated by the mammalian spinal cord. The use of two methods 
for evoking locomotor activity (pharmacological and electrical stimulation) has allowed me to 
reveal addition roles of for the sodium pump not only in controlling the frequency of locomotor 
bursting, but also the duration of electrically-evoked bouts. Moreover, the use of this often 
overlooked method for evoking activity has allowed me to more directly compare the effects 
seen in Xenopus tadpoles with those in mice, and also allowed me to explore the role of the 
pump under behaviourally relevant conditions, especially compared to a number of previous 
studies on mammalian pumps which have relied on disinhibited bursting rhythms (see 
introduction). The in vitro results in this thesis also appear broadly to match the in vivo motor 
deficits observed in a number of recent 3 mutant mouse models, thus highlighting the 
importance of spinal sodium pumps in the range of disorders associated with the sodium 
pump.  
As in chapters 1 and 2, I have also shown that dopamine plays an important role in the function 
of mammalian locomotor output via actions on sodium pumps. The effects of sodium pump 
manipulation were found to be dependent on the presence of dopamine, suggesting that 
dopamine is acting on the locomotor network through pump modulation. Indeed, the 
intracellular recordings shown here support this hypothesis. Overall, this chapter has 
demonstrated a clear role for the sodium pump as a sensor for activity-dependent changes in 
intracellular sodium that contributes to the frequency and duration of ongoing locomotor 
activity. Future studies will explore whether neuromodulators, aside from dopamine, also act 
on the sodium pump in the mammalian spinal CPG network to fine tune its contribution to 
locomotion. For instance, it will be interesting to see whether nitric oxide, which I showed to 
modulate sodium pump activity in the Xenopus spinal cord, also has an effect on the 
mammalian usAHP. Moreover, it will be fascinating to utilise the many 3 mutant mouse 
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models which have recently been established to more specifically test the in vivo significance 
of the findings presented in this thesis.  
Finally, what comparisons can be made between my results in Xenopus tadpoles with those 
in neonatal mice? Modern amphibians and mammals share a common ancestor that lived 
approximately 400 million years ago (MYA). Around 340 MYA, amphibians entered the land 
and fully terrestrial amniotes emerged12. After several million years, the amniote linages split 
into the synapsid reptiles, which evolved to become mammals; and sauropsids, which became 
snakes, lizards, dinosaurs and birds. Synapsid evolution involved massive morphological 
transformations, including dramatic skeletal changes and a switch to an endothermic lifestyle. 
The earliest known mammal is thought to be Morganucodon13, which emerged around 200 
MYA. Finally, mice evolved only around 10-15 MYA. Thus, many major evolutionary changes 
occurred during the transition from amphibians to land-based reptiles, through synapsid 
evolution, and to the emergence of mice. The nervous system similarly underwent drastic 
changes to accommodate changes in lifestyle and morphology, not least with the number of 
neurons increasing from around 16 million in adult frogs to around 70 million in adult mice.  
However, evidence suggests that compared to many of the morphological changes that have 
occurred over evolutionary time, many components of the nervous system are in fact highly 
conserved (Katz & Harris-Warrick, 1999; O’Connell & Hofmann, 2012; Strausfeld & Hirth, 
2013; Katz, 2016; Keifer & Summers, 2016). The evidence suggests that the basic architecture 
of many neural circuits have been retained through evolutionary time, and extant species 
display “variations on a theme”, rather than completely new circuits. Thus, we can often 
identify conserved principles of circuit function, and this appears to be true for the circuits 
controlling locomotor behaviours. Whilst the CPGs underlying swimming in tadpoles, and 
walking is mice, have many obvious differences, they also share a number of core features 
                                               
12 There is little fossil evidence for the first true amniotes/reptiles. However, fossils found in Scotland 
suggest two species of lizard-like amphibians, Casineria (“Cheese bay”, Edinburgh) and Westlothiana 
(“Animal from West Lothian”) may represent these crucial transition species.  
13 Named after the county of Glamorgan in south Wales.  
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such as reciprocal inhibition, a range of specific intrinsic properties and ion channels in 
motoneurons and interneurons. Moreover, an increasing number of studies are utilising 
genetic markers to identify similar neuron types in different animal models, which is revealing 
a conserved theme of gene expression and neural connectivity across diverse species 
(Goulding & Pfaff, 2005). 
This functional conservation appears to be especially true for the dopaminergic system of 
vertebrates. In fact, recent evidence suggests that there is extensive homology between the 
dopaminergic systems in the central complex of arthropods, and the basal ganglia of humans, 
groups separated by hundreds of millions of years (Strausfeld & Hirth, 2013). The 
substructures of these diverse groups both involve dopaminergic signalling pathways that 
shape and configure the network to control motor behaviours, attention, sleep and affective 
processes through highly conserved mechanisms. It is therefore perhaps not surprising that 
dopamine is an important neuromodulator in the spinal networks of Xenopus tadpoles (this 
thesis) and of mice (previous work; summarised in (Sharples et al., 2014)), as well as many 
other, if not all, vertebrates. The role of dopamine in the modulation of spinal CPG networks 
is likely to share a number of highly conserved features, and as more diverse species are 
studied we will likely discover conserved principles of dopaminergic modulation in the spinal 
cord. One emerging principle appears to be the bidirectional control of excitability in the 
locomotor networks of adult species, with changes in the direction of modulation mediated 
through differential, concentration-dependent activation of either D1-like, or D2-like receptors. 
Furthermore, there is growing evidence for the importance of the D4 receptor specifically in 
the inhibitory effects of dopamine, especially at early stages of development (Boehmler et al., 
2007; Lambert et al., 2012; Reimer et al., 2013; Pérez-Fernández et al., 2015). 
The sodium pump, the second major topic of this thesis, is highly conserved, with genomic 
analysis suggesting that the neuronal sodium pump in particular displays around 96% cross-
species similarity in vertebrates (Dobretsov & Stimers, 2005). This implies that the sodium 
pump plays an important and conserved function for neurons in the nervous system. In this 
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thesis, I have performed similar experiments, using similar techniques, on both young 
Xenopus tadpoles and young mice, and a number of the findings have produced very similar 
results, both at the network level and at the single neuron level. For example, changes in 
neuronal sodium pump activity potently influences the duration of bouts of locomotor activity, 
in both cases with an increase in sodium pump activity “fatiguing” the locomotor network. 
Moreover, this network fatigue plays a role in the feedforward control of future locomotor bouts. 
Similarly, increased sodium pump activity also results in slower, less intense locomotor activity 
in both systems. The cellular substrate for these effects also appears to be extremely similar. 
In both cases, raising intracellular sodium through intense spiking, or using pharmacological 
tools, results in the generation of a usAHP, with comparable amplitude (~5 mV) and 
comparable duration (~1 minute). One limitation to this comparative approach is the sheer 
complexity of cell types in the mammalian spinal cord compared to Xenopus tadpoles. Thus, 
it will be particularly important in the future to determine the precise neuronal subtypes of the 
mammalian spinal cord whose sodium pump modulation is responsible for the network effects 
described here.  
The diversity of species in which the sodium pump has been shown to play a role essentially 
as a spike rate device that regulates ongoing and future activity, from fruitflies to tadpoles to 
mice, suggests that the neuronal form of this protein may have a conserved function across a 
wide range of species. Humans split from the common ancestor we shared with mice only 65 
million years ago, and so it will be interesting in future studies, especially with a rise in the use 
of human induced pluripotent stem cells (iPSCs), to study whether the sodium pumps 
embedded in human spinal motoneurons and interneurons also play a similar role in neuronal 
self-regulation. Moreover, if dopamine also shows a conserved role in the modulation of 
sodium pump activity, it may also lead us to understand, and ultimately develop treatments, 
for disorders associated with dysfunctional sodium pumps (e.g. RDP, ALS and epilepsy) as 
well as dopaminergic system dysfunction (e.g. Parkinson’s Disease). 
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