The identification of mutations in targeted genes has been significantly simplified by the advent of TILLING (Targeting Induced Local Lesions In Genomes), speeding up the functional genomic analysis of animals and plants. Next-generation sequencing (NGS) is gradually replacing classical TILLING for mutation detection, as it allows the analysis of a large number of amplicons in short durations. The NGS approach was used to identify mutations in a population of Solanum lycopersicum (tomato) that was doubly mutagenized by ethylmethane sulphonate (EMS). Twenty-five genes belonging to carotenoids and folate metabolism were PCR-amplified and screened to identify potentially beneficial alleles. To augment efficiency, the 600-bp amplicons were directly sequenced in a non-overlapping manner in Illumina MiSeq, obviating the need for a fragmentation step before library preparation. A comparison of the different pooling depths revealed that heterozygous mutations could be identified up to 128-fold pooling. An evaluation of six different software programs (CAMBA, CRISP, GATK UNIFIED GENOTYPER, LOFREQ, SNVER and VIPR) revealed that no software program was robust enough to predict mutations with high fidelity. Among these, CRISP and CAMBA predicted mutations with lower false discovery rates. The false positives were largely eliminated by considering only mutations commonly predicted by two different software programs. The screening of 23.47 Mb of tomato genome yielded 75 predicted mutations, 64 of which were confirmed by Sanger sequencing with an average mutation density of 1/367 Kb. Our results indicate that NGS combined with multiple variant detection tools can reduce false positives and significantly speed up the mutation discovery rate.
INTRODUCTION
Since the dawn of civilization, beneficial traits in domesticated plants have been selected by humans for enhanced food production. Intrinsic to this was the heritability of the chosen trait to the next generation. It is now recognized that the selected traits were mostly spontaneous mutations that arose during domestication (Doebley et al., 2006) . The realization that mutations can enhance variability significantly accelerated crop improvement by the artificial induction of mutations and the selection of desired traits by breeding (Ahloowalia and Maluszynski, 2001 ).
Induced mutagenesis has been a mainstay for crop improvement during the last century. Most often it involves phenotype-based selection and introgression into the desired cultivar by backcrossing without prior knowledge about the gene(s) encoding the trait. The green revolution that considerably enhanced the yields of Oryza sativa (rice) and Triticum sp. (wheat) was enabled by the introgression of mutations for dwarfing. It was later identified that these traits were associated with the genes involved in biosynthesis or in the perception of the plant hormone gibberellin (Hedden, 2003) .
A previous knowledge about the mutagenized gene(s) encoding a particular trait can greatly accelerate the process of mutation breeding. The acquisition of plant gene sequences enabled the development of reverse-genetic approaches to identify lesions disrupting gene function (reviewed in Jankowicz-Cieslak and Till, 2015) . The availability of complete and annotated genome sequences in plants starting in the early 2000s enabled larger scale reverse genetics, with the ultimate aim of assigning a function to the many newly discovered genes. One such approach was TILLING (targeting induced local lesions in genomes), which relies on random mutagenesis followed by mutation discovery assays to recover the newly induced novel sequence variants. First described for Arabidopsis and Drosophila (Bentley et al., 2000; McCallum et al., 2000) , the approach has since been applied to a large number of crop plants and even to several animal species (Kurowska et al., 2011) .
The approach became widespread in part because chemical mutagenesis of plant and animals had been well established and mutation discovery assays were both scalable and easily adapted for different species. One of the strengths of the TILLING approach is that multiple mutations can be recovered from any target region with a relatively small population size of a few thousand individuals (Jankowicz-Cieslak and Till, 2015) . Although mutation densities vary between species, and sometimes between genotypes of the same species, growing data sets from TILLING projects provide useful benchmarks for the frequency of induced mutations expected for seed and vegetatively propagated diploids and polyploids (Slade et al., 2005; Jankowicz-Cieslak et al., 2012; Chen et al., 2014) .
In addition to applications across species, one of the major focuses of advancing TILLING has been the improvement of mutation discovery. The majority of induced mutations created in TILLING populations are single-nucleotide changes. Although different discovery methods such as denaturing HPLC (dHPLC) and high-resolution melt (HRM) have been described, the use of single strand-specific nucleases such as CEL I to cleave DNA heteroduplexes followed by denaturing PAGE or capillary electrophoresis predominated in the first decade of TILLING (Oleykowski et al., 1998; Colbert et al., 2001; Raghavan et al., 2007; Dong et al., 2009) . A variant of this method called high-resolution melting (Gady et al., 2009) was also used to detect the mismatches in PCR amplicons.
Typical assays involved the PCR amplification of~1500-bp target regions using fluorescently labeled primers, followed by denaturing and annealing products to create heteroduplexes that are the substrate of nucleases. Cleaved products of lower molecular weight than the original PCR product were indicative of the presence of a mutation. Higher throughputs could be achieved by pooling genomic DNA samples prior to PCR, increasing the number of cyclers and electrophoresis units, and automating gel loading (Till et al., 2006) . Although efficient and accurate, major bottlenecks in what can be called 'traditional' TILLING were the fact that only single amplicons could be assayed per electrophoresis run and that sample pooling was limited to approximately eight fold, owing to the high noise of the assays. These two factors limited the throughput of TILLING, requiring the analysis of a large number of samples to find mutations in a set of target genes.
These inherent limitations are overcome with the introduction of 'TILLING by sequencing', wherein the genomic DNA is pooled in a multidimensional fashion to a much higher pooling depth. PCR is then performed on the pools to amplify the target region of interest. Multiple targets are amplified in separate PCR reactions. PCR products are next pooled prior to sequencing using a next-generation sequencer (NGS), and data are analyzed to reveal rare induced mutations. The use of the NGS method provided the accurate and rapid detection of rare mutations in target genes through the sequencing of specific amplified regions (Marroni et al., 2011; Zhu et al., 2012; Guo et al., 2015) . The application of NGS by Rigola et al. (2009) to 3000 Solanum lycopersicum (tomato) M 2 lines using a 3D pooling strategy yielded two mutations in the eIF4E gene from 28 DNA pools. The use of 768 individual rice M 2 lines in 44 DNA pools with 3D pooling yielded 79 mutations in 32 genes (Tsai et al., 2011) , indicating a better throughput of mutation detection than can be achieved with the traditional TILLING method.
When comparing different TILLING methods, NGS with highly pooled samples provides a large improvement in screening throughput. Bench protocols for PCR amplification of target sequences, quantifying and pooling PCR products, and library preparation are largely standardized. Improvements can be made to screening throughput by altering the sample pooling size so that unique individuals can be screened in a single run. Another area where bench methods can be streamlined is in the preparation of PCR amplicons for sequencing. When PCR products contain more base pairs than the maximal read length of the sequencing technology employed, amplicons must be fragmented prior to sequencing if all bases in the product are to be interrogated. With increasing read lengths available in some sequencing technologies, it is now possible to consider the direct sequencing of PCR products without the extra steps of fragmentation, size selection and end repair (Pan et al., 2015; Duitama et al., 2017) .
Adjusting pooling depth and fragment size to match improvements in sequencing technologies can be achieved with adaptations to workflows using standard molecular biology techniques. Data analysis, on the other hand, has yet to be standardized and can be considered a major bottleneck, and necessitates a focus for improvements. The 'TILLING by sequencing' method requires efficient bioinformatics tools that can report rare sequence variants. Accurate mutant identification requires software that is robust enough to discriminate sequencing errors from true rare variants during a comparison with the reference genome sequence. Ideally, a balance is struck such that both false-discovery and false-negative errors are minimized. Most bioinformatics tools available for the detection of single-nucleotide polymorphisms (SNPs) by NGS are designed for non-overlapping pools, such as CRISP (Bansal, 2010) , SNVER (Wei et al., 2011) , LOFREQ (Wilm et al., 2012) , VIPR (Altmann et al., 2011) and the GATK UNIFIED GENOTYPER (McKenna et al., 2010) . In comparison, a limited number of bioinformatics tools such as CAMBA (Missirian et al., 2011) , COMSEQ (Shental et al., 2010) and KEYPOINT (Rigola et al., 2009) are designed for mutation calling using overlapping multidimensional DNA pools.
Each of the aforementioned programs uses different algorithms and provides only approximations about the presence of rare variants in the sequenced pools. The predicted variants, therefore, must be validated by another method to ensure that the mutation is found in the expected plant line. Considering that the software programs predict only putative mutants, it is apt to compare the robustness of the programs with a single set of data. Moreover, the throughput of mutation detection can be increased by balancing genomic DNA pooling, the number of amplicons sequenced and the total number of reads, such that real induced mutations will be detected above background noise. We examined these aspects in a population of tomato mutagenized twice using ethyl methanesulfonate (EMS). Double mutagenesis was used to increase the frequency of mutations in a singly mutagenized tomato population. We streamlined library preparation and sequencing through the production and direct sequencing of amplicons of approximately 600 bp in length. We next tested different software programs for mutation discovery to streamline and standardize the bioinformatic analysis of data from highly pooled samples. We report the identification of 64 confirmed mutations out of 75 putative overlapping mutations predicted by different software programs. The relative efficiency of different software programs and that of pooling depth is also presented in this study.
RESULTS

Tomato TILLING population
In a single crop species the efficiency of mutagenesis is highly variable, and depends on factors such as the genetic background of the cultivar, and the nature and dosage of the mutagen (Mba, 2013; Chen et al., 2014) . Optimally a trade-off has to be established between the density of mutation on the genome and the loss of fertility of the plants. In this study, we mutagenized a fresh market tomato cultivar, Arka Vikas, using 120 mM EMS, which induces mutations by the ethylation of guanine bases in DNA (Prakash and Sherman, 1973) . The M 2 seeds were remutagenized using an identical concentration of EMS, and M 2 M 2 seeds were collected (Figure 1a ). In the first round of mutagenesis, nearly 53% of the seeds lost viability, and of the remaining seeds, only 31.58% of M 1 plants were fertile, yielding M 2 seeds (Table S1 ). Remutagenesis of M 2 seeds marginally increased the loss of seed viability: it severely affected the fertility, with only 25% of M 2 M 1 plants being fertile. These results were consistent with the mutagenesis of tomato Micro-Tom, where the viability of seeds and fertility of plants progressively declined with higher EMS dosage . The M 2 M 2 plants of the remutagenized population were used for genomic DNA isolation and pooling, similarly to that reported by Tsai et al. (2011) (Figure 1b ).
Optimal pooling depth
In classical TILLING the throughput of mutation detection is increased by DNA pooling, usually with eightfold bidirectional pooling. Massively parallel sequencing allows much higher fold DNA pooling because the number of times each nucleotide position is assayed for the presence of a variation can be controlled experimentally. The optimal pooling depth depends on the ability to discriminate a single mutation from background noise as well as on the concentration of the template DNA used. The latter being important to ensure that all samples in a pool of genomic DNAs are represented in the resulting PCR products and subsequent sequencing reads. In this study, we used 1:64 fold pooling for mutation detection, similar to Tsai et al. (2011) . To find out whether pooling of higher than 1:64 fold can be used, we selected a tomato mutant bearing two different heterozygous mutations (G2984A and C3139T) in the c-glutamyl hydrolase 1 (GGH1) gene.
The DNA of the GGH1 mutant was diluted in ratios of 1:128 and 1:256 with respect to the wild-type allele. The mean coverage of the target region for 128-and 256-fold pools was 3880 (30.319 coverage) and 3486 (13.619 coverage), respectively, which was sufficient to identify a mutation. For the depth-of-pooling analysis, we used CAMBA as it is the only available software that allows the detection of mutations in multidimensionally pooled DNA samples. To detect the heterozygous mutations in 1:128 and 1:256 fold pooled samples, the frequency changes obtained using CAMBA were plotted versus the base position of the screened region. To visibly discriminate the mutations from the background noise, the frequency change should be higher than 0.0039 [one mutant allele in 256, 1/(128 9 2) = 0.0039] and 0.0019 [one mutant allele in 512, 1/(256 9 2) = 0.0019] in 128-and 256-fold pools, respectively. The observed frequency change of 0.0138 for G2984A and 0.0147 for C3139T in the 128-fold pool was 3.5-fold higher than the background noise, and appeared acceptable for the identification of a mutation. In contrast, the observed frequency change 0.0021 for G2984A and 0.0032 for C3139T, being close to the background noise, suggested that the use of the 256-fold pool for the detection of mutation in our current set-up would be unacceptably error prone (Figure 2 ).
Library preparation and sequencing
Considering that the shearing and fragmentation of PCRamplified target sequences requires additional liquid handling, and can lead to uneven sequencing coverage, this step was avoided. We amplified target gene sequences with amplicon lengths of~500-600 bp and directly sequenced the product using MiSeq long sequencing run kits (2 9 300 bp, paired end). For all pools, sufficient sequence reads were obtained, excepting R11 and R12 pools in the second run. Essentially no reads were observed for any of the PCR amplicons in these two pools ( Figure 3a ). Owing to the fact that PCR products were inspected before sequencing, the read failure for R11 and R12 pools is likely to have resulted from an error during the library preparation of these pools. These pools were eliminated from further data analysis. Although mutations present in R11 and R12 should be found in at least two other pools because of the three-dimensional pooling The genomic DNA was quantified, equalized and three-dimensionally pooled following the method described by Tsai et al. (2011) , generating 44 DNA pools. The pools were PCR-amplified using gene-specific primers. The equal quantities of PCR products were combined in their respective pools, and combined amplicon pools were used for library preparation and sequencing. After data analysis, mutation calling and de-multiplexing, individual mutant lines were identified using different software and confirmed by Sanger sequencing. used, it is plausible that the failure of these two pools may reduce the total number of mutations recovered in this project, and result in a lower mutation density estimation. Notwithstanding the precise quantification and normalization of input DNA and the PCR product, the coverage varied between the amplicons and among the pools (Figure 3b) . Such variation in the coverage among the genes was also observed by Tsai et al. (2011) and Pan et al. (2015) using NGS for TILLING. We selected a minimum coverage threshold of 640, corresponding to five reads per allele. The amplicons that showed coverage of less than 640 in a pool were discarded from the analysis. Within a pool, the coverage of each amplicon was even, with the read depth varying within 10% across the length of fragments; however, the read depth for different fragments varied to a maximum of fivefold in the same pool. On the other hand, the read depth for the same fragment varied between different pools, with the maxima being 10-fold for a few fragments.
Data analysis and mutation calling
The identification of mutant individuals by sequencing from a pooled population is a challenging task, considering that mutations are rare in the populations. The identification of the rare variants by sequencing necessitates additional parameters to distinguish the mutations from sequencing errors. Considerable efforts have been devoted to developing the bioinformatics tools to detect rare, as well as common, variants affecting any given trait. Based on the end-user application, the available software programs for detecting variants use different algorithms for statistical models, read quality score analysis, sequencing error rates and number of samples pooled to detect rare variants. Considering that no single software program is robust enough to identify all of the rare variants present in the pooled population, we analyzed Illumina reads using six different software programs, namely CAMBA, CRISP, SNVER, LOFREQ, VIPR and GATK UNIFIED GENOTYPER, for variant calling (Figure 4) .
The comparison of SNP prediction offered by different software programs shows that each program predicted a different number of total SNPs. The three-dimensional pooling strategy used requires that true mutations be found in a minimum of one pool of each pooling dimension (named C, D and R). Only the CAMBA pipeline takes three-dimensional pooling into consideration (Table 1) . When applying this rule to data from the other software, the total number of SNPs detected was substantially reduced. The number of SNPs predicted was much higher for LOFREQ, VIPR and GATK, however. Considering that each program predicted different SNPs, two additional parameters were applied to screen out expected false variants. First, only variants that overlapped in three different pools (C, D, R) were considered, with a likelihood of a change at a particular position in a maximum of two different individuals. The same mutation can appear in two different individuals owing to the application of two mutagenesis steps to create the population. The above criterion eliminated a large number of singletons that arise through PCR and sequencing errors. Second, from the remaining variants, we considered only SNPs that were predicted by at least two independent programs (Table S2) .
After eliminating all of the SNPs with these two parameters, 75 putative SNPs were identified that were predicted by at least two programs out of the six programs tested in this study. The amplicons for these 75 predicted SNPs were amplified by PCR from genomic DNA of the mutant lines predicted to be harboring the mutation. The presence of mutations in amplified PCR product was confirmed by Sanger sequencing. The Sanger sequencing revealed that 64 out of 75 putative SNPs indeed harbored mutations. The remaining 11 SNPs were not confirmed by Sanger sequencing, as the respective PCR products did not reveal any variation in the nucleotide sequence compared with the wild-type sequence. Evidently, these 11 SNPs represented the false positives that were erroneously predicted by two programs. In conformity with mutagenesis being a random process, out of 64 SNPs, only four SNPs were homozygous, and the majority of SNPs were heterozygous in nature. A low frequency for homozygous mutation was also reported for the ProDH gene in tomato, where only three out of 19 mutations recovered were homozygous (Gady et al., 2009) .
The comparison of SNP predictions offered by different software with Sanger sequencing revealed that none of these programs were robust enough for accurate prediction for standalone usage (Table 1) . CAMBA predicted 113 SNPs, of which only 58 SNPs overlapped with the predictions from other software. Likewise, only 54 SNPs overlapped with the 76 SNPs predicted by CRISP. The frequency of the overlapping SNPs was much lower for the remaining four programs. The exclusion of SNPs that were predicted by only one software program considerably improved the accuracy of the software. With the addition of this parameter, CAMBA and CRISP showed 89.3 and 84.0% accuracy for 75 putative SNPs predicted on Sanger sequencing. Even the accuracy of poorly performing software, such as LoFreq, VipR and GATK, was significantly improved by considering the shared SNPs. Among the software programs tested, the performance of only two, CAMBA and CRISP, was most satisfactory, as these predicted mutations with higher accuracy and with low false-discovery rates. In contrast, VIPR and GATK UNIFIED GENOTYPER showed the least accuracy.
Mutation density of the population
The mutation density in a TILLING population depends upon various factors such as species, genotype, type of mutagen, mutagen concentration and treatment time (Talam e et al., 2008) . In the present study, the total amount of DNA screened for the 55 amplicons was approximately 23.47 Mb, with an average GC content of 38.35%. Combining the frequency of mutations for all amplicons analyzed, the M 2 M 2 population showed an average mutation density of approximately one mutation per 367 Kb. Notwithstanding the average mutation density, the mutation frequency varied from 1/165 Kb to 1/860 Kb between genes.
Of the 64 confirmed mutations, the majority showed nucleotide transition mutations: 46 were G/C ? A/T and four were A/T ? G/C. The number of transversion mutations were relatively few: two were G/C ? T/A, 10 were A/T ? T/A and six were G/C ? C/G (Table S3) . Out of the 25 screened genes, the mutations were detected only in 19 genes. It is plausible that the absence of the mutation in six genes may result from the randomness of the mutagenesis process (Table 2) .
For the identified mutations, the ensuing amino acid changes in protein sequence were determined. The likely effect of the amino acid change on the protein function was predicted in silico by SIFT4G software (Table 3) . Twenty-three mutations caused nonsynonymous changes that replaced an amino acid in the protein. Fifteen mutations caused synonymous changes that may not have any effect on protein function. Only a single mutant line was identified with a premature stop codon. Twenty-two mutations were identified in the intronic or 3ʹ untranslated regions, and three mutations were located in the promoter region. The overall distribution of synonymous, nonsynonymous and nonsense mutations in our study is 38.5, 59.0 and 2.5%, respectively, Out of the 23 nonsynonymous mutations, 43.5% were predicted as deleterious by SIFT4 G software (Vaser et al., 2016) , which may affect the biological activity of the protein.
DISCUSSION
Compared with traditional TILLING, wherein genomic DNA is mostly eightfold pooled in two-dimensional arrays, the NGS-based TILLING allows much higher fold pooling in three-dimensional arrays. The pooling depth is determined by the ease of detection of mutations from the background noise. In this study, we emulated the pooling protocol of Tsai et al. (2011) using 64-and 96-fold pooled DNA samples for the bulk of our mutation screening. We also evaluated higher pooling depths. In rice, higher pooling depths such as 128-or 192-fold precluded the detection of mutations above the background noise (Tsai et al., 2011) ; however, in tomato, heterozygous mutant individuals could be unambiguously identified even from 128-fold pooled DNA. The parameters like plausible single-nucleotide polymorphisms (SNPs), output by other tool/s and number of true positives were compared among the six tools used. Final confirmation by Sanger sequencing was carried out for mutations that were predicted by at least two software programs. In tomato, with 128-fold pooled DNA, the mutation frequency was 3.5-fold higher than the background noise, whereas in rice it was 2.6-fold higher in 96-fold pooled DNA. It is noteworthy that the tomato genome is over two times larger than the rice genome, suggesting that genome size may not influence mutation recovery. Furthermore, in contrast to the 300-bp amplicon fragments used by Tsai et al. (2011) , we used 600-bp amplicons, thus effectively using a two-fold higher number of bases for mutation detection. Another distinction is that in the present study we avoided potential uneven sequence coverage, which can result from the shearing of PCR products to generate short fragments appropriate for Illumina sequencing. Given the observed differences, we postulate that the higher sensitivity for mutation discovery in tomato may be the result of a variety of factors, including wet-bench parameters and improvements to sequencing technologies.
One limiting factor in NGS approaches is the sequencing error rate (Craig et al., 2008) . Improvements in sequencing accuracy, read lengths and throughput promise to allow further gains in TILLING by increasing pooling. In Danio rerio (zebrafish), using paired-end sequencing of 250-bp amplicons and by eliminating improperly aligned reads, ENU-induced mutations could be detected in 288 heterozygous fish pools (Pan et al., 2015) . In that study a onedimensional pooling strategy was employed, requiring additional genotyping by HRM to identify individuals within a pool that harbor the desired mutation. Although this approach requires extra steps, it reduces the up-front sequencing costs. A similar one-dimensional pooling strategy was recently used to evaluate natural variation in a large collection of Manihot esculenta (cassava) accessions. Here, pools of up to 281 individuals were sequenced using amplicons of up to 600 bp (Duitama et al., 2017) . Our work in tomato shows the robust recovery of induced mutations in three-dimensionally pooled samples of up to 128 individuals. As EMS mutations can be discovered in large three-dimensional pools in tomato, it provides the opportunity for increasing throughput and reducing costs. For example, a 128-fold pooling allows the three-dimensional arraying of 2048 mutant lines in 48 DNA pools ( Figure S1 ).
It is well established that the achievable frequency of induced mutations in diploid species is such that a relatively large population is required to ensure the recovery of deleterious alleles in most genes. For most TILLING studies, a population of 3000-5000 M 2 lines has been used for mutation detection. The use of a pooling depth of 128 improves the chances of the detection of rare mutations, as it allows for the analysis of a larger number of M 2 individuals. The design of higher fold pooling experiments, however, requires that all genomic DNAs in a pool are properly represented in the pool of amplified PCR products. With other factors held constant, it can be assumed that errors in the misrepresentation of individual samples in a pool are increased with increased pooling. Furthermore, our data show variations in read coverage between amplicons. Ideally, all PCR amplicons in a 'TILLING by sequencing' experiment would be sequenced to a similar depth to ensure consistent mutation discovery. Variations in depth can be controlled to some extent through the quantification of PCR products and dilutions; however, accurate quantification and dilutions can be time consuming and expensive. We chose in this study to rapidly determine the relative concentrations of each amplicon and to bin amplicons of similar concentrations together to reduce liquid handling steps. We are currently working on improvements to this approach.
The accurate identification of mutations in deeply pooled populations presents a major challenge. Considering that data contain millions of reads, mutation identification is only possible by computational tools. These tools align millions of short reads with a reference sequence. In this study, we used six different software programs for data analysis. The different programs varied considerably in their output for the accuracy of mutation detections. In For most genes, the CODDLE predicted regions were chosen for PCR to increase the likelihood of obtaining deleterious mutations.
all likelihood, these variations resulted from the different algorithms used by the individual software. CRISP uses contingency tables to compute P values to identify rare variants (Bansal, 2010; Bansal et al., 2010) , whereas SNVER uses a binomial-binomial model to calculate a pooled Simes' P value to distinguish true variants from sequencing errors (Wei et al., 2011) . LOFREQ assigns a P value using a Poissonbinomial distribution for the variant base (Wilm et al., 2012) . Similar to CRISP, VIPR is based on the assumption that the sequence-dependent error rate is conserved across pools, except that it derives the P value using the Skellam distribution (Altmann et al., 2011) . GATK UNIFIED GENOTYPER uses a Bayesian genotype likelihood model to estimate allele frequencies and uses the ploidy argument for pooled samples (McKenna et al., 2010) . CAMBA employs Bayes' theorem to compute the posterior probabilities with an F t score (Missirian et al., 2011) , and also considers the overlapping pooling scheme, whereas five other programs do not encompass a pooling scheme. A comparison of these programs revealed that SNVER, LOFREQ, VIPR and GATK UNIFIED GENOTYPER are not robust enough to accurately identify the mutations. Using the simulated pool data set, it was reported that LOFREQ, CRISP and GATK UNI-FIED GENOTYPER gave optimal accuracy, compared with SNVER (Huang et al., 2015) . This study suffers from a drawback, however, as it did not use a true pooled data set. As standalone software, CRISP and CAMBA analysis predicted mutations more accurately. In contrast, in wheat and rice, CAMBA yielded a higher mutation discovery rate than CRISP and the other software (Tsai et al., 2011) . Our comparative analysis highlights that the algorithms used by different programs are not yet robust enough to reduce false-discovery rates; however, the use of overlapping mutations predicted by at least two programs considerably eliminated false positives, as was evident by the higher Sanger sequencing confirmation. Furthermore, assuming minimal experimental variations in the assay, 
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SIFT was used to assess the effect of the mutation on protein function: a SIFT score of less than 0.05 indicates the mutation is deleterious in nature. A, CAMBA; B, CRISP; C, SNVER; D, LOFREQ; E, VIPR; F, GATK UNIFIED GENOTYPER 3.6. multidimensional pooling should be more accurate than one-dimensional pooling, as true mutations must repeat in each of the respective pool dimensions. It is imperative that better algorithms are developed for improving the detection of mutation by sequencing. Likewise, Tsai et al. (2011) also opined that mutation discovery by software could be made more robust by optimizing algorithms and determining the optimal probability threshold. Considering that EMS predominantly induces G/C ? A/T transitions (Vidal et al., 1995) , several analyses took into account only A/T changes for mutation detection. In tomato (Garcia et al., 2016) and rice (Abe et al., 2012) , only the EMS-induced A/T transition was considered to identify the mutant gene using the MutMap approach. Limiting mutation detection to the A/T transition alone can miss other mutations, however, as in this study nearly 35% of EMS-induced transitions were non-A/T transitions. GC ? AT transitions represented 65% of the transitions in tomato, which is very similar to rice where 70% of transitions were GC ? AT (Till et al., 2007) . In earlier studies using the classical TILLING method, the frequency of EMSinduced transitions was calculated by Sanger sequencing of the putative mutants that were detected by mismatch cleavage of CEL I. Using this approach, in Micro-Tom and M82 cultivars of tomato, around 90% of mutations were G/ C ? A/T transitions Okabe et al., 2011) , whereas in Arabidopsis, Zea mays (corn) and wheat, the frequency of G/C ? A/T transitions is 99% Till et al., 2004; Slade et al., 2005) .
When reviewing these data, it is important to consider the possibility of ascertainment bias. Although no nucleotide cleavage bias was observed with the use of crude celery juice extract and fluorescent detection (Till et al., 2004 (Till et al., , 2010 , it was reported that purified CEL I preferentially cleaves C/C ≥ C/A ≥ C/T ≥ G/G mismatches, and has lower recognition for other mismatches (Oleykowski et al., 1998; Yang et al., 2000) . Current NGS-based mutation detection platforms do not suffer from such ascertainment biases. A more accurate view of mutation spectra should emerge with growing data sets, such as with the millions of TIL-LING mutations discovered through exome capture sequencing in wheat (Krasileva et al., 2017) .
In tomato, the reported mutation density in a singly mutagenized population ranges from 1/322 to 1/1710 Kb (Gady et al., 2009; Minoia et al., 2010; Piron et al., 2010; Okabe et al., 2011 Okabe et al., , 2013 Okabe and Ariizumi, 2016) , and may reflect the susceptibility of different cultivars to the mutagenesis. In this study a much higher mutation density of 1/367 Kb was observed for tomato, compared with other reports, excluding the Red Setter cultivar that had a mutation frequency of 1/322 Kb (Minoia et al., 2010) . This suggests that 'TILLING by sequencing' can be efficiently applied for tomato. It is plausible that re-mutagenesis of the tomato may have contributed to the higher mutation density observed. Nonetheless, the above mutation density is similar to other diploid organisms like Arabidopsis Till et al., 2003) .
To summarize, we have adapted the 'TILLING by sequencing' approach for a doubly mutagenized tomato population. The approach is streamlined through the use of longer amplicons, allowing direct sequencing, and the use of multiple SNP calling algorithms to improve accuracy. The observation of a mutation density similar to that previously reported in tomato suggests this approach is robust and suitable for species where multiple mutagenesis treatments are required owing to recalcitrance in mutation accumulation. Although this study used 768 mutant lines and 55 amplicons, the approach is highly scalable and limited only to the read output of the sequencer used. We expect the approach to become more efficient as sequencing technologies evolve.
EXPERIMENTAL PROCEDURES
Development of a re-mutagenized tomato population
A population of tomato cultivar Arka Vikas, mutagenized with 120 mM EMS, was selected for re-mutagenesis. The details of population development and mutant lines collection are outlined in Figure 1 (a). The seeds from 1000 M 2 lines were remutagenized with 120 mM EMS, and M 2 M 1 plants were grown in an open field. The M 2 M 2 seeds were harvested and were sown to raise the M 2 M 2 plants. The juvenile leaves from the individual M 2 M 2 plants were collected for genomic DNA isolation. The M 2 M 3 seeds were harvested and stored at À20°C.
DNA isolation and 3D pooling
Genomic DNA was isolated from four individual plants (A, B, C and D) of each M 2 M 2 family following the protocol described by Sreelakshmi et al. (2010) with minor variations. The variations involved the use of Eppendorf tubes in place of the deep well plates, a higher centrifugation speed (130 00 g) and a proteinase K incubation step. Approximately 100 mg of leaf tissue was homogenized in 750 lL of preheated (at 65°C) DNA extraction buffer [0.1 M Tris-HCl, pH 7.5; 0.05 M EDTA, pH 8.0; 1.25% (w/v) SDS] containing 0.2 M b-mercaptoethanol and 20 mg of polyvinylpolypyrrolidone (PVPP) in 1.5-ml Eppendorf tubes using three three steel balls in a bead beater. Approximately 40 lg of proteinase K was added to the homogenate, followed by incubation at 37°C for 30 min.
Post-proteinase K, the other steps were essentially similar to those described in Sreelakshmi et al. (2010) , except for the usage of a higher centrifugation speed (13 000 g). The DNA quality and quantity were checked using three methods: agarose gel electrophoresis, Nanodrop estimation and Picogreen dye method (Invitrogen, now ThermoFisher Scietific, https://www.thermofishe r.com). The genomic DNA was equalized to 10 ng ll À1 based on Picogreen estimation. The DNA from 768 individuals of the M 2 M 2 population were arrayed into 12 plates in the 8 9 8 grid format and stored at À80°C until further use. DNA pooling and multiplexing was carried out following the protocol described by Tsai et al., 2011 (Figure 1b) . From the 12 64-well plates, equal quantities of DNA from each well were pooled in three dimensions to give 44 pools, consisting of 12 D-pools, 16 column (C) pools, and 16 row (R) pools.
Primer design and PCR amplification
All primers were designed to amplify a target fragment of 500-600 bp of the corresponding genes. The web-based CODDLE software (Codon Optimized to Discover Deleterious Lesions, http:// blocks.fhcrc.org/proweb/coddle/) was used for the prediction of the most deleterious region caused by mutagenesis. The primers for the CODDLE-predicted region were designed using OLIGO CALC (http://biotools.nubic.northwestern.edu/OligoCalc.html). For a few genes, two or more primers were designed to encompass the predicted exon region of these genes.
The PCR was carried out in a 20-lL volume using 10 ng of pooled DNA, 1X PCR buffer [10 mM Tris, 50 mM KCl, 1.5 mM MgCl 2 , 0.1% (w/v) gelatin, 0.005% (v/v) Tween-20, 0.005% (v/v) NP-40, pH 8.8], 2.5 mM of each dNTPs, 0.18 ll Taq polymerase (inhouse isolated) and 3 pmoles of both forward and reverse primers. The cycling conditions for amplification were 94°C for 4 min, 35 cycles of 94°C for 20 s, 60°C for 45 s, 72°C for 40 s, 72°C for 10 min and held at 12°C. The quality of PCR products was checked by agarose gel electrophoresis. The list of the amplicons used and their primer details are given in Table S4 .
Pilot experiment
To check the efficiency of pooling depth, the genomic DNA from one heterozygous individual carrying two different known mutations (G2984A and C3139T) in the gamma-glutamyl hydrolase gene were mixed with wild-type DNA in ratios of 1:128 and 1:256 (or 1:256 and 1:512, mutant allele to wild-type allele). The pools were amplified with the gamma-glutamyl hydrolase gene and with other target genes also. The libraries were prepared, barcoded and mixed with other samples, and then sequenced.
Library preparation and sequencing
Mutation detection by NGS, including PCR amplification, library preparation and sequencing, was carried out as two independent sets, with the first being an exploratory subset and the second being the main subset. In the exploratory subset, 12 target regions of 10 different genes were amplified by PCR: ADCS, aminodeoxychorismate synthase; CHRC, chromoplast-specific carotenoidassociated protein; CRTISO, carotenoid isomerase; CYCB, chromoplast-specific lycopene b-cyclase; FPGSp, plastidial folylpolyglutamate synthase; GCHI, GTP cyclohydrolase I; GGH1, c-glutamyl hydrolase 1; PSY1, phytoene synthase 1; NCED1, 9-cis epoxy carotenoid dioxygenase 1; and ZEP, zeaxanthin epoxidase. PCR products from all of the amplicons were pooled directly to their respective pools.
In the main subset, 45 target regions of 22 different genes were PCR amplified: ADCL, aminodeoxychorismate lyase; ADCS, aminodeoxychorismate synthase; CCD4A and CCD4B, carotenoid cleavage dioxygenase 4A and 4B; CHRC, chromoplast-specific carotenoid-associated protein; COP1, WD-40 repeat protein; CYCB, chromoplast-specific lycopene b-cyclase; DHFS, dihydrofolate synthase; FPGSm, folylpolyglutamate synthase; GCHI, mitochondrial GTP cyclohydrolase I; GGH1, GGH2 and GGH3, c-glutamyl hydrolase 1, 2 and 3; NCED1, 9-cis epoxycarotenoid dioxygenase 1; Or, chaperone protein dnaJ-like; PAP3, plastid-lipid-associated protein 3; PHYF, phytochrome F; PSY1, phytoene synthase 1; SPA1 and SPA3, WD-40 repeat protein; SPA3LIKE, WD-40 repeat protein; and TF, trifoliate. In this subset, GGH1 was used as the positive internal control, as an exploratory subset identified the presence of two mutations in the GGH1 gene in the population. Taking into account the common genes present in both exploratory and main subsets, a total of 25 genes were analyzed for the presence of mutations. The PCR products were relatively quantified using the Advanced Analytical â Fragment Analyzer TM with the low sensitivity 1-kb separation matrix with 30-cm capillaries (#DNF935). Analysis of data were performed using the included PROSIZE â 2.0 software. The relative concentration of each amplicon was estimated, and amplicons of similar concentration (AE10%) were put into the same concentration bin. All amplicons were then diluted to match the lowest-concentration bin. Following this, all amplicons produced from the same genomic DNA pool were pooled together. These pools containing PCR amplicons were used directly for the library preparation.
Indexed DNA library for NGS was prepared using the TruSeq â Nano DNA HT Library Preparation Kit with 200 ng of starting PCR products. The library was diluted to 18 pM concentration. Sequencing was performed on an Illumina MiSeq â using 2 9 300 PE chemistry according to the manufacturer's protocol. The reads were de-multiplexed with the MISEQ REPORTER software and were stored as FASTQ files for downstream analysis.
Data analysis and mutation calling
The de-multiplexed reads were aligned to reference sequences by BWA 0.7.15 (Burrows-Wheeler Aligner) using -q 20 -k 1, followed by SAM to BAM file conversion using SAMTOOLS 1.3.1. BAM files were sorted using PICARD 1.119 tools. Sorted BAM files were then processed for variant calling by CRISP (https://github.com/vibansal/ crisp/), LOFREQ (http://csb5.github.io/lofreq/), SNVER (http://snver.sour ceforge.net/) and GATK UNIFIED GENOTYPER 3.6 (https://software.broadin stitute.org/gatk/download/). For VIPR (https://sourceforge.net/projec ts/htsvipr/) and CAMBA (http://comailab.genomecenter.ucdavis.edu/ index.php/TILLING_by_Sequencing#Bioinformatics_tools) analysis, sorted BAM files were converted to MPILEUP using SAMTOOLS for further processing. CRISP requires multiple pooled BAM files to run simultaneously. Therefore, for CRISP, BAM files from all column pools were run in parallel. Similarly, for row pools and D pools too, the BAM files were also run in parallel. For all BAM file runs, a -qvoffset filter of 33 was used.
For VIPR analysis, RKWARD (https://rkward.kde.org/) a GUI for R was used, as VIPR requires the R environment to run. Similar to CRISP, VIPR too requires multiple pooled MPILEUP files to run together. For VIPR, the MPILEUP files for all column, row and D pools were independently run with default parameters. The other three programs, LOFREQ, SNVER and GATK UNIFIED GENOTYPER, were independently run on individual BAM files. LOFREQ was run with default parameters. In the case of SNVER, -t 0, -a 0, -s 0, -f 0 and -p 0.1 was used to achieve more specificity. For GATK UNIFIED GENOTYPER, the ploidy argument was used for variant calling. CAMBA pipeline is designed for the overlapping paired-end reads, and uses custom PYTHON scripts for variant calling. As the obtained Illumina reads were non-overlapping paired ends, the CAMBA script was slightly custom-modified to make it suitable for our data set (Appendix S1).
All five programs, CRISP, LOFREQ, SNVER, VIPR and GATK UNIFIED GENO-TYPER, gave the variants in the vcf format; however, CRISP and VIPR gave the pooled vcf files for C pools, R pools and D pools separately, whereas LOFREQ and SNVER gave the vcf files for the individual pool. The pooled vcf files were converted into individual vcf files in the case of CRISP and VIPR. As every M 2 M 2 plant line harboring a particular mutation is represented in three different kinds of pools, we considered only those mutations that were present in all three pools (R pool, C pool and D pool) at an identical position.
To identify the mutant individuals from the pools, we used a custom shell script using VCFTOOLS -ISEC command on the individual pool vcf files. As CAMBA is designed for an overlapping pooling strategy, it directly identifies the individuals carrying the mutation in the output file with a Bayesian method threshold of positive five. All the predicted mutations from these programs were cataloged. Among these, the mutations that were predicted by at least two different programs were selected for further analysis. The predicted mutations in the filtered variants were confirmed by the Sanger sequencing of genomic DNA of mutant individuals. The effect of the mutation on protein function was analyzed by SIFT4 G (Sorting Intolerant From Tolerant, http://sift.bii.a-star.edu.sg/sift4g/ AboutSIFT4G.html). Mutations with the SIFT scores of <0.05 were predicted to affect protein function.
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