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Sommaire
Notre étude présente différentes méthodes heuristiques adaptées à la résolu
tion d’un problème d’ordonnancement de tâches avec contraintes sur les res
sources. Ce problème consiste à déterminer un horaire pour un ensemble de tâches
consommant des ressources disponibles en quantité limitée. Chaque tâche, de
durée prédéterminée, doit être exécutée obligatoirement à l’intérieur d’une fenêtre
de temps donnée. Pour la résolution du problème, nous utilisons une approche
par pénalités où la quantité de ressources excédentaires nécessaire est minimisée.
Nous nous concentrons principalement sur la méthode de descente pure, la
méthode de recherche taboue, la méthode du recuit simulé et trois différentes
méthodes d’acceptation avec seuil. Trois techniques d’amélioration sont aussi
étudiées : la diversification par construction aléatoire, la diversification de premier
ordre et la recherche à voisinage variable. Nous effectuons une étude compara
tive pour déterminer la stratégie la plus efficace pour résoudre ce problème en
particulier. Les résultats indiquent qu’une combinaison du recuit simulé et de la
recherche à voisinage variable semble être la stratégie à privilégier.
Nous terminons avec une discussion concernant des pistes qu’il serait inté
ressant d’explorer pour améliorer l’efficacité des méthodes pour résoudre le pro
blème d’ordonnancement avec contraintes sur les ressources à l’étude.
Mots Clés
Méthodes heuristiques, ordonnancement, recherche taboue, recuit simulé, ac
ceptation avec seuil, diversification, recherche à voisinage variable, méthode cons
tructive.
$ummary
Our study review different heuristic methods that we adapt for the resolu
tion of the resource-constrained scheduling problem. lii this problem, the goal is
to determine a schedule for a set of tasks requiring resources to be completed.
Resource availabilities are limited. Each task last a certain amount of time and
must be completed in a specified time window. We use a penalty approach where
the sum of the resource constraint violations is minimized.
We study a steepest descent method, a tabu search method, a simulated an
nealing method and three different threshold accepting methods. Three improving
strategies are also studied a diversification based on randomly constructive so
lutioll, a first order diversification strategy and a variable neighborhood search
approach. À comparative study is carried out to determine the most efficient
technique to this problem. Resuits indicate that a combination of the simulated
annealing and the variable neighborhood search techniques seems to be the best
strategy.
We conclude with a discussion about promising avenues to increase the effi
ciency of the methods to solve the resource-constrained scheduling problem.
Key Words
Heuristics methods, scheduling, tabu search, simulated annealing, threshold
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Chapitre 1
Introduct ion
L’ordonnancement, qui peut être décrit comme un problème d’allocation de
ressources sujet à des contraintes, est une des activités centrales de la planification
et du contrôle de la production. Dès qu’il est nécessaire de répartir ou d’organiser
un travail entre plusieurs machines ou même plusieurs personnes, nous faisons face
à ce type de problème. La multitude de champs d’application de ceux-ci explique
par ailleurs le fait que plusieurs variantes de ce problème soient largement étudiées
dans la littérature.
Le problème d’ordonnancement de tâches avec contraintes sur les ressources
dont il est question dans cet ouvrage en est un exemple. Dans la version étudiée, le
problème consiste à déterminer un horaire pour un ensemble de tâches nécessitant
des ressources pour leur exécution en respectant les temps de début et d’échéance
fixés pour chacune des tâches et les disponibilités des ressources à chaque période.
Deux suppositions importantes sont faites afin de diminuer la complexité du
problème. Premièrement, il n’y a pas de préemption dans l’exécution des tâches,
c’est-à-dire qu’une tâche commencée ne peut être interrompue et doit ainsi être
complétée entièrement. Deuxièmement, il n’y a aucune relation de précdence
entre les tâches.
Malgré ces deux suppositions, ce problème demeure complexe puisqu’il fait
partie de la classe des problèmes NP-difficiles, c’est-à-dire qu’aucun algorithme
pouvant résoudre ce problème en temps polynomial n’est connu. Ce fait peut
être démontré en se basant sur les travaux de Blazewicz [5]. Ainsi, les techniques
classiques utilisant l’énumération implicite de l’ensemble des solutions ne sont pas
applicables pour les grands problèmes de la vie courante malgré les progrès réalisés
ces dernières années. Plus souvent qu’autrement, des techniques constructives et
amélioratives (heuristiques) doivent être employées pour résoudre efficacement les
2problèmes d’ordonnancement. Nous nous concentrons dans cette étude sur cinq
d’entre elles : une méthode constructive et quatres méthodes de recherche locale
(méthode de descente pure, de recherche taboue, du recuit simulé et d’acceptation
avec seuil). Diverses stratégies d’amélioration sont aussi testées pour chacune
d’elles, dont deux recherches à voisinage variable.
Les objectifs principaux de notre étude sont d’adapter les différentes méthodes
heuristiques générales mentionnées pour la résolution de ce problème en particu
lier, d’analyser différentes composantes de ces méthodes et surtout de comparer
l’efficacité relative de ces techniques à résoudre le problème donné. Sans réinventer
ces techniques, déjà fort étudiées, nous pensons que cette étude, effectuée sur une
variante simple du problème, peut servir à faire ressortir les meilleurs atouts et
surtout les faiblesses des techniques comparées.
Le prochain chapitre de cet ouvrage décrit en détail le problème d’ordon
nancement avec contraintes sur les ressources, sujet de notre étude. Le chapitre
3 contient ensuite une revue exhaustive de la littérature sur ce problème. Les
chapitres suivants présentent respectivement la méthode constructive (chapitre
4), et les différentes techniques de recherche locale (chapitre 5) et stratégies
d’amélioration (chapitre 6) testées. finalement, le chapitre 7 résume les expéri
mentations faites et les résultats numériques obtenus, et le chapitre 8 termine
avec les conclusions à apporter suite à cette étude et les considérations futures.
Chapitre 2
Description du problème et du
modèle mathématique
Le problème d’ordonnancement avec contraintes sur les ressources, connu
sous le nom de ResouTce-constrained scheduting probtem (RC$), consiste, dans
la variante étudiée, à déterminer un horaire pour N tâches. Pour formuler le
problème, nous utilisons la notation suivante
— L’horizon de temps est partitionné en périodes j, j = 1, 2,. . ., J, de lon
gueur fixe.
—
Chaque type de ressource t, t 1, 2,. , L, est disponible en quantité




ne peut être commencée avant une certaine période r (temps le plus tôt
de la tâche),
— s’échelonne sur un nombre prédéterminé de périodes d (durée),
—
nécessite une quantité donnée at de chaque ressource t à chacune des
périodes de son exécution,
—
et doit être terminée au plus tard à une certaine période f < J (échéance
de la tâche).
Un horaire est représenté par le vecteur z, où chaque variable de décision z
dénote la période de départ de la tâche i, i=1,2 N. Par définition, un horaire
x est dit admissible si chaque tâche i est débutée à une de ses périodes de départ
admissibles J, où
J={j :r<j<J—d+1}.
4Pour formuler les contraintes sur les ressources, définissons, pour un horaire
x, le sous-ensemble E(x) des tâches en cours d’exécution à la période j, j =
1, 2, . . ., J, par




L’objectif est de déterminer un horaire admissible réalisable. Pour ce faire,
nous avons utilisé une approche par pénalités, où la somme des violations des
contraintes sur les ressources est minimisée. Ce problème peut être formulé comme
suit:
(P) Min P(x) = max{O, ail — Blj}
1<j<J 1<1<L iEE(x)
Sujet à xjeJj, i=1,2,...,N.
Bien sûr, lorsque P(x) = O, l’horaire admissible x est alors réalisable. Par contre,
s’il n’y a aucun horaire admissible satisfaisant toutes les contraintes de ressources,
alors la solution optimale de (P) correspond à la solution admissible minimisant
la quantité supplémentaire de ressources nécessaire à son exécution.
Chapitre 3
Littérature
Depuis plus de quarante ans maintenant, plusieurs problèmes d’ordonnance
ment différents ont été définis et étudiés. Les variantes du problème d’ordonnan
cement les pius étudiées sont les problèmes à machine unique (single-machine)
et les problèmes d’ordonnancement de projets (projecis scheduting) et leurs cas
spéciaux, comme les problèmes d’atelier généralisés (job shop pro btem) et linéaires
(flom shop probtem). Les problèmes de la vie réelle quant à eux sont souvent très
complexes et incluent une variété de contraintes spécifiques.
3.1 Variantes
Un exemple typique d’étude sur le problème d’ordonnancement à machine
unique est celle de Janiak [31]. Les objectifs à atteindre pour ce problème sont
habituellement la minimisation du retard total de chaque tâche par rapport à son
échéance (Koulamas [37]), la minimisation de la durée totale (Baker [3] et Morton
et Peiitico [46]) et finalement, la minimisation, pondérée ou non, du nombre de
tâches en retard (Potts et Van Wassenhove [53], Moore [45]).
Les problèmes d’ordonnancement de projets, où un projet est composé de
tâches reliées entre elles par des relations de précédence, sont de loin les plus
étudiés. Dans ces problèmes, les temps le plus tôt et les échéances ne sont pas
spécifiés pour les tâches individuelles, mais plutôt sur le projet dans son ensemble.
Plusieurs variantes de ce problème ont été développées avec différents objectifs
(critère d’évaluation de la qualité de l’horaire), différents types de ressources
(renouvelables ou non, préemptives ou non), et différentes contraintes. Parmi les
travaux récents résumant les recherches effectuées sur ce problème, mentionnons
6ceux de Brucker et aï. [9], de Ôzdamar et Ulusoy [511 et de Icmeli et aÏ. [30].
Deux cas spéciaux de ce problème sont aussi beaucoup documentés: le problème
d’atelier généralisé et linéaire. Dans le problème d’atelier généralisé (job shop
pTobtem), le but est de trouver un horaire pour un ensemble de projets contenant
chacun des tâches devant être exécutées selon un certain ordre sur des machines
spécifiques. L’horaire, constitué des temps de départ de chaque tâche sur chaque
machine, doit être optimal selon certains critères. Le problème d’atelier linéaire
(flou shop probtem) est plus restrictif car l’ordre de passage des tâches sur chaque
machine doit être le même pour chaque projet.
3.2 Approches de résolution
Au niveau de la résolution de ces problèmes de type combinatoire, deux ap
proches globales sont généralement à considérer : les méthodes exactes et les
méthodes heuristiques. La différence majeure réside dans le fait que les méthodes
exactes résolvent le problème jusqu’à l’obtention d’une solution optimale tandis
que les méthodes heuristiques tentent plutôt de trouver une bonne solution dans
un temps raisonnable.
3.2.1 Méthodes exactes
Les méthodes exactes requièrent habituellement beaucoup de temps et ne
réussissent en temps normal qu’à résoudre certaines formes peu complexes du
problème. Comme aucun algorithme exécutable en temps polynomial n’existe
pour résoudre ces problèmes exactement, le temps de résolution augmente rapi
dement avec la taille du problème. Les problèmes de la vie collrante sont ainsi
presqu’impossibles à résoudre à l’aide d’une méthode exacte.
Les premiers travaux concernant les méthodes exactes et les problèmes d’or
donnancement ont surtout porté sur des méthodes utilisant la programmation
dynamique (Carruthers et Battersby [11], Held et Karp [29]) dans les années
soixante. Par la suite, plusieurs chercheurs se sont concentrés sur des algorithmes
basés sur une énumération de type séparation et évaluation. Parmi les plus récents
travaux sur ce sujet, mentionnons ceux de Demeulemeester et Herroelen [17, 181,
7Mingozzi [431, Brucker et aï. [10] et $precher [51• Ces méthodes ont par contre
toutes été développées pour le problème d’ordonnancement de projets, qui inclut
des précédences sur les tâches. Elles ne réussissent de plus qu’à résoudre des pe
tits problèmes, composés de dix à vingt tâches. Patterson présente un survol des
méthodes exactes développées pour ce problème dans [52].
3.2.2 Méthodes heuristiques
Depuis plus de dix ans, les chercheurs se concentrent principalement sur les
méthodes heuristiques pour la résolution des problèmes d’ordonnancement. Les
publications dans ce domaine sont maintenant très nombreuses et variées. Les
méthodes heuristiques peuvent être séparées en deux classes : les méthodes à une
seule solution et les méthodes à population de soliltions. Chacune de ces classes
est composée de méthodes constructives, où la solution est construite à partir de
rien et de méthodes amélioratives, où une solution est améliorée itérativement
[221.
Pour une description et une classification complète et récente des méthodes
heuristiques développées pour les problèmes d’ordonnancement de projets ainsi
qu’une évaluation comparative de celles-ci, les travaux de Kolish et Hartmann
[36] et de Hartmann et Koolish [28] sont à consulter.
Méthodes utilisant une population de solutions
Les deux principales méthodes basées sur une population de solutions sont la
méthode de colonie de fourmis (Ant Cotony Method) et la méthode génétique.
La méthode de colonie de fourmis est une méthode constructive introduite
pour la première fois au début des années quatre-vingt-dix par Colorni, Dorigo
et Maniezzo [15]. L’idée générale de cette méthode est de faire construire chaque
solution d’une génération par des fourmis qui dispersent une certaine quantité
de phéromone sur les chemins les ayant conduit à leur solution. Les fourmis
de la génération suivante seront attirées par la phéromone et fouilleront plus
intensivement autour des meilleures solutions. Les travaux de Bauer et et. [4]
utilisent cette méthode pour solutionner le problème d’ordonllancement sur une
8seule machine tandis que ceux de Colorni et aï. [161 et Stfltzle [1 l’utilisent pour
le problème d’atelier généralisé et linéaire. Dernièrement, Merkle et aï. [41] ont
développé une méthode de colonie de fourmis pour le problème d’ordonnancement
de projets et l’ont comparée à plusieurs autres heuristiques avec beaucoup de
succès en moyenne.
Plusieurs algorithmes utilisant le principe de la méthode génétique ont été
développés pour différents problèmes d’ordonnancement. La méthode génétique
est basée sur un encodage des solutions, sur des opérateurs de sélection et de
croisement des solutions parents et sur un opérateur de mutation des enfants. À
chaque itération, des solutions sont choisies parmi les solutions de la population
et croisées pour en obtenir de nouvelles qui, elles, seront mutées afin d’en générer
d’autres. Chen et at.f13], Murata et aï. [47], et Nepalli et at.[48] ont appliqué
ce principe au problème d’atelier linéaire. Gupta et aï. se sont attardés quant à
eux à la résolution d’un problème à une seule machine [24] visant à minimiser
la variance du temps d’exécution total. Cheng et aï. [14] proposent une revue
des méthodes génétiques développées pour le problème d’atelier généralisé. fina
lement, plusieurs auteurs se sont intéressés à cette technique pour le problème
d’ordonnancement de projets dont Ôzdamar [50], Hartmann [27] et Alcaraz et
Maroto [1].
Méthodes à une solution
Parmi les méthodes à une seule solution appliquées au problème d’ordonnan
cement, nous retrouvons principalement les méthodes utilisant des heuristiques
d’insertion, et des variantes de la méthode du recuit simulé et de la méthode
de recherche taboue. Ces méthodes fonctionnent toutes en construisant o en
améliorant itérativement une solution jusqu’à atteindre un certain objectif.
Les méthodes utilisant des heuristiques d’insertion sont des méthodes cons
tructives. Habituellement employées pour des problèmes comportant des relations
de précédence, ces méthodes trient, à chaque période, les tâches pouvant être
planifiées immédiatement à l’aide d’un ou de plusieurs critères de priorité et
tentent de les planifier en respectant les contraintes de ressources. Souvent ces
méthodes sont exécutées plusieurs fois et/ou avec différents critères afin de générer
différentes solutions et de ne garder que la meilleure parmi celles-ci. Une autre
9astuce pour générer différentes solutions est d’ajouter un peu de hasard dans
les critères de priorité. Les travaux de Boctor [6] et de Kolish [35], entre autres,
explorent quelques-unes de ces avenues.
Les deux autres méthodes, la méthode de recherche taboue et la méthode
du recuit simulé, démarrent avec une solution initiale, habituellement obtenue
à l’aide d’une heuristique d’insertion, et tentent de l’améliorer en y apportant
de petites modifications et ce jusqu’à ce que le processus stagne. Plusieurs cher
cheurs ont appliqué la méthode de recherche taboue à la résolution du problème
d’ordonnancement de projets dont Lee et Kim [39], Baar et aï. [2] et Gagnon [21].
D’autres l’ont fait pour le problème à une machine (Laguna et aï. [38]) et pour
les problèmes d’atelier (Nowicki et Smutnicki [49] et Liaw [40]).
Plusieurs chercheurs ont aussi développé des méthodes de recuit simulé pour
les variantes du problème d’ordonnancement de projets; Boctor [Z] ainsi que Bou
leimen et Lecocq [8] ont travaillé sur de tels algorithmes. Notre étude, quant à
elle, a été fortement inspirée d’un article de Jeffcoat et Bulfin [32] dans lequel ils
décrivent et implantent une méthode de recuit simulé pour le problème d’ordon
nancement avec temps le plus tôt et échéance pour chaque tâche. Nous reprenons
dans notre étude l’algorithme utilisé dans leurs travaux ainsi que les idées princi
pales pour développer d’autres algorithmes de recherche locale, les implanter et
les comparer. Ce problème, simplifié par rapport à celui impliquant des relations
de précédence, nous a permis d’adapter facilement les méthodes connues à sa
résolution. Il serait intéressant de s’inspirer de ces résultats pour poursuivre une
étude similaire sur le problème avec relations de précédence.
Chapitre 4
Méthode constructive
La méthode constructive suivante est simple et directe. Premièrement, toutes
les tâches sont ordonnées suivant un certain critère, et planifiées une à la suite
de l’autre selon cet ordre, eu tentant d’utiliser efficacement les ressources encore
disponibles. Cette méthode est souvent qualifiée de vorace (greedy) car l’ordre
des tâches à planifier est choisi a priori, et la période de départ de chaque tâche
est fixée en fonction des tâches déjà planifiées sans remettre en question la plani
fication déjà faite.
Pour ordonner les tâches, un critère défini en terme d’un sous-ensemble des
ressources £ c {1, 2, . . . , L} est utilisé. Pour ce faire, à chaque tâche i est associée
une valeur c égale au total des unités des ressources t E £ nécessaires à l’exécution
de cette tâche; c’est-à-dire que pour chaque tâche j, i=1,2,. .
c =
1e
La période de départ de chaque tâche est déterminée séqilentiellement selon
l’ordre décroissant des valeurs c. Ainsi, les tâches nécessitant un plus grand
nombre d’unités des ressources du sous-ensemble £ seront exécutées en premier.
Précisément, la période de départ de chaque tâche i est fixée, parmi ses périodes
admissibles I, de telle sorte que la tâche est exécutée durant les périodes où la
plus grande quantité de ressources t E £ est encore disponible. Cette méthode




L C {1, 2,. . . , L}, le sous-ensemble de ressources choisies
:= O, i=1,2,. . . ,N, l’horaire à construire
c ais, i=1,2,. . .,N, le critère d’ordre
baj B1, t L, j=1,2,. . .,N, les ressources encore disponibles
Sllpposons que les tâches sont ordonnées de telle sorte que
C1C2CN
Algorithme:
POUR CHAQUE j DE 1 À N
Résidu := —oc
POUR CHAQUE s DE r À f-d+1
SI Résidu < 1E ba1 ALORS
s+d—1Residu ie Z=S baj
s
POUR CHAQUE t DE x À x+d—1
POUR CHAQUE t E L
baie bai’ —
z est l’horaire construit
Fia. 4.1 — Méthode constructive
Chapitre 5
Techniques de recherche dans le
voisinage (recherche locale)
Les méthodes de recherche dans le voisinage (TRV), ou Neighborhood $earch
Techniques (N$T), sont des procédures itératives remplaçant l’horaire admissible
courant x par un nouvel horaire x’ situé dans son voisinage N(x), jusqu’à ce
qu’un horaire admissible x soit atteint, où x est acceptable par rapport à un
certain critère. En général, la solution voisine z’ E N(z) est générée en apportant
une légère modification à z.
Toutes les techniques diffèrent essentiellement par la façon qu’elles ont de
sélectionner la prochaine solution x’ N(z). La technique la plus simple, la
méthode de descente pure (DP), tente à chaque itération d’améliorer le plus pos
sible la solution z jusqu’à l’atteinte d’un minimum local. La méthode de recherche
taboue (RT) est similaire à celle-ci, à l’exception qu’elle permet de s’échapper d’un
tel minimum local afin de continuer l’exploration des solutions admissibles.
Les deux autres méthodes, la méthode du Tecuit simulé (RS,,) et la méthode
d’acceptation avec seuil (AS), se basent plutôt sur un processus aléatoire pour
déterminer une solution voisine de x. Elles diffèrent essentiellement par le critère
que chacune utilise pour choisir si cette solution peut ou non devenir la prochaine
solution courante.
Ce chapitre débute par la description de deux concepts communs à toutes les
techniques de recherche locale étudiées le choix du voisinage et de la solution
initiale. Une description générale et détaillée de chacune des techniques suit dans
les quatre sections suivantes.
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5.1 Concepts communs
5.1.1 Notion de voisinage
Les techniques itératives que sont les méthodes de recherche locale peuvent
être vue comme une suite de déplacements à l’intérieur de l’espace des solutions
admissibles où, à chaque étape, le déplacement est limité vers une nouvelle solu
tion admissible appartenant à un sous-ensemble de celles-ci situées dans le voisi
nage de la solution courante. Le voisinage employé contrôle alors cette démarche.
Règle générale, plus le voisinage est large, meilleure est la qualité des optimums
locaux et finaux. Par contre, pius le voisinage contient de solutions, pius il est long
et difficile de trouver la meilleure solution dans celui-ci. Un compromis s’impose
donc au niveau de la dimension du voisinage.
Dans notre implantation. le voisinage utilisé est celui introduit par Jeffcoat
et Bulfin dans [321. Pour chaque solution x, son voisinage N(x) contient tous
les horaires admissibles obtenus de z en déplaçant la période de départ d’une
seule tâche d’une seule période. Il contient donc un maximum de 2 x N solutions.
Nous dénotons par x(i,g) et z(i,d), les horaires dérivés de x en devançant ou en
retardant respectivement la tâche j
z(i, g) = [zi, z2,. . . , Xj_ Zl, . . . , XN],
x(i,d) = [xi,x2,. . .,zj_1,x+1,xj1, . .
.
,x.
L’horaire x(i, g) (x(i, d)) est appelé “voisin de gauche (droite) par rapport à la
tâche i”. Si xi—1 > r, alors x(i,g) est inclus dans N(x) et, de façon similaire,
x(i, cl) est inclus dans N(z) si z+1 < J—d+1.
5.1.2 Solution initiale
Toute technique de recherche locale démarre avec une solution initiale. Plu
sieurs méthodes peuvent être utilisées pour générer cette solution initiale et son
choix peut influencer l’efficacité des techniques de recherche dans le voisinage. Il
est donc important de s’y attarder. Par contre, il est à noter que par la struc
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ture du voisinage employée, nous sollhaitons qu’il existe, pour toutes paires de
solutions z et z’, une suite de mouvements permettant de se déplacer de x à z’.
Donc, peu importe la solution initiale utilisée, la solution optimale peut toujours
être atteinte.
Deux avenues sont généralement à explorer pour la génération de cette so
lution de départ. La première et la plus simple consiste à en générer une aléa
toirement. Dans notre cas, ceci se résume à générer aléatoirement, pour chaque
i=1,2,. . . ,N, une période de départ z comprise entre r et f—d+1. La deuxième
avenue nécessite souvent un peu plus de connaissances sur le problème à résoudre.
Elle consiste à utiliser une méthode constructive de type vorace comme celle
présentée au chapitre 4. En moyenne, cette dernière technique nous permet d’ob
tenir des solutions initiales de meilleure qualité; nous l’avons utilisée dans tous
nos tests avec le sous-ensemble de ressources L = {1, 2, . . , L}.
52 Technique de descente pure
À chaque itération de cette méthode de descente, aussi appelée “steepest des-
cent”, le meilleur horaire admissible z’ dans le voisinage N(z) de la solution
courante z,
z’ = argmin {P(z)},
zN(x)
devient la solution courante pour la prochaine itération. La méthode de descente
pure est résumée dans la figure 5.1.
5.2.1 Critère d’arrêt
Cette procédure s’arrête lorsqu’un premier minimum local est atteint, c’est
à-dire lorsque P(z’) > P(z). Toutes les autres techniques présentées dans ce
chapitre comportent des mécanismes pour éviter d’être piégées dans le premier
minimum local atteint. En effet, ce dernier peut être de très mauvaise qualité et




z0 un horaire admissible initial
z z0, la solution courante
z” := z0, la meilleure solution rencontrée jusqu’ici
fin := FAUX
Algorithme:
TANT QUE fin VRAI
PC := P(x*)
Exploration des voisins
POUR CHAQUE i DE 1 À N
SI P(xt) = O, ALORS
fin := VRAI
Voisin de gauche par TappoTt à ta tâche i
SI x(i, g) est admissible (c-d. z,—1 > r,), ALORS
SI P(x(i, g)) <F(z*), ALORS
z”‘ := x(i, g)
Voisin de droite par rapport à ta tâche i
SI z(i, d) est admissible (c-d. x+1 < f—d+1), ALORS
SI P(z(i,d)) <P(z*), ALORS
:= x(i, d)
Évaluation du critère d’arrêt
SI P(x*) = PC, ALORS
fin VRAI
z := z”‘
z est l’horaire admissible généré
FIG. 5.1 — Méthode de descente pure
16
5.3 Méthode de recherche taboue
La méthode de recherche taboue (Tabu $earch) a été développée indépendam
ment par Glover[23] et Hansen[25]. Plusieurs variantes de cet algorithme peuvent
être imaginées. Dans la nôtre, à chaque itération, un horaire admissible x’ parmi
un sous-ensemble de solutions Nv(x) Z N(x) est choisi comme solution courante
pour la prochaine itération. Aussi longtemps que P(x’) < P(z), cette méthode se
comporte de façon similaire à la méthode de descente. Par contre, dans le cas où
P(x’) > P(x), se déplacer de x à x’ n’entraîne aucune amélioration et peut même
entraîner une détérioration de la fonction économique P(x). Néanmoins, ce mou
vement permet de s’échapper d’un minimum local pour continuer l’exploration et
est donc permis.
Par contre, étant donné que la valeur de la fonction économiqile P(x) n’est
pas monotone décroissante, une mesure de sécurité pour empêcher la procédure
d’entrer dans un mouvement cyclique est nécessaire, d’autant plus que notre
définition du voisinage fait en sorte que si x’ E N(x), alors x E N(x’). Ce retour
en arrière doit donc être enrayé par un mécanisme de mémoire empêchant le
processus de revenir à une solution récemment visitée. Dans ce but, une liste
taboiie(LT), de longueur limitée, est employée pour mémoriser les modifications
dernièrement utilisées pour générer les solutions courantes.
Puisque seules les modifications sont mémorisées, et non les solutions, ce
mécanisme a comme défaut de rendre taboues des solutions qui n’ont encore ja
mais été visitées. Étant donné que certaines de ces solutions dites taboues peuvent
être vraiment bonnes, un critère d’aspiration est introduit pour contrecarrer
le statut tabou d’une telle solution.
Les prochaines sections contiennent une description plus détaillée des différen
tes composantes de cette méthode dont l’exploration du sous-voisinage, le contenu
de la liste taboue, et la définition du critère d’aspiration et des critères d’arrêt.




x0, un horaire admissible initial
X := x°, la solution courante
x°, la meilleure solution rencontrée jusqu’ici
nblt O, le nombre d’itérations
nbltlnutite O, le nombre d’itér. successives sans améliorer x
fin FAUX
Algorithme:
TANT QUE fin # VRAI
Z:=ø
Déterminer le sous-ensemble de tâches V {1, 2,. . . , N}
Exploration des voisins
POUR CHAQUE j V
SI P(x*) = O, ALORS fin VRAI
Voisin de gauche par rapport à ta tâche i
SI x(i,g) est admissible (c-d. xj—l > ri), ALORS
Critère d’aspiration




SI (i,x—l) çz’ LT, ALORS
Z := ZU{x(i,g)}
Voisin de droite par rapport à ta tâche i
SI x(i,d) est admissible (c-1d. x+1 <f—d+1), ALORS
Critère d’aspiration
SI P(x(i,d)) <P(x*), ALORS
x := x(i, d)
nbltlnutite O
ALLER À mj:
SI (i,x+i) LT, ALORS
Z ZU{x(i,d)}
Remplacement de x
z := argmin {P(z)}
zEZ
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mj Mettre à jour LT
Evaluation des cTztères d’arTêt
nblt := nblt + 1
nbltlnutite := nbltlnntite + 1
SI nbIt nbltMax OU nbltlnutile > nbltlnutiteMax, ALORS
fin VRAI
x est l’horaire admissible généré
FIG. 5.2 — Méthode de recherche taboue
5.3.1 Choix et exploration du sous-voisinage Nv(x)
Contrairement à la méthode de descente pure, à chaque itération de cette
méthode, il est possible de n’explorer qu’une portion seulement du voisinage de la
solution courante z, Nv(z) afin d’y trouver la prochaine solution z’. L’exploration
d’une partie du voisinage permet d’effectuer plus d’itérations pour explorer de
façon plus superficielle le voisinage d’un plus grand nombre de solutions dans un
même laps de temps.
Dans notre cas, le sous-ensemble Nv(x) contient les solutions voisines de z,
x(i, g) et z(i, d) pour chaque j e V ‘C {1, 2, .. . ,N}. Le sous-ensemble V peut être
sélectionné aléatoirement ou par une méthode plus complexe tentant de prédire
quelles sont les tâches dont le déplacement de leur période de départ est le plus sus
ceptible d’améliorer la valeur de la fonction économique de la solution courante.
Les deux avenues décrites ci-dessous ont été explorées lors des expérimentations
numériques rapportées au chapitre 7.
Sélection par épuisement d’une permutation aléatoire
Pour implanter cette sélection, une permutation des tâches i e {1, 2, . . , N}
est générée aléatoirement. À chaque itération, un nombre maximal n e [1, N] de
tâches de cette permutation est exploré pour déterminer z’, la prochaine solution.
Il faut noter que toutes les tâches sont parcourues dans l’ordre de la permutation
avant d’en générer une nouvelle même si la solution courante change au cours de
19
ce parcours.
Pour bien illustrer le parcours des tâches, notons perm, le vecteur contenant
la permutation des tâches et p e {1, 2, . , N}, la position dans cette permutation
de la dernière tâche utilisée pour générer le sous-voisinage à l’étape précédente.
Dans le cas où p+n < N, le sous-ensemble V, à l’itération courante, est alors
composé des tâches permp±l à perm,+, et le parcours se fait dans cet ordre. Par
contre, si p+n > N (c’est-à-dire qu’il reste moins de n tâches à parcourir dans
la permutation), alors une nouvelle permutation, notons-la perm’, est générée
de telle sorte que ses N—p premières tâches soient les tâches permp+; à permr
(dans cet ordre) et que ses p dernières tâches soient composées d’une permutation
des tâches perm1 à permp. Le sous-ensemble V, à l’itération courante, est alors
composé des tâches permÇ à peTm.
Sélection utilisant un critère basé sur les périodes
Le principe sous-jacent à cette sélection est qu’à chaque itération, les tâches
dans V sont choisies en favorisant les plus prioritaires selon un critère reflétant
la violation des contraintes sur les ressources.
Étant donné la solution courante x, la priorité p de la tâche i est spécifiée en
terme de la violation des contraintes sur les ressources lors de la première et de
la dernière périodes de son exécution. Ainsi, pour chaque tâche i = 1, 2,. . .
= P.(x) + P+d_1(x)
où P(x) est la violation associée à chaque période j, j = 1, 2,. . . , J
Pj(x)=max{O,
t=1 ieE(x)
Nous escomptons que plus la priorité d’une tâche est élevée, plus nous avons
avantage à déplacer le moment de son exécution.
Par contre, pour éviter d’être trop glouton, nous choisissons plutôt les tâches
séquentiellement selon un processus probabiliste biaisé eu faveur des tâches plus
prioritaires. À chaque étape, le processus de sélection se résume comme suit
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I. Considérer les tâches dans l’ordre original i = 1, 2,. . . ,N et soit p la priorité
de la tâche j.
2. Déterminer un nombre aléatoire ci dans l’intervalle [0,
3. Déterminer le pulls petit indice r tel que p > a.
4. La tâche d’indice r est sélectionnée et sa priorité est mise à O (c-à-d. Pr := 0).
5.3.2 Liste taboue
La liste taboue LT et le voisinage sont les éléments les plus importants de
cette méthode. Une attention particulière doit donc être portée à sa définition.
Dans notre cas, supposons que l’élément x’ e Nv(z) Ç N(x) choisi comme
solution courante pour la prochaine itération est x(i, g) ou x(i, cl). Dans le nouvel
horaire, la tâche j est débutée à la période xi—1 ou x+1 plutôt qu’à la période
x. Comme mesure de sécurité, nous interdisons à la tâche j d’être débutée à
la période .x dans la solution courante des LT prochaines itérations, où LT
est un nombre fixe correspondant à la longueur de la liste taboue. Ainsi, un
horaire admissible z e Nv(x) est appelé tabou, et ne peut être sélectionné comme
solution courante pour la prochaine itération si z = x(i, g) et la paire (j, z—1) E
LT, ou si z x(i, cl) et la paire (j, x+l) ,e LT.
Le mécanisme est implanté en utilisant une liste cyclique LT, mise à jour à
chaque itération en y ajoutant la paire (j, x) correspondant à la tâche i modifiée
et à la période x où cette tâche est débutée dans la solution courante. Puisque
la longueur de la liste, LT, est fixe, si la liste est pleine quand la paire (j, x) y
est ajoutée, la paire la plus ancienne est supprimée de la liste.
Longueur variable ou fixe
La longueur de la liste taboue, LTI, est un paramètre important pour l’effica
cité de la procédure. Une liste trop longue limite l’exploration des solutions étant
donné que beaucoup de solutions restent taboues longtemps. D’un autre côté,
une liste trop courte ne prévient pas le cyclage à court terme. ivlaiheureusement,
il est difficile d’en déterminer la longueur optimale a priori.
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De plus, pour certains problèmes, il s’est avéré plus efficace de n’utiliser
qu’une portion variable de la liste taboue [56]. Pour ce faire, à chaque itération,
nous ne considérons que les LÏ’ derniers éléments de la liste où LT est un
nombre aléatoire tel que
tmin < IJT < LT
et tmin = [O.8xLT].
5.3.3 Critère d’aspiration
Nous utilisons le critère d’aspiration le plus commun qui consiste à accepter
toute solution de meilleure qualité que la meilleure solution rencontrée jusqu’ici.
Ainsi, même si la solution z E N(x) N(x) est taboue, si sa valeur P(z) est
inférieure à celle de la meilleure solution x rencontrée jusqu’ici, P(x*), z devient
la meilleure solution (remplaçant x*) et la solution courante (remplaçant x) pour
la prochaine itération.
5.3.4 Critères d’arrêt
Finalement, cette méthode se termine lorsqu’un des critères d’arrêt, spécifiés
en fonction d’un nombre maximum d’itérations (nbltMax) et d’un nombre maxi
mum d’itérations consécutives sans amélioration de la fonction économique (nblt
InutiteA4ax), est atteint. Évidemment, la procédure s’arrête aussi dans le cas où
une solution réalisable est trouvée (c-à-d. P(r) = O).
5.4 Méthode du recuit simulé
La troisième méthode étudiée, celle du recuit simulé ($imnlated Anneating),
est aussi une procédure itérative permettant des modifications n’améliorant pas
nécessairement la fonction économique. Kirkpatrick et aÏ. [34] et Cerny [12] ont
été les premiers à résoudre un problème d’optimisation avec cette approche déjà
bien connue en mécanique statistique et utilisée pour simuler l’évolution d’un
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système physique instable par rapport à un point d’équilibre thermodynamique
à une température donnée (voir [42]).
À chaque itération de cette technique probabiliste, un horaire admissible x’
est choisi aléatoirement dans le voisinage N(x) de l’horaire courant x. Cet horaire
x’ remplace x comme solution courante si LP P(z’) — P(x) < O. Par coutre,
x’ peut remplacer x même si aucune amélioration de la fonction économique P
n’est induite en allant de x à z’ (i.e si t..P > O). Le choix d’effectuer ou non
ce mouvement ascendant dépend d’une probabilité décroissante par rapport à
la valeur de LP et au nombre d’itérations déjà complétées. Précisément, z’ rem
place z avec une probabilité exp(—%), où le paramètre T, appelé température,
décroît avec le nombre d’itérations complétées. Pour simuler ce comportement,
un nombre aléatoire r est généré uniformément dans l’intervalle (0, 1) et si
zP
r
alors z’ remplace z. Cette procédure est résumée à la figure 5.3.
5.4.1 Parcours du voisinage
À chaque itération, les tâches j e {1, 2, . . . ,N} sont parcourues dans un ordre
aléatoire. Pour l’exploration des voisins, nous procédons comme dans l’algorithme
proposé par Jeffcoat et Bulfin dans [32]. Dans celui-ci, les voisins de z par rap
port à chaque tâche i sont explorés de gauche à droite. La première solution
améliorante rencontrée remplace la solution z. Si aucun des deux voisins n’est
meilleur que z, le test probabiliste est effectilé pour savoir si le voisin de gauche,
ou sinon le voisin de droite, a la chance d’être accepté malgré la détérioration
possiblement entraînée.
5.4.2 Procédure de refroidissemnt
Dans cette variante, les voisins admissibles obtenus à partir de toutes les
tâches sont considérés avant de modifier la température T. Le paramètre R é




x0, un horaire admissible initial
x := X°, la solution courante
x’ := z0, la meilleure solution rencontrée jusqu’ici
T°, la température initiale
T := T°, la température collrante
R e (0, 1), le facteur de refroidissement
nblt := O, le nombre d’itérations
nbltlnutite := O, le nombre d’itér. successives sans améliorer PC
fin FAUX
Algorithme:
TANT QUE fin VRAI
PC := P(x)
Exploration des voisins
POUR CHAQUE i e {1,2,. .,N}
SI P(x*) = O, ALORS
fin VRAI
TESTS DÉTERMINISTES
Voisin de gaztche par rapport à ta tâche i
SI x(i,g) est admissible (c-Id. xi—1 > ri), ALORS
SI /P := P(x(i,g)) — P(x) <O, ALORS
z z(i,g)
ALLER À 1
Voisin de droite par rapport à ta tâche i
SI x(i, d) est admissible (c-Id. x+1 < f—d+1), ALORS




Voisin de gauche par rapport à ta tâche i
SI x(i,g) est admissible (c-Id. xi—1 > r), ALORS
Sélectionner un nombre aléatoire r e [0, 11
ZP := P(x(i,g)) — P(x)




Voisin de droite par rapport à ta tâche i
SI x(i, cl) est admissible (c-Id. xj+1 <J—d+1), ALORS
Sélectionner un nombre aléatoire r E [0, 1]
:= P(x(i, cl)) — P(x)
SI r <exp(—j), ALORS
x x(i,d)
ALLER À nouv:
nouv: SI P(x) <p(x*), ALORS
X
Ajustement de ta température
T:—TxR
SI P(x) <PC, ALORS nbltlnutite := O
Évaluation des critères d’arrêt
nblt := nblt + 1
nbltlnutite nbltlnutite + 1
SI nblt nbltMax OU nbltlnutile > nbltlnutiteMax, ALORS
fin VRAI
est l’horaire admissible généré
FIG. 5.3 — Méthode du recuit simulé
ture (c-à-d. T RxT).
5.4.3 Critères d’arrêt
Les critères d’arrêt sont définis en terme d’un nombre maximal de températu
res successives (nbltMax) et d’un nombre maximal de températures successives
où la valeur de la solution courante PC avant l’exploration de chaque tâche (nblt
InutiteMax) n’est pas améliorée. Enfin, si une solution réalisable est atteinte
(P(x) = O), la procédure s’arrête aussi.
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5.5 Méthode d’acceptation avec seuil
La méthode d’acceptation avec seuil (Threshotd Accepting) est une procédure
itérative proposée par Dueck et al. [20] qui peut être vue comme une variante
déterministe du recuit simulé.
Comme dans la méthode du recuit simulé, à chaque itération, nous générons
aléatoirement une solution x’ E N(x). Dans ce cas-ci, la décision de remplacer
x par x’ ne dépend pas d’ulle probabilité mais plutôt d’une fonction ‘y(z, x’)
qui mesure la qualité de l’horaire x’, et d’un seuil dr qui contrôle en quelque
sorte la détérioration. Bien entendu, lorsque x’ est de meilleure qualité que x,
le remplacement s’effectue immédiatement. Le parcours du voisinage utilisé avec
le recuit simulé et décrit à la section 5.4.1 est employé. La figure 5.4 présente
l’algorithme implanté.
5.5.1 Test d’acceptation
Trois variantes de cette méthode ont été développées par Dueck et aÏ. [19, 20],
chacune ayant sa propre définition de 7(x, z’) et dr. Ces trois variantes se résument
comme suit.
Standard
Dans la variante standard, qui est en fait la version originale de l’algorithme,
le seuil dr est mis à jour de façon similaire à la température T dans le recuit
simulé. Ainsi, toutes les tâches sont explorées avec la même valeur de dr avant
d’ajuster le seuil à l’aide d’un facteur a E (0,1) (c-à-d. dr axdr).
La fonction 7(x, x’) est définie comme suit
= P(x’) — P(z).
Il s’ensuit que z’ remplace x à condition que la détérioration induite par z’




z0, un horaire admissible initial
z := z0, la solution courante
x* O la meilleure solution rencontrée jusqu’ici
dT°, un seuil initial
dr := dr°, le seuil courant
nblt := O, le nombre d’itérations
nbltlriutite O, le nombre d’itér. successives sans améliorer PC
fin := FAUX
Algorithme:
TANT QUE fin VRAI
PC := P(z)
Exptoration des voisins
POUR CHAQUE ié {1,2,...,N}
SI P(x) O, ALORS
fin VRAI
Voisin de gauche par rapport à ta tâche i
SI x(i,g) est admissible (c-d. zj—1 > ri), ALORS
SI 7(x,x(i,g)) <dr, ALORS
z x(i,g)
ALLER À nouv:
Voisin de dToite par rapport à ta tâche i
SI z(i, d) est admissible (c-bd. z+1 <f—d+l), ALORS
SI 7(x. x(i, cl)) <dr, ALORS
z z(i,d)
ALLER À nouv:
nouv: SI P(z) <P(z*) ALORS
X := z
Ajuster dr
SI P(z) <PC, ALORS
nbltlnutite O
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Evaïnation des critères d’arrêt
nblt nblt + 1
nbltlnutile := nbltlnutite + 1
SI nblt > nbltMaz OU nbltlnutite > nbltln’utiteMax, ALORS
fin := VRAI
x est l’horaire admissible généré
FIc. 5.4 — Méthode d’acceptation avec seuil
tions complétées.
Grand déluge
Dans la méthode du grand délilge (Great Detuge AÏgorithm), le seuil dr corres
pond en quelque sorte à un certain niveau d’eau. La solution x’ N(x) remplace
x comme solution courante seulement si sa qualité F(x’) est en-dessous du seuil,
et ce, indépendemment de la qualité de la solution courante P(x). Nous utilisons
donc
7(x,x’) = P(x’).
Le seuil dr décroît linéairement avec le nombre d’itérations. La décroissance
est contrôlée par un seul paramètre, 5, comme suit
dr dr —
Le seuil initial est habituellement fixé à la valeur de la fonction économique de la
solution initiale (c-à-d. dr° := P(x°)).
Cette méthode a été pensée dans le contexte d’un problème de maximisation
en faisant l’analogie avec un pays où il pleut tout le temps. Le pays s’inonde peu
à peu. Pour survivre, il faut trouver une montagne toujours plus haute pour être
à l’abri de la noyade. Le seuil représente ainsi le niveau d’eau, le facteur , la
vitesse à laquelle le pays s’inonde et la qualité de la solution courante, la hauteur
de la montagne sur laquelle nous nous trouvons.
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Détérioration maximale
La méthode de détérioration maximale (Record-to-Record TTauet) est sem
blable à la précédente en ce sens que le choix de remplacer ou non x par z’ ne
dépend pas de la valeur de P(z), mais uniquement de P(x’). Ainsi,
7(x, x’) = P(x’)
et z est remplacée par z’ à condition que P(z’) n’excède pas un seuil spécifié en
terme d’une détérioration maximale de x acceptable. Par conséquent,
dr := P(z*) +
où est un paramètre fixe. La diminution de la valeur du seuil dr est donc
proportionnelle à celle de P(z*).
5.5.2 Critères d’arrêt
Les critères d’arrêt utilisés pour cette méthode sont, comme pour le recuit
simulé, le nombre total de parcours complets de toutes les tâches (nbltMaz) et
le nombre de parcours complets de toutes les tâches où la valeur de la solution
courante au début du parcours n’est pas améliorée (nbltlnutileMaz) - Également,
la procédure s’arrête lorsqu’une solution réalisable est générée (c-à-d. P(z) = O).
Chapitre 6
Stratégies d’amélioration
Deux stratégies générales et complémentaires sont habituellement exploitées
pour améliorer les techiliques de recherche dans le voisinage. Il s’agit de l’illtensi
fication et de la diversification. La première vise à fouiller pius en profondeur dans
les régions les plus prometteuses de l’espace des solutions admissibles. La diver
sification, quant à elle, a pour but l’exploration plus large de ce même domaine,
c’est-à-dire l’exploration d’un maximum de ses recoins.
Nous nous concentrons sur la diversification étant donné que les expériences
numériques semblent indiquer que les techniques de recherche dans le voisinage
ont réellement avantage à être appliquées plusieurs fois à partir de solutions
différentes pour des périodes plus courtes plutôt qu’une seule fois pour une plus
longue période. Plusieurs stratégies peuvent être utilisées pour fouiller pius lar
gement l’espace des solutions. Les prochaines sections décrivent celles auxquelles
nous nous sommes attardés la diversification par construction aléatoire, la di
versification de premier ordre et la recherche à voisinage variable.
6.1 Diversification par construction aléatoire
La diversification par constructioll aléatoire (DCA) consiste à générer de nou
velles solutions initiales à l’aide d’une variante de la méthode constructive décrite
au chapitre 4. Dans cette variante, au liell de trier les tâches i selon l’ordre
décroissant du critère c, celles-ci sont triées en utilisant une sélection propor
tionnelle. Ceci permet d’ajouter un peu d’aléatoire dans cette technique vorace
et donc de générer différentes solutions en utilisant le même sous-ensemble C de
ressources. La procédure pour déterminer un ordre des tâches selon une sélection
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proportionnelle est similaire à celle employée à la section .3.1 pour sélectionner
les tâches en utilisant un critère basé sur les périodes pour engendrer le sous-
voisinage. Il suffit de remplacer Pi par c dans cette dernière procédure.
6.2 Diversification de premier ordre
Cette stratégie de diversification de premier ordre (DPO) a été introduite
dans [33] pour le problème d’affectation quadratique. Elle se résume comme suit.
Supposons que x est l’horaire admissible généré à l’aide d’une technique de
recherche locale. Pour générer une nouvelle solution initiale à partir de x, il
suffit de modifier les périodes courantes de départ de certaines tâches i de x à
x +1 ou x —1, de façon à générer un nouvel horaire admissible en détériorant
la valeur de F le moins possible, ou mieux, en l’améliorant. L’horaire admissible
généré après la modification d’un certain pourcentage .À des tâches devient alors
la nouvelle solution initiale.
Concrètement, cette technique est implantée de la même façon que la méthode
de recherche taboue en utilisant la liste des tâches déjà modifiées comme liste
taboue. De plus, lorsque cette technique est utilisée en combinaison avec une
méthode de recherche taboue, il est important de mettre à jour la liste taboue
à l’intérieur de la diversification de premier ordre, de façon à ne pas retourner à
la solution x* à partir de laquelle la nouvelle solution initiale est générée par la
DPO.
6.3 Recherche à voisinage variable
L’idée de base de la recherche à voisinage variable (RVV), proposée par Han-
sen et al. [26] sous le nom de Variabte Neighborhood $earch, consiste à changer
systématiquement de voisinage au cours d’une méthode de recherche locale. Ainsi,
cette méthode explore différents voisinages de complexité croissante autour d’une
même solution, et ne se déplace vers une nouvelle solution courante que lorsqu’il




x0, un horaire admissible initial
x’ z0 la meilleure solution rencontrée jusqu’ici
Nk, k = 1, . . , k, les structures de voisinages
nblt := D, le nombre d’itérations
nbltlnutile O, le nombre d’itér. successives sans améliorer x’
fin FAUX
Algorithme:
TANT QUE fin VRAI
k := 1
TANT QUEk<
SI P(x*) = D, ALORS fin := VRAI
Perturbation
Générer aléatoirement X’ E Nk(x*)
Recherche tocate
Appliquer une TRV avec z’ comme solution initiale et Nk
comme structure de voisinage. Soit x” l’horaire admissible
généré.
Descente ou non





k := k + 1
Evaluation des critères d’arrêt
nblt := nblt + 1
nbltlnntite nbltlnutiÏe + 1
SI nblt > nbltMaz OU
nbltlnutile nbltlnutileMax, ALORS
fin VRAI
z’ est l’horaire admissible généré
FIG. 6.1 — Méthode de recherche à voisinage variable
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Comme son nom l’indique, cette méthode nécessite la définition de plusieurs
structures de voisinage Nk(x) k = 1,. . . , k, pouvant être imbriquées (Nc(x) C
N’ (x)). À chaque itération, un minimum local x” est identifié à partir de x’ e
Nk(x*) à l’aide d’une TRV utilisant la structure de voisinage Nk. Si le minimum
local x” est meilleur que .x, x” remplace x et la prochaine recherche se fait en
utilisant la structure de voisinage N’. Sinon, la structure de voisinage Nk est
employée pour la prochaine itération. La figure 6.1 résume cette méthode.
Il est important que z’, qui sert de solution initiale pour la TRV, soit choisie
de façon aléatoire dans Nk(z*) afin d’éviter le cyclage pouvant découler de l’usage
d’une règle déterministe [44].
6.3.1 Structures de voisinage
Nous utilisons quatre structures de voisinage. Les trois premiers voisinages
sont imbriqués (N’ C N2 C N3) l’un dans l’autre tandis que le quatrième, N4,
plus complexe que les trois précédents, ne l’est pas (voir figure 6.2).
La première structure de voisinage, N’, est celle déjà décrite à la section 5.1.1.
La deuxième structure de voisinage, N2, est très similaire à N’ sauf que
chaque tâche i peut être déplacée de une ou de deux périodes à gallche et à
FIG. 6.2 — Structures de voisinage
33
droite. Donc, en plus de x(i, g) et z(i, d), les solutions z(i, gg) et z(i, dd), où
z(i, gg) = [z,, 2, .. . ,x_;, z—2, zj1,. z] et
z(i, dd) = [z,, x2, , xi_i, xi+2, xi+i,.. . XN]
sont des voisins potentiels de z pour chaque tâche i, i = 1, 2,.. . , N.
La troisième structure de voisinage, N3, est très similaire à N2 sauf que chaque
tâche i peut aussi être déplacée de trois périodes à gauche et à droite. Donc, en
plus de z(i,g), z(i,d), x(i,gg) et x(i,dd), les solutions z(i,ggg) et z(i,ddd), où
z(i, ggg) = [z1, z2,.. . ,z_1, z—3, z1,. . . , X] et
z(z, ddd) = [z1, z2,. . . ,x_1, x+3, . ,
sont des voisins potentiels de z ROUf chaque tâche i, i = 1, 2,.. . , N.
La quatrième structure employée, N4, est très différente des trois autres. Les
voisins de z sont déterminés en échangeant la période de départ de deux tâches
différentes i et j. Pour chaque paire (i, i) j = 1, 2, . . . ,N, i j, le voisin de z
par rapport à celle-ci, est défini comme étant
x(i,j) = [z,,.. ., xi,. . . ,z,. . . ,XN].
t t
j j
Ainsi, si z, J et z é J, alors z(i,j) é N4(z). Ce voisinage a le désavantage
d’être de dimension très variable. En effet, il peut, dépendemment de la solution
N’ N.(N-1)
courante z, contenir entre zero et 2.(N—2)! = 2 solutions. L exploration du
voisinage peut donc être très longue et ardue s’il est grand, comme très courte
et peu utile s’il est petit. Par contre, comme cette structure de voisinage n’est
utilisée qu’en dernier recours, nous espérons que cette lacune n’aura pas beaucoup
d’impact.
Deux méthodes de recherches à voisinage variable différentes sont considérées
dans les tests numériques présentés au chapitre 7. Les deux méthodes utilisent
chacune trois structures de voisinage (k = 3). La première méthode, nous la
nommons recherche à voisinage variable avec échanges (RVVE), utilise en ordre les
structures de voisinage N’, N2 et I\T4. La deuxième, nous la nommons recherche à
voisinage variable imbriqué (RVVI), utilise plutôt les trois structures de voisinage
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imbriquées N’, N2 et A.
6.3.2 Recherche à voisinage variable et recherche taboue
Lorsqu’une méthode de recherche taboue est utilisée dans le cadre d’une re
cherche à voisinage variable, il faut ajuster l’implantation au niveau du sous-
voisinage et du contenu de la liste taboue pour chaque structure de voisinage.
Voisinages N2 et N3
Au niveau du sous-voisinage, la définition que nous employons pour doit
être modifiée pour que N inclue, pour chaque j E V, les solutions x(i, gg) et
x(i, dd), en plus des solutions x(i, g) et z(i, cl). Similairement, N37 doit inclure,
pour chaque i é V, les solutions x(i, ggg) et c(i, ddd), en plus des solutions x(i, g),
x(i, cl), x(i, gg) et x(i, dcl). La sélection des tâches i e V se fait comme pour A.
Avec ces voisinages, la liste taboue est définie comme pour N’, c’est-à-dire
que si x(i,g), x(i,d), x(i,gg) ou x(i,dd) (et x(i,ggg) ou x(i,ddd) pour N3) est
choisie comme solution courante pour la prochaine itération alors la paire (j, x)
s’ajoute à la fin de la liste. La vérification du caractère tabou d’une solution pour
les structures N2 et N3 se fait de la même façon que pour la structure j’\Tl•
Voisinage N4
La détermination d’un sous-voisinage N requiert un ajustement au niveau du
contenu de V. En effet, l’ensemble V dans ce cas n’est plus un sous-ensemble des
tâches mais plutôt un sous-ensemble des différentes paires de tâches. La sélection
par épuisement d’une permutation aléatoire décrite à la section 5.3.1 est utilisée
pour ce nouvel ensemble V, la permutation étant constituée dans ce cas de toutes
les différentes paires de tâches.
En ce qui concerne la liste taboue pour la structure de voisinage N3, à chaque
fois que x’ remplace la solution courante x, deux paires, soient (j, x) et (j, xi),
sont insérées dans la liste taboue plutôt qu’une seule. De plus, la vérification du
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caractère tabou d’une solution pour la structure N3 nécessite deux opérations
au lieu d’une seule car une solution est considérée taboue si une des deux paires
(i, rj) ou (j, x) appartient à la liste taboue.
6.3.3 Recherche à voisinage variable et recuit simulé
Le recuit simulé a une structure qui s’accommode facilement à un changement
de la structure du voisinage.
Voisinages N2 et N3
Le parcours des voisinages N2 et N3 est complété en considérant toutes les
tâches j {1, 2,. . ,N} dans un ordre aléatoire. Pour la structure de voisinage N2,
nous effectuons d’abord, pour chaque tâche j, le test déterministe successivement
avec x(i, gg), x(i, dd), x(i, g) et x(i, d) puis au besoin nous complétons avec le
test probabiliste avec ces quatre solutions dans le même ordre. Pour la structure
de voisinage N3, le test déterministe est d’abord effectué sur, en ordre, x(i,ggg),
x(i, ddd), x(i, gg), x(i, dd), x(i,g) et x(i, d). Au besoin, nous poursuivons avec le
test probabiliste sur ces six solutions. Comme pour le voisinage N’, la première
solution qui satisfait un des tests remplace la solution courante x.
Voisinage N4
Le parcours du voisinage N4 est complété en considérant toutes les paires
de tâches différentes dans un ordre aléatoire. Pour chaque paire de tâches (i,j),
le test déterministe est d’abord effectué avec z(i,j), suivi du test probabiliste.
Comme pour les voisinages N’, N2 et N3, la première solution admissible qui
satisfait un des tests remplace la solution courante x.
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6.3.4 Recherche à voisinage variable et acceptation avec
seuil
Les ajustements de parcours pour les structures de voisinage N2, N3 et N4
sont les mêmes que pour le recuit simulé.
6.3.5 Critères d’arrêt
L’algorthme de recherche à voisinage variable se termine soit parce qu’une
solution réalisable est obtenue, soit parce qu’un nombre maximal d’itérations
sont complétées ou soit parce qu’un nombre maximal d’itérations successives sans
améliorer xK sont complétées.
Chapitre f
Résultats numériques
Puisque peu de travaux portellt sur cette variante du problème d’ordonnan
cement avec contraintes sur les ressources, il est évidemment difficile d’essayer
de comparer l’efficacité des méthodes présentées ici avec celles d’autres méthodes
déjà étudiées et rapportées dans la littérature. En effet, la plupart des travaux
sur l’ordonnancement portent sur des problèmes d’horaire de projet où il y a des
relations de précédence entre les tâches, plutôt que des temps le plus tôt et le
pius tard pour chacune d’elles. Nous avons donc seulement comparé entre elles les
six méthodes de recherche dans le voisinage présentées, soit la descente pure, la
recherche taboue, le recuit simulé et les trois variantes de l’acceptation avec seuil
(standard, grand déluge et détérioration maximale). Nous avons aussi vérifié la
pertinence d’utiliser des stratégies d’amélioration.
La méthodologie employée pour effectuer l’ensemble des tests numériques est
résumée à la section 7.1. La section 7.2 contient un compte-rendu des efforts inves
tis pour choisir les valeurs à donner aux différents paramètres de chaque méthode.
Ensuite, les résultats numériques concernant les stratégies d’amélioration sont
décrits à la section 7.3. Finalement, dans la section 7.4, nous comparons les
résultats obtenus avec chaque méthode ainsi qu’avec chaque méthode couplée
à la technique d’amélioration la plus performante pour celle-ci.
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7.1 Méthodologie
7.1.1 Génération des problèmes
Pour générer les problèmes dont nous nous sommes servis pour tester les
différentes méthodes, nous avons utilisé une variante de la procédure décrite par
Jeffcoat et BuÏfin dans [32]. La différence entre notre façon et la leur réside dans la
spécification des disponibilités des ressources B1. En effet, les problèmes générés
en utilisant leur méthode sont trop faciles à résoudre selon nous.
Tous les problèmes employés comportent N = 100 tâches nécessitant L = 4
types de ressources pour être exécutées. L’exécution des tâches se fait sur un
horizon de J= 100 périodes. Les durées d des tâches sont générées à partir d’une
distribution uniforme discrète sur l’intervalle [1,20]. Chaque tâche nécessite une
seule unité de ressource du premier type, simulant ainsi la necessité d’utiliser une
machine pour accomplir cette tâche. Les besoins pour les trois autres ressources
sont générés de façon à être distribués uniformément sur les intervalles [0,5], [0,10]
et [0,15], respectivement.
Étant donné ces valeurs, les disponibilités en ressources ainsi que le temps le
plus tôt et l’échéance pour chaque tâche sont ensuite définis de telle sorte qu’au
moins une solution réalisable existe. Ainsi, chaque problème possède une solution
réalisable x, c’est-à-dire pour laquelle P(x) = 0. Pour y arriver, un horaire fictif
s est d’abord construit comme suit. La première tâche démarre à la période 1, la
deuxième démarre à la période suivant la fin de la première (c-à-d. à la période
s + di), et ainsi de suite. Lorsque l’échéance d’une tâche i dépasse la période
J = 100, celle-ci est démarrée à la période 1 plutôt qu’à la période sj..1+d_1,
et une dellxième séquence recommence. Ce processus s’arrête lorsque toutes les
tâches ont été cédulées. Ensuite, pour chaque tâche i, nous déterminons son temps
le plus tôt r et son échéance f en choisissant deux nombres entiers aléatoires
u et y e [1, 10] et en définissant r = max{1, s—n} et f = min{s+d+ y, 100}.
finalement, nous spécifions pour chaque ressource t et chaque période j, une
disponibilité égale à la demande en ressources de l’horaire s augmentée d’un
nombre entier choisi aléatoirement dans l’intervalle [0, 1] pour t = 1, [0, 5] pour
t = 2, [0, 10] pour t = 3 et [0, 15] pour t = 4. La structure des fichiers de données
traités par les programmes est illustrée dans la figure 7.1 et la procédure de
génération des problèmes est résumée dans la figure 7.2.
FIG. 7.1 — Structure du fichier de données
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Trois ensembles distincts de problèmes ont été générés à l’aide de la technique
décrite ci-dessus. Nous avons utilisé un premier ensemble de 50 problèmes pour
mettre au point les divers paramètres nécessaires à l’exécution des méthodes. Un
deuxième ensemble, composé également de 50 problèmes, a été utilisé pour iden
tifier la meilleure stratégie d’amélioration pour chaque technique de résolution.
Finalement, un dernier ensemble de 100 problèmes a servi à comparer entre elles
les différentes heuristiques simples et couplées avec une technique d’amélioration.
Les 200 problèmes réunis ont une valeur moyenne de F (x°), où x° est la solution
initiale générée à l’aide de la méthode constructive (voir la section 5.1.2), égale à
421.59.
7.1.2 Environnement de programmation
Toutes les méthodes ont été implantées en utilisant le langage de program
mation C. Les test ont été effectués sur un ordinateur doté d’un processeur AMD














L 4, le nombre de types de ressource
J 100, le nombre de périodes
N := 100. le nombre de tâches
Demande en ressources et durée de chaque tâche
POUR CHAQUE i DE 1 À N
1
a3
Génération de l’horaire fictifs
1
POUR CHAQUE iDE 2 À N
f si_1 + , si + d_1 + d — 1 < J
s :=
1 ,sinon
Temps te plus tôt et échéance pour chaque tâche
POUR CHAQUE i DE 1 À N








Disponibilité en ressources pour chaque période
POUR CHAQUE j DE 1 À j
w := nombre aléatoire
iEE(s) a1 + W
w nombre aléatoire
32j iEE(s) a2 + w
w := nombre aléatoire
B3 ieE(s) a3 + W
w nombre aléatoire
:= a4 + W
:= nombre aléatoire entier dans
:= nombre aléatoire entier dans
:= nombre aléatoire entier dans





entier dans l’intervalle [0, 1]
entier dans l’intervalle [0, 5]
entier dans l’intervalle [0, 10]
entier dans l’intervalle [0, 20]
FIG. 7.2 — Génération des exemples de problèmes
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7.2 Mise au point des paramètres
Tous les algorithmes étudiés comportent des paramètres dont les valeurs in
fluencent grandement leur efficacité. Leur mise au point requiert donc beaucoup
de doigté et de minutie. Nous consacrons beaucoup d’énergie à choisir les bonnes
valeurs pour les paramètres afin d’accroître l’efficacité des méthodes. Deux critères
sont utilisés pour mesurer l’efficacité d’une méthode pour un temps de résolution
donné lorsque nous utilisons diverses valeurs des paramètres
—
le nombre de problèmes où la meilleure solution est obtenue avec ces valeurs
des paramètres parmi toutes celles testées (critère relatif)
—
la valeur moyenne des meilleures solutions générées pour l’ensemble des
problèmes en utilisant ces valeurs des paramètres (critère absolu).
Les valeurs des paramètres nbltMax et nbltlnutileMax sont déterminées de
sorte que le temps moyen d’exécution soit de 30 secondes.
Pour déterminer les valeurs plus prometteuses à tester pour les paramètres,
nous analysons un grand nombre de valeurs possibles un utilisant les 5 premiers
problèmes. Pour cette étape, le temps d’exécution est limité à 30 secondes, sans
égard aux valeurs de nbltMax et nbltlnntiteMax, étant donné que le nombre
d’itérations nécessaires afin d’atteindre 30 secondes d’exécution peut varier beau
coup avec la valeur du paramètre à fixer.
7.2.1 Méthode de recherche taboue
La méthode de recherche taboue est la plus difficile à mettre au point selon
notre expérience étant donné que plusieurs parties de l’algorithme peuvent être
modifiées. De plus, étant donné le nombre de paramètres à fixer et leur grande
variabilité, tester toutes les combinaisons possibles de valeurs est alors une tâche
gigantesque. Nous analysons donc les divers paramètres et les diverses options
dans l’ordre suivant. Nous commençons par déterminer la longueur de la liste
taboue LT pour ensuite choisir le sous-voisinage N(x) le plus approprié. Fina
lement, nous testons la pertinence d’utiliser une liste taboue de longueur variable
et analysons en dernier lieu une version moins vorace de l’algorithme. Voici les
détails de ces expériences numériques.
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Longueur de la liste taboue
Nous estimons tout d’abord la meilleure longueur de la liste taboue LTj
en utilisant V = {1, 2,.. . , N} et le parcours du voisinage basé sur l’épuisement
d’une permutation (section 5.3.1). Dans un premier temps, nous considérons 10
longueurs pour la liste taboue, allant de 10 à 100 éléments. Les trois longueurs
les plus efficaces, selon nos critères, sont 80, 90 et 100.
Nous poursuivons alors les tests avec ces trois longueurs. Pour obtenir des
temps moyens d’exécution de 30 secondes, nbltMax est fixé à 10000 tandis que
nbltlnutiÏeMax est fixé à 2500 pour LT=80, 2700 pour LT=9O, et 3000 pour
LT = 100. Les résultats du tableau 7.1 indiquent que la liste taboue contenant
80 éléments permet d’obtenir le plus de meilleures solutions et des solutions d’une
meilleure qualité en général que les deux autres longueurs.
Valeur Temps Nombre Nombre de
LT moyenne d’exécution moyen meilleures
de P(xt) moyen (sec) d’itérations solutions
80 31.5 30.2 6501.5 26
90 32.8 30.8 6671.4 20
100 35.5 30.9 6619.3 11
TAB. 7.1 - Résultats comparatifs pour différentes longueurs de LT dans la
méthode de recherche taboue
Définition du sous-voisinage Nv (z)
Par la suite, nous tentons de trouver la meilleure définition pour le sous-
voisinage N (z) en utilisant une liste taboue de 80 éléments. Deux composantes
de Nv(z) sont à définir : l’ordre dans lequel les tâches sont explorées (la sélection
par épuisement d’une permutation aléatoire ou la sélection utilisant un critère
basé sur les périodes) et le pourcentage de tâches à explorer par itération.
Dans un premier temps, nous considérons 9 valeurs différentes (20, 30, 40,
50, 60, 70, 80, 90, 100 (¾)) pour le pourcentage de tâches à explorer à chaque
itération pour chacun des deux types de parcours des tâches. Pour la suite des
tests, nous conservons les deux meilleures valeurs pour chaque type de parcours.
Les résultats indiquent que pour le parcours basé sur une permutation aléatoire,
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les valeurs à conserver sont 30% et 60% tandis que pour le parcours utilisant un
critère basé sur les périodes, elles sont plutôt 60% et 100%.
Pour tester ces quatre combinaisoils, nous déterminons les valeurs de nblt
Max et nbltlnutileMax en fonction du type de parcours et du pourcentage de
voisins explorés à chaque itération. Celles-ci sont différentes puisque
— plus le pourcentage est bas, pius une itération est complétée rapidement,
— le parcours utilisant le critère par période demande plus de temps de calcul
que celui basé sur une permutation.
Pour le parcours basé sur une permutation, nous fixons les critères d’arrêt nblt
Max et nbltlnutiteMax respectivement à 17000 et 5500 pour l’exploration de
30% des tâches par itération et à 14000 et 3800 pour l’exploration de 60%. Pour
le parcours utilisant un critère basé sur les périodes, nous fixons plutôt nbltMax
et nbltlnutiteMax respectivement à 13000 et 3600 pour l’exploration de 60% des
tâches par itération et à 13800 et 2400 pour l’exploration de 100%. Les résultats
du tableau 7.2 montrent que les solutions de meilleure qualité sont, en général,
obtenues avec le parcours basé sur une permutation avec exploration de seulement
30% des tâches au cours d’une itération.
Sélection Pourcentage Valeur Temps Nombre Nombre de
des tâches de tâches moyenne d’exécution moyen meilleures
dans V dans V (¾) de P(x*) moyen (sec) d’itérations solutions
permutation 30 29.7 30.2 12337.6 19
aléatoire 60 32.0 30.2 8917.0 12
critère par 60 31.4 30.1 8834.6 9
période 100 30.6 29.7 6291.8 14
TAB. 7.2 — Résultats comparatifs pour différents sous-voisillages dans la méthode
de recherche taboue
Liste taboue de longueur variable ou fixe
La troisième étape consiste à déterminer s’il y a un avantage à utiliser une
liste taboue de longueur variable, en utilisant les valeurs précédemment identifiées
pour les autres paramètres. Pour conserver un temps moyen d’exécution de 30
secondes, la valeur de nbltlnutileMax est augmentée à 5750 itérations lorsque la
liste de longueur variable est utilisée. Le tableau 7.3 résume les résultats obtenus.
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Longueur Valeur Temps Nombre Nombre de
de la moyenne d’exécution moyen meilleures
liste taboue de P(z*) moyen (sec) d’itérations solutions
fixe 29.7 30.2 12337.6 J 23
variable 27.8 30.6 12546.9 J 31
TAB. 7.3 — Résultats comparatifs pour deux types de listes de tabous dans la
méthode de recherche taboue
De façon générale, les résultats indiquent que l’utilisation d’une liste taboue
de longueur variable permet d’obtenir de meilleures solutions. Cette stratégie est
donc utilisée dans tous les tests subséquents.
Méthode moins vorace
Finalement, nous comparons une version moins vorace de cet algorithme à
la version originale, en utilisant les valeurs précédentes des paramètres. Dans
cette variante, le sous-voisinage est entièrement exploré à chaque itération afin
d’identifier la meilleure solution dans celui-ci au lieu de procéder comme dans la
variante originale où une itération s’arrête dès qu’une solution meilleure que la
meilleure solution rencontrée jusqu’ici est trouvée. Cette variante moins vorace
est illustrée dans la figure 7.3.
Pour obtenir un temps moyen d’exécution d’environ 30 secondes pour la ver
sion moins vorace, nous limitons la valeur de nbltlnutiteMax à seulement 4500.
Les résultats résumés au tableau 7.4 indiquent que la variante originale génère
des solutions de plus basse violation en général. En conséquence, nous utilisons
seulement la variante originale pour la suite des expérimentations.
Valeur Temps Nombre Nombre de
Variante moyenne d’exécution moyen meilleures
de P(x*) moyen (sec) d’itérations solutions
originale j 27.8 30.6 12546.9 32
moins vorace j 29.4 30.1 11580.8 21





un horaire admissible initial
X := X°, la solution courante
z°, la meilleure solution rencontrée jusqu’ici
nblt := O, le nombre d’itérations
nbltlnutite O, le nombre d’itér. successives sans améliorer x’
fin := FAUX
Algorithme:
TANT QUE fin # VRAI
Z:=ø
Déterminer le sous-ensemble de tâches V C {1, 2,. . . , N}
ExpÏoTation des voisins
POUR CHAQUE i e V
SI P(x) = O, ALORS fin := VRAI
Voisin de gauche par rappoTt à ta tâche i
SI x(i,g) est admissible (c-bd. xi—1 ri), ALORS
Critère d’aspiration
SI P(x(i,g)) <P(x*), ALORS
:= x(i,g)
nbltlnutite := O
‘7. ‘7, t....,’ \
Li .— Li L) 1.LZ, g)f
SI (i,x—1) LT, ALORS
Z := Zu{x(i,g)}
Voisin de droite par rapport à ta tâche i
SI x(i,d) est admissible (c-d. x±1 <f—d±1), ALORS
Critère d’aspiration
SI P(x(i,d)) <p(x*) ALORS
x’ := x(i, d)
nbltlnutile := O
Z := ZU{x(i,d)}
SI (i,x+1) ‘ LT, ALORS
Z 2= ZU{x(i,d)}
Remplacement de x
z := argmin {P(z)}
zEZ
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Mettre à jour LT
Évaluation des critères d’arrêt
nblt nblt + 1
nbltlnutite := nbltlnutite + 1
SI nblt> nbltMax OU nbltlnutite > nbltlnutiteMax, ALORS
fin VRAI
est l’horaire admissible généré
FIG. 7.3 — Variante moins vorace de la méthode de recherche taboue
7.2.2 Méthode du recuit simulé
La méthode du recuit simulé requiert la mise au point de deux paramètres.
Ces deux paramètres, la température initiale T° et le facteur de refroidissement
R, déterminent la vitesse à laquelle l’équilibre est atteint. Comme ces deux pa
ramètres sont très étroitement liés, nous les testons simultanément.
Dans un premier temps, nous considérons les combinaisons générées avec cinq
valeurs pour la température initiale (10, 20, 30, 40 et 50) et pour le facteur de
refroidissement (0.98, 0.99, 0.995, 0.999, 0.9995). Parmi ces 25 combinaisons, les
quatres suivantes engendrent de meilleurs résultats T° = 10 avec R = 0.9995,
T° =20 avec R=0.999, T°=30 avec R=0.999, et T° =30 avec R=0.999.
Par contre, les tests subséquents nous permettent d’observer que l’utilisation
de T° =10 avec R=D.9995 ne permet pas d’obtenir l’équilibre en 30 secondes. Les
résultats sont alors encourageants en général si ce n’est de la qualité très variable
des solutions finales générées. Pour cette température initiale, une valeur pour le
facteur de refroidissement égale à 0.99925 est donc plutôt employée pour la suite.
Pour obtenir un temps moyen d’exécution de 30 secondes, nbltMax est fixé à
10000 pour toutes les combinaisons et nbltlnutiteMax est fixé à 150 pour la
première combinaison, 1000 pour la deuxième, 650 pour la troisième et 300 pour
la dernière. Les résultats présentés a tableau 7.5 indiquent que le changement de
facteur de refroidissement est très profitable pour la première combinaison puis
qu’elle devient celle pour laquelle le pius grand nombre de meilleures solutions sont
générées, dépassant de loin sa plus proche rivale (T° =30 avec R=0.999). Il faut
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cependant noter que la qualité moyenne des solutions est légèrement inférieure
avec cette dernière. Pour les prochaines expérimentations, la combinaison T° =10
avec R=0.99925 est préférée aux autres.
Valeur Temps Nombre Nombre de
T° R moyenne d’exécution moyen meilleures
de P(X*) moyen (sec) d’itérations solutions
Jï 0.99925 10.7 30.0 J 5876.9 22
20 0.999 12.0 30.7 r 6071.4 10
T 0.999 10.2 30.4 J 6116.7 14
40 0.999 11.8 29.7 6065.0 8
TAB. 7.5 — Résultats comparatifs pour différentes valeurs de T° et R dans la
méthode du recuit simulé
7.2.3 Méthode d’acceptation avec seuil standard
La méthode d’acceptation avec seuil standard comporte deux paramètres
principaux : le seuil initial dr° et le facteur de diminution du seuil a E (0, 1).
Dans un premier temps, des tests sont faits pour des valeurs de dr° égales à 10,
20, 30, 40 et 50. Pour chaque valeur de dr°, nous testons 5 valeurs de a 0.997,
0.998, 0.999, 0.9992 et 0.9995. Les résultats sont meilleurs avec les deux combinai
sons suivantes dr°=30 avec a=0.9995 et dr°=20 avec a=0.9992. De plus, ces
expériences préliminaires permettent d’estimer que le nombre d’itérations pou
vant être complétées en 30 secondes est au moins égal à 7000 avec ces valeurs de
paramètres.
Nous choisissons de poursuivre les tests avec trois valeurs de dr° 20, 25 et
30. Pour chacune de ces valeurs, nous déterminons deux valeurs de a de façon à
ce que le seuil Ur, après respectivement 6800 et 7200 itérations, soit inférieur à
un. En effet, à partir du moment où le seuil devient inférieur à un, plus aucune
solution détériorante n’est acceptée et le processus stagne habituellement assez
rapidement. Nous avons observé ce phénomène avec la combinaison dr° = 20 et
a = 0.9992 qui peut obtenir de très bons résulats (comme cela est le cas avec
les 5 premiers problèmes) mais peut aussi en obtenir de très mauvais raison
pour laquelle nous avons plutôt opté pour la règle précédente pour déterminer de
bonnes valeurs de a pour un seuil initial donné. Ainsi, nous poursuivons les tests
avec des valeurs de a égales à 0.99955 et 0.99957 pour dr°=20, 0.99952 et 0.99955
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pour dr° = 25, et 0.9995 et 0.99952 pour dr° = 30. Pour ces tests, nbltMax est
fixé à 9000 pour toutes les combinaisons et nbltlnutileMax est fixé à 500 et
300 pour dr° = 20, à 550 et 250 pour dr° = 25 et à 550 et 400 pour dr° = 30
et ce pour les deux valeurs respectives de a associées à chaque seuil initial. Les
meilleurs résultats sont obtenus avec un seuil initial égal à 25 et un facteur a égal
à 0.99952. Un sommaire des résultats obtenus est présenté au tableau 7.6.
Valeur Temps Nombre Nombre de
dr° a moyenne d’exécution moyen meilleures
de P(x*) moyen (sec) d’itérations solutions
0.99955 21.7 30.0 7215.3 9
0.99957 21.4 30.0 7303.8 10
0.99952 20.8 29.9 7320.1 14
0.99955 22.9 29.9 7425.9 6
0.99950 22.8 29.9 7394.9 8
0.99952 21.2 30.1 7514.7 9
TAB. 7.6 — Résultats comparatifs pour différentes valeurs de dT0 et a dans la
méthode d’acceptation avec seuil standard
7.2.4 Méthode d’acceptation avec seuil - grand déluge
La variante grand déluge de la méthode d’acceptation avec seuil a l’avantage
de n’utiliser qu’un seul paramètre puisque le seuil initial dr° est fixé à la valeur de
la solution initiale. Ainsi, le seul paramètre à déterminer est 6 qui représente la
vitesse à laquelle le seuil diminue. Rappelons que le seuil est une borne supérieure
sur la valeur des solutions pouvant remplacer la solution courante au cours d’une
itération.
Dans [19], l’instigateur de cette méthode propose une règle pour estimer
6. D’après ses expériences, l’utilisation d’une valeur de 6 inférieure à 1% de la
différence moyenne entre la valeur de la solution courante et le seuil Ur est la
meilleure approche. Pour notre part, nous utilisons un autre raisonnement afin
d’avoir une idée de la valeur à utiliser. Nous calculons la diminution moyenne
de P(x) par itération qui serait nécessaire pour atteindre une solution finale
réalisable en divisant la moyenne de la valeur des solutions initiales par le nombre
d’itérations pouvant être complétées en 30 secondes et estimé à 6000. Cette
mécanique nous conduit à une valeur de 6 égale à 0.07. Dans un premier temps,
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nous expérimentons donc avec 5 problèmes les valeurs suivantes pour (5 : 0.04,
0.05, 0.06, 0.07, 0.08, 0.09, 0.10 et 0.125. Les résultats les plus encourageants, en
30 secondes d’exécution, sont obtenus pour des valeurs de 6 égales à 0.07, 0.08 et
0.09.
Nous testons et comparons alors les résultats obtenus pour des valeurs de (5
égales à 0.07, 0.075, 0.08, 0.085 et 0.09. Dans ces tests, le paramètre nbltMax est
fixé à 10000 pour toutes les valeurs de (5et le paramètre nbltlnutiteMax est fixé
à 1300, 1500, 1775, 1975 et 2175 pour des valeurs respectives de S égales à 0.07,
0.075, 0.08, 0,085 et 0.09. Les résultats du tableau 7.7 indiquent que les meilleurs
résultats, tant au niveau du nombre de meilleures solutions générées que de la
valeur moyenne des solutions, sont obtenus avec une valeur de S égale à 0.085.
Valeur Temps Nombre Nombre de
(5 moyenne d’exécution moyen meilleures
de P(x*) moyen (sec) d’itérations solutions
0.070 19.4 30.0 6878.6 12
0.075 19.6 30.0 6709.6 9
0.080 19.9 30.0 6661.9 10
0.085 19.3 30.0 6580.5 14
0.090 21.3 30.1 6500.7 10
TAB. 7.7 — Résultats comparatifs pour différentes valeurs de (5 dans la méthode
d’acceptation avec seuil - grand déluge
7.2.5 Méthode d’acceptation avec seuil à détérioration ma
ximale
Cette variante de la méthode d’acceptation avec seuil nécessite la mise au
point d’un seul paramètre tout comme la variante grand déluge. Le paramètre
à estimer borne supérieurement la différence maximale entre la qualité de la
prochaine solution courante et la qualité de la meilleure solution générée jusqu’ici.
N’ayant aucune information sur la manière d’estimer a priori la valeur de i, nous
explorons largement les valeurs possibles en testant les 10 valeurs suivantes 1,
2, 5, 7, 10, 12, 15, 17, 20 et 30. Les valeurs les plus efficaces lorsque la méthode
est appliquée pour une durée de 30 secondes sur les cinq premiers problèmes sont
7 et 10.
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A la lumière de ces premiers tests, nous poursuivons avec les quatre valeurs
suivantes pour u 7, 8, 9 et 10. Pour obtenir un temps moyen d’exécution de 30
secondes, les paramètres nbltMax et nbltlnutiteMax sont fixés à 6000 et 200,
respectivement. Les résultats du tableau 7.8 indiquent que pour les 50 problèmes
testés, ceux obtenus avec une valeur de j égale à 7 sont les meilleurs.
Valeur Temps Nombre Nombre de
ti moyenne d’exécution moyen meilleures
de P(x*) moyen (sec) d’itérations solutions
7 22.3 30.4 5938.4 21
8 23.0 29.7 5872.6 18
9 22.6 30.0 6000.0 14
10 26.0 29.7 6000.0 2
TAB. 7.8 — Résultats comparatifs pour différentes valeurs de i dans la méthode
d’acceptation avec seuil à détérioration maximale
7.3 Expérimentations avec différentes straté
gies d’amélioration
Dans la deuxième partie des expérimentations numériques, nous nous appli
quons à déterminer, pour chaque méthode testée, la meilleure stratégie d’amélio
ration parmi les quatres techniques étudiées la diversification par construction
aléatoire (DCA), la diversification de premier ordre (DPO), la recherche à voisi
nage variable avec échanges (RVVE) et la recherche à voisinage variable imbriqué
(RVVI).
Pour chaque technique de recherche locale, nous comparons l’efficacité des
quatre stratégies d’amélioration en limitant le temps total d’exécution à 30 se
condes. Le nombre de fois où la technique de recherche locale peut être réinitialisée
à partir de différentes solutions initiales dépend alors seulement du temps d’exécu
tion alloué à celle-ci. Pour ce faire, notre implantation de la recherche à voi
sinage variable est légèrement modifiée pour tenir compte seulement du temps
d’exécution maximal alloué comme critère d’arrêt plutôt que de fixer un nombre
maximal d’itérations et un nombre maximal d’itérations sans amélioration de la
meilleure solution (voir section 6.3.5).
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De plus, pour la méthode de recherche taboue, du recuit simulé et les trois
techniques d’acceptation avec seuil, nous testons deux niveaux d’utilisation, moyen
et intense, pour chacune des quatre stratégies d’amélioration testées. Le niveau
moyen consiste à limiter le temps d’exécution de chaque application de la tech
nique de recherche dans le voisinage (TRV) concernée à environ six secondes.
Ainsi, en moyenne cinq applications d’une TRV, à partir de cinq solutions ini
tiales différentes, seront effectuées par exécution. Le niveau intense consiste à ne
laisser que trois secondes pour l’exécution de la recherche locale, afin d’effectuer
un plus grand nombre d’applications, soit une dizaine en moyenne, mais de durées
plus courtes.
Étant donné que les valeurs des paramètres sont déterminées préalablement
dans la section 7.2 en fonction d’une durée d’exécution moyenne de trente se
condes, nous tentons d’abord de quantifier l’impact d’une diminution de la durée
d’exécution sur la valeur optimale des paramètres. Nous suivons donc approxima
tivement la même démarche et employons les mêmes problèmes qu’à la section 7.2
pour déterminer les meilleures valeurs des paramètres en limitant respectivement
le temps moyen d’exécution à trois et six secondes. Pour la méthode de recherche
taboue, nous conservons par contre la même définition du voisinage, l’utilisation
de la liste taboue de longueur variable et la variante originale de l’algorithme.
En conséquence, nous cherchons seulement la meilleure longueur maximale de la
liste taboue à employer pour chaque temps moyen d’exécution. Toutes les valeurs
des paramètres des autres techniques sont remis en question.
Les prochaines sections contiennent, pour chaque technique, les résultats des
expérimentations faites avec les stratégies d’amélioration. Les valeurs des pa
ramètres employées pour chaque temps moyen d’exécution sont de plus présentées
sous forme de tableau dans chacune des sections.
7.3.1 Méthode de descente pure
Étant donné que la méthode de descente pure s’arrête au premier minimum
local rencontré, il est évident qu’elle ne peut qu’être avantagée par l’emploi d’llne
des stratégies étudiées qui lui offrent toutes une façon de s’échapper de ce mi
nimum local pour continuer l’exploration de nouvelles solutions admissibles. Eu
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effet, la diversification par construction aléatoire et la diversification de premier
ordre sont deux mécanismes distincts pour obtenir de nouvelles solutions initiales
à partir desquelles la méthode de descente pure peut générer un nouveau mini
mum local. Quant à la recherche à voisinage variable, le chailgement de structure
de voisinage lors de l’atteinte d’un minimum local permet de continuer l’explora
tion puisqu’un minimum local par rapport à une structure de voisinage n’est pas
nécessairement un minimum local par rapport à une autre structure.
Avant d’effectuer les tests comparatifs, nous cherchons d’abord à évaluer la
meilleure valeur de À (le pourcentage de tâches dont la planification doit être
changée) à employer pour la diversification de premier ordre. D’abord, nous tes
tons les valeurs comprises entre 30% et 100%, avec un intervalle de 10% entre
chaque valeur testée, en utilisant le premier ensemble de 50 problèmes. Comme
les meilleurs résultats sont obtenus avec des valeurs de À égales à 70%, 80% et
90%, les valeurs de À égales à 75% et 85% sont aussi considérées. Les résultats
pour ces cinq valeurs de À présentés au tableau 7.9 indiquent que les solutions
ayant une meilleure valeur en moyenne sont générées en changeant la cédule de
75% des tâches. De plus, en ne considérant que les valeurs de À égales à 75%
et 90%, nous constatons que le nombre de problèmes pour lesquels la solution
générée lorsqu’une valeur de À égale à 75% est utilisée est au moins aussi bonne
que celle générée lorsqu’une valeur de À égale à 90% est utilisée est égal à 28,
contre 25 pour l’inverse. Par conséquent, même si les résultats du tableau 7.9
concernant le nombre de meilleures solutions semblent indiquer que l’utilisation
d’un À égal à 90% est plus efficace, il en est autrement. Tous les tests subséquents
avec la diversification de premier ordre sont donc faits avec une valeur de À égale
75%.
Valeur Nombre Nombre de
À (%) moyenne de meilleures
de P (x*) diversifications solutions
70 35.1 89 13
75 31.6 84 13
80 34.3 79 8
85 33.3 74 10
90 32.5 70 16
TAB. 7.9 — Résultats comparatifs pour différentes valeurs de À pour la diversifi
cation de premier ordre appliquée à la méthode de descente pure
53
À la lumière des résultats obtenus dans les tests comparatifs présentés au ta
bleau 7.10, nous collstatons que la diversification de premier ordre et la recherche
à voisinage variable imbriqué sont de loin les plus susceptibles d’améliorer l’ef
ficacité de la méthode de descente pure. En effet, ces stratégies génèrent, parmi
les problèmes testés, toutes les meilleures solutions atteintes avec l’une ou l’autre
des stratégies d’amélioration. De plus, les résultats indiquent que la recherche à
voisinage variable imbriqué est plus efficace que la DPO. Nous conservons donc
la méthode hybride composée de la méthode de descente pure et de la recherche
à voisinage variable imbriqué pour les tests finaux. Il faut noter que la colonne
Nombre moyen de diversifications du tableau 7.10 indique le nombre moyen de
fois où la TRV est réinitialisée avec une nouvelle solution initiale dans le cadre
de la diversification par construction aléatoire et celle de premier ordre. Avec les
deux variantes de la recherche à voisinage variable, ce nombre indique plutôt le
nombre moyen de changements de la structure de voisinage.
,
Valeur Nombre Temps Nombre deStrategie .
,
. moyenne moyen de d’execution meilleuresd amelioration
* .de P(x ) diversifications moyen (sec) solutions
DCA 144.1 124.6 30.0 0
DPO 33.9 85.2 30.0 21
RVVE 94.8 1839.0 30.0 0
RVVI 30.2 1532.9 30.0 30
TAB. 7.10 — Résultats comparatifs pour différentes stratégies d’amélioration ap
pliquées à la méthode de descente pure
7.3.2 Méthode de recherche taboue
Les tests effectués en limitant à 3 et 6 secondes le temps d’exécution indique
qu’il est nécessaire de diminuer la longueur de la liste taboue pour obtenir de
meilleurs résultats. Cette constatation peut s’expliquer par le fait qu’avec une
longue liste taboue, une solution reste interdite trop longtemps par rapport au
nombre d’itérations total. Ell effet, nous obtenons de meilleurs résultats avec une
liste taboue contenant entre 60 et 70 éléments au maximum au lieu d’entre 80 et
100 comme nous obtenons pour un temps d’exécution de 30 secondes. Ell particu
lier, nous obtenons les meilleurs résultats avec une liste contenant au maximum
70 mouvements tabous (voir le tableau 7.11 pour les valeurs des paramètres en
fonction du temps d’exécution moyen).
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Temps
d’exécution TL NbltMax NbltlnutiteMax
moyen_(sec)
3 70 1500 450
6 70 3000 1000
30 80 17000 5750
TAB. 7.11 — Valeurs des paramètres utilisés pour la méthode de recherche taboue
en fonctioll du temps moyen d’exécution alloué
Les résultats résumés au tableau 7.12 révèlent clairement que la diversifica
tion de premier ordre à un niveau d’utilisation moyen est la meilleure stratégie
d’amélioration pour la recherche taboue. En effet, cette stratégie génère la meilleu
re solution pour le plus grand nombre de problèmes et les solutions obtenues avec
cette méthode ont la plus basse violation finale en moyenne. Nous poursuivons
donc les tests avec le niveau d’utilisation moyen de la diversification de premier
ordre pour la méthode de recherche taboue.
Stratégie Niveau de Valeur Nombre Nombre de
d’amélioration diversification moyenne moyen de meilleuresde P(x*) diversifications solutions
DCA moyen 34.6 4.4 7intense 42.7 10.0 3
DPO moyen 27.6 7.1 23intense 31.1 15.5 8
RVVE moyen 35.0 3.1 7intense 36.0 9.1 4
RVVI moyen 34.5 3.1 8intense 34.2 8.4 5
TAB. 7.12 — Résultats comparatifs pour différentes stratégies d’amélioration ap
pliquées à la méthode de recherche taboue
7.3.3 Méthode du recuit simulé
Les résultats présentés au tableau 7.13 concernant les meilleures valeurs des
paramètres pour différents temps d’exécution indiquent que plus le temps alloué
à l’exécution de la méthode est court, moins la température initiale doit être
élevée et plus le taux de refroidissement doit être élevé afin d’atteindre l’équilibre
thermodynamique avant la fin de l’exécution. Notons que si cet équilibre n’est
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pas atteint, la valeur des solutions finales générées est très variable.
Temps
d’exécution T° R NbltMax NbltlnutiÏeMax
moyen (sec)
3 5 0.994 600 20
6 0.997 1200 15
30 10 0.99925 10000 150
TAB. 7.13 — Valeurs des paramètres utilisés pour le recuit simulé en fonction du
temps moyen d’exécution alloué
Les résultats numériques des tests comparatifs sont résumés au tableau 7.14.
Ils indiquent qu’avec le recuit simulé, la recherche à voisinage variable imbriqué
est la stratégie d’amélioration la plus efficace et ce à n’importe quel niveau d’utili
sation. La violation finale moyenne des solutions générées de même que le nombre
de problèmes pour lesquels cette méthode engendre la meilleure solution parmi
celles générées par toutes les méthodes comparées démarquent nettement cette
stratégie par rapport aux trois autres et ce aux deux niveaux d’utilisation (moyen
et intense). Pour finir, l’utilisation à un niveau intense de la recherche à voisinage
variable imbriqué semble plus efficace qu’à un niveau moyen d’après les résultats
obtenus. En effet, la recherche à voisinage variable imbriqué à un niveau intense
obtient une plus basse valeur moyenne de P(xt) et génère la meilleure solution
pour un plus grand nombre de problèmes. Cette stratégie est donc conservée pour
les tests suivants.
Stratégie Niveau de ÏF Valeur Nombre Nombre de
d’amélioration diversification moy
enne moyen de meilleures
de P(x*) diversifications solutions
DCA moyen 10.9
4.6 2
intense 12.3 9.8 0
moyen 10.9 4.0 4
intense 12.7 8.9 4
RVVE moyen
15.4 2.0 0
intense 10.6 3.3 7
RVVI moyen 7.3
3.2 18
intense 6.5 6.1 29
TAB. 7.14 — Résultats comparatifs pour différentes stratégies d’amélioration ap
pliquées au recuit simulé
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7.3.4 Méthode d’acceptation avec seuil standard
De façon similaire à la méthode du recuit simulé, dont celle-ci est forte
ment inspirée, l’ajustement des paramètres pour des temps moyens d’exécution
inférieurs indique qu’il est profitable de diminuer le seuil initial dr° et d’accélérer
la descente du seuil de façon à ce que celui-ci atteigne la valeur zéro peu avant
la. fin de l’exécution. À ce moment, seules les modifications améliorantes, c’est-à-
dire pour lesquelles P(x’) < P(x), sont acceptées. Cette règle permet d’estimer
a priori la plage de valeurs la plus susceptible d’engendrer de bons résultats. Les
valeurs exactes des différents paramètres employées pour chaque temps moyen
d’exécution sont présentées au tableau 7.15.
Temps
d’exécution dr° a NbltMax NbltlnutileMax
moyen (sec)
3 ï 0.9966 750 15
6 JÔ 0.9983 1450 20
30 25 0.99952 9000 550
TAB. 7.15 — Valeurs des paramètres utilisés pour la méthode d’acceptation avec
seuil standard en fonction du temps moyen d’exécution alloué
Les résultats obtenus pour les différentes stratégies présentés au tableau 7.16
indiquent que la diversification de premier ordre à n’importe quel niveau d’utili
sation est la meilleure stratégie d’amélioration pour la méthode d’acceptation
avec seuil standard. En effet, les deux niveaux de cette stratégie obtiennent
les meilleures solutions pour le plus grand nombre de problèmes (14 problèmes
pour chacun) et les solutions générées pour tous les problèmes ont les deux pius
basses valeurs moyennes de P (18.3 pour le niveau moyen et 18.8 pour le ni
veau intense). De plus, les résultats indiquent que l’utilisation de la DPO à un
niveau moyen génère des solutions dont la violation est la plus basse en moyenne.
Par conséquent, cette stratégie est conservée pour les tests finaux concernant la
méthode d’acceptation avec seuil standard.
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Stratégie Niveau de Valeur Nombr
e Nombre de
d’amélioration diversificatioll moyen
ne moyen de meilleures
de P(x*) diversifications solutions
moyen 19.7 4.1 11
intense 19.5 9.0 6
DPO moyen 18.3
4.0 14
intense 18.8 8.8 14
RVVE moy
en 21.7 2.0 7
intense 19.0 4.0 10
RVVI moyen 21.7 2.
0 7
intense 19.0 3.9 10
TAB. 7.16 — Résultats comparatifs pour différentes stratégies d’amélioration ap
pliquées à la méthode d’acceptation avec seuil standard
7.3.5 Méthode d’acceptation avec seuil - grand déluge
Encore une fois, les tests effectués en diminuant le temps d’exécution révèlent
qu’il est nécessaire, dans la méthode d’acceptation avec seuil - grand déluge,
d’accélérer la diminution du seuil en augmentant la valeur du paramètre 6. Le
tableau 7.17 présente, pour chaque temps d’exécution, les valeurs de S permettant
d’après les tests d’obtenir les meilleurs résultats.
Temps
d’exécution 6 NbltMax NbltlnutiteMax
moyen (sec)
3 0.80 725 200
6 0.40 1500 400
30 0.085 10000 1975
TAB. 7.17 — Valeurs des paramètres utilisés pour la méthode d’acceptation avec
seuil - grand déluge en fonction du temps moyen d’exécution alloué
La première constatation que nous pouvons faire à partir des résultats présen
tés au tableau 7.18 concernant les différentes stratégies d’amélioration et les
différents niveaux de diversification est que la recherche à voisinage variable im
briqué semble plus efficace que les trois autres stratégies. En effet, son utilisation
à un niveau ou l’autre engendre la solution ayant la plus basse valeur de P pour 38
des 50 problèmes et les deux niveaux d’utilisation permettent d’obtenir des solu
tions ayant la plus basse violation en moyenne, soit 21.5. En outre, cette stratégie
employée à un niveau moyen génère la meilleure solution pour 6 problèmes de
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plus que lorsqu’elle est employée à un niveau intense. Nous décidons donc de
conserver pour la suite des tests l’utilisation de la recherche à voisinage variable
imbriqué à un niveau d’utilisation moyen avec la méthode du grand déluge.
Stratégie Niveau de Valeur Nombre Nombre de
d’amélioration diversification moyenne moyen de meilleuresde P(x*) diversifications solutions
DCA moyen 29.2 11.0 1intense 40.3 23.6 0
DPO moyen 27.0 9.5 6intense 35.6 18.7 3
RVVE moyen 23.8 6.7 10intense 25.2 13.5 6
RVVI moyen 21.5 7.1 23intense 21.5 14.0 17
TAB. 7.18 — Résultats comparatifs pour différentes stratégies d’amélioration ap
pliquées à la méthode d’acceptation avec seuil - grand déluge
7.3.6 Méthode d’acceptation avec seuil à détérioration ma
ximale
Les tests effectués en utilisant des temps moyens d’exécution de 3 et 6 secondes
indiquent que le temps alloué à l’exécution de cette méthode n’a pas beaucoup
d’influence sur la meilleure valeur de à employer. Seules les valeurs de NbltMaz
et NbltlnwtiteMax sont donc ajustées afin d’obtenir le temps d’exécution moyen
voulu tel qu’indiqué au tableau 7.19.
Temps
d’ exécution j NbltMax NbltlnutiteMax
moyen (sec)
3 T 600 500
6 7 1200 1000
30 T 6000 200
TAB. 7.19 — Valeurs des paramètres utilisés pour la méthode d’acceptation avec
seuil à détérioration maximale en fonction du temps moyen d’exécution alloué
Tant au niveau d’utilisation moyen qu’intense, les résultats obtenus avec la
diversification de premier ordre surclassent ceux obtenils avec toutes les autres
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stratégies d’amélioration. En effet, la méthode d’acceptation avec seuil à détério
ration maximale avec la diversification de premier ordre au niveau moyen ou
intense engendre la meilleure solution pour 29 des 50 problèmes en plus d’engen
drer des solutions ayant en moyenne une plus basse violation des contraintes sur
les ressources. En outre, les résultats indiquent que l’utilisation de la diversifica
tion de premier ordre à un niveau intense est plus efficace que son utilisation à
un niveau moyen. Un sommaire des résultats est présenté au tableau 7.20.
Stratégie Niveau de Valeur Nombre Nombre de
d’amélioration diversification moyenne moyen
de meilleures
de P(x*) diversifications solutions
DCA moyen 22.8 4.1 5intense 25.1 9.1 5
DPO moyen 20.3 4.0
13
liltense 20.2 9.0 17
RVVE moyen
22.8 3.8 7
intense 23.5 7.0 8
RVVI moyen 22.8 3.8
7
intense 21.8 7.3 13
TAB. 7.20 — Résultats comparatifs pour différentes stratégies d’amélioration ap
pliquées à la méthode d’acceptation avec seuil à détérioration maximale
7.4 Expérimentations finales
Le but des prochaines expérimentations est de déterminer la meilleure métho
de pour résoudre le problème d’ordonnancement avec contraintes sur les res
sources à l’étude. Pour ce faire, nous utilisons un dernier ensemble de 100 problè
mes. Nous nous intéressons d’abord aux résultats globaux obtenus (valeur moyen
ne de P(x*) et nombre de meilleures solutions) pour les méthodes et leur com
binaison avec une stratégie d’amélioration, puis nous complétons une analyse
comparative de celles-ci deux à deux.
En ce qui concerne la comparaison globale, le tableau 7.21 contient un résumé
des résultats obtenus pour chaque technique de recherche dans le voisinage em
ployée seule et couplée avec la stratégie d’amélioration la plus performante pour
celle-ci. Nous avons volontairement exclu la méthode de descente pure de ce
résumé étant donné la trop piètre qualité des solutions qu’elle génère. Les résultats
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pour chaque méthode concernent la valeur moyenne de P(x*), où x est la solu
tion générée par cette méthode pour un problème, le nombre de problèmes pour
lesquels la meilleure solution parmi celles engendrées par l’une ou l’autre des
méthodes testées est générée par cette méthode et le temps moyen d’exécution
utilisé par cette méthode. Les résultats détaillés obtenus par chaque méthode
pour chaque problème sont présentés aux annexes A à F.
, Valeur moyenne Nombre de Temps d’exécutionMethode
*de P(x ) meilleures solutions moyen (sec)
DP + RVVI 34.0 0 30.0
RT 26.5 0 30.9
RT + DPO 26.1 0 30.7
R$ 9.6 36 29.8
RS + RVVI 7.0 69 29.7
ASS 21.7 0 29.8
ASS + DPO 20.1 1 31.0
ASGD 20.3 1 30.3
ASGD + RVVI 20.2 1 30.8
ASDM 21.3 0 30.1
ASDM + DPO 20.4 1 30.9
TAB. 7.21 — Résultats comparatifs pour les différentes méthodes avec un temps
d’exécution moyen de 30 secondes
Les résultats du tableau 7.21 indiquent que la méthode du recuit simulé,
qu’elle soit employée seule o avec une recherche à voisinage variable, domine lar
gement les autres méthodes. En ordre, les six méthodes obtenant le plus de succès
sont le recuit simulé avec la recherche à voisinage variable imbriqué (RS+RVVI),
le recuit simulé (RS), la méthode d’acceptation avec seuil standard avec la diver
sification de premier ordre (ASS+DPO), la méthode d’acceptation avec seuil de
type grand déluge avec la recherche à voisinage variable imbriqué (ASGD+RVVI),
la méthode d’acceptation avec seuil de type grand déluge (ASGD) et la méthode
d’acceptation avec seuil à détérioration maximale avec la diversification de pre
mier ordre (ASDM+DPO).
Pour comparer les méthodes deux à deux, nous utilisons la matrice du tableau
7.22 dans laquelle l’entrée (j, j) représente le nombre de problèmes pour lesquels
la méthode i génère une solution au moins aussi bonne en terme de sa valeur que
la méthode j.
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DP + RT RT + RS RS +
F
ASS ASS + ASGD] ASGD +RTI] upo Rvvi AsDM]]
D? + 100 29 25 3 0 15 8 13 15 12 10RVVI
RT 73 100 43 2 1 30 30 27 30 27 25
RT + 77 60 100 4 O 37 33 37 26 26 27DPO
RS 98 98 97 100 37 95 91 93 92 96 93
RS + 100 100 100 71 100 98 99 97 96 99 99RVVI
ASS 87 75 69 9 2 100 47 46 45 47 44
ASS + 93 73 73 11 2 63 100 54 52 58 48DPO
ASGD 87 77 70 8 4 60 54 100 49 56 54
ASGD + 86 75 79 10 6 60 53 56 100 62 60RVVI
ASDM 89 80 76 5 2 59 45 48 40 100 51
ASDM 93 78 78 8 1 60 59 53 44 59 100
+ DPO
TAB. 7.22 — Comparaison par paire des différentes méthodes en fonction du
nombre de meilleures solutions générées
À partir de cette matrice, nous obtenons la matrice du tableau 7.23 où l’entrée
(j, J) représente le nombre net de problèmes pour lesquels la méthode i génère
une meilleure (si le nombre est positif) ou une pire (si le nombre est négatif)
solution que la méthode j. En effet, l’entrée (j, j) de cette matrice antisymétrique
est obtenue en soustrayant l’entrée (j, i) de l’entrée (i, J) de la matrice du tableau
7.22.
Le tableau 7.23 vient corroborer les conclusions tirées à partir du tableau 7.21
sur les six meilleures méthodes à une exception près. En effet, la méthode d’accep
tation avec seuil standard avec la diversification de premier ordre (ASS+DPO)
obtient des solutions dont la valeur moyenne est inférieure à celle des solutions
générées par les combinaisons ASGD+RVVI et ASDM+DPO (donc la première
semble meilleure selon ce critère), mais ces deux dernières méthodes réussissent
à générer une solution au moins aussi bonne que la première méthode pour au
moins un problème de plus que celle-ci (donc la première semble moins bonne
selon ce critère). Surtout, ce tableau met en relief la grande efficacité de la com
binaison recuit simulé/recherche à voisinage variable imbriqué qui obtient une
meilleure solution que toute autre méthode pour au moins 34 problèmes de plus.
Outre les six méthodes les plus efficaces déjà établies, les cinq autres combinai
sons les plus prometteuses sont, dans l’ordre, la méthode d’acceptation avec seuil
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l[Dp+]I RVVI RT ] RS + ASGD ASGD +ASS ASDMRVVI RVVI +DPO
DP +
vvi 0 -44 -52 -95 -100 -72 -85 -74 -71 -77 -83
RT 44 0 -17 -96 -99 -45 -43 -50 -45 -53 -53
RT +
DPO 52
17 0 -93 -100 -32 -40 -33 -53 -50 -51
RS 95 96 93 0 -34 86 80 65 82 91 85
RS + 100 99 100 34 0 96 97 93 90 97 98RVVI
ASS 72 45 32 -86 -96 0 -16 -14 -15 -12 -16
ASS +
DPO 85
43 40 -80 -97 16 0 0 -1 13 -11
ASGD 74 50 33 -85 -93 14 0 0 -7 8 1
ASGD +
RVVI 71
45 53 -82 -90 15 1 7 0 22 16
ASDM 77 53 50 -91 -97 12 -13 -8 -22 0 -8
ASDM
+ DPO
83 53 51 -85 -98 16 11 -1 -16 8 0
TAB. 7.23 — Comparaison par paire des différentes méthodes en fonction du
nombre net de meilleures solutions générées
à détérioration maximale (A$DM), la méthode d’acceptation avec seuil standard
(A$S), la méthode de recherche taboue avec la diversification de premier ordre
(RT+DPO), la méthode de recherche taboue (RT), et finalement, la méthode de
descente pure avec la recherche à voisinage variable imbriqué (DP+RVVI).
Dans le but d’avoir une idée du comportement des méthodes, nous avons
tracé les graphiques de l’évolution de la solution courante en fonction du nombre
d’itérations complétées pour un problème représentatif. Ces graphiques sont pré















0 200 400 600 800 1000 1200 1400 1600 1800 2000
Ite ratio n
FIG. 7.4 — Valeur de la solution courante par itération pour un problème résolu
à l’aide de la méthode de descente pure avec la recherche à voisinage variable
imbriqué
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Fic. 7.5 — Valeur de la solution courante par itération pour un problème résolu
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Fia. 7.6 — Valeur de la solution courante par itération pour un problème résolu à
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Fio. 7.7 — Valeur de la solution courante par itération pour un problème résolu
à l’aide de la méthode du recuit simulé
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FIG. 7.8 — Valeur de la solution courante par itération pour un problème résolu
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Fia. 7.9 — Valeur de la solution courante par itération pour un problème résolu








0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
te ratio n
FIG. 7.10 — Valeur de la solution courante par itération pour un problème résolu




FIG. 7.11 — Valeur de la solution courante par itération pour un problème résolu
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FIG. 7.12 — Valeur de la solution courante par itération pour un problème résolu




Fia. 7.13 — Valeur de la solution courante par itération pour un problème résolu
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Fia. 7.14 — Valeur de la solution courante par itération pour un problème résolu
à l’aide de la méthode d’acceptation avec seuil à détérioration maximale avec la
diversification de premier ordre
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7.5 Conclusion
En somme, les résultats obtenus avec la méthode du recuit simulé indiquent
qu’elle est de loin la plus efficace des techniques de recherche locale testées pour
la résolution du problème d’ordonnancement avec contraintes sur les ressources.
En effet, cette technique se démarqile favorablement de toutes les autres et ce,
qll’elle soit employée seule ou avec une techniqile d’amélioration.
L’utilisation d’une stratégie d’amélioration est en outre bénéfique pour toutes
les méthodes. La plus petite amélioration est observable pour la méthode d’ac
ceptation avec seuil - grand déluge. Ceci peut probablement s’expliquer par le
fait que les valeurs des paramètres POIIf cette méthode (comme pour les autres
d’ailleurs) sont déterminées en fonction d’une solution initiale dont la valeur est
beaucoup plus élevée en général que celle des solutions utilisées pour réinitialiser
la méthode lors de l’emploi d’une stratégie d’amélioration. Le comportement de
la méthode est illustrée dans le graphique 7.12 où les pics correspondent aux
réinitialisations. Rappelons qile, dans cette méthode, la valeur de la solution ini
tiale sert à déterminer la valeur du seul initial. Ainsi, les meilleures valeurs des
paramètres à employer pour cette méthode, plus que pour les autres, sont direc
tement liées à cette valeur de la solution initiale. Il s’ensuit que la convergence
du seuil de la méthode d’acceptation avec seuil - grand déluge vers la valeur zéro
est trop rapide après une réinitialisation avec la valeur du paramètres é que nous
utilisons. Pour corriger ce comportement, il faudrait plutôt utiliser une technique
pour diminuer le seuil en fonction de P(x’) et du seuil courant afin que la diminu
tion de dr ne soit pas débalancée (trop rapide ou trop lente) par rapport à celle de
P(x). Dueck compare d’ailleurs une telle formule avec la formule originale dans
[19] avec succès.
Les résultats indiquent que la meilleure variante de la méthode d’acceptation
avec seuil, la variante grand déluge, n’est que légèrement supérieure aux deux
autres variantes lorsqu’aucune stratégie d’amélioratfon n’est employée. En effet,
l’écart de la violation moyenne des solutions générées par la variante grand déluge
par rapport à celle des solutions générées par la pire des trois variantes, la variante
standard, n’est que de 1.4, et la variante grand déluge génère au maximum 14
meilleures solutions de plus que les deux autres variantes. Par contre, lorsque ces
variantes sont couplées à une stratégie d’amélioration, la variante grand déluge
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ne retire presqu’aucun bénéfice tandis que la variante standard en profite plus
largement.
Une remarque importante doit être faite au sujet des deux types de recherche à
voisinage variable testées. Il s’avère que celle utilisant les trois structures de voisi
nage imbriquées N’, N2 et N3 domine celle utilisant plutôt les structures de voisi
nage N1, N2 et N4, où N4 procède par l’échange des périodes de départ des tâches
entre elles. En effet, d’après les résultats concernant les stratégies d’amélioration,
pour une même technique de recherche dans le voisinage et un même niveau
d’utilisation, la recherche à voisinage variable imbriqué (RVVI) génère des solu
tions dont la violation moyenne des contraintes sur les ressources est au moins
aussi basse que celle des solutions générées par la recherche à voisinage variable
avec échanges (RVVE). La différence est de plus vraiment remarquable lorsque
la descente pure est employée comme TRV. Dans ce cas, l’utilisation de la RVVI
engendre des solutions dont la valeur moyenne est 30.2 contre 94.8 pour la RVVE.
Finalement, il est nécessaire d’apporter un bémol concernant les piètres résul
tats impliquant la méthode de recherche taboue. Il faut rappeler que pour cette
méthode, les valeurs des paramètres sont déterminées en séquence au lieu d’être
déterminées simultanément comme cela est le cas pour toutes les autres méthodes.
L’approche utilisée pour la recherche taboue a le désavantage d’entraîner un biais
vers les valeurs des paramètres employées pour en déterminer d’autres. Par contre,
quand le nombre de paramètres et de valeurs que ceux-ci peuvent prendre sont
élevés, comme c’est le cas pour la recherche taboue, cette approche doit être
considérée. Malheureusement, il semble que cette façon de faire a désavantagé la
méthode de recherche taboue par rapport aux autres.
Chapitre $
Conclusion
En conclusion, le problème d’ordonnancement avec contraintes sur les res
sources que nous étudions permet, par sa grande simplicité, d’adapter et de com
parer facilement des techniques générales de recherche dans le voisinage destinées
à le résoudre. Ce problème, à la différence d’un problème d’ordonnancement de
projets, ne considère pas des relations de précédence entre les tâches mais plutôt
des temps le plus tôt et le plus tard pour chaque tâche individuelle.
Le but poursuivi dans notre étude est d’implanter diverses techniques de
recherche dans le voisinage présentées dans la littérature, d’appliquer certaines
stratégies d’amélioration à ces méthodes et finalement, de comparer l’efficacité
des méthodes et des combinaisons méthodes/stratégies d’amélioration pour la
résolution du problème d’ordonnancement en un temps moyen donné. Pour ce
faire, nous utilisons deux critères principaux d’efficacité afin d’évaluer une mé
thode le nombre de problèmes pOur lesquels cette méthode génère la meillellre des
solutions générées par n’importe laquelle des méthodes considérées et la valeur
moyenne de la fonction économique des solutions générées pour les problèmes
testés. Le temps moyen d’exécution alloué à chaque résolution est d’environ 30
secondes.
Nos expérimentations nous ont permis d’identifier les meilleures combinaisons
de méthodes et de stratégies d’amélioration pour notre formulation dii problème
d’ordonnancement de tâches. D’après les résultats obtenus et les critères considé
rés, la méthode du recuit simulé avec la recherche à voisinage variable utilisant des
structures de voisinage imbriquées est la plus performante. En fait, la méthode
du recuit simulé, employée seule ou non, s’est montrée nettement supérieure aux
autres durant toutes les expérimentations.
72
Pour approfondir cette étude, il serait intéressant d’utiliser d’autres temps
d’exécution afin de voir si les conclusions resteraient les mêmes. Dueck dans [19]
affirme que la méthode d’acceptation avec seuil - grand déluge obtient d’excellents
résultats à long terme si la vitesse de diminution du seuil est très basse. Ainsi,
peut-être que cette méthode réussirait à surpasser le redit simulé si nous lui
laissions le temps. Ceci resterait à vérifier.
En outre, une suite logique à cette étude serait d’effectuer une étude semblable
sur un problème d’ordonnancement de projets pour voir si les conclusions seraient
les mêmes. Comme les méthodes d’acceptation avec seuil sont relativement peu
étudiées en comparaison des trois autres et que cette étude indique qu’elles sont
en mesure de les concurrencer, il est nécessaire de se demander s’il en serait
autrement avec les problèmes d’ordonnancement de projets. La même question
se pose aussi pour la méthode de recherche à voisinage variable utilisant des
structures de voisinage imbriquées.
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Annexe A
Résultats finaux détaillés pour
la méthode de descente pure
Les résultats finaux obtenus pour chaque problème résolu avec la méthode de
descente pure sans l’utilisation d’une stratégie d’amélioration sont présentés au
tableau A.1 et ceux obtenus avec l’utilisation de la recherche à voisinage variable
imbriqué sont présentés au tableau A.2. Pour chaque problème, nous indiquons
la valeur de la solution initiale (P(x°)), la valeur de la meilleure solution générée
(P(x*)) et le temps d’exécution utilisé (Temps CPU (sec)). Lorsque la recherche
à voisinage variable imbriqué est employée, le nombre total de changements de
voisinage (Changements de k) et le nombre de retours à la structure de voisinage
N’ (Retours à N’) sont mentionnés tandis que le nombre d’itérations complétées
(Nombre d’itérations) est mentionné sinon.
Lorsque la méthode de descente pure est employée seule, la méthode se ter
mine lorsqu’un minimum local est atteint. Lorsqu’une stratégie d’amélioration
est utilisée, l’exécution totale de la procédure est limitée à 30 secondes et chaque
application de la descente pure se termine lorsqu’un minimum local par rapport
au voisinage courant est atteint.
TAB. A.1: Résultats détaillés pour la méthode de descente pure
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
1 562 366 0 49
2 528 273 0 56
3 514 267 0 42
4 419 281 1 37
5 466 227 0 45
6 36$ 201 0 43
7 450 207 0 58
8 539 265 1 67
9 366 218 0 39
10 402 217 0 58
11 368 190 0 45
12 453 209 1 61
13 508 230 0 50
14 515 216 0 61
15 448 231 0 51
16 374 224 1 37
17 453 234 0 66
18 451 225 0 52
19 355 222 0 34
20 468 238 0 43
21 529 237 1 50
22 438 181 0 55
23 511 232 0 69
24 396 277 0 36
25 503 234 1 59
26 434 217 0 50
27 320 203 0 31
28 350 231 0 42
29 304 150 1 51
30 25$ 200 0 18
31 410 169 0 54
32 335 222 0 40
A-ii
suite à ta page suivante
suite de ta page précédente
Problème P(x°) P(z*) Temps CPU (sec) Nombre ditérations
33 444 208 0 65
34 590 304 1 69
35 468 242 0 61
36 372 208 0 42
37 380 271 1 31
38 449 263 0 45
39 413 191 0 56
40 336 204 0 34
41 447 299 0 37
42 394 176 1 53
43 398 218 0 40
44 349 164 0 50
45 396 195 0 42
46 388 135 1 59
47 358 126 0 68
48 498 254 0 73
49 374 205 0 36
50 623 294 1 69
51 416 219 0 47
52 338 178 0 53
53 503 218 0 67
54 458 218 1 61
55 357 240 0 35
56 467 253 0 48
57 458 212 0 69
58 428 199 1 59
59 404 269 0 53
60 288 130 0 42
61 348 233 0 28
62 363 280 0 29
63 426 153 1 63
64 377 210 0 46
65 613 280 0 77
A-iii
suite a ta page suivante
A-iv
suite de ta page préce’dente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
66 434 250 1 48
67 586 305 0 61
68 290 204 0 30
69 577 349 0 47
70 523 263 0 63
71 293 163 0 41
72 453 231 0 55
73 368 224 0 40
74 418 228 0 55
75 308 180 1 47
76 514 247 0 56
77 501 339 0 44
78 338 167 0 55
79 381 274 1 32
80 314 126 0 48
81 461 298 0 50
82 408 216 0 48
83 293 148 0 38
84 339 242 1 26
85 412 162 0 51
86 381 195 0 50
87 432 217 0 59
88 356 242 0 32
89 439 257 1 36
90 248 105 0 45
91 432 315 0 34
92 671 287 0 69
93 720 203 1 82
94 473 214 0 74
95 319 154 0 39
96 352 212 0 31
97 416 243 1 35
98 374 222 0 45
suite à ta page suivante
A-v
suite de ta page pe’c édente
Problème P(x°) F(x*) Temps CPU (sec) Nombre d’itérations
99 446 244 0 57
100 378 178 0 51
Moy 423.6 224.5 0.2 49.3
Écart-type : 87.7 48.6 0.4 12.7
TAB. A.2: Résultats détaillés pour la méthode de descente pure avec la recherche
à voisinage variable imbriqué
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N’
1 562 42 30 716 247
2 528 54 30 667 228
3 514 31 30 684 236
4 419 39 30 684 237
5 466 34 30 739 253
6 368 42 30 718 248
7 450 42 30 715 247
8 539 34 30 759 258
9 366 19 30 716 245
10 402 20 30 696 238
11 368 27 30 753 259
12 453 39 30 736 249
13 508 28 30 798 273
14 515 27 30 774 262
15 448 58 30 633 217
16 374 31 30 741 252
17 453 28 30 775 263
18 451 43 30 ] 763 261
suite à ta page suivante
A-vi
suite de ta page pTécédente
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N’
19 355 21 30 737 251
20 468 31 30 675 232
21 529 16 30 723 246
22 438 64 30 721 244
23 511 44 30 709 240
24 396 48 30 669 229
25 503 23 30 727 249
26 434 26 30 719 245
27 320 30 30 701 240
28 350 37 30 695 237
29 304 49 30 794 269
30 258 46 30 788 267
31 410 17 30 732 249
32 335 30 30 696 238
33 444 28 30 629 217
34 590 64 30 718 245
35 468 31 30 714 244
36 372 24 30 722 244
37 380 33 30 708 243
38 449 25 30 722 246
39 413 17 30 677 231
40 336 20 30 714 242
41 447 47 30 703 242
42 394 34 30 792 267
43 398 38 30 668 227
44 349 34 30 760 261
45 396 56 30 745 251
46 388 26 30 817 276
47 358 36 30 652 225
48 498 41 30 746 253
49 374 6 30 753 256
50 623 45 30 766 261
51 416 40 30 651 224
suite à ta page suivante
A-vii
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N’
52 338 19 30 782 267
53 503 32 30 694 237
54 458 37 30 735 251
55 357 30 30 709 243
56 467 46 30 753 255
57 458 43 30 673 231
58 428 14 30 721 250
59 404 35 30 736 250
60 288 30 30 796 270
61 348 36 30 701 239
62 363 28 30 698 238
63 426 48 30 684 231
64 377 38 30 730 247
65 613 34 30 701 238
66 434 27 30 718 245
67 586 28 30 749 255
68 290 26 30 771 260
69 577 43 30 700 237
70 523 26 30 662 224
71 293 11 30 750 255
72 453 64 30 777 267
73 368 28 30 667 227
74 418 38 30 743 254
75 308 30 30 694 238
76 514 29 30 750 255
77 501 39 30 710 242
78 338 41 30 727 245
79 381 26 30 719 247
80 314 22 30 801 274
81 461 20 30 824 281
82 408 22 30 706 242
83 293 33 30 718 245
84 339 32 30 810 274
suite à ta page suivante
A-viii
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N’
85 412 25 30 760 261
86 381 45 30 734 249
87 432 36 30 679 231
88 356 42 30 682 234
89 439 39 30 739 253
90 248 20 30 795 268
91 432 42 30 750 255
92 671 32 30 683 233
93 720 55 30 695 236
94 473 32 30 744 252
95 319 34 30 734 250
96 352 37 30 733 248
97 416 23 30 756 256
98 374 50 30 732 250
99 446 35 30 674 228
100 378 34 30 751 254
Moy : 423.6 34.0 30.0 725.6 247.4
Écart-type t 87.7 11.4 0.0 41.0 13.5
Annexe B
Résultats finaux détaillés pour
la méthode de recherche taboue
Les résultats finaux obtenus pour chaque problème résolu avec la méthode de
recherche taboue sans l’utilisation d’une stratégie d’amélioration sont présentés
au tableau B.1 et ceux obtenus avec l’utilisation de la diversification de premier
ordre au niveau d’utilisation moyen sont présentés au tableau B.2. Pour chaque
problème, nous illdiquons la valeur de la solution initiale (P(x°)), la valeur de la
meilleure solution générée (P(x*)) et le temps d’exécution utilisé (Temps CPU
(sec)). Lorsque la diversification de premier ordre est employée le nombre de
réinitialisation à l’aide de la DPO est mentionné (Nombre de diversifications)
tandis que le nombre d’itérations complétées (Nombre d’itérations) est mentionné
si aucune stratégie d’amélioration n’est utilisée.
Lorsque la méthode de recherche taboue est employée seule, le nombre maxi
mal d’itérations est fixé à 17000 et le nombre maximal d’itérations sans amélio
ration de x est fixé à 5750. Lorsqu’une stratégie d’amélioration est utilisée,
l’exécution totale de la procédure est limitée à 30 secondes et, pour chaque ap
plication de la recherche taboue, le nombre maximal d’itérations est fixé à 1500
et le nombre maximal d’itérations sans amélioration de x est fixé à 450.
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TAR. B.1: Résultats détaillés pour la méthode de recherche taboue
Problème P(x°) F(x*) Temps CPU (sec) Nombre d’itérations
1 562 33 40 10405
2 528 27 32 7485
3 514 23 23 3829
4 419 33 30 6479
5 466 22 29 6142
6 368 29 40 10771
7 450 36 24 3840
8 539 24 34 8106
9 366 19 37 9383
10 402 42 29 6278
11 368 30 24 3971
12 453 14 35 8861
13 508 24 19 2071
14 515 15 38 10047
15 448 31 29 6076
16 374 52 21 2874
17 453 33 23 3715
18 451 26 25 4417
19 355 24 16 972
20 468 32 40 10511
21 529 27 29 6009
22 438 21 30 6450
23 511 31 23 3743
24 396 26 33 7735
25 503 35 30 6593
26 434 20 26 4896
27 320 14 24 4184
28 350 26 26 5030
29 304 20 42 11344
30 258 39 23 3866
31 410 21 28 5551
32 335 22 33 7949
suite à ta page suivante
B-iii
suite de ta page prece’dente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
33 444 14 26 4643
34 590 21 34 8338
35 468 21 28 5634
36 372 17 41 16686
37 380 35 22 3278
38 449 26 36 8961
39 413 15 31 7181
40 336 27 22 3218
41 447 26 30 6243
42 394 15 22 3323
43 398 21 41 13479
44 349 31 42 15112
45 396 23 41 16614
46 388 27 16 947
47 358 53 16 719
48 498 35 41 12702
49 374 22 17 1361
50 623 40 35 8555
51 416 13 41 12186
52 338 17 25 4391
53 503 27 41 13113
54 458 42 25 4452
55 357 26 37 8915
56 467 12 36 9139
57 458 32 31 7091
58 428 12 42 16192
59 404 42 33 8207
60 288 20 42 14513
61 348 18 42 16411
62 363 35 21 3025
63 426 25 26 5146
64 377 21 37 9118
65 613 39 31 7103
suite à ta page suivante
3-iv
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itératiolls
66 434 23 34 8196
67 586 25 32 7415
68 290 21 31 7099
69 577 25 41 14448
70 523 16 41 13812
71 293 29 39 10078
72 453 18 41 11730
73 368 26 23 3912
74 418 22 42 12331
75 308 24 27 5052
76 514 25 34 8155
77 501 27 28 5942
78 338 33 25 4422
79 381 23 39 10054
80 314 14 24 4532
81 461 26 22 3238
82 408 23 42 11543
83 293 30 22 3556
84 339 23 24 3871
85 412 24 32 7598
86 381 25 30 6323
87 432 26 41 11064
$8 356 27 27 5515
89 439 37 21 2725
90 248 22 19 2240
91 432 16 36 8982
92 671 20 34 8189
93 720 60 18 1885
94 473 35 22 3197
95 319 31 42 11326
96 352 17 41 12824
97 416 23 35 8548
9$ 374 27 42 16073
suite à ta page suivante
B-v
suite de ta page pre’ce’dente
Problème F(x°) F(x*) Temps CPU (sec) Nombre d’itérations
99 446 43 31 6682
100 378 40 26 5329
Moy : 423.6 26.5 30.9 7434.7
Écart-type 87.7 8.9 7.7 3974.4
TAB. B.2: Résultats détaillés pour la méthode de recherche taboue avec la diver
sification de premier ordre
Problème P(x°) P(x*) Temps CPU (sec) Nombre de diversifications
1 562 34 31 7
2 528 14 31 6
3 514 22 31 6
4 419 28 31 7
5 466 16 31 7
6 368 31 30 6
7 450 30 30 8
8 539 19 31 8
9 366 23 31 8
10 402 38 31 8
11 368 19 31 7
12 453 20 31 8
13 508 13 31 7
14 515 16 31 8
15 448 43 31 8
16 374 46 30 8
17 453 25 31 7
18 451 34 31 7
suite à ta page suivante
suite de la page pTece’dente
Problème P(x°) P(x*) Temps CPU (sec) Nombre de diversifications
19 355 16 31 8
20 468 31 30 7
21 529 22 30 7
22 438 36 31 5
23 511 24 31 6
24 396 19 31 7
25 503 27 31 8
26 434 19 31 8
27 320 19 30 6
28 350 26 31 6
29 304 11 30 7
30 258 46 31 8
31 410 13 31 7
32 335 29 30 6
33 444 14 31 6
34 590 46 31 6
35 468 20 31 8
36 372 19 30 7
37 380 23 30 7
38 449 27 30 7
39 413 18 30 7
40 336 12 30 6
41 447 19 31 7
42 394 22 31 7
43 398 30 31 8
44 349 43 30 7
45 396 47 30 8
46 388 17 31 8
47 358 35 31 8
48 498 31 30 5
49 374 15 30 7
50 623 29 30 6
51 416 25 30 8
B-vi
suite à ta page suivante
suite de ta page précédente
Problème P(z°) P(x*) Temps CPU (sec) Nombre de diversificatiolls
52 338 14 30 8
53 503 37 31 7
54 458 31 31 7
55 357 24 31 8
56 467 11 31 6
57 458 31 30 7
58 428 18 31 6
59 404 39 31 5
60 288 36 31 8
61 348 15 31 7
62 363 26 31 7
63 426 27 31 9
64 377 29 30 8
65 613 36 31 5
66 434 12 30 5
67 586 30 31 7
68 290 22 31 7
69 577 29 31 7
70 523 11 31 5
71 293 20 30 7
72 453 48 31 7
73 368 18 31 8
74 418 33 31 8
75 308 21 30 7
76 514 34 31 7
77 501 16 30 5
78 338 32 30 6
79 381 29 31 7
$0 314 17 31 6
81 461 16 31 7
82 408 20 31 8
83 293 29 31 7
84 339 23 31 j 6
B-vii
suite à la page suivante
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Nombre de diversifications
85 412 20 30 6
86 381 19 31 9
87 432 20 30 6
88 356 38 30 6
89 439 41 31 6
90 248 15 31 8
91 432 21 31 6
92 671 35 31 6
93 720 58 30 8
94 473 31 6
95 319 42 31 7
96 352 40 31 6
97 416 15 30 6
98 374 32 31 7
99 446 17 31 7
100 378 30 31 5
Moy t 423.6 26.1 30.7 6.9
Écart-type 87.7 10.1 0.5 1.0
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Annexe C
Résultats finaux détaillés pour
la méthode du recuit simulé
Les résultats finaux obtenus pour chaque problème résolu avec la méthode
du recuit simulé sans l’utilisation d’une stratégie d’amélioration sont présentés
au tableau C.1 et ceux obtenus avec l’utilisation de la recherche à voisinage va
riable imbriqué au niveau intense sont présentés au tableau C.2. Pour chaque
problème, nous indiquons la valeur de la solution initiale (P(x°)), la valeur de la
meilleure solution générée (P(x*)) et le temps d’exécution utilisé (Temps CPU
(sec)). Lorsque la recherche à voisinage variable est employée, le nombre de re
tours à la structure de voisinage N’ (Retours à N’) et le nombre total de chan
gements de voisinage (Changements de k) sont mentionnés tandis que le nombre
d’itérations complétées (Nombre d’ite’rations) est mentionné sinon.
Lorsque la méthode du recuit simulé est employée seule, nbltPvlax est fixé
à 10000 et nbltlnutiteMax est fixé à 150. Lorsque la recherche à voisinage va
riable imbriqué est utilisée, l’exécution totale de la procédure est limitée à 30
secondes et, pour chaque application du recuit simulé, nbltMaz est fixé à 600 et
nbltlnutiteMax est fixé à 20.
TAB. C.1: Résultats détaillés pour la méthode du recuit simulé
Problème P(x°) F(xt) Temps CPU (sec) Nombre d’itérations
1 562 11 31 4158
2 528 8 31 4630
3 514 12 30 5257
4 419 19 31 5033
5 466 7 31 4879
6 368 10 30 4658
7 450 4 30 5270
8 539 3 30 5094
9 366 4 30 4245
10 402 2 30 4639
11 368 8 29 4420
12 453 3 29 4424
13 508 2 29 4058
14 515 0 24 4653
15 448 30 29 4194
16 374 2 31 4400
17 453 5 28 4935
18 451 9 30 3870
19 355 4 29 4911
20 468 12 32 5251
21 529 7 30 3711
22 438 1 31 5257
23 511 10 31 4162
24 396 5 30 4154
25 503 55 30 4215
26 434 4 30 4891
27 320 7 30 4854
28 350 9 29 4477
29 304 14 30 4615
30 258 2 31 4463
31 410 3 30 4892
32 335 10 30 4563
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suite à ta page suivante
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
33 444 4 30 4752
34 590 16 29 3823
35 468 15 30 4542
36 372 7 29 4357
37 380 7 30 3610
38 449 9 30 4752
39 413 8 29 3707
40 336 5 30 4238
41 447 4 30 4417
42 394 5 29 4936
43 398 7 30 4723
44 349 21 30 4764
45 396 15 30 3711
46 388 9 30 4794
47 358 15 31 4112
48 498 12 29 3747
49 374 6 29 5096
50 623 26 29 4521
51 416 4 32 4333
52 338 9 29 4604
53 503 4 30 5542
54 458 28 30 3558
55 357 5 30 4391
56 467 2 30 4403
57 458 12 29 4473
58 428 5 29 5085
59 404 24 29 3698
60 288 8 30 4658
61 348 4 29 4281
62 363 4 30 4678
63 426 8 29 3824
64 377 7 29 4655
65 613 18 28 4987
C-iii
suite à ta page suivante
C-iv
suite de ta page précédente
Problème F(x°) P(x*) Temps CPU (sec) Nombre d’itérations
66 434 5 29 5240
67 586 22 29 4259
6$ 290 9 29 4770
69 577 11 29 4192
70 523 18 30 5577
71 293 14 31 4566
72 453 9 30 4871
73 368 8 29 4362
74 418 21 31 3685
75 30$ 13 30 3896
76 514 5 30 4218
77 501 5 31 4408
78 338 3 30 4203
79 381 8 30 4203
80 314 1 30 5779
81 461 4 30 3932
82 408 7 29 4674
83 293 2 31 5154
84 339 17 31 5476
85 412 14 31 4320
86 381 4 31 4655
87 432 20 30 4367
$8 356 9 29 4043
89 439 7 30 4086
90 248 4 30 4452
91 432 8 30 5779
92 671 9 30 4397
93 720 6 29 4152
94 473 15 29 3986
95 319 18 30 4592
96 352 8 29 5028
97 416 9 31 4913
98 IJ 374 8 30 4473
suite à ta page suivante
C-v
suite de la page pre’ce’dente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
99 446 7 32 5272
100 378 20 30 4365
Moy : 423.6 9.6 29.8 4533.5
Écart-type 87.7 7.8 1.0 492.9
TAB. C.2: Résultats détaillés pour la méthode du recuit simulé avec la recherche
à voisinage variable imbriqué
Problème P(x°) P(z*) Temps CPU (sec) Changements de k Retours à N’
1 562 11 31 4 3
2 528 9 30 5 5
3 514 11 31 5 3
4 419 15 31 4 2
5 466 9 31 5 3
6 368 6 31 5 4
7 450 6 30 5 4
8 539 10 31 5 3
9 366 4 31 5 3
10 402 4 29 5 4
11 368 2 30 4 3
12 453 3 31 5 3
13 508 4 28 4 3
14 515 6 31 5 3
15 448 6 29 5 5
16 374 6 31 4 2
17 453 1 30 5 4
18 451 3 31 5 3
suite à ta page suivante
suite de ta page pre’ce’dente
C-vi
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N1
19 355 2 30 4 3
20 468 8 31 5 3
21 529 9 31 5 3
22 438 4 31 4 3
23 511 13 31 5 3
24 396 4 31 5 5
25 503 2 31 5 3
26 434 3 30 4 3
27 320 7 30 4 3
28 350 2 29 4 2
29 304 3 31 5 3
30 258 15 31 5 3
31 410 0 16 3 2
32 335 9 31 4 2
33 444 3 30 4 3
34 590 17 31 5 5
35 468 12 29 4 2
36 372 3 29 4 3
37 380 4 31 5 3
38 449 17 31 5 4
39 413 6 31 5 3
40 336 2 31 5 4
41 447 3 31 5 5
42 394 2 30 4 2
43 398 11 30 4 3
44 349 16 31 5 3
45 396 23 31 6 5
46 388 6 30 4 2
47 358 19 31 5 4
48 498 7 29 4 2
49 374 1 29 4 2
50 623 21 31 5 4
51 416 3 30 3 2
suite a ta page suivante
C-vii
suite de ta page précédente
Problème P(x°) F(x*) Temps CPU (sec) Changements de k Retours à N’
52 338 0 21 4 3
53 503 3 30 4 2
54 458 18 31 5 3
55 357 8 28 3 1
56 467 1 31 5 3
57 458 8 29 4 3
58 428 4 31 5 4
59 404 10 28 3 2
60 288 7 30 5 4
61 348 4 28 3 2
62 363 5 31 5 3
63 426 12 31 5 3
64 377 7 30 5 5
65 613 11 29 5 5
66 434 0 15 3 2
67 586 10 31 5 3
68 290 4 29 4 2
69 577 5 31 5 5
70 523 5 30 4 2
71 293 10 29 5 4
72 453 4 31 5 3
73 368 2 31 5 3
74 418 11 29 4 2
75 308 15 29 5 4
76 514 7 30 4 2
77 501 9 31 4 3
78 338 4 31 6 5
79 381 3 28 3 2
80 314 1 30 3 2
81 461 4 29 5 5
82 408 6 31 5 3
83 293 1 29 4 3
84 339 12 31 5 3
suite à ta page suivante
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Changemellts de k Retours à N’
85 412 9 31 5 3
86 381 0 20 4 3
87 432 10 30 4 2
88 356 4 30 3 2
89 439 17 31 5 3
90 248 8 29 5 4
91 432 5 31 5 3
92 671 11 31 5 3
93 720 9 30 4 3
94 473 8 29 4 3
95 319 6 30 4 3
96 352 5 30 5 4
97 416 3 31 5 3
98 374 5 30 5 4
99 446 11 31 5 3
100 378 1 29 4 2
Moy 423.6 7.0 29.7 4.5 3.1
Écart-type : 87.7 5.0 2.6 0.7 0.9
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Annexe D
Résultats finaux détaillés pour
la méthode d’acceptation avec
seuil standard
Les résultats finaux obtenus pour chaque problème résolu avec la méthode
cl’ acceptation avec seuil standard sans l’utilisation d’une stratégie d’amélioration
sont présentés au tableau D.1 et ceux obtenus avec l’utilisation de la diversification
de premier ordre au niveau moyen sont présentés au tableau D.2. Pour chaque
problème, nous indiquons la valeur de la solution initiale (P(z°)), la valeur de la
meilleure solution générée (P(x*)) et le temps d’exécution utilisé (Temps CPU
(sec)). Lorsque la diversification de premier ordre est employée, le nombre de
réinitialisations à l’aide de la DPO (Nombre de diversifications) est mentionné
tandis que le nombre d’itérations complétées (Nombre d’itérations) est mentionné
sinon.
Lorsque la méthode d’acceptation avec seuil standard est employée seule,
nbltliax est fixé à 9000 et nbltlnutileMax est fixé à 550. Lorsqu’une stratégie
d’amélioration est utilisée, l’exécution totale de la procédure est limitée à 30
secondes et, pour chaque application de la méthode d’acceptation avec seuil stan
dard, nbltMax est fixé à 1450 et nbltlnntileMax est fixé à 20.
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TAB. D.1: Résultats détaillés pour la méthode d’acceptation avec seuil standard
Problème P(x°) F(x*) Temps CPU (sec) Nombre d’itérations
1 562 29 30 6713
2 528 17 30 6751
3 514 32 29 6723
4 419 41 30 5413
5 466 26 29 6741
6 368 28 30 6725
7 450 27 30 5780
8 539 29 30 5783
9 366 18 30 6736
10 402 19 31 6966
11 368 21 29 6878
12 453 19 29 6726
13 508 12 29 6738
14 515 16 30 6733
15 448 19 30 6710
16 374 20 31 6725
17 453 23 29 6486
18 451 23 30 6709
19 355 19 29 6715
20 468 20 30 6783
21 529 24 30 5712
22 438 27 30 6708
23 511 19 30 6724
24 396 14 30 6748
25 503 16 29 6724
26 434 14 30 6721
27 320 12 30 6735
28 350 26 29 6709
29 304 28 31 6861
30 258 34 32 7130
31 410 19 29 5616
32 335 14 29 6755
suite à ta page suivante
suite de ta page précédente
Problème P(z0)] P(x*) Temps CPU (sec) Nombre d’itérations
33 444 17 30 6745
34 590 37 30 6777
35 468 22 29 6731
36 372 18 30 6740
37 380 20 29 6059
38 449 10 29 6720
39 413 9 30 7038
40 336 26 30 5752
41 447 20 29 6726
42 394 15 31 6880
43 398 20 30 6833
44 349 26 30 6710
45 396 35 30 6713
46 388 18 29 6728
47 358 28 31 6770
48 498 31 30 6708
49 374 13 30 6430
50 623 26 30 6708
51 416 11 30 6715
52 338 10 29 6766
53 503 16 29 6751
54 458 21 31 6753
55 357 14 30 6068
56 467 20 30 6138
57 458 32 29 6717
58 428 23 29 5779
59 404 24 30 6593
60 288 15 29 6718
61 348 29 30 6743
62 363 22 30 6707
63 426 27 30 5383
64 377 21 29 6803
65 613 32 29 6723
D-iii
suite à ta page suivante
D-iv
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
66 434 13 30 6847
67 586 29 30 6243
6$ 290 17 29 6715
69 577 17 31 6724
70 523 14 29 6718
71 293 25 29 6718
72 453 19 29 6429
73 368 28 30 6716
74 418 21 30 6717
75 308 14 32 7054
76 514 32 29 6707
77 501 24 30 6720
78 338 21 29 5296
79 381 23 31 6755
80 314 24 29 6793
81 461 12 29 6724
82 408 20 30 6712
83 293 21 30 6106
84 339 18 29 6711
85 412 25 30 5846
86 381 23 31 5604
87 432 20 29 6739
88 356 13 29 6723
89 439 25 32 7143
90 248 21 29 6773
91 432 15 31 6818
92 671 60 29 6772
93 720 21 30 5450
94 473 23 30 6706
95 319 16 30 6825
96 352 19 31 6866
97 416 19 30 6748
98 374 18 29 5968
suite à ta page suivante
D-v
...suite de ta page pre’ce’dente
Problème F(x°) P(x*) Temps CPU (sec) Nombre d’itérations
99 446 24 30 6724
100 378 21 29 6519
Moy : 423.6 21.7 29.8 6574.3
Écart-type : 87.7 7.4 0.6 405.7
TAB. D.2: Résultats détaillés pour la méthode d’acceptation avec seuil standard
avec la diversification de premier ordre
Problème P(x°) P(x*) Temps CPU (sec) Nombre de diversifications
1 562 21 31 3
2 528 15 31 3
3 514 28 31 3
4 419 33 31 3
5 466 27 31 3
6 368 20 31 3
7 450 31 31 3
8 539 27 31 3
9 366 28 31 3
10 402 15 31 3
11 368 26 31 3
12 453 13 31 3
13 508 8 31 3
14 515 16 31 3
15 448 19 31 3
16 374 15 31 3
17 453 20 31 3
18 451 16 31 3
suite à ta page suivante
D-vi
suite de ta page précédente
Problème P(x°) F(x*) Temps CPU (sec) Nombre de diversifications
19 355 20 31 3
20 468 15 31 3
21 529 20 31 3
22 438 19 31 3
23 511 15 31 3
24 396 15 31 3
25 503 72 31 3
26 434 18 31 3
27 320 17 31 3
28 350 14 31 3
29 304 14 31 3
30 258 26 31 3
31 410 15 31 3
32 335 19 31 3
33 444 16 31 3
34 590 31 31 3
35 468 24 31 3
36 372 24 31 3
37 380 19 31 3
38 449 19 31 3
39 413 18 31 3
40 336 15 31 3
41 447 19 31 3
42 394 16 31 3
43 398 14 31 3
44 349 23 31 3
45 396 36 31 3
46 388 16 31 3
47 358 29 31 3
48 498 22 31 3
49 374 23 31 3
50 623 17 31 3
51 416 20 31 3
suite à ta page suivante
D-vii
suite de ta page pTe’ce’dente
Problème P(x°) F(x*) Temps CPU (sec) Nombre de diversifications
52 338 11 31 3
53 503 17 31 3
54 458 26 31 3
55 357 18 31 3
56 467 10 31 3
57 458 14 31 3
58 428 11 31 3
59 404 26 31 3
60 288 17 31 3
61 348 25 31 3
62 363 14 31 3
63 426 16 31 3
64 377 23 31 3
65 613 26 31 3
66 434 16 31 3
67 586 19 31 3
68 290 17 31 3
69 577 19 31 3
70 523 11 31 3
71 293 24 31 3
72 453 15 31 3
73 368 18 31 3
74 418 23 31 3
75 308 25 31 3
76 514 25 31 3
77 501 28 31 3
78 338 14 31 3
79 381 23 31 3
80 314 15 31 3
81 461 4 31 3
82 408 20 31 3
83 293 21 31 3
84 339 16 31 3
suite à ta page suivante
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Nombre de diversifications
85 412 13 31 3
86 381 24 31 3
87 432 28 31 3
88 356 19 31 3
89 439 29 31 3
90 248 23 31 3
91 432 20 31 3
92 671 30 31 3
93 720 21 31 3
94 473 21 31 3
95 319 16 31 3
96 352 19 31 3
97 416 19 31 3
98 374 10 31 3
99 446 20 31 3
100 378 12 31 3
Moy : 423.6 20.1 31.0 3.0
Écart-type : 87.7 7.9 0.0 0.0
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Annexe E
Résultats finaux détaillés pour
la méthode d’acceptation avec
seuil - grand déluge
Les résultats finaux obtenus pour chaque problème résolu avec la méthode
d’acceptation avec seuil - grand déluge sans l’utilisation d’une stratégie d’amélio
ration sont présentés au tableau E.1 et ceux obtenus avec l’utilisation de la
recherche à voisinage variable imbriqué au niveau moyen sont présentés au ta
bleau E.2. Pour chaque problème, nous indiquons la valeur de la solution initiale
(P(x°)), la valeur de la meilleure solution générée (P(x*)) et le temps d’exécution
utilisé (Temps CPU (sec)). Lorsque la. recherche à voisinage variable imbriqué est
employée, le nombre de changements de structure du voisinage (Changements
de k) et le nombre de retours à la structure de voisinage N’ (Retours à N’)
sont mentionnés. Lorsqu’aucune stratégie d’amélioration n’est utilisée, le nombre
d’itérations complétées (Nombre d’itérations) est plutôt mentionné.
Lorsque la méthode d’acceptation avec seuil - grand déluge est employée
seule, nbltMax est fixé à 10000 et nbltlnutiteMax est fixé à 1975. Lorsqu’une
stratégie d’amélioration est utilisée, l’exécution totale de la procédure est limitée
à 30 secondes et, pour chaque application de la méthode d’acceptation avec seuil
- grand déluge, nbltMax est fixé à 1500 et nbltlnutiteMax est fixé à 400.
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TAB. E.1: Résultats détaillés pour la méthode d’acceptation avec seuil
- grand
déluge
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
1 562 20 36 6353
2 528 17 34 5989
3 514 27 34 5685
4 419 23 30 4643
5 466 21 31 5213
6 368 12 28 4142
7 450 25 33 4972
8 539 29 34 5966
9 366 25 29 3997
10 402 18 30 4490
11 368 25 27 4004
12 453 16 31 5118
13 508 17 33 5733
14 515 21 34 5795
15 448 18 33 5041
16 374 14 28 4177
17 453 25 31 5008
18 451 12 31 5122
19 355 7 28 4069
20 468 14 33 5284
21 529 24 33 5912
22 438 22 31 4857
23 511 20 34 5731
24 396 19 30 4389
25 503 44 33 5358
26 434 22 31 4812
27 320 14 27 3569
28 350 14 28 3892
29 304 19 25 3306
30 258 28 24 2673
31 410 13 29 4637
suite à ta page suivante
suite de ta vage pre’ce’dente
Problème P(x°) P(xt) Temps CPU (sec) Nombre d’itérations
32 335 11 27 3763
33 444 13 33 5043
34 590 30 36 6547
35 468 20 33 5248
36 372 26 27 4040
37 380 23 28 4170
38 449 16 31 5047
39 413 15 30 4661
40 336 25 27 3602
41 447 19 31 5002
42 394 20 30 4382
43 398 11 30 4511
44 349 22 28 3818
45 396 12 30 4490
46 388 13 29 4367
47 358 23 28 3916
48 498 22 34 5566
49 374 21 28 4118
50 623 32 38 6893
51 416 27 30 4533
52 338 13 27 3756
53 503 22 33 5636
54 458 21 33 5097
55 357 15 28 4007
56 467 10 33 5342
57 458 27 31 5020
58 428 13 30 4839
59 404 24 30 4444
60 288 18 24 3158
61 348 18 27 3849
62 363 14 29 4075
63 426 16 31 4804
64 377 24 28 4124
E-iii
suite à ta page suivante
E-iv
suite de ta nage précédente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
65 613 26 37 6881
66 434 8 30 4992
67 586 26 37 6507
68 290 11 25 3256
69 577 19 37 6522
70 523 28 34 5791
71 293 30 24 3076
72 453 8 32 5214
73 368 12 28 4168
74 418 17 31 4692
75 308 23 25 3327
76 514 30 34 5638
77 501 16 34 5668
78 338 22 26 3678
79 381 32 29 4081
$0 314 13 26 3492
81 461 26 31 5059
82 408 18 30 4558
83 293 11 26 3247
84 339 18 27 3757
85 412 18 31 4603
86 381 18 28 4236
87 432 23 31 4751
88 356 21 27 3901
89 439 11 32 5016
90 248 16 22 2690
91 432 25 31 4748
92 671 59 37 7177
93 720 28 41 8090
94 473 29 32 5183
95 319 24 26 3454
96 352 21 29 3859
97 416 24 29 4569
suite ta page suivante
E-v
suite de ta ?Jage pTe’ce’dente
Problème P(x°) P(x*) Temps CPU (sec) Nombre d’itérations
98 374 20 28 4106
99 446 26 31 4891
100 378 15 28 4237
Moy : 423.6 20.3 30.3 4709.2
Écart-type 87.7 7.5 3.4 996.1
TAB. E.2: Résultats détaillés pour la méthode d’acceptation avec seuil - grand
déluge avec la recherche à voisinage variable imbriqué
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N’
1 562 28 31 8 4
2 528 8 31 8 5
3 514 37 30 6 3
4 419 28 31 6 3
5 466 21 31 6 2
6 368 19 31 7 3
7 450 28 31 6 3
8 539 38 31 7 4
9 366 19 31 7 4
10 402 8 31 8 5
11 368 14 31 7 3
12 453 20 31 7 3
13 508 12 30 7 4
14 515 39 31 7 4
15 448 32 31 Z 4
16 374 34 30 7 4
17 453 16 30 7 5
suite à ta page suivante
suite de ta page précédente
E-vi
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N’
18 451 15 30 7 4
19 355 22 30 7 4
20 468 24 31 7 4
21 529 13 31 7 4
22 438 15 31 7 4
23 511 13 31 6 2
24 396 15 30 7 5
25 503 35 31 8 5
26 434 14 31 6 3
27 320 14 31 7 3
28 350 14 31 7 3
29 304 32 31 8 4
30 258 28 30 8 5
31 410 10 31 8 5
32 335 20 31 7 4
33 444 31 31 8 5
34 590 28 31 7 3
35 468 20 31 7 3
36 372 17 30 7 4
37 380 13 31 9 6
38 449 21 30 6 3
39 413 5 30 6 3
40 336 10 31 7 4
41 447 5 31 7 4
42 394 17 31 7 4
43 398 13 31 7 3
44 349 24 30 7 4
45 396 21 31 6 3
46 388 8 31 7 3
47 358 27 31 6 3
48 498 7 31 6 3
49 374 8 30 7 4
50 623 22 30 7 4
suite à la page suivante
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Changements de k Retours à N’
51 416 22 30 6 3
52 338 20 31 8 5
53 503 30 31 7 3
54 458 17 31 8 5
55 357 20 31 7 4
56 467 11 31 7 3
57 458 25 30 6 3
58 428 6 31 7 3
59 404 14 31 7 3
60 288 11 31 7 4
61 348 27 30 7 4
62 363 17 31 8 5
63 426 14 31 7 4
64 377 14 31 8 5
65 613 40 31 7 4
66 434 9 31 7 4
67 586 22 31 7 3
68 290 18 30 7 4
69 577 22 31 6 3
70 523 27 31 8 4
71 293 32 31 7 3
72 453 28 31 8 5
73 368 27 30 7 4
74 418 33 30 6 3
75 308 19 31 7 4
76 514 20 31 7 4
77 501 31 31 7 3
78 338 13 31 6 2
79 381 23 31 7 4
80 314 21 31 6 2
81 461 15 31 6 2
82 408 27 31 7 4
83 293 21 31 8 4
E-vii
suite à ta page suivante
Problème F(x°) P(x*) Temps CPU (sec) Changements de k Retours à N1
84 339 21 31 9 6
85 412 15 30 7 5
86 381 13 31 7 4
87 432 24 30 6 3
88 356 17 31 7 4
89 439 23 31 7 4
90 248 11 31 8 5
91 432 22 31 8 4
92 671 41 31 9 6
93 720 36 31 9 6
94 473 31 31 9 6
95 319 21 31 7 4
96 352 19 31 6 2
97 416 10 31 7 4
98 374 15 31 9 7
99 446 16 30 6 3
100 378 6 31 8 4
Moy : 423.6 20.2 30.8 7.1 3.9
Écart-type : 87.7 8.7 0.4 0.8 1.0
suite de la page précédente
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Annexe F
Résultats finaux détaillés pour
la méthode d’acceptation avec
seuil à détérioration maximale
Les résultats finaux obtenus pour chaque problème résolu avec la méthode
d’acceptation avec seuil à détérioration maximale sans l’utilisation d’irne stratégie
d’amélioration sont présentés au tableau f.1 et ceux obtenus avec l’utilisation de
la diversification de premier ordre au niveau intense sont présentés au tableau F.2.
Pour chaque problème, nous indiquons la valeur de la solution initiale (P(x°)),
la valeur de la meilleure solution générée (P(x*)) et le temps d’exécution utilisé
(Temps CPU (sec)). Lorsque la diversification de premier ordre est employée, le
nombre de réinitialisations de la méthode d’acceptation avec seuil à détérioration
maximale à l’aide de la DPO ( Nombre de diversifications) est mentionné tandis
que le nombre d’itérations complétées (Nombre d’itérations) est mentionné sinon.
Lorsque la méthode d’acceptation avec seuil à détérioration maximale est
employée seule, nbltliax est fixé à 6000 et nbltlnutileMax est fixé à 200. Lors
qu’une stratégie d’amélioration est utilisée, l’exécution totale de la procédure est
limitée à 30 secondes et, pour chaque application de la méthode d’acceptation
avec seuil à détérioration maximale, nbltMaz est fixé à 600 et nbItInutiteMac
est fixé à 500.
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TAB. F.1: Résultats détaillés pour la méthode d’acceptation avec seuil à détério
ration maximale
Problème P(x°) P(x*) Temps CPU (sec) Nombre de d’itérations
1 562 31 31 4726
2 528 18 31 5993
3 514 13 30 4767
4 419 30 23 3845
5 466 14 29 4916
6 368 21 31 2956
7 450 37 32 2978
8 539 22 30 2861
9 366 20 30 5957
10 402 22 32 5907
11 368 17 30 4709
12 453 19 29 5061
13 508 10 30 4172
14 515 14 31 4034
15 448 16 31 3983
16 374 22 32 4055
17 453 19 8 1419
18 451 31 31 917
19 355 18 29 5265
20 468 39 32 5925
21 529 17 30 3460
22 438 23 31 3521
23 511 23 30 5169
24 396 13 30 5101
25 503 55 31 5751
26 434 18 30 4694
27 320 17 30 5455
28 350 20 31 3113
29 304 15 30 2262
30 258 39 30 3548
31 410 11 30 5065
suite à ta page suivante
suite de ta page précédente
Problème P(x°) P(x*) Temps CPU (sec) Nombre de d’itérations
32 335 20 31 5696
33 444 23 31 4241
34 590 28 30 4853
35 468 32 32 5128
36 372 11 30 4145
37 380 21 29 3909
38 449 22 31 5671
39 413 13 29 1984
40 336 9 31 5950
41 447 20 30 2932
42 394 14 31 1883
43 398 16 30 5917
44 349 26 31 5527
45 396 25 30 3763
46 388 10 30 4524
47 358 19 31 5344
48 498 24 31 3347
49 374 21 31 4314
50 623 30 31 4496
51 416 13 30 5816
52 338 12 29 5960
53 503 20 30 4832
54 458 30 33 1284
55 357 25 31 5947
56 467 13 30 4390
57 458 26 31 5042
58 428 19 29 4843
59 404 29 31 4780
60 288 20 30 3671
61 348 15 30 5454
62 363 21 31 5843
63 426 23 30 5552
64 377 46 31 3843
F-iii
suite à ta page suivante
F-iv
suite de ta page pre’ce’dente
Problème F(x°) [P(x*)1 Temps CPU (sec) Nombre de d’itérations
65 613 27 30 5250
66 434 19 29 3404
67 586 25 30 4027
68 290 14 30 5629
69 577 27 31 3946
70 523 10 30 2751
71 293 15 31 4906
72 453 43 30 5868
73 368 22 30 2196
74 418 17 30 5170
75 308 14 30 5412
76 514 25 32 5658
77 501 21 30 3804
78 338 28 29 4634
79 381 15 31 4492
80 314 14 30 5810
81 461 13 30 5915
82 408 17 31 5241
83 293 23 30 5524
84 339 22 31 3547
85 412 26 30 4054
86 381 18 30 5270
87 432 15 30 2642
88 356 23 30 3782
89 439 22 30 5550
90 248 17 30 3267
91 432 15 31 5637
92 671 26 30 2493
93 720 16 31 4652
94 473 23 31 5439
95 319 31 30 5277
96 352 21 32 4290
97 416 15 30 5432
suite à ta page suivante
F-v
suite de ta page pre’ce’dente
Problème P(x°) P(x*)ÏTemps CPU (sec) Nombre de d’itérations
98 374 17 30 4491
99 446 21 31 5487
100 378 34 30 4408
Moy 423.6 21.3 30.1 4478.2
Écart-type : 87.7 8.0 2.4 1200.1
TAB. F.2: Résultats détaillés pour la méthode d’acceptation avec seuil à détério
ration maximale avec la diversification de premier ordre
Problème F(x°) P(r*) Temps CPU (sec) Nombre de diversifications
1 562 33 30 8
2 528 15 31 9
3 514 19 31 9
4 419 24 30 8
5 466 25 31 9
6 368 23 31 9
7 450 25 31 9
8 539 20 31 9
9 366 26 31 9
10 402 8 31 9
11 368 18 31 9
12 453 14 31 9
13 508 13 31 9
14 515 9 31 9
15 448 19 31 9
16 374 25 30 8
17 453 18 31 9
suite à ta page suivante
suite de ta vage précédente
Problème F(x°) P(x*) Temps CPU (sec) Nombre de diversifications
18 451 26 31 9
19 355 18 31 9
20 468 18 31 9
21 529 15 31 9
22 438 18 31 9
23 511 17 31 9
24 396 10 31 9
25 503 61 31 9
26 434 11 31 9
27 320 17 31 9
2$ 350 12 31 9
29 304 13 31 9
30 258 32 31 9
31 410 10 31 9
32 335 24 31 9
33 444 1$ 31 9
34 590 31 31 9
35 468 31 31 9
36 372 11 31 9
37 380 21 30 9
38 449 28 30 8
39 413 10 31 9
40 336 11 31 9
41 447 27 31 9
42 394 16 31 9
43 398 14 31 9
44 349 29 31 9
45 396 26 31 9
46 388 13 31 9
47 358 29 30 8
48 498 11 31 9
49 374 21 31 9
50 623 15 31 9
F-vi
suite à ta page suivante
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suite de ta page pTécédente
Problème F(x°) P(xt) Temps CPU (sec) Nombre de diversifications
51 416 11 31 9
52 338 9 31 9
53 503 7 31 9
54 458 35 31 9
55 357 16 31 9
56 467 22 31 9
57 458 27 31 9
58 428 17 31 9
59 404 29 31 9
60 288 18 30 9
61 348 15 31 9
62 363 25 31 9
63 426 15 31 9
64 377 35 31 9
65 613 32 31 9
66 434 27 31 9
67 586 30 31 9
68 290 14 30 9
69 577 31 30 8
70 523 9 31 9
71 293 19 31 9
72 453 33 31 9
73 368 17 31 9
74 418 24 31 9
75 308 22 31 9
76 514 24 31 9
77 501 21 31 9
78 338 32 31 9
79 381 19 31 9
80 314 11 31 9
81 461 10 31 9
82 408 17 31 9
83 293 25 31 9
suite à ta page suivante
suite de ta page préce’dente
Problème F(x°) F(x*) Temps CPU (sec) Nombre de diversifications
84 339 14 31 9
85 412 20 31 9
86 381 15 31 9
87 432 13 31 9
8$ 356 17 31 9
89 439 24 31 9
90 24$ 20 31 9
91 432 23 31 9
92 671 23 31 9
93 720 33 30 8
94 473 24 30 8
95 319 24 31 9
96 352 16 30 8
97 416 10 31 9
98 374 24 31 9
99 446 26 31 9
100 378 21 31 9
Moy 423.6 20.4 30.9 8.9
Écart-type 87.7 8.3 0.3 0.3
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