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Abstract

Broadband radio waves emitted from pulsars are distorted as they propagate toward Earth
due to interactions with the free electrons that comprise the interstellar medium (ISM). Irregularities in the ISM cause multipath propagation of the wavefronts along the line of sight
toward Earth, with lower radio frequencies being more greatly impacted than higher frequencies. These delays result in later times of arrival for the lower frequencies and cause the
observed pulse to arrive with a broadened tail, which can be described using a pulse broadening function.
CLEAN deconvolution, as outlined in Bhat et al. (2003) for use in pulsar scattering measurements, can be employed to recover both the intrinsic pulse shape and pulse broadening
function of radio pulsar pulse profiles, thus quantifying the effect the ISM has on radio pulsar
emission. This work expands upon that done by Bhat et al. (2003) by developing a more robust
CLEAN deconvolution algorithm in Python, parameterizing the algorithm via comparison to
recent cyclic spectroscopy methods outlined in Dolch et al. (2021), and the deployment of the
algorithm on observational data of the highly scattered millisecond pulsar J1903+0327.
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Introduction and Motivation
Although we often envision the space between stars as a dark, static void, it is actually

a turbulent, dynamic medium full of gas, dust, and free electrons that interacts with and
distorts light emitted by astronomical objects. We can use these light-emitting astronomical
sources, such as radio pulsars, to probe this interstellar medium (ISM) and gain insight into
its structure and variability. By gaining insight into the ISM and how it affects light emitted
from radio pulsars, we can also learn how this distortion can obscure other effects that we
want to observe, such as the passing of gravitational waves. In this work, we use radio pulsar
pulses and CLEAN deconvolution as tools to study how the ISM broadens radio wave-fronts
on their path toward the Earth to disentangle the contribution of the ISM and other effects
to the distortion of the observed radio pulses.
In this section, we give a brief introduction to this project, make note of some typical data
processing techniques used in pulsar astronomy, and discuss the motivations for this work.

1.1

Introduction
Pulsars are neutron stars created when medium mass stars go supernova at the end of

their lifetimes. Pulsars are incredibly dense, with diameters of around 20 kilometers and
masses from 1.2 to 2.0 M⊙ . Due to the conservation of angular momentum, pulsars also spin
very quickly, with some pulsars having millisecond spin periods. Pulsars also have incredibly
strong magnetic fields, which result in strong beams of radio waves being emitted from a
pulsar’s magnetic poles. Due to their incredibly precise spin periods and strong magnetic
fields, we are able to time these pulses to very precise times of arrival (TOAs) to Earth. Some
pulsars are timed to the point where the next TOA can be predicted with a precision of ≤ 1µs.
Pulsars are very precise, and predictable, interstellar clocks (Lorimer & Kramer, 2004).
The interstellar medium (ISM), which is made up of predominantly hydrogen gas and
dust, both disperses and scatters radio emission from pulsars on its path toward the Earth.
As light from radio pulsars moves through the galaxy, it interacts with the plasma that makes
up the ISM.
1. Introduction and Motivation
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The ISM is comprised of free electrons, and the lower frequencies of the pulsar emission
wave-fronts interact more strongly with the free electrons than those of higher frequencies.
These interactions cause them to be dispersed, which delays their arrival to the Earth. We
quantify this effect using the dispersion measure (DM), which is the integrated column destiny
of free electrons along the line of sight to the pulsar. Pulsars with larger values of DM are
more strongly dispersed and tend to be further from the Earth (Ables & Manchester, 1976).
Irregularities in the ISM also affect the pulsar emission, causing multi-path propagation of
the wave-fronts along the line of sight towards Earth. Lower radio frequencies are also more
greatly impacted by this effect than higher frequencies. These delays due to scattering result in
later TOAs for the lower frequencies and cause the observed pulse to arrive with a broadened
tail, which can be described using a pulse broadening function. The pulse broadening function
is characterized by the broadening timescale, referred to as τ (Bhat et al., 2003).
Dispersion and scattering/broadening are two different processes, but both tend to scale
with distance and affect the TOAs of pulsar pulses. In this work, we will focus on the broadening effects of the ISM and recovering the broadening timescale, τ .
By recovering the pulse broadening function of observed pulsar data, we are able to more
completely quantify the effects of the ISM on pulsar emission, thus being better able to account
for changes to the TOAs due to broadening. Groups trying to detect the passing of gravitational waves using pulsar timing data, such as the North American Nanohertz Observatory
for Gravitational Waves (NANOGrav) Collaboration, rely heavily on noise models to ensure
that changes seen to the TOAs of pulsars in their timing array are due the passing of gravitational waves and not to unmodeled noise in the pulsar emission. Quantifying the broadening
contribution to TOA delay is imperative in building a realistic noise model, and thus is an
important component of obtaining a confident detection of gravitational waves (Arzoumanian
et al., 2021).
Additionally, by quantifying the noise in several pulsars along different lines of sight at
different frequencies, insight can be gained into both the composition of the ISM and how
broadening effects scale with frequency both in different regions of the galaxy and globally.
2
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CLEAN deconvolution, as described in (Bhat et al., 2003), can be used to determine the
degree to which a radio pulsar pulse is broadened by the ISM on its path toward the Earth.
CLEAN deconvolution is derived from the CLEAN algorithm used in interferometric imaging
applications for deconvolving the instrumental point source response function from the image
(Högbom, 1974), (Schwarz, 1978). In this work, CLEAN deconvolution will be employed
to recover the intrinsic pulse and the pulse broadening timescale of radio pulsar data, both
simulated and observational.
CLEAN is an iterative process, where small replicas of an observed pulse, called CLEAN
components, are subtracted off the observed pulse until the residual falls below the root mean
squared of the off pulse noise. This process is done for a range of different test τ values, with
the correct value being chosen using a set of figures of merit. We will discuss this process, and
the figures of merit, in Chapter 3.
There were three broad goals for this work:
1. Replicate the CLEAN deconvolution algorithm as outlined in Bhat et al. (2003).
2. Parameterize algorithm performance using simulated data and compare to results of
other deconvolutional methods.
3. Test algorithm performance on observational data.
We have accomplished all of these goals. Using Python, we have created a CLEAN deconvolution algorithm using the methods described in (Bhat et al., 2003). We have parameterized
the performance of the algorithm via comparison to the results of cyclic spectroscopy as outlined in Dolch et al. (2021), using two measures: a simple binary metric for returning the
correct τ , and a measure of the average error in the recalled value of τ . We also deployed this
algorithm on observational data of pulsar J1903+0327 using NANOGrav archival data with
high signal to noise (S/N). An explanation of the algorithm, along with the results of the real
and simulated data tests, are discussed further in Chapter 4.
Within this work, we discuss our motivations for this project, radio pulsar emission, pulse
broadening due to the ISM, the specifics of the CLEAN algorithm, and our methodology and
1. Introduction and Motivation
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results of developing a CLEAN Python-based algorithm. We also include a discussion on areas
for future work.

1.2

Motivation
Before discussing our motivations for this project, a note on data processing methods and

terminology used within pulsar astronomy is necessary, particularly when it comes to the use
of pulsar pulse profiles and discussion of TOAs of pulsar pulses. CLEAN deconvolution of
pulsar pulses requires a high S/N pulse profile to be used, and pulse broadening affects the
TOA of the pulsar’s pulse.
1. Creating Pulse Profiles: Pulsars are rarely strong radio sources, with a single pulse
from a pulsar generally being too weak to detect. Because of this, single pulses are often
summed together coherently to increase the S/N of the observation so the pulsar’s pulse
becomes detectable. The process is known as folding and uses the period of the pulsar
along with its period derivative to determine where to fold the data. The pulses are
stacked and the detection becomes stronger while the noise in the data is minimized due
to deconstructive interference. This process creates what is known as the pulse profile,
an average shape of a pulsar’s pulses at a particular frequency. When many pulses
are summed together, on the order of hundreds or thousands of stacked single pulses,
these average pulse profiles become very stable (Rankin & Rathnasree, 1995), although
the shape can vary drastically between individual pulses. Within this work, we deploy
CLEAN on summed pulse profiles.
2. Finding the TOA of Pulsar Pulses: The TOA of a pulse is measured based on
some fixed reference point on the pulse profile. TOAs are determined by using a high
S/N template of the pulse profile created by summing many single pulses together,
then comparing that template to the folded observed pulse profile, and employing a
technique to minimize the chi-squared in the frequency domain (Rankin & Rathnasree,
1995). Therefore, we can think of new observations of a pulsar as simply a version of
the template shifted in time, with additional noise due to having a smaller S/N than
4
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the template. This TOA can then be impacted by many sources of noise which must be
modeled and accounted for in timing noise models. We will focus on one such source of
TOA noise, pulse broadening due to irregularities in the ISM, in this work.
Now that we have made note of these two important terms, we may discuss our motivations
for this project, and why CLEAN deconvolution is a valuable tool within pulsar astronomy.
There are three main scientific motivations for this work: noise modeling for pulsar timing,
probing the composition of the ISM, and estimations of the global astrophysical scatter time
spectral index. Estimating the global astrophysical scatter time spectral index, denoted as γ
in this work, is an extension of probing the composition of the ISM, and we will discuss these
two motivations as one.
Noise Modeling for Pulsar Timing: Collaborations such as NANOGrav use expansive
pulsar timing arrays (PTAs) in an effort to detect the passing of gravitational waves from the
collision of supermassive black holes. As the passing of gravitational waves bend and stretch
space-time, the distances between Earth and the observed pulsars change, causing pulses
from the pulsars to arrive before or after they are expected, therefore changing the TOAs of
the pulses. Pulsars are timed over many years in an effort to detect these very small, but
systematic, TOA changes. However, gravitational waves are not the only source of noise in
the pulsar’s pulses TOA, and these other noise sources must be included in a timing noise
model when looking at the correlations between TOA changes across the pulsars in the array
and gravitational wave signals (Arzoumanian et al., 2021).
NANOGrav uses the fastest spinning pulsars, known as millisecond pulsars, in their PTA.
The NANOGrav PTA is currently comprised of over 70 individual pulsars, all being timed in
an effort to detect the passing of gravitational waves from the collision of supermassive black
holes (Arzoumanian et al., 2021). Timing noise in each pulsar must be carefully accounted
for and modeled to ensure that systematic errors in the noise models do not result in a false
detection or obscure a real one. Some of these pulsars, such as PSR J1903+0327 which we
will discuss further in Chapter 4, have large broadening tails which vary in time, and these
variances must be taken into account when building noise models.
1. Introduction and Motivation
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As pulse broadening due to multi-path propagation through the ISM results in later times
of arrival for low frequencies, and therefore later TOAs of the pulsar pulse, accurate measures
of the pulse broadening function must be made to quantify the change to the TOAs. As the
end result of CLEAN deconvolution is determining the pulse broadening function of the pulse
profile and the pulse broadening time τ , CLEAN could be a useful tool for building more
robust timing noise models for PTA pulsars.
Probing the Composition of the Interstellar Medium: The ISM is not a homogeneous, static screen sitting idly between a pulsar and the Earth. The ISM is turbulent and
the density varies greatly along different lines of sight. Although in general we can assume
high electron density toward the galactic center, the density of the spiral arms of the galaxy
are highly variable, and known to have clumps along some lines of sight and voids in others
(Cordes & Lazio, 2002). These varied features make mapping the ISM difficult, with most
models of the ISM being greatly simplified.
Previous work has been done to map the ISM along certain lines of sight using pulsar’s DM
and scattering measure (Cordes & Lazio, 2002) and template fitting methods (Lewandowski
et al., 2013). Each of these papers have chosen a range of pulsars in different sections of
the sky, observed across a range of frequencies, and measured the dispersion or broadening.
CLEAN deconvolution can ideally be used in this capacity as well.
We can probe the structure of the ISM using CLEAN by finding the spatial electron density
spectral index, β. The scattering timescale τ scales with frequency as described in Bhat et al.
(2004):

τ ∝ ν −γ

(1.1)

where γ, sometimes labeled as α, is the scattering time spectral index. For a Kolmogorov
spectrum of the density irregularities of the ISM, γ = 4.4 (Rickett, 1977). This is a commonly
assumed value for γ. However, this only holds true under the assumptions that the ISM is
either a thin scattering screen or a thick, uniform medium along the line of sight, and the
turbulence in the medium is both isotropic and homogeneous (Lewandowski et al. (2013),
6
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Rickett et al. (2009)). However, if the distribution of the ISM is neither a thin screen nor
a uniform medium, the distribution changes along the line of sight, or the turbulence is not
isotropic and homogeneous, this value could be lower. Based on the work in Cordes & Lazio
(2002) and Lewandowski et al. (2013), this seems to be the case along several lines of sight.
The scattering time spectral index is related to the spatial electron density, as shown in
Bhat et al. (2004), as follows:

β=

2γ
γ−2

(1.2)

Furthermore, once we have found the spatial electron density, we can measure the spectral
density of the fluctuations in the electron density that directly cause pulse broadening to occur,
denoted as Pne (κ).

Pne (κ) = Cn2 κ−β

(1.3)

Here, κ is the wavenumber and Cn is the spectral coefficient of the medium.
Using CLEAN, we can measure the broadening of a pulsar at a variety of different observed
frequencies, and find a line of sight specific value of γ, which can then be used to determine
the spatial electron density index and gain insight into the composition of the ISM and its
fluctuations. This can then be expanded to more lines of sight by deploying CLEAN deconvolution on several pulsars and determining γ, gradually increasing confidence in an estimated
global scattering time spectral index, or our astrophysical γ.
While these are the motivations for this project, they are not the result of this work. Before
we can make estimates of the astrophysical γ or suggest modifications to the NANOGrav timing
noise models, we must first create a CLEAN deconvolution algorithm and thoroughly convince
ourselves that the algorithm is returning the expected results. We will discuss this process in
Chapters 3 and 4 of this work.
1. Introduction and Motivation
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1.3

Chapter Summary
In this section, we have given a basic introduction to this work and the motivations

for developing tools to study how interaction with the ISM broadens radio pulsar pulses on
their path toward the Earth. We have also touched on two important terms used within
pulsar astronomy, pulse profiles and TOAs, to provide context to our motivations to develop a
CLEAN-based approach to deconvolving radio pulsar pulses to gain insight into the structure
of the ISM and to better model how pulse broadening affects the TOAs of pulsars used as
gravitational wave detectors. In the next chapter, we will discuss pulsar emission and it’s
interaction with the ISM more thoroughly.

8
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Radio Pulsars: Emission and Interaction with the ISM
Pulsars are a type of neutron star forged in the heart of supernova explosions at the end

of the lifetimes of stars with masses around 8 M⊙ . As these spectacular explosions throw
off the outer layers of the dying star, the inner layers experience a drastic increase of inward
pointing gravitational forces, compacting them into a dense, chaotic mass composed mainly
of neutrons. Thus, a neutron star is born. Neutron stars are incredibly dense due to this
gravitational collapse, with masses in the range of 1.2 - 2 M⊙ and a radius of around 10 km.
The angular momentum of the initial stars is conserved, thus resulting in neutron stars having
very high rotational speeds. Due to the extreme environment these factors create, pulsars emit
beams of radio waves from their magnetic poles (Lorimer & Kramer, 2004).
These coherent beams of radio emission rotate along with the pulsar, creating the trademark lighthouse emission of radio pulsars as the beams sweep across the line of sight towards
the Earth. Since pulsars have such stable rotation periods, we can measure precise TOAs for
the pulsars with radio telescopes. In order for the measured TOAs to be used in pulsar timing,
sources of delays for these pulses must be taken into account, which has been achieved to very
high accuracy for a handful of the fastest pulsars (Lorimer & Kramer (2004), Arzoumanian
et al. (2021)).
In this section, we will discuss the radio emission of pulsars, pulse shapes and how they
change with radio frequency, and how the pulsed emission of radio pulsars is distorted as they
travel through the turbulent ISM on their path towards the Earth.

2.1

Pulsar Emission
Pulsars are incredibly interesting objects, especially because we still know so little about

them. Even a pulsar’s most defining feature, its radio beams, is due to physical emission
processes we do not fully understand and will continue to be heavily studied as the field evolves.
However, a basic understanding of these mysterious emission mechanisms can be gleaned from
modeling their emission as a rotating magnetic dipole (Goldreich & Julian, 1969).
Neutron stars have very large magnetic fields and spin very quickly, and since we know
2. Radio Pulsars: Emission and Interaction with the ISM
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rotating magnetic fields produce an electric field, very strong electric fields are induced on
the surface of neutron stars. These electric fields then rip charged particles off of the pulsar’s
surface, as the force induced on them by the electric field is stronger than the gravitational
pull of the neutron star. The charged particles travel along the magnetic field lines, creating
the plasma magnetosphere of the pulsar. The magnetosphere rotates along with the pulsar
until the rotational speed of the plasma reaches the speed of light, at which point the energy
must exit the system. This causes the closed magnetic field lines to break open along the
magnetic poles of the pulsar. As the highly accelerated particles travel along these open
magnetic field lines, they produce electron-positron pairs as high-energy photons collide with
low-energy photons. These pairs then in turn produce more high-energy photons, resulting
in groups of charged particles due to curvature radiation. The high rotational rate of pulsars
results in a large drop in the electric potential between the open and closed field lines, causing
the groups of charged particles to be accelerated down the open magnetic field lines. These
particles shooting down the open magnetic field lines and out into space are what we observe
as radio pulsar emissions, which we observe as one coherent beam (Lorimer & Kramer, 2004).
This coherence is still an active field of research, with both traditional, simplistic emission
models (Ginzburg & Zhelezniakov, 1958) and newer models (e.g., (Philippov et al., 2019))
having their strengths and weaknesses.
These features can be visualized using Figure 1 which has been replicated from a diagram
originally found in (Lorimer & Kramer, 2004).

2.2

Intrinsic Pulses
Most simplistically, we would expect radio pulsar emission to be Gaussian in shape. As

the pulsar beam sweeps toward us, we receive more of the radio emission. The peak of the
Gaussian pulse would be when the pulsar’s beam is directly facing Earth and then falls off as
the beam rotates past. While this might be a good starting point for understanding pulsar
emission, it does not always hold for real pulsars. Many effects can cause pulsar pulses to not
look Gaussian. Pulsars can have complicated profile shapes or profile shapes that evolve with
10
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Figure 1: Diagram of emission from a radio pulsar. Note that the axis of rotation and the
magnetic axis are not aligned, thus creating the characteristic lighthouse effect of radio pulsar
emission. We also see the truncation of the radio beam close to the surface of the pulsar.
Reproduced from (Lorimer & Kramer, 2004)

observing frequency.
An example of a pulsar with non-Gaussian emission can be seen in Figure 2. This observational pulse profile of PSR J1923+2515 is taken at 1400 MHz, and is from timing data
for the NANOGrav 12.5 year data set Arzoumanian et al. (2021). We see in this figure the
non-Gaussian, double-peaked emission of this pulsar, as well as sub-components off the main
pulse. These types of features are not uncommon for observed pulsar profiles. Therefore,
while modeling pulsar emission as single-peak Gaussian may hold for some pulsars, it is not
2. Radio Pulsars: Emission and Interaction with the ISM
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an all-encompassing approach.

PSR J1923+2515 at 1400 MHz
1.0
0.8
0.6
0.4
0.2
0.0
0

500

1000

1500

2000

Figure 2: An example of a non-Gaussian pulse profile can be seen in PSR J1923+2515.
This pulse profile was observed at 1400 MHz, and clearly shows non-Gaussian, double-peaked
emission with a main and sub pulse. Arzoumanian et al. (2021)
In addition to not always being perfectly Gaussian, pulsar profiles vary in width and
shape depending on which radio frequency they were emitted or observed at ((Cordes, 1978),
(Pennucci et al., 2014), (Pennucci, 2019)). This is due to the way in which radio emission
originates at the pulsar itself. High-frequency radio waves are emitted from close to the pulsar’s
surface, and the lower frequencies are emitted from higher in the pulsar’s magnetosphere. The
radio emission cone truncates near the surface of the pulsar, resulting in a narrower beam of
emission from this region, which is seen as a narrower pulse profile (please refer back to Figure
1). Thus, at lower observational frequencies, pulse profiles of radio pulsars tend to be broad,
and at high frequencies, they are observed to be narrow. Not only does the height off the
surface of the pulsar at which different frequencies are emitted affect how narrow the observed
profiles are, but it can also affect the shape itself, a process known as pulse profile evolution.
12
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This effect can be seen for two pulsars in Figure 3, which is Figure 3 in Lynch et al. (2013).

Figure 3: Reproduced from Figure 3 in (Lynch et al., 2013). Profile evolution of the pulse
profiles of two pulsars, J0348+0432 and J1923+2515, across several different observational frequencies. Here, we see how non-Gaussian pulse shapes may be due to observational frequencies,
with PSR J1923+2515 behaving more like a single-peak Gaussian at lower observational frequencies, and then developing a distinct non-Gaussian shape at higher frequencies with a main
pulse and sub pulse.
Each radio frequency maps a different section of the emission beam (Cordes, 1978), thus
causing the shape to sometimes evolve drastically across observed frequency bands. Features
have therefore been observed to appear and disappear or shift location at different observing
frequencies ((Rankin, 1983), (Gangadhara & Gupta, 2001)). Pulsar emission is very complex
and variable, making it difficult to determine what underlying emission patterns look like once
other effects such as broadening are at play. Although it would be tempting to use highfrequency pulse profiles as a proxy for intrinsic emission profiles due to their lower levels of
interaction with the ISM, due to profile evolution this is not a viable tactic for most pulsars.
2. Radio Pulsars: Emission and Interaction with the ISM
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Now that we have discussed the mechanisms and manifestations of pulsar emission, we
will discuss how that emission changes as it moves through the ISM towards the Earth.

2.3

Radio Waves Interacting with the ISM
Pulsars emit across the entire radio spectrum, with different effects influencing different

frequency bands. Of particular interest are effects such as dispersion and scattering, or broadening, due to the ISM that can affect the TOA of the pulsar’s radio waves (Rickett, 1977).
While these effects are well known and studied in depth, it can be incredibly difficult to determine how each contribute to timing delays, thus obscuring delays due to effects astronomers
want to study. Dispersion and broadening are often referred to as noise in the TOA, and it is
becoming increasingly important to understand and account for these noise sources in radio
pulsar data.
In this work, we focus on the scattering/broadening of pulsar pulses as they move through
the ISM. In Figure 4, we see the path that pulsar emission takes on its way to the Earth,
passing through the turbulent plasma that makes up the ISM.

Figure 4: The path propagation of radio pulsar emission through the ISM. As the radio
emission from the pulsar moves through the turbulent plasma that comprises the ISM, the
wavefront is distorted by irregularities, causing the lower frequencies to be delayed in their
path toward the Earth. Image credit: James Cordes.
Irregularities in the ISM cause multi-path propagation of the pulsar emission wave-fronts
14
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2.4. Chapter Summary
along the line of sight towards the Earth. Lower radio frequencies are also more greatly
impacted by this effect than higher frequencies, resulting in later times of arrival for the lower
frequencies. This causes the observed pulse to be distorted and arrive with a broadened tail,
which can be described using a pulse broadening function. The pulse broadening function is
characterized by the broadening timescale, referred to as τ . In Figure 5, we see an example
of the highly broadening pulse profile of J1903+0327. Note the large broadening tail to the
right of the profile peak.

Pulse Profile for PSR J1903+0327 at 1400 MHz, with S/N = 57.89
8
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Figure 5: Pulse profile of J1903+0327 with central frequency of 1430 MHz and bandwidth
of 700 MHz (Arzoumanian et al., 2021). J1903+0327 is highly broadened even at higher
frequencies, as is evidenced by the visible broadening tail to the right of the profile.

2.4

Chapter Summary
In this chapter, we have discussed the emission mechanisms of radio light from the magnetic

poles of pulsars, variations in intrinsic pulses due to pulse shape or frequency-dependent pulse
profile evolution, and the impact of the ISM on the emitted wave-front as they travel toward
Earth. In the next chapter, we will introduce CLEAN deconvolution as a tool for determining
2. Radio Pulsars: Emission and Interaction with the ISM
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how the ISM broadens pulsar emission.
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3

CLEAN Deconvolution as Presented in Bhat. et al. (2003)
In this section, we will discuss CLEAN deconvolution as presented in Bhat et al. (2003),

which is derived from the CLEAN algorithm used in interferometric imaging applications
for deconvolving the instrumental point source response function from the image (Högbom
(1974), Schwarz (1978)). Although the one-dimensional nature of pulsar profiles is simplistic
compared to images from interferometers comprised of tens to hundreds of telescopes, there
is one drastic, and important, difference between the two approaches: in traditional CLEAN
applications, the instrumental point source response function is known, whereas the analogous
function in this work, the pulse broadening function, is not. So while we still perform an
iterative deconvolution in this work, we must assume the pulse broadening function using
proposed models of the ISM composition.

3.1

Summary of Bhat et al. (2003)
In this work, we have focused on reproducing the methods used in (Bhat et al., 2003) to

accurately describe the amount of broadening due to the ISM, also known as τ , in an observed
pulsar profile by using CLEAN deconvolution.
Although other methods had been used in the past in an attempt to detangle the pulse
broadening function from the observed pulse, these methods focused solely on the broadening
itself with little care for the intrinsic pulse and its implications on our understanding of pulsar
emission. In the work described by (Bhat et al., 2003), the authors develop a method that
can both determine the amount of pulse broadening and recover the intrinsic pulse from
observational pulsar profile data. They developed a CLEAN deconvolution algorithm and
figures of merit (FOM) to determine when the correct τ had been found as a set of test τ values
are iterated through. Of particular importance is that this approach makes no assumptions
about the intrinsic pulse parameters, other than that the intrinsic pulse shape is Gaussian, and
can be applied using different models of the pulse broadening function of the ISM. Therefore, it
is a more broadly encompassing method than others used in the past, such as the conventional
frequency-extrapolation approach ((Loehmer et al., 2001)) or the Fourier Inversion method
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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((Frail & Weisberg, 1990) and (Kuz’min & Izvekova, 1993)). Bhat et al. apply their method
to both real and simulated data, but do not provide any notes on the accuracy of their methods
and figures of merit on their simulated data, nor on how extensively and over what parameter
ranges their methods were tested.

3.2

CLEAN Deconvolution
We will now step through the CLEAN deconvolution method as described in (Bhat et al.,

2003) for simulated data. A more complete description can be found in Chapter 4, along with
an explanation of the Python code that has been written to carry out this work.
The Steps of CLEAN Deconvolution:
1. Constructing the Observed Pulse: In this work, we assume the observed pulse to be
convolutionally comprised of three components: the intrinsic pulse, the pulse broadening
function, and the instrumental response function.
In both Bhat et al. (2003) and this work, the intrinsic pulse is assumed to be a normalized
Gaussian pulse, denoted as x(t). We acknowledge that this assumption is based on a
simplified understanding of pulsar emission, and will not ensure a direct translation of
the algorithm’s performance from simulated to observational data.
The pulse broadening function for the ISM is commonly modeled as one of the following:
a thin sheet, and uniform medium, or a thick medium. The thin sheet model is a common
simplification and is used in this work. When the ISM is modeled as a thin sheet, the
pulse broadening function denoted as g(t), is given by:

g(t) =

τd−1 exp



t
U (t)
−
τd

(3.4)

The instrumental response function denoted as r(t), determines the resolution of the
observed data. In this work, we will use a delta function as an approximation for the
instrumental response function with a width of one bin step. This choice will be further
explained in Chapter 4.
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Therefore, the observed pulse can be modeled as a convolution of these three components,
denoted as y(t) and given by:

∆y(t) = x(t) ⊗ g(t) ⊗ r(t)

(3.5)

2. CLEAN Component Creation For each CLEAN iteration, a CLEAN component
(CC) is created and then subtracted off of the main pulse of the input profile. These
components are also then used to rebuild the intrinsic pulses after the termination of the
CLEAN iterations.
In order to create the CCs, we convolve a delta function with the amplitude of the pulse
multiplied by a gain value, in this case being 5 percent, at the location of the peak of the
pulse profile, with the instrumental response function, and the pulse broadening function
with a test τ .
The CC is found using:

CC = yc (t) ⊗ g(t) ⊗ r(t)

(3.6)

where yc (t) is the delta function multiplied by the loop gain.
3. Iterative Subtraction off the Main Pulse: The CLEAN components are then subtracted off of the main pulse. With each iteration, the subtracted pulse profile resulting
from the last iteration becomes the pulse profile for the next iteration. Thus the change
in the profile at each iteration is described as such:

∆y(ti ) = y(ti ) − {yc (t) ⊗ [g(t) ⊗ r(t)]}i=ti , i = 1, ..., N

(3.7)

with y(ti ) as the input pulse profile, yc (t) is the delta function with height of five percent
of input pulse profile, g(t) is the pulse broadening function, and r(t) is the instrumental
response function.
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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4. Termination of CLEAN Algorithm: This process is continued until either the maximum of the input pulse profile is below the root mean squared of the off-pulse noise of
the observed pulse or the number of iterations reaches the number of bins in the profile.
The location and height of these CLEAN components are then saved in order to rebuild
the intrinsic pulse.
5. Iteration through multiple test τ values: We then repeat this iterative method for
multiple test τ values, as a large range of trial τ values are needed to determine the
correct value of τ based on the shapes of the figures of merit.
6. Determination of τ using the Figures of Merit: We then use six figures of merit,
five outlined in the original work and one developed for this work, to determine the
correct τ .

3.3

Figures of Merit
In Bhat et al. (2003), five FOM are employed: a measure of positivity of the residual noise,

a measure of skewness of the recovered intrinsic pulse, a count of the residual points in the
on-pulse region below the off-pulse noise level, a measure of the ratio of the root mean squared
(rms) of the residual noise to the off-pulse noise rms, and a measure of the combined positivity
and skewness measure.
For this work, along with employing these original five FOM, I have added a sixth FOM,
which counts the number of CLEAN components each test τ uses before the peak of the profile
falls below the noise level. In practice, this figure of merit looks at how many iterations elapse
for each test τ before the CLEAN algorithm terminates.
The FOMs used in this work fall into three broad categories: figures based on the rebuilt
intrinsic pulse, figures based on the residual noise after the CLEAN algorithm terminates, and
one figure based on the number of CLEAN components used to fall below the noise floor. The
skewness FOM is based on the shape of the rebuilt intrinsic pulse, the positivity, number of
data points within 3σ of the noise, and the rms measure figures of merit are all based on the
residual noise after the CLEAN algorithm terminates, and the combined measure of skewness
20
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and positivity is based on both. The FOM added in this work is the only one that falls into
the third category, as the number of CLEAN components, or the number of iterations, is used
to determine the correct τ .
We will now take a look at the motivation behind each FOM, acknowledge their shortcomings, and comment on how we have automatized the process of choosing the correct τ based
on the shape of these figures of merit.
Figures of Merit Based on the Rebuilt Intrinsic Pulse: In order to construct the
figures of merit based on the rebuilt intrinsic pulse, we must first use the CCs and their
locations found during the CLEAN process to reconstruct the pulse. As each iteration of the
CLEAN process is completed, we add a CC, which includes the amplitude and location of the
component, to the pulse we are rebuilding. In the case of this simulated work, the correct
rebuilt pulse should always be a perfectly symmetric Gaussian if the correct τ is used, as that
is what we have used for the modeled intrinsic pulse. We compare the results of our algorithm
in Figure 6 with that ofBhat et al. (2003) by looking at Figure 3 from their paper ( Figure 7
in this work), which shows sample plots for the observed pulse, pulse broadening function, the
CLEAN components, and the reconstructed pulse.
We will now look at the only figure of merit based fully on this rebuilt intrinsic pulse: the
skewness FOM. We will discuss the combined skewness and positivity FOM after we discuss
the residual noise.
• Skewness Figure of Merit: Skewness is the measure of how symmetric a distribution
is, which in this case is our rebuilt Gaussian intrinsic pulse. The use of this figure of
merit relies on the assumption that intrinsic pulses are inherently Gaussian, which we
know holds true for only a small handful of pulsars at some frequencies. However, as we
know that our simulated data uses a Gaussian pulse as a proxy for the intrinsic pulsar
emission, this FOM will hold for this simulated, proof-of-concept work.
A positive skew indicates an imbalance on the right-hand side of the distribution, while
negative skew indicates an imbalance on the left-hand side. In this work, the convolution
of the pulse broadening function with the intrinsic Gaussian pulse results in a broadening
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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CLEAN Process for Tau = 20.0, SN = 100
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Figure 6: Reproduction of Figure 3 in
Bhat et al. (2003) using out Python based
CLEAN algorithm. These plots show the
CLEAN process for deconvolving the interstellar pulse broadening for an intrinsic
tau of 20 and a signal to noise of 100. Subplot 1: Observed Pulse. Subplot 2: Pulse
Broadening Function. Subplot 3: CLEAN
components. Subplot 4: Final restored intrinsic pulse.

Figure 7: From left subplot of Fig. 3
in Bhat et al. (2003), which details the
CLEAN deconvolution process from their
work. Subplot 1: Observed Pulse. Subplot
2: Pulse Broadening Function. Subplot 3:
CLEAN components. Subplot 4: Final restored intrinsic pulse.

tail to the right-hand side of the peak of the pulse. Thus, we should expect an oversubtraction due to choosing a τ that is too large to describe the broadening effects to
result in a rebuilt intrinsic pulse with a negative skew value, under-subtraction due to
choosing too small of a τ to result in a positive skew value, and the correct τ resulting
in a rebuilt pulse with a skew value of zero.
The skewness of the rebuilt pulses is calculated for each test τ using the following equation:
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Γ=

t3
3

(t2 ) 2

(3.8)

where tn is calculated using:

tn =

c
Σni=1
(ti − t̄)n Ci
c
Σni=1
Ci

(3.9)

and t̄ is calculated via:

t̄ =

c
Σni=1
ti Ci
nc
Σi=1 Ci

(3.10)

where Ci and ti are the amplitudes and the locations of the CLEAN components that
make up the recovered intrinsic, respectively. The returned value, Γ, is our measure of
skewness. We measure the skewness for each test τ we iterate through, with the resulting
FOM ideally being represented as the example in Figure 8, where the sharp fall-off point
represents the general location of the correct τ .
Figures of Merit Based on the Residual Noise: There are three FOM that are built
from different measures of the residual noise after the completion of the CLEAN algorithm:
the positivity, number of data points within 3σ of the noise, and the rms measure FOM. We
will also discuss the combination of the skewness and positivity FOM in this section.
The residual noise is the end product of the CLEAN deconvolution when the peak of the
pulse falls below the root mean squared of the off-pulse noise level and the CLEAN algorithm
terminates. A test τ that is smaller than the correct τ value will result in an on-pulse region
that is under-subtracted, although this under-subtraction is capped by the algorithm only
terminating once the maximum value of the on-pulse region falls below the rms of the offpulse region. Therefore, there will only be a slight difference in the values found for the
following figures of merit that use a τ that is smaller than the correct τ and those found
for the correct τ . However, test τ values larger than the correct value of τ will result in an
over-subtraction of the on-pulse area, and as there is no upper limit for the over-subtraction
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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Skewness Figure of Merit
Normalized Skewness Value
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Figure 8: Skewness figure of merit. Skewness measures the symmetry of the intrinsic pulse,
which in this case is assumed to be Gaussian. While this figure is normalized, more positive (or
larger) values of skew are expected for test τ values smaller than the correct τ , and larger test
τ s are expected to have more negative (or smaller) skew values, with a sharp fall-off marking
the correct τ . This example is for a correct τ = 20, with S/N = 100.0, and for test τ values
ranging from one to one hundred with a step size of one.

like there is for the under-subtraction, the FOM values returned for test τ values larger than
the correct value will often be drastically different from those returned for the correct value.
This effect of over and under-subtraction is due to how we construct our pulse broadening
function. CLEAN components with small values of τ have larger amplitudes, but smaller
scattering tails, whereas large values of τ have smaller amplitudes with larger scattering tails.
This decrease in amplitude is due to the

1
τ

multiplier to the PBF, which is done to retain the

correct area under the curve. In Figs. 9 and 10, we see the effect of larger test τ values on the
CCs.
Due to this behavior, we expect CLEAN components with test τ values smaller than the
correct τ to quickly fall below the noise floor, but not fully encapsulate the behavior of the
pulse broadening function, resulting in the under subtraction of the on-pulse region we see
in practice. As the value of test τ begins to get close to the correct value, the slope of the
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CLEAN Component for Tau = 10.0
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Figure 9:
Smaller values of τ result
in higher amplitude pulses with smaller
broadening tails. Here we show τ = 1.0.
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Figure 10: Larger values of τ result in
pulse broadening functions with smaller
amplitudes and larger pulse broadening
tails. Here we show τ = 10.0.

CLEAN component will match the slope of the broadening tail of the pulse profile, thus more
closely following the true behavior of the pulse, and neither over nor under-subtracting from
the on-pulse region. With test τ values greater than the correct τ , we see broader dispersion
tails, thus resulting in too much being taken off from the on-pulse region with each iteration,
and thus large amounts of uncapped over-subtraction. We see this effect in Figure 11.
We will now look individually at each figure of merit that relies on the residual noise, as
well as the combined skewness and positivity figure of merit.

• Positivity Figure of Merit: The positivity figure of merit is based solely on the shape
created in the residual pulse due to the over and under-subtraction behavior of test
τ values larger and smaller than the correct τ . We calculate the positivity using the
following equation:

fr =

m
N
2
2 Σi=1 [∆y(ti )] U∆y
N σoff

(3.11)

Where U∆y is found via:

U∆y = U [−∆y(ti ) − xσoff ]
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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Residual Noise After CLEAN
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Figure 11: The residual noise left over after the CLEAN algorithm terminates for three test τ
values: τ = 10.0, τ = 20.0, and τ = 30.0 for a correct intrinsic τ = 20.0. These are repressive
of the residuals used to calculate multiple figures of merit. Here, we can see the over and
under-subtraction for test τ that are smaller than or larger than the correct τ , respectively.

Here, x is arbitrarily chosen to be

3
2

to penalize values of τ larger than the correct value,

and m, which is only referred to as "a weight of order unity" in Bhat et al. (2003), is
chosen to be 1. ∆y is the residual noise left over a the end of the iterative CLEAN
process, θ is the root mean squared of the off-pulse noise, and U is a Heaviside function
used to account for the binning of the data.
We see the expression of the resulting values of this figure of merit across different test τ
values in Figure 12, although we do not see as clear a visual change in the slope of this
figure of merit as we do in the skewness FOM for example, we do see a sharp enough
increase due to the over-subtraction of the residual pulse from larger test τ values to be
able to pinpoint the general location of the correct τ .

• Combined Skewness and Positivity Figure of Merit: By combining the skewness
and positivity figures of merit using the following equation:
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Positivity Figure of Merit
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Figure 12:
The Positivity FOM. Positivity measures specifically the over and undersubtraction of test τ values. We expect test τ value smaller than the correct τ to have
small values of positivity, with a drastic increase in these values as the test τ values become
larger than the correct τ . This example is for a correct τ = 20, with S/N = 100.0, and for
test τ value ranging from one to one hundred with a step size of one.

fc =

γ + fr
2

(3.13)

we effectively combine the two categories of FOM from the original paper, one based on
the rebuilt intrinsic pulse and one based on the residual noise, the skewness and positivity
metrics respectively. Therefore, test τ value with favorable values of both skewness and
positivity will be weighted more highly in the end through the employment of this figure
of merit.
We see the expected expression of this combined metric for a range of test τ values in
Figure 13. Although it strongly resembles the positivity FOM, there is ideally a small dip
in the FOM at the location of the correct τ right before the up-shoot due to uncapped
over-subtraction of larger test τ values.
• The Root Mean Squared Figure of Merit: Taking the root mean squared (rms)
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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Combined Figure of Merit
Normalized Combined Value
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Figure 13: Combined Skewness and Positivity FOM. While there is only a slight visual
difference between this FOM and the positivity, we can see a dip where the correct τ is. This
example is for a correct τ = 20, with S/N = 100.0, and for test τ values ranging from one to
one hundred with a step size of one.
our data allows us to quantify the average off pulse noise level. We use the rms of the
off-pulse region of the observed pulse as the cut-off value for our CLEAN iterations, as
well as comparing it against the rms of the residual noise after the CLEAN process has
finished.
This comparison is the basis for one of the five figures of merit from the original work.
Just as with our positivity FOM, we expect that test τ values smaller than the correct
τ will result in under-subtraction of the pulse capped by the iteration cutoff value and
test τ values larger than the correct τ will result in over-subtraction.
To quantify this effect, we compare the root mean squared of the off-pulse region of the
originally observed pulse with the off-pulse region of the residual noise left over after the
CLEAN process is completed. We find the fraction of the rms of the residual to the rms
of the original pulse,

σoffc
σoff ,

expecting test τ values smaller than the correct τ to have

smaller values due to the maximum value of the pulse having to fall below the noise level
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before CLEAN is terminated, and larger test τ values to have large values of rms due to
the absolute value of the off pulse region getting quite large as over-subtraction becomes
more severe.
We see this expression in Figure 14, with the expected behavior of test τ values smaller
than the correct value being very close to the rms of the original pulse off-pulse region,
and test τ values larger than the correct value seeing a drastic increase in their fractional
rms metric value. Our correct τ is found at the point where this increase starts.

RMS Residual to off Pulse Figure of Merit
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Figure 14: The RMS FOM. This figure of merit measures the rms of the off-pulse region of
the CLEANed residual pulse compared to the rms of the off-pulse region of the original input
pulse profile. This example is for a correct τ = 20, with S/N = 100.0, and for test τ values
ranging from one to one hundred with a step size of one.

• Number of data points within a 3σ level of the noise Figure of Merit: Similar
to both the positivity and root mean squared figure of merits, this FOM also relies on
the over or undersubtracting of test τ values either larger or smaller than the correct τ .
In order to quantify this behavior in a FOM, we count the number of points in the
residual that are greater than three times the rms of the original off-pulse.
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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(3.14)

|yi − yoff | ≤ 3σoff

Where yi is the residual pulse, yoff is the mean of the observed pulse off-pulse region,
and σoff is the root mean squared of the off-pulse region. Therefore, we expect smaller
values of τ to have a larger number of points that fall under 3σoff and larger values of τ
having fewer falling below 3σoff , since we are using the absolute value of the data.
We see this expected behavior expressed in Figure 15, with nearly all the values in the
residual noise data array falling below 3σ of the rms of the off-pulse noise of the observed
pulse for test τ values smaller than the correct τ , and a drastic decrease after the correct
τ is passed by as the test τ values, and thus level of over-subtraction, become larger.

Points Above Noise Figure of Merit
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Figure 15: The Number of Data Points within 3σ of the Noise FOM. For values of τ values
smaller than the correct value, we expect all of the points to fall within this threshold, whereas
for larger τ values, as the over-subtraction becomes larger, the number of points within this
threshold will drastically decrease. This example is for a correct τ = 20, with S/N = 100.0,
and for test τ values ranging from one to one hundred with a step size of one.

Figure of Merit based on the number of CLEAN Components Used: This
category of figure of merits based on the number of CLEAN components used per test τ was
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not included in the original group of FOMs presented in Bhat et al. (2003) Rather, this figure
of merit was developed within this work in an effort to balance out the dependence of

2
5

of

the original FOMs on the assumed Gaussian nature of the intrinsic pulse, and provide a more
direct measure of how well the broadening resulting from the test τ values match the true
broadening from the correct τ .
1. Number of Iterations Figure of Merit: I expanded the figure of merits to include
one not in the original paper, which is the number of iterations it takes for the pulse to
fall below the noise level for each test τ .
Due to the nature of the amplitude and broadening of the CLEAN components being
affected by the test τ values as shown in Figures 9 and 10, we expect that for low values
of τ fewer iterations would be needed to make the pulse fall below the noise level as they
have a larger amplitude, with the number of iterations needed increasing with the value
of τ as the amplitude decrease. However, as the value of test τ begins to get close to
the correct value, the slope of the CLEAN component will begin to more closely match
the slope of the broadening tail of the pulse profile, thus requiring fewer CCs in fewer
locations for the pulse to fall below the noise. Therefore, we would expect a general
increase in the number of iterations needed, with a dip around the correct value of τ due
to the balancing of the amplitude and slope effects, and this is in fact what we see in
the simulated data.
We see this expected behavior presented in Figure 16, with the expected dip around the
correct τ value.
It is to be noted that the

1
τ

multiplier in the pulse broadening function in practice changes

the gain of the CLEAN component. While the gain was held steady at 5 percent for all
the simulated pulses in this work, should different gains be used for different values of τ
to, for example, speed up run times of the code, this FOM could suffer. The usefulness
of this FOM is built around the concept of the correct τ value balancing both components of the pulse broadening function, the slope and the multiplier, and if both of these
components do not behave the same way for all test values, this FOM might fail. We see
3. CLEAN Deconvolution as Presented in Bhat. et al. (2003)
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Number of Loops Figure of Merit
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Figure 16: The Number of Iterations Figure of Merit. This figure of merit was added on top
of the original FOMs and finds the correct τ by finding the place where the τ1 component and
the broadening component balance each other, resulting in a sudden drop in the number of
CLEAN components, therefore iterations, are needed for the peak of the pulse to fall below
the noise floor. This example is for a correct τ = 20, with S/N = 100.0, and for test τ values
ranging from one to one hundred with a step size of one.
in Figure 17 this effect. If we remove the

1
τ

component from the pulse broadening func-

tion, the FOM looks completely different, and could lead to unpredictable, and therefore
unusable, behavior for this FOM in practice should the gain not be held constant across
our test τ values.
Automation of Finding the Correct τ using these Figures of Merit: While in
theory the goal of using these figures of merit is to have distinctly recognizable features to
pinpoint the correct value of τ using the human eye, in practice, it is impractical to review
thousands of these FOMs by hand. Therefore, a method of automation must be decided upon.
Ideally, this method would still rely on the shape of the FOM, and not require examples of
every possible combination of parameters in order to find the correct τ .
While there is room to expand this work to a machine learning approach in the future, in
this work we decide to take the third derivative of the function with respect to τ , to determine
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Number of Loops Figure of Merit
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Figure 17: Example of how the Number of Loops figures of merit would change if the τ1
multiplier were removed or balanced using a changing gain value. This causes the shape of the
figure of merit to change drastically. This example is for a correct τ = 20, with S/N = 100.0,
and for test τ values ranging from one to one hundred with a step size of one.

the location of the correct τ of all of the FOM, except for the number of iterations FOM.
As all of the figures of merit from the original paper rely on a visual, drastic slope change to
determine the correct τ , the third derivative will return the τ where the slope has the greatest
rate of change. This method performs fairly well on our simulated data.
The one exception to this approach is the number of iterations FOM. For this, as we are
looking for a sharp dip in the FOM around the location of the correct τ instead of the location
where the slope changes the most, we choose to use the approach of finding the point where
the difference between the point of interest and those before and after it is the greatest, thus
signifying the location of the most drastic dip in the shape of the FOM.
In Figure 18, we see the ideal result of the use of these FOM and methods of determining
the correct τ : FOMs where the shapes all align at or very close to the location of the correct
τ.
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Figure 18: All FOM used in this work, with a line down the location of the correct τ . These
examples are for a correct τ = 20, with S/N = 100.0, and test τ values ranging from one to
one hundred with a step size of one.

3.4

Chapter Summary
In this section, we have discussed CLEAN as described in Bhat et al. (2003), the steps of

CLEAN deconvolution, and the figures of merit used in this work. In the next section, we will
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discuss the results of this work, and include an in-depth discussion of the implementation of
these methods in Python.
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There are several results, outcomes, and products from this work that we will discuss

in this section: the replicated and optimized CLEAN deconvolution algorithm written in
Python, parameterization of the CLEAN method and comparison between CLEAN and cyclic
spectroscopy as outlined in (Dolch et al., 2021), and results on observational data for pulsar
J1903+0327.
We will first dive into the replicated Python CLEAN algorithm, discuss the python packages used, and note some key differences between using the code for simulated data versus
observational data. Then, we will discuss the simulated data sets created to parameterize
the algorithm’s performance, compare the performance of CLEAN to cyclic spectroscopy, and
discuss how we determine if the algorithm is accurately recalling the correct τ . Finally, we
will discuss the results of deploying CLEAN deconvolution on observational data of PSR
J1903+0327.

4.1

CLEAN Deconvolution Algorithm Implemented in Python
We will first outline the main product of this work: the replicated CLEAN deconvolution

algorithm which expands upon the outline given in Bhat et al. (2003). We highlight the process
of transforming the mathematical formulas and iterative processes outlined in Chapter 3 of
this work into an optimized Python code product, delve into the Python packages used within
this work, and step through the results of several important components of the code.
In this section, we will also include a short discussion on adapting the code to use real
observational data instead of simulated data. Open source versions of these CLEAN algorithms
will be available on my GitHub.
We will follow our general outline structure of the steps of deconvolution summarized in
Chapter 3 to discuss our algorithm:
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The Steps of CLEAN Deconvolution:
1. Constructing the Observed Pulse
2. CLEAN Component Creation
3. Iterative Subtraction off the Main Pulse
4. Determination of τ using the Figures of Merit
We will then comment on the translation of the algorithm from simulated data to observational data, as well as note an important distinction in the use of units for τ .
1. Constructing the Observed Pulse
There are three major components to the observed pulse: the intrinsic pulse, the pulse
broadening function, and the instrumental response function. Each of these components
are then combined using convolution to create the observed pulse. In this section, we
will discuss each component and our methods for constructing the observed pulse.
The Pulse Broadening Function: As described in Chapter 3, the Pulse Broadening
function for the ISM when modeled as a thin sheet is given by:

g(t) =

τd−1 exp



t
−
U (t)
τd

(4.15)

Of particular importance in building the PBF in Python is the use of the scipy.signal.exponential
package. We describe this package in Table 1. Using this function, we create a one-sided
exponential function as shown in Figure 19.
As τ is the rate of the decay of the slope, it is sensitive to the number of bins in the
observation, or the length of the array and the bin size. As it is common to use different
resolutions in observational data, and therefore have a varying number of bins, it is
important that scale our input τ to the resolution of the data. Within this work, and in
most observational data, this effect need not be actively accounted for, as the length of
the observation and the number of bins are the same. Thus, the number of bins will not
4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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Function

scipy.signal.exponential(M, center=None, tau=1.0, sym=True)

M
center
tau
sym

Number of points in output array
location of the peak of exponential
Parameter defining the decay or fall-off rate of the slope
Determines if PBF is one or two-sided
Table 1

Pulse Broadening Function for Thin Screen
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Figure 19: Example of a pulse broadening function for a thin screen, which is modeled as an
exponential decay.
affect the rate of decay, which we show in Figure 20. When the bin step size equals one,
we see the same rate of decay for each simulated pulse across 512, 1024, and 2048 bins.
The code below uses our input τ , with τ in the same arbitrary units as the observation,
nominally in bins, to create our pulse broadening function. This code will also be used
in the creation of the CLEAN components.
def pbf(tau, time):
pulse_broadening_function = (1/tau)* signal.exponential(len(time),
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Observed Pulses using 512, 1024, and 2048 bins
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Figure 20: In this figure we show that, provided the length of the observation and the number
of bins are equal, the length of the observation does not change the rate of decay (the τ ) of
broadened pulses.

center=0, tau=tau, sym=False)
return pulse_broadening_function

The Instrument Response Function: Moving through the ISM is not the only thing
that changes the pulses of pulsars, the instruments we observe them with contribute to
obscuring the intrinsic pulse as well. We quantify this using the instrument response
function, which itself is composed of different functions describing various instrumental
effects on the observed pulse. However, the main change to the pulse due to the instrumental effects is that this function determines the resolution of the pulse, and therefore
our determination of the pulse broadening value τ will be limited by this function. If the
amount of broadening due to the ISM is smaller than one bin size in the instrumental
response function, we will only be able to determine an upper limit for τ , rather than
finding the correct intrinsic value.
4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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While we will further explain the individual contribution function in the broader instrument response function, for the sake of simplicity, the instrument response function
can be approximated as a delta function with a width of one bin step. This is how we
approximate the contribution of this function within this work. We use the code below
to create this delta function, which will also be used in the creation of the CLEAN
components (CCs).
def inst_resp(new_pulse_profile):
r_t_before = np.zeros(len(new_pulse_profile))
r_t_before[np.argmax(new_pulse_profile)] = 1.0
return r_t_before

The creation of the instrument response function can be expanded upon in further work,
with unique instrument response functions developed for each major radio telescope
and then applied to observational data taken with these telescopes to more accurately
account for any broadening not caused by the ISM.
The effective resolution of the observation can be determined by convolving functions
that describe contributing instrumental effects to form the instrument resolution function. The main effects to be considered include the dispersion smearing (rdm ), the profile
binning (rpb ), the back-end time averaging (rav ), and any additional time averaging occurring post-detection (rpd ). We determine that a delta function is a good approximation
for the convolutionally combined function, as each of these functions can be treated as
roughly rectangular, which when combined will form a roughly trapezoidal function very
similar to a delta function with a width of one bin step. However, a more comprehensive
instrumental response function could be built using the equation below.

r(t) = rdm (t) ⊗ rpb (t) ⊗ rav (t) ⊗ rpd (t)

(4.16)

In Figure 21, we see an example instrumental response function. The location of the
delta function peak is at the location of the maximum of the input data, which in this
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case a Gaussian pulse centered in the observation window.
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Figure 21: Example of the instrument response function, which we approximate as a delta
function with a width of one bin in this work.
The Intrinsic Pulse: In our simulated data, we must build the intrinsic pulse. As
discussed in Chapter 2 of this work, we know that assuming a Gaussian pulse shape for
intrinsic emission is a decision based on only the most simplistic models of pulsar emission
and that real pulsar pulse profiles rarely fit a perfect Gaussian model. However, for this
work, we use exclusively Gaussian intrinsic pulses, as to replicate the methodologies from
Bhat et al. (2003). It is to be noted here that one of the three main figures of merit in
Bhat et al. (2003) is based on a measurement of the skewness of each recovered pulse for
each τ . Thus, in order to employ this FOM, a simple, single peak Gaussian pulse model
must be assumed. Future work could be done to develop a figure of merit to replace the
skewness measure that does not require the intrinsic pulse to be a symmetric Gaussian.
We determine the length of our observation, the number of bins, and the standard
deviation of our desired Gaussian, and use scipy.signal.gaussian to create our intrinsic
4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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Function

scipy.signal.gaussian(M, std, sym=True)[source]

M
std
sym

Number of points in output array
The standard deviation, standard definition of sigma
creates symmetric Gaussian pulse
Table 2

Gaussian pulse. Table 2 outlines the use of this package. It is to be noted here that we
do not determine the height of the pulse, as the data will be normalized.
In pulsar astronomy, we can measure the full width at half maximum (FWHM) of our
observed pulses. Thus, we can use the known ranges of FWHMs to generate reasonable
standard deviations of the intrinsic Gaussian pulses via the standard relationship between
FWHM and the standard deviation:

F W HM = 2.355σ

(4.17)

where σ is the standard deviation of our intrinsic pulse.
We then use these determined values, along with the scipy.signal.gaussian package, to
create our intrinsic Gaussian pulse. Figure 22 shows an example intrinsic pulse created
using these methods.
def intrinsic_pulse(length_of_obs, n_bins, std, time):
intrinsic_pulse = signal.gaussian(len(time),
std=std/(length_of_obs/n_bins))
return intrinsic_pulse

The Observed Pulse: The observed pulse is then created by convolving the intrinsic
pulse, the pulse broadening function, and the instrumental response function together,
and then adding noise to the resulting pulse to mimic observational data. We use
np.convolve to convolve our functions using discrete convolution, which we have outlined

in Table 3.
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Figure 22: An example of an intrinsic pulsar pulse. Within this work, we assume a single-peak
Gaussian pulse as the intrinsic pulse of a pulsar.
Function

numpy.convolve(a, v, mode=’full’)

a
v
mode

First one-dimensional input array
second input array
Three options: ‘full’, ‘valid’, ‘same’.
Table 3

The discrete convolution operation used in np.convolve is defined as:

(a ∗ v)[n] = Σ∞
m=−∞ a[m]v[n − m]

(4.18)

We first convolve the intrinsic pulse array and the pulse broadening function array together, and then convolve the result of this first convolution with our instrument response function to give us our observed array should there be no noise in the observation. Then using the SinglePulse function in the library PyPulse, we add random
4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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Gaussian noise to our observed pulse by specifying a signal to noise (S/N) level we
wish our final result to have. We then subtract off the noise baseline determined using the off-pulse region and find the root mean squared (rms) of the data by using the
SinglePulse.getOffpulseNoise() function in PyPulse. The rms will be used as our cutoff

value during our CLEAN iterations, with the process terminated once the peak of the
pulse falls below this value. We then finally have our simulated observed pulsar profile.
Please see the function observed_pulse in our publicly available Google Colab notebook
for the full Python implementation of this procedure. Our final observed pulse can be
seen in Figure 23.
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Figure 23: Example of a simulated observed pulse, which is comprised of the convolutional
combination of the intrinsic pulse, the pulse broadening function, and the instrumental response function, with noise added to the array after the convolution.

2. CLEAN Component Creation
CLEAN deconvolution requires iterative subtraction of CLEAN components (CCs) off
of the main pulse. To create the CCs, we convolve a delta function with an amplitude
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of the pulse multiplied by a gain value, in this case being 5 percent, at the location
of the peak of the pulse profile, with the instrumental response function, and a pulse
broadening function using a test τ . A CC is created in this manner for each iteration of
the CLEAN deconvolution. The location and height of these CLEAN components are
then saved in order to rebuild the intrinsic pulse. We see the full Python implementation
of this procedure below. In Figure 24, we see an example CC. Note the small amplitude,
and offset peak due to the location of the maximum of the input profile.
def looped_convs(pulse_profile, tau_1, index_pulse_profile):
r_t = inst_resp(pulse_profile)
y_t = np.zeros(len(pulse_profile))
y_t[index_pulse_profile] = pulse_profile[index_pulse_profile]
gain = 0.05
y_t = gain * y_t
conv_one = np.convolve(y_t, r_t)
g_t_1 = pfb(tau_1, conv_one)
conv_two = np.convolve(conv_one, g_t_1)
return conv_two, y_t, g_t_1

3. Iterative Subtraction off the Main Pulse:
Once the observed pulse is created, and the infrastructure for CC creation is in place,
we can begin the deconvolution process by iteratively subtracting CLEAN components
off of the observed pulse. With each iteration, the pulse profile resulting from the last
iteration becomes the pulse profile for the next iteration, as explained in Chapter 3 and
described using:

∆y(ti ) = y(ti ) − {yc (t) ⊗ [g(t) ⊗ r(t)]}i=ti , i = 1, ..., N

(4.19)

with y(ti ) as the input pulse profile, and {yc (t) ⊗ [g(t) ⊗ r(t)]}i=ti is the CC. This process
continues until either the maximum of the input pulse profile is below the rms of the
4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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Figure 24: An example CLEAN component for an off-center peak location of the input pulse.

noise in the profile or the number of iterations reaches the number of bins in the profile.
A simplified version of this implementation in Python can be seen below. Please see the
function CLEAN_Loop in our publicly available Google Colab notebook for the full Python
implementation of this procedure. At the termination of the CLEAN deconvolution, we
are left with a rebuilt intrinsic pulse and a residual noise array from which we build our
FOMs.
def CLEAN_Loop(tau_array):
C_all = []
C_index_all = []
pulse_profile = data_file
n = 0
pulse_profile_max_index = np.argmax(pulse_profile)
while (pulse_profile[pulse_profile_max_index]) > rms or n <
len(data_file):
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conv_two, y_t, g_t_1 = looped_convs(pulse_profile, tau_1,
pulse_profile_max_index)
C_all.append(y_t[pulse_profile_max_index])
C_index_all.append(pulse_profile_max_index)
pulse_profile = np.subtract(pulse_profile, conv_two)
res_noise = pulse_profile
n = n + 1
pulse_profile_max_index = np.argmax(pulse_profile)
number_of_loops.append(n)
rms_res = np.sqrt(np.mean(np.multiply(res_noise, res_noise)))
rms_residual_to_off_pulse.append(rms_res/rms)
points_above_noise .append(N_f(res_noise))
skewness.append(gamma(C_all, C_index_all))
positivity.append(fr(res_noise, rms))

return positivity, skewness, number_of_loops, rms_residual_to_off_pulse,
points_above_noise

4. Determination of τ using the Figures of Merit:
In Chapter 3 we thoroughly discuss the FOMs and how they are built using the equations found in Bhat et al. (2003). The implementation of these FOM is a quite literal
translation of the equations into mathematical code using features of the numpy package
in Python. We have used functions for three of the FOM that require more manipulation
of the output arrays: the positivity, skewness, and the number of residual points in the
on-pulse window that are consistent with the noise level of the off-pulse window FOM.
The full implementations of these functions can be found in our publicly available Google
Colab notebook, with the positivity being calculated via the fr function, the skewness
via the gamma function, and the number of residual points using the N_f function. Additionally, the correct τ is located using the jerk function, which calculates the third
derivative with respect to τ using the numpy.diff package.
4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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In this section, we have discussed the results and intricacies of the base reconstructed
CLEAN deconvolution algorithm for simulated data in Python. In order to deploy this algorithm on observational data, the main change to the process described above would be to
import the observational data as the observed pulse and ensure that the characteristics match
that of the pulsar and data being used. The core of the CLEAN deconvolution remains the
same. We also must note that within this discussion, τ has been given units in terms of bins.
Although this tends to work well for observational data where the observation time is in terms
of bins, if we want to test the recall of τ in terms of units of time instead of bins, care must be
taken to ensure that all components of the algorithm are then also in terms of time instead of
bins. In the next section, this becomes an important note as we replicate the parameterization
runs from Dolch et al. (2021) which use τ in terms of microseconds instead of bins.

4.2

Parameterization and Comparison to Cyclic Spectroscopy
In this section, we will discuss two sets of simulated parameterization data sets created to

test the recall of our CLEAN deconvolution algorithm: one to determine if factors beyond the
τ and S/N of the simulated profile affect the recall, and one to test the recall on a large scale
grid testing a wide range of S/N and τ values using a simulated single peak profile with the
same period and FWHM as PSR B1937+21.
Ideally, the only two parameters that should affect the recall accuracy of CLEAN deconvolution, within reason, are the S/N and the τ of the profile. Smaller τ and S/N values
should result in less accuracy, with the recall improving as these values increase. Aspects of
the intrinsic pulse, such as the FWHM, the range of test τ values iterated over, the number
of bins, or the step size of the test τ array should not affect the accuracy within reasonable
bounds. Thus, we should assume that testing one simulated pulsar with a variety of S/N and
τ values will have accuracy rates that can be extrapolated to different simulated pulsars and
observational data. This assumption does have to be made within reason however, which we
will discuss below.
Before looking at the results of a larger parameterization run in which we simulate one
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pulsar, test the recall of CLEAN at different τ and SN values, and compare our results to those
from Dolch et al. (2021) using cyclic spectroscopy, we first run a small number of parameterization simulations to ensure that the FWHM of the intrinsic pulse, range of taus iterated over,
the number of bins, or the step size of the test tau array do not affect the recall of the algorithm
within reason. These runs will be completed in the same manner as our cyclic spectroscopy
comparison runs, and we will first discuss the chosen base values of each component we are
testing.
In these parameterization runs, we simulate a base observation with a τ = 256 bins,
S/N = 2600.0, number of bins set to 256, the FWHM of the intrinsic pulse being

1
8

of the

observation window, the range of test τ values iterated over set to (0.5τc − 1.5τc ), where τc is
the correct value of τ , and the number of steps in the test τ array set to 100. We choose very
large values for both τ and S/N, as we expect these two factors to be the largest contributors to
our recall error, with larger values resulting in smaller return errors. Thus, using large values
of τ and S/N will ensure that fluctuations in the recall observed in these parameterization
runs will be due to the factors being tested instead of the errors we expect to be seen when
using small values of τ and S/N.
Investigation into how the number of bins affects the recall is needed for two reasons: the
number of bins in observational data varies and a larger number of bins results in longer run
times for our CLEAN deconvolution algorithm. If there is not a significant change in the recall
due to changing the number of bins in the simulated observation, computing resources can be
saved by binning down our simulated data for faster run times without affecting our recall.
Pulsars also come with a variety of FWHM, both due to intrinsic emission variations and
being observed at a variety of frequencies. In order to confidently extrapolate the results of the
larger parameterization runs of one simulated pulsar to a range of other pulsars with varied
parameters, we must ensure that intrinsic parameters such as the FWHM do not drastically
affect our results.
The last two parameters we must test, the step size and range of the test τ array, are
user-defined and often based on an estimation of the correct value of τ by eye. We must be
4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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Parameter Tested

Base value

Number of Bins
FWHM
Range of τ

256
(0.5 τ - 1.5 τc )

Number of Steps in τ array

100

1
8

Ranges
[128, 256, 512, 1024, 2048]
1
1 1 1 1
1
, 32
, 16
, 8, 4, 2]
[ 64
(0.1 τ - 2.0 τc ), (0.1 τ - τc ), (0.5 τ - 1.5 τc ),
(0.4 τ - 1.6τc )
[10, 20, 50, 100, 200]

Table 4

confident that as long as the correct value of τ is included in the range, larger or smaller ranges
of test τ values will not drastically affect our results. We also need to ensure that sufficiently
small step sizes are used so error isn’t induced by poor sampling resolution around the correct
τ.
For these small-scale parameterization runs, we iterate over the values shown below in
Table 4. We run 20 simulations for each variation, which we note will result in an analysis
based on small number statistics which may not be all encompassing. However, these runs
will give enough insight for us to confidently explore the expected larger contributions of τ
and S/N to the recall error.
In order to measure the algorithm performance, we use two measures: perfect recall and
average error bar. For perfect recall, we assume an error allowance of zero and only count the
number of times the FOMs return the exact input τ . This is a very limiting approach and
gives very little insight into the actual performance of the algorithms beyond a simple binary
response of correct or not. Therefore, we also find the average error bars, or the fraction of the
returned τ to the correct τ , allowing us to measure the error in the returned τ . This method
gives us more insight into the actual performance of the algorithm without choosing arbitrary
error bars, and we will focus on this metric for these small scale parameterization runs.
Number of Bins: We will now look at the results of these runs, starting with how
the average error bars change when the number of bins is varied. For these runs, we have
disregarded one of the criteria used for termination in (Bhat et al., 2003), which is when
the number of loops reach the number of bins in the array. Instead, our only criteria for
terminating CLEAN is the rms of the residual falling below the rms of the off pulse. Based on
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some exploratory work, a cutoff based on the number of bins appears to artificially increase the
error as the number of bins increase, likely due to the need for a large number of iterations to
fully deconvolve finely sampled data. We note that this does drastically increase the run time
of the algorithm. In Figure 25, we see the results of testing the number of bins ranging from
128 to 2048. This figure shows both the average recall for each bin number across 20 runs, and
the recall of each individual run. While we note some discrepancies in the average error bar
recalls for each number of bins, we see good agreement between the individual recall values
for each run, with the ranges all overlapping with each other. Additionally, the discrepancies
between the average error bars returned is around 10 %. Thus, it is likely that the disagreement
between the average recalls could be explained by our limited number of runs resulting in an
incomplete coverage of the algorithm’s performance.
It is to be noted that most observational data has 1024 bins or higher, with most NANOGrav
data using exclusively 2048 bins for their pulsar observations. Therefore, we expect the number
of bins used to be fairly consistent across observational data.
FWHM: Our next test was to determine if the FWHM of the intrinsic pulse, which is
one of the few components of the intrinsic pulse that is not changed by the normalization
of the data, affects our recall. As we can see in Figure 26, although there is around a 30
percent change in the average recall error bars between the FWHM being
of the pulsar (in this case the length of our observation) and

1
2

1
64

of the period

of the period of the pulsar,

this is not entirely unexpected, and likely due to the methods we use to determine when to
terminate the CLEAN algorithm. When the FWHM of the intrinsic pulse is

1
2

the period, the

pulse takes up essentially the entire window of the observation, thus identifying the off-pulse
region of the pulse is impossible as no region is not part of the pulse, resulting in our CLEAN
cutoff criterion of falling below the off-pulse noise level becoming less effective. Thus, this
result is not surprising and is corroborated by the findings of Jones et al. (2013) when they
found cyclic spectroscopy to be less effective on wider pulses. Thus we can assume that while
the results of simulating a single pulsar may not be able to be extrapolated to all pulsars,
especially those with very wide pulses, there are still many pulsars that the simulated results
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Average Error Bar Size as fraction of

Average Error Bars for Different Number of Bins
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Figure 25: Results of parameterization runs with changing number of phase bins. The y axis
shows the average error bar size across 20 simulations for each bin value. The average recall
error is denoted by the fully opaque green circles connected by the dashed line. The lighter
circles indicate the recall error from each run. The average error bars range within 10%

should hold for, with the average recall varying by less than 10% for FWHM values between
1
64

and

1
8

of the pulsar period. Therefore, we note that CLEAN will likely be most effective

on high S/N observations of pulsars with thin pulses and large broadening tails.
Number of steps: Next, we investigate how the number of steps, or in this case also
the step size, of the test τ array influences our recall. Here, we must take into account the
error induced by having a very large step-size, and therefore the possibility of the correct
value of tau not being tested, but rather just values to either side. To account for this, we
modify the returned values by

−∆τ
2 ,

the largest base error induced due to the correct τ being

halfway between two of the τ values being tested. This value is larger for larger step-sizes, or
smaller number of steps. In Figure 27, we see the results of these runs. The average error bars
52

4.2. Parameterization and Comparison to Cyclic Spectroscopy

4.2. Parameterization and Comparison to Cyclic Spectroscopy

Average Error Bars for different FWHM
Average Error Bar Size as fraction of
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(1/4)
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Figure 26: Results of parameterization runs with changing values of the FWHM of the
intrinsic pulse, as a fraction of the observation length. We see for FWHMs less than 14 , the
average error bar changes less than 10 percent, with the average error bar change still under
30 percent for the FWHM being 12 the observation window. This effect has been seen with
the cyclic spectroscopy approach as well.
returned vary between 0.1 and 0.05, or within 5%. We note a very similar range of returned
values for each individual run, with a general trend of the lower bounds of the errors returned
aligning with the random chance of choosing the correct τ as the number of choices increases.
With only 10 steps, there is a 10 percent chance of choosing the correct τ , whereas with 100
steps there is only a 1 percent chance. Overall however, the range of returned error bars is
quite small, and we can therefore conclude that the number of steps in the test τ array is not
a large contributor to the overall recall error, although increasing the number of steps helps to
mitigate error due to the correct τ falling between two test τ values instead of being directly
tested.
Test τ range: Finally, we investigate how changing the ranges of test τ iterated over
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Average Error Bars for different step sizes in test array
Average Error Bar Size as fraction of
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Figure 27: Results of parameterization runs with changing numbers of steps in the test τ
ranges. Although there is some range in the average errors returned, all values agree within
5%, so we can therefore conclude that the number of steps in the test τ array is likely not a
large contributors to the overall recall error.

changes our results. In Figure 28, we see that ranges that barely include the correct τ result
in poor performance due to the shape of the FOM that our choice for τ is based on not being
fully expressed, and ranges that include τ having recalls within about 5% of each other, even
when the ranges iterated over are much larger.
With the results of these runs, we can confidently say that, within certain bounds, the
results using one simulated pulsar can be extrapolated to both simulations of other pulsars and
real observational data. While there are some variances in the average recall for each of the
variations we tested, the average recalls are normally within around 10% of each other, with
the notable exceptions, the large FWHMs and the test τ range that didn’t include τ , being
expected. As long as care is taken when making choices for your data, the most prominent
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Figure 28: Results of parameterization runs with changing ranges of test τ iterated over. This
plot shows that as long as the correct τ is included within the range of test τ iterated over,
that the range of test is not a large contributor to the overall recall error.
influence on the recall of CLEAN deconvolution is the S/N and τ of the data. We will now
delve into how these two factors affect the recall of the CLEAN deconvolution algorithm and
compare our findings with those presented in Dolch et al. (2021).
Comparison to Cyclic Spectroscopy
Cyclic spectroscopy is another common method used to deconvolve pulsar pulses and
recover the pulse broadening function. In this work, we compare our results to those from
Dolch et al. (2021), where the authors parameterize the performance of cyclic spectroscopy
using a range of τ and S/N values.
While cyclic spectroscopy and CLEAN deconvolution both have the same end goal, the
approach and the merit by which the effectiveness of each algorithm is measured are vastly
different. CLEAN uses a pulse profile, or a folded average of the pulse across an observation,
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Parameter

Value

Number of Bins
Period of PSR B1937+21
FWHM
Number of Runs

2048
0.001557 seconds
0.0000382 seconds
60 per SN/τ pair

Table 5

that is iteratively deconvolved and then chooses τ based on the shapes of six figures of merit.
Each FOM is built upon measurements of the reconstructed pulse, the residual noise, or in
this work the number of CLEAN iterations. Cyclic spectroscopy, on the other hand, uses
strings of individual pulses, or unfolded pulsar data and raw voltage data. Each pulse is
evaluated separately, with the confidence in the chosen τ becoming greater with every cycle.
So while the methods are different and therefore difficult to directly compare, they are both
deconvolutional approaches, and therefore we expect to see in general an increase in efficiency
for both methods as the τ and S/N increase. We see this in the results in Figure 5 in Dolch
et al. (2021) (Figure 29 in this work) with the darker colors indicating better recovery. These
results were from simulated data, using the characteristics of PSR B1937+21, which is one of
the fastest known pulsars. In Table 5, we outline the specifics of these runs, most of which
will be used to create our simulated data set as well.
We incorporate all of these components into our parameterization data set, except for the
number of bins. As shown in our small-scale parameterizations above, we have determined
that our recall doesn’t change significantly when using 512, 1024, or 2048 bins. Additionally,
as the number of bins increases, so does the run time of these simulations. In an effort to
conserve computing resources, we have employed a staggered binning grid to both reduce the
run time and preserve the resolution needed to resolve each set of τ values, as smaller values
of τ require finer resolution for changes to be measurable. See Table 6 for these updated
parameters used for our data set creation.
We see our results in Figures 30, 31, 32, and 33. In general, we see the results we expect:
better recall for larger values of τ and S/N. In Figure 30, we see the average perfect recall
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Figure 29: Figure 5 from Dolch et. al. (2021): Quality of impulse response function recovery
for simulated pulsars using cyclic spectroscopy. Darker colors indicate better average recovery.

rate, depicted in the style of Figure 5 from Dolch et al. (2021). In this plot, we see the
binary depiction of the recall: either the correct τ was returned or it was not. Darker colors
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Parameter

Value

Period of PSR B1937+21
FWHM
Number of Runs
Number of Bins for τ = 1, 2, 4µs
Number of Bins for τ = 8, 16, 32µs
Number of Bins for τ = 64, 128, 256µs
Test τ range
Number of steps in test τ array

0.001557 seconds
0.0000382 seconds
60 per SN/τ pair
2048
1024
512
(0.5τc - 1.5τc )
100

Table 6

indicate better recall, with the values in each of the boxes being the fraction of correct τ values
returned averaged over the six FOM and over 60 simulated pulse profiles for each S/N and
τ pair. Although we acknowledge that this is a poor metric with which to judge the overall
performance of our algorithm, we are still able to see the overall behavior we are looking for:
better performance as τ and S/N increase.
In Figure 31, we see the average recall error bars of our runs. Our error bars are in terms of
the percentage of the correct τ . This visualization gives us more insight into the performance
of the algorithm. Each error bar returned is the averaged value returned by each of the FOM
for each run averaged across 60 runs, or the average of 360 independently determined τ values.
Returning the average error of the returned value of τ for each τ and S/N combination instead
of the average number of returned τ values that fall within arbitrarily chosen error bars is
more informative about the performance of the algorithm. This approach also ensures that
recall rates are not artificially inflated. Although a returned value of τ = 1.2µs and τ = 307µs
for correct τ values of 1 µs and 256 µs respectively are both within 20% error bars, the desired
range from the correct value of the two returned values differ greatly. This visualization is in
the same style as Figure 5 from Dolch et al. (2021), with with darker colors indicating smaller
error bars and thus better recall and lighter colors indicating larger error bars and worse recall.
In Figure 32, we see a different visualization of the information presented in Figure 31.
Here there are nine subplots, with each plot displaying the recall for each correct τ across all
S/N values. The black error bars represent the average error bar recall shown in Figure 31
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Figure 30: The average rate of perfect recall of CLEAN in the same style as Figure 5 from
Dolch et. al 2021 (Figure 29 in this work). This plot shows the average recall of the correct
value of τ out of 60 simulated observations for each block, or the recall with error bars set to
zero. Since these are still small number statistics and are subject to be influenced by random
chance of returning the correct τ , although we see an overall trend of better recall for higher
τ and S/N values, this method is not particularly informative.
in terms of the range of test τ values iterated over. The green circles indicate the results of
each of the 60 simulations for each τ and S/N pair, with the darker regions indicating areas
of higher recall density. This visualization shows us that not only do the average error bars
decrease as both τ and S/N increase, but so does the spread of the returned values for each
simulation.
Our final visualization for this work breaks the recall into individual visualizations for each
figure of merit, with each subplot showing the performance over the full range of τ and S/N
pairs. Since our average recall is comprised of the average of the individual recalls of each of
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Figure 31: Average recall error bars for CLEAN deconvolution in the same style as Figure
5 from Dolch et. al 2021 (Figure 29 in this work). Instead of showing purely if the exactly
correct τ was returned as in Figure 30, or the average recall within arbitrarily chosen error bars,
this plot gives a more encompassing overview of the performance of the CLEAN algorithm by
returning the average size of the error bars with each τ and S/N pair. As smaller error bars
indicate better performance: CLEAN performs better on simulated data with larger values of
both τ and S/N.

the six FOM averaged further over 60 simulated runs, and each FOM is weighted equally, the
poor performance of one FOM can greatly impact the final returned value. In Figure 33, we see
the behavior of each FOM across our test grid. Smaller dots indicate smaller error bars, and
thus a more accurate recall performance. From examining these results, some odd behavior
that requires more investigation is apparent, such as better recall for lower S/N and τ pairs
in the skewness FOM. We also see overall a better performance for the RMS and Number of
Points FOM. These results could be used to develop weights for the FOM, ensuring better
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Figure 32: Expansion on the visualization of average error bars of CLEAN recall. The error
bar values in Figure 31 are shown as the black error bars in this figure, with the average error
bars from each figure of merit for each of the 60 simulations shown by the green circles. Darker
areas show regions of higher density of returned error bars.

performing FOMs would have a greater influence on the average accuracy of the algorithm.
In this section, we have summarized the results of deploying CLEAN deconvolution on
two different parameterization data sets. Our first data set focused on ensuring the scalability
of our results, by investigating how the FWHM of the intrinsic pulse, the number of bins the
pulse profile is divided into, the range of test τ values iterated over, and the number of steps
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Figure 33: Breakdown of average error bars returned for each FOM. Smaller circles indicate
smaller error bars or better performance of the FOMs on simulated data. In general, we see
better performance for higher values of τ and S/N. Interestingly, the RMS and Number of
Points FOM appear to perform better than the positivity and the skew. This could be a
positive result, as these two FOMs do not rely on the assumption that the intrinsic pulse is
Gaussian.

in this test τ range affected our recall. While it was determined that our results will not
always be scalable, particularly when it comes to large FWHM values, we determined that
with deliberate choices made to mitigate the weight of random chance and other variables,
not only can our results be extrapolated to other simulated and observational pulse profiles,
but we can also safely make choices that will decrease the computing resources required for
our simulations.
Our second data set was built to determine the performance of our algorithm across a
range of τ and S/N pairs, replicating the data set used in Dolch et al. (2021). Through
these runs, we determined that the algorithm performs as expected, keeping with the trend of
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better recall performance for larger values of τ and S/N. Additionally, we have gained some
insight into the performance of each of the FOMs, which can be used to inform future work
in adding weights to the returned τ values from each FOM. Therefore, we have concluded
that while there are many components the user must keep in mind while deploying CLEAN
deconvolution on data, be it simulated or observational, overall, we have produced a method
and algorithm that performs as expected and can be used to estimate reasonable values of τ
for radio pulsar profiles. As our final component of discussing the results of this work, we will
examine the results of deploying CLEAN on real observational data of the visibly broadened
pulsar J1903+0327.

4.3

Observational Data from J1903+0327
From our parameterization work, we know that CLEAN deconvolution performs best

on profiles with larger broadening tails and high values of S/N. While pulsars with large
broadening tails are not rare, two other components must be considered: S/N and single peak,
Gaussian-like intrinsic pulses.
Gaining access to high S/N data can be difficult, with the average S/N of publicly available
data on the European Pulsar Network Lorimer et al. (1997) database being less than 10, which
is much lower than the 70-2600 S/N range CLEAN begins to become effective at. While
smoothing techniques such as applying a filter could be used, this still would not bring the
majority of the publicly available data into the S/N range needed without introducing odd
features in the data due to averaging over too many bins. The second component, the need
for a single peak, Gaussian-like intrinsic pulse, further complicates the matter. Due to our
assumption of single peak Gaussian intrinsic pulses as a central component of this algorithm,
pulsars with features such as double peaks or sub-pulses will not be good candidates for the
deployment of CLEAN deconvolution in its current form. Therefore, we have narrowed the
field of usable pulsars down to those with visibly broadened pulses and single, Gaussian-like
profiles, with publicly available data with very high S/N values.
PSR J1903+0327 is one of the many millisecond pulsars timed by the NANOGrav Col4. Creation of CLEAN Deconvolution Algorithm, parameterization, and
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laboration in an effort to detect the passing of gravitational waves. J1903+0327 is unique in
many ways, being a relativity high mass pulsar and one of the only pulsars known to be in
a binary pair with a main sequence star Khargharia et al. (2012). PSR J1903+0327 also has
one of the more prominent broadening tails of the millisecond pulsars, with the broadening
tail being large enough to be estimated by eye. At 1 GHz, the broadening tail is estimated to
be 0.55 ms. As J1903+0237 has a period of just 2.2 ms, this makes the scattering tail almost
a third of the period of the pulsar Manchester et al. (2005).

NANOGrav has included J1903+0237 in their data sets since 2009, meaning that there is
over a decade worth of timing data on this pulsar Arzoumanian et al. (2021). Thus, we were
able to find a relatively high S/N observation on which to test our CLEAN algorithm. This
pulsar is an ideal candidate: it has a known large dispersion tail, we have access to high S/N
data, and it is relatively free of components that are not part of the main pulse.

In Figure 34, we see the pulse profile of the data used for this work. It is to be noted
that is this an average pulse profile summed across the frequency channels of the band. While
this methodology is not recommended across large bandwidths due to frequency-based profile
evolution, it is a sufficient method over small bandwidths and is used in this case as it effectively
increases the S/N of the pulse profile. This profile also had 2048 phase bins, with each bin
being

1
2048

of the pulse period of the pulsar. This simplifies our task, as we can both visually

estimate the range of τ values (or bins) that we should iterate over, and simply convert the
output τ into seconds by multiplying by

seconds
bin .

We see the FOM results of this run in Figure

35, with the return τ being in terms of bins. The range of τ values returned is from 170 292 bins, or 1.78E-04 and 3.0E-04 seconds. We expect to see a smaller τ at 1.4 GHz than at
1 GHz, and from our parameterization runs, we expect to see error bars around 30 %, as the
runs of 70 SN and τ = 256µs are closest to these values. Thus, we determine that the results
of deploying the CLEAN algorithm on NANOGrav observational data of J1903+0237 to be
reasonable estimates of the broadening due to the ISM.
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Pulse Profile for PSR J1903+0327 at 1400 MHz, with S/N = 57.89
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Figure 34: Summed pulse profile of J1903+0327 with a central frequency of 1430 MHz and
bandwidth of 700 Mhz. We acknowledge that summing over this large bandwidth may introduce inconsistencies due to frequency-dependent pulse profile evolution, but do so in order to
raise the SN to a level that correlates with our parameterization runs.

4.4

Chapter Summary
In this section we have summarized the major outcomes and products of this work: the

replicated and extended CLEAN deconvolution algorithm written in Python, parameterization
of the CLEAN method and comparison between CLEAN and cyclic spectroscopy, and results
on real observational data for pulsar J1903+0327. We have outlined the Python packages and
methodologies used to recreate and expand upon the CLEAN algorithm described in Bhat
et al. (2003). We have discussed our two levels of parameterization runs, both those to ensure
the only components that strongly affect the recall of the correct τ in simulated data are the
S/N and the τ values, and a performance parameterization run following the guidelines of the
data set from Dolch et al. (2021), both of which performed as expected. Lastly, we deployed
this algorithm on real observational data from PSR J1903+0237, and returned values for τ
within a reasonable range of what was expected.
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Figure 35:
Figures of Merit for CLEAN Deconvolution run on observational data of
J1903+0327 from the NANOGrav 12.5 year data set. Data is divided into 2048 bins, has
a S/N of 57.89, and we iterate over a test τ range of 150 bins to 400 bins with a step size of
1 bin. Except for the Points above the Noise Figure of Merit (top subplot), which does not
visually look as expected from our trial runs, the τ values returned from the FOMs range from
257 - 292 bins, which is a range of 2.63E − 4 to 3.00E − 4 seconds.
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5

Further Work and Conclusions

5.1

Further Work
We will now discuss some areas for future work in the continuation of this project, partic-

ularly: the implementation of telescope-specific instrumental response functions, developing
weights for each figure of merit, developing a figure of merit not based on the assumption that
the intrinsic pulse is Gaussian, exploring the use of machine learning to determine the correct
τ from our FOM, and deploying the algorithm of a larger set of observational data across many
pulsars and observed frequencies in an effort to estimate the astrophysical γ along different
lines of sight.
1. Instrument response function: In this work, we have approximated the instrument
response function to be a simple delta function with a width of one bin, as the instrumental response function effectively determines the resolution of the data. While this is
a reasonable assumption for simulated data, in observational data taken with different
telescopes, the unique instrumental response of each back-end should be taken into account. Using information from past observations and equation 5.13, the development of
a database of instrument response functions would further ensure that on observational
data we are fully removing all components not intrinsic to the pulsar.
2. FOM weights and further development: In this work, all of the FOMs were
weighted equally in the final recall. However, in Figure 32, we can see that on simulated data, they do not all perform equally. Even visually, the RMS and Number of
Points FOMs perform significantly better on this simulated data than the other FOMs
and therefore should be weighted more in the final recall. Further parameterization
efforts would be greatly useful in determining how to weigh the performance of these
FOMs, with the end goal of returning better average recalls.
Additionally, further exploration can be done into developing a FOM to replace the
skewness measure. Not only did this FOM not perform particularly well on this data
set, but it is also based on the assumption that the intrinsic pulse is a single pulse
5. Further Work and Conclusions
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Gaussian. Although the rebuilt pulse could still be used for this new FOM, ideally it
would not only be a measure of how Gaussian the rebuilt pulse is, and would therefore
be better suited for use on observational data.
3. Machine Learning: One exciting potential direction to take this project would be to
employ machine learning to locate the correct τ within the FOM arrays. Currently, we
are doing a simple measure of the third derivative with respect to τ , and while on average
this method is surprisingly effective, there is room for improvement. Some preliminary
work in this vein has been done using a previous version of the CLEAN algorithm,
with some promising results as seen in Figures 36 and 37. In these plots, we show the
recall as a function of the size of error bars allowed for several different machine learning
algorithms available in the Python based package Scikit-Learn. However, clarity needs
to be gained as to what the machine learning algorithms are actually learning, as we
want the physical shape of the figure of merit to determine the correct location of τ on
the array so that the method can be extrapolated to use on profiles with features not
explicitly included in the training set.
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Figure 36:
Small scale training runs on Figure 37: Small scale test runs on CLEAN
CLEAN FOM using different machine learn- FOM using different machine learning algoing algorithms in Scikit-Learn.
rithms in Scikit-Learn.

4. Use on observational data: The true goal of this work is better to understand how
pulsar pulses are broadened on their path toward earth, and to do this we must deploy
our algorithm on observational pulsar data from a variety of pulsars.
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5.2. Conclusion
We expect τ to scale roughly with the frequency of observation by:

τ ∝ ν −γ

(5.20)

where γ is an astrophysical constant assumed to be γ = 4.4 (Cordes et al. (1986);
Romani et al. (1986)). By deploying our algorithm on multiple observations at different
frequencies for a pulsar, we can measure the scale factor γ along the line of sight to that
pulsar. Repeating this procedure for multiple pulsars will allow for an estimation of the
global value of γ. Although our results on observational data of PSR J1903+0327 at
1400 Mhz are encouraging, finding a variety of pulsars with large broadening tails, singlepulse Gaussian-like profiles and high S/N observational data available across multiple
frequencies may prove to be challenging, but will be an important component of moving
this work forward.

5.2

Conclusion
Within this work, we have discussed the motivations for this project, the emission mech-

anisms of radio pulsars, and how the pulses change as they move through the ISM. We have
introduced CLEAN deconvolution as presented in Bhat et al. (2003), discussed our results and
products of our implantation of CLEAN in python, parameterization work, and results on observational data of PSR J1903+0327. Through our parameterization work, we have concluded
that our replicated CLEAN algorithm in Python works as expected: the main factor that
influences the recall of the algorithm is the τ and S/N of the pulse profile, and higher values
of τ and S/N resulting in better recall. Therefore, we have produced an algorithm that we can
confidently move forward with deploying on larger sets of observational data from different
pulsars to gain insight into both the ISM along specific lines of sight and globally.

5. Further Work and Conclusions
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