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Abstract—Seepage flow measurement is an important 
behavior indicator when providing information about dam 
performance. The main objective of this study is to analyze 
seepage by means of an artificial neural network model. The 
model is trained and validated with data measured at a case 
study. The dam behavior towards different water level changes 
is reproduced by the model and a hysteresis phenomenon 
detected and studied. Artificial neural network models are 
shown to be a powerful tool for predicting and understanding 
seepage phenomenon. 
I. INTRODUCTION 
HE objective of dam monitoring is to provide data for 
evaluating dam performance during operation. The 
typical control variables are deformation, movement, 
stress, strain, seepage flow rate and turbidity, ground water 
level, pore water pressure, reservoir and tailwater levels, 
precipitation, temperature and seismic measurements. Such 
variables are quantified by means of monitoring instruments 
installed in the dam.  
Given that seepage flow measurements provide useful signs 
of dam performance, they serve as an important variable in 
monitoring [1]. The creation of a method for predicting 
seepage flow rate is a complex task. The medium where it 
takes place - the dam foundation - is difficult to characterize 
due to the rock fractures hidden below the surface, the 
diversity in rock types and the varying degrees of fracture 
development [2]. Furthermore, the relationship between 
seepage and its influencing factors is nonlinear. Artificial 
Neural Networks (ANNs) are useful when complex 
phenomena require modeling, or when their rules are either 
partially unknown or very difficult to identify [3].  
In this paper a model for predicting seepage flow is 
developed, based on ANNs trained with recorded data. The 
seepage behavior is then characterized and analyzed by 
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means of the model, with several conclusions being reached. 
The influence of the inertia and speed at which the water 
level changes is studied and a hysteresis phenomenon is 
detected and discussed.  
The main research aim is to analyze the inertia of the 
response in terms of seepage through dam foundation as the 
external conditions change over time. This entails the 
following objectives:  
• Testing the ability of the ANNs for modeling 
seepage through the dam foundation. 
• Assessing the usefulness of the ANNs for analyzing 
the role of different variables involved in dam 
foundation seepage.  
• Evaluating the ANNs as a tool for understanding the 
real behavior of a system, such as a dam foundation 
subjected to seepage, in combination with the 
physical understanding of the system.  
II. BACKGROUND 
The review of the state of the art is separated in two parts. 
Firstly, a review of ANNs used in dam applications is 
presented. Secondly, the seepage flow phenomenon through 
a fractured rock mass, with the aim of identifying the 
variables and inertia phenomena involved in the physical 
problem, is exposed. 
A. Artificial Neural Networks 
An ANN is a system based on the operation of biological 
neural networks. It is composed of a large number of simple 
processing units, termed neurons, which work in a highly 
interconnected and parallel manner. The result is a nonlinear 
model which is able to learn, adapt and produce solutions 
using training data [4]. 
ANNs have been widely used across science and 
engineering [5]. Miereles et al. in [6] review their industrial 
applications; Adeli in [7] describes the most common 
applications in civil engineering; and Waszczyszyn in [8] [9] 
explains its application to civil and structural engineering 
problems.  
They have also been used in the field of dam engineering. 
Kim et al. in [10] predict the relative crest settlement of 
concrete-faced rockfill dams with an ANN model. This 
involves a three-layer perceptron ANN with three input 
variables, four hidden layers and one output neuron designed 
for that purpose. Tayfur et al. in [11] compare the estimation 
of water pressure computed with a finite element model and 
with a multilayered perceptron (MLP) model ANN, 
concluding that the MLP is as functional as the finite 
element model. Ahmadi-Nedushan et al. in [12] develop a 
MLP for forecasting displacements of plumblines installed 
in a concrete gravity dam. Mata in [13] shows a comparison 
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between multiple linear regression and multilayered 
perceptron ANN models for the prediction of horizontal 
displacements recorded by a pendulum in an arch-gravity 
dam, with the results showing ANN as a good tool in 
assessment of concrete dam behavior. Miao et al. in [14] 
predict the seepage flow in an earth dam in China, using a 
multilayered perceptron ANN optimized by a genetic 
algorithm. 
The overall behavior of the ANN depends on the type of 
neurons and the way they associate with each other in a 
certain architecture. For seepage flow predictions, an ANN 
with a functional characteristic of function approximation is 
suitable. For those proposed, the MLP is chosen given that it 
is the most used ANN [15] and has been successfully used in 
the field of dam engineering. 
B. Seepage phenomenon analysis. 
The three-dimensional seepage field through a fractured rock 
mass is governed by the hydraulic conductivity of the 
medium where water flows, by the hydraulic head and by the 
sources or sinks present in the medium. Seepage also 
depends on other variables, such as the rock mass stress state 
[16].  
The seepage in a rock mass modifies the stress and stress 
influences the seepage, as the phenomena are coupled. Two 
mediums characterize the rock mass: the generalized rock 
matrix and the connecting fracture network, with different 
equations that govern the relationships between each field. In 
the generalized rock matrix, the seepage applies a pressure pr 
and a seepage body force f. Each action influences stress in 
rock mass and can be computed by Eq. (1), 
f
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in which H is the hydraulic head; z the height relative to the 
plane of reference; ߛ , the specific weight of water and Jf the 
gradient of hydraulic head along the flow.  
The stress ijσ changes the volumetric strain Vε and the 
porosity n of the rock mass. As a result, the hydraulic 
conductivity Kr varies and, as a consequence, seepage flow.  
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In the connecting fracture network, seepage applies the 
pressure pf and the tangent hauling force tw on the fracture 
walls to influence stress in rock mass. Eq. (3) govern each 
action. 
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Nevertheless, stress changes the apertures of fractures b, 
which affects the hydraulic conductivity of fractures Kf, 
which also influences seepage field. 
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 Seepage and stress are coupled phenomena. A change in the 
stress field modifies the seepage field and this, in turn, 
influences the stress field. For this reason, seepage flow 
prediction models are required such phenomena into 
account.  
III. METHODOLOGY 
ANN model design involves selection of the most suitable 
variables and to determination of its architecture. For 
calibrating the model, real data are needed. In this research 
the data was captured from a test case: La Baells Dam. The 
validation of the model is performed through the use of data 
not implied in the calibration process. Furthermore, the 
predictions of the ANN model are compared with those 
provided by the statistical model that supports the 
interpretation of the monitoring data at this dam.  
A. The case study and statistical model 
La Baells Dam is a doubled-arch dam located on the 
Llobregat River, in the province of Barcelona. It has a 
maximum height of 102m, a crest length of 403m, and a 
total reservoir volume of 115hm3 which supplies water to 
urban areas. Its thickness varies from 20.1m at the base to 
4m at the crest. The drainage basin area is 535km2, and the 
design flood peak discharge is 650m3/s. The dam site is 
composed of alternating layers of puddingstone and 
sandstone. The position of the layers is vertical, 
perpendicular to the riverbed. The puddingstone layers are 
composed of a mixture of limestone, granite and quartzite, 
with rounded grains with an average size of 10cm and 
matrix formed by quadrune.  
 
Fig. 1.  ketck of La Baells Dam. 
 
 
 
Seepage control is fulfilled by 125 drainage boreholes with 
six reading points composed of calibrated containers. The 
measurement point chosen for modeling, denominated 
AFMD550, collects water from the gallery situated in the 
right abutment at an elevation of 550m (Fig. 1). A statistical 
seepage flow rate model supports the interpretation of its 
measurements. 
This statistical model establishes a link between a group of 
variables considered as the cause of the behavior, such as 
water level in the reservoir and another group of variables 
that characterizes the structure response of the dam to these 
actions. The response is quantified by means of instruments 
installed in the dam which monitor certain parameters such 
as displacements, strains and seepage flow.  
The general expression of the statistical model used at the 
dam is formulated by Eq. (5), in which V is the response of 
the dam or variable to predict; β0, βi, βj, and βk unknown 
coefficients to determine; t, time in days; T, air temperature; 
N, water level in reservoir; fi(t) chronological time functions; 
fj(N) water level functions and fk(t,T) chronological time and 
air temperature functions. 
∑∑∑ +++= ),()()(),,( 0 TtfNftfTNtV kkjjii ββββ       (5) 
Time effects are considered by the functions presented in 
Eq. (6), where time is measured in days since the beginning 
of the analysis. 
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The effects of water level are usually represented by a 
polynomial functions, Eq. (7). 
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The effects of temperature is taken into account by a linear 
combination of sinusoidal functions which depends on the 
day of the year, Eq. (8), where d is equal to 365/2 tπ . It is 
assumed that thermal effects can be represented by the sum 
of sinusoidal functions instead of using temperature 
measurements [13]. 
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Unknown parameters β are estimated by the least-squares 
method by means of chronological series of recorded data. It 
should be noted that not all available data are used to fit the 
model and that the unknown parameters are calculated using 
a subset of the data termed the fit set. The remaining data, 
called validation set, assess the model by comparing its 
output with the real response of the dam in terms of the 
statistical error test root-mean-square error (RMSE). Table 1 
lists the main results of the flow rate statistic model of the 
selected reading point. RMSE is computed with Eq. (9), in 
which *jδ is the prediction of the j measurement of the 
variable δ ; jδ , the j measurement of the variable to be 
predicted and NM, the number of measurements. 
∑
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Available recorded data are plotted in the Fig. 2. From the 
top to the bottom they represent the following: water level in 
the reservoir, air temperature and seepage flow at the 
selected measurement point. The three variables were 
measured on 713 different days. 
B. Variables that influence seepage phenomenon 
Seepage flow is related to the hydraulic head and the 
hydraulic conductivity of the medium. Temperature, stress 
and partial derivates of the temperature and hydraulic head 
with respect to time also influence the seepage flow rate. 
These partial derivates represent the speed at which rock 
mass temperature and stress change. 
The hydraulic head varies with the water level in the 
reservoir. The temperature field of the dam is affected by the 
rock mass temperature and water temperature, and in turn  
both are influenced by the air temperature. Consequently, 
the temperature can be characterized in the origin with the 
variable air temperature. The stress field varies with the 
hydraulic head and with the temperature. As a result air 
temperature and water level in the reservoir  are considered 
the most suitable variables to characterize the stress and 
temperature. The speed at which rock mass temperature and 
stress change is quantified by simple moving averages of the 
previous variables, T and N. Initially, the chosen periods are 
15, 30, 45, 60, 75 and 90 days for the variable temperature, 
and seven, 15, 21, 30 and 45 for the water level. The best 
inputs to the ANN are selected during the training, as 
explained in the following section.  
Fig. 2. Available chronological series of data. 
TABLE I 
RESULTS OF THE SEEPAGE FLOW STATISTIC MODEL 
 Fit set (S1) Validation set (S2) 
Number of data 608 412 
RMSE (L/min) 2.9 2.3 
 
 
 
C. Design of the artificial neural network model 
The MLP used in this research has one hidden layer with a 
tangent sigmoid activation function and one output node 
whose layer function is linear. Output variable is the seepage 
flow. However, the best input variables are initially 
unknown. In a first instance, the input set includes the 
variables T, the 15, 30, 45, 60, 75 and 90 days simple 
moving average of T, N and the  seven, 15, 21, 30 and 45 
days simple moving average of N. The most suitable input 
variables and the MLP architecture is determined by a 
backward elimination algorithm whose steps are illustrated 
in Fig. 3. The relative importance of an input variable is 
determined by a sensitivity analysis. The algorithm is 
performed as follows. 
In the first step, the available data in the input set are linearly 
normalized within the range [-1,1]. Subsequently, the data 
are divided into two sets. The first one, termed training set or 
D1, is used for training the network and contains 68% of 
data (425 measurements). The second set, called validation 
set or D2, is employed for evaluating the prediction of the 
trained ANN and stores 32% of data (288 measurements). 
The ratio between the sets is the same as that of the 
statistical model. 
In the second step, the optimal MLP architecture for the 
given set of input variables is determined. In the first 
realization of the algorithm all the variables in the input set 
are considered as inputs. Given the inputs, the MLP 
architecture is defined by the number of hidden neurons, 
though there is no general rule for computing that number 
[3]. A trial-and-error procedure changing the number of 
hidden units is carried out. The number of hidden nodes is 
kept to a maximum of twice the number of inputs plus one 
[17]. The ANNs are trained by means of the Levenberg-
Marquardt algorithm and, in order to avoid overfitting and 
poor generalization, the early stopped method is employed 
[18]. The network that has the best performance in terms of 
minimum mean squared error is selected as the optimal for 
the considered inputs and it is stored.  
In the third step, the MLP previously obtained is subjected to 
a sensitivity analysis in order to eliminate the most 
unimportant input variable. This is performed by means of 
the Jacobian matrix defined in Eq. (10), where Sik is the 
sensitivity of the output yk due to changes in the input xi, 
f'(netk) and f'(netj) are, respectively, the derivative of the 
activation function f(net) taken at the kth 
 
output neuron and 
jth
 
input neuron, wij is the connection weight between the 
input neuron i and the hidden neuron j, vjk is the connection 
weight between the hidden neuron j and the output neuron k 
and J is the number of hidden neurons. The greater the value 
of Sik, the more influence there is of the input variable xi 
over the output yk.  
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The influence of the inputs over the output k is measured by 
the mean square average sensitivities [19], Sik,avg, that 
represent an overall sensitivity of each input variable over 
the outputs. The input with the lesser value of sensitivity will 
be assumed to be unnecessary and will be remove from the 
input set. Should there be input variables, the process returns 
to step 2 in order to determine the optimal MLP architecture 
for the new input set, otherwise, to the final step 4.  
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Once there is only one input variable and its MLP 
architecture has been determined, a model among those 
stored in each iteration is selected in the fourth step. There 
will be as many models as initial input variables, with 
different input variables and number of hidden neurons. The 
network with the best performance in terms of minimum 
mean squared error is chosen as the final model.  
IV. RESULTS 
A. Artificial neural network model 
The final model selected in the fourth step of the 
methodology has one hidden layer with four neurons. The 
input variables are the water level in the reservoir and the 
seven- and 30-day period moving average of the water level. 
Table 2 lists the root mean-square errors of the ANN 
seepage flow rate predictions. The predictions are compared 
with the measured data in Fig. 4.  
 
Fig. 3. Flow chart of methodology. 
TABLE II 
RESULTS OF THE SEEPAGE FLOW ANN MODEL 
 Fit set (S1) Validation set (S2) 
Number of data 425 288 
RMSE (l/min) 2.7 1.3
 
 
 
B. Seepage flow 
The prediction of the seepage flow in the measurement point 
AFMD550 under several situations in the reservoir is 
computed by the developed ANN model. During a normal 
operation at La Baells reservoir, the input values of
  
Na7 and 
Na30
 
(seven and 30-day period simple moving average of the 
water level on the day a respectively) vary within the 
interval [Na-0.5,Na+0.5] and [Na-1.0,Na+1.0] respectively, 
with Na being the water level on the day a. Seepage flow is 
computed within the normal variation intervals of the two 
simple moving averages for several water levels. The result 
is plotted in the Fig. 5, which depicts typical values of 
seepage flow for various values of the water level. 
The behavior of the seepage flow is analyzed by means of 
the model. The evolution of the seepage is computed with 
the model when the water level rises between two levels, 
610 and 624 meters, with three different speeds (Fig. 6). The 
top chart represents the evolution of the water level over 
time, whereas the bottom chart the evolution of seepage. 
Four values of the water level in the reservoir are presented 
by using points. Each level is plotted three times, with each 
one corresponding to a different rising speed. The following 
can be observed: 
• For a certain water level in the reservoir, between the 
values 610 and 624 meters, a higher value of the 
speed of the water level rise involves a higher value 
of the seepage flow.  
• There is a peak of seepage flow at the moment the 
rise of the water finishes. After that peak, the 
seepage flow falls to a steady state value that is 
independent from the rising velocity. If the rising 
velocity is higher, the flow value of the peak is 
higher.  
• An increment of the water level involves an 
increment of the seepage flow and vice versa. 
In order to check the plausibility of the behavior described 
by the ANNs, an episode of level change is identified in the 
recorded monitoring data. A sound example is found 
between February 2002 and the same month in 2003, with 
approximate level steps at 614.5, 621.0 and 627.0 (Fig. 7). 
The peaks predicted by the ANN model are observed in the 
recorded data with good agreement between both.  
Fig. 8 shows the evolution of the seepage, furnished by the 
model, when the water level falls between 624 and 610 
meters, with three different velocities. The following can be 
observed: 
• For a certain water level in the reservoir between the 
values 624 and 610 meters, as the speed of the level 
falling was higher, the seepage flow was also 
higher. 
• A decrement of the water level involves a decrement 
of the seepage flow and vice versa.  
Fig. 4. ANN prediction vs measured data. 
 
Fig. 5. Seepage flow. 
Fig. 6. Seepage flow evolution during a rise of the water level. 
 
Fig. 7. Measured and computed seepage flow evolution during a period. 
 
 
 
V. DISCUSSION 
A. Temperature effect 
A double influence of the temperature on seepage should be 
expected: a) a direct influence on the geometry of the rock 
fissures due to thermal dilation and contraction and on water 
viscosity and, b) an indirect influence through the effect on 
dam stress and deformation that affects the load transmitted 
to the foundation and hence to the aperture degree of the 
rock joints. However, no influence of temperature was 
detected. This has two different but complementary 
explanations. First, the effect of temperature on seepage 
could be easily smaller than the accuracy of the 
measurement instruments. In addition, points located three 
meters below the ground surface, though above a depth of 10 
to 20m (depending upon latitude), undergo annual or 
seasonal temperature cycles [1]. As the analyzed zone is 
42m below the dam crest, it is reasonable to expect no 
influence of temperature.  
B. Inertia effects produced by water level change 
The rise of the water level implies an increase of the 
hydraulic head and gradient. It involves an increment of the 
measured seepage flow. Moreover, the detected inertia effect 
and hysteresis influence the seepage flow and are not simple 
to analyze and explain.  
According to the results obtained, the seepage flow 
measured at any day depends on three significant variables: 
the water level on the given day and the moving average of 
seven and 30-day periods. It is remarkable that the moving 
average of period 15 days was qualified as insignificant, 
while the seven and 30-day periods were considered 
significant. This seems to express the inertia effect of two 
different physical phenomena, one of them more delayed in 
time corresponding to the 30-day period, and another with a 
quicker but not immediate response.  
In fact, two types of changes are present when water level 
changes: a) the geometry of the joint system changes as a 
consequence of the load of the water and the dam on the 
foundation, and as an effect of the change of the pressure of 
the water inside the rock joints and b) there is a change in 
the flow network. These geometric and hydraulic changes 
are not independent, though a rather different inertia should 
be expected for such changes. In addition, from Fig. 6 to Fig. 
8 or Table 3 and Table 4, it is clear that the behavior is rather 
different in the cases of rising and falling water levels. This 
would suggest that a hysteresis phenomenon is present. 
C. Rising water level 
An increment of water level in the reservoir implies changes 
in certain variables, which are sketched in Fig. 9 where the 
upward-pointing arrows symbolize increases and the 
downward-pointing arrows decreases. When the water level 
rises, the hydraulic head increases. Due to the new value of 
the level, the loads transmitted by the dam to the abutments 
increase and the stress of the rock mass, the hydraulic 
gradient and the water pressure also rise. An increment of 
the hydraulic gradient involves a higher value of the seepage 
flow.  
In addition, an increment of the water pressure forces the 
joints to open, which increases the hydraulic conductivity of 
the joints with an accompanying increase in  seepage flow. 
However, a rise of stress σ implies a decrease of the values 
of certain rock mass features: the volumetric strain, the 
porosity and the aperture of fractures. These changes reduce 
the global hydraulic conductivity of the rock mass. Hence, 
the stress increase involves a decrease in the seepage flow. 
The effect of the increase of the hydraulic gradient and the 
stress of the rock mass are opposite. It was observed that a 
higher water level in the reservoir involves a higher seepage 
flow. The effect of the hydraulic gradient prevails on the 
effect of the stress.  
A rise of the water level between the values N0 and Nf will 
now be analyzed and discussed (Fig. 10). Consideration 
should be given to the three following hydraulic phases:  
 
Fig. 8. Measured Seepage flow progress during a fall of the water level 
computed by ANNs. Water level sinking. 
TABLE III 
SEEPAGE FLOW COMPUYED BY ANNS MODEL. WATER LEVEL 
RISING 
Water level (m) Velocity of rising (m/day) 
Seepage flow 
(l/min) 
614 0.156 2.31 
614 0.117 2.22
614 0.093 2.19 
618 0.156 2.76 
618 0.117 2.62 
618 0.093 2.55 
622 0.156 3.93 
622 0.117 3.68 
622 0.093 3.58 
624 0.156 5.25 
624 0.117 4.95 
624 0.093 4.83 
 
Fig. 9. Sketch of the relation between rising water level and seepage 
flow. 
 
 
 
 
• The initial steady state when the hydraulic head, the 
stress and the rock mass features do not vary 
because the water level is constant over time, with a 
value No. 
• The transition state when N increase over time. 
• The final steady state when the hydraulic head, stress 
and rock mass features return to a constant value 
again. It should be noted that this phase starts a 
long time after the water level has reached the 
maximum value and maintains constant.  
As seen in Fig. 6, for a given value of N, a higher value of 
the speed of level rising involves a higher seepage flow. 
Such behavior can be explained in terms of a change in 
velocity of rock geometry configuration. This would involve 
consideration of an instant t within the transitional state 
illustrated in Fig. 10 with a water level Nt. If the evolution of 
the geometry configuration is slower than the evolution of 
the water level, the aperture of the joints and the volumetric 
strain at time t are higher than that corresponding to the 
steady state for the water level Nt. As a result, the seepage 
flow will be higher too. Due to this phenomenon, a peak in 
Fig. 6 appears when the water level reaches the final value of 
624m.  
D. Falling water level 
It is clear that a steady lower level implies a lower seepage 
flow. However, during the transitional state where water 
level falls from a higher to a lower value, seepage flow also 
depends on the level decrease velocity. This phenomenon is 
shown in Fig. 8, where three level decrease velocities are 
simulated by using the ANN model. It can be observed in 
the picture that for a given water level, seepage flow grows 
as the velocity of the level decrease velocity rises. This 
phenomenon can be checked for three levels: 622, 618 and 
614m. In addition, the effect of level decrease velocity is 
more relevant for the higher level (622m) and becomes less 
important as the considered level is lower.  
It should noted, however, that such a consideration should be 
treated with care. Given that the reservoir stores water for 
supplying urban areas, the demand is fairly constant 
throughout the year, though with a peak in the summer. This 
involves a narrow variation of the level decrease velocities, 
which is partly because the stored volume in the reservoir 
per unit of water level decreases with the latter variable. 
Hence, for a constant demand, the decrease velocity rises as 
the level decreases.  
VI. CONCLUSIONS 
In this paper an artificial neural network type multilayered 
perceptron is employed for predicting seepage through an 
arch dam foundation. The network is trained with measured 
data (over a period of 28 years). Flow rates computed by the 
multilayered perceptron agree with the observed data. The 
performance of the model is evaluated in terms of the 
statistical error test root mean-square error. This is lower 
than the traditional statistical models that currently support 
the interpretation of the recorded data. The root mean-square 
errors of the neural model are 2.7 and 1.3 l/min for the 
training and validation set, respectively, against 2.9 and 
2.3l/min of the statistical model.  
The artificial neural network model is trained initially with a 
set of input variables. By means of a sensitivity analysis, the 
non-influential inputs are detected and removed. As a result, 
it is detected that temperature has no sensitive effect on 
seepage in the test case. Such a model also serves as a tool 
for understanding the behavior of seepage in the test case. It 
is shown that seepage depends not only on water level in the 
reservoir, but also on the speed at which it changes. For a 
certain water level, a higher value of the speed of water level 
rising involves a higher seepage flow rate.  
In conclusion, artificial neural networks are emerging as a 
powerful tool for predicting and understanding seepage 
phenomenon. Their easy calibration and use allows them to 
be a practical tool in dam safety programs. After the study of 
the behavior of the seepage, several conclusions related to 
the monitoring process are reached. Changes in seepage can 
be fast, with maxima and minima. For this reason, 
continuous data acquisition is necessary, with a reading 
frequency that enables data capture for each of these 
situations.  
Data should be processed as soon as possible, in order to 
repeat the collection process if an abnormal value is 
detected. As a main conclusion, automated monitoring 
programs seem to be an appropriate choice in the exposed 
situation. With those systems, data collection and processing 
frequency can be higher and with low marginal costs.  
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