This paper is devoted to the concentration properties of product probability measures μ = μ 1 ⊗ · · · ⊗ μ n , expressed in term of dimension-free functional inequalities of the form . A main application of the functional inequalities obtained here is optimal deviations inequalities for suprema of sums of independent random variables. As example, we also derive classical deviations bounds for the one-dimensional bin packing problem. © 2006 Elsevier Masson SAS. All rights reserved.
Introduction to the main theorems
The concentration of measure phenomenon on product spaces has been widely investigated by M. Talagrand in [29] [30] [31] . In these papers, a large variety of powerful dimension-free concentration inequalities are obtained by induction over the dimension of the product space. Consider a probability space (E 1 , E 1 , μ 1 ) and its product E = E n 1 , μ = μ ⊗n 1 . The basic idea of concentration is that if the measure of a subset A ⊂ E is not too small (μ(A) 1/2) then most of the points x ∈ E are "close" to A. Talagrand expressed it in the following form: for a given "distance" f (x, A) between x and A one has
where K is a non-negative constant. If μ(A) is not too small, using Chebyshev inequality, it follows that the set of elements x ∈ E which are "far" from A is of small measure, since for t 0,
The main issue here is to define an interesting notion of "closeness". The results of the present paper are connected with the distances associated to the so-called convex hull approach from [29] and [30] . We obtain refinements of Talagrand's results by extending the so-called infimum-convolution description of concentration introduced by Maurey [21] (see also [5] ). One of the main motivation for these investigations is to provide new optimal deviation bounds for suprema of sums of random variables (see Section 3). Our approach has some of its origins in the so-called "convex property (τ )" of [21] (see also [27] ). It is a variant of Maurey's "property (τ )". This property was studied by several authors in connection with concentration properties of log-concave measures, as the Gaussian and the exponential measure (see [21, 5, 4, 28] ). The "convex property (τ )" is a dimension-free functional inequality which is valid for every product measure μ := μ 1 ⊗ · · · ⊗ μ n , when each μ i is a probability measure on a normed vector space (F i , · ) supported by a set of diameter less than one. Maurey's result states: for every convex measurable function f on the product space F := n i=1 F i , e Qf dμ e −f dμ 1.
Here, Q is the infimum-convolution operator associated to the quadratic cost function C:
with C(z) := 1 4 n i=1 z i 2 , z = (z 1 , . . . , z n ) ∈ F. We define Q α , a first variant of the operator Q, which is suitable for some abstract probabilistic situation where metric structure is not a priori provided. Thus, we extend the "convex property (τ )" from product Banach spaces to any product probability spaces (E, E) = n i=1 (E i , E i ). For further measurability considerations, we assume that every singleton {x i }, x i ∈ E i , belongs to the σ -field E i . Let μ = μ 1 ⊗ · · · ⊗ μ n be a product probability measure on (E, E). We establish that for every parameter α ∈ (0, 1), and for every bounded measurable function f on E one has e αQ α f dμ 
This first result is a consequence of a transportation inequality presented further in the introduction (see Theorem 1.2). We observe that (3) will still holds when α equal 0 or 1: when α goes to 1, (3) provides log e
and when α goes to 0, it yields log e −f dμ Q 0 f dμ.
In order to define Q α , we introduce some notations. For a given measurable space (F, F), let P(F ) be the set of probability measures on F and T (F ) be the set of all transition probabilities from (F, F) to (F, F). For every ζ (1) ∈ P(F ) and p ∈ T (F ), we define ζ (1) p ∈ P(F × F ) and ζ (1) p ∈ P(F ) as follows: for B ∈ F ⊗ F , ζ (1) 
and for A 2 ∈ F ,
ζ (1) and ζ (1) p are the marginals of ζ (1) p. We say that p transports ζ (1) on ζ (2) if ζ (2) = ζ (1) p, and we denote by T (ζ (1) , ζ (2) ) the set of all transition probabilities that transport ζ (1) on ζ (2) . We define a cost function c α , α ∈ (0, 1):
and c α ( ) := +∞ if > 1. The family of function c α , 0 < α < 1, dominates the usual quadratic cost function:
where the infimum is taken over all transition probabilities p in T (E) that can be written as
where p i (·, ·|y i−1 ) ∈ T (E i ) and
with λ i being a measurable function on i−1 j =1 (E j , E j ) satisfying 0 λ i (y i−1 ) 1, and ν i being a probability measure on E i absolutely continuous with respect to μ i (μ i ν i ), for which ν i ({x i }) = 0. Actually p i (x i , ·|y i−1 ) is a convex combination of ν i and the Dirac measure at point x i . Choosing p i (x i , dy i |y i−1 ) = δ x i (dy i ) for all 1 i n in the definition (6), we observe that Q α f f .
For a better understanding, let us consider the one-dimensional definition of Q α : for n = 1,
Comparing this definition with the usual definition (2), we see that f (y) has been replaced by f (y)p(x, dy), and the cost C(x − y) by c α ( 1 x =y p(x, dy)), the cost to pay to move from the initial position x. This cost only depends on the probability 1 − λ to move from x and is independent of the way to move from x given by ν. A second result of this paper is a functional inequality of the form (3) with a new operator R α for which the cost term depends on both (1 − λ) and the measure ν. More precisely, in dimension one, we set for every x ∈ E,
and in dimension n we set
where the infimum is taken over all transition probabilities p in T (E) such that (7) and (8) hold. The function d α is defined by its convex Legendre-transform
We notice that d α ( ) is equivalent to 2 /2 at zero. One has 
The proof of Theorem 1.1 is obtained by induction over n. A similar method works for (3). However, as already mentioned, we deduce (3) from the transportation type inequality (14) below. Let us recall the definition of the relative entropy of a measure ν with respect to a measure μ with density dν/dμ:
We define a pseudo-distance C α between probability measures: for ζ (1) , ζ (2) ∈ P(E): (1) , ζ (2) := inf p∈T (ζ (1) ,ζ (2) )
where the infimum runs over all p in T (ζ (1) , ζ (2) ) satisfying (7) and (8).
Theorem 1.2.
For every ζ (1) and ζ (2) in P(E) absolutely continuous with respect to μ, one has
The connection between (3) and (14) is obtained following the lines of [4] . We easily check that
C α ζ (1) , ζ (2) .
Then (3) follows by applying Theorem 1.2 and by choosing ζ (1) and ζ (2) with respective densities dζ (1) dμ = e αQ α f e αQ α f dμ and dζ (2) 
Remarks.
1. Theorem 1.2 improves the transportation inequality of Marton for contracting Markov chains (see [19] ), when we restrict the study to product probability measures. Marton introduces a distanced 2 defined by
p∈T (ζ (1) ,ζ (2) 
Since c α ( ) 2 /2, 0, one has n(d 2 (ζ (1) , ζ (2) )) 2 2C α (ζ (1) , ζ (2) ). Then, Marton's inequality follows by optimizing over α in (14) .
2. A first byproduct of (3) and Theorem 1.1 is Talagrand's concentration inequalities of the form (1) . By monotone convergence, we extend (3) to any real measurable function f on E satisfying e −(1−α)f dμ < ∞. Then by adopting the convention (+∞) × 0 1, (3) is extended to all f taking values in R ∪ {+∞}, for which e −(1−α)f dμ < ∞ holds. For every measurable set A ∈ E, let φ A (x) := 0 if x ∈ A and φ A (x) := +∞ otherwise. Then, for every x ∈ E, one has 
The same argument with the functional inequality (13) gives
For the careful reader of [30] , this new result improves Theorem 4.2 of [30] and Theorem 1 of [22] .
A simple procedure to reach deviation tails for a given function f is the following. If f is sufficiently "regular", Q α f or R α f can be estimated from below, and (3) or (13) provide bounds for the Laplace transform of f . With the operator Q α , the regularity of f is given by the "best" non-negative measurable functions
On the right-hand side, the weighted Hamming distance measures how far f (x) is from f (y). Let c * α be the Legendretransform of c α . If (16) holds, then
Actually, the "best" functions h i 's minimize the quantity
. Similarly, with R α , the regularity of f is given by the "best"
This implies:
and the "best" h i 's minimize the quantity
. At the beginning of Section 3, we show how to derive deviation tails from (3) and (17) when f represents a supremum of sum of non-negative random variables (see Corollary 3.3) . This is a generic simple example. Then, as a main application of this paper, the same procedure with (13) and (19) provides deviation's bounds when the variables of the sums are not necessarily non-negative (see Corollaries 3.5 and 3.6). In this matter, the entropy method (developed by [11, 1] ) has been first used by Ledoux [15] and then by several authors to improve the results by Talagrand, and to reach optimal constants (see [7, 8, 6, 9, 10, 13, 14, 16, 20, 25, 26] ). The entropy method is a general procedure that yields deviation inequalities from a logarithmic Sobolev type inequality via a differential inequality on Laplace transforms. This is well known as the Herbst argument. Our approach is an alternative to the entropy method. For the suprema of empirical sums, Theorems 3.1 and 3.4 provide exponential deviations tails that improve in some way the ones obtained with the entropy method. To be complete, recall that Panchenko [23] introduced a symmetrization approach that allows to get other concentration results for suprema of empirical processes from (3).
In Section 4.1, we recover from (3) the Talagrand's deviation tails (around the mean instead of the median) for the one-dimensional bin packing problem.
Dimension-free functional inequalities for product measures
The first part of this section is devoted to the proof of Theorem 1.2, and the second part to the proof of Theorem 1.1.
A transportation type inequality
Theorem 1.2 is obtained by tensorization of the one-dimensional case. Let ζ (1) = ζ (2) be two probability measures on (E, E) with respective densities a and b with respect to μ.
For n = 1, the proof of (14) is based on the construction of an optimal transition probability p * ∈ T (ζ (1) , ζ (2) ).
with
where ζ (1) − ζ (2) TV denotes the total variation distance between ζ (1) and ζ (2) ,
is any probability measure in P(E).
Lemma 2.1. According to the above definitions, one has
and
Proof of Lemma 2.1. For any p ∈ T (ζ (1) , ζ (2) ), we consider the measure ζ := ζ (1) p, ζ ∈ P(E × E). Let denote the diagonal of E × E and ζ be the restriction of ζ to ,
Since ζ ∈ M(ζ (1) , ζ (2) ), we have ζ = cμ with c inf(a, b). Consequently, since c α is increasing on R + , we get
This lower bound is reached for p * . Indeed, setting ζ * = ζ (1) p * , from the definition (20) one has ζ * = inf(a, b)μ. The function c α satisfies for every u, v > 0,
Consequently integrating with respect to ζ (1) = aμ and using the identity
for i = 0 or 1, we get Lemma 2.1. 2
Let us now consider the n-dimensional case:
Let us first introduce some notations. For every 1 k n, let ζ (1) k denote the marginal of ζ (1) 
One has ζ (1)n = ζ (1) and a n = a. Let ζ (1) k (·|x k−1 ) denote the probability measure on (E k , E k ) with density
,
k . The same notations are still available with ζ (2) with its density b: ζ (2) (2) k . For every vectors x, y in E, let us consider a sequence of transition probabilities
k (·|y k−1 )), and ζ k is a transition probability from ( (2) k . By definition, we say that the transition probability p(x, dy) := p n (x n , dy n ) is a well-linked sequence of the transition probabilities p k , 1 k n. One has p ∈ T (ζ (1) , ζ (2) ).
To get Theorem 1.2, we define p * as a well-linked sequence of optimal transition probabilities p (2) k (·|y k−1 )) defined as in (20) . And we show that
The left-hand side of this inequality is equal to 
The proof of Theorem 1.2 is ended by integrating this inequality with respect to the coupling measure
, and then using the classical tensorization property of entropy
A dimension-free functional inequality
Theorem 1.1 is obtained by induction over the dimension n using a simple contraction argument given at the end of this section.
For n = 1, according to (10) , one has for every x in E,
where ν μ and ν({x}) = 0. Since d * α denotes the Legendre transform of d α , it follows
Therefore, Theorem 1.1 implies the next statement.
Lemma 2.2. For every bounded measurable function f ,
Actually, for n = 1, Theorem 1.1 is equivalent to this lemma. To show it, we need the following observation.
Lemma 2.3. Let f be a bounded measurable function on E. There exists a measurable functionf on E satisfyinḡ f (x) f (x) and
To simplify the notations, let · γ , γ ∈ R denote the L γ (μ)-norm. For a given function f , Lemma 2.3 ensures that there existsf for which 
Then, one has
and therefore, (21) is equivalent to 
where g is an increasing right-continuous function. We observe that d * α is the best non-negative convex function with d * α (0) = 0, satisfying such an inequality. Applying it to the test functions g u (t) := a1 (u,1] (t) with a 0 and 0 u 1, we get
When u → 0, this provides a lower bound for d * α (a) which gives exactly its definition (12) . The cost function d α is therefore optimal.
By an elementary approximation argument, we only need to prove (22) for every increasing simple function g with a finite number of values. This is obtained by induction over the number of values of the simple function g. Clearly (22) holds for constant functions g since d * α (0) = 0. Then, we apply the next induction step.
Proposition 2.4. Let g be an increasing simple function on [0, 1] that reach its maximum value on
The proof of this proposition is given in Appendix A. 2
Proof of Lemma 2.3. It suffices to find a transition probability p satisfying (9) and a functionf ,f f , for which
Since d * α is convex, the function ψ α : 
, where ν x is the probability measure with density
One has ν x ({x}) = 0. With these definitions, the left-hand side of (23) is
∈ A, the same equality holds: from the definition of f 0 , one has
Let us now present the contractivity argument that extends Theorem 1.1 to any dimension n. We sketch the induction step from n = 1 to n = 2. Then it suffices to repeat the same argument. Let μ = μ 1 ⊗ μ 2 and E = E 1 × E 2 .
We want to show that e R α f α e f −β , with β = 1 − α. From definition (11), one has for every (
We easily check that R α f = R (1) R (2) f , with for g : E i → R, i = 1, 2, (2) .
Applying Theorem 1.1 with the measure μ 1 and the function x 1 → R (2) f (x 1 , x 2 ), we get (2) .
For γ < 0, the function h → h γ , is concave on the set of positive measurable functions h (see [12] ). Therefore, by Jensen it follows that
.
Then, we apply Theorem 1.1 again with the measure μ 2 and the function x 2 → f (x 1 , x 2 ), we get e R α f α e f −β(2) −β(1) = e f −β .
Deviation inequalities for suprema of sums of independent random variables
Let F be a countable set and let (X 1,t ) t∈F , . . . , (X n,t ) t∈F be n independent processes. In this part, we state deviations inequalities for the random variable
It is enough to consider a finite set F = {1, . . . , N}. The results settled in this section then extend to any countable set by monotone convergence. One has Z = f (X), where X = ((X 1,t ) 
t∈F , . . . , (X n,t ) t∈F ) and f (x)
The condition (18) . These observations are the key point to reach deviation results for Z from (3) and Theorem 1.1 using the estimates (17) and (19) .
We first consider the sums of non-negative random variables. Applying (4) and (5) to λf , λ 0, and using the estimate (17), we get the following basic results.
Theorem 3.1. Assume X i,t 0 for every i and t, then for every
As first application of this theorem, we recover the well-known bound for the Laplace transform of Z when the X i,t 's belongs to [0, 1] (see [20] ).
Corollary 3.2. Assume X i,t ∈ [0, 1] for every i and t, then for every
Proof. For λ < 0, the above inequality is an obvious consequence of (25) . Next, for λ > 0, by convexity of the exponential function, we observe that
Then we apply inequality (24). 2
For any r ∈ (1, 2], define
When the X i,t 's are not upper-bounded, Theorem 3.1 induces the following new results.
, then one has: for any u 0,
. (27) Proof. Since e −x + x − 1 (x r /r) for x 0 and r ∈ (1, 2] , the inequality (25) implies: for any λ 0,
The inequality (27) then follows from Chebyshev inequality by optimizing over all λ 0. From the inequality (24), using x − log(1 + x) (x r /r), x 0, r ∈ ]1, 2], we also get: for any λ > 0,
Therefore, by Chebyshev inequality, for any v 0,
When Σ r is close to its mean E[Σ r ], the optimal choice for λ is given by rv
Then, the proof of (26) is complete by taking
The non-negativity of the X i,t 's is a strong restriction that can be relaxed with Theorem 1.1. Using the estimate (19), it gives: for any α ∈ (0, 1),
where (X i,t ) t∈F is an independent copy of X i = (X i,t ) t∈F and E[·|X] is the conditional expectation given X = (X 1 , . . . , X n ). By Chebyshev inequality, it follows that for every m ∈ R, v 0,
Consequently, it suffices to control the fluctuation of S 2 α,λ to derive deviation bounds for Z. For r ∈ (1, 2], we define
By a Taylor expansion, S α,λ is of order
2 V 2 as λ → 0. V 2 is a variance factor, one has
When α or β goes to zero, (28) gives the following main estimates for the Laplace transform of Z.
Theorem 3.4. For any λ 0, one has
For any random variable Y , define the ψ 1 -norm by
Corollary 3.5.
(1) If E[V r ] < ∞ for some r ∈ (1, 2] , then for any u 0,
Proof. The inequality (32) is a consequence of (30) using d * 1 (x) (x r /r), x 0, r ∈ (1, 2], and then following the proof of (26) .
Let
and therefore
Consequently, for any 0 λ < 1/M,
Finally, (33) follows using (31), applying Chebyshev inequality and then optimizing over all 0 λ < 1/M. 2
The main interest of (29) and Corollary 3.5 is that no boundedness condition are needed on the X i,t 's. If they are bounded, the results can be refined as follows. (1) Assume that X i,t M i,t , and E[(M i,t − X i,t ) 2 ] 1, for every i and t, then for any u 0,
(2) Assume that m i,t X i,t M i,t , with M i,t − m i,t = 1 for every i and t, then for any u 0,
Remarks.
1. These results extend the well-known Bennett's or Bernstein's inequalities (see [2, 3] ). These inequalities apply under the assumption of Theorem 3.6 when
, u 0, or equivalently
, u 0.
. Therefore, (35) exactly recover the above Bennett inequality. From the Cramér-Chernoff large deviation theorem, we know that d 0 is an optimal rate function, reached when Z approximates a Poisson distribution (for more details, see [20] ). In the right-hand side deviation inequality (34), since ε(u) → 0 as u → 0, the rate of deviation is optimal in the moderate deviations bandwidth, and since ε(u) → 1 as u → +∞, it is suboptimal in the large deviations bandwidth.
If m i,t X i,t M i,t with M i,t
− m i,t = 1, then by using the classical symmetrization and contraction argument of Ledoux and Talagrand (see [17] Lemma 6.3 and Theorem 4.12, see also Lemma 14 [20] ), one can show that
is often close to the maximal variance σ 2 . 3. If the X i,t 's are moreover centered and
. Therefore, the results of Corollary 3.6 are of the same nature as the recent results of Klein and Rio [14] . A basic difference is that we do not assume that the X i,t 's are centered. Moreover the proofs to reach deviation bounds from Theorem 1.1 are simple, especially for the left-hand side deviations, as regard to the entropy method used in [14] .
4. We observe that other left-hand side deviation's bounds for centered X i,t 's in (−∞, 1] were given by Klein [13] under additional moment conditions.
Proof of Corollary 3.6. If m i,t X i,t M i,t with
. Then (35) follows by Chebyshev inequality and optimizing over all λ 0. Finally, it is well known that (35) implies the Bernstein inequality.
For the right-hand side deviations, by Hölder inequality and using (30), we get for any q > 1 and 1/p + 1/q = 1
Define Then from (37) and since S 2 1,λ
For each λ > 0, let q(λ) denote the largest q 1 so that H (q) = 0 with
and by Chebyshev inequality
One has λq(λ)(q(λ)
, and therefore
λ → 0, as λ → 0, it follows that λq(λ) → 0 as λ → 0, and we easily check that λq(λ) → +∞ as λ → +∞. Consequently, for any u 0 there exists λ u such that
Hence,
The proof of (34) ends by choosing λ = λ u in (39). Then the Bernstein inequality easily follows. 2
The one-dimensional bin packing problem
The one-dimensional bin packing problem can be described as follows: given a finite collection of independent random weights X 1 , . . . , X n and a collection of identical bins with capacity C (which exceeds the largest of the weights), what is the minimum number of bins N = N(X) (X = {X i , 1 i n}) into which the weights can be placed without exceeding the bin capacity C. To simplify we choose C = 1 so that 0 X i 1, 1 i n.
Observe that for u > n − 1, P(|N − E[N]| 1 + u) = 0 and one early result [24] , using martingales approach, is
Therefore, the variance factor E[Σ 2 ] improves the factor n for u E[Σ 2 ]. Obviously, the sum of the variance of the X i 's is expected instead of E[Σ 2 ]. Up to constants, our result is Talagrand's Theorem 6.1 [29] , where the mean is replaced by a median of N . Talagrand's inequality with the median is a consequence of (15). Lugosi [18] also obtains these inequalities from the entropy method, by first recovering some Talagrand's convex distance inequalities (see [18] ).
Proof. We first show that for any x = {x 1 , . . . , x n }, y = {y 1 , . . . , y n },
To see this, observe that
where · denotes the integer part), since among 2 n i=1 x i 1 x i =y i bins, at least one of them is half-empty. Then, we deduce that for any x = {x 1 , . . . , x n }, λ 0,
Following the lines of the proof of (27), we get (41). For the proof of (40), inequality (3) for α = 1 combined with Cauchy-Schwarz inequality implies 
