Transient Dynamics in Neural Networks by Schaffer, Evan Shuman
Transient Dynamics in Neural Networks
Evan Shuman Schaffer
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy
under the Executive Committee







Transient Dynamics in Neural Networks
Evan S. Schaffer
The motivation for this thesis is to devise a simple model of transient dynamics
in neural networks. Neural circuits are capable of performing many computations
without reaching an equilibrium, but instead through transient changes in activ-
ity. Thus, having a good model for transient activity is important. In particular,
this thesis focuses on a firing-rate description of neural activity. Firing rates offer a
convenient simplification of neural activity, and have been shown experimentally to
convey information about stimuli and behavior.
This work begins by review the philosophy of modeling firing rates, as well as
the problems that go with it. It examines traditional approaches to modeling firing
rates, and in particular how common assumptions lead to a model that fails to capture
transient dynamics.
Chapter 2 applies a traditional model of firing rates in order to gain insight
into properties of cortical circuitry. In collaboration with the lab of David Ferster at
Northwestern University, we found that surround suppression in cat primary visual
cortex is mediated by a withdrawal of excitation in the cortical circuit. In theoretical
work, we find that this behavior can only arise if excitatory recurrence alone is strong
enough to destabilize visual responses but feedback inhibition maintains stability.
Chapter 3 reviews concepts and literature related to the dynamics of large net-
works of spiking neurons. Population density approaches are common for describing
the dynamics of networks of spiking neurons. These approaches allow for a rigorous
approach to relate the dynamics of individual neurons to the population firing rate.
Chapter 4 explores a method for accurately approximating the firing-rate dy-
namics of a population of spiking neurons. We describe the population by the prob-
ability density of membrane potentials, so the dynamics are governed by a Fokker-
Planck equation. Using a spiking model with periodic boundary conditions, we write
the Fokker-Planck dynamics in a Fourier basis. We find that the lowest Fourier modes
dominate the dynamics.
Chapter 5 presents a novel rate model that successfully captures synchronous
dynamics. As in the previous chapter, we invoke an approximation to the dynamics
of a population of spiking neurons in order to develop a firing-rate model. Our ap-
proach derives from an eigenfunction expansion of a Fokker-Planck equation, which
is a common approach to solving such problems. We find that a very simple approx-
imation turns out to be surprisingly accurate. This approximation allows us to write
a closed-form expression for the firing rate that resembles the equations for a damped
harmonic oscillator.
Finally, chapter 6 uses the formalism derived in the previous chapter to analyze
activity in a large randomly-connected network of neurons. Comparing this large
spiking network to a network of two coupled rate units, we find that the firing rate
network gives a good approximation to the time-varying activity of a spiking network
across a wide range of parameters. Perhaps most surprisingly, we also find that the
rate network can approximate the phase diagram of the spiking network, predicting
the bifurcation line between synchronous and asynchronous states.
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“It can scarcely be denied that the supreme goal of all theory is to make the
irreducible basic elements as simple and as few as possible without having
to surrender the adequate representation of a single datum of experience.”
Albert Einstein, “”On the Method of Theoretical Physics,” The Herbert





Neurons experience inputs that are in constant flux. Inputs to primary sensory neu-
rons change with the external environment, and changes in the activity of sensory
neurons affect other neurons downstream. Thus, neural circuits must perform many
computations without reaching an equilibrium, but instead through transient changes
in activity.
This thesis focuses on a firing-rate description of transient dynamics in neural
activity. Firing rates offer a convenient simplification of neural activity, and have
been shown experimentally to convey information about stimuli and behavior. In
this introductory chapter, we will first provide a motivation for seeking a simple
description of neural activity. We will then discuss the utility of population firing rates
both in an experimental and in a modeling context. Next, we examine traditional
approaches to modeling firing rates, and in particular how common assumptions lead
to a model that fails to capture transient dynamics. Finally, we identify interesting
transient dynamics in real neurons. Designing a firing-rate model that captures these
transient dynamics is the goal of much of this thesis.
1.1. Modeling the brain: seeking simpler descriptions of a complex network 2
1.1 Modeling the brain: seeking simpler descrip-
tions of a complex network
The nervous system is fantastically complicated on many scales, ranging from the
molecular to the cognitive. Somewhere in the middle lies the description of the brain
as a large network. Even on this scale alone, the brain is impressively intricate.
Locally, each neuron connects to many, often tens of thousands, of others. These
local networks are interconnected to form brain regions, which in turn are connected
to guide the flow of information through the brain.
If the goal of science more generally is to distill a complicated system down to
its most pertinent details, the critical question is which details actually matter. In
the context of a network-level approach to neuroscience, important questions exist
both with respect to network connectivity and with respect to the way that individ-
ual neurons communicate. Most neurons communicate by way of action potentials
(“spikes”), sharp changes in intracellular membrane potential that lead to neurotrans-
mitter release, and conductance changes in postsynaptic cells. Many issues could be
relevant to understanding the flow of information between neurons. Does the relative
timing of spikes matter? Does it matter what other cell the spike came from? What
about the spatial location of the input on the dendritic arbor?
The focus of this thesis is temporal dynamics of network activity. We ask the
following question: Given a temporal pattern of action potentials (a “spike train”),
on what timescale is relevant information carried? The answer to this question is
surely dependent on which part of the brain is being considered. Two simplifying
assumptions will guide our approach.
First, in many parts of the brain, in many organisms, there appear to be neurons
with similar properties. These neurons receive similar inputs and respond similarly.
It is thus plausible that what matters is not the individual neurons, but the properties
of the population. Second, we assume that neurons are not sensitive to arbitrarily
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small differences in the time of an incoming spike. Combining these ideas allows us
to establish the concept of a time-varying population firing rate.
1.2 Population firing rates as a simplified descrip-
tion
1.2.1 Population firing rates in experiments
Dating back to the work of Adrian (1954), many studies have shown that the firing
rates of cortical neurons convey information about stimuli and behavior. A classi-
cal example is in primary visual cortex, where time-averaged firing rates scale with
stimulus contrast (Tolhurst, et al. 1983). Firing rates of neurons also tightly corre-
late with psychophysical performance (Newsome, et al. 1989, Britten, et al. 1992).
In these and many other studies, a firing-rate description appears to capture some-
thing informative about the neural dynamics. A typical cortical neuron receives
many inputs of small amplitude (Martin 2002) from functionally similar neurons
(Mountcastle 1997, Martin 2002) whose spike trains tend to be irregular (Softky &
Koch 1993, Shinomoto, et al. 1999, Compte, et al. 2003, Victor & Purpura 1996). As
a result, the importance of individual spikes is likely to be lower in cortex than in
smaller systems. It is therefore not surprising to find that a probabilistic description
of the activity, such as a firing rate, can carry information in cortex.
1.2.2 Modeling firing-rate dynamics
A firing-rate description of neural data is appealing because it is much simpler than
the full raster of spikes from which it was derived. In much the same spirit, firing-rate
models are useful, because when appropriate, they provide a much simpler description
of the dynamics than would a large network of spiking model neurons.
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Traditional firing-rate models have been defined heuristically, assuming a non-
linear function F(I) relating the input current to the steady-state firing rate, and
describing the rate dynamics with a first-order differential equation dictating the re-
laxation of the rate toward a steady-state (Wilson & Cowan 1972, Hopfield 1984).
Such models presuppose that firing rates have one intrinsic timescale (Wilson &




= −r + F(I) , (1.2.1)
where we define r∞ ≡ F(I) as the steady-state firing rate, equivalent to the input-
output function. By intuitive reasoning, F(I) is usually taken to be a sigmoid func-
tion, to capture the basic properties of rectification at low input and saturation at
high input.
The significance of the dynamics of this model is not entirely clear. It is often
justified with an assumption that the firing rate is “quasi-stationary”, i.e. that the
firing rate cannot change instantaneously, but obeys simple relaxation-type dynamics
near the steady state. Some authors have opted for an even simpler version of this
model, assuming that the firing rate instantaneously reaches steady state,
r = F(I) . (1.2.2)
In its simplest form, F(I) can be chosen to be the heaviside function, giving the
model studied by (Hopfield 1982, van Vreeswijk & Sompolinsky 1996, van Vreeswijk
& Sompolinsky 1998).
Although initially constructed heuristically, much attention has been given to
trying to derive a firing rate model from the approximate dynamics of a neural popula-
tion (Wilson & Cowan 1972, Ermentrout 1994, Gerstner 1995, Shriki, et al. 2003, Os-
tojic & Brunel 2011). A model of this form can be derived by a method of time
coarse-graining, whereby one approximates the neural activity x(t) of some popula-
1.2. Population firing rates as a simplified description 5







In the limit of slow synapses, this approach becomes exact, as we show in the next
section. It is not at all clear that this is an interesting limit in which to study the
dynamics, so after laying out this approach, we turn to the more general question of
when a simple rate model of the form in equation 1.2.1 might be justified.
1.2.3 Deriving the Classic rate model
The Classic rate model can be derived by assuming that synaptic filtering has a pro-
found smoothing effect on the dynamics (Ermentrout 1994, Gerstner 1995). Consider
a neuron i receiving input from many cells j with connection strength wij, and let
tkj denote the k
th spike of neuron j. For simplicity, assume that the effect of a spike
on the postsynaptic current Ii(t) is described by a decaying exponential with time











δ(t′ − tkj ) . (1.2.4)
If the synaptic time constant is sufficiently large, the effect of a spike train will be well
approximated by its moving average. This is the time coarse-graining approximation.
We thus replace the spike train of each cell
∑
k δ(t
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rj(t) = F(Ij(t)) (1.2.7)
gives a model similar to equation 1.2.1, but with a differential equation for the input
variable I(t) rather than the firing rate r(t). As a result, the time constant in 1.2.6
is the synaptic time constant, whereas in 1.2.1, it is commonly assumed that the rate
model time constant should come from the membrane time constant. This highlights
an essential ambiguity in rate models of this form.
The approach of either time coarse-graining or assuming a long time constant
has the effect of averaging out variability in activity on short timescales (Wilson &
Cowan 1972, Ermentrout 1994). If one assumes that synaptic dynamics are slow
relative to membrane potential dynamics, the effective input received by a neuron
could be constrained to satisfy the assumptions above. The assumption of very slow
synapses seems unreasonable in general, but an equivalent approximation, which is
perhaps more justified, is that firing rates change sufficiently slowly, relative to τs.
Similar results are produced by a slightly different approach (Gerstner 1995), where
the randomness is caused by noise in the input to each neuron. This leads to the
conclusion that if sufficient noise exists to smooth the dynamics to be slower than the
membrane timescale τm, a model of this form is reasonable.
Here, we have highlighted two issues with the Classic rate model that are rele-
vant to work described in this thesis. First, as just alluded to, the time constant of
the Classic rate model can be made to correspond to either the synaptic or the mem-
brane time constant, depending on one’s assumptions. In this sense, it is not entirely
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clear what one should choose for a time constant in the model. Second, and more
importantly, all the assumptions that have been used to justify this model require
that the firing rate is near its steady-state value (“quasi-stationarity”). In general,
many systems of interest have fast dynamics, and assuming quasi-stationarity is likely
to be a poor assumption, as we will see in the next section.
1.2.4 Network applications of rate models
While the justification for simple rate models remains somewhat problematic, their
simplicity has made many interesting network-level questions computationally tractable.
A simple network consisting of one excitatory and one inhibitory rate unit is of
interest as a minimal approximation to a cortical column, or perhaps a single layer of
a cortical column. This excitatory-inhibitory (“E-I”) network can exhibit a variety
of behaviors, including stable fixed points, oscillations, and bistability (Wilson &
Cowan 1972). A model of this form will be studied in Chapter 2 as a description of
primary visual cortex. We will also consider a network with this basic structure in
Chapter 6.
Large networks of rate units have also received substantial attention. A well
known example is the Hopfield network (Hopfield 1982, Hopfield 1984), introduced
as a way to represent a large number of stable memories in a distributed fashion in a
network. Large networks of rate units can also exhibit chaotic dynamics if the synaptic
coupling is made random and sufficiently strong (van Vreeswijk & Sompolinsky 1996,
van Vreeswijk & Sompolinsky 1998). Networks of this type will not be considered
in this thesis, but they are of interest for future work, and as such, are part of the
motivation for what we study in coming chapters.
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1.3 Transient dynamics and the failure of the Clas-
sic rate model
The advantage of a rate model of the form in equation 1.2.1 or 1.2.6 is simplicity, but
the requisite assumption is that fast dynamics in the firing rate either do not occur or
are unimportant. This is trivially satisfied if the input to a neural population changes
sufficiently slowly, such that effectively the firing rate is always at steady state. As
alluded to previously, this model also seems to be reasonable as a description of
neurons receiving very noisy input. Reasons for this will become clear in coming
chapters. An example of this regime is shown in figure 1.1, where the input changes
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Figure 1.1:
Noise-driven dynamics and the Classic rate model. A step in input to
a population of spiking neurons (top), where the underlying noise is large. The
Classic rate model (purple) can match the dynamics of the population (black).
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What happens when the assumptions of noise dominated or slowly-varying input
are violated? An example of the response of a population of unconnected spiking
neurons to such a stimulus is shown in figure 1.2. The stimulus (Figure 1.2A) consists
of a step, identical to every neuron, from some small value to a large value. In addition
to this input, every neuron simultaneously receives an independent realization of a
white noise process. Shortly after the step, the probability of every neuron firing is
initially very high, so the raster plot (Figure 1.2B) shows a synchronous burst. Said
another way, a rapid change in input causes an increase in spike time reliability. This
is analogous to the observation that input-driven spike-timing precision is related
to the slope of the membrane potential trajectory as it crosses threshold (Bryant &
Segundo 1976, Pillow, et al. 2005). For steeper slopes, the noise exerts less influence
on the trajectory, yielding a narrower distribution of spike times.
A potential consequence of the initial synchronous burst of firing after a large
change in input is a damped oscillation in the response that follows. This effect
can be easily understood in relation to the dynamics of an individual neuron. After
a massive burst of firing, some amount of time is required for the the membrane
potential of each neuron to return to threshold following the refractory period. When
viewed as a population firing rate (the peri-stimulus time histogram, “PSTH”) (Figure
1.2C), the synchronous burst corresponds to a sharp rise in the firing rate, followed
by oscillations damped by the noise. Oscillation in the population firing rate occurs
because every neuron fired initially, and each needs a similar amount of time for its
membrane potential to return to threshold.
Rapid changes in input, such as the examples presented here, are ubiquitous in
experimental paradigms. Numerous experimental studies have shown that large, rapid
fluctuations in the input to a neuron tend to greatly increase spike time reliability
(Bryant & Segundo 1976, Mainen & Sejnowski 1995, de Ruyter van Steveninck, et al.
1997, Nowak, et al. 1997, Hunter, et al. 1998). We next illustrate two examples from
early sensory areas, first thalamic neurons in the rat somatosensory system, and then
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ganglion cells in the primate retina. In both cases, we find dynamics similar to those






























Transient Dynamics of a neural population. (A) step input stimulus, identical to
every neuron. This stimulus is added to white noise. (B) Raster plot of 200 model neuron
spike train responses. (C) The peri-stimulus time histogram, which corresponds to the
population firing rate.
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1.3.1 Transient dynamics in the rat somatosensory system
What does a strong stimulus do in real neurons? An interesting example comes from
the rat somatosensory system. Bruno (2006) recorded responses in the somatosensory
thalamus (area VPM) in response to a fast whisker deflection. As shown in figure 1.3,
reproduced courtesy of the authors, thalamic neurons fire at a very high rate after the
rapid onset of the stimulus, followed by an undershoot and a second wave of spikes.
These dynamics are very similar to the transient synchrony we saw in a population
of model neurons in the previous section. The damping in the thalamus appears to
be large, as seen by the very broad second wave (relative to the initial synchronous
burst). With appropriately chosen parameters, model neurons used in the previous
section can qualitatively match these dynamics. The synchronous response of thala-
mic neurons to the stimulus offset, however, is an intrinsic feature of the input-output
relationship of thalamic neurons that cannot be described by such a simple model.
1.3.2 Transient dynamics in the primate retina
Having seen an example of transient synchrony in the early somatosensory system, we
now look at a similar example in the visual system. For the retina, the stimulus can
change arbitrarily quickly, depending on the external world. It has been shown by
numerous studies that retinal ganglion cells are capable of spiking with high temporal
precision in response to the onset of a stimulus (Berry & Meister 1998, Uzzell &
Chichilnisky 2004).
A study by (Pillow et al. 2005) analyzed multielectrode extracellular recordings
in vitro from macaque retina. Using a full-field flickering stimulus, the authors found
synchronous spiking responses in the retinal ganglion cells, as shown in figure 1.4,
modified with permission. The raster plot of spike train responses of many trials with
a single retinal ganglion cell is shown in Figure 1.4B. Figure 1.4C shows four magnified
sections of the rasters, with rows sorted in order of first spike within the window. This
sorting reveals bands of successive spikes and reliable inter-spike-intervals, similar to






















Transient synchrony in the rat somatosensory thalamus. (Modified from
figure S2 in Bruno (2006)). A high-velocity “ramp-and-hold” stimulus to princi-
pal whiskers evokes transient synchrony at stimulus onset and offset in the pop-
ulation PSTH of thalamic neurons responses (n = 40 cells). A damped oscil-
lation can also be seen following the initial synchronous burst at stimulus onset.
the synchronous dynamics we saw in the previous section for model neurons. In this
work, the authors also show that the observed phenomena of spike timing precision
may be accounted for by looking at the voltage slope at threshold in an Integrate-
and-Fire model in various stimulus conditions.






Responses to rapid stimuli in the primate retina. (Modified from figure 3 in
Pillow et al. (2005)). Responses of an ON retinal ganglion cell to a repeated stim-
ulus. (A) Repeated stimulus, consisting of a full-field uniform image, selected from
two intensity values, pseudorandomly flickering at 120 Hz. (B) Recorded spike trains.
Each row corresponds to the response during a single stimulus repeat; 167 repeats are
shown. (C) Magnified sections of rasters, with rows sorted in order of first spike time
within the window. The four sections shown are indicated by blue brackets in (B).
1.4 Looking ahead
The general phenomenon we illustrated in the previous section is that in response to
rapid, large changes in input, neurons often fire with high temporal precision (Mainen
& Sejnowski 1995, Berry, et al. 1997, Liu, et al. 2001, Pillow et al. 2005, Bruno 2006).
This precision is equivalent to synchronous dynamics in the firing rate of a neural
population. Transient synchrony appears to be critical to neural processing in some
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systems, particularly in early sensory areas. That being said, it remains likely that
in some systems, a sufficient amount of noise exists such that spike timing precision
is minimal.
We have illustrated the concept of synchronous dynamics by focusing on cases
where a rapid change in input occurs. In these examples, transient synchrony is
a feature of the system, which one would have to match appropriately in a good
model of the system. In other systems, however, synchrony is a pathological state.
For example, severe synchrony across large brain regions corresponds to epilepsy. A
model for healthy dynamics in one of these systems should not exhibit synchrony. In
Chapters 4 and 5, we will focus on cases much like the examples in this chapter, where
transient synchrony appears to be a feature of the system. In Chapter 6, we will study
recurrent network dynamics, where synchrony is more likely to be a pathology.
Much of the motivation for what is presented in this thesis is the observation
that networks of spiking model neurons tend to synchronize very easily. This is
problematic for studies that use Classic rate models, because Classic rate models
assume asynchrony. As a result, the way in which a Classic rate network solves a
given problem may not be reproducible in spiking networks, because the necessary
parameter values lead to pathological synchrony in the spiking network. For this
reason, designing a rate model that exhibits the right pathologies would be useful, as
a way to avoid building rate models that cannot be implemented in spiking networks.
Thus, having a rate model that can describe synchrony should be highly beneficial,
even for modeling of systems that are thought to operate in the asynchronous state.
The underlying motivation of this thesis is simplification of a mathematical
description of transient dynamics in neural networks. In Chapter 2, we focus on an
example application of rate models, where the Classic model seems to be sufficient to
give a good explanation of a phenomenon in primary visual cortex. In Chapter 3, we
review concepts and literature related to the dynamics of large networks of spiking
neurons. In Chapter 4, we study a method for accurately approximating the firing-
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rate dynamics of a population of spiking neurons. In Chapter 5, we present a novel
rate model that successfully captures synchronous dynamics. Finally, in Chapter
6, we explore the ability of this novel model to describe large networks in both a
synchronous and asynchronous regime.
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Chapter 2
A Simple Firing-Rate Model for
Primary Visual Cortex
The work described in this chapter was a collaboration with many people, whose con-
tributions I gratefully acknowledge. The theoretical and computational work described
in this chapter was done by myself and Ken Miller. This work was a collaboration
with David Ferster and his lab members Hirofumi Ozeki and Ian Finn, who conducted
all the experiments described herein.
This work was published as:
H. Ozeki, I. M. Finn, E. S. Schaffer, K. D. Miller, and D. Ferster (2009). ‘Inhibitory
Stabilization of the Cortical Network Underlies Visual Surround Suppression’. Neuron
62(4):578592.




In what regime does the cortical circuit operate? Our intracellular studies of sur-
round suppression in cat primary visual cortex (V1) provide strong evidence on this
question. Although suppression has been thought to arise from an increase in lateral
inhibition, we find that the inhibition that cells receive is reduced, not increased, by
a surround stimulus. Instead, suppression is mediated by a withdrawal of excitation.
Thalamic recordings and previous work show that these effects cannot be explained
by a withdrawal of thalamic input. We find in theoretical work that this behavior can
only arise if V1 operates as an inhibition-stabilized network (ISN), in which excitatory
recurrence alone is strong enough to destabilize visual responses but feedback inhibi-
tion maintains stability. We confirm two strong tests of this scenario experimentally,
and show through simulation that observed cell-to-cell variability in surround effects,
from facilitation to suppression, can arise naturally from variability in the ISN.
2.1 Introduction
Considerable evidence suggests that stimulus selectivity in primary sensory cortex
emerges largely from the organization of feed-forward thalamic connections (Bruno
2006, Ferster & Miller 2000, Priebe & Ferster 2008, Wilent & Contreras 2005). And
yet, anatomically, primary sensory cortex appears to be dominated by recurrent con-
nections (Binzegger 2004, Stepanyants, et al. 2008). Here, we demonstrate that the
circuitry of primary visual cortex (V1) may operate in a regime that reconciles these
two views.
Theorists have proposed several functions for recurrent cortical connections. In
attractor models of orientation selectivity in V1 (Ben-Yishai, et al. 1995, Somers,
et al. 1995), strong excitatory recurrence constrains the set of stable cortical activity
patterns (the network’s “attractors”) to a small (low-dimensional) subset of the large
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(high-dimensional) set of all possible patterns. Which one appears in response to
a stimulus is determined by a correspondingly low-dimensional subset of stimulus
features, such as orientation or spatial frequency, while all other stimulus features
are ignored. The degree to which V1 responses closely reflect feed-forward input,
however, argues against this idea (Ferster & Miller 2000, Priebe & Ferster 2008).
In a second proposal, recurrent connections strongly amplify feed-forward in-
puts so that most of the stimulus-evoked depolarization in layer 4 neurons originates
intracortically (Douglas, et al. 1995). Anatomically, thalamic inputs may constitute
only a fraction of the total synapses in layer 4 of sensory cortex (Peters & Payne 1993).
Physiological experiments suggest, however, that recurrence only modestly amplifies
(Ferster, et al. 1996, Chung & Ferster 1998) or even damps (Bruno 2006, Pinto,
et al. 2003) the thalamic drive.
In a third proposal, strong recurrent excitation and inhibition tightly balance
one another so that the net input to each neuron is only a fraction of either input alone
(van Vreeswijk & Sompolinsky 1998). This balance can explain the large variability
of cortical spiking (Shadlen & Newsome 1994) and is consistent with the balanced
changes in excitation and inhibition that may occur as activity states change (Haider,
et al. (2006), Higley & Contreras (2006), but see Waters & Helmchen (2006)).
Here, we provide evidence that during visual stimulation, cat visual cortex oper-
ates as an inhibition-stabilized network (Tsodyks, et al. 1997) or ISN. In this regime,
which includes the balanced models, excitatory recurrence is so strong as to be un-
stable if inhibition is fixed, but is stabilized by inhibitory feedback. Experimental
evidence for the ISN arises from our study of surround suppression. Although sur-
round suppression is nominally a form of lateral inhibition, intracellular recordings
failed to reveal the expected pattern of synaptic inputs. Only the ISN model can
resolve this apparent paradox.
In many cortical cells, stimuli surrounding the classical receptive field, or center,
suppress spike responses to simultaneously-presented center stimuli. The orientation
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tuning of this suppression (Cavanaugh, et al. 2002, DeAngelis, et al. 1994, Jones,
et al. 2002, Li & LI 1994, Ozeki, et al. 2004), its timing (Knierim & van Essen
1992, Smith, et al. 2006), susceptibility to adaptation (Durand, et al. 2007, Webb,
et al. 2005), and spatial extent (Angelucci, et al. 2002, Bair, et al. 2003) all suggest
that suppression originates intracortically, through local horizontal connections or
feedback from higher areas. Since these connections are largely excitatory, however,
they are typically assumed to act through local inhibitory interneurons to increase
inhibition in surround-suppressed cells.
We have found instead that surround stimuli decrease both the inhibition and
excitation received by suppressed cells. We show that these decreases cannot be
accounted for by suppression of input from the lateral geniculate nucleus (LGN), and
therefore must arise from intracortical input. How can an increase of intracortical
input to the local circuit decrease both excitation and inhibition? Previous work has
established that an ISN can lead to such a decrease (Tsodyks et al. 1997), and we show
theoretically that an ISN is the only solution to this apparent paradox. In addition,
we test and confirm two predictions of the ISN model regarding the time-course of
surround inhibition and the source of synaptic input to surround-suppressed cells.
The ISN provides a framework within which strong recurrence may be reconciled
with feed-forward models of cortical selectivity. Feed-forward inputs may determine
neuronal tuning to a center stimulus, whereas the local recurrent circuitry helps set
the gain through the balance between strong excitation and stabilizing inhibition.
This balance may in turn be modulated by stimulus context, cortical state changes,
or top-down influences.
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2.2 Experimental Methods
2.2.1 Physiological Experiments
Intracellular current-clamp recordings were made from primary visual cortex of anes-
thetized adult cats (Boudreau & Ferster 2005). Anesthesia was induced with ketamine
and maintained with sodium thiopental. Eye movements were minimized with ve-
curonium bromide, and animals artificially ventilated. All procedures were approved
by the Northwestern University Animal Care and Use Committee. Stimulus-evoked
changes in membrane conductance and its excitatory and inhibitory components were
measured by injecting steady currents of different amplitudes during repeated visual
stimulation (Anderson, et al. 2000, Boudreau & Ferster 2005). For conductance mea-
surements, Cs+ and QX-314 were introduced into the electrode to block active cur-
rents. For detailed methods, and a test of whether active currents or spiking distorted
conductance measurements, see Figure 8.6.
Drifting sinusoidal grating stimuli (4-sec duration) were presented monocularly
on a CRT monitor (Finn, et al. 2007), centered on each neuron’s minimum response
field. The receptive field center size was taken to be the largest stimulus that evoked
a strong spike response, but for which an annulus of the same inner diameter evoked
no spikes. Cells were classified as surround suppressed if mean+s.e.m. of the center-
plus-surround firing rate response was smaller than mean–s.e.m. of the center-only
response.
Spike responses were measured as the modulation (F1) component for simple
cells and as the mean (DC) component for complex cells. Cells were classified as
simple (F1/DC>1) or complex (F1/DC<1) as per (Skottun, et al. 1991). Membrane
potential and conductance responses were measured as the peak amplitude relative
to rest (DC+F1) after removing spikes from the records by a median-filter.
Steady-state surround suppression was measured using a center grating of opti-
mal size and orientation combined with annular gratings (20◦ outer diameter, varying
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orientation) extending from the edge of the center grating (Figures 2.1 and 2.2).
Transient responses to the onset of surround stimuli (Figure 2.8) were measured by
turning on the surround stimulus 500 ms after the center.
LGN recordings (Figure 2.5) were made with tungsten electrodes (A layers,
eccentricity <5◦). Center stimuli were optimal in size for the average simple cell in
the cortical population: 2◦ (or 4◦) diameter for LGN cells with receptive field centers
smaller (or larger) than 1◦. Electrical stimuli to the LGN (200 s, 0.5 mA, electrode
negative) were delivered through tungsten electrodes placed at the retinotopic location
matching the cortical recording electrode (Boudreau & Ferster 2005, Chung & Ferster
1998).
2.3 Experimental Results
2.3.1 Excitatory and Inhibitory Inputs Underlying Surround
Suppression in V1 Cells
Cortical cells were classified as surround suppressed if an increase in stimulus size
beyond the classical receptive field caused a statistically significant reduction in firing
rate. In the simple cell in Figure 2.1, a 10-fold increase in stimulus size reduced the
spike response by >80% (F1 component; Figures 2.1A and 2.1B). The underlying
reduction in membrane potential responses was much smaller (DC component, 40%;
F1 component, 30%), and like the spike responses, was selective for the orientation
of the surround stimulus. A surround stimulus oriented 90◦ from the optimal evoked
little suppression (Figure 2.1C).
To investigate the mechanisms underlying this suppression (Figure 2.2), we
measured stimulus-evoked changes in membrane conductance by injecting different
levels of steady current into the cell (Figure 2.2B). Total membrane conductance
(Figure 2.2C) was derived from the slope of the I-V relationship constructed at each
point in time, and changes in excitatory and inhibitory conductance (Figures 2.2D
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Membrane potential responses of a surround-suppressed simple cell to drift-
ing grating stimuli. (A) A grating optimal in size, orientation and spatial fre-
quency covered the classical receptive field (2◦s diameter, 2 Hz temporal frequency,
64% contrast). K+-gluconate solution in the recording pipette. Dashed line: mean
response to a blank stimulus. (B) The grating diameter was increased to cover the
receptive field surround (20◦s diameter). (C) The portion of the grating covering
the receptive field surround was rotated orthogonal to the cell’s preferred orientation.
and 2.2E) were derived from estimates of synaptic reversal potentials applied to the
membrane equation (Anderson et al. 2000). Surprisingly, the surround stimulus re-
duced total conductance – and both the excitatory and inhibitory conductance – in
an orientation-selective manner (Figure 2.2H).
Membrane potential measurements were made from 67 cortical cells; conduc-
tance measurements were made in the 34 cells that showed surround suppression in
their spike responses. For each of the 4 measures – firing rate, membrane poten-
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Figure 2.2:
Steady-state measurements of surround suppression in V1.(A) Cycle-averaged
spike responses of a simple cell to a blank stimulus, a center-only stimulus, and center-
plus-surround stimuli with 3 different surround orientations. K+-gluconate solution in the
recording pipette. (B) Cycle-averaged membrane potential responses (spikes removed) with
3 different levels of injected current. Gray traces (barely visible): membrane potential
reconstructed from conductance measurements. (C-E) Stimulus-evoked changes in total
membrane conductance and excitatory and inhibitory conductances derived from responses
in (B). Dashed lines: mean of the blank responses. (F-H) Firing rate (F1 component),
peak membrane potential (DC+F1), and peak excitatory (red) and inhibitory (blue) con-
ductances (DC+F1) vs. surround orientation (relative to center). Error bars (s.e.m.) are
barely visible. Horizontal lines: Blank and center-only responses (shading = s.e.m.).
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tial, and excitatory and inhibitory conductance – we plotted response amplitude for
center-plus-surround stimulation against that for center-only stimulation (Figure 2.3).
In each plot, the amount of surround suppression for a given cell is indicated by how
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Surround suppression across the V1 population. (A-D). Center-plus-surround re-
sponse amplitude (surround at preferred orientation) plotted against center-only response
amplitude for (A) firing rate (F1 component for 47 simple cells; DC component for 20
complex cells), (B) change in peak membrane potential, (C) change in peak excitatory con-
ductance (21 simple; 13 complex), and (D) change in peak inhibitory conductance. For
each graph, responses are measured relative to blank responses. Round and square sym-
bols: simple and complex cells; open and closed symbols: K+–based or Cs+-based/QX-314
solution in recording pipette. In (A) and (B), cyan symbols indicate cells that showed no
statistically significant suppression (17 simple, 6 complex). (E-H) Same as (A)-(D), but
with surround at the orthogonal orientation. (E) and (F), same population as (A) and (B);
(G) and (H), 14 simple and 9 complex cells.
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First, as expected from previous studies (Cavanaugh et al. 2002, DeAngelis
et al. 1994, Li & LI 1994, Ozeki et al. 2004), suppression in firing rate and membrane
potential is much greater for the iso-oriented surround (Figures 2.3A and 2.3B) than
for the cross-oriented surround (Figures 2.3E and 2.3F).
Second, as it does for many other response properties (Priebe & Ferster 2008),
including length tuning (Anderson et al. 2000), spike threshold generally amplifies
surround suppression and its sensitivity to orientation, size, and contrast in spike
responses relative to membrane potential responses (Figures 2.3A, 2.3B, 8.1). This
effect is quantified and fit to a power-law threshold nonlinearity in Figure 8.2.
Third, in surround-suppressed cells, iso-oriented surround stimulation on aver-
age caused a reduction in both excitation and inhibition (51% and 38%; Figures 2.3C
and 2.3D), rather than the increase in inhibition expected from standard models of
lateral inhibition. Excitation was reduced by >25% in 85% of surround-suppressed
cells; inhibition was reduced by >25% in 65% of such cells. These conductance mea-
surements were not likely distorted by action potentials, since similar results were
obtained when voltage-gated Na+ and K+ channels (and GABAB-mediated inhibi-
tion) were blocked with intracellular QX-314 and Cs+ (Figures 2.3C and 2.3D, closed
symbols; Figure 8.6).
Fourth, both excitation and inhibition are tuned for surround orientation (Fig-
ure 8.3), but the tuning was stronger for excitation than for inhibition. Changing
the surround from iso- to cross-orientation reduced excitatory suppression in 21 of
23 cells (one-sided binomial test, p < 0.0001); over all cells, average suppression fell
from 54% (Figure 2.3C) to 24% (Figure 2.3G) (one-sided paired t-test, p < 0.0001).
Changing the surround orientation reduced inhibitory suppression in 16 of 23 cells (p
< 0.05); average suppression fell from 42% (Figure 2.3D) to 27% (Figure 2.3H) (p <
0.06).
The standard lateral inhibition models make a critical prediction regarding the
synaptic inputs underlying surround suppression, that suppression in membrane po-
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tential is driven by, and therefore should be strongly correlated with, an increase in
inhibition. To test this prediction, we plotted suppression in membrane potential
against suppression in excitation and inhibition (Figures 2.4A and 2.4B), quantifying
suppression using a suppression index: the percentage by which the surround stimulus
decreases the response to the center stimulus (SI=1–Rcenter+surround/Rcenter). SI=0
represents no suppression; SI=1 represents complete suppression; SI>1 represents
suppression below the spontaneous level; and SI<0 represents facilitation. Using
this measure, the standard lateral inhibition models would predict that the points
in Figure 2.4B fall along a line of negative slope and intercept 0. In contrast to
this prediction, suppression in membrane potential was not at all correlated with
an increase in inhibition (Figure 2.4B, r = 0.08, p > 0.54). Instead, suppression in
membrane potential was strongly correlated with – and thus appears to be driven by
– a decrease in excitation (Figure 2.4A, r = 0.80, p < 0.00001). The lack of negative
correlation between SI of membrane potential and SI of inhibition seems surprising.
This expected correlation may be counteracted, however, by a positive correlation
in suppressed cells between suppression in excitation and suppression in inhibition
(Figure 2.7, below) that arises because a more strongly suppressive stimulus more
strongly reduces all synaptic inputs.
2.3.2 Comparison of Surround Suppression in LGN and Cor-
tex
If a decrease in excitation – rather than an increase in inhibition – drives surround
suppression, what drives the decrease in excitation? One possibility is a withdrawal
of feed-forward input from LGN cells, which themselves show surround suppression
(Bonin, et al. 2005, Jones, et al. 2000, Naito, et al. 2007, Solomon, et al. 2002, Sun,
et al. 2004). To test this possibility, we asked whether the strength, orientation
selectivity, and size tuning of surround suppression in LGN cells matches those of
cortical simple cells, which receive a substantial portion of their input from the LGN.
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Figure 2.4:
The relationship between surround suppression in membrane potential and
synaptic conductance. (A) Suppression index (SI = 1 – Rcenter+surround/Rcenter) for
membrane potential plotted against SI for excitatory conductance. Open symbols: sur-
round at preferred orientation (21 simple; 13 complex); closed symbols: surround at the
orthogonal orientation (17 simple; 6 complex). (B) Same as (A) for inhibitory conductance.
To study how LGN responses change during cortical surround suppression, it
is important to use the same stimuli in LGN and cortex. The center stimuli we
used for measuring suppression in cortical cells were, by definition, optimal in size
for these cells, and were therefore 2-3 times larger than the centers of geniculate
receptive fields at comparable retinal eccentricities (<5◦). These stimuli by themselves
generate significant surround suppression in LGN cells (Jones et al. 2000). As a
result, the surround suppression that we observed in LGN cells using center stimuli
optimized for cortex was much weaker and less orientation selective than in a previous
study using center stimuli optimized for the LGN (Naito et al. 2007). Nevertheless,
these stimuli are most appropriate for understanding the changes in thalamic input
generated during cortical surround suppression.
Spike responses were recorded from 18 LGN cells (13 X and 5 Y) using center
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stimuli at two orthogonal orientations and surround stimuli at 7 orientations relative
to the center. From these responses, we calculated normalized and average responses
across cells as a function of surround orientation (Figures 2.5A) and plotted sup-
pression indices (SI) for iso- and cross-oriented surround stimuli against one another
(Figure 2.5D). For comparison, similar plots were constructed for the membrane po-
tential and excitatory synaptic input to simple cells (Figures 2.5B and 2.5E, 2.5C and
2.5F).
None of the properties of surround suppression in the LGN matched those of
suppression in the cortex. First, the amplitude of suppression generated by an iso-
oriented surround is far smaller for LGN cells (20%) than it is for the membrane
potential (42%; Wilcoxon, p < 0.001) or excitatory conductance (48%; p < 0.001) of
surround-suppressed simple cells, as can be seen by comparing the 0◦ points in Figures
2.5A, 2.5B (black), and 2.5C. The surround-induced reduction in LGN responses is
more similar to the 8% reduction in membrane potential responses of non-suppressed
cortical cells (Figure 2.5B, cyan), though significantly different (p < 0.05).
Second, the orientation tuning of surround suppression is much weaker in LGN
cells than it is in cortical cells (Figures 2.5A-C). Orientation selectivity for individual
cells can be seen in plots of suppression index for cross-orientation (SIcross) against
the index for iso-orientation (SIiso). In the LGN, these two measures are strongly
correlated; that is, SI is similar at iso- and cross-orientation (Figure 2.5D, r = 0.66,
p < 0.004). In the cortex, the correlation is weak; that is, SI is much stronger at the
iso-orientation than at the cross-orientation (Figure 2.5E, r = 0.22, p > 0.14; Figure
2.5F, r = 0.36, p > 0.20).
Third, size tuning is much narrower in LGN cells than it is in cortical cells
(Jones et al. 2000). Starting with optimal center stimuli for LGN cells (0.4-2◦ in
diameter), half-maximal suppression occurred with annuli of 1-2◦ in thickness (not
shown). By contrast, for simple cells, optimal center stimuli were 2-4◦ in diameter
and half-maximal suppression occurred for annuli of 2-5◦ in thickness (Figure 8.1). In
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Comparison of surround suppression in LGN and V1. (A) Orientation-tuning
of firing rate for 7 surround orientations (relative to center orientation), normalized to
the center-only response and averaged across 18 LGN cells. The size of the center stim-
ulus was optimal for cortical cells, and not for LGN cells (see text). Normalized re-
sponses to iso-oriented and cross-oriented surround (mean ± s.e.m.): 0.80 ± 0.04 and
0.89 ± 0.03. (B) Orientation-tuning curve of membrane potential, normalized and av-
eraged across V1 simple cells. Black and cyan indicate surround suppressed and non-
suppressed cells. Center-normalized responses to iso-oriented and cross-oriented sur-
round: suppressed, 0.58 ± 0.04 and 0.88 ± 0.03; non-suppressed, 0.92 ± 0.03 and
0.95 ± 0.02. (C) Excitatory conductance in surround-suppressed simple cells. Center-
normalized responses: iso-oriented surround, 0.52 ± 0.06; cross-oriented surround, 0.73
± 0.04. (D-F) Suppression indices (SI) for iso- and cross-oriented surround plotted
against one another. (D) Firing rate in LGN cells. (E) Membrane potential in surround-
suppressed (black, n=30) and non-suppressed (cyan, n=17) simple cells. (F) Excita-
tory conductance in surround-suppressed simple cells. Dashed lines: linear regressions.
other words, for the center stimuli used in the cortex, geniculate neurons are already
almost maximally surround suppressed. Note that when stimuli with optimal sizes
for LGN cells were presented, surround suppression was stronger but less tuned to
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surround orientation (iso-orientation: 49%; cross-orientation: 47%), in accordance
with previous studies.
Together, these observations – that geniculate surround suppression is substan-
tially weaker, less orientation tuned, and peaks at smaller stimulus diameters than
cortical suppression – make it unlikely that the LGN is the source of the strong,
orientation-selective surround suppression in the cortex.
2.4 An ISN Model of Surround Suppression: In-
tuitive Explanation
We next explore the intuition behind how to build a model that explains the exper-
imental results. The topics covered are revisited in the following section, where the
equations are provided.
To understand the possible mechanisms underlying these experimental results,
we explored the behavior of simple mathematical models of the cortical circuit and
found that only one cortical architecture can explain the surround-induced reduc-
tion in excitation and inhibition: An inhibition-stabilized network, or ISN (Tsodyks
et al. 1997). We first modeled a cortical orientation column with two populations of
cells (Figure 2.6A), one excitatory (E) and one inhibitory (I), each making recurrent
connections onto themselves and reciprocal connections onto each other (Tsodyks
et al. 1997, Wilson & Cowan 1972). The column also receives external input from
two sources: Center stimuli activate the E and I cells through feed-forward inputs
from the LGN and/or other cortical cells; surround stimuli preferentially activate the
I cells through lateral excitatory connections. These lateral connections could have
several possible sources: layer 6 cells, which preferentially target inhibitory cells in
layer 4 (McGuire, et al. 1984, West, et al. 2006) and have been implicated in length
tuning (Bolz & Gilbert 1986); laterally-projecting neurons within area 17 (Angelucci
et al. 2002), which target both inhibitory and excitatory cells (McGuire, et al. 1991);
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An inhibition-stabilized network model of surround suppression. (A) Two popu-
lations of cells, excitatory (E) and inhibitory (I), make recurrent and reciprocal connec-
tions. Each receives excitatory feed-forward input driven by the receptive field center
and lateral excitatory input driven by the receptive field surround. (B) The sequence
of events that follow when a surround stimulus (cyan; assumed for simplicity to stimu-
late only I cells) is added to a pre-existing center stimulus (not shown). After a tran-
sient increase in the activity of the I cells (b, c), activity in both the E and I cells de-
creases (d) relative to the initial level evoked by center stimulus alone (a). (C) The tem-
poral sequence of changes in E and I cell activities (red and blue). (D and E) Phase-
plane diagram of the network activity (D) in the presence of the center stimulus and
(E) when the surround stimulus is added (dotted line). (F) Same as (E) for a non-ISN.
This overall structure closely resembles previously-described models of surround
suppression (Dragoi & Sur 2000, Schwabe, et al. 2006, Somers, et al. 1998). Our
model, however, operates as an ISN, which makes it distinct in its balance of ex-
citatory and inhibitory connections and in its dynamics. To be an ISN (Tsodyks
et al. 1997), a network must satisfy two properties (Section 2.5.1). First, recurrent
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excitatory connections must be so strong as to be unstable during visual stimulation.
That is, if the activities of inhibitory interneurons were fixed at their mean responses
to the stimulus and could not vary in response to fluctuations of excitatory cells’
firing, recurrent excitation would drive the excitatory cells either to saturation or to
very low firing rates. Second, when the activity of inhibitory interneurons is allowed
to vary normally, inhibition stabilizes the network and allows it to respond to graded
stimuli with graded levels of activity. When these two constraints are met, an increase
in external, excitatory input to the inhibitory cells paradoxically causes a decrease
in their firing rates in the new steady state (Tsodyks et al. 1997), which leads model
cells to behave like the cells recorded in our experiments. We will later show that the
ISN is the only architecture that can explain our experimental results.
To probe the model, we first apply an optimally oriented center stimulus, which
excites the E cells more strongly than the I cells (Figures 2.6B and 2.6C). The stimulus
is turned on well prior to time t = –100 ms, so that at t = –50 ms the network has
reached its steady state response to the center stimulus. At t = –40 ms, an iso-oriented
surround stimulus is introduced, which activates excitatory cells outside the column.
For simplicity, we first assume that these excitatory cells connect exclusively to the I
cells. The following sequence of events occurs. (1) External excitation to the I cells
from the surround pathway increases (Figures 2.6Ba and 2.6Ca). (2) Activity in the
I cells increases (Figures 2.6Bb and 2.6Cb). (3) Inhibition to the E cells increases.
(4) Activity in the E cells decreases (Figures 2.6Bc and 2.6Cc). (5) This decrease
withdraws excitation to the I cells as well as to the E cells. The sequence to this
point will occur in almost any recurrent network. Most importantly, however, if and
only if the network is an ISN, the reduction in recurrent excitation to the I cells will
be larger than the initial (sustained) increase in external excitation from the surround
pathway that started the process (Section 2.5.2). As a result, (6) in the new steady
state, the activity of both the E and I cells is reduced (Figures 2.6Bd and 2.6Cd),
capturing the experimental results in Figures 2.2-2.4.
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To model the network behavior in more detail, we let rE and rI represent the
average firing rates of the E and I cells, and let iE and iI represent their external
inputs (each being the sum of center and surround inputs). At any moment in time,
the firing rates move toward the values fE (rE, rI , iE) and fI (rE, rI , iI), which are
characterized by two properties: They are increasing functions of excitatory inputs
(rE and iE or iI) and decreasing functions of inhibitory input (rI). A common choice
is fE (rE, rI , iE) = gE(wEErE − wEIrI + iE) (and similarly for fI), where gE( ) is a
sigmoid function, and wEE and wEI are positive numbers representing the strength
of E-to-E and I-to-E connections. The dynamics are obtained by assuming that each
population’s activity moves toward the steady state (as defined by the instantaneous








rI = −rI + fI (rE, rI , iI) . (2.4.2)
These equations can be derived from, and reasonably replicate the behavior of, spiking
models (e.g. Ermentrout (1998)).
We characterize the behavior of the model in the phase plane, i.e., the plot of
rI vs. rE in Figure 2.6D (Tsodyks et al. 1997, Wilson & Cowan 1972). We first
draw the nullclines. The inhibitory (I) nullcline (Figure 2.6D, blue) is the set of
points for which drI/dt = 0, and represents the values of rI that result when rE is
clamped at different values. From Equation 2 and the properties of fI , we can see
that to maintain drI/dt = 0, any increase in rE must be compensated by an increase
in rI . The I nullcline must therefore have positive slope; it approaches zero slope
at upper and lower limits where the sigmoid-shaped fI changes little with rE. The
inhibitory subnetwork by itself is stable: With rE held fixed at any value, after a brief,
vertical perturbation away from the nullcline, the network state moves vertically back
to the nullcline (Figure 2.6D, vertical arrows). This stability arises because drI/dt
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decreases with rI , so that drI/dt < 0 everywhere above the I nullcline and drI/dt > 0
everywhere below it.
Similarly, the excitatory (E) nullcline (Figure 2.6D, red) is the set of points
for which drE/dt = 0, and represents the values rE that result when rI is clamped
at different values. The shape of the E nullcline is more complex than that of the
I nullcline. From Equation 1, when ∂fE/∂rE > 1, drE/dt increases with rE, so rI
must increase with rE to maintain drE/dt = 0, and the nullcline must have a positive
slope; whereas when ∂fE/∂rE < 1, decreases with rE, and the nullcline must have
a negative slope. Because decreases with rI , everywhere above the E nullcline and
everywhere below it. Thus, where the nullcline has negative slope, if rI is held fixed, rE
moves horizontally back to the nullcline after a small horizontal perturbation, (Figure
2.6D, horizontal black arrows); whereas in positive-sloping regions of the nullcline, rE
moves still further away toward stable regions of negative slope (gray arrows). Unlike
the inhibitory subnetwork, then, the excitatory subnetwork is intrinsically unstable
in some regions (those with positive slope), from which activity would be driven to
either low or high saturated firing rates if rI were fixed.
Under physiological conditions, inhibition and excitation are both free to vary,
and the network’s steady state, or fixed point, lies at the intersection of the two null-
clines, where both drE/dt = 0 and drI/dt = 0 (Figure 2.6D, black point). We can now
restate the first requirement for being an ISN: The excitatory subnetwork is unstable
at the fixed point, i.e., the two nullclines intersect on the positive-sloping portion of
the E nullcline. The second requirement – that inhibition stabilize the network –
requires that the nullclines intersect at a point where the slope of the I nullcline is
more positive than that of the E nullcline (Section 2.5.1). With both requirements
fulfilled, the network is stable: After a small perturbation in any direction away from
the fixed point, the network ultimately settles back to the fixed point along a tra-
jectory (Figure 2.6D, green arrows) determined by local network trends indicated by
the black and gray arrows.
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We can now understand how a surround stimulus can generate the experimen-
tally observed decrease in both excitation and inhibition. We assume that the pre-
dominant effect of activating the surround pathway is to increase external excitation
to I cells. The result is a rise in the I nullcline (Figure 2.6E, dashed line), which
follows directly from Equation 2: With rE fixed, if the external excitation to the
I cells increases, rI must increase to keep drI/dt = 0. Because the slope of the E
nullcline is positive and the slope of the I nullcline is yet more positive at their point
of intersection, an upward movement of the I nullcline shifts the center-only fixed
point (Figure 2.6E, black point) down and to the left (gray point). Just as we have
observed experimentally, in the new steady state evoked by the surround stimulus,
activity in both the E and I cells declines relative to the original steady state evoked
by the center stimulus alone.
Most importantly, if the network were not an ISN, then the E nullcline would
have negative slope at the center-only fixed point (Figure 2.6F), and the surround
stimulus would shift the fixed point up and to the left, increasing activity in the I
cells while lowering activity in the E cells. Thus, a decrease in the activity of both
the E and I cells will occur if and only if the center-only fixed point is located on the
positive-sloping portion of the E nullcline, that is, if and only if the network is an
ISN (Tsodyks et al. 1997).
Note that these results also hold if in addition to driving the I cells, the surround
stimulus weakly excites the E cells (Figure 2.6A, dashed line). In this case (which
seems likely), the surround stimulus will move both the inhibitory and E nullclines
upwards. In an ISN, however, as long as the upward motion of the I nullcline pre-
dominates, the fixed point will still move down and to the left, decreasing both E and
I activity (Figure 2.6E).
In the ISN, immediately after the I nullcline moves upwards, the network state
still sits momentarily at the old, center-only fixed point. Because this point now
lies below the nullcline, drI/dt becomes positive. The inhibitory firing rate, rI , will
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therefore initially increase before it ultimately decreases toward the new center-plus-
surround fixed point (Figure 2.6E, green arrow), thereby generating the transient
increase in inhibition seen in Figure 2.6C. This prediction is addressed experimentally
below.
Although we have not explicitly modeled the orientation selectivity of surround
suppression, we have assumed that the E and I cells, and the surround inputs, all
have similar orientation preference (Dragoi & Sur 2000, Schwabe et al. 2006, Somers
et al. 1998). Thus, as the orientation of the surround stimulus is varied away from
the preferred, the surround input, and therefore surround suppression, decreases.
2.4.1 Cell-to-Cell Variability of Surround Suppression in an
ISN
The model in Figure 2.6 represents the average firing rates of the E and I cell popula-
tions with only one parameter each (rE and rI), and so cannot capture the diversity of
neuronal behavior observed experimentally. We therefore constructed a multi-neuron
model in which the extrernal inputs and intracortical connections varied from cell to
cell (Experimental Procedures; Section 2.5.3). Suppression in excitation and inhibi-
tion varies from cell to cell in the model (Figure 2.7A), as it does in the data (Figure
2.7B). One significant difference between the two plots, however, is that cells above
the diagonal are common in the model and less so in the data. These are surround-
facilitated cells (Li & LI 1994, Walker, et al. 2000), which we observed, but for which
we did not measure conductance. They therefore do not appear in the data. The
diversity of behavior in the multi-neuron model and data suggests that suppression
and facilitation may represent different segments of a continuum of surround effects.
This continuum may not be randomly organized: Surround-facilitated cells tend to
cluster spatially (Yao & Li 2002) and to be a specific anatomical subtype (Song &
Li 2008).
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Figure 2.7:
Surround effects in a multi-neuron ISN model. (A) Suppression indices (SI;
iso-oriented surround) of excitation and inhibition plotted against one another for 100
randomly-chosen neurons from a multi-neuron ISN model. Five cells fall outside the
plot. Colors code SI of membrane potential. (B) Experimentally measured SI’s of
excitatory and inhibitory conductance plotted against one another (data from Figure
2.4). Circles and triangles: surround effects at iso- and cross-orientation. In the
model, cells have SI > 1 for membrane potential (A, black points, meaning surround
suppresses response below baseline) whenever total inhibition evoked by center-plus-
surround stimulus exceeds total excitation. In real neurons, reversal-potential nonlin-
earities can suppress effects of inhibition on membrane potential so that SI remains <1.
2.4.2 Experimental Tests of the ISN Model’s Predictions
In addition to a steady-state reduction in excitation and inhibition (Figure 2.2), the
ISN model makes several testable predictions. First, prior to reaching its steady state,
ISNs (and not non-ISNs) should show a transient increase in inhibition (Figure 2.6C).
Note that this transient is a product of recurrent connectivity, unlike the transient
synchrony that was discussed in the introduction chapter of this thesis. These two
transient effects could potentially both occur.
To test this prediction, we recorded from 35 surround-suppressed cortical cells
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while presenting a stimulus that abruptly increased in size, from initially covering the
receptive field center to covering its center and surround. In 6 of these cells (1 simple,
5 complex), the recordings were sufficiently stable to measure membrane conductance
at the temporal frequencies of 10-20 Hz required to detect a transient change. Each
cell showed a transient increase in inhibition of 30-50 ms duration (Figure 2.8). Where
tested (5 complex cells), the transient was only evoked by a surround stimulus of the
preferred orientation (Figures 2.8A and 2.8B). In two cells (Figures 2.8A and 2.8B),
the surround stimulus transiently increased excitation as well as inhibition, which will
occur in the ISN model when the surround input excites both the E and I cells.
For the simple cell in Figure 2.8C, we varied the starting spatial phase of the
grating so that the increase in stimulus size occurred during different phases of the
response. No matter whether the surround stimulus was switched on during the
depolarizing (2nd and 3rd columns) or the hyperpolarizing (4th and 5th columns)
phase of the response, the inhibitory conductance increased transiently before both
conductances decreased to their new steady-state levels. This transient increase in
inhibition suggests that the surround stimulus evokes a brief response in the I cells,
followed by a sustained decline. There need be no concomitant transient response in
the E cells (Bair et al. 2003), however, since any transient increase in excitation may
be balanced by the transient increase in inhibition.
The timescale of the transient increase in inhibition is very similar to the
timescale of the synchronous transients described by Bruno (2006). Thus, two differ-
ent mechanisms can be invoked to explain these results. At the time this study was
published, we argued in favor of the ISN explanation, though in retrospect, synchrony
is likely to have played a role.
A second prediction of the ISN model comes from its property that surround
suppression arises from a withdrawal of intracortical excitation: Cells can be strongly
surround suppressed only if they receive a significant portion of their excitatory input
from other cortical cells. Conversely, cells that receive most of their excitation from
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Figure 2.8:
Transient increase in inhibitory conductance. Responses of cells to sudden addition
of a surround stimulus (arrows) to a center stimulus that began 500 ms earlier (250 ms
before traces start). The iso-oriented surround is presented at the same phase as the cen-
ter. Gratings drifted at 4Hz. Black, membrane potential recorded with different currents
injected; red and blue, changes in excitatory and inhibitory conductance; gray, reconstruc-
tion of membrane potential from derived conductances. K+-gluconate solution in recording
pipette. (A and B) Responses of 2 complex cells. A transient increase in conductance (as-
terisks) occurred in response to iso-oriented but not cross-oriented surround. (C) Simple cell
tested with iso-oriented surround added at 4 different response phases (starting center phase
shifted by 90◦ for each successive stimulus). All evoked transient increase in conductance.
the LGN can show little suppression. By comparison, if surround suppression arose
from an increase in synaptic inhibition, any V1 cell could be suppressed regardless
of the source of its excitation. Additionally, the ISN model predicts that for cells in
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which LGN input predominates, what little surround suppression is observed should,
like the suppression in the LGN (Figure 2.5), be largely untuned for the surround
orientation.
We tested these predictions in the 47 simple cells. Our proxy for the proportion
of excitatory input each cell received from the cortex is a closely correlated mea-
sure, 1–DCnull/DCpref , where DCnull/DCpref is the ratio of the mean depolarization
evoked by center gratings of the orthogonal (null) and preferred (pref) orientations
(Finn et al. 2007). Consistent with the ISN model, only cells with significant corti-
cal input (Figure 2.9A, 1–DCnull/DCpref >0.25) showed strong surround suppression
(SIiso >0.4), or strongly orientation-selective suppression (Figure 2.9B, SIiso–SIcross
> 0.4). Note that about half of the cells that receive significant cortical input did not
show strong or strongly orientation-selective suppression. Such cell-to-cell variability
can be explained by the variability of weights and inputs in the multi-neuron ISN
model (Figure 2.7A).
Another indication of the sources of a cell’s excitation is the latency of the
membrane potential response to electrical stimulation of the LGN: Cells with latencies
above 2.8 ms receive input only from other cortical cells; cells with latencies below 2.3
ms receive some proportion of their input directly from the LGN (Chung & Ferster
1998). In a subset of experiments, we measured this latency and, as predicted by
the model, both the strength and orientation selectivity of suppression increased
with latency (Figures 2.9C and 2.9D; SIiso: r=0.73, p<0.01; SIiso–SIcross: r=0.64,
p<0.04). In agreement with these results, cells located in thalamo-recipient cortical
layers are less likely than cells in upper layers to show strong suppression (Akasaki,
et al. 2002, Jones et al. 2000, Walker et al. 2000).
A third prediction of the ISN model is that surround suppression should be little
affected by local blockade of synaptic inhibition. Blocking inhibition in a small num-
ber of cells should have little effect on the overall balance of excitation and inhibition
in the cortical column, and so the remaining part of the ISN should operate as before.
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Figure 2.9:
Comparison of population data with predictions of the ISN model. (A) Suppres-
sion indices of membrane potential for the iso-oriented surround (SIiso) in 47 simple cells
(30 surround-suppressed; 17 non-suppressed) plotted against cortical input index (CII),
which correlates well with percent of excitatory input received from cortex (vs. LGN),
see text. Only cells with CII>0.2 (vertical dashed line), suggesting >20% cortical input,
show strong suppression. Arrow shows mean SIisofor 18 LGN cells, which is comparable
to mean values for cortical cells with little cortical input and for non-suppressed cortical
cells. (B) Same as (A) for orientation selectivity of suppression (SIiso–SIcross), the dif-
ference between suppression induced by iso- and cross-oriented surrounds. Arrow shows
mean value of SIiso–SIcrossfor 18 LGN cells. (C and D) SIiso and SIiso–SIcross for mem-
brane potential plotted against latency of response to electrical stimulation of the LGN
(C, 13 simple, 10 complex; D, 13 simple, 5 complex). Cells with short latencies (<2.3
ms) receive some excitation directly from LGN; cells with long latencies (>2.8 ms) receive
no monosynaptic input from LGN. Regression lines are derived from surround-suppressed
cells only. Arrows as in (A) and (B). In (A)-(D): circle and square symbols, simple and
complex cells; black and cyan symbols, surround-suppressed and non-suppressed cells.
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Thus, even for the cells in which inhibition has been removed, the surround stimulus
will reduce net excitation, and evoke surround suppression. Previous experiments
with iontophoretic application of bicuculline (Ozeki et al. 2004) support this predic-
tion. Unlike local blockade of inhibition, global blockade cannot easily be used to test
the model. Because of the ISN’s strong excitatory recurrence, even small global atten-
uations of inhibition can yield a sudden instability (Chagnac-Amitai & Connors 1989).
Similar behavior, however, could emerge in a non-ISN: e.g., if the E nullcline were
as in Figure 2.6D, but the fixed point were in the leftmost negative-sloping region,
inhibitory blockade could cause a sudden jump across the positive-sloping region to
the rightmost negative-sloping region.
Finally, the model and data make a strong prediction that the local inhibitory
interneurons mediating surround suppression should themselves be surround sup-
pressed, which has been observed directly (Song & Li 2008). In contrast, the stan-
dard models of lateral inhibition (non-ISNs) predict that the surround stimulus would
increase activity of inhibitory interneurons.
2.4.3 Alternative Models
So far, we have assumed for simplicity that the only direct effect of the surround stim-
ulus is to increase external excitation to the local circuit. In this case, we showed that
an ISN – and not a non-ISN – can replicate the observed surround-evoked decrease
in inhibition, due to the paradoxical response of the I cells to external excitation
(Tsodyks et al. 1997). We now generalize this result. We consider all combinations
of surround-driven input, including increases or decreases in external excitation or
inhibition, and show that no plausible non-ISN scenario can account for the data.
We assume a model in which the firing rate of the E cells moves toward the
value: fE (rE, rI , iE) = gE (wEErE − wEIrI + EE − IE) (Equation 1). Here, EE and
IE are the external, excitatory and inhibitory input to the E cells, with . Surround-
evoked changes in parameters are denoted by the prefix ∆. We denote the argument
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of gE by DE, the drive to the E cells.
We consider an arbitrary, surround-driven change in external inputs, requiring
only that their net effect be suppressive: ∆rE < 0. Then both nullclines may move
in response to the surround (unlike in Figure 2.6, where only the I nullcline moved).
The surround-evoked change in inhibition to the E cells is ∆ITOT = wEI∆rI + ∆IE,
which we re-express by decomposing ∆rI into two components. The first component,
∆rI1, is the vertical movement from the old (center-only) fixed point to the new E
nullcline with fixed rE. Since on the nullcline rE = gE (DE) and rE is fixed, DE must
be unchanged, and therefore ∆rI1 = (∆EE −∆IE) /wEI . The second component,
∆rI2, corresponds to the leftward movement along the new E nullcline to the new
fixed point. ∆rI2 = κ∆rE, where κ is the average slope of the E nullcline between
the rE’s of the old and the new fixed-point. κ is positive for an ISN and negative for
a non-ISN. In section 2.5.2, this analysis is extended to compute changes in all firing
rates and synaptic inputs.
From ∆ITOT = wEI (∆rI1 + ∆rI2)+∆IE, we find ∆EE−∆ITOT = −wEIκ∆rE.
This equation expresses a simple intuition. The total change in drive that produces
the suppression in firing rate, ∆rE, is ∆DE = wEE∆rE + ∆EE −∆ITOT , or ∆DE =
wEE∆rE − wEIκ∆rE. If the decrease in feedback excitation, wEE∆rE, were exactly
equal to ∆DE, it would entirely account for the change ∆rE, so all other changes
in input to E cells would have to sum to zero. If wEIκ∆rE > 0, the reduction
in feedback excitation is too weak to account for ∆rE and must be supplemented
by decrease in other input. This is the non-ISN case: The excitatory subnetwork
alone is stable, meaning that if rE were artificially decreased without allowing other
changes, sufficient feedback excitation would remain to drive rE back to its original
fixed point. If wEIκ∆rE < 0, the reduction in feedback excitation is too strong and
must be supplemented by increase in other input. This is the ISN case: The excitatory
subnetwork alone is unstable, meaning that in response to the same decrease in rE,
so much feedback excitation would be withdrawn that rE would fall still further. The
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equation says that all other changes in input to the E cells must exactly cancel this
excess or deficit of feedback excitation: ∆EE −∆ITOT = −wEIκ∆rE.
We conclude that ∆ITOT > ∆EE in a non-ISN, but ∆I
TOT < ∆EE in an
ISN. In an ISN, one surprising consequence is another paradoxical behavior: Just as
addition of external excitation to I cells leads to a reduction in the total excitation
they receive, addition of external inhibition to E cells causes a reduction in the total
inhibition they receive, because of the induced decrease in rI . In a non-ISN, the
total inhibition received is increased. More generally, the only way that a suppressive
surround stimulus can decrease inhibition in a non-ISN is if it causes an even greater
decrease in external excitation to E cells.
Thus, there are only two possible scenarios in which the surround-evoked re-
duction in inhibition could arise from a non-ISN. First, surround suppression might
be driven entirely by withdrawal of external excitation from LGN and/or cortex.
As we have shown, however, surround suppression in the LGN is too weak and too
weakly orientation tuned to account for cortical surround suppression (Figure 2.5).
Surround-evoked reduction in external cortical input seems unlikely because cortical
cells whose receptive field centers lie within the surround stimulus should be excited,
not suppressed, by the surround stimulus. Finally, a withdrawal of external excita-
tion would not generate the observed transient increase in inhibition (Figure 2.8) nor
explain the lack of strong suppression in cells receiving dominant LGN input (Figure
2.9).
Second, as seems likely, the surround stimulus might evoke a combination of two
changes in the external input to the network: an orientation-independent withdrawal
of LGN excitation to E and I cells, which accounts for a weak, orientation-untuned
component of suppression, and an orientation-tuned increase in external intracortical
input, which accounts for the strong, orientation-tuned component of suppression.
The intracortical input presumably includes external excitation to the local circuit,
predominantly to I cells but perhaps also to E cells. This combination of inputs
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could generate a net withdrawal of external excitation to E cells, allowing a decrease
in their total inhibition in a non-ISN. Such a decrease, however, would have the wrong
orientation tuning, being strongest at orientations that evoked the least suppression,
unlike in the data (Figure 8.3).
This mismatch in orientation tuning in a non-ISN can be seen from the equation,
∆ITOT = ∆EE +wEIκ∆rE. Because κ < 0 in a non-ISN, the second term is positive
and is largest where suppression is strongest. The first term is negative, and is
either untuned for orientation or least negative where suppression is strongest (if
external, intracortical input includes excitation to E cells). Thus, the overall decrease
in total inhibition is strongest (∆ITOT is most negative) where suppression is weakest.
This scenario also predicts incorrectly that the orientation tuning of excitatory and
inhibitory suppression should be anticorrelated – strong suppression is evoked by
stronger intracortical input, which increases the bias of inhibitory suppression toward
the cross-orientation and of excitation toward the iso-orientation; instead, they are
correlated (Figure 8.5; r=0.46, p<0.03). Finally, whereas this scenario could allow a
transient increase in inhibition, it could not account for the observed transient increase
in excitation (Figure 2.8), unless the increase in external, intracortical excitation
preceded the withdrawal of external LGN excitation, which seems implausible.
Unlike any of the non-ISN scenarios, the ISN readily produces a suppression
of total inhibition to E cells with the correct orientation tuning. The real circuit, of
course, will be more complex, with distinct inhibitory and excitatory subpopulations.
The above arguments, however, suggest that any model of surround suppression must
operate in the ISN regime to account for the data.
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2.5 An ISN Model of Surround Suppression: Math-
ematics
We next explore the model described in the previous section in more mathematical
rigor. The topics covered are much the same as above, but here the equations are
provided.
2.5.1 The linearized ISN model
We first present a general nonlinear analysis (Figure 2.3A, C, D) to demonstrate why
an ISN network is needed to explain our data. The model consists of an excitatory
population, E, with mean firing rate rE receiving external input iE from center and/or
surround pathways, and an inhibitory population, I, with mean firing rate rI receiving








rI = −rI + fI (rE, rI , iI)
. (2.5.3)
Here, fE and fI are functions representing the total (recurrent plus external) drive to
the E and I populations, which depend on the firing rates of the E and I populations
themselves and on the firing rates of the external inputs (iE and iI are positive
numbers for excitatory external input, negative for inhibitory external input). The
firing rate of the E or I population approaches the value set by its synaptic drive with
a time constant τE or τ I . We assume that – within a range between threshold and
saturation – fE and fI are monotonically increasing functions of rE, iE and iI , and
monotonically decreasing functions of rI .
Many aspects of the dynamics can be well understood from the curves in the
rE/rI plane along which drE/dt or drI/dt are zero (the excitatory or inhibitory null-
clines). The excitatory nullcline is specified by rE = fE (rE, rI , iE), and represents
the values rE will take when rI is clamped at a different values. The inhibitory null-
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cline is specified by rI = fI (rE, rI , iI), and represents the values rI will take when
rE is clamped at a different values. The point where the two nullclines intersect is a
fixed point of the dynamics, representing an unchanging set of firing rates for a given
level of external input from the center and surround pathways. We require that the
fixed point be stable, so that if the firing rates are perturbed away from the fixed
point, they will settle or flow back to the fixed point after the perturbing influence is
withdrawn. A change in the activity level of the inputs will move the nullclines and
thus move the fixed point, leading the E and I populations, after a transient, to settle
to the new stable firing rates represented by the new fixed point.
From the conditions on f E and f I , one can draw the following conclusions.
Outside of the threshold or saturating region, the inhibitory nullcline must have a
positive slope everywhere – rI must increase when rE is clamped at a higher level –
and drI/dt must be positive below and negative above the inhibitory nullcline (Fig-
ure 2.3C). The excitatory nullcline may have a positive or negative slope, depending
on whether ∂fE/∂rE is >1 or <1, and drE/dt must be positive below the excitatory
nullcline and negative above it. This means that drE/dt will point away from the
excitatory nullcline in regions of positive slope and toward it in regions of negative
slope, as shown by the gray arrows in Figure 2.3C; that is, the regions of positive
slope correspond to the regions in which the excitatory subnetwork by itself is un-
stable. Thus, a network operates as an ISN – the excitatory subnetwork alone is
unstable, but the full network including feedback inhibition is stable – precisely when
it operates around a stable fixed point that occurs along a positive-sloping portion of
the excitatory nullcline (black point, Fig. 2.3c). A stable network is a non-ISN if it
operates around a stable fixed point that occurs along a negative-sloping part of the
excitatory nullcline.
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The linearized equations
In the vicinity of a fixed point, nonlinear dynamics (Equation 2.5.3) can be well
approximated by linear equations. The linear equations make possible more precise
predictions, but only when the perturbations of the rates and inputs from the fixed
point values are sufficiently small. Results through section 2.3 are either explicit or
implicit in (Tsodyks et al. 1997).












, −wEI = ∂fE∂rI , wIE =
∂fI
∂rE
, −wII = ∂fI∂rI , with all partial derivatives
taken at the fixed point. The conditions on fE and fI ensure that the four wXY are
all >0. The variables, rE and rI , are now defined to be zero at the fixed point and
so represent deviations from the fixed-point rates, rather than absolute rates. The
inputs iX (x = E or I ) are now defined to be ∂fX/∂iX times the deviation of the
input from the fixed-point input.








r = −T−1 (1−W) r + T−1i, (2.5.7)
where the vector of firing rates r =
 rE
rI
, the vector of external inputs i = iE
iI






, τ I = kτE
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Conditions to be an ISN
A network is an ISN if the following two criteria are satisfied:
(a) Excitatory instability : the network would be unstable in the absence of feedback
inhibition.
(b) Overall stability : the strength of feedback inhibition is sufficient to stabilize the
network.
The network is stable if and only if both eigenvalues of −T−1 (1−W) have real parts
less than 0, and is unstable if and only if at least one eigenvalue has real part >0.
Condition (a) requires that wEE > 1: Without feedback inhibition, the weight
matrix would be W =
 wEE 0
wIE −wII
, and the eigenvalues of−T−1 (1−W) would
be wEE−1 and − (wII + 1) /k. The condition wEE > 1 is equivalent to the excitatory
nullcline having a positive slope: from Equation 2.5.7, the equation for the excitatory
nullcline (drE/dt = 0), omitting the external input (which does not alter the slope),
is (1− wEE) rE + wEIrI = 0, giving the slope rI/rE = (wEE − 1) /wEI .
Condition (b) can be restated as the eigenvalues of T−1 (1−W) having positive
real part, and this in turn is equivalent to two conditions: the determinant of this
matrix is positive, and the trace of this matrix is positive. The determinant condi-
tion reduces to det (1−W) > 0, or (1− wEE) (1 + wII) + wEIwIE > 0. The trace
condition becomes 1 + wII > k (wEE − 1).
The equation for the inhibitory nullcline, omitting the external input, is−wIErE+
(1 + wII) rI = 0, so the slope is rI/rE = wIE/ (1 + wII). Rearranging the determi-
nant condition, one finds wIE/ (1 + wII) > (wEE − 1) /wEI , that is, the slope of the
inhibitory nullcline is greater than the slope of the excitatory nullcline.
The trace condition is always met if the inhibitory time constant is sufficiently
fast relative to the excitatory time constant, that is, if k is sufficiently small. In
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this regard, it is worth noting that the time constant in a rate model typically cor-
responds to the synaptic time constant rather than the cellular RC time constant.
Thus, given the strength of NMDA receptors, which have a slow time course, at intra-
cortical excitatory synapses, and the paucity of the slow GABAB form of inhibition
in somatically-targeted inhibition, the effective inhibitory time constant may well be
considerably faster than the effective excitatory time constant.
The Fixed Point for a Given Input
From Equation 2.5.6, the equation for the fixed point rFP , where dr/dt = 0, is
rFP = (1−W)−1 i. We can compute (1−W)−1 = 1
det(1−W)
 1 + wII −wEI
wIE 1− wEE
.
As just noted, stability requires thatdet (1−W) > 0. The two entries in the left
column of the matrix are always positive, meaning that an increase in external input
to excitatory cells raises both rE and rI . The upper right entry is always negative,
meaning that in increase in external input to inhibitory cells lowers rE. The sign of
the lower right entry depends on whether wEE > 1 or wEE < 1, that is, whether the
network is an ISN or a non-ISN. If it is an ISN, this term is negative, so increase in
external input to inhibitory cells lowers rI .
2.5.2 The Changes in Synaptic Input to E and I Populations
After Changes in External Input
Thus far, the equations have described changes in rE and rI . Here we show how
these changes in firing rate translate into changes in synaptic input similar to those
observed experimentally. First, suppose the surround input induces an increase in
excitation to inhibitory cells, that is, an increase in iI . The changes in excitation
and inhibition to the excitatory cells and the change in inhibitory input to inhibitory
cells are just wEE∆rE, wEI∆rI , and wII∆rI , where ∆rE and ∆rI are the changes in
firing rates of excitatory cells induced by iI . As we have just seen, in an ISN these
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are all negative. Let ∆iI be the change in total excitatory input to the inhibitory
population resulting from adding iI . This must also take into account iI itself, and
is ∆iI = iI + wIE∆rE. We know that this must be negative in an ISN, because
the withdrawal of recurrent excitation must be greater than the addition of external











= −iI (wEE−1)(1+wII)det(1−W) . For a stable
network, this quantity is negative if and only if wEE > 1, that is, if and only if the
network is an ISN.
We have noted that an alternative scenario for explaining surround suppression
is that external inhibition to the excitatory population is increased. This leads to a
reduction in total inhibition to the excitatory population if and only if the network is
an ISN, as we now show. We model the increase in external inhibition as a negative
change in external input, -iE. Then the change in total inhibitory input to the











= −iE (wEE−1)(1+wII)det(1−W) . Again, for a stable network, this is
negative if and only if wEE > 1, that is, if and only if the network is an ISN.
More generally, let EE and EI represent external excitatory input to the exci-
tatory and inhibitory populations, and IE and II represent external inhibitory input
to the excitatory and inhibitory populations. We assume that the response of the
network is determined as before with iE = EE − IE and iI = EI − II . Then we define
∆[E → E] to be the change in total excitation received by excitatory cells, given
by ∆[E → E] = EE + wEE∆rE; and we define ∆[I → E] to be the change in total
inhibition received by excitatory cells, given by ∆[I → E] = IE + wEI∆rI . Working
this out, we find that
∆[E→ E] = (A + B)EE − wEE [BIE + C (EI − II)] ,
while
∆[I→ E] = AEE − (wEE − 1) [BIE + C (EI − II)] ,
2.5. An ISN Model of Surround Suppression: Mathematics 52
where A,B,C are positive constants. Letting A = A′ / det (1−W), and similarly
for B,C, these constants are defined by A′ = wEIwIE, B
′ = 1 + wII , C
′ = wEI .
From this, we learn two things. First, as expected, withdrawal of external excitation
to excitatory cells, EE < 0, can cause a decrease both in the excitation and the
inhibition received by excitatory cells, either in an ISN or a non-ISN. Second, no
other combination of inputs can cause this behavior in a non-ISN, because the term
not involving EE involves an identical quantity (the term in brackets) multiplied by
−wEE for ∆[E→ E], but multiplied by − (wEE − 1) for ∆[I→ E]. These terms have
opposite signs for a non-ISN (wEE < 1), so if one is negative in a non-ISN, the other
must be positive. For an ISN (wEE > 1), these terms have the same sign, and so both
can be negative.
2.5.3 Multi-neuron ISN model
We have thus far considered models that describe only the mean dynamics of the
excitatory and inhibitory cell populations. Here, we develop a model with the same
mean behavior, but in which each population has many neurons with varied connec-
tivity. We find that the variability in behavior among the individual neurons mimics,
at least qualitatively, what is seen in experiments. For a network of N excitatory and




rN = −rN + WNrN + iN, (2.5.8)










is the 2N-dimensional vector of firing rates at a given time
(the superscripts indicate the neuron’s identity among the N excitatory or inhibitory
neurons). If 1N is the N-dimensional matrix of 1’s, then
WN=












is the 2N-dimensional connectivity matrix with wXY , the same as in the 2-dimensional
model, ΣE and ΣI are the standard deviations of connection strengths in each popula-
tion, and the ξ’s are vectors of length N of Gaussian random variables of mean 0 and
variance 1. Synapses that become of the wrong sign are set to zero. Note that if N
= 1 and the variance is zero, Equation 2.5.8 becomes equivalent to the 2-dimensional
model (Equation 2.5.7). Making the connections sparse, which we neglect here, would
add an additional source of randomness.
We take the vector of external inputs to be iN =





1N is the N-dimensional vector of 1’s, and σE and σI are the standard deviations of the
inputs to each population. For simplicity, we make τ equal for all cells, which does not
affect the fixed point (though it can affect its stability). It can be shown analytically
that with no variance in the weight matrix, the stability of this model is identical to
the 2-d model and the mean response of each population at the fixed point to a given
input vector will be the same as in the 2-d model when the excitatory/inhibitory
input is iE/iI .
We have simulated this simple model, and studied the distribution of excitatory
and inhibitory currents received by each cell at the fixed point (Fig. 2.6A). The
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inputs are regarded as excitatory currents; negative values of the inputs are taken as
withdrawal of pre-existing excitatory input. We find that the mean excitatory and
inhibitory input (blue) is close to that predicted by the 2-dimensional model (red; the
difference is at least in part due to the setting to zero of weights that would otherwise
have the wrong sign), but across cells the inputs form a cloud of points about this
mean whose variance can be controlled by controlling the variances of the weights
and the inputs.
For Figure 2.6A, the parameters used were: wEE = 5; wEI = 6; wIE = 8; wII =
7; N = 200; ΣE= 0.001; ΣI= 0.01. Center input was modeled as an addition of iE =
2, iI = 1.5, σE= 1.0, and σI = 3.0 to pre-existing background input; surround input
was modeled as a further addition of iE = 0.3, iI = 2, σE= 0.8, and σI = 7.
2.5.4 Conditions under which the Cortex May Operate in
the ISN Regime
Latham, et al. (2000) argued that cortical fixed points with firing rates larger than
a fraction of a Hz, i.e., most cortical activity states, should exist on the positive-
sloping portion of the excitatory nullcline. This calculation relied on two uncertain
assumptions. First, the gain of cortical cells was set to a value observed in responses
to suprathreshold DC current injections in slices (McCormick, et al. 1985). Because
cortical cells in vivo typically fire in response to voltage fluctuations starting from
a mean potential below threshold (Anderson et al. 2000), their gain is lower than
the gain measured above threshold, and lower still at low firing rates (Hansel & van
Vreeswijk 2002, Miller & Troyer 2002). Second, a value must be chosen for NEE, the
average number of neurons in the excitatory assembly from which a single neuron
in the assembly receives excitatory input (convergence). If the assembly’s firing rate
is rE, then the average rate of unitary EPSPs originating from within the assembly
is NEErE. Letting VEPSP be the amplitude of unitary EPSPs, Latham et al. (2000)
assumed that NEEVEPSP ≥ 1000mV , e.g., NEE = 2000 for VEPSP = 1/2mV . While
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cat V1 neurons receive 1000s of excitatory synapses (Beaulieu & Colonnier 1985), they
receive excitatory inputs from a smaller number of distinct neurons and a still smaller
number from within the local circuit. It is estimated that within rat whisker barrel
cortex each layer 4 excitatory neuron receives input from only about 200 other layer
4 excitatory neurons (Lübke, et al. 2003). Furthermore it is not clear how many of
these participate in the equivalent of a single excitatory neural assembly, as in Figure
2.6A. For example, during stimulus-driven activity in V1, such an assembly might be
restricted to cells of similar preferred orientation. We can repeat the calculation of
Latham et al. (2000) with an in vivo gain function as follows. We assume fE = k(V −
V0)
α for V > V0, where V0 is the resting potential, and k and α are constants, with
V = wEErE−wEIrI+iE (Anderson et al. 2000, Hansel & van Vreeswijk 2002, Miller &
Troyer 2002, Priebe, et al. 2004). Assuming inhibition maintains stability, the cortex
becomes an ISN when ∂fE/∂rE > 1 (with the derivative taken at the fixed point). We
compute ∂fE/∂rE = αwEEk
1/αf
(α−1)/α
E . We can replace fE with rE on the right-hand
side, because rE = fE on the excitatory nullcline and so in particular at the fixed






representative numbers for cortical gain, we choose k = .0075 Hz/mV 3, α = 3, which
produces a 60 Hz response for a 20 mV depolarization and 104 Hz for 24 mV (compare
Figure 2 of Priebe et al. (2004). wEE is the change in mean voltage produced per
change in rE. If individual EPSPs are 1/2 mV in amplitude, with a time constant
of 10 ms, then wEE = NEE(5mV · ms) = NEEmV200Hz . Using these numbers, we obtain
the estimate that cortex should operate as an ISN for rE >
6300Hz
N1.5EE
. For NEE = 25,
50, 100, 200, 400, or 800, cortex should operate as an ISN at fixed points that have
excitatory firing rates greater than 50, 18, 6.3, 2.2, 0.8, or 0.3 Hz. It is therefore
plausible that V1 operates as an ISN in some or all physiologically relevant ranges.
Given our lack of knowledge of the value of NEE, however, the calculation cannot
go beyond demonstrating plausibility; the question must be decided by empirical
evidence, such as we present here.
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2.5.5 Model Simulations
Simulations were based on linear dynamical equations (Section 2.5.1). The equations








rI = −rI + wIErE − wIIrI + iI ,
where variables were defined above equations 1-2 and synaptic weights (wEE, wEI ,
wIE, wII) are all positive. Parameters used were: iE=0; iI=1; τE = 60 ms; τ I =
12 ms; wEE = 2; wEI = 4; wIE = 5; wII = 7. The multi-neuron simulation (Figure
2.7) used N excitatory and N inhibitory neurons (N=1000). Equations were as above,
except that the rates and inputs were each N-dimensional vectors and the weights each
N×N matrices. We began with a two-population model that gave mean suppression
as in the data (wEE = 1.8, wEI = 1.3, wIE = 2.4, wII = 1.8; iE = 4.0, iI = 1.6 for
center stimulus; iE = 4.4, iI = 3.8 for center-plus-surround stimulus). Mean inputs or
weights of a given type were set equal to the two-population inputs or 1/N times the
two-population weights. With no variability, each cell would behave exactly as the
corresponding population in the two-population model. To create variability, weights
were set to zero with probability 0.95 and means of nonzero weights correspondingly
multiplied by 20. Then nonzero weights and all inputs were chosen from log-normal
distributions with standard deviations 2.75 times their means. To ensure network
stability, for each cell, recurrent excitatory weights received were scaled to set their
sum to the value it would have with no variability, and similarly for inhibitory weights
received. Cells with center responses negative or less than the center response in the
two-population model had all center and surround inputs and excitatory weights
multiplied by 1.1 and inhibitory weights divided by 1.1; responses were reevaluated
and the process repeated until there were no such cells. See section 2.5.3.
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2.6 Discussion
We have found that orientation-dependent surround suppression in V1 is accompanied
by a decrease in both excitatory and inhibitory input to V1 cells (Figures 2.1-2.4).
This result cannot be explained by surround-induced withdrawal of feed-forward input
from the LGN: Using similar stimuli in LGN as we used in cortex, we found that
surround suppression in the LGN is neither strong enough nor well enough tuned for
orientation to account for V1 suppression (Figure 2.5). On the assumption that this
V1 suppression is not driven by withdrawal of external intracortical excitation to the
local circuit, the results imply that V1 must be operating as an inhibition-stabilized
network, or ISN (Tsodyks et al. 1997), in which recurrent excitation is strong enough
to be unstable by itself, but is stabilized by feedback inhibition (Figure 2.6). When
this ISN model includes multiple neurons with random variations in connectivity and
input, it reproduces the full range of surround-induced behavior seen in V1 (Figure
2.7).
We have conducted two strong tests of the ISN model’s predictions. First, the
steady-state decrease in excitation and inhibition caused by surround stimuli is pre-
ceded by a transient increase in inhibition (Figure 2.8). Second, surround suppression
is weak in amplitude and weakly orientation tuned in cells that do not receive signif-
icant recurrent excitatory input (Figure 2.9). Together, these results provide strong
evidence that V1 operates as an ISN.
2.6.1 Previous work on ISNs and on the operating regime of
cortex
Wilson and Cowan (1972) were the first to propose that a stable fixed point can
exist on the unstable branch of the E nullcline. Tsodyks et al. (1997) described the
paradoxical ISN behavior that increasing excitation to inhibitory cells decreases their
firing rates, which is just one facet of the intriguing dynamics of ISNs (Murphy &
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Miller 2009). Other models of sensory cortex have operated in the ISN regime (Adini,
et al. 1997, Chelaru & Dragoi 2008, Pinto et al. 2003), but did not address the question
of whether this regime was required for the results. Latham et al. (2000, Appendix B)
argued that virtually all cortical fixed points should lie on a positive-sloping portion
of the E nullcline, based on parameters from anatomy and slice recordings. An
alternative calculation based on in vivo parameters is less conclusive, however (Section
2.5.4).
In balanced network models, strong excitation and inhibition are tightly bal-
anced, leaving only a much smaller net input (Lerchner, et al. 2006, van Vreeswijk
& Sompolinsky 1998). While the balanced networks generally operate as ISNs, ISNs
need not be tightly balanced: inhibition need only cancel enough excitation to yield
stability. Furthermore, many factors could offset input imbalances, e.g. intrinsic hy-
perpolarizing conductances could offset excitation, while temporal offsets between ex-
citation and inhibition could mitigate excess inhibition (Gabernet, et al. 2005, Troyer,
et al. 1998, Wilent & Contreras 2005). In addition, a nonlinear network may move
in and out of the ISN regime depending on mean firing rate, operating, for example,
as a non-ISN during spontaneous activity and an ISN when responding to a stimulus
(Latham et al. (2000), Pinto et al. (2003), Section 2.5.4). In contrast, the balanced
network models posit that all activity regimes are in the tightly balanced state.
Large variability in cortical responses, which motivated the balanced network
models, does not by itself establish that cortex operates either as a balanced network
or an ISN. Given uncorrelated inputs, the key requirement for large variability is
that the mean input be subthreshold, so that spikes are triggered by fluctuations
around the mean (Amit & Brunel 1997, Troyer & Miller 1997). Alternatively, cortical
variability could arise from correlation among inputs (DeWeese & Zador 2006).
Experimentally, the cortex appears “balanced” in that the excitation and inhi-
bition received by cells rise and fall together in response to sensory stimuli (Anderson
et al. 2000, Ferster 1986) and during spontaneous changes in cortical state (Haider
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et al. (2006), Higley & Contreras (2006), but see Waters & Helmchen (2006)). Ex-
citation and inhibition will vary together in both ISNs and non-ISNs if the sensory
input, or change in state, primarily modulates the excitatory drive to excitatory cells.
If, however, the input predominantly changes the drive to inhibitory cells (or the
inhibitory drive to excitatory cells), correlated movement of excitation and inhibition
should occur only in ISNs (Section 2.5.2).
2.6.2 Conclusion
Cortical circuits are characterized by anatomically massive recurrent connections
(Binzegger 2004, Stepanyants et al. 2008), which must surely be critical to the compu-
tations they perform. Inhibitory stabilization may be a general strategy allowing the
cortex to maintain excitation that is strong enough to carry out complex computa-
tions, and yet maintain stability and operate with relatively low firing rates (Latham
& Nirenberg 2004).
Despite these arguments, there has been little direct evidence regarding the
operating regime of cortex or other neuronal circuits. We have provided evidence
that at least one area of the neocortex, V1, operates as an ISN when responding to a
stimulus. Our data do not address whether the network operates as an ISN at rest.
Recent work has suggested that in visual cortex (Finn et al. 2007, Palmer &
Miller 2007, Priebe & Ferster 2008) and somatosensory cortex (Bruno 2006), tuning
properties of the classical receptive field, at least in layer 4, are synthesized largely
from feed-forward mechanisms. Recurrent cortical connections may then set the gain
of responses. Our results argue that, during surround suppression, horizontal con-
nections and/or feedback connections from higher areas modulate this gain by mod-
ulating the balance of excitation and inhibition in the local recurrent network. Like
attractor models (Ben-Yishai et al. 1995, Somers et al. 1995), the ISN requires strong
recurrence; unlike attractor models, however, the ISN does not strongly restrict the
set of possible cortical responses, and enables any change in stimulus to evoke a
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change in response. The organization of the local circuit in an ISN may therefore al-
low neurons to provide a faithful, feed-forward-driven representation of local stimulus
patterns, and still be modulated by global stimulus properties or behavioral context.
We speculate that such an ISN regime is likely to be the domain at least of sensory




Spiking neurons and the
Fokker-Planck equation
Abstract
Population density approaches are common for describing the dynamics of networks
of spiking neurons. The diffusion approximation makes it possible to reduce a gen-
eral population density approach to a Fokker-Planck equation, which can be used to
describe the distribution of membrane potentials for a population of spiking neurons
receiving noisy input. Here we review these concepts, and the role that each has
played in the literature.
3.1 Transient dynamics and the shortcomings of
classic rate models
The classic approach to describing firing rate dynamics, which we described in Chap-
ter 1, and which we used in Chapter 2, describes firing rate dynamics of a neural





= −r + r∞ (3.1.1)
where r∞ is a function of the input describing the steady-state input-output rela-
tionship (the FI curve). Justification for an equation of this form has been proposed
(Wilson & Cowan 1972, Ermentrout 1994, Gerstner 1995). Underlying these deriva-
tions is the choice to neglect fast transients in the dynamics. However, faster transient
dynamics have been shown to be critical in relaying information from the thalamus
to the cortex in the rat somatosensory system (Bruno 2006), and such dynamics are
likely to be important elsewhere, particularly in other sensory modalities.
As shown in figure 3.1A, when the neurons fire in the noise driven (sub-threshold)
regime, the firing rate dynamics relax to the new steady-state and are well described
by the Classic rate model. On the other hand, inputs that produce synchronous firing
are not captured by such a rate model, as shown in figure 3.1B.
While it is clear that the Classic rate model, by design, cannot capture fast
transient dynamics, it is not clear that neglecting the dynamics on this timescale is
required of a rate model. Finding a rate model that can account for fast dynamics
produced by synchronous firing is the goal of Chapters 4 and 5. This chapter provides
a review of the relevant literature and the ideas that will be useful in coming chapters.
3.1.1 Relating the population firing-rate to the dynamics of
individual neurons
The relationship between the firing rate of a neural population and the input to that
population is indirect; rather, the input affects the membrane potential, which in turn
governs spiking. Thus, a rigorous approach to understanding firing rate dynamics
necessarily involves describing the membrane potential of a population of neurons.
To describe the individual neurons in a population, we will choose the Integrate-
and-Fire model. Pioneered by Knight (1972), the dynamics of populations of Integrate-
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Figure 3.1:
Transient Dynamics in Neural Populations and in the Wilson-Cowan model.
(A) a step in mean input that produces “relaxation-type” dynamics in the neural pop-
ulation, which the Classic rate model can match. (B) A step in mean input which
produces damped oscillations, for which the Classic rate model is a poor description.
and-Fire neurons has been a popular topic of study (Amit & Brunel 1997, Amit &
Tsodyks 1991, Aviel & Gerstner 2006, Bressloff & Coombes 2000, Brunel 2000, Brunel
& Hakim 1999, Camera, et al. 2004, Gerstner 1995, Gerstner 2000, Knight 1972, Mat-
tia & Giudice 2002, Nykamp & Tranchina 2000, Fourcaud & Brunel 2002, Ostojic,
et al. 2009, Ostojic & Brunel 2011, Treves 1993). There are many variations of the
Integrate-and-Fire model, each with different benefits. We next explore the justifica-
tions for different model choices.
3.2 Integrate-and-Fire models
The benchmark model for the activity of a single neuron is the Hodkin-Huxley model
(Hodgkin & Huxley 1952), groundbreaking for its description of the biophysics un-
derlying action potential generation in the squid giant axon. Composed of four dif-
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ferential equations, however, this model is impractical for large network studies. A
simplified version, the Wang-Buzsaki model (Wang & Buzsáki 1996), retains much
of the behavior of the Hodgkin-Huxley model while using only two differential equa-
tions. However, this model is still too complicated for many desired analyses, so
following the path of many others, we focus on Integrate-and-Fire models, where
more analytical calculations are possible.
The Integrate-and-Fire model, first introduced by Lapicque (1907), and given its
name by Knight (1972), has become a standard model of individual neurons because
of its simplicity. Whereas much of the complexity of the Hodgkin-Huxley model comes
from an attempt to describe the kinetics of spike generation, these kinetics are ignored
by Integrate-and-Fire models. Instead, the dynamics are completely defined by the
membrane potential below threshold, and spike generation is crudely approximated.
In an Integrate-and-Fire model, inputs are summed until the membrane potential V
reaches threshold Θ, at which point a spike is emitted, and V is reset to some value




= F (V ) + I(t) , (3.2.2)
where τ is the membrane time constant, defined as τ = C/gL with C the membrane
capacitance and gL the leak conductance. I(t) = Î(t)/gL is the input to the cell
in units of voltage. This input is potentially from a combination of excitatory and
inhibitory synaptic inputs as well as experimentally injected current. F (V ) is a
function describing the intrinsic properties of the neuron. Several different choices
for F (V ) have been commonly proposed, as will be described next.
3.2.1 Variations of the Integrate-and-Fire model
We wish to distinguish between four different versions of the Integrate-and-Fire model.
These can be grouped into two classes based on their mechanism of spike generation.
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This classification is important for many of the ideas that will be explored, both here
and in coming chapters.
Defining the models
The first class of models is linear in V , and includes the “Leaky” and “Simple” models.
The most common choice for F (V ) is F (V ) = −V , which gives the Leaky Integrate-
and-Fire (LIF) model. The simplest version, which will be used in coming chapters,
makes F (V ) = 0. This model, which we call the Simple Integrate-and-Fire (SIF) has
also been given other acronyms (Fusi & Mattia 1999), but we omit them to avoid
confusion. The LIF and SIF are similar in that both models lack a spike generating
mechanism in the dynamics. Instead, when the membrane potential reaches threshold,
a spike is simply pasted in. Typically, these models are implemented with a hard
threshold at V = VΘ (an absorbing barrier). The SIF additionally has a reflecting
barrier at some subthreshold value Vr, which prevents the voltage from reaching
arbitrarily negative values in the presence of negative input.
The second class of Integrate-and-Fire models is nonlinear in V , and includes the
“Exponential” and “Quadratic” models. The Exponential Integrate-and-Fire (EIF)





. The Quadratic Integrate-and-Fire
(QIF) model has F [V ] = 1
∆T
(V − VΘ)2. This class of models is different from the
first in that the nonlinear F (V ) causes the potential to diverge to infinity. For these
models VΘ acts not as a hard threshold but rather as a tipping point, above which
F (V ) begins to dominate the dynamics. The EIF has an arbitrary reset value Vr,
similar to the SIF and LIF, but the QIF has Vr = −∞.
We draw attention to the boundary conditions here, in particular the presence
of the hard threshold in the LIF and SIF but not in the EIF and QIF. This difference
in boundary conditions has an effect on the dynamics that impacts our calculations
in coming chapters. It is worth noting that for the EIF in the limit as ∆T goes to
zero, F (V ) acts as a hard threshold. Thus, the EIF becomes equivalent to the LIF
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in this limit (Fourcaud-Trocmé, et al. 2003).
The importance of differences between choices of F (V )
Which model should one choose? Clearly, this depends on the desired goal. The LIF
describes the membrane potential by an RC circuit. The simplicity of this model has
made it the benchmark model in spiking neural networks (Renart, et al. 2004, Brunel
& Hakim 1999, Brunel 2000, Nykamp & Tranchina 2000).
The SIF is convenient because it is even simpler than the LIF. Unlike the LIF,
in the SIF many properties can be calculated and expressed in a non-integral form,
such as the steady-state voltage distribution of a neuron receiving white noise input
(Fusi & Mattia 1999).
The EIF has become a popular model because of its ability to reproduce many
features of the dynamics of the Hodgkin-Huxley model (Fourcaud-Trocmé et al. 2003)
as well as properties of real neurons (Giugliano, et al. 2008, Badel, et al. 2008a,
Badel, et al. 2008b). The correspondence between the EIF and the Hodgkin-Huxley
model makes sense, because the fast sodium current activation curve, which gener-
ates spikes in the Hodgkin-Huxley model, is approximately exponential near threshold
(Fourcaud-Trocmé et al. 2003). In this sense, the EIF offers perhaps the best com-
promise between simplicity and faithfulness to physiology.
The QIF is attractive because it has convenient mathematical properties (Ermentrout
1996). It can be derived from a perturbation expansion of the Hodkin-Huxley model
for inputs near threshold (Ermentrout & Kopell 1986), and as such, it is a good model
for inputs in this parameter regime but not for inputs far above or below threshold
(Fourcaud-Trocmé et al. 2003). The firing rate for constant input is proportional to
√
I in the QIF, which is also true of the Hodgkin-Huxley model and EIF for inputs
near threshold (Fourcaud-Trocmé et al. 2003). In the LIF and SIF, on the other hand,
the firing rate increases linearly for large input.
The dynamics of these Integrate-and-Fire variations are different in the high-
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frequency limit. For an oscillating input with frequency f , the amplitude of the
resulting firing rate modulation can be written generally as ν1(f) ≈ 1/fα, with a
corresponding phase lag at high frequency of απ/2. The value of α for the EIF
and QIF are 1 and 2, respectively (Fourcaud-Trocmé et al. 2003), while for the LIF
its value depends on the noise model (Fourcaud & Brunel 2002). Intuitively, the
difference in the QIF at high frequencies is because it has slower spikes than the
other models, so for similar parameters and strong input, it spikes at a lower rate.
With these issues laid out, which variant of the Integrate-and-Fire model is
optimal as a starting point for building a firing-rate model? The differences we
have identified in dynamics are primarily on the timescale of milliseconds. On the
timescale of tens of milliseconds, these differences become minimal (Fourcaud-Trocmé
et al. 2003), and the spike trains generated by these models look very similar. This
suggests that for the purposes of designing a firing-rate model that captures spike
train dynamics on longer timescales, the choice of a particular model is somewhat
inconsequential. We will take advantage of this observation in coming chapters, most
notably in Chapter 5, where we derive a firing-rate model that can be used to describe
any Integrate-and-Fire variant.
3.3 Describing population dynamics probabilisti-
cally
We wish to study the temporal dynamics of a population-averaged firing rate. To
do so, we define a population of model neurons in which the neurons are statistically
identical. That is, the parameters of each neuron are drawn from the same distribu-
tion. Biologically, this population could correspond, for instance, to an anatomical
structure, such as a cortical column or layer, or to a physiologically defined set, such
as cells receiving similar inputs.
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Although a wide variety of choices exist for which and how many parameters to
vary, we will focus on cases where the neurons are identical in all respects but their
input. Furthermore, we focus on two cases – first, where neurons are unconnected
and receiving input with known statistics, and second, where neurons are recurrently
connected randomly in a large network, and the input statistics can be calculated.
3.3.1 A population of unconnected neurons
A useful starting point is to consider a population of unconnected neurons receiving
white noise input with (potentially time varying) mean µ and variance σ2. This sce-
nario has an alternative interpretation in terms of repeated trials of an experiment
with one neuron, with each neuron in the population corresponding to a different trial.
The mean input is thus the signal repeated from trial to trial, and the injected noise
corresponds to trial-to-trial variability. In this sense, a neuron receiving the same
stimulus over multiple trials is equivalent to a population of identical, unconnected
neurons receiving feedforward input. Because of the noise, the neural response varies
from trial to trial, and when we pool across trials using a Peri-Stimulus Time His-
togram (PSTH), we can view the response as a time-varying probability of spiking,
i.e. a firing rate.
3.3.2 Large random networks
In networks of spiking neurons, the input to one neuron is a function of the spike









where tki is the time of the k
th spike of neuron i, and δ(x) is the Dirac delta function. In
the simplest formalism, the input to a neuron is the weighted sum of the presynaptic













where wij is the synaptic strength from neuron j to i. This definition ignores synaptic
dynamics, which simplifies our calculations in the next section. We will discuss the
effects of synaptic dynamics in the General Discussion.
We are interested in networks of Integrate-and-Fire neurons in which a statistical
treatment is appropriate. As will become more clear in coming sections, the relevant
question is under what conditions a neuron embedded in a network acts in a manner
similar to the Langevin equation that governs a neuron driven by white noise. Before
addressing this question, we first turn our attention to deriving the Fokker-Planck
equation, which describes the dynamics of the population density function in the
presence of white noise.
3.3.3 Dynamics of a population: Deriving the Fokker-Planck
equation
The following derivation shows how the dynamics of the population density function
are governed by the input statistics. This follows from Risken (1996) and Renart
et al. (2004).
The fraction of neurons that at time t have a depolarization V (t) in the interval
[v, v + dv] can be expressed in terms of a probability density function ρ(v, t),
ρ(v, t)dv = Pr
{
V (t) ∈ [v, v + dv]
}
. (3.3.5)
We assume that the state of the population is completely described by ρ(v, t), so that
the dynamics are Markovian. Let ε = V (t+ dt)−V (t) be the change induced in V(t)
in the infinitesimal interval dt. We can define a conditional probability of a change
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of size ε occurring,
q(ε|v)dε = Pr
{
V (t+ dt) ∈ [v + ε, v + ε+ dε]
∣∣∣V (t) = v} . (3.3.6)
This allows us to describe the temporal evolution of ρ(v, t), which is given by the
Chapman-Kolmogorov equation,
ρ(v, t+ dt) =
∫ ∞
−∞
ρ(v − ε, t)q(ε|v − ε)dε (3.3.7)
By definition, ε will be small for small dt. Thus, assuming that the derivatives of ρ(v, t)
and q(ε|v) with respect to v are well defined, we can expand ρ(v− ε, t)q(ε|v− ε)dε in
a Taylor series about ε = 0 (the Kramers-Moyal expansion),












and so equation 3.3.7 becomes




























where 〈. . . 〉v is the average given a value of v. The zeroth term in this sum is ρ(v, t).
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If we know the moments Mk of the dynamics, we have an expression for the
temporal evolution of an arbitrary probability density function. In the case that the
moments k ≥ 3 = 0, i.e. if the dynamics are simply a diffusion process with drift,

















The Fokker-Planck equation is exact if we have a system explicitly receiving
white noise input. This is one case that has been examined in the literature, and on
which all of Chapters 4 and 5 of this thesis are based.
An alternative scenario, which has also received ample attention in the litera-
ture, and which is the focus of Chapter 6, is one where neurons are embedded in a
network and thus receive input from many other neurons. In this case, the Fokker-
Planck equation is no longer exact, but under criteria which satisfy the diffusion
approximation, the Fokker-Planck equation becomes a good approximate descrip-
tion of neural networks. We next discuss this approximation as it applies to neural
networks.
3.3.4 The diffusion approximation
In the context of neural networks, the diffusion approximation consists of approxi-
mating the total input Ii(t) to each neuron i by an independent realization of the
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where ξi(t) is a random variable satisfying
〈ξi(t)〉 = 0 (3.3.15)
〈ξi(t)ξi(t′)〉 = δ(t− t′) (3.3.16)
〈ξi(t)ξj(t)〉 = δij . (3.3.17)
When is this valid? If the synaptic strengths onto each neuron are identical
(if wij is independent of i), then although Ii(t) may be uncorrelated in time, it will
be perfectly correlated between neurons. Thus, the connectivity wij must also have
variability. The simplest way to ensure that the inputs to every neuron are approx-
imately uncorrelated is to choose wij to be sufficiently sparse, such the probability
that two neurons have a common presynaptic partner approaches zero.
The total input Ii(t) contains two fundamentally different sources of random-
ness, one through randomness of the connectivity wij and another through the random
timing of spikes tkj . The assumption that the spike times of every neuron are indepen-
dent (conditional on the population firing rate) requires that the random variables
wij and t
j
k are independent, and thus they can be treated separately.
We first consider the random connectivity wij. In order for the point process
Ii(t) to be well approximated by a continuous process, N must be large, and the
weights wij must be small, so that a single event is unlikely to trigger a postsynaptic
spike (though what counts as small is a loose concept. It has been shown that even
moderate sizes are fine (Nykamp & Tranchina 2000)). In this limit, every neuron
receives many inputs, each of small amplitude, the point process input can be ap-
proximated by a continuous process with the same mean and two-point correlation
function.
We next turn our attention to the inner sum (over k), which constitutes a sum
over many spike trains. We would like for the neural dynamics to be Markovian, i.e.
for the probability that a neuron sees a given input to be independent of its past
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history. In order to self-consistently calculate the variance of this process, we need
the summed spike-train to be approximately Poisson, and we need every neuron to
fire from some process with rate r(t), so that the summed process has a rate Nr(t).
The assumption that the input to every neuron, the weighted sum of presynaptic
spike trains, is an inhomogeneous Poisson process allows us to say that the input to
every neuron is an i.i.d. random variable. Thus, the two point correlation function
of the input is approximately
〈(I(t)− 〈I〉)(I(t′)− 〈I〉)〉 = τσ2δ(t− t′) . (3.3.18)
To achieve a summed process that is Poisson, it would be convenient to assume
that the individual spike trains are themselves given by a Poisson process, but this is
overly restrictive. In fact, the sum of many independent non-Poisson spike trains is
always Poisson over a sufficiently short time interval (Lindner 2006), where a “short”
time interval T is defined relative to the spike emission rate r of the process,
T  r−1 . (3.3.19)
In other words, although on longer timescales such a sum is not guaranteed to
be Poisson, the correlations in individual spike trains are not felt on a short timescale
(Lindner 2006). We have given this our attention because the moments we need to
calculate in the diffusion process are local in time. We do not care about the long-
time correlations. Furthermore, the fact that a sum of non-Poisson spike trains can
nevertheless satisfy criteria for the diffusion approximation is important, because it
is a case we will encounter in Chapter 6.
3.3.5 Calculating the moments in a network
In order to calculate the moments of the current, Mk, we assume that the spike trains
Si are uncorrelated across neurons, and that the summed spike train received by each
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neuron is Poisson distributed with rate parameter Nr(t),
∑
i Si(t) ∼ P{Nr(t)dt},
where N is the number of presynaptic neurons. This calculation reproduces the
results of Lánský (1984). The desired moments are with respect to the population
















































































Note that because µ2 scales as dt2, the variance σ2(t) and the second moment M2
are equivalent. In the commonly used special case that wij is sparse with uniform
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nonzero entries, so that
wij =
 w with probability s0 with probability 1− s (3.3.22)
Then the effective mean and variance of the synaptic connectivity matrix are simply




In addition to sparseness, other sources of variability can be considered, such
as variability in the nonzero synaptic weights (Amit & Brunel 1997). We restrict our
discussion here and in coming chapters primarily to this simple case.
3.3.6 Firing rate of a population: The continuity equation
We next seek to link the dynamics of the membrane potential probability density to
the dynamics of the firing rate. This derivation follows similar derivations in Risken
(1996) and Renart et al. (2004). The probability density ρ(v, t) in general evolves
according to the Chapman-Kolmogorov equation 3.3.7 and in the simple diffusion case
evolves according to the Fokker-Planck equation 3.3.12. For ease of analysis, we will
work almost exclusively with the Fokker-Planck equation. Consider the probability
in the interval (a, b),
Pr{V (t) ∈ (a, b)} =
∫ b
a
ρ(v′, t)dv′ . (3.3.25)
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This quantity changes depending on the flow of probability into and out of the interval
(a, b), i.e. the flux J(v, t) of probability across the boundaries,
J(a, t)− J(b, t) = ∂
∂t







Letting b = v and differentiating by v, we have
∂ρ
∂t
(v, t) = −∂J
∂v
(v, t) . (3.3.27)
This is the continuity equation. It relates the dynamics of the probability density
ρ(v, t) to the flow of probability across a given point v.
From a neuroscience context, the flow of probability across threshold, i.e. the
fraction of neurons crossing threshold per unit time, is precisely the firing rate. Thus,













This establishes a link between the population firing rate and the membrane potential
probability density. We next turn to the hard problem of solving the Fokker-Planck
equation for Integrate-and-Fire models.
3.4 Solving the Fokker-Planck equation for Integrate-
and-Fire models
In general the Fokker-Planck equation for a population of Integrate-and-Fire models
cannot be solved in closed form. The dynamics generated by such a model can be
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much more complicated than a simple diffusion process, due to the threshold and
reset boundary conditions. Some special cases can be solved, such as the steady-state
distribution, as we show next. In order to approach general questions about the
dynamics, however, good approximation techniques will be required.
3.4.1 The stationary solution
















and from it the stationary firing rate r∞ can be calculated. For the case of the
SIF with a reflecting boundary at reset, this has been calculated by Fusi & Mattia
(1999). Similarly, the stationary solution for LIF is given by Brunel & Hakim (1999)
for white noise input and Fourcaud & Brunel (2002) for colored noise input. For
nonlinear models, and more generally for an arbitrary choice of F (V ), the stationary
solution can be expressed formally (Fourcaud-Trocmé et al. 2003), but not reduced
to a useful form.
3.4.2 Dynamics: non-stationary network states
The term “synchrony” is sometimes reserved to refer exclusively to perfect synchrony.
However, due to the presence of noise in the systems we study, perfect synchrony is
usually impossible. For our purposes, synchrony is equivalent to coherent oscillations
in the population firing rate.
In Chapter 1, we introduced the idea that synchronous activity in a neural
population can be generated transiently by external input. Synchronous activity can
also be a stable state of a recurrent network. In both cases, synchronous activity
implies coherent correlations in the spike trains. Note that the excitatory-inhibitory
network of Classic rate units studied by Wilson & Cowan (1972) can exhibit oscillatory
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dynamics, but this is a different phenomenon than the synchronous activity described
here. This will become more clear in Chapter 6, where we compare an excitatory-
inhibitory rate network to a spiking network.
3.4.3 Methods of solution: The finite-element method
Finite element methods are commonly used both for analytic and numerical ap-
proaches to solving partial differential equations, such as the Fokker-Planck equation






where φj(x) are the spatial basis functions, and αj(t) are the time-dependent coeffi-
cients. This technique has been used, for instance, by Galán, et al. (2007) to numer-
ically solve the Fokker-Planck equation for the full probability density, P (φ1, φ2), for
two uncoupled oscillators receiving external input.
A problem one runs into when using such methods is in choosing a useful set of
basis functions. One would like to use a basis in which the representation is sparse;
i.e., in which the coefficients of most basis functions are at or near zero. In Chapter
4, we look at a special case in which a simple, known basis can be used.
If a system of interest has a discrete set of eigenfunctions, the eigenbasis provides
a special case of the finite-element method. This case merits its own section, and we
examine it next. In Chapter 5, we use an eigenfunction expansion to derive firing-rate
model in closed-form.
3.4.4 Eigenfunctions
To derive a simple model from a Fokker-Planck equation, we need a set of basis func-
tions that approximate the space on which the dynamics live. The most general and
obvious choice would be the eigenfunctions of the Fokker-Planck operator. Starting
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= LP (v, t) , (3.4.31)
one can look for eigenfunctions that satisfy,
Lφn = λnφn (3.4.32)
where the eigenfunctions comprise a discrete infinite set, and n is defined over positive
and negative integers.
For the SIF model, these eigenfunctions can be calculated analytically, as shown
by Mattia & Giudice (2002). This makes the SIF a particularly valuable model, and
we will return to it in Chapter 5. For other IAF models, such as the leaky (LIF) or
exponential (EIF), the expansion into an eigenbasis cannot be done without making
further approximations. A common approximation is the linear response function,
which we review next.
The linear response
To proceed further analytically, a common approach is to treat a dynamic input as
a (small) perturbation around a constant input, and approximate the population
dynamics as a perturbation around the steady-state. Knowing the response at all
frequencies, one can reconstruct the linear-order response to arbitrary input. For
example, with a constant noise variance σ2 and dynamic mean µ(t),
µ(t) ≡ µ0(1 + ε(t)) (3.4.33)
P (v, t) = P0(v) + P1(y, t) +O(ε2) (3.4.34)
r(t) = r0
(
1 + r1(t) +O(ε2)
)
, (3.4.35)
then, keeping only first order terms in ε, one obtains a solvable differential equa-
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tion. This approach has been applied to the Leaky- and Exponential Integrate-and-
Fire (LIF and EIF) models (Brunel & Hakim 1999, Brunel, et al. 2001, Lindner &
Schimansky-Geier 2001, Ostojic et al. 2009). For the leaky Integrate-and-Fire (LIF)
model, the linear response is given by a combination of hypergeometric functions
(Brunel & Hakim 1999). The same approach has been used to compute the linear
response for the EIF (Fourcaud-Trocmé & Brunel 2005). The eigenvalues of the lin-
ear response for both the LIF and EIF have been computed using a quasi-analytic
method by Ostojic et al. (2009).
This approach is formally only accurate for small perturbations of the input,
but the only strong nonlinearity that is present in the full response is rectification
near zero firing rate. Consequently, this approach yields impressive accuracy even for
fairly large input perturbations (Fourcaud-Trocmé & Brunel 2005, Ostojic et al. 2009)
when the baseline firing rate is sufficiently far from zero. Furthermore, a rectifying
nonlinearity can be easily added to the model, creating a Linear-Nonlinear model of
the form,
r(t) = F (r1(t)) (3.4.36)
where r1 is the linear response above and F (x) is a nonlinear function corresponding
to the FI curve of the neuron (Ostojic et al. 2009). Such a model provides a very
good match to neural population dynamics, provided that the background noise is
sufficiently large. As we will see in Chapter 5, a model of similar simplicity can be
built which is also accurate for lower noise.
3.5 Looking ahead
The point at which our work deviates from aforementioned work is primarily a differ-
ence of philosophy. Although eigenfunctions provide an intuitive and compact basis,
the resulting equations are cumbersome. Furthermore, although achieving high ac-
curacy with a sum of eigenmodes is interesting, a simple closed-form expression for
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the firing rate is in many ways more useful. Therefore, in the spirit of the rate model
proposed by Wilson & Cowan (1972), we would like to ask whether a simple yet ade-
quate approximation exists, and how well such a model would perform. To this end,
we seek to reexamine some of the approaches described in this chapter, asking how
far one can push toward simplicity without greatly sacrificing performance.
In the next two chapters, we begin by formulating a model for the firing rate of
uncoupled spiking neurons in response to arbitrary time-varying input. Our primary
result, given in Chapter 5, is that the rate response can be approximated in a surpris-
ingly simple form. The model we derive bears resemblance to a damped harmonic
oscillator. We then extend our analysis to networks of excitatory and inhibitory spik-
ing neurons in Chapter 6, exploring the parameter ranges over which a simplified rate




Equation for the Quadratic
Integrate-and-Fire Model
Abstract
In this chapter, we develop a firing-rate model based on an approximation to the
dynamics of a population of spiking neurons. We describe the population by the
probability density of membrane potentials, so the dynamics are governed by a Fokker-
Planck equation. Using a spiking model with periodic boundary conditions, we write
the Fokker-Planck dynamics in a Fourier basis. We find that the lowest Fourier
modes dominate the dynamics. The steady-state distribution is also dominated by
low frequencies, but to a lesser degree than are the dynamics.
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4.1 Introduction: Avoiding Complications Caused
by Boundary Conditions
As described in the previous chapter, the dynamics of a population of neurons re-
ceiving white noise input can be described by a Fokker-Planck equation. In general,
finding the time-varying solutions of this equation is impossible, and even finding
a good approximation is a hard problem. In the absence of a threshold, however,
the Fokker-Planck equation for the Leaky Integrate-and-Fire neuron can be solved
exactly (Ricciardi 1977). This suggests that a neural model with simpler boundary
conditions than an Integrate-and-Fire model with a threshold might also have a sim-
pler basis in which to describe the Fokker-Planck dynamics. For this reason, we turn
our attention to the Quadratic Integrate-and-Fire (QIF) model, which is equivalent
to the Theta model (Ermentrout & Kopell 1986). The advantage of this model is that
it describes voltage in terms of a periodic variable, which eliminates discontinuities at
the boundaries. With such a model for individual neurons, a Fourier basis becomes
a natural choice with which to rewrite the Fokker-Planck equation.
4.2 A Single Neuron Equation







(V − E)2 + Ĩ(t) (4.2.1)
where τ is the membrane time constant (typically 10 ms), Ĩ(t) is the input (in units
of voltage), E is the resting potential (typically -70 mV), and ∆T is a parameter
with units of voltage that controls the sharpness of action potential onset. ∆T is
often taken to be of order 15 mV (compare to (Fourcaud-Trocmé et al. 2003), where
for similar parameters the QIF is compared to a simplified Hodgkin-Huxley model).
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When V is sufficiently large, the quadratic term dominates the dynamics, and the
voltage diverges to to infinity in finite time, corresponding to an action potential. The
effective threshold corresponds to the larger of the solutions to 1
∆T
(V −E)2 = −Ĩ(t).
It should be stressed that this threshold is soft – a strongly negative input can cancel
the onset of a spike and bring the voltage back below threshold. For Ĩ > 0, the neuron
fires spikes tonically, whereas for Ĩ ≤ 0, it does not.
The QIF is mathematically convenient, because with the change of variables















where I(t) = Ĩ(t)/∆T is a dimensionless rescaled input. The model now has peri-
odic boundary conditions. An action potential occurs when the “periodic membrane






= 2 , (4.2.4)
which follows from the fact that in the QIF model the peak of the action potential
is independent of the input current. An important consequence of this is that it is
impossible to flow ”backwards” across threshold, although the dynamics are smooth
at that point.
We are interested in studying this model in the presence of an input composed
of a time-varying signal µ(t) and white-noise with standard deviation σ(t). We write
the total input as,
I(t) = µ(t) + σ(t)ξ(t) , (4.2.5)
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where ξ(t) is a random variable satisfying
〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t− t′) (4.2.6)
with the angle brackets denoting averages. The neural dynamics are now described
by a Langevin equation
dθ =
(












We generally choose σ in the range between 1/3 and 2/3, which for ∆T = 15 mV,
corresponds to voltage fluctuations with standard deviation σV = σ∆T in the range
of 5-10 mV. Similarly, we will typically work with µ in the range ±1/10, and rarely
outside the range ±1.
4.3 Firing-Rate Dynamics of an Uncoupled Popu-
lation
Consider a population of neurons described by equation 4.2.7, all receiving input
with the same time-varying mean µ and variance σ2. The distribution P (θ, t) of
phases for the population can be described by a Fokker-Planck equation, as shown in
general in the previous chapter (equation 3.3.12). For the QIF in this notation, the





















− (1− cos(θ)− (1 + cos(θ))µ)P (4.3.9)
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is the flux of the probability density. We now write P (θ, t) as a Fourier series,
P (θ, t) =
∞∑
m=−∞
zm(t) exp(imθ) , (4.3.10)
















and z−m = z
∗
m . (4.3.12)
Substituting equations 4.3.8 and 4.3.9 into equation 4.3.11, the Fokker-Planck equa-









− im(1 + µ)
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where < denotes the real part.
Equations 4.3.13-4.3.15 together express the population firing rate as an infinite
set of first-order linear differential equations. For practical purposes, we must con-
sider a finite set of equations, so we ask how many terms are required to faithfully
approximate the dynamics of the infinite-dimensional system. As noted by Kana-
maru & Aihara (2008), keeping many terms in this expansion provides an efficient
way to numerically integrate the Fokker-Planck equation. We wish to ask a different
question, which is whether keeping very few terms may be sufficient to accurately
describe the dynamics for some parameter range of interest. Such a minimal system
would be useful as a firing-rate model.
We expect both the probability density P (θ, t) and its temporal dynamics to
be dominated by low spatial frequencies. Intuitively, this is because for diffusive
input I(t) = µ + σξ(t), we expect P (θ, t) to be smooth, and thus not depend on
arbitrarily high frequencies. Also, the dependence of dzm/dt on m
2 means that the
terms corresponding to high spatial frequencies reach steady-state much faster than
do the terms corresponding to low spatial frequencies. Thus, the primary contribution
to the dynamics will in general come from low spatial frequencies. In general, the
number of terms required should depend on the details of the input. The terms come
in complex conjugate pairs; in what follows, keeping the complex conjugates is always
implied, and so each “term” really implies a pair of terms.
It should be noted that the dependence of dzm/dt on m
2 gives this set of equa-
tions stiff dynamics. The effective time constant of z10 is 100 times faster than that
of Z1. As a result, one has to be somewhat careful in numerical integration. Conve-
niently, these equations have a ”nearest-neighbor” and ”next-nearest-neighbor” cou-
pling structure, similar to the cable equations, so we can easily implement a Backward-





We first consider what happens for a step change in µ(t). As shown in Chapter 1
(Figure 3.1), a step in µ(t) from sub-threshold to supra-threshold is a simple example
where classic rate models fail. For this input, the population firing rate exhibits
damped oscillations (Figure 4.1A, black). Keeping 4 terms in the Fourier expansion,
the system is able to match the population dynamics very well (Figure 4.1A, green).
If instead we keep only 2 terms, we can reproduce the dynamics well, but the original
steady-state is wrong (Figure 4.1A, yellow). Matching the dynamics but not the
steady-state is a frequent problem, and one that is easy to understand, as we will see.
Next, consider a change in the input variance σ2(t), from a very low value to a
very high value (Figure 4.1). The spiking population responds rapidly, overshooting
the new steady state firing rate before decaying back (Figure 4.1B). Similar to the
case with a changing mean input, the Fourier system again needs only 2 terms to
match the dynamics (Figure 4.1B, yellow) but 4 terms to match the dynamics and
the steady-state (Figure 4.1B, green).
Third, we consider a more physiologically interesting stimulus, where the mean
is constantly changing in time (Figure 4.1C). By design, we pick a stimulus that
elicits a complicated pattern of synchronous and asynchronous bursts in the spiking
population (Figure 4.1C, black). Keeping 12 terms in the Fourier expansion, we can
match these dynamics very well (Figure 4.1C, green). Keeping too few terms (6, in
the yellow trace in figure 4.1C), spurious high-frequency oscillations develop.
4.4.2 Understanding the Model
As illustrated in figure 4.1, the number of terms required to adequately reproduce
the steady-state firing rate is in general larger than the number of terms required to







































































































Response of Low-Dimensional System to External Input. (A) Step in in-
put mean. (B) Step in input variance. (C) Quasiperiodic mean input. In (A-C),
top panel shows dynamic component of input, middle panel shows sample spike raster
from model neurons, and bottom panel shows firing rate response of spiking popula-
tion (black) and Fourier system with two choices of system size M (green and yellow,
respectively). Rate responses of spiking population were computed using 2000 model
neurons and binning the spikes with binsize 0.1 ms. In A and C, a grey line at zero
(threshold) is provided for reference. In A, background noise has variance σ2 = 0.2.
In B, background mean is zero. In C, background noise has variance σ2 = 0.04, and
the mean follows µ(t) = 0.3 sin(πt) + 0.3 sin(2πt/3) + 0.3 sin(2πt/5) + 0.3 sin(2πt/7).
the steady-state values of zm do not in general decline smoothly with m, the effective
time constant of żm scales with m
2. In other words, the probability density P (θ, t)
is not composed solely of the lowest frequencies, but in many cases the dynamics are
mostly in these frequencies.
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We must be careful here to remember that our goal is not to match the entire
probability density but rather the firing rate, which is proportional to the probability
density at threshold. Thus, in many cases, even when the low frequencies are sufficient
to describe the approximate shape of P (θ, t), the model can perform poorly because
the value P (π, t), is poorly fit. An example of this is illustrated in figure 4.2A, where
keeping 4 terms preserves the shape of the distribution but introduces oscillations on
the edges, leading to an error in P (π).
Because this approach is a low-spatial frequency approximation to the phase
probability density, we intuitively expect to need proportionally more terms in the
Fourier expansion for inputs that drive the distribution to be very narrow. In general,
the steady-state P (θ) is unimodal; thus, the peak height of the distribution is also
a measure of the narrowness of the distribution. We then ask how the steady-state
height of P (θ) varies with the input parameters µ and σ2. As shown in figure 4.2B,
the height scales inversely with the mean and the variance, so a narrow steady-state
distribution occurs when the mean input is small (negative) or when the noise is
small.
To define regions in parameter space in which a given value of M produces a
desired level of accuracy, we define the error for a given choice of M , µ, and σ2 as the
total squared difference between the M-term steady-state phase distribution PM(θ)




[P∞(θ)− PM(θ)]2dθ . (4.4.16)
Although we ultimately care only about the accuracy of the firing rate output of
the model, defining error in terms of firing rates is a less robust measure, because
oscillations as in 4.2A produce oscillations in the firing rate estimate, as a function of
input parameters. For a given choice of M , ε increases roughly monotonically with
decreasing µ and σ2 (Figure 4.2C). The shape of the contours in 4.2B and 4.2C are

































Errors in the System of Fourier Modes. (A) Sample distribution (point shown in
orange in (B) and (C). In both (B) and (C), large values are indicated in dark red, and
small values are indicated in white. Relative scale can be seen from the axes in (D). (B) Peak
height of probability density as a function of input parameters. (C) Mean-squared error (ε)
between estimates of the probability density for M=4 versus M=100, as a function of input
parameters. (D) Error as a function of peak height. Magenta points sampled randomly from
values of µ and σ in (B) and (C), blue and tan using similar plots for other values of M .
height of the density distribution, as we expect.
Finally, plotting firing rate error versus height of the density function for a sam-
pling of points shows an approximately linear relationship between the two, with a
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variance that grows with height (Figure 4.2D). The slope of this dependence scales in-




















Accuracy of FI curve for different truncation points. For a fixed value of
the noise (σ2 = 0.1), the steady-state firing rate is shown as a function of the
mean input, for different truncation values M . In this range, M = 100 is more
than sufficient to achieve negligible error values. For a small number of terms, ac-
curacy is still high for large mean input, but curves diverge for negative mean input.
Because the steady-state firing rate necessarily increases with increasing µ and
σ, error in the firing rate estimate also scales inversely with the firing rate. As shown
in figure 4.3, for high firing rates, very few terms are needed in the expansion. As the
firing rate decreases, proportionally more terms are needed. Thus, for a given choice
of M , there is some firing rate below which we cannot reliably capture the dynamics.
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4.5 Discussion
We have shown that truncation of the Fourier expansion of a Fokker-Planck equation
with periodic boundary conditions can lead to very accurate results. The novelty
in this approach, and where it differs from standard finite element methods for ap-
proximating partial differential equations (Heath 2002), is that we have identified a
stationary basis in which, for many choices of inputs, the first few Fourier modes are
an excellent approximation to the complete dynamics.
The problem with this approach, and what ultimately limits its value as a firing-
rate model, is illustrated in figure 4.1C – when the expansion contains too few terms, it
generates spurious large oscillations in response to dynamic input. This is dangerous,
because one could imagine building a network using this firing rate model, only to
see misleading results due to recurrent propagation of these spurious oscillations. For
this reason, one would like a model that fails more gracefully.
We chose the QIF model because it can be redefined with periodic boundary
conditions. This model is also the normal form for any neural model with Type-1 spike
initiation (Ermentrout 1994), meaning that many models, including the Hodgkin-
Huxley model, behave like the QIF for inputs very close to threshold. The QIF is not,
however, a particularly good model for neural dynamics on the timescale of individual
spikes. As shown by (Fourcaud-Trocmé & Brunel 2005), the QIF is in general several
milliseconds slower to generate a spike in response to an input than are the Leaky-
or Exponential Integrate-and-Fire models. For this reason, one might worry about
the generality of the dynamics of a population model based on the QIF. The firing-
rate dynamics examined here, however, are on a longer timescale – for instance, even
the fast dynamics in figure 4.1A occur over multiple membrane time constants τ .
Additionally, it has been shown (Ostojic & Brunel 2011) that the correlation between
an input signal and PSTH of IAF neurons increases with the correlation time of the
signal, so that for any signal with long enough correlation time, the signal itself is
an excellent predictor of the output. This suggests that on the timescales we are
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interested in, the dynamics are qualitatively similar for any spiking model (also see
Discussion in Chapter 5).
95
Chapter 5
Approximating the Dynamics of a




In this chapter, as in the previous chapter, we develop a firing-rate model based on
an approximation to the dynamics of a population of spiking neurons. Our approach
derives from an eigenfunction expansion of a Fokker-Planck equation, which is a
common approach to solving such problems. Unlike previous approaches which sought
accuracy over simplicity, we find a very simple approximation that turns out to be
surprisingly accurate. This approximation allows us to write a closed-form expression
for the firing rate that resembles the equations for a damped harmonic oscillator.
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5.1 Introduction: An Analogy to the Damped Har-
monic Oscillator
We seek a firing-rate model that can describe synchronous dynamics. We can gain
intuition for what such a model should look like by noticing that the asynchronous
and synchronous activity profiles considered in Chapter 3, shown again for conve-
nience in figure 5.1, look like noisy measurements of the profiles of an overdamped
and underdamped oscillator, respectively. In standard notation, the position x of a













β2 − 4α (5.1.2)
then in the case that the eigenvalues are complex, we can define a complex number z
whose real part <[z] = x, and the dynamics can be described by
dz
dt
= λz . (5.1.3)
The zero point of x is arbitrary, so to have an oscillator whose steady-state is
nonzero, we remap x → x − x∞, and thus z → z − x∞, i.e. the steady-state of z is
real-valued. Note that here and throughout, we use the ()∞ subscript to denote the
steady-state value, i.e. the behavior of a variable as time goes to infinity.
The condition β2 − 4α > 0 determines whether the two solutions for λ are real
or complex-valued, or equivalently, whether the oscillator is overdamped or under-
damped, respectively. In the underdamped case (β2 − 4α < 0), the step response
looks like figure 5.1B, while the overdamped case (β2 − 4α > 0), the step response
looks like figure 5.1A.
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By analogy, we expect equations of this form to be able to describe firing rate
dynamics. In order to capture both overdamped and underdamped dynamics, cor-
responding to asynchrony and synchrony, respectively, both the firing rate and the
effective timescale λ must be treated as complex-valued.
Sufficiently far into the overdamped regime (the limit of large β), equation 5.1.1






which is analogous to the Classic rate model with the time constant τ = β/α. We
will remain agnostic about how λ should relate to the neuron model parameters. As
we will see, what falls out of our derivation is that λ should be input-dependent.
In this chapter, we show that a model reminiscent of a damped harmonic os-
cillator can be derived as a single mode approximation to the full dynamics of a
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Overdamped and Underdamped Neural Dynamics. Response of an uncoupled
population of 2000 model neurons to white noise input with a step in input mean.
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5.2 The General Case
5.2.1 A general single-mode approximation to rate dynamics
for any IAF-type neuron model





= I(t) + F [V ] , (5.2.5)
with the spike-generating mechanism that when V crosses threshold, the neuron fires
a spike, and V is instantaneously reset to Vr. Here, I(t) is any time-varying input,
τ is the membrane time constant, and F [V ] is the function describing the membrane
potential dynamics, which will differ depending on the neural model chosen. For






QIF, F [V ] → ∆T (V − VΘ)2; for the SIF model, F [V ] → −k, where k is a constant.
For now we will be agnostic as to which neural equation is used; our approach in this
section applies equally well to any IAF-type model.
As in the previous chapter, we are interested in studying model neurons in the
presence of an input composed of a time-varying signal µ(t) and white-noise with
standard deviation σ(t). We write the total input as I(t) = µ(t) +
√
τσ(t)ξ(t), where
ξ(t) is a random variable satisfying
〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t− t′) (5.2.6)
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The neurons in the population are identical and all receive input with the
same time-varying mean µ(t) and variance σ2(t) but independent instantiations of
the white-noise process ξ(t). The membrane potential probability density, P (V, t),

















is the flux of the probability density. M1 and M2 are the first and second moments
of the input current, given by
M1 = F [V ] + µ(t) (5.2.10)
M2 = σ
2 . (5.2.11)





= LP (V, t) . (5.2.12)
The voltage probability density can be decomposed in the basis of eigenfunctions of
the Fokker-Planck operator:
Lφn(V ) = λnφn(V ) (5.2.13)




Note that λ0 = 0, and its associated eigenfunction φ0(V ) = P∞(V ) is the steady-
state voltage distribution. The remaining eigenvalues may be real or complex-valued,
but because P (V, t) is a well-defined probability density, all nonzero eigenvalues must
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have a negative real part. We order the eigenvalues such that the real part decreases
with |n|,
λ0 = 0 > <[λ1] > <[λ2] > · · · > <[λn−1] > <[λn] > . . . (5.2.15)
This numbering scheme is illustrated in figure 5.2. If the eigenvalues are complex-
valued, λ−n = λ
∗
n is the complex conjugate of λn (Figure 5.2, long dashed lines). If
the eigenvalues are real-valued, the −n terms have a distinct real part (Figure 5.2,
dotted lines), and we have
λn > λ−n > λn+1 . (5.2.16)
A pair of eigenvalues λ±n may be real for some parameter values and complex for
other parameter values. At a bifurcation point, a complex conjugate pair becomes
two distinct real eigenvalues (Figure 5.2, solid black line).
We are interested in the general case where inputs µ and σ may be time depen-
dent, so the eigenfunctions φn are themselves time dependent. Thus, the coefficients
an do not have the typical exponential dynamics,
dan
dt
6= λnan . (5.2.17)
However, from the definition of φn as an eigenfunction of the Fokker Planck equation
(eqn. 5.2.13), one can see that by expanding both sides of ∂P
∂t
= LP in the eigenbasis,











The firing rate r(t) is given by the flux, S(V, t), across threshold Θ. For models
with an explicit threshold, such as the LIF and SIF, we can write this as
r(t) = S(Θ, t) (5.2.19)
≡ RP (V, t) . (5.2.20)












Schematic of depiction of eigenvalues. Left and right panel show real
and imaginary part, respectively, of the first three pairs of eigenvalues for a
range of values for µ and fixed σ2. One eigenvalue (λ0) is zero by defi-
nition (thin gray line). The remaining eigenvalues can be real (dotted line)
or complex (long dashed lines). Complex eigenvalues come in conjugate pairs.
where, for notational convenience, we have defined the operator R that maps P (V, t)
to r(t).









For models where the voltage diverges to infinity, such as the EIF and QIF, the spiking
threshold is implicitly at infinity, so the firing rate is formally given by
r(t) = lim
V→∞
S(V, t) . (5.2.22)
When any of these models is simulated numerically, the limit in equation 5.2.22 must
be approximated by cutting off the voltage at some sufficiently large value, effectively
making the simulated rate equation again equation 5.2.20. In what follows, we use
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the notation of evaluating the flux at threshold, with the understanding that a limit
is implied if necessary.
We next express the firing rate in terms of eigenfunctions, by first defining νn(t)
as the contribution to r(t) from the nth eigenfunction,





where the n = 0 term corresponds to the steady-state firing rate r∞. Note that in
general νn(t) may be complex valued. If the eigenfunctions are complex, they occur




For real-valued eigenfunctions, in general φ−n 6= φn, so the same is true of νn.
We next define a complex-valued firing rate ν(t),







so that the imaginary part of any complex-valued νn is not canceled by its conjugate,
but the real part remains
< [ν(t)] = r(t) . (5.2.27)
Note that ν(t) has the same real-valued steady state as r(t), so for clarity we continue
to use r∞ to denote the steady state.
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λnνn + ∆I (5.2.28)
where we have used equation 5.2.18 from line 2 to line 3, and where










represents terms dependent on a time derivative of the input.
We next make an important ansatz for how to further simplify the firing rate
expression above. By equation 5.2.15, the lifetime of each term in the sum scales
inversely with n. Thus, the dynamics of ν(t) on a timescale longer than <[λ2] will be
dominated by the ν1 term. If the scaling of <[λn] with n is such that <[λ1] <[λ2],
and <[λ2] is small relative to the timescales of interest, then we may safely ignore the




= cλ1ν1(t) + ∆I , (5.2.30)
where c = 2 if the dominant mode λ1 is complex, and c = 1 if the dominant mode is
real. From this approximation, it follows that ν(t) ≈ r∞+cν1(t), giving a closed-form
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= λ1(ν − r∞) + ∆I . (5.2.31)
Thus, we have shown that a slowest-eigenmode approximation of the Fokker-Planck
equation leads to the harmonic oscillator we intuited in equation 5.1.3, plus a driving
term ∆I. The inverse timescale, λ in equation 5.1.3 can be seen to correspond to λ1/τ
in equation 5.2.31. Therefore, for time-varying input, the timescale of the model itself
will be time-varying. This feature is also true of a recently proposed model (Ostojic
& Brunel 2011), a point we will return to later.
We hereafter refer to equation 5.2.31 as the Complex-Valued rate model. The
validity of our “dominant-timescale” ansatz is something to be tested. While it is
clearly not true in general, as we will see, it is a good approximation over a large
parameter regime of interest.
The contribution of ∆I in these models depends on the exact form of the firing
rate definition (equation’s 5.2.20-5.2.22), which depends on our choice of neural model.
This term appears in our equations because we assumed the most general form for the
probability flux at threshold. For the Exponential and Quadratic Integrate-and-Fire
models, which generate a spike by way of a current F (V ) that diverges to infinity,
the probability flux at threshold is independent of the input. Thus, for these models,
∆I = 0. We will show this when we consider the Quadratic Integrate-and-Fire model
in detail in the next section. For models with a hard threshold (Leaky and Simple
Integrate-and-Fire), ∆I is zero for input with a changing mean but not for a changing
variance. We will see, however, that even with a changing variance, this term is often
negligible.
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5.2.2 Alternative single-mode models
Our goal is to provide a firing-rate model that accurately describes the time-varying
mean dynamics of a population of spiking neurons. In this section, we define two
models that serve as a basis of comparison for the Complex-Valued rate model, and
we ask how well each model is able to match the dynamics of a population of uncoupled
QIF or SIF neurons.
Intuition to search for a model of the form of a harmonic oscillator led us to
equation 5.2.31. A seemingly obvious alternative model would be to keep the domi-
nant pair of eigenfunctions, ν1 + ν−1, yielding a firing rate that is always real-valued.
We cannot do this in general, however, because in the case where the eigenfunctions
are real-valued, the dynamics of ν1 + ν−1 contain two timescales, not one. Assuming
a single timescale was necessary for our equations to close (to write cν1 ≈ ν − r∞).
In order to test the importance of the imaginary part of λ1, we define the




= <[λ1](r − r∞) + ∆I . (5.2.32)
This real-valued model also has an input-dependent timescale and is similar to a model
proposed by Ostojic & Brunel (2011). Their model was not based on an eigenfunction
expansion, but instead on a single exponential approximation to the linear response
function. We will return to this in the Discussion. As did the authors of that work,
we will refer to this model as the Dynamic Timescale rate model. This model serves
as a useful basis of comparison for our Complex-Valued model.
Finally, to compare both the Complex-Valued- and Dynamic-Timescale rate
models with a more traditional model, we define a Classic firing-rate model as one




= r∞ − r . (5.2.33)
Note that in principle, we could have picked any time constant for this traditional
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model. One might ask what the optimal choice would be, but we will not address that
question. Instead, we simply study the model with time constant τ (the membrane
time constant). In what follows, we seek to distinguish the possible dynamics afforded
by these three firing-rate models.
5.2.3 Intuition for the functional form of λ1
To complete the model, we do not need to know the eigenfunctions, but we need
to know the approximate dependence of the dominant eigenvalue on the input pa-
rameters. This will require choosing a specific spiking model, but we can gain some
intuition for what λ1 should look like even in the general case.
Looking at figure 5.3, we notice that the first synchronous population burst
(Figure 5.3B) following the input change (Figure 5.3A) corresponds to the time at
which each neuron fires it’s first spike. The distribution of these spike times, called
the first-passage time distribution, is the time-varying probability of a neuron firing
one spike (Figure 5.3C). The second-passage time distribution is broader than the
first due to the diffusive effects of the input noise, and subsequent distributions are
broader still. The sum of these probabilities gives the time-varying firing rate of the
population. Thus, the oscillations in the firing rate occur at a frequency roughly equal
to the mean rate of occurrence of successive spikes (i.e. first-passage times), which
by definition is equal to the firing rate. Therefore, the imaginary part of λ should
be approximately equal to 2π times the steady-state firing rate. Because noise in the
input is responsible for the desynchronization of individual neurons, we expect the
real part to decrease (grow more negative) with the input noise. Other factors such
as the mean input can contribute in principle, and as we will see, this is the case for
the specific models we consider.
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Figure 5.3:
Intuition for λ1 based on the first-passage time. (A) A large supra-
threshold step in mean input. (B) Sample raster of spikes from 200 QIF model
neurons, in response to the input step. (C) Conceptual description of the fir-
ing rate (black line) as a sum of passage time probability densities (grey). The
initial synchronous burst in (B) corresponds to the first-passage density, which ac-
cordingly is narrow. Successive passage time probability densities become broader.
5.3 Applying the Formalism to Particular Neural
Models
We now make the results of section 5.2 more concrete by focusing on specific neural
models. We first turn our attention to the Quadratic Integrate-and-Fire (QIF) model,
because the ∆I term is zero in this model, and because our previous work (Chapter
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4) gives us an easy way to calculate the eigenvalues. Second, we examine the Simple
Integrate-and-Fire (SIF) model, because its eigenvalues are already known (Mattia &
Giudice 2002).
5.3.1 Single Neuron Equations
The Quadratic Integrate-and-Fire (QIF) model








(V − E)2 + Ĩ(t) (5.3.34)










where I(t) = Ĩ(t)/∆T is the dimensionless rescaled input, and threshold is at π and
reset at −π. In what follows, we will work with the QIF written in this form.
The Simple Integrate-and-Fire (SIF) model
The SIF model (Fusi & Mattia 1999) takes the form
dV
dt
= −β + I(t) (5.3.36)
with a hard threshold (absorbing barrier) at V = Θ and a reflecting barrier at V = 0.
The reflecting barrier is to ensure that the voltage stays in a bounded range – in the
absence of such a barrier, negative input could cause the voltage to drift to arbitrarily
large negative values. The input can be redefined as Ĩ(t) = I(t) − β without loss of
generality. Similarly, voltage can be rescaled such that threshold occurs at 1. We
will work with inputs of order ±0.1, so that assuming a distance of 70 mV between
threshold and reset, the input is of order ± 7 mV.
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This model is appealing because of the simplicity of the dynamics. It is the only
common Integrate-and-Fire type model whose eigenfunctions have been calculated
analytically (Mattia & Giudice 2002).
5.3.2 A Simplified Rate Model
Using SIF Neurons
The derivation of the firing-rate model here follows that of the general case in section
5.2. For the SIF with threshold Θ and a reflecting barrier at reset potential Vr = 0,













P (Θ, t) = 0 (5.3.38)
S(0, t) = S(Θ, t) . (5.3.39)




















In other words, for this neuron model, the complex-valued firing-rate experiences an
instantaneous input for changes in the input variance, but not in the mean. This
effect has received much attention (Silberberg, et al. 2004) as a potentially important
signaling mechanism. We will see, however, that the contribution from this term may
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be less important than has been previously suggested.
Using QIF Neurons
Recall that in the previous chapter, we expressed the dynamics of a population of
QIF neurons in a Fourier basis. This turned the Fokker-Planck equation into a set of




~z = L~z (5.3.42)
where, keeping M terms in the Fourier expansion, L is the 2M + 1 by 2M + 1 matrix
of input-dependent α’s, β’s, and γ’s (see equation 4.3.14), and the elements zm of the
vector ~z are the representation of the probability density P (θ, t) in a Fourier basis,
P (θ, t) =
M∑
m=−M
zm(t) exp(imθ) . (5.3.43)
Letting M → ∞ gives the exact probability density. Although we have already
derived the complex-valued rate model, given in the general case by equation 5.2.31,
it is instructive to go through this calculation again here for two reasons. First, the
discrete basis allows us to formulate the problem using standard methods of linear
algebra. Second, this allows us to see an example where the ∆I term in equation
5.2.31 drops out.
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In vector notation, this becomes





where ~kT is a constant vector with elements
km =

0 for m < 0
1/(πτ) for m = 0
4
τ
(−1)m for m > 0
(5.3.48)





where the eigenvectors ~vj are functions of input parameters µ and σ. Because L
describes the dynamics of a probability distribution, it is guaranteed to have one
eigenvalue equal to zero, all other eigenvalues having negative real part. The eigen-
vector corresponding to the zero eigenvalue is the steady-state of ~z,
L~v0 = ~0 (5.3.50)
~v0 ≡ ~z∞ . (5.3.51)
As above, we assume that <[λn] for n ≥ 2 is small relative to the timescales of
interest, letting us approximate the full dynamics by those of the leading eigenmode.
Expressing the complex-valued firing rate dynamics (eqn. 5.3.47) in the eigenbasis
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≈ ~kTL (~z∞ + a1(t)~v1) (5.3.53)
≈ λ1~kT (~z− ~z∞) (5.3.54)
= λ1 (ν − r∞) (5.3.55)
Equation 5.3.55 is similar to equation 5.2.31, but we see that for a population of QIF
neurons, the ∆I term does not appear in the rate dynamics. This is because the
flux (Equation 4.3.15) does not depend explicitly on the input parameters µ or σ.
We next return to the question of how λ1 depends on µ and σ, this time specifically
considering the QIF neuron model.
5.3.3 Estimating the steady-state firing rate and the domi-
nant eigenvalues
To complete the model, we need expressions for λ1 and r∞. We now address this for
both the SIF and QIF models.
Steady-state firing rate and dominant eigenvalue of the SIF
For the SIF model, the steady-state firing rate has been derived analytically (Fusi &







− 1 + e−2µΘ/σ2
)−1
(5.3.56)
The eigenvalue spectrum has been approximated analytically (Mattia & Giudice
2002), (equations courtesy of Maurizio Mattia, private communication). For posi-
tive input, with ξ ≡ µΘ/σ2, the nth eigenvalue is given approximately by












F (ξ)− i2πn(ξ + F (ξ))
]
(5.3.57)
where F (ξ) ≡ log(1 +
√
























where G(ξ) ≡ 1− eξ.
The first several eigenvalues (n ∈ {−4, 4}) are plotted in figure 5.4 for high
and low noise (Figures 5.4A and B, respectively). In either case, for positive µ,
the eigenvalues are complex-valued, and for negative µ, the eigenvalues become real-
valued. For µ = 0, the eigenvalues are given simply by
λn = −8σ2π2(n− 1/2)2 . (5.3.59)
The scaling of <[λ] with n2 is promising for our purposes, because it suggests that
indeed the first eigenfunctions will dominate. To test the validity of our ansatz
of a single dominant eigenmode, in figure 5.4C we plot <[λ2]/<[λ1] for a range of
parameters. For much of parameter space, this ratio is large, suggesting that indeed
the first term will dominate the dynamics. For small µ and σ, this ratio converges to 1
– this also corresponds to the leftmost part of figure 5.4B. In this region of parameter
space, all the decay rates are very large, so although there is not a single dominant
term, there are essentially no dynamics to describe, as the system will always snap
rapidly to steady-state.
Recall that in building our Complex-Valued rate model, we assumed that either
<[λ1] = <[λ−1], or that λ1 dominates. As we have shown here, for the SIF in the
case that µ < 0, neither of these assumptions is correct. λ±n correspond to the two
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Eigenspectrum of the SIF. (A) Leading eigenvalues (n ∈ {−4, 4}) in the high-noise
regime (σ = 0.3). Left and right panel show real and imaginary part, respectively, for a
range of values for µ. (panel modified from figure 1 in (Mattia & Giudice 2002)). (B)
Same as (A), but in low noise regime (σ = 0.1). (C) Surface corresponding to <[λ2]/<[λ1].
separate branches of each line in the lefthand side of figures 5.4A and B. The upper
branch corresponds to λ+n, so our approximation λ1 + λ−1 ≈ 2λ1 will systematically
underestimate the decay rate in this regime. Importantly, this effect will remain small
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if the difference between λ1 and λ−1 as well as their corresponding eigenfunctions
remains small. In other words, if the difference mode is always small, λ1 and λ−1 will
effectively act as a single mode, and our model will still give reasonable results. As
we will see, this turns out to be the case.
Steady-state firing rate and dominant eigenvalue of the QIF
The steady-state firing rate of the QIF cannot be calculated analytically. A single
integral equation has been shown to be a very good approximation (Brunel, et al.
2003), but this is not particularly useful for our purposes. Here, we instead appeal to
the intuition that for the standard Leaky Integrate-and-Fire model, a good heuristic
description of the steady-state firing rate is r∞ = log[1 + exp(µ/σ)]. Based on similar
intuition, we find that a good fit for the QIF is
r∞(µ, σ) ≈ b
√








To check that this fit is sufficiently accurate, we also resort to computing r∞(µ, σ)
using the fast online method described in Chapter 4, and detailed in the Appendix.
In practice, either approach is sufficient for our purposes.
To estimate the eigenvalues, we can take advantage of the fact that in equation
5.3.42, we have the ability to express the Fokker-Planck operator as a matrix, whose
size depends on the level of accuracy we desire. We choose M = 100, which turns
out to be more than sufficient. Thus, calculating the eigenvalues for a given set of
parameters becomes a straightforward matrix computation.
The first few eigenvalues (n ∈ {−4, 4}) for a range of parameters are shown in
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Eigenspectrum of the QIF. (A) Leading eigenvalues (n ∈ {−4, 4}) in the
high-noise regime (σ = 0.5). Left and right panel show real and imagi-
nary part, respectively, for a range of values for µ. (B) Same as (A), but
in low noise regime (σ = 0.2). (C) Surface corresponding to <[λ2]/<[λ1].
figure 5.5. In stark contrast to the eigenvalues of the SIF, the parametric dependence
of the QIF eigenvalues is remarkably simple. First, note that these eigenvalues are
always complex-valued. The variation across parameter space is smooth, and not
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qualitatively different between the high- and low-noise regimes. As a result, the
scaling of the real part of the second eigenvalue to the first, <[λ2]/<[λ1], shown in
figure 5.5C, is also quite simple. This ratio is a monotonically increasing function of
µ. For low µ, the ratio increases with σ, while for high values of µ, the ratio decreases
with σ. Note that the value of this ratio is generally in the range between 2.0 and 3.0,
unlike for the SIF, where the ratio ranges from 1.0 to 12.0, and is generally of order
9.0 (see dashed lines in 5.4A). This suggests that, while the validity of the dominant
timescale approximation is more clear for the QIF, in general the approximation is
actually more valid in the SIF than in the QIF.
We next look to fit a functional form to λ1. Recall that we expect the imaginary
part to be approximately r∞. Figure 5.6D shows that for large values of r∞, this
approximation becomes exact. For small values of r∞, the correct value is greater
than r∞, but by a small amount.
Similarly, recall that we expect the real part of λ1 to scale with σ. Figure
5.6A shows that, as expected, −<[λ] is a monotonically increasing function of σ for
a given choice of r∞. However, the value of −<[λ] clearly also depends on r∞. This





to these points gives the cyan curve in Figure 5.6B, where we find that c = 1.34
and k = 3.52. The resulting fit of −<[λ] is shown in Figure 5.6C (cyan curve).
This fit is clearly a crude approximation, particularly at low firing rates, where we
systematically underestimate −<[λ]. As we will see, however, this turns out to be
sufficient for our purposes. Combining our results for the real and imaginary part,
we approximate the dominant eigenvalue as
λ1 ≈ −1.34σe−3.52r∞ + 2πir∞ (5.3.63)
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Fitting the dominant eigenvalue of the QIF. (A) Relationship between sigma and
the real part. Each line corresponds to a different value of r∞ (brighter green cor-
responds to higher firing rates). In B-D, brighter red corresponds to larger values of
σ. (B) Slope of the dependence in (A) plotted versus r∞. The best-fit exponen-
tial curve through all points is shown in cyan. Inset shows the same curves for two
noise values used in later figures. (C) Fit resulting from part (B). Dots correspond
to lowest values of r∞. (D) Imaginary part versus r∞. Unity line is shown in cyan.
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5.4 Performance of the Complex-Valued Firing-
Rate Model
Our goal is to provide a firing-rate model that accurately describes the time-varying
mean dynamics of a population of spiking neurons. In this section, we ask how well
three different rate models (Complex-Valued, Dynamic-Timescale, and Classical) are
able to match the dynamics of a population of uncoupled QIF or SIF neurons.
5.4.1 QIF Population
We begin by considering the response to a simple step change in the mean input. For a
step that stays below threshold (Figure 5.7A, top), the firing of individual neurons will
be driven by the noise (Troyer & Miller 1997). In this noise-driven regime, the spiking
population responds to the step by simply relaxing to a new steady-state (Figure 5.7A,
black). The Classic rate model is able to match the population dynamics very well
(Figure 5.7A, purple), reflective of the fact that for these parameters, the dominant
eigenvalue has a real part of approximately -1, which dominates the dynamics. Not
surprisingly, the Dynamic-Timescale and Complex-Valued rate models (Figure 5.7A,
orange and green, respectively) can also match these dynamics successfully.
For quickly changing inputs rising into the supra-threshold regime, however, the
results become very different. The simplest example of such an input is a step in either
the mean (Figure 5.7B) or the variance (Figure 5.7C). With a sufficiently large step in
the mean (relative to the noise), the spiking population exhibits damped oscillations in
approach to equilibrium (Figure 5.7B, black trace). The Classic rate model, however,
simply relaxes to the new equilibrium, regardless of the amplitude of the step and
the assumed noise level (Figure 5.7B, purple). Similarly, the Dynamic-Timescale
rate model is incapable of oscillating in response to a step input; it relaxes to the
new steady-state in the same fashion as the Classical model (Figure 5.7B, orange).
Our Complex-Valued rate model, on the other hand, exhibits damped oscillations, as
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desired, and is a good match to the behavior of the spiking population (Figure 5.7B,
green).
We next consider a step in the input variance. A variance step of sufficient am-
plitude causes an overshoot in the spiking population response (Figure 5.7C, black).
Once again, because the Classical and Dynamic-Timescale rate models can only relax
toward the steady state, they cannot match these dynamics (Figure 5.7C, purple and
orange). Interestingly, although the Complex-Valued rate model is qualitatively capa-
ble of the right behavior, it too fails in this case (Figure 5.7C, green). Note that this
failure is not due to a fundamental difficulty in describing a changing variance – for
smaller changes in σ, the population dynamics look similar to the sub-threshold mean
case, and all three rate models can match the population dynamics well (not shown).
Instead, this should be interpreted simply as an example where higher eigenmodes
have non-negligible contributions.
The importance of the differences between the rate models becomes more clear
when we examine their respective responses to more dynamic stimuli. For this, we
choose as an input signal band-limited Gaussian white noise,
µ(t) = µ0 + µ1ητ (t) (5.4.64)
similar to an input used in many physiology experiments, e.g. (de Ruyter van
Steveninck et al. 1997). Here, ητ (t) is a random variable in time, identical for every
neuron, and updated every τ ms. For both µ0 = 0 (Figure 5.8A) and µ0 = 0.3 (Fig-
ure 5.8B), the neural population displays a complicated pattern of semi-synchronous
bursts (rapid fluctuations in firing rate) intermixed with relative asynchrony (slower
changes in firing rate).
The general trend in these results is that the Complex-Valued rate model (green)
outperforms the Classic rate model (purple), which in turn outperforms the Dynamic-
Timescale model (orange). Is the improved ability of the Complex-Valued rate model
to track fast dynamics due to the imaginary part, or due to the input-dependent
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Figure 5.8:
Response to Random Input . Input signal µ(t) = µ0+µ1ητ (t), where ητ (t) is a Gaussian
random variable with zero mean and unit variance, identical to every neuron, updated in
time every τ ms. This signal rides on white noise with variance 0.2. Three repetitions of
population response shown compared to Classic, Dynamic-Timescale, and Complex-Valued
rate models (purple, orange, and green, respectively). In (A) µ0 = 0, and in (B) µ0 = 0.3.
damping (<[λ1])? As illustrated by the Dynamic-Timescale model, <[λ1] alone gen-
erates responses that are much too slow. Thus, the imaginary component is necessary
to achieve such a high level of performance.
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The fact that the Dynamic-Timescale model performs worse than the Classic
model is due to its longer time constant. Recall that the time constants of the
Classic model (τ) and the Dynamic-Timescale model (τ/<[λ1]) were not chosen to
be optimal, but rather as points of reference for the Complex-Valued model. In
principle, a real-valued rate model with either a static or dynamic time constant can
have fast dynamics by choosing the time constant appropriately. This has been done
by (Ostojic & Brunel 2011), a point we return to in the discussion. The failure of
the Dynamic-Timescale model here is in part due to the fact that <[λ1] is not the
optimal real-valued time constant found by (Ostojic & Brunel 2011).
5.4.2 SIF Population
We next turn our attention to the performance of each rate model in matching the
dynamics of a population of SIF neurons. Our goals in this section are multifold, but
all speak to the larger goal of establishing the generality of each rate model. We first
seek to establish that the rate models behave similarly in this case as in the QIF case
just considered. Next, we examine the validity of the dominant mode approximation
when the eigenvalues become real-valued. Finally, we examine the importance of the










Thus, for cases of changing µ and constant σ, which constitute most of the examples
in this section, ∆I is zero and can be ignored.
We again start by considering the response to a simple step change in the mean
input. For a step that stays below threshold (Figure 5.9A, top), the SIF popu-
lation displays much the same noise-driven response as did the QIF (Figure 5.9A,
black). The Classic rate model (Figure 5.9A, purple), Dynamic-Timescale model
(Figure 5.9A, orange) and Complex-Valued rate model (Figure 5.9A, green) can all
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match these dynamics successfully (in this case, the eigenvalues are real-valued, so the
Dynamic-Timescale model and Complex-Valued model are actually the same model).
While these results are at first glance not surprising, given their similarity to
the QIF results, they are not at all trivial. For a mean input narrowly below zero, λ1
and λ−1 are both real-valued and of similar magnitude. However, our approximation
succeeds because the associated eigenfunctions are also necessarily similar as µ nears
the bifurcation at zero; thus, the true dynamics appear as if a single timescale were
present.
For a step that rises above threshold (Figure 5.9B, top), the SIF population
displays damped oscillations, much the same as did the QIF (Figure 5.9A, black).
The initial response of the SIF population is noticeably sluggish, however, due to
the fact that for subthreshold µ, the SIF probability density is skewed toward values
near the reflecting barrier and far from threshold. The performance of each rate
model is very similar to what was observed in the QIF case: the Classic rate model
and Dynamic-Timescale rate model (Figure 5.9B, purple and orange, respectively)
both relax to the new steady-state. The Complex-Valued model (Figure 5.9B, green)
provides a reasonably good match to the damped oscillations of the SIF population,
though the initial response is faster in the Complex-Valued rate model than in the
SIF population. This is to be expected, given the slowness of the SIF population
response.
For very negative mean input, the leading eigenvalues λ1 and λ−1 are real-valued
and increasingly far apart (see figure 5.4, leftmost panel). Thus, the approximation
λ1 + λ−1 ≈ 2λ1 should be increasingly poor, and our model performance should
suffer. This is indeed the case, as illustrated in figure 5.9C by a downward step to
very negative mean input, but the results are not as bad as one might expect. Here
the Complex-Valued model decays too slowly, due to the fact that λ1 > λ−1. Note
that this is another example where the Dynamic-Timescale model is actually the same
model, because the eigenvalues are real.
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We next ask how the models respond to a change in input variance. This brings










Thus, for a sufficiently large step in the input variance, this term will inject a notice-
able pulse into the dynamics. Is this a dominant part of the dynamics, or is it often
negligible? The answer to this question, we focus on the Complex-Valued rate model.











































Response of SIF to a step in input variance. (A) Parameters that produce a relatively
slow response in the population (black). Complex-Valued rate model (green) is able to
match the dynamics. ∆I term is negligible. Input parameters are µ = -0.01, σ jumps
from 0.1 to 0.4, (B) Parameters that produce a faster response in the population (black).
Complex-Valued rate model (green) responds slower. As in (A) the effect of ∆I is negligible.
Input parameters are µ = 0, σ jumps from 0.001 to 0.4 (C) A very large step in σ makes the
effect of ∆I noticeable. Population response (black) has a large transient. Complex-Valued
rate model can match the height of the response if ∆I is included (dashed line), but not
if ∆I is omitted (solid green). Input parameters are µ = 0, σ jumps from 0.01 to 0.91.
For a variance step that triggers a moderately slow response in the population
(Figure 5.10A, black), the Complex-Valued rate model reproduces the response with
or without the ∆I term (Figure 5.10A, green). For a step that triggers a very fast
response in the population (Figure 5.10B, black), we might expect the ∆I term to
become important. Instead, however, the Complex-Valued rate model responds too
slowly, with or without this term (the curves are indistinguishable. Figure 5.10B,
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green). For a very large step in the variance, the ∆I term becomes important (Fig-
ure 5.10C). The population responds with a sharp rise and an almost equally sharp
relaxation to steady-state (black). The Complex-Valued rate model is unable to fully
produce these dynamics, but inclusion of the ∆I term allows the model to match the
initial rapid response (Figure 5.10A, green dashed); without this term, the response
of the model is minimal. Thus, the influence of ∆I appears to be negligible outside
of extreme cases. This suggests that contributions from higher eigenmodes are the
dominant factor in creating very fast dynamics, rather than the explicit dependence
on variance in flux equation.
5.5 Discussion
In this chapter, we set out to develop a simple firing rate model that captures the
dynamics related to synchrony in population firing rates. We have shown here that
a Complex-Valued rate model can be derived as a single mode approximation to the
Fokker-Planck description of a spiking population. This model provides an excellent
approximation of the dynamics of large populations of spiking neurons across a wide
parameter range, and its accuracy appears to generalize across different Integrate-
and-Fire type model neurons.
We have contrasted the Complex-Valued rate model with both a Dynamic-
Timescale and a Classical rate model in order to examine the relative importance
of the imaginary part of the firing rate and the input dependence of the decay rate.
Whether a real-valued rate model is ever truly justified is model-dependent. For the
QIF, even in the high noise and subthreshold regime, the dominant eigenvalue remains
complex (Figure 5.5), but the decay time becomes small enough that the oscillations
are never seen. For the SIF, on the other hand, the dominant eigenvalue does become
real-valued for negative mean input current (Figure 5.4).
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5.5.1 Validity of the dominant timescale approximation
Our model is based on a single-mode approximation to the voltage probability density
dynamics. This approach is related to the results of (Knight, et al. 2000, Mattia &
Giudice 2002). For a step input to a population of Leaky Integrate-and-Fire neurons
(Knight et al. 2000), or Simple Integrate-and-Fire neurons (Mattia & Giudice 2002),
the first several pairs of eigenfunctions dominate the dynamics after a brief transient.
Our approach is an extreme example of this approximation. Keeping only the first
mode ν1(t) allowed us to write the dynamics of ν(t) in a closed form by equating ν1
with ν(t)− r∞; there is unfortunately no obvious way to do this while keeping more
terms.




















Behavior at very low noise levels. Response of SIF population (black)
and Complex-Valued rate model (green) to a step in mean input with very
low noise (σ = 0.03). Parameters are otherwise the same as figure 5.9B.
We expect our approach to fail whenever other modes have non-negligible con-
tributions to the rate dynamics. When do other modes contribute? For the large step
in mean input considered in figures 5.7 and 5.9, the first mode captures essentially all
but the initial lag immediately after the stimulus change. For the step in the noise
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amplitude considered in figures 5.7C, however, the contribution from higher modes is
much larger. Higher modes also have increasingly more importance at smaller noise
values. Figure 5.11 shows one such example.
5.5.2 Other Dynamic-Timescale models
The approach described here is related to recent work by Ostojic & Brunel (2011).
Starting with the full linear response described by Brunel & Hakim (1999), the authors
derive the optimal Linear-Nonlinear cascade model. They then find that a form of a
rate model, derived by first calculating the optimal Linear-Nonlinear cascade model
for the EIF, and then approximating the linear filter by a single exponential. The
optimal exponential filter depends on the input statistics, giving a Dynamic-Timescale
rate model in the same spirit as ours. Provided a sufficient level of noise in the input,
they find that this model provides an excellent fit to the firing rate of a population
of spiking neurons.
The goal of this thesis deviates from the goal of Ostojic & Brunel (2011) in that
here, we sought to develop a rate model that can describe transient synchrony. Thus,
we needed an approach that was not restricted to high noise levels. In the high noise
limits, their approach and ours give very similar results.
5.5.3 Response properties to changes in input mean versus
input variance
The relative response speeds to changes in mean or variance in general depend on
the starting value of each, as discussed in (Fourcaud-Trocmé & Brunel 2005). The
regime in which a very fast response can be generated (sufficiently fast to solicit
contributions from higher eigenmodes), however, appears to be much larger for a step
in the variance. This is in agreement with the finding by (Silberberg et al. 2004)
that real neurons tend to respond faster to a step in the mean than to a step in the
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variance. The origin and significance of this observation is a contentious issue, which
we will largely avoid. It has been shown by Silberberg et al. (2004) that in response
to a step change in the mean input current, both real neurons and LIF model neurons
show a graded firing rate response. For a step change in the variance, however, both
show an abrupt change in firing rate. The amplitude of the changes in mean and
variance in the study by Silberberg et al. (2004) were chosen so as to produce the
same change in steady-state firing rate. It is not obvious, however, that this is a
fair comparison. Firing rates are much more susceptible to changes in mean than to
changes in variance, so a variance step must be very large to produce a substantial
change in firing rate. Thus, the observed fast response to a change in variance may
simply be because it is a comparably large stimulus.
5.5.4 Different Integrate-and-Fire models, and the effect of
boundary conditions
In this chapter, we chose to work with the SIF because its eigenvalues can be approx-
imated analytically, and with the QIF because its dynamics are easily approximated
numerically. Our formalism suggests that the Complex-Valued rate model is equally
valid for other neural models. The accuracy of this rate model depends on the scaling
properties of the eigenvalues. In particular, it requires that a single eigenfunction
dominates the dynamics, which will be true if |<[λn]|  |<[λ1]| for n ≥ 2. For
the Leaky and Exponential Integrate-and-Fire models (LIF, EIF, respectively), the
eigenvalues of the linear response have been calculated (Ostojic et al. 2009), and the
linear response has been shown to be a good approximation more generally (Brunel &
Hakim 1999). Fitting a functional form to the dominant eigenvalue, as we did for the
QIF, would make it possible to match our rate model to the LIF or EIF. Because the
EIF has been shown to produce a good fit to the spike trains of real neurons (Badel
et al. 2008b), it may be of interest to examine the accuracy of our approach for this
model.
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In deriving both the Complex-Valued rate model and the Dynamic-Timescale
model, we have encountered a difference between neuron models with respect to the
boundary conditions. The hard threshold of the SIF (also true of the LIF) make the
variance appear explicitly in the rate equation. This adds a delta function to our rate
model for steps in variance. The QIF (and the EIF), on the other hand, has dynamics
that are independent of the input during the creation of an action potential because
the F (V ) term dominates as it diverges to infinity. This results in a flux that does
not depend explicitly on the input, which is convenient for our approach.
As mentioned in Chapter 3, the EIF converges to the LIF in the limit of the
spike onset parameter ∆T going to zero (Fourcaud-Trocmé et al. 2003). Thus, one
can approximate the LIF by an EIF with arbitrarily sharp but finite spike generation
mechanism. One could also create an SIF model by this limit. Strange properties
in the SIF (and comparable properties in the LIF) could thus be avoided in a model
that nevertheless appeared similar.
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Chapter 6
Describing a Spiking Network with
Rate Equations
Abstract
We use the formalism derived in the previous chapter to analyze activity in a large
randomly-connected network of neurons. The simplicity of the complex-valued firing-
rate model makes it highly amenable as a tool for understanding spiking networks. Us-
ing this approach to describe how dynamic inputs drive neural population responses,
we study large randomly-connected networks of excitatory (E) and inhibitory (I) neu-
rons. Comparing this large spiking network to a network of two coupled rate units,
we find that the firing rate network gives a good approximation to the time-varying
activity of a spiking network across a wide range of parameters. Perhaps most surpris-
ingly, we also find that the Complex-Valued rate network can approximate the phase
diagram of the spiking network, predicting the bifurcation line between synchronous
and asynchronous states.
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6.1 Introduction: Excitatory-Inhibitory networks
In the previous two chapters, we focused on a population of unconnected neurons.
Our bigger interest is in networks, and it is to this subject that we now return.
In this chapter, we focus on networks of excitatory and inhibitory neurons (“E-I
networks”), which are a common focus of study both with rate models (Tsodyks
et al. 1997, Pinto et al. 2003, Ozeki 2009), as well as with spiking models (Brunel &
Hakim 1999, Brunel 2000, Mattia & Giudice 2002, Hansel & Mato 2003).
The link between properties of spiking and rate networks has also received
substantial attention (Wilson & Cowan 1972, Ermentrout 1994, Nykamp & Tranchina
2000), and this is our goal in this chapter. We aim to add to the scope of these studies
by using the Complex-Valued rate units developed in the previous chapter, which have
a larger range of dynamics than the Classic rate model studied by others.
In comparing the behavior of spiking and firing-rate networks, we will be con-
cerned with whether the stable state of the network is asynchronous (stationary)
or synchronous (oscillatory). We begin by examining how to define these states for
spiking and firing-rate networks.
6.1.1 Asynchronous and synchronous states in spiking net-
works
The asynchronous state in a spiking network can be defined as a state in which the
temporal fluctuations of the instantaneous firing rate are of the order 1/N , where N
is the number of neurons in the population. In a partially or fully synchronous state,
the fluctuations are finite even for large N .
The stability of the asynchronous state in spiking networks has been studied for
a variety of Integrate-and-Fire models. For some models, it is possible for a rate in-
stability to occur, such that the firing rates diverge to infinity. We will largely ignore
this kind of instability, because it does not occur in the network we study. Instead, we
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focus on cases where an unstable asynchronous state gives rise to stable population
oscillations. In the limit where every neuron in the network collapses to the same
oscillatory trajectory, the result is perfect synchrony. In many cases, either internally
or externally generated noise prevents perfect synchrony, and instead the result is
partial synchrony. In what follows, we do not distinguish between degrees of syn-
chrony, and the terms “oscillatory” and “synchronous” will be used interchangeably
in reference to the population dynamics.
The range of parameter space for which the network is stably asynchronous
depends on the details of the model, as does the range of behaviors that can occur
when the asynchronous state loses stability. For the LIF model, a sparse, purely in-
hibitory network can exhibit very high-frequency oscillations in the population firing
rate (Brunel & Hakim 1999). In a network of both excitatory and inhibitory neu-
rons, synchronous and asynchronous dynamics are possible, each with either regular
or irregular inter-spike-intervals (Brunel 2000). The asynchronous state in a homoge-
neous network of LIF neurons is stable if the synaptic rise and decay timescales are
sufficiently large, i.e. if the synapses provide sufficiently lowpass filtering of the input
(Abbott & van Vreeswijk 1993).
For a large excitatory-inhibitory network of QIF neurons with uniform connec-
tivity, the bifurcation lines from the stable asynchronous state to various forms of
synchrony or rate instabilities have been described by (Hansel & Mato 2003). The
potential bifurcations depend on relative connection strengths of excitation and inhi-
bition and are modified by inhomogeneities in threshold and external input strength.
Much attention has also been given to networks of binary neurons, which have
an instantaneous dependence on their input. A classic result by (van Vreeswijk &
Sompolinsky 1996) showed that it is possible to have asynchronous activity with
strong, balanced excitation and inhibition in sparse networks. A similar result was
recently shown to be possible in a densely connected network (Renart, et al. 2010).
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6.1.2 Stable states of an excitatory-inhibitory firing-rate net-
work
A firing rate network composed of one excitatory and one inhibitory unit is a two-
dimensional nonlinear dynamical system. Thus, in the long-time limit the network
has three possible behaviors: either the network settles to a stable fixed point, it finds
a stable limit cycle, or it explodes to infinity. The networks we will consider never
explode, due to the nature of the nonlinearities, so the dynamics always find a fixed
point or a limit cycle.
Because the firing rate model is a description of the mean population dynamics,
stable asynchrony in the spiking network is analogous to a stable fixed point for the
firing rate network. Similarly, stable synchrony in the spiking network is analogous
to a stable limit cycle for the firing rate network. We can calculate whether any fixed
points of the system are stable; instability of the fixed points results in the system
finding a limit cycle.
In the next section, we define the spiking network to be studied, and in the
following section, we use the mean-field approach described in Chapter 3 to build a
firing-rate network analogous to this spiking network.
6.2 The Spiking Network Model
We consider a large, randomly-connected network of N excitatory and N inhibitory
QIF model neurons (Figure 6.1A). Everything that follows also holds for a network
with an unequal number of excitatory and inhibitory neurons. The connectivity is
chosen to be sparse, so that each excitatory (inhibitory) neuron receives C excitatory
synapses of equal amplitude wee (wie) and C inhibitory connections of equal ampli-
tude wei (wii), where C/N ≡ s  1. To simplify the parameter space, we assume
that synaptic strengths onto inhibitory neurons are a scalar multiple of those onto
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excitatory neurons, defining we ≡ wee, wi ≡ wei, wie = χwe, wii = χwi. As in similar
studies (Brunel & Hakim 1999, Brunel 2000, Mattia & Giudice 2002), we consider a
parameter regime in which individual neurons receive many synaptic inputs, each of
small amplitude relative to the difference between reset and threshold. For simplicity,
we ignore the dynamics of synaptic transmission, so that at the time of a spike in neu-
ron y, the current received by another neuron x is simply augmented by an amount
equal to the connection strength wxy. The effects of synaptic dynamics are consid-
ered in the General Discussion chapter. As in the unconnected population studied
in previous chapters, we include a white-noise external input current with external
mean input µext and variance σ
2
ext. The external noise grants additional stability to
the simulations, but its presence is not critical, as we will see. Both the excitatory


























δ(t− tkj ) (6.2.2)
where wij is the synaptic strength from neuron j to i, δ(x) is the Dirac delta function,
and tkj is the time of the kth spike in neuron j. A schematic depiction of this network
is shown in figure 6.1A. In what follows we choose N = 2000, s = 0.1, and µext = 0
unless otherwise specified.
This model is somewhat similar to that used by Hansel & Mato (2003), in which
a large network of excitatory and inhibitory QIF neurons was used. There, however,
connectivity was all-to-all with uniform strength, with randomness only coming from
a distribution in external mean input.









  Inhibition  Excitation
Figure 6.1:
Excitatory-Inhibitory Network Models. (A) Spiking network, composed of N excita-
tory neurons and N inhibitory neurons. Neurons are coupled via sparse, random connections
of strengths that are stereotyped for each population. Every neuron also receives a white
noise input with identical statistics µext and σext. (B) Firing-rate network, composed of
one excitatory (E) unit and one inhibitory (I) unit. Rate units make recurrent and re-
ciprocal connections that match the total synaptic input onto each spiking neuron in (A).
6.3 Mean-Field Formalism and the Firing-Rate Net-
work Model
Deriving equations for the rate network within the formalism we developed in Chap-
ter 5 requires allowing for two interacting probability density functions, one for the
excitatory population and one for the inhibitory population. The communication be-
tween these density functions is given by the mean-field theoretic approach reviewed
in Chapter 3. The mean 〈I inet(t)〉i and variance 〈I inet(t)I inet(t)〉i of the recurrent input
in the spiking network can be calculated in a manner similar to (Lánský 1984, Brunel
& Hakim 1999), as shown in Chapter 3. The inputs to the excitatory and inhibitory
populations are different in general, and so the moments of the input from population
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where ry(t) is the average firing rate of the y
th population and τs is the synaptic time
constant, which is equivalent to the timestep of numerical integration because we are
working with instantaneous synapses.
Defining a complex-valued firing rate ν(t) as in the previous chapter, where
r(t) = <[ν(t)], allows us to write self-consistent equations for a network of one excita-
tory and one inhibitory complex-valued firing-rate units. This network communicates
by way of standard, real-valued firing rates. Putting everything together, the rate
network (Figure 6.1B) is governed by the following set of equations:
dνx
dt
= λx (νx − rx∞) (6.3.4)














and the total input (µx,tot and σx,tot) to the x
th population depends on the activity in
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both populations,





x e(t) + σ
2
x i(t) (6.3.7)
A schematic depiction of this network is shown in figure 6.1B. This is similar to the
Classic rate network studied in Chapter 2, with the major difference being the new
Complex-Valued rate model used to describe the dynamics.
Stability Analysis of a Firing-Rate Network
Stability of a fixed point in a dynamical system is assessed by linearizing the dynamics












where the elements of the Jacobian matrix Jxy are given by the slope of the rate



























for x 6= y (6.3.10)
The requirement for stability is that the real part of the eigenvalues of the Jacobian
matrix are negative. These eigenvalues can be computed easily for a given choice of
parameters, yielding a stability diagram of stable and unstable parameter regimes,
separated by a bifurcation line where the real part of either eigenvalue becomes pos-
itive. We are interested not just in whether a fixed point becomes unstable, but in
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what happens when it does so; i.e., does it find another fixed point, a limit cycle,
or explode? For the particular network we study, it turns out that the shape of the
function r∞ is such that the first and last options never occur, so fixed point instabil-
ity always leads to a limit cycle. We can therefore simply use fixed point instability
as an indicator that the network will become synchronous.
Our goal is to ask whether the limit-cycle regime of the firing-rate network
coincides in parameter space with the synchronous regime of the spiking network.
Stability of the fixed point in a spiking network can be calculated using a pertur-
bation expansion of the Fokker-Planck dynamics (Brunel & Hakim 1999, Nykamp
& Tranchina 2000). This analytical approach is rather complicated, and in the end
only informs us about the behavior in the N → ∞ limit. Alternatively, we could
define a heuristic for synchrony, as has been done by (Hansel & Mato 2003), where
the authors propose a definition based on rate fluctuations that do not scale with
1/N . This approach under-estimates oscillatory population rates where the underly-
ing spike trains are relatively asynchronous. Therefore, for the purpose of generating
a basis of comparison for our analytic calculation for the rate model, we turn to
numerical simulations.
6.4 Results
To ascertain how well our complex-valued firing-rate model can describe spiking net-
work dynamics, we begin by asking whether the models respond similarly to external
input, similar to the unconnected case, but now considering the effects of network
connectivity. For the sample connectivity parameters χ = 1.0, we = wi = 2.0, and
no external input (µext = 0, σ
2
ext = 0), the network is stable in the asynchronous
state (Figure 6.2). When we inject a nonzero mean current µext = 0.2 (keeping
σ2ext(t) = 0), the network shows damped oscillations, with the damping coming from
the recurrently generated noise. The Complex-Valued firing-rate model captures the
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dynamics very well, which illustrates that our approximations can provide a sufficient
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Recurrently Generated Asynchrony. Firing rates of the excitatory and inhibitory spik-
ing populations (Dark red and dark blue, respectively) and the excitatory and inhibitory
rate model units (red and cyan, respectively. Red hidden by cyan). With no external in-
put (µext = 0, σ
2
ext = 0), the spiking network is stable in the asynchronous state, and
the firing-rate network sits at a stable fixed-point. Applying a step in external input
(µext → 0.2), both networks show oscillations that slowly damp due to recurrently gen-
erated noise. Connectivity parameters are χ = 1.0, we = wi = 2.0, s = 0.1, N = 2000.
6.4.1 Dynamic Regimes
We next ask whether the EI firing-rate network can faithfully reproduce the syn-
chronous and asynchronous parameter regimes found in the spiking network. For
illustrative purposes, we consider a network with no external mean input (µext = 0)
and small external noise (σ2ext = 0.04). This added external noise makes the spiking
network more robust, but as illustrated in figure 6.2, its presence is not critical. We
choose a fixed χ = 0.5 and ask how the dynamics vary across a range of values for we
and wi. The fixed point stability of the complex-valued firing-rate network for this
set of parameters, calculated using the Jacobian in equations 6.3.9-6.3.10, is shown
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in figure 6.3A. The region in which the fixed point is unstable is shown in yellow, and
corresponds to oscillatory dynamics of the firing-rate network. Large values of we
tend to destabilize the asynchronous state, while large values of wi tend to stabilize
the asynchronous state. A purely excitatory network (wi = 0), however, is always
stably asynchronous for these parameters (Figure 6.3A, bottom right corner. See
discussion).
























Transition to Synchrony in an Excitatory-Inhibitory Network. (A) Stability dia-
gram of firing-rate network. For the region of phase space depicted in white, a stable fixed
point exists. For the region in yellow, the fixed point is unstable, and a limit-cycle is the
stable asymptotic behavior. (B) Simulations of the spiking network for the parameter values
indicated by black dots in (A). Plots of the spiking network dynamics are overlayed on a dis-
cretized version of the yellow region in (A). Here N = 2000, s = 0.1, χ = 0.5, and σ2 = 0.04.
Simulations of the spiking network for the parameter values indicated by dots
in figure 6.3A are shown in figure 6.3B; note that points on the axes are included.
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The excitatory (inhibitory) population firing rate is shown in dark red (blue) and
overlayed on the stability calculation from the firing-rate network (yellow squares,
corresponding to orange region of Figure 6.3A). Stronger recurrent inhibition (top)
tends to stabilize the asynchronous state, while stronger recurrent excitation (right)
tends to cause synchrony, in agreement with the firing-rate network calculation.
Due to finite-size effects, the phase transition in the spiking network is not sharp.
Rather, in the vicinity of the transition boundary, the network exhibits bistable be-
havior, switching back and forth between asynchronous and quasi-synchronous be-
havior (Figure 6.4A, top trace). Nevertheless, the transition boundary predicted by
the rate model analytics is remarkably accurate (Figure 6.3B, compare orange boxes
to synchronous activity).
To see the transition boundary on a finer scale, and to compare the dynamics of
the spiking and firing-rate networks, we zoom in on two sample portions of parameter
space, indicated by black rectangles (dotted and solid, respectively) in figure 6.3B.
Activity traces spanning the parameter range of the dotted rectangle (we = 3.5, wi
ranging from 2.5 to 3.5) are shown in figure 6.4A. For wi = we = 3.5, the spiking
network shows wobbly asynchrony, which is characteristic of finite-size spiking net-
works, particularly around the transition to synchrony. As the inhibitory coupling is
decreased, both the spiking network (excitatory population in dark red, inhibitory in
dark blue) and the firing-rate network (excitatory rate in light red, inhibitory rate in
cyan) show oscillations of increasing amplitude and frequency. Provided that we stay
in a parameter regime where the spiking network is not too severely synchronous (as
we have, in this case), the firing-rate network matches the dynamics extremely well.
Sample activity from the parameter region in the solid black rectangle (we = 4.0,
wi ranging from 0.0 to 0.2) is shown in figure 6.4B. For no inhibitory coupling, the
firing-rate network has a stable fixed-point, and the spiking network shows asyn-
chronous activity intermixed with short bouts of synchrony. For small nonzero values
of wi, however, the spiking network is extremely synchronous. The firing-rate model
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does not show the identical transition point to synchrony (see 6.4B middle panel,
where wi = 0.1), but it is remarkably close (see 6.4B top panel, where wi = 0.2). The
dynamics of the firing-rate model are not surprisingly a poor match to those of the
spiking model in this part of parameter space, because the firing-rate model cannot
describe high levels of synchrony.


























Dynamics of Spiking and Firing-Rate
Networks. The dynamics of the spiking net-
work excitatory population (dark red) and in-
hibitory population (dark blue) firing rates,
shown with the dynamics of the firing-rate
network’s excitatory unit (bright red), and
inhibitory unit (cyan). (A) Sample dynam-
ics of both networks in the parameter re-
gion demarcated by a dotted box in Fig-
ure 6.3B. (B) Same as (A), but for param-
eter region demarcated by a solid box in
Figure 6.3B. For both (A-B), sample val-
ues of wi are chosen, indicated on the right
axis, and we is held fixed at 3.5 and 4.0
for (A) and (B), respectively. Other pa-
rameters are the same as in Figure 6.3.
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6.4.2 Relative Importance of the Imaginary Part and of an
Input-Dependent Time Constant
Our Complex-Valued rate model differs from the Classic rate model both in having
an imaginary part and in the input-dependence of its effective time constant. Be-
cause excitatory-inhibitory networks of Classic firing-rate units are also capable of
oscillating (Wilson & Cowan 1972), we next ask what role the imaginary part and
input-dependence plays in successfully matching the dynamic regimes of the spiking
network shown in the previous section.
We first ask whether a network built of the same parameters and the same r∞,




= r∞ − r , (6.4.11)
is capable of dynamics similar to the spiking network. Computing the fixed point
stability as above, using the Jacobian in equations 6.3.9-6.3.10, we find that such a
network is never oscillatory. Instead, for very strong coupling, a second fixed point
emerges and becomes stable, while the original fixed point destabilizes (not shown).
This is in contrast to the results of (Wilson & Cowan 1972), with the difference being
due to the different activation function r∞ used. We conclude that the oscillatory
dynamics we observed in the complex-valued firing-rate network are not due to simple
excitatory-inhibitory interactions of the kind previously studied in (Wilson & Cowan
1972).
We next ask whether the oscillatory dynamics we observe are possible using an




= <[λ1](r − r∞) . (6.4.12)
If inclusion of the imaginary part of the firing rate were not critical, this model
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should also be capable of producing the dynamics described in the previous section.
Upon computing the stability, in the same fashion as for the other rate networks,
we instead find that this network never oscillates. This is not surprising, given that
the individual Dynamic-Timescale rate units here are in general less responsive than
the Classic rate units, as described in the previous chapter. We thus conclude that
the imaginary part of λ and ν are critical to the performance of the Complex-valued
firing-rate model.
6.4.3 The diffusion approximation in different network regimes
In the noise-driven regime, corresponding roughly to the upper-left triangular half of
figure 6.3B, the mean input to any spiking neuron is sub-threshold. Thus, the spike
trains should be approximately Poisson, and the diffusion approximation is easily
satisfied. In the lower-right triangle of figure 6.3B, this is no longer true. A good
example of how the diffusion approximation can nevertheless be satisfied occurs in
the lower-right corner of this figure. Because the recurrent excitation is strong, and
recurrent inhibition is zero, the mean input to every neuron is large. The spike trains
that result are far from Poisson, and instead metronome-like, with very reliable inter-
spike-intervals (Figure 6.5). Because the phase of each neuron is fairly independent,















0 10 20 30 40 50 60 70 80 90 100
time (units of tau)
Figure 6.5:
The diffusion approximation and highly regular spiking. A sample raster
of 100 QIF model neurons in the network described above, with connectivity pa-
rameters we = 4.0, wi = 0. Every neuron fires with a highly reliable
interspike-interval distribution, but the relative phase of each neuron is random.
6.5 Discussion
In this chapter, we have shown that a two-unit excitatory-inhibitory rate network can
provide an excellent approximation to the firing-rate dynamics of a large, randomly
connected spiking network. To do this, we used as our firing-rate model the Complex-
Valued rate model we developed in the previous chapter.
The rate network built in this way is well-behaved not just in the asynchronous
regime, but for some distance into the synchronous regime. The accuracy with which
the rate network describes the population averaged spiking network only breaks down
far into the synchronous regime. The fact that even the excitatory-inhibitory network
dynamics are well described by an approximation to the dominant eigenmode speaks
to the fact that the population dynamics tend to be highly dominated by the slowest
modes outside of the highly synchronous regime. Non-negligible contributions from
higher eigenmodes can only be seen when the level of synchrony is sufficiently high
(bottom right of Figure 6.3B). Here, the first mode is sufficient to predict synchrony,
but insufficient to capture the amplitude of the synchrony.
How much does the accuracy of this network depend on the imaginary com-
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ponent of the firing rate? Although in principle a two-unit rate network built of
real-valued rate models can oscillate (Wilson & Cowan 1972), neither the Classic rate
model nor the Dynamic-Timescale model we considered have oscillatory dynamics for
any of the studied parameter regimes. We have not rigorously ruled out the possibility
that a real-valued excitatory-inhibitory rate network could be built to have similar
dynamics. Our results suggest, however, that a natural way to produce the correct
dynamics is with an imaginary component. Because this imaginary component comes
directly from the dominant eigenmode of the true dynamics, this would seem to be
the most intuitive way to produce the correct dynamics.
The accuracy with which the dominant eigenmode captures the dynamics is
surprising. Perhaps even more surprising is the accuracy with which the rate network
stability bifurcation matches that of the spiking network. Recall that the rate network
is derived by approximating the dynamics of the excitatory and inhibitory probability
densities each by a single eigenmode. The relationship between the network eigen-
modes and the individual population eigenmodes is not trivial. The accuracy of the
rate network here, however, suggests that the dominant eigenvalue of the network is
primarily a function of the dominant eigenvalues of the individual populations. The
fact that the dynamics of the rate network match those of the spiking network on
both sides of the bifurcation suggests that this is in fact the case, but it is not at all
obvious why this should be true.
It seems somewhat remarkable that we were able to achieve accuracy in the
dynamics and the transition to synchrony despite only modest accuracy in fitting the
eigenvalue λ (recall Figure 5.6). The quality of our fit is much better for high firing
rates than for low firing rates, and much better for the imaginary part than for the
real part. It is therefore possible that we benefit from the fact that, for the parameters
we have studied, synchronous dynamics never occurs at very low baseline firing rates.
Our accuracy does not appear to be restricted solely to high firing rates, however
(take, for example the difference between Figure 6.4B, where the rates are high, and
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Figure 6.4A, where the rates are much lower). This suggests that the stability is
relatively insensitive to the precise value of the real part of λ.
Our goals in this chapter have required simultaneously simulating a firing-rate
network and a spiking network in order to compare the behavior of the two. This
study was motivated by the desire that, in the future, one could study behaviors of
the rate model network in isolation, while still knowing when to be confident that
a spiking network would behave similarly. This is one of the main problems with
the Wilson-Cowan excitatory-inhibitory network, and one of the issues we sought to
address.
The rate network we have examined fails when the spiking network becomes
very synchronous. In this context, “failure” can be thought of as the degree of simi-
larity between the spiking and firing rate dynamics. Had we not simulated the spiking
network, however, we would still worry about the believability of the firing rate net-
work in this regime, because the oscillations begin to cross into negative rate values
(see Figure 6.4B, top trace). This is useful diagnostically, because it suggests that we
can build rate networks and be fairly confident about whether the results of a spiking




7.1 Firing rates and transient dynamics
The impetus for work presented in this thesis was that firing-rate models provide
a useful way to understand dynamics in many neural circuits, but that currently
existing firing-rate models lack an adequate description of transient dynamics. Our
main results are in Chapter 5, where we found that a one-mode approximation to
the Fokker-Planck equation offers a simple, closed-form expression for the firing rate.
This model, which we dubbed the Complex-Valued rate model, is reminiscent of a
damped harmonic oscillator, and it provides an excellent approximation to transient
dynamics of neural populations.
The advantage of a Classic rate model is its simplicity, but the requisite assump-
tion is that dynamics on short timescales either do not occur or are unimportant. In
the limit of small mean input or long input correlation time, a model qualitatively
of this form becomes exact (Ostojic & Brunel 2011). For faster signals or smaller
noise, however, this approach breaks down. More rigorous approaches have achieved
high levels of accuracy but have typically not strived for simplicity. Notably, while
previous authors have noted that truncating an eigenfunction expansion at just a few
terms can achieve high accuracy, cumbersome equations have always resulted, because
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an expression for the eigenfunctions was required (Mattia & Giudice 2002, Knight
et al. 2000). Our approach deviates from that of others in noting that by keeping
only the first eigenmode, one can write an expression for the firing rate in closed form.
We have shown here that this very simple model is still surprisingly accurate, which
makes it an attractive rate model.
7.2 Excitatory-Inhibitory Networks
In Chapter 6, we saw that an excitatory-inhibitory rate network using the Complex-
Valued model has very similar dynamics to a large network of spiking neurons. This
similarity between the rate and spiking networks persists well into the synchronous
regime, including at the transition in phase space between asynchronous and syn-
chronous activity.
In Chapter 2, we showed that a simple excitatory-inhibitory network of Clas-
sic rate model units offers a very simple way to understand changes in steady-state
activity corresponding to surround suppression in primary visual cortex. A natural
question is whether these results would change if Complex-Valued rate units had been
used. Recall that the primary result of that study is that the appropriate changes
in steady-state activity can only occur if the connectivity is chosen to be in the
Inhibition-Stabilized regime. This result is clearly independent of the model dynam-
ics. A corollary of this result was that, in response to the onset of a surround stimulus,
activity can transiently increase before ultimately decreasing. As we showed in the
work of later chapters, a transient increase in activity can also be produced irrespec-
tive of connectivity, if the change in input is sufficiently large. This suggests two very
different possible mechanisms for transient increases in firing rate, one generated by
connectivity, and one generated purely by external input.
An interesting question we have largely ignored thus far is how the shape of
the FI curve (r∞) affects the stability of an excitatory-inhibitory rate network. In
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Chapter 6, we studied QIF neurons for convenience, and thus our rate network used
the r∞ corresponding to this neuron model. The resulting network of Classic rate
units had qualitatively different dynamics than the comparable network studied by
Wilson & Cowan (1972), most notably, that in our case the Classic rate model was
incapable of oscillations. Anecdotally, numerous people have observed that the shape
of r∞ can have substantial effects on the rate dynamics. It may therefore be of interest
to explore this in the future.
7.3 Physiological relevance of fast dynamics in dif-
ferent neural systems
We have seen that oscillatory dynamics occur in some systems, in particular in early
sensory systems. The phenomenon we focused on at the outset is that in response to
rapid, large changes in input, neurons often fire with high temporal precision (Mainen
& Sejnowski 1995, Berry et al. 1997, Liu et al. 2001, Pillow et al. 2005, Bruno 2006).
This transient synchrony appears to be critical for the propagation of information in
the thalamus (Bruno 2006), and it seems likely to play a role in neural processing
elsewhere.
Because thalamic activity drives cortical activity, it is of interest how transient
synchrony in thalamus affects cortex. Clearly, a synchronous burst in thalamus rep-
resents a strong stimulus to cortex, but does cortical activity show the same transient
synchrony, or is the activity of cortical neurons more variable? It has been suggested
that the noise in cortex is large (for instance, in the recent work by London, et al.
(2010)). Whereas a strong external stimulus produces sharp changes in thalamic fir-
ing rate that can be accompanied by transient oscillations (Bruno 2006), responses
in cortex are generally broader and not oscillatory (Pinto, et al. 2000). It does ap-
pear, however, that cortical responses retain a trace of the initial synchronous burst
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in thalamus (Pinto et al. 2000). Therefore, it would seem that variability is higher in
cortex than in thalamus, but not so high as to drown out fast dynamics completely.
7.4 Future Directions
7.4.1 The effect of synaptic time-constants
In deriving the Complex-Valued rate model, we studied a population of neurons
receiving white noise input. Because input to real neurons is filtered by synapses,
the effective input seen by a cell body is not white, but instead has some correlation.
Intuitively, one expects the smoothing effect of synaptic integration to reduce high-
frequency dynamics in the neural response, which could improve the accuracy of the
one-mode approximation we used to derive our model. Implementing a Complex-
Valued rate model with synaptic timescales in consideration is therefore of interest
not only to improve biological realism, but also to potentially improve the quality
with which the model matches spiking population dynamics.









= −I(t) + µ(t) + σ(t)
√
τξ(t) . (7.4.2)
Thus, the Fokker-Planck equation is two-dimensional, because both the membrane
potential and the input current must be described. This substantially complicates
the mathematics, but we may be able to circumvent this issue by taking advantage
of results by Fourcaud & Brunel (2002). There, the authors showed that the effect
of synapses with instantaneous rise and exponential decay is well described by a
convolution of the dynamics in the presence of white noise with an input-dependent
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synaptic kernel.
7.4.2 Applying the Complex-Valued rate model to data
As described in the Introduction, sensory systems exhibit oscillatory dynamics in
response to strong stimuli. One particularly interesting example is a study by Pillow
et al. (2005) of retinal ganglion cells. There, it was shown that a Leaky Integrate-
and-Fire neuron whose parameters were fit appropriately offered a very good match
to the dynamics of the retinal ganglion cells. For our purposes, it may be interesting
to see if this fit generalizes naturally to our firing rate model.
7.4.3 Large rate networks
Lastly, many interesting results have come from the study of large networks of ran-
domly connected rate units. Several that were discussed in the Introduction include
the work of Hopfield (1982) and van Vreeswijk & Sompolinsky (1996). One obvious
question is how the potential for fast dynamics in the Complex-Valued rate model
affects fundamental features of these large rate networks, for example the parameters
for which the network is chaotic. Anecdotally, we have seen that large networks of
Complex-Valued rate units tend to behave very differently than corresponding net-
works of Classic rate units, often exhibiting much more oscillatory activity. This
suggests the potential for interesting additions to classic results. This is merely an
obvious example. A wealth of potentially interesting applications of the Complex-
Valued rate model exist.
7.5 Concluding Remarks
The focus of this thesis was a firing-rate description of neural activity. Because tradi-
tional firing-rate models have generally overlooked transient dynamics, we sought to
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design a model that would take these dynamics into account. It remains to be seen
whether this improved model will be useful more for its ability to capture fast dy-
namics that are actually present in neural systems, or for its ability to warn modelers
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Membrane potential and firing rate responses underlying size tuning. (A and
B) Cycle-averaged firing rate and membrane potential responses for a simple cell. Re-
sponses to stimuli of different outer diameters are shown in black; responses to annular
stimuli of different inner diameters (20 degrees outer diameter) are shown in cyan. Dashed
lines in (B) represent the mean of the blank response. (C) Size-tuning curves for firing
rate (F1 component) and membrane potential (DC and F1 components). Colors corre-
spond to those in (A) and (B). Error bars and shading indicate the s.e.m. Increasing the
grating size beyond the classical receptive field (2 degrees diameter) decreased the mem-
brane potential modulation by approximately 30%, the mean depolarization by 40-50%,
and the spike responses by 80-90%. Stimulation of the surround alone with an annu-
lar grating of 2 degrees inner diameter evoked no hyperpolarization, but instead evoked
a small, modulated subthreshold depolarization, which is consistent with that receptive
field defined by synaptic input and membrane potential response being larger than that
defined by spike response (Bringuier et al., 1999; Moore and Nelson, 1998; Tan et al.,
2004). (D) Normalized and averaged size tuning curves for the population of 26 simple
cells. The cells were divided into two groups: 18 cells that responded maximally to stimuli
of 2 degrees diameter (closed symbols) and 8 cells that responded maximally to stimuli of
4 degrees diameter (open symbols). The 20-degree diameter, center-plus-surround stimu-
lus caused a reduction of center-only response by 71% ± 4% in firing rate F1 (mean ±



















































































Amplification of surround suppression by the threshold nonlinearity. (A) Sup-
pression index (SI = 1−Rcenter+surround/Rcenter) measured for firing rate (F1 component)
plotted against that for membrane potential (peak depolarization) for 26 simple cells. SI is
a measure of the percentage by which the surround stimulus decreases the response to the
center stimulus (SI = 1 represents complete suppression; SI = 0 represents no suppression).
These 26 cells (same as Figure S1) showed statistically significant suppression in firing rate
F1. The mean SI (mean ± s.e.m.): 0.44 ± 0.05 for membrane potential and 0.71 ± 0.04 for
firing rate. (B) The relationship between mean membrane potential and mean firing rate is
shown for 30-ms epochs of the responses to a variety of visual stimuli from one example cell
(gray points). Open symbols show the averages of the points in 1-mV bins (mean ± s.e.m.).
Black line is a power-law fit to the individual points by R(Vm = a[Vm − Vrest]p+, where R is
firing rate, Vm is membrane potential, Vrest is resting potential, and the subscript + indi-
cates a rectification at 0 (Anderson et al., 2000; Hansel and van Vreeswijk, 2002; Miller and
Troyer, 2002). The power law fit (p = 4.5) lies close to the averaged points. (C) Prediction
of the firing rate responses to the center and center-plus-surround gratings by applying the
power law to the membrane potential at each point in time during the responses. The cycle
averages of membrane potential (top), recorded firing rate (middle), and predicted firing
rate (bottom) are shown for the same cell in (B). The SI for membrane potential, measured
firing rate, and predicted firing rate: 0.35, 0.83, and 0.89. (D) For the population of 26 cells,
SI derived from the recorded firing rate is plotted against that derived from the predicted
firing rate. The points cluster around a line of slope 1, indicating that threshold is likely the
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Figure 8.3:
Orientation dependence of surround suppression of synaptic conductances.
Surround suppression of both excitation and inhibition were significantly orientation
tuned (one-sided paired t-test, p < 0.0001 for excitation; p < 0.03 for inhibition).
(A) Change in peak excitatory conductance evoked by center-plus-surround stimulus
with the surround at the preferred orientation plotted against the change in peak
excitatory conductance evoked when the surround was rotated by 90 degrees. Cir-
cle and square symbols indicate simple and complex cells; open and closed sym-
bols indicate cells recorded with K+-gluconate and Cs+-gluconate/methanesulfonate
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Surround suppression in the LGN . (A) Cycle-averaged firing rate responses of 18
LGN cells in response to center only (black) and center-plus-surround stimuli with the
surround at the same orientation as the center (green) and at the orthogonal orienta-
tion (gray). Normalized to the center-only responses. The size of the center stimuli
(2 or 4 degrees diameter) was optimal for cortical cells, and not for geniculate cells
(see main text); the size of surround annuli (20 degrees diameter) was identical to that
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Figure 8.5:
Orientation tuning of excitatory and inhibitory suppression. We asked
whether orientation-dependent surround suppression in membrane potential is created by
orientation-independent reduction of LGN input combined with orientation-dependent,
suppressive intracortical input. In this scenario, the excitatory input would be max-
imally suppressed by the iso-oriented surround and the inhibitory input would be
maximally suppressed by the cross-oriented surround. When we compared the ori-
entation dependence of suppression in excitation and inhibition, however, the two
are significantly correlated (r = 0.46, p < 0.03), rather than anti-correlated as
would have been predicted by this scenario. Here we plot the difference of suppres-
sion in the presence of the iso- and cross-oriented surround: SIiso SIcross. Cir-
cle and square symbols indicate simple and complex cells; open and closed sym-
bols indicate cells recorded with K+-gluconate and Cs+-gluconate/methanesulfonate
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The effects of spiking on conductance estimates. Stimulus-evoked changes in con-
ductance were measured by injecting steady currents of 3 different amplitudes during
repeated visual stimulation (Anderson et al., 2000; Boudreau and Ferster, 2005). Elec-
trode resistance, measured by injection of brief current pulses (0.1 nA; 250 ms), was
compensated off-line. At each point during the visual responses, membrane conduc-
tance was derived from the slope of the I-V curve. We derived the excitatory and in-
hibitory components of the visually-evoked conductance from the membrane equation:
Vvisual(t) = [ge(t)Ve + gi(t)Vi + grestVrest]/g(t), where Vvisual(t) is the response without
injected current, Vrest is the resting potential, g(t) is the total conductance, and grest is the
resting conductance. ge(t) and gi(t) are the visually-evoked changes in excitatory and in-
hibitory conductances relative to the resting, unstimulated level, and can be either positive
or negative. Ve and Vi are reversal potentials for excitatory and inhibitory conductances.
Vi is assumed to arise from GABAA- and GABAB-mediated inhibition. For K
+-gluconate
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solution, Ve and Vi are 0 mV and 80 mV; for Cs
+-based solution (which blocks GABAB
receptors), Ve and Vi are 0 mV and 70 mV. This method has been strongly criticized on
the grounds that action potentials and their underlying voltage-gated conductance changes
could distort somatic measurement of synaptic conductance (Guillamon et al., 2006). In
real cells, however, spikes likely originate in the first node of the axon and spike-related
conductances in the soma are likely small (Yu et al., 2008). The similarity of the results
with and without QX-314 and Cs+ (which block voltage-gated Na+ and K+ channels)
support this conclusion (see Figure 3 in the main text). As an additional test of the
possibility that spiking conductances distort our measurements, in 14 simple cells we have
made two separate estimates of conductance from two sets of records. Estimate 1 was made
from the full set of records at three current levels (0 pA and two different hyperpolarizing
currents). Estimate 2 was made only from the records at the two hyperpolarizing currents,
which contained few or no action potentials. As shown in this figure, these two estimates
are effectively identical, suggesting strongly that the presence of action potentials does not
distort our estimates of synaptic conductance. (A) Cycle-averaged firing rate responses of
a simple cell (same as Figure 2 in the main text) to a blank stimulus and 4 different visual
stimuli, recorded with three different levels of injected current (0 pA, black; -150 pA, cyan;
-300 pA, light blue). (B) Corresponding membrane potential responses. For each of the
3 currents, two or three sets of traces are superimposed, but are so closely identical that
only one trace is easily visible. The first set of traces are the recordings themselves, color
coded as in (A). These are lying underneath the second set of traces (gray), which are
the reconstructions of membrane potential made from Estimate 1 of synaptic conductances
(using all currents). The third set of traces (magenta) are reconstructions of membrane
potential made from Estimate 2 of the synaptic conductances (excluding the 0-current
recordings). If the conductances derived from Estimate 1 had been distorted by the presence
of spikes in the 0-current records, the two reconstructions of membrane potential would not
overlap so closely. (C) I-V relationship constructed at the peak (top) and trough (bottom)
of membrane potential responses for each stimulus. Symbols show mean and s.e.m. for the
three injected currents. Linear fits are made using either all three currents (gray), or only the
two hyperpolarizing currents (magenta). (D-F) Similar to (A)-(C) for a second simple cell,
which did not spike during the injection of hyperpolarizing currents (cyan and light blue).
(G) Input resistance (slope of the I-V relationship) derived from the two hyperpolarizing
currents alone plotted against input resistance derived from all three currents. The 70 points
represent 5 stimulus conditions for 14 cells; 7 cells were recorded with Cs+ plus QX-314 in
the recording electrode (squares) and 7 cells with K+ (circles). Measurements were made
at the time of peak membrane potential for each stimulus. There is little difference between
the two estimates of resistance, again indicating that the presence of spikes has little effect
on conductance measurements. (H) Same as (G), but for trough of the membrane potential
response when no action potentials were evoked for any stimulus. (I) Ratios of 3-point and
2-point measurements of input resistance plotted against firing rate in 0-current records at
the peak membrane potential. Large firing rates are not associated with a strong decrease
in measured input resistance. That is, ranges of input resistance recorded with and without
spikes present (that is, with K+ and with Cs+/QX-314) are comparable.
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8.2 Numerical Integration of the Fourier System
in Chapter 4
8.2.1 Dynamical Equations
The equations of the form
dZm
dt
= αmZm + βm(Zm−1 + Zm+1) + γm(Zm−2 + Zm+2) (8.2.1)
can be integrated with a Backward Euler scheme in the same fashion as the cable
equations for a multi-compartmental neuron model. For m = 1, 2 . . .M , we update
Zm → Zm + xm (8.2.2)
at every time step, with
x1 =
(1− ã∗1)ẽ1 + diẽ∗1








ẽm + c̃mxm−1 + dmxm−2
1− ãm
(8.2.5)
for m= 3, 4, . . .M . The variables ã, b̃, c̃, d and ẽ are given in terms of the a′, b′, c′































ẽm = amZm + bmZm+2 + cmZm−1 + dm (Zm+2 + Zm−2) (8.2.7)
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for m=1, 2, . . .M − 2, and
ẽM−1 = aM−1ZM−1 + bM−1ZM + cM−1ZM−2 + dM−1ZM−3 and
ẽM = aMZM−1 + cMZM−1 + dMZM−2 . (8.2.8)
Next we define
ãM = aM b̃M = bM c̃M = cM ẽM = eM (8.2.9)
and
b̃M−1 = bM−1
ãM−1 = aM−1 +
b̃M−1c̃M
1− ãM
c̃M−1 = cM−1 +
b̃M−1dM
1− ãM





b̃m = bm +
dmcm+2
1− ãm+1






c̃m = cm +
b̃mdm+1
1− ãm+1







for m=M − 2,M − 3, . . . 1.
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8.2.2 The Steady-State Solution
Solving the above equation iteratively for dZm/dt = 0 gives

























and for M − 1 > m ≥ 1,
γ̃m =
−γm
αm + βmβ̃m+1 + γmβ̃m+1β̃m+2 + γmγ̃m+2
β̃m =
−βm − βmγ̃m+1 − γmβ̃m+2γ̃m+1
αm + βmβ̃m+1 + γmβ̃m+1β̃m+2 + γmγ̃m+2
(8.2.15)
