We estimate the variance of weight and stopping set distribution of regular LDPC ensembles. Using this estimate and the second moment method we obtain bounds on the probability that a randomly chosen code from regular LDPC ensemble has its weight distribution and stopping set distribution close to respective ensemble averages. We are able to show that a large fraction of total number of codes have their weight and stopping set distribution close to the average.
Introduction
The weight distribution is an important characterization of a code. 
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is hard to compute for a specific code. In fact, even the determination of the minimum distance is NP-complete [18] . On the other hand, for some ensembles of codes it is easy to compute the expected weight distribution function, i.e., 
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increase then the bound converges to 1. This implies that for large left and right degrees, almost all the codes in the ensemble have their weight distribution very close to the ensemble average. Note that in this case it is well known that the weight distribution converges to the weight distribution of Shannon's random ensemble [12] .
Another important property of LDPC codes is the stopping set distribution. Stopping sets determine the performance of LDPC codes under iterative decoding over erasure channel. The bound obtained in (1) can be easily extended to stopping set distribution. This is because of the fact that the method of determining the moments in both the cases is same. Hence we focus on the weight distribution and in the end we briefly describe the computation for stopping set distribution. In Fig. 2 we plot the bound in (1) for stopping set distribution. Again we observe that if we fix the ratio The paper is organized in the following way. A brief introduction to LDPC codes and second moment method is given in Section 2. In Section 3, we use the second moment method to prove the bound in (1) for weight distribution. We apply the second moment method to stopping set distribution in section 4. A discussion in Section 5 concludes the paper.
Preliminaries

LDPC Ensembles
LDPC codes, originally invented by Gallager [8] , are usually defined in terms of ensembles of bipartite graphs. A graph consists of a set of variable nodes and a set of check nodes, together with edges connecting both sets giving rise to a code of block length n in the following way: a vector
2¤ n is a codeword if and only if for each check node the sum (modulo 2) of the values of its adjacent variable nodes is zero. The coordinates of a codeword are indexed by the variable nodes 1¢ S R S R S R % ¢ n . A stopping set is a subset of the set of variable nodes such that its neighboring check nodes are connected to it at least twice.
An ensemble of bipartite graphs can be defined in terms of a pair of degree distributions. A degree distribution is a real valued polynomial with non-negative coefficients and it evaluates to unity at unity. Associated with the ensemble is a degree distribution pair
, where i (¥ j ) denotes the fraction of the total number of edges connected to a variable (check) node of degree i ( j). . The support set of a word is the set of its non zero bits. The overlap between two words is the intersection of their support sets. We denote a vector
¤ by x, the transpose of x by x T , the dot product between x and y is denoted by x! y T , xy denotes the component wise multiplication, i.e., the vector
. We use the notation that a vector to the power of a vector and also a scalar to the power of a vector is a vector i.e. , x k : , then we can draw the conclusion that
Second Moment Method
In order to apply this bound to N ¡ G¢ n£
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, we need to compute the ratio lim n ∞
Moment Calculations for Weight Distribution
We start with the first moment. As shown in [3, 5, 10] , 
In the next lemma, we recall the Hayman method to approximate Coeff(q
for large values of n, a proof of which can be found in [6, 7] . Then for n tending to infinity so that 
, where x p is the unique positive solution of a p ¡ x¤ r£ which simplifies to,
Thus by substituting these relationships in Lemma 3.1, we get
We summarize our results thus far. 
Lemma 3.2 [Ensemble Average of Weight Distribution] Consider the regular LDPC en
Proof. We note that n¢ ( £ must be even, otherwise
By substituting this and (5) in (2), we get the desired result.
To compute the second moment, we note that
, where w¢ w are both words of length n and weight n£ and 
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does not depend on the specific choice of the pair w¢ w but only on the cardinality of the overlap between the support sets of w and w . In particular we can fix w to be a codeword of weight n£ with support set W 1¢ 2¢
The binomials inside the summation correspond to the number of words having cardinality of overlap with w equals to i. To calculate 
, where x 1 corresponds to the number of edges connected to W 
As all the edges are labeled, the factor 
Let S i be the i th summation term in (7) 
can be approximated using the saddle point method for multivariate polynomials, 
Proof. The proof of the lemma follows from a modification of the proof of Theorem 2 of [1] . This is rather tedious and is therefore relegated to the appendix.
The system of equations corresponding to a ¡ x¤ C u i n s is symmetric in x 1 and x 3 . Hence a positive solution x of this system of equations satisfies x 1 x 3 and the system reduces to the following equations,
where ¤ i n . In order to evaluate the second moment, we need to find the dominant terms of the summation in (7) . To find all the dominant terms, let the term corresponding to i 
Hence,
We know that there is a local maximum at¨ 0, hence the coefficient of¨in (12) will vanish. This gives an additional equation governing
We solve (9), (10) and (13) 2 is a unique global maximum in the solution set of (9), (10) and (13), then we can get a closed form expression for second moment. We summarize this in the following lemma. ¤ m £ 2 is the only solution of (9), (10) and (13) for which coefficient of¨2 in (12) is negative.
lim n
then by the second moment method we have,
is the only positive solution of (4).
Remark: Note that the conditions of Lemma 3.4 are hard to verify in general but they are typically easy to verify for any given regular LDPC ensemble. Proof. We observe that the solution t of (9), (10) for ¤ £ 2 satisfies t 2 t 2 1 and this system of equations reduces to a single equation which is identical to (4), the equation we need to solve to find
. By (12) and noting that the terms S n
To evaluate S n p 2 , we use Lemma 3.3 and Stirling's approximation for factorial terms. This gives,
is negative, S n p 2 can not be a global maximum. Now using Lemma 3.2 the second moment method gives us:
This proves the lemma.
The bound obtained in Lemma 3.4 can in general only be evaluated numerically except for the cases when (4) can be solved analytically. For example for the ¡ 3¢ 4¤ -regular code we get,
Moment Calculations for Stopping Set Distribution
As shown in [14] , the first moment of stopping set distribution is given by
x. Applying the Lemma 3.1 and using Stirling's approximation we get
where x s is the only positive solution of
The second moment is 
To evaluate Coeff in (16) we use Theorem 2 of [1] . Again applying the same line of arguments as for the weight distribution and if the conditions of Lemma 3.4 are true in the setting of stopping set distribution, then we get
where B g ¡ x¤ is same as defined in Lemma 3.3 with respect to g ¡ x¤ and x s is the positive solution of (14) . Hence by the second moment method we have,
Discussion
Fix the relative weight Table 1 is positive. This implies that for regular ensembles with large left and right degree almost all the codes have a weight distribution which is very close to the ensemble average. We observe the same phenomenon for stopping set distribution. We see that the second moment method can capture the concentration property of the weight distribution and stopping set distribution for regular ensembles with large left and right degrees. However for the regular ensembles in general it fails to do so. Potentially by applying more sophisticated methods one could obtain better bounds, e.g., the second moment method with conditioning [9] or other methods given in [11] . 
