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Abstract
Within this dissertation, a novel concept for ad-hoc localization of persons
is developed and evaluated. In search and rescue scenarios like ﬁreﬁghter or
police operations, knowledge about the positions of involved action forces could
help to improve the logistical coordination.
In order to reach this goal, approaches from two ﬁelds are combined. Meth-
ods for localization in self-organizing wireless sensor networks are used. In
addition, inertial navigation and pedestrian dead reckoning principles are ap-
plied. Data from inertial sensors are fused with received signal strength values
in a hybrid localization scheme.
For the evaluation, a test system is developed and an extensive experimental
study is undergone. In contrast to previous studies, the development and
evaluation of localization algorithms is based on a much larger and thus more
realistic dataset.
Scientiﬁc contributions and unique features are especially the dataset, the
evaluation of the eﬀect of imprecisely known anchor node positions and the
application of hybrid localization schemes to ad-hoc localization.
As a result, a possible approach to the localization of moving persons with
an accuracy of a few meters in ad-hoc scenarios is presented.
Keywords: Wireless sensor networks, localization, person localization, hy-
brid localization, sensor fusion, inertial navigation, experimental evaluation,
pedestrian dead reckoning.
Zusammenfassung
In Rahmen der vorliegenden Arbeit wird ein neues Konzept zur ad-hoc Lokali-
sierung von Personen entwickelt und untersucht. Beispielsweise in Feuerwehr-
oder Polizeiszenarien (Search and Rescue Scenarios) könnte Wissen um die
jeweils aktuellen Positionen beteiligter Personen helfen, die logistische Koor-
dinierung von Einsätzen zu verbessern.
Um diese Zielstellung zu erreichen, werden einerseits Ansätze aus dem Be-
reich der Lokalisierung in selbstkonﬁgurierenden, drahtlosen Sensornetzwerken
eingesetzt. Andererseits werden Ansätze aus dem Bereich der inertialsensor-
basierten Personennavigation verwendet. Beide Richtungen werden zu einem
hybriden Lokalisierungsansatz kombiniert.
Für die Untersuchung wurde ein Testsystem konzipiert und eine umfangrei-
che, experimentelle Studie durchgeführt. Im Gegensatz zu bisherigen Studien
konnte damit für die Entwicklung und den Vergleich von Lokalisierungsalgo-
rithmen auf eine wesentlich realistischere und breitere Datenbasis zurückge-
griﬀen werden.
Wissenschaftliche Beiträge und Alleinstellungsmerkmale der Arbeit liegen
vor allem im Bereich der praktischen Evaluierung von Lokalisierungsprinzipien
unter realistischen Bedingungen, in der Untersuchung der Auswirkung unsiche-
rer Ankerpositionen sowie im Bereich der hybriden Lokalisierung auf Basis von
Signalstärke- und Inertialdaten.
Als Ergebnis wird ein möglicher Ansatz aufgezeigt, wie sich Personen in ad-
hoc Szenarien mit einer Genauigkeit von wenigen Metern lokalisieren lassen.
Schlagwörter: Drahtlose Sensornetzwerke, Lokalisierung, Personenlokali-
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Kapitel 1
Einleitung
In dieser Arbeit wird die ad-hoc1 Lokalisierung von Personen untersucht. An-
wendungen, in denen nicht auf Globale Satellitennavigationssysteme wie GPS2
zurückgegriﬀen werden kann, erfordern alternative Ansätze zur Positionsbe-
stimmung. Beispielsweise in Brandszenarien, in denen sich Feuerwehrleute in
ein brennendes Gebäude vortasten (Abbildung 1.1) oder auch bei Polizeiein-
sätzen in Geiselnahmesituationen (Abbildung 1.2), kann die Möglichkeit ei-
ner Ortsbestimmung die Sicherheit der Beteiligten steigern und die logistische
Koordinierung des Einsatzes vereinfachen. Zum aktuellen Zeitpunkt gibt es
verschiedene Lokalisierungssysteme (Real Time Location Systems, RTLS), die
jedoch üblicherweise auf einer vorab bekannten Infrastruktur basieren und da-
her keine ad-hoc Lokalisierung zulassen.
Ein möglicher Lösungsansatz für diese Problemstellung liegt in der Verwen-
dung eines drahtlosen ad-hoc Sensornetzwerks für die Lokalisierung von Perso-
nen. Trotz intensiver Forschungsarbeiten und Fortschritten sowohl auf Hard-
als auch auf Softwareseite und Algorithmik im Bereich der drahtlosen Sensor-
netzwerke, gibt es momentan nur wenige Gesamtsystemkonzepte zur Lösung
der Problemstellung ad-hoc Lokalisierung.
1Ad-hoc: Lateinisch für diesen Augenblick gemacht beziehungsweise zur Sache pas-
send.
2Das ursprünglich vom US Verteidigungsministerium entwickelte Global Positioning Sys-
tem (GPS) ist ein globales, satellitenbasierendes System zur weltweiten Positionsbestimmung
und ist seit dem Jahr 2000 für die zivile Nutzung freigegeben.
1
2Abbildung 1.1: Einsatzszenarien für ad-hoc Personenlokalisierung: Logistische
Unterstützung von Feuerwehreinsätzen (Bilder: Wikimedia Commons).
In dieser Arbeit soll daher ein Gesamtsystem konzipiert und untersucht
werden, mit dem sich Personen in Szenarien lokalisieren lassen, in denen es
nicht möglich ist, auf eine bestehende Infrastruktur zurückzugreifen.
1.1 Umfeld: Lokalisierung in drahtlosen Sensor-
netzwerken
Die Zuordnung von aufgenommen Sensordaten zum Messort ist für eine Rei-
he von Anwendungen von drahtlosen Sensornetzwerken (engl. Wireless Sensor
Networks, WSN) von Bedeutung. Teilweise ist diese Lokalisierung bereits durch
die Anwendung beziehungsweise Installation gegeben. Beispielsweise kann sie
im Bereich des Condition Monitorings in industriellen Anlagen mit geringem
Zusatzaufwand manuell beim Ausbringen durchgeführt werden. In einer Viel-
zahl von Anwendungen ist es jedoch hilfreich oder sogar erforderlich, die Sen-
soren automatisch zu lokalisieren. Die oft mit WSN in Verbindung gebrachte
Vision vom Intelligenten Staub (engl. Smart Dust) wäre wesentlich weni-
ger interessant, wenn nicht von einer möglichst automatisierten Lokalisierung
der einzelnen Sensorknoten (Staubpartikel) ausgegangen werden könnte [162].
Gerade die drahtlose Kommunikation und der oft angestrebte energieautarke
Betrieb der Sensorknoten erlaubt den Einsatz einer hohen Anzahl von Sen-
soren zur verteilten Lösung einer gemeinsamen Aufgabe. Ebenfalls wird die
3Abbildung 1.2: Einsatzszenarien für ad-hoc Personenlokalisierung: Polizeiein-
sätze in Geiselnahmesituationen, gesetzliche Vorgaben bei Kraftwerkwartung
(Bilder: Wikimedia Commons).
Miteinbeziehung von Mobilität der Sensorknoten ermöglicht. Beides erschwert
jedoch eine manuelle und stets aktuelle Lokalisierung.
Aufgrund der Relevanz des Themas wurden verschiedenste Lokalisierungs-
ansätze für unterschiedliche Anwendungen erforscht und auch bereits eine Rei-
he von Produkten entwickelt und kommerzialisiert.
Eine Instanz dieser Problemstellung ist die Lokalisierung von Personen. Mit
der Verbreitung der mittlerweile allgegenwärtigen Smartphones haben ortsbe-
zogene Dienste (Location-Based-Services, LBS) den Sprung in den Alltag ge-
schaﬀt. Niemand muss mehr darüber nachdenken wie nach einer Verabredung
in einer unbekannten Stadt der Bahnhof gefunden werden soll. Man verlässt
sich auf sein Smartpone und die darin integrierten Lokalisierungstechnologien.
Genauso natürlich ist es mittlerweile Informationen in Abhängigkeit des eige-
nen Standortes abzurufen, oder auch seinen eigenen aktuellen Aufenthaltsort
im Internet verfügbar zu machen. In diesen Bereichen eingesetzte Technologien
und Prinzipien sind insbesondere globale Satellitennavigationssysteme (Global
Navigation Satellite Systems, GNSS) wie GPS und Feldstärkeauswertungen
von verfügbaren GSM oder WiFi Netzwerken. Der Einsatz von Satellitensys-
temen zur Personenlokalisierung hat den Nachteil, dass prinzipbedingt eine
Lokalisierung in Gebäuden oder in Straßenschluchten nur schwer möglich ist,
wenn keine direkte Sichtverbindung zu den Satelliten gegeben ist. Feldstär-
kenauswertungen erlauben zwar prinzipiell eine Lokalisierung in Gebäuden,
4sind jedoch oft ungenau und erfordern vor Inbetriebnahme eine aufwändige
Kalibrierphase. Verschiedene RTLS auf Basis unterschiedlicher Messprinzipien
ermöglichen eine genaue Lokalisierung innerhalb von Gebäuden, erfordern da-
für allerdings eine oft aufwändige und teure Installation vor der Verwendung.
1.2 Problemstellung ad-hoc Personenlokalisierung:
Motivation und Anwendungen
Schwieriger gestaltet sich die Personenlokalisierung, wenn nicht auf eine vorher
installierte Infrastruktur oder vorher durchgeführte Einmessungen und Kali-
brierungen zurückgegriﬀen werden kann. Verschiedene ad-hoc Anwendungs-
szenarien erfordern Kenntnisse über die eigene Position oder die Positionen
anderer Personen in Bezug zu einer Umgebung. Beispielsweise in Feuerwehr-
szenarien könnte eine Echtzeit-Lokalisierung der beteiligten Einsatzkräfte dem
Einsatzführer bei der Koordination helfen. Oder in Geiselnahmeszenarien, in
denen Polizisten in Abhängigkeit der aktuellen Position ihrer Kollegen in ein
Gebäude vorstoßen. Hierbei ist eine Lokalisierung mit aktuellen Technologien
nicht möglich. Weitere Anwendungen ﬁnden sich auch in Szenarien, in denen
prinzipiell zwar eine Vorab-Kalibrierung durchgeführt werden könnte, diese
jedoch teuer und aufwändig wäre. Beispielsweise erfordern manche Wartungs-
arbeiten in Atomkraftwerken oder Großindustrie-Anlagen die ständige Lokali-
sierung und Überwachung der beteiligten Fachkräfte aus Sicherheitsgründen.
Ebenfalls ist die Lokalisierung von Besuchern auf Messen sowohl zur Orien-
tierung als auch aus Marktforschungsgründen interessant. In beiden Szenarien
wird die Lokalisierung nur vorübergehend benötigt und eine aufwändige In-
stallation wäre zu kostenintensiv.
Aktuell werden für diese Anwendungsbereiche eine Vielzahl an Arbeiten zur
inertialsensorbasierten Navigation durchgeführt. Prinzipielles Problem dieses
Ansatzes ist, dass die Positionsschätzung aufgrund der Sensordrift nicht lang-
zeitgenau erfolgen kann. Trotz stetiger Fortschritte werden daher nur Lokalisie-
rungsgenauigkeiten von 1−5% in Bezug auf die zurückgelegte Strecke erreicht.
Dies reicht für eine Anwendung über längere Zeit nicht aus.
51.3 Vorgehen und eigener Beitrag
Ziel dieser Arbeit ist es daher, ein Konzept zur Lokalisierung von Personen
in ad-hoc Anwendungen zu entwickeln und zu erforschen. Hierzu soll auf der
einen Seite die Technologie der drahtlosen Sensornetzwerke eingesetzt werden
und auf der anderen Seite Ansätze zur Fusion von Inertialdaten miteinbezo-
gen werden. Zunächst werden die verfügbaren Ansätze sowohl auf der Seite der
Sensornetzwerke als auch auf der Seite der inertialsensorbasierten Lokalisierung
genauer untersucht. Basierend auf dieser Analyse wird dann ein entsprechendes
Gesamtsystemkonzept erarbeitet, entworfen und prototypisch umgesetzt. Mit
diesem System werden experimentelle Daten gewonnen, die zu Untersuchung
verschiedener Aspekte der anvisierten ad-hoc Einsatzszenarien und der mit
dem Konzept erzielbaren Genauigkeiten dienen. Verschiedene Filterverfahren
zur Fusion von Inertial- und Signalstärkedaten werden angewendet und auf Ihre
Einsetzbarkeit überprüft. Daneben wird auf Basis des gewählten Experiment-
designs, sowie der gewonnenen Experimentaldaten eine Simulationsumgebung
konzipiert, um Fragen zu analysieren, die sich nicht ohne weiteres im Experi-
ment beantworten lassen (z. B. Skalierbarkeit, Ankerknotendichte- und Setup,
etc.).
Die Hauptbeiträge dieser Arbeit im Vergleich zum Stand der Technik liegen
im entwickelten Systemkonzept, in der durchgeführten umfangreichen experi-
mentellen Studie, sowie im Fusionsansatz für Sensornetzwerk- und inertialsen-
sorbasierter Lokalisierung (hybride Lokalisierung). Aus dem Stand der Technik
bekannte Lösungsansätze zur inertialsensorbasierten Lokalisierung werden um
ein vor Ort ausgebrachtes ad-hoc Sensornetzwerk erweitert, sodass das prin-
zipbedingte Problem der Langzeitungenauigkeit inertialsensorbasierter Ansät-
ze gelöst wird. Obwohl das Prinzip der inertialsensorbasierten Lokalisierung
bereits seit einigen Jahren untersucht wird, gibt es bisher nur wenige Ansät-
ze zur Miteinbeziehung eines ad-hoc Sensornetzwerks. Aus der Perspektive
der Sensornetzwerk-Lokalisierung betrachtet, werden bekannte signalstärkeba-
sierte Lokalisierungsverfahren um Inertialsensorik erweitert. Auch in diesem
Bereich sind die im Rahmen der Arbeit eingesetzten und weiterentwickelten
Verfahren teilweise bereits bekannt. Jedoch thematisieren nur sehr wenige Ar-
beiten die Miteinbeziehung von Inertialsensorik in die Sensornetzwerklokali-
6sierung. Das im Rahmen dieser Arbeit entwickelte Systemkonzept führt aus
beiden Bereichen die jeweils aktuellen Ansätze zusammen.
Bei dem gewählten experimentellen Vorgehen erlaubt insbesondere die sehr
große zugrunde gelegte Experimentaldatenbasis eine realistische Analyse der
resultierenden Lokalisierungsgenauigkeiten unter unterschiedlichen Vorausset-
zungen. Verschiedene ähnliche vorangegangene Arbeiten basieren entweder auf
rein simulativen Auswertungen, oder verwenden in experimentellen Studien
nur wenige und kleine Instanzen. Gerade jedoch um realistische Aussagen zum
Verhalten eines ad-hoc Lokalisierungssystems in unterschiedlichen Umgebun-
gen treﬀen zu können ist es erforderlich, in unterschiedlichen Umgebungen
Versuche durchzuführen. Die rein simulative Untersuchung läuft oft Gefahr,
Aspekte der Realität nicht ausreichend abzubilden und daher in Bezug auf
die Anwendung nur bedingt aussagekräftige Resultate zu liefern. Die in die-
ser Arbeit gewählte experimentelle Herangehensweise führt zwar auf der einen
Seite zu einem hohen Aufwand, erlaubt jedoch auf der anderen Seite auch eine
fundierte Aussage zur Umsetzbarkeit der konzipierten Lösung.
Ebenfalls ist der im Rahmen dieser Arbeit entwickelte Untersuchungsan-
satz einer simulativen Abbildung unsicherer Ankerknotenpositionierungen neu
und wird in bisherigen Arbeiten nicht behandelt. Um Aussagen zu erzielbaren
Genauigkeiten treﬀen zu können, wurde auf Basis der experimentellen Daten
simuliert wie sich verschiedene Fehlerarten in der Positionierung der Anker
auswirken.
Sicherlich müssen zu verschiedenen Teilaspekten noch weitere Untersuchun-
gen erfolgen, jedoch kann bereits auf Basis der Resultate dieser Arbeit von
der prinzipiellen Machbarkeit des Systemkonzeptes ausgegangen werden. Ins-
gesamt wird in der Arbeit gezeigt, dass das dargestellte Systemkonzept die
ad-hoc Lokalisierung von Personen ermöglicht. Teile der in der Arbeit präsen-
tierten Resultate wurden auf nationalen und internationalen Konferenzen dem
Fachpublikum vorgestellt.
1.4 Aufbau der Arbeit
Zunächst werden in Kapitel 2 relevante Grundlagen zu den verwendeten Me-
thoden und Technologien dargestellt.
7Dann werden in Kapitel 3 vorangegangene Arbeiten mit Bezug zum The-
ma eingeführt, um dem Leser eine Einordnung der Problemstellung und einen
Vergleich mit dem Stand der Technik zu ermöglichen. Hierbei werden die Teil-
gebiete der Lokalisierung in drahtlosen Sensornetzwerken, der inertialsensorba-
sierten Personenlokalisierung, sowie der hybriden Lokalisierung nacheinander
aufgebaut um einen thematisch zusammenhängenden Überblick zu erlauben.
In Kapitel 4 wird das Systemkonzept sowie die verschiedenen im Rahmen
der Arbeit prototypisch implementierten und verwendeten Hard- und Software
Komponenten präsentiert. Ebenfalls wird der gewählte Versuchsaufbau darge-
stellt.
In den Kapiteln 5 bis 8 erfolgt die Evaluierung verschiedener Ansätze zur
Personenlokalisierung auf Basis der experimentell und simulativ gewonnenen
Daten. Hierzu werden verschiedene Algorithmen zur Signalstärke-, Inertialdaten-
und hybriden Lokalisierung dargestellt, angewandt und im Hinblick auf das
Anwendungsszenario ad-hoc Lokalisierung bewertet. Ebenfalls wird analysiert,
wie sich ungenau bekannte Ankerknotenpositionen, Ausfälle im Netzwerk sowie
ein Ausbringen eines Ankerknotennetzwerks auf die erzielbare Lokalisierungs-
genauigkeit auswirken.
Eine Hinterfragung und Bewertung der Ergebnisse erfolgt in Kapitel 9. Zu-
letzt wird die Arbeit in Kapitel 10 zusammengefasst und es werden aus den





Im Folgenden werden relevante Grundlagen zu den verwendeten Koordinaten-
systemen, der Lageberechnung im Raum, der verwendeten Sensorik sowie der
drahtlosen Kommunikation dargestellt.
2.1 Koordinatensysteme und Lagedarstellung
Ein zentraler Punkt im Zusammenhang mit Navigation und Lokalisierung ist
die eindeutige Repräsentation eines Ortes im Raum. Hierzu kann man verschie-
dene Koordinatensysteme mit unterschiedlichen Bezugspunkten und Achsaus-
richtungen deﬁnieren:
• Inertialkoordinatensystem (i-frame): Mittelpunkt im Erdmittelpunkt und
nicht-rotierende Achsen in Bezug auf die Fixsterne. Eine Inertialmess-
einheit (Inertial Measurement Unit, IMU) misst Beschleunigungen und
Drehraten in Bezug auf das Inertialkoordinatensystem.
• Erdfestes Koordinatensystem (e-frame): Mittelpunkt im Erdmittelpunkt,
aber im Gegensatz zum i-frame mit der Erde rotierende x- und y-Achsen
(Earth Centered Earth Fixed, ECEF).
• Navigationskoordinatensystem (n-frame): Lokales Koordinatensystem, des-
sen Achsen durch Norden, Osten und Unten beziehungsweise Norden,
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Abbildung 2.1: Darstellung der verschiedenen Koordinatensysteme.
Westen und Oben deﬁniert sind (North East Down bzw. North West Up
System).
• Körperfestes Koordinatensystem (Body- beziehungsweise b-frame): Mit-
telpunkt im zu navigierenden Objekt, Achsen deﬁniert durch vorwärts,
seitwärts und oben in Bezug auf das zu navigierende Objekt.
In Abbildung 2.1 sind die Beziehungen dieser Systeme zueinander dargestellt.
Für die Notation in dieser Arbeit wird das entsprechende Koordinatensystem
eines Wertes (z. B. einer Position, einer Richtung oder eines Sensorwertes)
in Kapitälchen angegeben. Für eine Position ~x im n-frame ergibt sich bei-
spielsweise ~xn. Angaben in verschiedenen Koordinatensystemen können durch
Transformationsvorschriften ineinander überführt werden [166]. Eine kurze Be-
schreibung der hierfür erforderlichen Lagedarstellungen wird im folgenden Ka-
pitel präsentiert.
Für Navigationsanwendungen auf der Erde wird die Gestalt der Erde üb-
licherweise durch ein Rotationsellipsoid angenähert. Das World Geodetic Sys-
tem Modell von 1984 (WGS-84) deﬁniert dieses durch die genaue Angabe der
Längen beider Halbachsen, sowie weiterer Parameter [144]. Koordinaten eines
Punktes auf der Erdoberﬂäche können in diesem Modell durch die Angabe
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von Breitengrad, Längengrad und Höhe (Latitude, Longitude, Height, LLH)
beschrieben werden. Im Gegensatz zur Repräsentation in kartesischen Koordi-
naten handelt es sich also um ein Kugelkoordinatensystem.
Eine Beschreibung der Erdgestalt liefert die sogenannte Geoid Beschreibung
des Earth Gravitational Model 1996 (EGM96) [93]. Im Umfeld der Personenlo-
kalisierung ist es normalerweise ausreichend, ein lokales Navigationskoordina-
tensystem (n-frame) zu betrachten, bei dem sowohl von der Rotationsellipsoid-
Modellierung als auch von einer noch genaueren Annäherung der Erdgestalt
abstrahiert werden kann. In den meisten Arbeiten wird daher auf Basis einer
Local Tangent Plane (LTP), also eines kartesischen Koordinatensystems ge-
arbeitet, bei dem die Krümmung der Erdoberﬂäche nicht miteinbezogen wird
[49, 117]. Aufgrund der üblicherweise relativ geringen Größe eines entsprechen-
den Gebietes ergeben sich dabei nur vernachlässigbare Fehler. Die Navigation
kann dann in einem lokalen System erfolgen, bei dem die y-Achse durch die
Nordrichtung, die x-Achse durch die Westrichtung, sowie die z-Achse durch die
Oben-Richtung deﬁniert sind.
Da die Erddrehrate für aktuelle mikroelektromechanische Sensoren üblicher-
weise unterhalb der Rauschgrenze liegt, wird im Bereich der Personenlokalisie-
rung durch Inertialsensorik oft nicht zwischen e- und i-frame unterschieden. Im
Gegensatz zur Flugzeuglokalisierung sind die aus dieser Abstraktion resultie-
renden Fehler im Vergleich zu anderen Fehlerquellen meistens vernachlässigbar.
Lagedarstellung
Die Darstellung der Lage im Raum dient auf der einen Seite zur Beschrei-
bung der relativen Orientierung mehrerer Objekte im Raum. Auf der anderen
Seite deﬁnieren dieselben Angaben auch die Ausrichtung zweier Bezugssys-
teme (Koordinatensysteme) zueinander. Relevant in Bezug auf diese Arbeit
ist insbesondere die Ausrichtung des n-frames (Positionsangabe der zu loka-
lisierenden Person) zum b-frame (Bewegungsrichtung der Person), sowie des
b-frames zum e- beziehungsweise i-frame (gemessene Inertialsensordaten).
In dieser Arbeit werden zur Lagedarstellung beziehungsweise zur Umrech-
nung der Koordinatensysteme die folgenden Repräsentationen eingesetzt:
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Richtungskosinusmatrix
Die Angabe einer Drehmatrix beziehungsweise Richtungskosinusmatrix (direct
cosine matrix, DCM) erlaubt die Deﬁnition einer Lage durch eine lineare Ab-
bildung. Um beispielsweise von einer Lage im b-frame ϕb zu einer entsprechen-
den Lage im n-frame ϕn zu kommen, kann die entsprechende Transformation
mithilfe der orthogonalen Drehmatrix Cnb angegeben werden.
Es gilt:
ϕn = Cnb · ϕb, (2.1)
Cnb entspricht hierbei der Verkettung dreier Drehungen um die x-, y- und z-
Achse.
Eulerwinkel
Anstatt der DCM können auch die jeweiligen Drehwinkel angegeben werden,
durch die, nacheinander ausgeführt, zwei (kartesische) Koordinatensysteme in-
einander überführt werden können. Diese Angabe erfolgt durch die Eulerwinkel
roll (Rollwinkel, Φ), pitch (Nickwinkel, Θ) und yaw (Gierwinkel, Ψ), um die
dann nacheinander beispielsweise um die lokale x- (Φ), y- (Θ) und z-Achse (Ψ)
gedreht wird. Auch andere Drehreihenfolgen sind möglich, jedoch ergeben sich
unterschiedliche Lageänderungen für dieselben Winkel in verschiedener Rei-
henfolge. Außerdem kann dieselbe Lageänderung durch verschiedene Winkel
und Drehreihenfolgen dargestellt werden. Die DCM kann (für eine vorgegebe-
ne Drehreihenfolge) als Funktion der Eulerwinkel angegeben werden:
Cnb =

cΘcΨ −cΦsΨ + sΦsΘcΨ sΦsΨ + cΦsΘcΨ
cΘsΨ cΦcΨ + sΦsΘsΨ −sΦcΨ + cΦsΘsΨ
−sΘ sΦcΘ cΦcΘ
 , (2.2)
mit cx = cos(x) und sx = sin(x). Für die Berechnung der Eulerwinkel aus
den Koeﬃzienten der DCM gilt beispielsweise:
Φ = arctan2(c32, c33) (2.3)
Θ = arcsin(−c32) (2.4)
Ψ = arctan2(c21, c11) (2.5)
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Gegenüber der DCM-Darstellung erlauben Eulerwinkel eine intuitive und
eﬀektive Repräsentation einer Lageänderung durch nur drei Werte (anstelle
einer 3 × 3 Matrix). Allerdings kann es hierbei zu Mehrdeutigkeiten und Sin-
gularitäten kommen. Wenn der zweite Rotationswinkel null wird, entspricht
der Drehvektor der ersten Drehung dem Drehvektor der dritten Drehung und
es geht ein Freiheitsgrad verloren. Im weiteren Verlauf können daher nicht
mehr alle Lageänderungen vollzogen werden. Deswegen wird dieses Phänomen
als kardanische Blockade beziehungsweise Gimbal Lock bezeichnet.
Quaternionen
Um das Problem des Gimbal Locks zu vermeiden, kann die Angabe einer Lage-
änderung auch in Form einer Quaternion erfolgen. Hierbei wird eine Rotation
um einen Vektor ~µ = (µx, µy, µz)T der Länge |~µ| im Referenzkoordinatensys-
tem durchgeführt. Durch diese Drehung wird das Referenzkoordinatensystem















Hierbei gibt die Länge |~µ| den Drehwinkel an. Für die Umrechnung einer Qua-
ternion in eine entsprechende DCM gilt:
Cnb =

(a2 + b2 − c2 − d2) 2(bc− ad) 2(bd+ ac)
2(bc+ ad) (a2 − b2 + c2 − d2) 2(cd− ab)
2(bd− ac) 2(cd+ ab) (a2 − b2 − c2 + d2)
 . (2.7)
Eine andere Möglichkeit der Notation ist die Darstellung einer Quaternion als
komplexe Zahl mit drei Imaginärteilen i, j, k:
q = a+ ib+ jc+ kd. (2.8)
Für eine Beschreibung der weiteren Umrechnungen und möglichen Rechen-
operationen in diesem Zahlenraum sei auf die Standardliteratur verwiesen
[153, 166]. Die Quaternionen erlauben ebenfalls eine eﬀektive und eindeuti-
ge, jedoch wenig anschauliche Repräsentation der Lage.
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2.2 Sensorik und Sensorsysteme
Verschiedene Sensoren und Sensorsysteme werden für die Lokalisierung und
Navigation benutzt. Im Folgenden wird die grundsätzliche Funktion mikro-
elektromechanischer (MEMS) Sensoren und eine kurze Einführung in die Funk-
tionsweise globaler Satelliten Navigationssysteme (Global Navigation Satellite
Systems, GNSS) gegeben.
2.2.1 Mikroelektromechanische Sensoren
Unter MEMS Sensoren werden mikrosystemtechnisch aufgebaute Komponen-
ten verstanden, die physikalische Größen in ein elektronisches Signal wandeln.
Beschleunigungssensoren
Grundsätzlich misst ein Beschleunigungssensor eine Beschleunigung durch die
Bestimmung der auf eine Testmasse wirkenden Trägheitskraft. Nach dem ers-
ten Newton'schen Gesetz entspricht die Beschleunigung ~a hierbei dem Quoti-





Die Bestimmung der auftretenden Kraft erfolgt überwiegend durch eine re-
sultierende Kapazitätsänderung oder durch einen piezoelektrisch induzierten
Strom. Im Rahmen dieser Arbeit werden ausschließlich mikroelektromecha-
nische Beschleunigungssensoren betrachtet. Bild 2.2 zeigt eine Mikroskopauf-
nahme einer MEMS Beschleunigungssensor-Struktur in Silizium Oberﬂächen-
mechanik. Auf der rechten Seite ist hierbei die bewegliche Masse, die üblicher-
weise an einer Federstruktur angebracht ist. Bei einer anliegenden Beschleuni-
gung tritt eine Kapazitätsänderung zwischen der Masse und der umgebenden
Struktur auf. Um eine möglichst große Fläche nutzen zu können, sind Rippen-
strukturen üblich. Durch die weite Verbreitung beispielsweise im Automotive-
(Airbags, Steuergeräte, ...) oder im Konsumerbereich (Smartphones, Spielkon-
solen, ...) erfolgte in den letzten Jahren ein starker Preisverfall von MEMS
Beschleunigungssensoren. Aktuelle Sensoren erlauben eine Aufnahme von 3-D




Figure 7.13 MEMS lateral in-plane accelerometer (O The Charles Stark Draper
Laboratory, Inc. All rights reserved. Reprinted with permission)
of the structure is undertaken at positions where the resonator is calculated to have
a zone, or zones, of high stress in its modal pattern. As the flexure element is distorted
under the displacement of the proof mass the resonant frequency of the structure
changes.
Both silicon and quartz devices have been fabricated. Figure 7.14 shows the
in-plane (lateral) vibrating beam structure of a silicon oscillating accelerometer (SOA)
developed by The Charles Stark Draper Laboratory, Inc. In this case the fundamental
configuration is a monolithic vibrating tuning fork structure with a large silicon proof
mass, which is driven electrostatically. The beams are loaded axially when an accel-
eration is applied in the plane of the vibratory motion (in the plane of the wafer) and
the resonant frequency changes. Oscillator resonance and sensing is accomplished
using a silicon comb drive structure as shown in the figure.
In-plane accelerometer
Flexure SG- TG- TG+ SG+
Anchor











Abbildung 2.2: Mikroskopaufnahme eines MEMS Beschleunigungssensors (aus
[153]).
Mehrere Fehler beeinﬂussen einen gemessenen Sensorwert ~ameas gegenüber
der real anliegenden Beschleunigung ~areal. Ein generisches Fehlermodell kann
durch






angegeben werden [166]. ~ba = ~ba,stat +~ba,dyn r präsentiert achsspeziﬁsche syste-
matische Fehler (Biasse), ~na einen normalverteilten mittelwertfreien Rausch-
term. Biasse können sich hierbei aus einem konstanten Teil ~ba,stat und einem
dynamisch veränderlichen Teil ~ba,dyn (Bias Drift, beispielsweise temperaturab-
hängig) zusammensetzen. Die Misalignment Matrix Ma spiegelt neben Unge-
nauigkeiten in der Ausrichtung δ der Sensorachsen zueinander, auch die (mög-
licherweise dynamische) Abweichung der Skalenfaktoren s vom idealen Wert
wider.
Drehratense soren
Zur Messung einer nliegenden Drehrate wird üblicherwei die Corioliskraft,
die auf eine sich bewegende Masse in einem rotierenden System wirkt, ausge-
nutzt.
~Fc = −2m(~ω × ~v), und ~ac = −2(~ω × ~v). (2.11)
Die Corioliskraft ~Fc ergibt sich als Funktion des Winkelgeschwindigkeitsvektors

























Figure 7.5 Operating elements of MEMS tuning fork gyroscope (O The Charles
Stark Draper Laboratory, Inc. All rights reserved. Reprinted with
permission)
sensitive capacitive pick-off. A pre-amplifier detects the charge generated through
changes in proof-mass displacement. Existing devices operate in an open-loop mode,
the output of the pick-off electronics providing a signal proportional to the input
rate. A block diagram representation of the MEMS gyroscope electronics is given in
Figure 7.7.
Sensor fabrication and packaging
Sensors are manufactured by the dissolved wafer process, illustrated in Figure 7.8.
The first step (Mask 1) involves the etching of recesses in a doped-silicon wafer,










Abbildung 2.3: Funktionsweise eines MEMS Drehratensensors (aus [153]).
Bei MEMS Sensoren wird dieser Zusammenhang dadurch ausgenutzt, dass eine
Testmasse in Schwingung versetzt wird und die bei einer Rotation auftretende
Corioliskraft kapazitiv gemessen wird.
Bild 2.3 verdeutlicht dieses Prinzip. Eine vibrierende Masse (in Rechts-Links
Richtung) erfährt beim Anlegen einer Drehrate eine Beschleunigung orthogo-
nal zur Vibrationsrichtung. Diese kann, analog zur Beschleunigungsmessung,
kapazitiv gemess n werden. Das sich ergebende Fehlermodell ist ebenfalls ana-
log zum Beschleunigungssensor:
~ωmeas = Mω~ωreal +~bω + ~nω, (2.12)
mit mittlerwertfreiem normalverteiltem Rauschen ~nω und Misalignment Mω.
Beim Drehrat nse sor hat der Bias ~bω = ~bω,stat +~bω,dyn +~bω,a neben statischen
~bω,stat und dynamischen ~bω,dyn Anteilen auch Anteile, die von der einwirkenden
Beschleunigung abhängen ~bω,a [166].
Aktuelle MEMS Drehratensensoren im unteren Preisbereich erreichen pro-
blemlos Genauigkeiten von unter 100 ◦/h [72]. Im höherpreisigen Segment sind




Um eine Stützung der Drehrate über längere Zeiträume erreichen zu können
werden Magnetfeldsensoren zur Erfassung des Erdmagnetfeldes eingesetzt. Im
Bereich der MEMS Sensoren wird hierbei überwiegend der anisotrope mag-
netoresistive Eﬀekt (AMR-Eﬀekt) ausgenutzt. Unter Einﬂuss eines magneti-
schen Feldes ändert sich der elektromagnetische Widerstand einiger ferromag-
netischer Legierungen [105]. Der resultierende Widerstand Rout ergibt sich als
Funktion des Winkels Θ zwischen der Stromrichtung und der Magnetfeldrich-
tung:
Rout(Θ) = Rmax + δR · cos2Θ. (2.13)
Hierbei ist die Stärke der Änderung von Geometrie und weiteren Eigenschaften
des verwendeten Materials abhängig. Durch Rmax wird der Widerstand senk-
recht zur Magnetisierungsrichtung bezeichnet. Eine nähere Beschreibung dieser
Zusammenhänge ist in [38] zu ﬁnden. Um die relativ kleinen auftretenden Wi-
derstandsänderungen zu verstärken und besser erfassen zu können, sind die
magnetoresistiven Elemente oft in einer Wheatstone'schen Brückenschaltung
angeordnet.
Die Richtung der Feldlinien des gemessenen Erdmagnetfelds~bb = [bx, by, bz]T
entspricht ungefähr der geographischen Nord-Süd Richtung. Die Inklination
bezeichnet den Winkel zwischen Magnetfeldlinien und einer lokalen Tangen-
tialebene (circa 66, 5◦ in Mitteleuropa). Daher muss, um auf den Yaw Winkel
im n-frame in Bezug zum magnetischen Norden schließen zu können, die Aus-
richtung des Sensors (Gravitation) ~gb = [ax, ay, az]T miteinbezogen werden.
Für die Nordrichtung im n-frame ergibt sich aus einer Vektorbetrachtung:




Als Fehlermodell kann hier wieder von einem Rauschanteil ~n, sowie einem
konstanten, von der Position auf der Erde abhängigen Oﬀset ~bd (Deklination)
ausgegangen werden:
~bmeas = ~breal +~bd + ~n. (2.15)
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2.2.2 Inertialmesseinheiten und Lageberechnung
Die Zusammenfassung von drei Gyroskop- und drei Beschleunigungsachsen
wird als Inertialmesseinheit (Inertial Measurement Unit, IMU) bezeichnet.
Nach einer Initialisierung kann durch Integration der Gyroskope die Lage der
Sensoranordnung bezüglich des i-frames fortlaufend bestimmt werden. Die Be-
stimmung der Lage durch eine IMU ist Grundlage verschiedener inertialer Na-
vigationsansätze (Schiﬀe, Fluggeräte, Fahrzeuge, ...). Das Prinzip der Strap-
down-Rechnung bezeichnet in diesem Zusammenhang die Navigation auf Basis
der Integration von Beschleunigungen in die jeweilige Richtung (Kapitel 3.2).
Neben den in dieser Arbeit betrachteten MEMS IMUs werden vor allem für die
Navigation von Flugzeugen und Langstreckenraketen wesentlich teurere, größe-
re und genauere IMUs eingesetzt. Weitere Verwendungsgebiete ﬁnden sich zum
Beispiel in der Untersuchung menschlicher Bewegungsabläufe (Human Motion
Capturing) [126] oder zur Bildstabilisierung in Virtual Reality Anwendungen
[67]. Je nach Ausführung und Einsatzzweck sind IMU Sensoranordnungen oft
auch bereits mit Magnetfeldsensoren, barometrischen Altimetern und GNSS
kombiniert. Geräte mit bereits integrierter Algorithmik zur Informationsver-
arbeitung für die Lageschätzung werden als Attitude and Heading Reference
Systeme (AHRS)2 bezeichnet. Für die Initialisierung der Lageschätzung exis-
tieren verschiedene Ansätze auf Basis von Inertial- und Magentfelddaten. In
ersten Ansätzen dazu wurden die ursprünglich für die Raumfahrt entwickel-
ten Algorithmen TRIAD und QUEST eingesetzt [139]. Einige im Rahmen der
Strapdown-Navigation relevanten Prinzipien zur Initialisierung sowie zur fort-
laufenden Lageschätzung werden in Kapitel 3.2.1 beschrieben.
2.2.3 Globale Satelliten Navigationssysteme
Das aktuell am meisten genutzte weltweite Satellitennavigationssystem (Glo-
bal Navigation Satellite Systems, GNSS) ist das in den 1970er Jahren vom US
Verteidigungsministerium in Betrieb genommene Global Positioning System
(GPS). Weitere Satellitennavigationssysteme sind das russische GLONASS,
das chinesische Beidou und das europäische GALILEO [100]. Die Positions-
bestimmung bei GNSS erfolgt über eine Auswertung der Signallaufzeiten zu
2z. B. Xsens MTi, Analog Devices ADIS, ST Microelectronics iNemo.
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mehreren Satelliten. Die hierfür nötige Synchronisation wird durch Atomuhren
in den Satelliten sichergestellt. Für eine dreidimensionale Positionsbestimmung
ergibt sich aus mindestens vier gemessenen Zeiten (Abständen) zu Satelliten
ein überbestimmtes Gleichungssystem wenn als zusätzliche Unbekannte die
Empfängerzeit miteinbezogen wird. Die Positionsberechnung erfolgt dabei mit
dem Trilaterationsverfahren (Kapitel 3.1).
Fehlerquellen in der Positionsbestimmung ergeben sich aufgrund von wet-
terabhängigen Änderungen der Ionosphärenzusammensetzung, die sich auf die
Ausbreitungsgeschwindigkeit der Signale auswirken. Weitere Fehler resultieren
aus Unterschieden zwischen vorausberechneten und tatsächlichen Satelliten-
umlaufbahnen, Uhr-Ungenauigkeiten und Mehrwegeausbreitungseﬀekten. Da
diese Fehler größtenteils regional vergleichbar sind, besteht eine Möglichkeit
zur Verbesserung der Positionsschätzung in der Zuhilfenahme lokaler Korrek-
turstationen (Diﬀerentials). Diese Stationen ermitteln den aktuellen Fehler auf
Basis der Abweichung der momentanen GPS-Position von ihrer (bekannten)
Position und machen diese Korrekturinformation Diﬀerential GPS (DGPS)
Empfängern im Umfeld verfügbar. Die mobilen DGPS Empfänger können auf
dieser Basis dann die sich ergebenden Fehler kompensieren. Weitere Informa-
tionen zur Funktionsweise und eine genauere Beschreibung der Fehlerquellen
ﬁnden sich in [42, 153, 166].
Erzielbare Genauigkeiten mit Satellitennavigationssystemen liegen im Be-
reich weniger Meter. Umgebung, Position und Ausrichtung des Empfängers,
Wetter und weitere Parameter haben einen starken Einﬂuss auf die erzielba-
ren Genauigkeiten. Im Allgemeinen kann auch in städtischen Szenarien eine
Genauigkeit bis auf wenige Meter erzielt werden, jedoch ergeben sich sehr ho-
he Varianzen zum Beispiel in Straßenschluchten. Eine genauere experimentelle
Untersuchung und Abschätzung der erzielbaren Genauigkeiten beim Einsatz
verschiedener GPS Systeme in städtischen Umgebungen wird in [177] präsen-
tiert.
Es wurden verschiedene Ansätze untersucht auch in Gebäudeinnenräumen
auf GPS Systeme zugreifen zu können. In [70] und in [157] wird ein System
vorgestellt, bei dem in jedem Raum eines Gebäudes ein GPS Repeater instal-
liert wird. Diese Repeater erlauben auch im Gebäude eine ausreichend genaue
Lokalisierung. Eine Angabe zur erzielbaren Genauigkeit mit diesem Ansatz ist
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bisher noch nicht publiziert, allerdings kann davon ausgegangen werden, dass
die Dichte der ausgebrachten Infrastruktur einen entscheidenden Einﬂuss auf
die Performanz des Systems hat. Ein vergleichbarer Ansatz wird in [178] prä-
sentiert, wo ebenfalls GPS Signale vom Außenbereich durch den Einsatz eines
Repeaters in Innenräumen verfügbar gemacht werden.
2.3 Bayes'sche Informationsverarbeitung
Für die Verarbeitung rauschbehafteter Sensordaten werden zumeist auf Basis
eines Systemmodells Annahmen getroﬀen und auﬂaufende Messungen stochas-
tisch verarbeitet [48]. Der zeitdiskrete Zustand ~xk eines Systems zum Zeitpunkt
k kann als Funktion des vorherigen Zustands ~xk−1, einer Eingangsgröße ~uk−1,
sowie eines Rauschterms ~vk−1 (Prozessrauschen) beschrieben werden:
~xk = ~gk(~xk−1, ~uk−1, ~vk−1). (2.16)
Eine Messung ~zk ergibt sich als Funktion des Zustands und ist ebenfalls rausch-
behaftet (Messrauschen nk)
~zk = hk(~xk) + ~nk. (2.17)
Diese Modellierung beschreibt einen Markov Prozess erster Ordnung, da die
Historie des Prozesses jeweils vollständig im aktuellen Zustand gespeichert ist.
In der Bayes'schen Informationsverarbeitung soll die bedingte Wahrschein-
lichkeitsdichte (Probability Density Function, pdf) des aktuellen Zustandes ~xk
für eine gegebene Serie aller bisherigen Messungen P (~xk|~z1:k) möglichst zutref-
fend ermittelt werden. Diese pdf ist rekursiv auf Basis der vorangegangenen
pdf P (~xk−1|~z1:k−1) gegeben durch:
P (~xk|~z1:k−1) =
∫
P (~xk|~xk−1)P (~xk−1|~z1:k−1)d~xk−1 (2.18)
mit
P (~xk|~z1:k) = P (~zk|~xk)P (~xk|~z1:k−1)
P (~zk|~z1:k−1) . (2.19)
Der Prädiktionsschritt 2.18 ergibt sich unter Annahme eines bekannten Rausch-
prozesses (des Prozessrauschens) aus dem Systemmodell 2.16. Das Mess-Update
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P (~zk|~xk)P (~xk|~z1:k−1)d~xk (2.20)
berechnet werden. Dieser Normalisierungsterm hängt dabei von der Likelihood
Funktion P (~zk|~xk), die sich aus dem Messmodell 2.17 unter Annahme eines be-
kannten Rauschprozesses (des Messrauschens) ergibt, ab. Im Mess-Update 2.19
wird also die sich aus dem Systemmodell ergebende Wahrscheinlichkeitsdichte
P (~xk|~z1:k−1) auf Basis der bedingten Wahrscheinlichkeit der aktuellen Messung
P (~xk|~xk) angepasst.
2.3.1 Kalmanﬁlter
Das Kalmanﬁlter [77] stellt eine optimale Lösung der Gleichungen 2.19 und
2.20 dar, für den Fall, dass
• sich der Zustand zu jedem Zeitschritt durch die ersten beiden Momente
(Normalverteilung) beschreiben lässt,
• sich sowohl das Prozess- als auch das Messrauschen aus einem weißen,
normalverteilten Rauschprozess ergeben und nicht korreliert sind,
• und sowohl g(·) als auch h(·) aus 2.16 und 2.17, linear vom Systemzu-
stand, von einem eventuellen deterministischen Systemeintrag ~uk−1 und
vom jeweiligen Rauscheintrag abhängig sind [11].
Die Gleichungen 2.16 und 2.17 können dann durch
~xk+1 = A~xk +B~uk + ~vk (2.21)
und
~zk+1 = H~xk+1 + ~nk+1 (2.22)
angegeben werden mit der Systemmatrix A, der Matrix für deterministische
Systemeinträge B und der Messmatrix H. Die Kovarianzen der Rauschterme
werden mit Qk für ~vk und Rk+1 für ~nk+1 bezeichnet. Im Prädiktionsschritt er-
gibt sich der geschätzte Mittelwert des folgenden Systemzustands ~ˆxk+1|k durch
~ˆxk+1|k = A~xk +B~uk (2.23)
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und die geschätzte Kovarianzmatrix Pˆk+1|k durch
Pˆk+1|k = APkAT +Qk. (2.24)
Im Messschritt erfolgt die Korrektur auf Basis der neuen Messung durch
~xk+1 = ~ˆxk+1|k +Kk+1(~zk+1 −Hk+1~ˆxk+1|k) (2.25)
und
Pk+1 = Pˆk+1|k −Kk+1Sk+1KTk+1. (2.26)
Die Kovarianz der Diﬀerenz zwischen Messung und prädizierter Messung Sk+1
(Residualkovarianz) und der Kalman Gain Kk+1 ergeben sich zu





Der durch das Kalmanﬁlter berechnete neue Systemzustand ist hierbei optimal
insofern, als kein anderer Algorithmus besser sein kann, wenn die getroﬀenen
Annahmen erfüllt sind. Eine Herleitung der Kalmanﬁltergleichungen aus der
Methode der kleinsten Fehlerquadrate sowie eine alternative Herleitung aus
statistischen Ableitungen ﬁnden sich in [166].
2.3.2 Erweiterungen für nichtlineare Systeme
Aufgrund der Tatsache, dass die getroﬀenen Annahmen (weißes, normalverteil-
tes Rauschen, lineares System und Messmodell) für die meisten realen Systeme
unzutreﬀend sind, wurden verschiedene Erweiterungen des Kalmanﬁlters vor-
geschlagen.
Eine Möglichkeit für nichtlineare System- und Messgleichungen vergleich-
bare Ableitungen zu treﬀen, stellt das Erweiterte Kalmanﬁlter (Extended Kal-
manﬁlter, EKF) dar. Voraussetzung ist, dass eine (allgemeine) Funktion an-
gegeben werden kann, die den Systemzustand ~xk auf die Messung ~zk abbildet:
~zk = h(~xk, ~vk). (2.29)
Dieser Zusammenhang führt im Falle einer nichtlinearen Funktion h in 2.26,
2.27 und 2.28 zu Problemen, da die Matrix H nicht angegeben werden kann.
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Um dieses zu umgehen wird beim EKF eine Linearisierung der Messgleichung





Mithilfe dieser Jacobi Matrix können die Kalmanﬁlter Gleichungen dann gelöst
werden.
Je nach Art der Nichtlinearität können sich aus der Linearisierung jedoch
leicht größere Ungenauigkeiten ergeben. Beim Unscented Kalmanﬁlter (UKF)
[75, 76] wird deswegen nicht direkt linearisiert, sondern die Nichtlinearität
durch ein statistisches Verfahren angenähert. Es werden einzelne Punkte (Sig-
ma Points) gewählt, sodass sie die Eigenschaften der ursprünglichen Dichte-
funktion der (n-dimensionalen) Zufallsvariable ~x widerspiegeln. Für die Ele-
mente des Zustandsvektors gilt:




















Hierbei ist κ ein Gewichtungsfaktor,
√
(m+ κ)Cx die i-te Zeile der Wurzel-
matrix von (m + κ)Cx und Wi die Gewichtung des jeweiligen Punktes. Die
ausgewählten 2m + 1 Punkte haben den gleichen Mittelwert und die gleiche
Kovarianz wie die ursprüngliche Verteilung. Die Anzahl der Punkte kann im
Prinzip beliebig gewählt werden. Für die Gewichtungen gilt
∑
wi = 1. Je-
der einzelne dieser Punkte wird dann auf Basis der nichtlinearen Funktion
2.29 transformiert. Vergleichbar dazu werden beim Partikelﬁlter (PF) eben-
falls einzelne Punkte als Repräsentation der Dichtefunktion ausgewählt und
transformiert [11, 60]. Eine Anzahl N diskreter Punkte (Partikel) mit Zustän-
den ~xik, Gewichten ~ω
i
k und 1 ≤ i ≤ N repräsentiert den Systemzustand auf




wikδ(~xk − ~xik). (2.32)
Mit normalisierten Gewichten gilt
∑
wik = 1. Ein möglicher Schätzwert für




k. Um eine sinnvolle Repräsen-
tation der Wahrscheinlichkeitsdichte zu gewährleisten, muss N hierbei hoch
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genug gewählt werden. Das Systemmodell kann im Prädiktionsschritt dadurch
umgesetzt werden, dass jedem Partikel ein neues Gewicht
~xik+1 = f(~uk, ~x
i
k) (2.33)
zugeordnet wird, wobei f(·) eine Realisierung des nichtlinearen stochastischen
Systemmodells (proposal distribution) für die Eingangsgrößen ~uk darstellt. Im
Messschritt wird das Gewicht jedes Partikels basierend auf der Likelihood




Im Resampling Schritt wird das Problem der Gewichtsakkumulation in eini-
ge wenige Partikel (Sample Degeneracy) dadurch verhindert, dass ein neu-
es Partikelset generiert wird. Partikel mit hohem Gewicht werden vervielfäl-
tigt und Partikel mit vernachlässigbaren Gewichten gelöscht. Die Durchfüh-
rung eines Resampling-Vorgangs in jedem Zeitschritt kann in einer schlech-
teren Schätzqualität resultieren (Sample Impoverishment). Alternativ dazu
kann der Resampling Schritt basierend auf einem Maß für die Qualität der






2 [11]. Nach einer Normalisierung der Gewichte kann aus
dem resultierenden Partikelset dann eine neue Zustandsschätzung gewonnen
werden. Der Hauptvorteil dieses Sequential Importance Resampling (SIR) Par-
tikelﬁlters ist dabei, dass die Funktionen für Systemupdate (Prädiktion) und
Messung nichtlinear sein dürfen. Der Unterschied gegenüber dem UKF liegt
darin, dass die Auswahl der Sample Punkte beim UKF deterministisch und
auf Basis eines festen Schemas erfolgt, wohingegen beim PF beliebige Punkte
zufällig ausgewählt werden (Monte Carlo Methode).
2.4 Funkkommunikation undModelle zur Signal-
ausbreitung
Die drahtlose Kommunikation in Sensornetzwerken erfolgt üblicherweise in den
freigegeben Industrial Scientiﬁc und Medical (ISM) Frequenzbändern. Hierbei
hat sich vor allem das nahezu weltweit freigegebene 2, 4 GHz Band als Stan-
dard für viele Plattformen und Anwendungen durchgesetzt. Daneben gibt es
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auch einige Plattformen, die im 868 MHz (Europa3) beziehungsweise 915 MHz
(Nordamerika4) Band arbeiten. Die tieferen Frequenzbänder spielen eher für
einfachere Funkanwendungen mit niedrigeren Bitraten eine Rolle (Funktasta-
turen, Garagenöﬀner, ...).
In dieser Arbeit wird der Signalstärkeabfall des Kommunikationssignals
verwendet, um daraus auf die Distanz zwischen Sender und Empfänger zu
schließen. Für eine allgemeine Einführung in elektromagnetische Wellenaus-
breitung, Funktechnologien und Antennen sei auf die Standardliteratur ver-
wiesen [123, 130].
2.4.1 Signalausbreitung
Die Signalstärke elektromagnetischer Wellen nimmt im Freiraum über die Di-
stanz ab (Pfadverlust). Eine einfach Beschreibung dieses Pfadverlustes kann







erfolgen. PR bezeichnet die Leistung am Empfänger (Receiver), PT die Leistung
am Sender (Transmitter). Der Zusammenhang zwischen PR und PT ist abhän-
gig vom Antennengewinn (Gain) an Empfänger GR und Sender GT , sowie vom
Pfadverlustkoeﬃzienten α, der Wellenlänge λ und der Distanz d. Üblicherweise
werden die Leistungen auf einer Dezibelskala bezogen auf 1 mW angegeben.
Typische Größenordnungen der maximalen Sendeleistung für die in dieser Ar-
beit hauptsächlich betrachteten Funktechnologien beziehungsweise Funkchips
(IEEE 802.15.4 Standard) liegen im Bereich 0− 5 dBm, also circa 1− 4 mW.
Typische Sensitivitätsschwellen liegen im Bereich −90 bis −100 dBm.
Insbesondere für α = 2 ergibt sich aus Gleichung 2.35 die Ausbreitung einer
konstanten Leistung über die Oberﬂäche einer Kugel mit Radius d. Dies gilt
vor allem unter Vorliegen einer Fresnel Zone, also eines hindernisfreien Be-
reichs zwischen Sender und Empfänger (in Form eines rotationsellipsoidischen
Körpers). Eine direkte Ableitung aus der Friis Gleichung 2.35 für drahtlo-
se Sensornetzwerke ist damit, dass unter Vernachlässigung aller Verluste die
3Speziﬁziert durch das European Telecommunications Standards Institute (ETSI).
4Speziﬁziert durch die Federal Communications Commission (FCC).
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direkte Kommunikation zwischen zwei Sensorknoten immer eine höhere Sen-
deenergie erfordert als eine Multihop Kommunikation. Meistens muss jedoch
davon ausgegangen werden, dass sich weitere Eﬀekte auf die Empfangsfeld-
stärke auswirken. Wichtige Eﬀekte sind:
• Beugung : Sie tritt an Hindernissen im Signalausbreitungsweg auf, die im
Vergleich zur Wellenlänge groß sind. Sie führt dazu, dass Signale unter
bestimmten Voraussetzungen auch ohne direkte Sichtverbindung (Non-
Line-of-Sight, NLoS) empfangen werden können.
• Streuung : Sie ergibt sich an Hindernissen in Größenordnung der Wellen-
länge. Ähnlich zur Beugung wird das Signal bei Vorliegen von Streuung
in verschiedene Richtungen abgelenkt.
• Reﬂektion und Transmission: Diese treten auf, wenn ein Signal auf ein
großes Hindernis triﬀt. Ein Teil des Signals wird zurückgelenkt (Reﬂek-
tion), ein anderer Teil breitet sich durch das Hindernis hindurch aus
(Transmission). Insbesondere unter Vorliegen mehrerer reﬂektierter Wel-
len ergibt sich oft schwer prädizierbares Verhalten.
Diese Eﬀekte führen dazu, dass sich am Empfänger üblicherweise mehrere Si-
gnalwege überlagern (Multipfadausbreitung). Da insbesondere in städtischen
Gebieten oder in Innenräumen oft gar keine direkte Sichtverbindung zwischen
Sender und Empfänger besteht, hat die Multipfadausbreitung einen starken
Einﬂuss auf die resultierende Signalstärke.
Eine Modellierung der Signalausbreitung spielt insbesondere in der Planung
von mobilen Kommunikationssystemen wie GSM, UMTS oder WiFi Systemen
eine wichtige Rolle. Nur unter bekannten Pfadverlusten können Voraussagen
über Empfangsfeldstäken, Frequenzplanungen und Aufbauorte für Basisstatio-
nen getroﬀen werden. Weiterhin müssen auch für die Simulation der Bitüber-
tragungsschicht (PHY Schicht) diese Eﬀekte angenähert werden.
2.4.2 Signalausbreitungsmodelle in Drahtlosen Netzwer-
ken
Unter einem Signalausbreitungsmodell versteht sich ein Satz mathematischer
Gleichungen, der die Ausbreitungscharakteristik in einer Umgebung beschreibt.
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Eine mögliche Einteilung dieser Modelle kann in empirische (oder auch statisti-
sche) und physikalische (auch deterministische) Modelle vorgenommen werden
[109, 123]. Empirische Modelle resultieren hierbei aus einer Analyse von expe-
rimentell ermittelten Messwerten. Physikalische Modelle ergeben sich aus den
Eigenschaften der geometrischen Optik und den Gesetzen der Elektrodyna-
mik. Hierbei sind Berechnungsaufwand aber auch Genauigkeit bei empirischen
Modellen üblicherweise geringer als bei physikalischen Modellen. Die Abgren-
zung ist allerdings teilweise nicht exakt möglich und es existieren verschiedene
Hybridmodelle, bei denen sowohl statistische als auch deterministische Kom-
ponenten miteinbezogen werden [20, 31, 179].
Für großräumige städtische Außenbereiche gehören das Okumara Modell
und das Walﬁsch-Ikegami Modell zu den bekanntesten Modellen. Das Okuma-
ra Modell basiert auf empirischen Daten und stellt verschiedene Diagramme für
die resultierende Signalstärke bereit. Je nach Terrain müssen die Kurven um
verschiedene Korrekturfaktoren angepasst werden [113]. Das Walﬁsch-Ikegami
Modell wird insbesondere zur Planung von Mobilfunknetzen in innerstädti-
schen Bereichen eingesetzt. Für die Voraussage der Feldstärke werden auf der
einen Seite empirische Daten verwendet und auf der anderen Seite auch ein
theoretisches Ausbreitungsmodell eingebracht [68].
Ein einfaches deterministisches Modell, das hauptsächlich für einfachere
Umgebungen mit wenigen Hindernissen geeignet ist, ist das Zwei-Wege Bo-
denreﬂektionsmodell. Neben dem direkten Pfad (Line-of-Sight, LoS) zwischen
Sender und Empfänger wird auf Basis der Höhe der beiden Antennen noch der
stärkste indirekte Pfad durch die Reﬂektion am Boden miteinbezogen [56, 171].
Erweiterungen und Kritikpunkte an diesen Modellen, weitere Modelle sowie
auch mehrere Mikromodelle zur Modellierung kleinerer Räume werden in [109]
und in [129] zusammengefasst.
Im Bereich der drahtlosen Sensornetzwerke wird zur Analyse algorithmi-
scher Fragestellungen oft von Signalausbreitungsmodellen abstrahiert. Im ein-
fachsten Ansatz wird eine Funkstrecke als konstant interpretiert und binär mo-
delliert (Verbindung ja/nein), was den Einsatz des in der Algorithmik weit ver-
breiteten Unit-Disk-Graph Modells erlaubt [95, 160]. Insbesondere in (kleins-
kaligen) Innenräumen kommen die angesprochenen Signalstärkeeﬀekte jedoch
stark zur Geltung und die Signalstärken unterliegen einer sehr hohen Dy-
28
namik. Sowohl für Planung als auch in Simulationen (Kapitel 3.1.4) und in
Signalstärke-Ranging-basierten Lokalisierungsansätzen (Kapitel 3.1.1) werden
in diesem Umfeld hauptsächlich zwei Modelle beziehungsweise Verfahren zur
Modellierung der Signalstärke benutzt. Auf der einen Seite stehen dabei die
relativ einfache statistische und sehr häuﬁg eingesetzte Annäherung durch das
Log-Distanz Pfadverlustmodell, auf der anderen Seite deterministische Ray-
Tracing Verfahren [164].
Das Log-Distanz Pfadverlustmodell basiert direkt auf der Friis'schen Über-
tragungsformel 2.35. Unter Annahme einer isotropen Antennencharakteristik
(GR = GT = 1) ergibt sich der Pfadverlust PL =
PT
PR(d)








d0 ist hierbei eine Referenzdistanz. In logarithmischer Form ergibt sich daraus






und die empfangene Leistung PR(d) ist unter Hinzunahme eines Log-normal-
verteilten Rauschterms Rσ2 mit Mittelwert 0 und Varianz σ2 gegeben durch:






Die Hinzunahme von Rσ2 erlaubt dabei eine statistische Abbildung von Mul-
tipfadeﬀekten wie im vorigen Kapitel angesprochen. Es wird angenommen,
dass sich die aus Beugung, Streuung und Reﬂektion ergebenden Signalpfade
alle zu einer ungefähr normalverteilten Abweichung der Signalstärke von der
Signalstärke des direkten Signalpfades führen. Eine experimentelle Bestätigung
dieses Verhaltens wurde beispielsweise in [174] und in [31] gezeigt. Durch eine
ausreichend hohe Wahl von α kann durch diese statistische Modellierung das
reale Verhalten nachgebildet werden. Eine einfache Erweiterung dieses Modells
bezieht zusätzlich noch die Einﬂüsse von Wänden in Gebäuden mit ein [20, 31].
Ray-Tracing Verfahren sind die wesentlich komplexere Variante zur Errei-
chung einer Näherung des Verhaltens. Mehrere Signalpfade (resultierend aus
Reﬂektion, Streuung und Beugung) werden jeweils einzeln für jeden Zeitschritt
simuliert. Die am Empfänger resultierende Signalstärke ergibt sich aus der Ad-











Abbildung 2.4: Aufbau eines Sensorknotens.
tate zu erreichen, muss die Umgebung sehr genau bekannt und modelliert sein.
Verschiedene Ansätze und Werkzeuge zum Einsatz von Ray-Tracing für die Er-
mittlung einer resultierenden Signalstärke existieren [6, 154]. In [150] werden
verschiedene Signalausbreitungspfade zur Schätzung einer Distanz zwischen
Sender und Empfänger miteinbezogen.
2.5 Drahtlose Sensornetzwerke
Ein drahtloses Sensornetzwerk bezeichnet ein Netzwerk aus drahtlos kommuni-
zierenden Kleinstcomputern, die mit jeweils verschiedenen Sensoren und/oder
Aktoren ausgestattet sein können (Abbildung 2.4). Erste Forschungsarbeiten
wurden zunächst im Militärbereich durchgeführt. Einen Schub erhielt das For-
schungsgebiet insbesondere um die Jahrtausendwende, als Professor Kris Pister
in Berkeley die Smart Dust Vision formulierte [162].
Neben Anwendungen aus dem Militärbereich gibt es beispielsweise Anwen-
dungsbereiche in Industrie und Logistik (Prozessüberwachung, Inventarisie-
rung, Transportüberwachung, ...), im Zusammenhang mit Smart- oder Green
Buildings (Gebäudeautomatisierung, Energiesparen, ...) sowie auch im Bereich
der Unterhaltungstechnologien (Multimedia Sensornetzwerke, ...). Hierbei ist
die Deﬁnition des Begriﬀs drahtloses Sensornetzwerk oft schwammig. So
wird teilweise eine sehr weit gefasste Deﬁnition verwendet, bei der auch WiFi
Netzwerke, aktive und passive RFID und Smartphones den Sensornetzwer-
ken zugerechnet werden. Für die bearbeiteten Themen sind die sich ergeben-
den wissenschaftlichen Fragestellungen ähnlich. Klassische Forschungsthemen
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(a) Crossbow MicaZ Mote. (b) Crossbow TelosB Mote. (c) Sun SPOT.
Abbildung 2.5: Beispiele verschiedener Sensorknoten.
sind neben der Knotenlokalisierung (Kapitel 3.1) auch Routing- und Übertra-
gungsprotokolle [5], Fragen zur physikalischen drahtlosen Datenübertragung,
Hardwarethemen und algorithmische Aspekte wie zum Beispiel Abdeckung
[95] und Topologiekontrolle [160]. Für eine Übersicht über die verschiedenen
Forschungsthemen sei auf die mittlerweile existierende Standard- und Lehr-
literatur verwiesen, z. B. [2, 3, 4, 96]. Im Folgenden wird nach einer kurzen
Übersicht über kommerziell erhältliche Forschungsplattformen und verfügbare
Betriebssysteme der für diese Arbeit relevante IEEE 802.15.4 PHY und MAC
Standard sowie der darauf aufbauende ZigBee Standard eingeführt.
2.5.1 Plattformen und Betriebssysteme
Der prinzipielle Aufbau eines Sensorknotens (Node) ist in Abbildung 2.4 dar-
gestellt. Neben Zwei-Chip Lösungen mit getrennten Funk- und Prozessorchips
gibt es auch Single-Chip Lösungen, die beide Funktionen als System-on-Chip
(SoC) integrieren. Verschiedene Hersteller bieten für Forschungs- und Entwick-
lungszwecke bereits vorkonﬁgurierte Sensorknoten an, meist mit Schnittstellen
zum Anschluss verschiedener Sensoren oder Aktoren. Ein Überblick über ver-
schiedene aktuelle Plattformen wird in [66] gegeben. Die bekanntesten und
am weitesten verbreiteten Sensorknoten im Forschungsumfeld sind die von der
amerikanischen Firma Crossbow5 vermarkteten MicaZ und TelosB Motes (Bild
2.5). Beide Plattformen wurden ursprünglich in Zusammenarbeit mit der UC
Berkeley für Forschungszwecke entwickelt und werden seit knapp zehn Jah-
5www.xbow.com
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ren durch Crossbow verkauft. Insbesondere die MicaZ Knoten werden in einer
Vielzahl verschiedener Forschungsprojekte eingesetzt. Durch die Möglichkeit
verschiedene Sensoren über sogenannte Sensor Boards durch einfaches Aufste-
cken anzubringen, kann eine Vielzahl von Anwendungen leicht prototypisch
untersucht werden. Beide Knoten verfügen über einen IEEE 802.15.4 fähigen
Funkchip, der TelosB ist auf Basis eines Texas Instruments (TI) MSP 430 Mi-
krocontroller (MCU) aufgebaut, beim MicaZ wird ein Atmel AVR MCU ein-
gesetzt. Eine andere im Forschungsumfeld weitverbreitete Plattform mit etwas
höherer Rechenleistung ist der Sun SPOT. Der Sun SPOT enthält neben einem
IEEE 802.15.4 fähigen Funkchip einen ARM920T MCU mit 180 MHz und ist
ebenfalls durch Sensorboards für verschiedene Einsatzzwecke erweiterbar. Eine
Übersicht über weitere Plattformen wird im (virtuellen) Sensornetzwerkmuse-
um der ETH Zürich präsentiert6. Neben verschiedenen weiteren kommerziell
angebotenen Sensorknoten gibt es auch mehrere direkt durch die Chiphersteller
vertriebene Entwicklungsboards (zum Beispiel TI CC2520 Development Kit7
oder Atmel RZRAVEN8), die die Applikationsentwicklung für Industrieanwen-
der erleichtern. Durch die Übernahme des norwegischen Funkchip Herstellers
ChipCon im Jahr 2005 konnte sich TI die Marktführerschaft im Bereich der
Kurzstrecken-Niedrigenergie-Funkchips sichern.
Je nach Frequenzband, Sendeleistung und Antenne liegen typische Reich-
weiten der betrachteten Sensorknoten im Bereich weniger Meter bis einige
hundert Meter. Der Energieverbrauch aktueller Sensorknoten liegt in der Grö-
ßenordnung von 25 mA im Sende-/Empfangsbetrieb, 5 mA mit deaktiviertem
Funkmodul und < 1 mA im Schlafmodus [132].
Da das Forschungsfeld bereits seit einigen Jahren besteht, haben sich auch
im Bereich der Betriebssysteme mehrere Forschungssysteme herausgebildet.
Für diese Systeme gibt es üblicherweise Portierungen für verschiedene Plattfor-
men, sowie Implementierungen unterschiedlicher Standardprotokolle. Zu nen-
nen sind hierbei insbesondere das an der UC Berkeley entwickelte TinyOS9,






tiki System10. Beide Betriebssysteme werden in Form von Open Source Projek-
ten weiterentwickelt. Vorteil dieser Plattformen ist insbesondere die freie Ver-
fügbarkeit von Implementierungen verschiedener Protokollstacks (z. B. ZigBee,
IP, ...), die eine gute Ausgangsbasis für Entwicklungs- und Forschungsarbeiten
darstellen. Im Gegensatz dazu sind die meisten kommerziell erhältlichen Sys-
teme zumeist Closed Source und können nur auf Applikationsschicht angepasst
werden. Dies ist für Applikationsentwicklungen üblicherweise ausreichend, je-
doch für Forschungsarbeiten teilweise hinderlich.
2.5.2 IEEE 802.15.4 und ZigBee Standards
Im Rahmen der Arbeit relevante Standards für die drahtlose Kommunikation
sind in erster Linie der IEEE 802.15.4 Standard11 sowie der darauf aufbauende
ZigBee Standard12
IEEE 802.15.4
Der IEEE 802.15.4 Standard13 speziﬁziert die Bitübertragungs- (PHY-Layer)
und Sicherungsschicht (MAC-Layer) des OSI Referenzmodells14. Als Teil der
IEEE 802.15 Speziﬁkation für Wireless Personal Area Netzwerke (WPAN)
wurde in den 1990er Jahren neben Bluetooth (IEEE 802.15.1) ein Kommu-
nikationsstandard entwickelt, bei dem der Fokus auf geringeren Datenraten
und geringerer Energieaufnahme lag. Ziel war es, einen für den aufkommenden
Bereich der drahtlosen Sensornetzwerke zugeschnittenen Standard bereitzu-
stellen. Insbesondere wurde auf die Anwendungsbereiche Gebäude-Automa-
tisierung (Home-Automation), Monitoring in industriellen Anlagen sowie die
Vernetzung von am Körper getragenen Sensoren mit der Umwelt abgezielt. Die
erste Version des Standards wurde 2003 veröﬀentlicht.
Eine der wichtigsten und häuﬁgsten auf IEEE 802.15.4 basierende Speziﬁka-
tionen der höheren OSI Schichten ist ZigBee. Daneben wurden mit beispielswei-
10www.contiki-os.org/
11www.standards.ieee.org/about/get/802/802.15.html
12ZigBee Standard: 2004 von der ZigBee Alliance (2002 gegründeter Industriezusam-
menschluss aus aktuell circa 250 Unternehmen, www.zigbee.org) veröﬀentlichter Standard.
13www.standards.ieee.org/about/get/802/802.15.html
14OSI Referenzmodell: Open Systems Interconnection Reference Model der Internationa-
len Organisation für Normung (ISO), Schichtenmodell der Kommunikation.
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se WirelessHART, MiWi und 6LoWPAN in den letzten Jahren für verschiedene
Anwendungen weitere Standards speziﬁziert, die ebenfalls auf IEEE 802.15.4
aufbauen. Außerdem verfügbar sind IEEE 802.15.4 kompatible IP Stacks, die
die einfache Integration eines drahtlosen Sensornetzwerks mit einem IP Netz-
werk ermöglichen. Die überwiegende Mehrheit der verwendeten Plattformen
sowohl in der Forschung als auch in der Industrie baut auf dem Standard auf.
Auf der Bitübertragungsschicht (PHY) wurden in der ersten Version das
868 MHz Band in Europa (1 Kanal) beziehungsweise das 915 MHz Band in den
USA (10 Kanäle) sowie weltweit das 2, 4 GHz Band (16 Kanäle) speziﬁziert.
Hierbei werden die meisten Module bis heute für das 2, 4 GHz Band produ-
ziert und verkauft. Die maximale Datenübertragungsrate liegt im oberen Band
bei 250 kbit/s, die Modulation auf die Trägerfrequenzen erfolgt im 4-Phasen-
Modulationsverfahren (Oﬀset Quadrature Phase-Shift Keying, O-QPSK). In
den niedrigeren Bändern wurde zunächst mit 20 beziehungsweise 40 kbit/s
im 2-Phasen-Modulationsverfahren gearbeitet. Allerdings wurde 2006 durch
eine Anpassung des Modulationsverfahrens auch hier eine Datenrate von 250
kbit/s eingeführt. Ein Datenpaket ist bis zu 127 Bytes lang. In beiden Bän-
dern wird die Störempﬁndlichkeit mithilfe des Direct Sequence Spread Spec-
trum (DSSS) Frequenzspreizungsverfahrens reduziert. 2007 wurden im IEEE
802.15.4a Zusatz zum Standard zusätzlich Ultrabreitband (Ultra Wide Band,
UWB) sowie Chirp Spread Spectrum (CSS) Bitübertragungsschichten hinzu-
gefügt. 2009 wurden noch weitere mögliche PHY Schichten ergänzt.
Auf der Medienzugriﬀsschicht (MAC) wird im Standard ein Carrier Sense
Multiple Access/Collision Avoidance (CSMA/CA) Verfahren für den Medien-
zugriﬀ eingesetzt (Unslotted Mode). Alternativ dazu besteht im sogenann-
ten Slotted Mode die Möglichkeit, basierend auf regelmäßigen Beacons eine
Synchronisierung des Netzwerks herzustellen und (optional) den Netzwerkteil-
nehmern garantierte Übertragungszeiten zuzuteilen. Weiterhin sind auf MAC
Schicht bereits Protokolle zum Verbindungsaufbau sowie zur Sicherung der
Kommunikation speziﬁziert. Die Anforderung einer direkten Empfangsbestä-
tigung (Acknowledgement, ACK) vom Empfänger ist möglich, ihr Ausbleiben
resultiert in bis zu vier Re-transmit Versuchen. Gegenüber der maximalen Da-
tenübertragungsrate von 250 kbit/s reduziert sich die resultierende Nutzdaten-
rate nach Abzug aller Header, Delays und Sicherungsprotokolle typischerweise
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je nach Einstellungen auf circa 100 kbit/s in einem 2-Knoten Netzwerk [132].
Bereits im IEEE 802.15.4 Standard werden Festlegungen für die Netzwerk-
struktur getroﬀen. Anhand der bereitgestellten Funktionalitäten im Netzwerk
werden zwei Gerätetypen unterschieden: Reduced und Full Function Devices
(RFD, FFD). Ziel hierbei ist vor allem eine preisgünstigere Realisierung der
RFD. In einem Netzwerk übernimmt je ein FFD die Rolle des sogenannten
Netzwerkkoordinators. Auf dieser Basis werden drei Netzwerktopologien un-
terschieden:
• Stern: Alle Teilnehmer (RFD oder FFD) haben eine direkte (One-Hop)
Verbindung zum Koordinator.
• Baum: Eine Anordnung in Cluster-Tree Baumstruktur, bei der sich an
einen Baum mit einem Koordinator als Wurzel und mehreren FFD als
Zweige weitere RFD anhängen können.
• Peer-to-Peer : Alle Knoten können mit allen anderen Knoten in Reich-
weite direkt kommunizieren (Grundlage für Mesh-Netzwerke).
Weitere Details zu IEEE 802.15.4 können der Standardliteratur entnommen
werden [52, 87].
ZigBee
Im ZigBee Standard sind die oberen Schichten des OSI Schichtenmodells von
der Netzwerkschicht aufwärts speziﬁziert und Vorgaben für die vom Anwender
zu speziﬁzierende Anwendungsschicht gemacht. Die vom IEEE 802.15.4 Stan-
dard vorgegebenen Gerätearten werden in Form eines Koordinators (FFD),
sowie mehrerer Router (FFD) und End-Devices (RFD) in einem Netzwerk
umgesetzt. Der 16-Bit Adressraum erlaubt theoretisch die Verwendung von
bis zu 65.000 Geräten in einem Netzwerk, praktisch gestaltet sich der Aufbau
größerer Netzwerke jedoch insbesondere aufgrund der Adressvergabe schwierig
und Netzwerke mit tausenden Knoten sind nur sehr selten zu ﬁnden. Onli-




270.00016 Geräten oder Knoten beziehen sich demnach auch auf verschiedene
Subnetze.
Auf der Netzwerkschicht (NWK) sind als Schnittstelle zur Anwendungs-
schicht zwei Diensteinheiten (Service Entities) speziﬁziert, die Network Layer
Data Entity (NLDE) für Datentransfers und die Network Layer Management
Entity (NLME) für Netzwerkorganisation, Routing und weitere Management-
Aufgaben. Hierbei benutzt die NLME die NLDE zur Erfüllung ihrer Netzwerk-
aufgaben. In den ersten Standard Versionen von 2004 und 2006 war die einzige
mögliche Netzwerktopologie eine Baumtopologie. In der aktuellen ZigBee Pro
Speziﬁkation steht seit 2007 auch eine Mesh Topologie (Maschentopologie) zur
Verfügung. Bei einem in Baumtopologie organisierten Netzwerk wird auf ein
hierarchisches Routingverfahren zurückgegriﬀen. Bei einem Maschennetzwerk
wird der Ad Hoc On Demand Distance Vector (AODV) Routingalgorithmus
eingesetzt bei dem Routen durch intelligentes Fluten etabliert werden.
Die Anwendungsschicht (APP) unterscheidet zwischen vom Anwender vor-
gegebenen Application Objects (AO, bis zu 240 auf einem Gerät), die die ei-
gentliche Anwendungsfunktionen des Gerätes realisieren und dem ZigBee Devi-
ce Object (ZDO), das die Konﬁguration des jeweiligen Gerätetyps enthält. Das
ZDO ist für die Selbstorganisation (siehe folgender Abschnitt) des Netzwerks
zuständig und erlaubt es einem AO andere AO auf entfernten Geräten auf-
zuﬁnden (Service Discovery) und sich direkt mit ihnen zu verbinden (Binding
Mechanismus). Weiterhin sind durch die ZigBee Alliance bereits verschiedene
sogenannte Applikationsproﬁle (z. B. Smart Energy, Home Automation, Wi-
reless Sensor Applications, ...) vorgegeben, die für einen bestimmten Anwen-
dungsbereich entsprechende Konﬁgurationen festlegen und die Kompatibilität
der Geräte unterschiedlicher Hersteller sicherstellen sollen.
Weitere Informationen zum Aufbau des Standards und zu den speziﬁzierten
Abläufen können der Standardliteratur entnommen werden [52, 87].
16www.metering.com/node/10587
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2.5.3 Selbstorganisation in drahtlosen Sensornetzwerken
Insbesondere in Bezug auf technische Systeme ist die Deﬁnition des Begriﬀs
der Selbstorganisation oft uneinheitlich. Allgemeine Kennzeichen eines selbst-
organisierenden Systems werden in [40] zusammengefasst:
• Kein zentraler Kontrollmechanismus: Es gibt weder eine zentrale Kon-
trollinstanz noch verfügbare globale Informationen. Jedes Subsystem funk-
tioniert vollständig autonom und ohne zentralisierte Informationen.
• Neu entstehende Strukturen und Verhaltensweisen: Verhalten und Funk-
tion des Gesamtsystems entstehen aus dem Zusammenspiel der verschie-
denen Subsysteme (Emergent Behavior).
• Entstehende Komplexität: Mehrere einfache Subsysteme bilden im Zu-
sammenspiel ein komplexes und oft unvorhersehbares Gesamtsystem mit
Fähigkeiten, die über die der einzelnen Komponenten hinausgehen.
• Skalierbarkeit: Die Leistung des Gesamtsystems wird nicht schlechter,
wenn weitere Subsysteme hinzugefügt werden. Das System ist beliebig
skalierbar.
Da im Bereich der drahtlosen Senornetzwerke oft von großen Netzwerken aus-
gegangen wird, ist die Selbstorganisation ein relevantes Forschungsfeld [3, 41].
Verschiedene Teilaspekte wie Routingverfahren [81] oder Übertragungsproto-
kolle [33] werden untersucht. Für ein ZigBee Netzwerk besteht die Selbstor-
ganisation insbesondere im automatischen Netzwerkaufbau und in den für die
einzelnen AO bereitgestellten Mechanismen.
Kapitel 3
Stand von Forschung und Technik
Im Folgenden werden die relevanten Vorarbeiten für die in der vorliegenden
Dissertation präsentierten Arbeiten dargestellt. Es werden sowohl Forschungs-
arbeiten als auch kommerziell erhältliche Systeme angesprochen. Die Prinzi-
pien und Ansätze kommen hierbei zum einen aus dem Bereich der drahtlosen
Sensornetzwerke (Kapitel 3.1) und zum anderen aus dem Bereich der inertial-
sensorbasierten Navigation (Kapitel 3.2). Zuletzt werden hybride Ansätze, die
beide Bereiche verbinden, näher analysiert (Kapitel 3.3).
3.1 Lokalisierung in drahtlosen Sensornetzwer-
ken
Die Zuordnung einer Position zu einem oder mehreren Knoten eines Sensor-
netzwerks ist für die meisten Anwendungen unerlässlich. Aufgrund dieser na-
heliegenden Relevanz, wurde in den letzten Jahren eine Vielzahl von Lösungs-
ansätzen und Systemen präsentiert, um Knoten in einem Sensornetzwerk zu
lokalisieren [9, 57, 102, 103, 128, 134]. Systeme, bei denen die Lokalisierungs-
funktion im Vordergrund steht, werden oft auch als Real Time Location Sys-
tems (RTLS) bezeichnet.
Motivation für die Entwicklung dieser Ansätze und entsprechender Syste-
me sind Erfordernisse aus Anwendung (Zuordnung von Messgröße zu Messort)
und Kommunikation (z. B. geographisches Routing) oder auch direkte Loka-
lisierungsanwendung (Personen, Roboter, Gegenstände) [117]. Der generelle












Abbildung 3.1: Prinzipieller Ablauf eines Lokalisierungsvorgangs und Einord-
nung relevanter Begriﬀe.
eine Positionsschätzung vorgenommen wird (Abbildung 3.1).
Die Unterscheidung zwischen zentralen und dezentralen Ansätzen bezieht
sich auf die Unterscheidung ob die Positionsberechnung an einer Stelle im Netz-
werk auf Basis globaler Informationen geschieht oder ob jeder Knoten dezen-
tral seine und möglicherweise auch andere Positionen berechnet. Kooperative
Lokalisierung bezeichnet die Miteinbeziehung von Informationen benachbarter
Knoten zur Verbesserung der eigenen Positionsschätzung. Unter stochastischer
Lokalisierung verstehen sich wahrscheinlichkeitstheoretische Ansätze bei denen
die Position durch eine Wahrscheinlichkeitsverteilung dargestellt wird. Die vor-
herige Position wird oft durch ein Systemmodell miteingebracht. Weiterhin
wird üblicherweise zwischen Anker-Knoten oder auch Landmarken einerseits
und Blind-Knoten beziehungsweise mobilen Knoten andererseits unterschieden
- je nachdem ob die Knotenposition bekannt ist oder durch den Lokalisierungs-
vorgang ermittelt werden soll.
In den letzten Jahren wurde eine Vielzahl von grundlegenden Messprin-
zipien und darauf basierende Ansätze zur Positionsschätzung untersucht. Es
existieren mehrere Möglichkeiten die verschiedenen vorgeschlagenen und ent-
wickelten Ansätze zusammenzufassen.
In [103] erfolgt zunächst eine Einordnung der Lokalisierungsmethoden auf
Basis der verwendeten Messmethoden (Signal-Empfangswinkel, Distanz, Si-
gnalproﬁl beziehungsweise Fingerprint). Dann wird im zweiten Schritt zwi-
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schen direkten (One-Hop) Lokalisierungstechniken (Triangulation, Trilatera-
tion, Multilateration, Fingerprint-Matching, Hybrid-Ansätze beziehungswei-
se Kombinationen) und indirekten (Multihop) Lokalisierungstechniken (Netz-
werklokalisierung durch Konnektivität, multidimensionale Skalierung, Distanz-
Vektor Ansätze, ...) unterschieden. Zuletzt werden noch Graphen-basierte (Ri-
giditätsprinzip, verschiedene Algorithmen) Ansätze detaillierter behandelt.
Eine andere Möglichkeit der Gruppierung wird in [57] präsentiert. Verschie-
dene eingesetzte grundsätzliche Technologien werden beschrieben (Infrarot, Ul-
traschall, Funkwellen, Magnetfelder, Bildverarbeitung, hörbarer Schall) und
praktische Einsatzmöglichkeiten anhand von Beispielen erläutert.
In [134] wird der Fokus insbesondere auf mathematische Ansätze zur Loka-
lisierung gelegt. Unterschieden wird zwischen geometrischen Ansätzen (Trila-
teration, Triangulation, Multilateration), optimierungstheoretischen Ansätzen
(Minimierung einer Kostenfunktion), Fingerprinting Ansätzen und stochasti-
schen Ansätzen (Bayes-Lokalisierung).
Ähnlich dazu werden in [98] zunächst die mathematischen Ansätze und
Methoden in drei Gruppen zusammengefasst: Triangulation (einschließlich La-
teration), Szenen Analyse (Fingerprinting) und Proximität. Weiterhin werden
verschiedene Metriken für den Vergleich mehrerer Systeme angesprochen: Ge-
nauigkeit, Präzision, Komplexität, Robustheit, Skalierbarkeit, Kosten. Zuletzt
wird eine Vielzahl verfügbarer Systeme in verschiedenen Gruppen auf Basis
der zugrundeliegenden Technologie (GPS, RFID, Mobilkommunikationszellen,
UWB, WiFi, Bluetooth und andere) präsentiert.
In [9] wird ein besonderer Fokus auf mobile drahtlose Sensornetzwerke ge-
legt. Für den Messschritt werden verschiedene mögliche Signalarten (Akus-
tisch, Funk, Licht, Ultraschall) und verschiedene Messtechniken (Winkel, Lauf-
zeit, Laufzeitunterschiede, Fingerprinting) beschrieben. Für die Positionsschät-
zung wird dann zwischen Lateration, Angulation, Proximität, Koppelnaviga-
tion und Schätzmethoden (Maximum Likelihood, Bayes Schätzer) unterschie-
den. Weiterhin werden verschiedene Anwendungsfelder für Lokalisierungssys-
teme genauer beleuchtet.
Für diese Arbeit wird im Folgenden ein Überblick über Prinzipien und Stand
der Technik anhand der in Abbildung 3.2 dargestellten Systematik gegeben.
Zunächst werden die verschiedenen verwendeten Messprinzipien (Signalstär-
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Abbildung 3.2: Überblick über Lokalisierung in drahtlosen Sensornetzwerken.
ken beziehungsweise Konnektivität, Signallaufzeit, Laufzeitunterschiede, Emp-
fangswinkel) erläutert (Kapitel 3.1.1). Die oft verwendete Unterscheidung zwi-
schen distanzbasierten (Range-based) und distanzfreien (Range-free) Ansätzen
ist hier der Vollständigkeit halber mitaufgeführt. Für die Positionsbestimmung
wird zwischen allgemeinen geometrischen und statistischen Prinzipien, Graph-
basierten Ansätzen, sowie Fingerprinting und Matching Ansätzen unterschie-
den (Kapitel 3.1.2). Ein Überblick über Ansätze zu Tracking, kooperativer
Lokalisierung, sowie zur Evaluierung wird in Kapitel 3.1.3 gegeben.
3.1.1 Messprinzipien
Um Distanz- und andere Messungen als Basis für die Positionsbestimmung zu
erzeugen wurden verschiedene Messmethoden vorgeschlagen [59, 128, 134].
Time of Arrival (ToA)
Beim Time of Arrival (ToA) (teilweise auch Time of Flight, ToF) Verfahren
wird auf Basis einer Messung der Signallaufzeit δt unter Kenntnis der Signal-
ausbreitungsgeschwindigkeit v die Strecke s durch s = δv/t berechnet [90]. Je
41
nach Art des Signals ist hierbei beispielsweise für Funksignale eine sehr genaue
Synchronisierung zwischen Sender und Empfänger nötig, da sich resultieren-
de Zeitunterschiede wegen v = c sehr stark auswirken. Eine Möglichkeit dies
zu umgehen ist der Einsatz einer zwei Wege Messung [151]. Unter Annah-
me einer konstanten Verarbeitungszeit bis zum Versenden eines Rücksignals
durch den Empfänger entfällt dabei die Notwendigkeit einer Synchronisierung.
Weniger relevant ist die Synchronisierung für akustische Signale aufgrund der
geringeren Signalgeschwindigkeit [114]. Das Active-Bat System, eines der ers-
ten Innenraum-Lokalisierungssysteme, basiert auf Ultraschall Signallaufzeit-
messungen [161]. Aktuell wird das ToA Verfahren insbesondere für zeitlich sehr
genau auﬂösbare UWB Signale eingesetzt [37]. Für schmalbandigere Funksi-
gnale wird die Zeitmessung üblicherweise durch eine Korrelation erreicht [155].
Time Diﬀerence of Arrival (TDoA)
Unter Time Diﬀerence of Arrival (TDoA) werden in der Literatur zwei ver-
schiedene Messmethoden bezeichnet. Auf der einen Seite stehen Messungen des
Laufzeitunterschiedes zweier physikalisch unterschiedlicher Signale. Unter der
Annahme einer bekannten Diﬀerenz der Sendezeitpunkte δtsend, sowie bekann-
ter Ausbreitungsgeschwindigkeiten v1,2 kann auf Basis des Zeitunterschieds am
Empfänger δtrec auf die Distanz s geschlossen werden:
s =
v1 − v2
δtsend − δtrec . (3.1)
Dieses Prinzip wird zum Beispiel im Cricket Lokalisierungssystem durch die
Kombination eines Ultraschall- mit einem Funksignal umgesetzt [119, 120]. Die
Cricket Sensorknoten werden unter der Decke montiert und senden periodisch
Signale aus (Funk- und Ultraschall). Empfänger können auf Basis der empfan-
genen Signale und Distanzen beispielsweise durch Trilateration auf ihre eigene
Position schließen. Obwohl mit dem Cricket System bereits sehr gute Resultate
erzielt werden können (Genauigkeit < 1 m) ist die praktische Anwendbarkeit
insbesondere in Anwesenheit mehrerer Personen schwierig (Störungen, große
Ungenauigkeiten, ...).
Auf der anderen Seite werden auch Messungen der Signallaufzeitunterschie-
de zu mehreren Basisstationen als TDoA bezeichnet (Diﬀerenz Messung). Der
Laufzeitunterschied wird üblicherweise durch eine Signalkorrelation berechnet,
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was eine genaue Synchronisierung der Sender erfordert. Die Empfänger müssen
nicht synchronisiert werden. Die Positionsschätzung kann dann durch Multila-
teration erfolgen. Eine Realisierung des TDoA Verfahrens für WiFi Netzwerke
wurde in [94] präsentiert.
Received Signal Strength (RSS)
Die Verwendung von Received Signal Strength (RSS) Messungen ist eine na-
heliegende und daher populäre Messmethode in der Lokalisierung in drahtlo-
sen Netzwerken [103, 145, 176]. Im einfachsten Fall erlaubt ein empfangenes
Kommunikationspaket eine binäre Aussage über die Konnektivität. Zusätzlich
ist meistens ein Messwert für die Empfangssignalstärke verfügbar. Zum einen
kann aus einem Signalausbreitungsmodell (beispielsweise das Log-Distanz Mo-
dell, 2.36) direkt auf eine Distanz geschlossen werden, zum anderen kann auch
über eine Zuordnungstabelle oder Interpolation nach vorheriger Kalibrierung
eine Distanzableitung getroﬀen werden. Neben der Möglichkeit eine Distanz
abzuleiten, stellen RSS Messungen auch die Grundlage für die meisten Finger-
printing Positionsschätzungsmethoden dar (Kapitel 3.1.2) [14, 15, 62, 91]. Da
RSS Messungen kostengünstig und einfach zu realisieren sind und meistens kei-
ne zusätzliche Hardware erfordern, sind die verschiedenen darauf aufbauenden
Lokalisierungsansätze sehr detailliert untersucht worden [103, 176].
In Innenräumen resultieren Mehrwege-Signalausbreitungseﬀekte aufgrund
schmalbandiger Signale jedoch oft in großen Abweichungen von den idealisier-
ten Modellen und bedingen dadurch relativ hohe Fehler in distanzbasierten
Ansätzen [25]. Eine Möglichkeit, diese Fehler zu kompensieren und die Di-
stanzschätzung zu verbessern, besteht für den IEEE 802.15.4 Standard in der
Verwendung mehrerer Kanäle [19]. Verschiedene Untersuchungen zur Abschät-
zung des Pfadverlusts wurden durchgeführt, um die Distanzabhängigkeit der
Signalstärken zu modellieren [101, 145].
Angle of Arrival (AoA)
Beim Angle of Arrival (AoA) Verfahren werden Winkel zwischen Knoten ge-
messen, die dann für eine Positionsschätzung verwendet werden können. Die
Messung kann auf der einen Seite über Mehrantennen-Systeme (Antennen Ar-
rays) erfolgen. Ausgewertet werden dabei Phasenunterschiede einer ankom-
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menden Wellenfront, um damit eine Richtungsinformation zu erhalten [110,
124]. Auf der anderen Seite wurden alternativ dazu auch verschiedene Be-
amforming Ansätze beziehungsweise Richtantennen-Ansätze demonstriert, die
ebenfalls die Ableitung einer Richtungsinformation erlauben [53]. Eine Umset-
zung des AoA Messprinzips zur Lokalisierung in drahtlosen Sensornetzwerken
wird in [127] präsentiert. Neben Winkelinformationen zu direkten Nachbar-
Knoten werden auch Mehr-Hop Nachbarn berücksichtigt. Die eigentliche Po-
sitionsschätzung erfolgt dann durch Triangulationsverfahren.
Sonstige Messansätze
Neben TDoA, ToA, RSS und AoA wurden verschiedene hybride Ansätze vor-
geschlagen und demonstriert, die mehrere Verfahren kombinieren. Eine nahe-
liegende Kombination stellt beispielsweise die Positionsermittlung aus einer
Winkelmessung und einer Distanzmessung dar [51].
Ebenfalls wurden bereits Lokalisierungsansätze auf Basis von Magnetsenso-
rik untersucht. In [64] wird eine Methode präsentiert, bei der das Magnetfeld
der Umgebung zur Lokalisierung ausgenutzt wird. Basierend auf der Annahme,
dass in Gebäuden statische magnetische Anomalien existieren, wird wie bei der
(Signalstärken-) Fingerprint Methode eine Karte aufgebaut, die einer Position
oder einer Trajektorie ein charakteristisches Magnetfeld zuordnet und dann
als Lokalisierungsdatenbank benutzt werden kann. Die Autoren demonstrieren
das vorgeschlagene Verfahren im Experiment und erreichen Genauigkeiten im
Bereich von einem Meter. Mittlerweile wurde die Forschungsarbeit kommer-
zialisiert1.
3.1.2 Positionsschätzung
Basierend auf einer beziehungsweise mehrerer Winkel- (AoA), Signalstärken-
(RSS), Signallaufzeit- (ToA), Signallaufzeitunterschieds- (TDoA) oder Kon-
nektivitätsmessung(en) kann auf verschiedene Arten eine Positionsschätzung
erfolgen. Eine Messung der Position ergibt sich üblicherweise aus mehreren
Einzelmessungen verschiedener Parameter (zum Beispiel Distanzen oder Win-
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Abbildung 3.3: Positionsschätzung auf Basis von Trilateration (links), Trian-
gulation (mitte) und Multilateration (rechts).
Bias- und/oder rauschbehaftet beispielsweise aufgrund von Non-Line-of-Sight
(NLOS) Bedingungen und Mehrwegeeﬀekten. Der Fehler n einer Messung er-
gibt sich aus der Fehlerverteilfunktion P (n), wobei die Schwierigkeit darin
liegt, dass die Fehlerverteilungen je nach Art der Messung (ToA, RSS, AoA,
TDOA) zumeist unbekannt sind. Daher wird die Positionsschätzung üblicher-
weise mit statistischen oder optimierungstheoretischen Methoden abgeleitet
[51, 103, 128, 134]. Zur besseren Strukturierung des für diese Arbeit relevanten
Standes der Technik werden im Folgenden zunächst allgemeine geometrische
Prinzipien, Lösungsansätze und Umsetzungen in drahtlosen Sensornetzwer-
ken behandelt. Dann werden jeweils relevante Prinzipien und Arbeiten zum
Matching von Fingerprints, zu Bayes'schen Ansätzen zu Lokalisierung und
Tracking, zu graphenbasierten Lokalisierungsansätzen, sowie zu kooperativen
Lokalisierungsansätzen vorgestellt.
Geometrische Prinzipien und Lösungsansätze
Geometrische Ansätze machen sich geometrische Abhängigkeiten für die Posi-
tionsschätzung zunutze [128]. Für vorliegende Distanzen zu Ankerknoten (bei-
spielsweise aus ToA, RSS oder TDoA Messungen) ist ein naheliegender Ansatz
hierzu die Trilateration (Abbildung 3.3, links). Für einen Knoten an Position
~x = (x1, x2, x3)
T muss das Gleichungssystem
di =
√
(xi,1 − x1)2 + (xi,2 − x2)2 + (xi,3 − x3)2, i = (1..n) (3.2)
für alle gemessenen Distanzen di zu n Ankerknoten gelöst werden. Im Zweidi-
mensionalen sind für eine eindeutige Lösung im Normalfall mindestens drei
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nicht kollineare Ankerknoten und Abstandsmessungen nötig (Schnittpunkt
dreier Kreise). Im Dreidimensionalen werden vier Messungen benötigt.
Für Winkelmessungen (AoA) kann durch Triangulation eine eindeutige Po-
sitionsbestimmung erfolgen (Abbildung 3.3, mitte). Im Zweidimensionalen kann




x1 − xi,1 , i = (1..2) (3.3)
verwendet werden. Die Position des Knotens ergibt sich dann zu
x1 =
x2,1tanγ2 − x1,1tanγ1 + x1,2 − x2,2
tanγ2 − tanγ1
x2 =
(x2,1 − x1,1)tanγ1tanγ2 + x1,2tanγ2 − x2,2tanγ1
tanγ2 − tanγ1 .
(3.4)
Im Dreidimensionalen sind für eine eindeutige Positionierung drei Ankerknoten
erforderlich.
Bei Vorliegen von Laufzeit- beziehungsweise Distanzunterschieden (Diﬀerenz-
Messungen, TDoA) kann die Positionsbestimmung durch Multilateration er-
folgen. Messungen des Distanzunterschieds (TDoA) δdi,j zwischen zwei Anker-




(~xi − x)2 −
√
(~xj − x)2 (3.5)
beschrieben werden (Abbildung 3.3, rechts). Eine 2-D Position ergibt sich aus
dem Kurvenschnittpunkt von mindestens zwei Messungen zu unterschiedlichen
Ankerknotenpaaren.
Die vorgestellten Prinzipien erlauben unter Annahme idealer, fehlerfreier
Messungen eine exakte Positionsberechnung durch die Lösung der angegebe-
nen Gleichungssysteme. Die Hinzunahme weiterer Messungen resultiert in kei-
ner weiteren Verbesserung. Kein realer Sensor liefert perfekte Daten und die
Fehler zwischen verschiedenen Informationsquellen folgen üblicherweise unter-
schiedlichen Fehlermodellen. Eine Möglichkeit, ohne weitere Annahmen eine
Positionsschätzung aus verrauschten Messungen oder überbestimmten Glei-
chungssystemen abzuleiten, ergibt sich aus der Minimierung der Summe der
Fehlerquadrate. Bei der Methode kleinster quadratischer Fehler (Least-squares
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Estimator) ergibt sich die Schätzung der Position aus der Lösung des Opti-
mierungsproblems
~ˆxLS = argminx||~z − f(~x)||2. (3.6)
Hierbei werden mittelwertfreie Fehler ~r in der Messung angenommen (~z =
f(~x) + ~r), über deren Verteilung keine Annahmen getroﬀen werden.
Für die in der Regel nichtlinearen Gleichungssysteme ist weiterhin oft ei-
ne Relaxierung beziehungsweise Linearisierung erforderlich. Für Distanzmes-
sungen (ToA oder RSS, f(~x) = d(~x)) wird dazu zum Beispiel in [143] ei-
ne geschlossene Lösung präsentiert und in [134] aufgegriﬀen: Unter Annahme
normalverteilter mittelwertfreier Fehler P (~e) = N (0, σ2) ergeben sich die Di-
stanzen zwischen einem Sensorknoten und n Ankerknoten zu
di(~x) = ||~x− ~xi||+ ~ei, mit i = 1..n. (3.7)
Eine Möglichkeit diese Gleichung zu linearisieren besteht darin, auszumultipli-
zieren und die nichtlinearen Terme in einer Zusatzvariable zusammenzufassen.

























Damit kann die Lösung der kleinsten Fehlerquadrate mit der (bekannt ange-
nommenen) Kovarianzmatrix C des Messrauschens ~σd,1..n der Distanzmessun-
gen Z zu den verschiedenen Ankerknoten zu
~ˆx = (ATC−1A)−1ATC−1Z (3.9)
abgeleitet werden. Weitere Möglichkeiten zur optimierungstheoretischen Er-
mittlung einer Positionsschätzung werden in [134] zusammengefasst. Vergleich-
bare geschlossene Lösungen existieren auch für TDoA Messungen [45, 63] sowie
für Winkelmessungen [107]. Ein Ansatz zur Trilateration bei teilweise unsiche-
ren Ankerknotenpositionen wird in [16] dargestellt. Vergleichbar dazu kann
auch bei Vorlage von Kombinationen der unterschiedlichen Messarten vorge-
gangen werden [128].
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Alternativ zum LS-Schätzer kann aus einer wahrscheinlichkeitstheoretischen
Betrachtung auch der Maximum Likelihood Schätzer verwendet werden. Hier-
bei ergibt sich die geschätzte Position aus der Maximierung der bedingten
Wahrscheinlichkeitsdichte:
~ˆxML = argmaxxP (~z|~x). (3.10)
Es werden ebenfalls keine prioren Informationen über die Position angenom-
men. Die Schwierigkeit ergibt sich aus der korrekten Beschreibung der beding-
ten Wahrscheinlichkeiten. Ein Beispiel für eine Umsetzung dieses Prinzips für
RSS Fingerprints wird in [115] präsentiert. Für jede mögliche Position wird
die bedingte Wahrscheinlichkeit berechnet und das Maximum selektiert.
Bayes'sche Ansätze zu Positionsschätzung und Tracking
Wenn nun weitere Annahmen getroﬀen werden, kann der Systemzustand als
Realisierung einer Zufallsvariable aufgefasst werden. Je nach Annahmen über
Systemmodell und Fehlerverteilungen kann daraus ein optimaler Ansatz für die
Lokalisierung abgeleitet werden [170]. Der Systemzustand wird üblicherweise
entweder als Position (~x = [x1, x2, x3]T im Dreidimensionalen) oder Position
und Geschwindigkeitsvektor (~x = [x1, x2, x3, v1, v2, v3]T ) angenommen.
Ein oft verwendeter Bayes'scher Schätzer ergibt sich aus der Minimierung




Der MMSE Schätzer stellt hierbei den Mittelwert der posterioren Wahrschein-
lichkeitsverteilung dar. Weiterhin kann alternativ dazu auch der Modalwert der
posterioren Verteilung verwendet werden. Der Maximum a Posteriori (MAP)
Schätzer maximiert dazu die bedingte Wahrscheinlichkeitsdichte des Zustandes
für eine Messung:
~ˆxMAP = argmaxxP (~x|~z). (3.12)
Bei beiden Schätzern ist es möglich Teile des Zustandsvektors getrennt zu
schätzen, um die Komplexität zu reduzieren. Je nach Fehlerverteilungen und
Annahmen dazu ergeben sich verschiedene Lösungsmöglichkeiten [128, 170].
Die Anwendung eines MMSE Schätzers für die RSSI Lokalisierung von Knoten
in einem ZigBee Netzwerk wird in [148] präsentiert.
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Die Verwendung eines Bewegungsmodells erlaubt die Miteinbeziehung prio-
rer Informationen aus vergangenen Messungen und die Verwendung des in
Kapitel 2.3 eingeführten Bayes'schen Frameworks. Werden zur Positionsschät-
zung Messungen verschiedener Zeitschritte durch ein Systemmodell fusioniert,
wird auch von Tracking gesprochen. Diese Anwendung von Bayes'schen Filtern
für die Lokalisierung stammt insbesondere aus dem Bereich der mobilen Robo-
tik [11, 32, 60, 152]. Sehr oft werden dabei Partikelﬁlter eingesetzt. In [11] wird
dazu eine allgemeine Einführung gegeben und dann die Anwendung verschiede-
ner Filter auf das Tracking eines mobilen Ziels anhand von Beispielen erklärt.
Neben einem Vergleich der in Kapitel 2.3 beschrieben Filterprinzipien wird in
[48] eine Anwendung verschiedener Filter zur Lokalisierung eines Fußgängers
beschrieben. Hierbei werden Sensorinformationen von Ultraschall und Infra-
rot Tags und eines Laserscanners (Laser Range Finder) zunächst durch einen
Kalmanﬁlteransatz fusioniert. Dann wird eine Fusion durch ein Partikelﬁlter
verwendet, bei dem noch zusätzlich ein Voronoi Diagramm den geschätzten
Pfad auf Basis verschiedener möglicher Wege wählt.
In [10] wird ein Partikelﬁlteransatz zur Optimierung des Cricket Systems
[119, 120] beschrieben. Der Zustandsvektor umfasst hierbei sowohl Position
als auch Geschwindigkeit. Die Autoren präsentieren einen experimentellen Ver-
gleich des vorgestellten Partikelﬁlteransatzes mit einem rein geometrischen Lo-
kalisierungsprinzip.
In [61] präsentieren die Autoren die Anwendung eines kalmanﬁlterbasier-
ten Ansatzes zum Innenraum-Tracking von Smartphones. Durch RSS Ranging
werden Distanzinformationen zu WiFi Access Points gewonnen und dann in ei-
nem Kalmanﬁlter fusioniert. Hierbei kommt ebenfalls ein Zustandsvektor zum
Einsatz, der sowohl Position als auch Geschwindigkeit der zu lokalisierenden
Person modelliert.
In [118] wird ein Bewegungsmodell eines Menschen mit einem signalstär-
kebasierten Lokalisierungssystem unter Verwendung eines UKF Verfahrens fu-
sioniert.
Fingerprint Matching
Neben geometrischen Positionierungsalgorithmen existieren für RSS- oder auch
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Abbildung 3.4: Positionsschätzung durch Fingerprinting: Einer Position ist ein
charakteristischer RF Fingerprint zugeordnet, die Lokalisierung erfolgt durch
einen Abgleich der Menge der aktuell in Reichweite beﬁndlichen Ankerknoten
und Signalstärken mit dieser Datenbank.
In einer Kalibrierungsphase wird eine Signalstärkenkarte (Fingerprint Daten-
bank) erstellt, die jeder Position (z. B. einem Raum) eine charakteristische
Auswahl an empfangenen Ankerknoten und deren Signalstärken (Fingerprint)
zuordnet. Durch ein Matching mit dieser Datenbank kann dann eine Schätzung
des aktuellen Ortes vorgenommen werden (Abbildung 3.4). Solange eine kon-
stante Netzwerktopologie erhalten bleibt, sind diese Fingerprints mehr oder
weniger konstant und eine Lokalisierung kann relativ genau erfolgen. Insbe-
sondere für WiFi Netzwerke, die in den meisten Gebäuden ohnehin vorhanden
sind, bietet sich diese Art von parasitärer Lokalisierung an [14, 15, 62, 89, 91].
Im Allgemeinen gelten die durch Fingerprinting-Methoden erzielbaren Lokali-
sierungssgenauigkeiten als sehr gut - je nach Qualität und Dichte der vorhan-
denen Datenbank [43].
Für drahtlose Sensornetzwerke wurde eine Umsetzung in [99] präsentiert.
Eine Schwierigkeit dieser Methode liegt in der Notwendigkeit, vor Benutzung
die entsprechende Signalstärkenkarte beziehungsweise Fingerprint Datenbank
aufzubauen. Um dieses Problem zu umgehen kann auf sogenannte organische
Ansätze zurückgegriﬀen werden, bei denen die Datenbank durch die Benutzer
aufgebaut wird (Crowd-Sourcing) [29, 91, 115]. Ein weiteres grundsätzliches
Problem besteht in der Tatsache, dass die aufgezeichneten Fingerprints jeweils
stark vom aufzeichnenden Gerät abhängig sind und damit heterogene Systeme
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oft schwer realisierbar sind. Diese sogenannte Device Diversity und entspre-
chende Lösungsansätze werden in [116] dargestellt.
Für das eigentliche Matching, also die Zuordnung von gemessenem Finger-
print und Datenbankeintrag, wurden verschiedene Ansätze entwickelt. Beim
RADAR System wird eine Technik der nächsten Nachbarn (Nearest Neighbors
in Signal Space, NNSS) vorgeschlagen [15]. Für einen gemessenen Signalstär-
ken Fingerprint rssm wird die euklidische Distanz zu jedem Datenbankeintrag
rssd ∈ rssD berechnet. Die geschätzte Position ~ˆx = ~x(rssd) wird dann ent-
sprechend der minimalen Distanz aus der Datenbank gewählt:
~x(rssd) = argminrssd∈rssD
√
(rssm − rssi,d)2. (3.13)
Eine weitere Möglichkeit besteht in der Verwendung eines K-Nearest Neighbor
(KNN) Ansatzes, bei dem als geschätzte Position der euklidische Mittelwert der
k nächsten Nachbarn ausgegeben wird. Als Abwandlungen werden die Verwen-
dung der Manhatten Distanz oder auch gewichtete Varianten vorgeschlagen.
In [91] wird für jeden möglichen Raum der sogenannte Maximum Over-
lap Estimate Wert (MAO) berechnet. Jeder Fingerprint ist in der Datenbank
durch ein Datentriple APj ⇒ 〈ωj, µj, σj〉 repräsentiert. Das Gewicht des j-ten
Ankerknotens wird mit ωj mit
∑
ωj = 1 bezeichnet, µj und σj sind Parameter
einer (angenommenen) Gaussverteilung N (µj|σ2j ) der RSS Werte dieses An-
kers in der Kalibrierungsphase. Der MAO Wert wird dann als Schnittmenge
zwischen der aktuell gemessenen Verteilung und jedem (mit ωj gewichteten)
Datenbankeintrag berechnet. Zusätzlich wird ein Abzug für falsch detektierte
Anker eingeführt. Jeder Datenbankeintrag erhält damit einen MAO Wert. Der
einfachste Positionsschätzer ergibt sich als derjenige Raum beziehungsweise
Datenbankeintrag mit dem größten MAO Wert. Weitere Details, insbesondere
zur Hinzunahme eine Beschleunigungssensors, werden in [91] dargestellt.
Beim PlaceLab Ansatz erfolgt die Lokalisierung nur auf Basis von Kon-
nektivitätsmessungen und die Signalstärken werden nicht mit berücksichtigt
[89].
Kooperative Lokalisierung
Im Gegensatz zur klassischen Lokalisierung, bei der jeweils Messungen zwi-










Abbildung 3.5: Kooperative Lokalisierung: Beide mobile Knoten können sich
jeweils nicht alleine eindeutig lokalisieren sondern nur durch eine gemeinsame
Messung.
bei kooperativen Ansätzen auch Messungen zwischen mobilen Knoten mitein-
bezogen [117, 168, 170]. Ein einfaches Beispiel ist in Abbildung 3.5 dargestellt:
Jeder einzelne mobile Knoten kann seine Position auf Basis von zwei Distanz-
messungen nicht ermitteln (Flip-Ambiguity). Jedoch kann durch Miteinbe-
ziehung des gemeinsamen Abstandes zwischen beiden mobilen Knoten eine
eindeutige Lokalisierung erfolgen.
Kooperative Techniken werden üblicherweise in Ergänzung zu klassischen
Techniken eingesetzt, beispielsweise um geringe Reichweiten oder Energiere-
striktionen zu kompensieren. Neue Anwendungen wie das Tracking von Her-
dentieren zur Verhaltensanalyse werden erst dadurch ermöglicht, dass auch
Messungen zwischen mobilen Knoten berücksichtigt werden [73]. Für Unter-
wasserroboter ergibt sich durch kooperative Ansätze die Möglichkeit eﬃzienter
zu kommunizieren [17]. Insbesondere UWB Systeme mit ihrer Möglichkeit zu
genauen Distanzmessungen werden als Grundlage für kooperative Ansätze ver-
wendet [137, 170]. In [170] beschreiben die Autoren das Design verschiedener
Ansätze zur kooperativen Lokalisierung und evaluieren die erzielbaren Ver-
besserungen im Vergleich zu Ansätzen ohne Kooperation. Die theoretischen
und simulativen Ergebnisse werden anhand eines UWB Systems experimentell
validiert.
Graph-basierte Lokalisierung
Insbesondere zur Lokalisierung eines gesamten Netzwerks durch wenige Anker
mit bekannter Position im Netzwerk werden auch Ansätze der Graphentheo-
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rie eingesetzt [102]. Sensorknoten werden als Knoten V , Distanzmessungen
zwischen diesen Sensorknoten als Kanten E im Graph repräsentiert. Das zu
lokalisierende Netzwerk wird als Tupel (G, p) interpretiert, wobei G = (V,E)
ein Graph ist und p eine Zuordnung von V in den (meistens) zweidimensio-
nalen Referenzraum R2. Um diese Zuordnung zu ﬁnden, können Methoden
zur Graphen-Einbettung verwendet werden. Üblicherweise werden hierzu An-
sätze der multidimensionalen Skalierung eingesetzt um eine Initiallösung zu
bestimmen, die dann beispielsweise mit einem Spring Embedder Ansatz lokal
verbessert werden kann [106, 136]. Die Verwendung eines Spring Embedder
Ansatzes wird in diesem Zusammenhang teilweise auch als kooperative Loka-
lisierung bezeichnet [117].
Insbesondere in Fingerprint-Systemen wird oft eine zustandsbasierte Loka-
lisierung eingesetzt. In [62] wird ein vorhandener Gebäudeplan in einen Zu-
standsgraphen überführt. Zwischen den Zuständen werden Übergangswahr-
scheinlichkeiten gemäß der Gebäudegeometrie (Personen können nur durch
Türen von einem Raum in einen benachbarten Raum gelangen) sowie auch
gemäß regelmäßig gegangener Wege deﬁniert. Dieses Wissen wird dann für die
Lokalisierung verwendet. Vergleichbar dazu wird in [48] ebenfalls ein Voronoi
Graph aus dem Gebäudeplan generiert, der die Lokalisierung einer Person auf
mögliche Wege zwischen einzelnen Räumen beschränkt.
3.1.3 Evaluierung von Lokalisierungslösungen
Um verschiedene Lokalisierungslösungen (Messung und Positionsschätzung)
vergleichen zu können, werden unterschiedliche Metriken angewandt und Ab-
leitungen getroﬀen.
Metriken
In [98] und in [7] werden folgende allgemeine Metriken für eine Evaluierung
deﬁniert:
• Genauigkeit : Die naheliegendste Metrik ist üblicherweise die Angabe des
mittleren Fehlers - also der mittleren euklidischen Distanz zwischen wah-
rer Position und Positionsschätzung. Diese wird beispielsweise in [15]
verwendet.
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• Präzision: Neben dem mittleren Fehler wird bei der Präzision auch noch
die Fehlerverteilung berücksichtigt. Eine mögliche Angabe der Präzisi-
on kann durch die Fehlerverteilfunktion erfolgen. Angaben zur Präzision
können dann durch Perzentil- beziehungsweise Konﬁdenzintervallanga-
ben gemacht werden [62].
• Komplexität : Die Komplexität eines Lokalisierungsansatzes umfasst ne-
ben der informationstheoretischen Komplexität des Lokalisierungsalgo-
rithmus auch noch die Hard- und Softwarekomplexität bei der Imple-
mentierung. Da in drahtlosen Sensornetzwerken üblicherweise von billiger
Hardware und geringer Rechenleistung auf den einzelnen Sensorknoten
ausgegangen wird, ist die Komplexität eines Lokalisierungsansatzes ein
relevanter Faktor.
• Robustheit : Für die Personenlokalisierung ist insbesondere die Robust-
heit einer Lokalisierungslösung gegenüber verschiedenen Umgebungsbe-
dingungen relevant. Allgemein wird unter Robustheit die Toleranz ge-
genüber fehlenden oder fehlerbehafteten Messungen verstanden.
• Skalierbarkeit : Je nachdem wie groß das Gebiet ist, in dem lokalisiert
werden soll oder wie hoch die Anzahl der zu lokalisierenden Objekte ist,
ist das System für unterschiedliche Einsatzszenarien geeignet. Weiterhin
wird unter Skalierbarkeit auch die Dimension des Lokalisierungssystems
(2D oder 3D) erfasst.
• Kosten: Die Kosten einer Lokalisierungslösung können sich auf den Be-
darf an Zeit, Raum, Geld und Energie beziehen. Je nach Aufbau des
Systems ergeben sich für verschiedene Anforderungen mehr oder weniger
geeignete Systeme.
Je nachdem ob eine Referenz (Ground Truth) miteinbezogen wird oder nicht,
können diese Metriken unterschiedlich kalkuliert werden.
Cramer-Rao Grenze
Die Evaluierung der Cramer Rao Grenze (Cramer Rao Bound, CRB) stellt ei-
ne Möglichkeit zur theoretischen Abschätzung der erzielbaren Lokalisierungs-
genauigkeit für ein gegebenes Messprinzip (RSS, ToA, TDoA oder AoA) dar.
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Unter der Voraussetzung, dass die Messungen mittelwertfrei sind, ergibt sich
die CRB als untere Grenze für die Kovarianz der resultierenden Positionsschät-
zung. Dabei ist keine Festlegung auf einen konkreten Positionsschätzer erfor-
derlich, sondern nur eine Quantiﬁzierung der Messfehler. Der Vorteil für die
Erforschung von Lokalisierungsalgorithmen ist, dass sich durch die Berechnung
der CRB bereits allgemeine Aussagen zur bestmöglichen Performanz eines spe-
ziellen Lokalisierungsalgorithmus treﬀen lassen. Ein Algorithmus der basierend
auf einem gegebenen Messprinzip die CRB annähernd erreicht, lässt nur wenig
Platz für weitere Optimierungen. Die CRB kann demzufolge als allgemeiner
Benchmark verwendet werden [117, 128]. Die CRB ergibt sich als Funktion
• des Messprinzips und der entsprechenden Parameter,
• der Anzahl der Anker und der zu lokalisierenden Knoten,
• der Konnektivität und Topologie des Netzwerks,
• sowie möglicher unbekannter Parameter, die auch mitzuschätzen sind
(z. B. Uhren-Bias bei Laufzeitmessungen).
Die CRB für jeden zu lokalisierenden Sensorknoten ergibt sich aus der Inver-
sen der Fisher Informationsmatrix. Eine Herleitung und Interpretation des zu-
grundeliegenden Zusammenhangs ﬁndet sich in [117]. Eine Diskussion weiterer
möglicher Berechnungsarten für die CRB in Navigations- und Lokalisierungs-
szenarien ﬁndet sich in [156].
Der Miteinbezug priorenWissens (Bewegungsmodelle, Vorselektion der Mes-
sungen, ...) ist bei der Kalkulation der CRB nicht ohne weiteres möglich. Al-
ternative Abschätzungsmöglichkeiten für erzielbare Genauigkeiten, bei denen
unterschiedliches Vorwissen miteinbezogen werden kann, erlauben beispiels-
weise die Bayesian Cramer-Rao Grenze, die Weinstein-Weiss Grenze und die
Erweiterte Ziv-Zakai Grenze [104].
Geometric Dilution of Precision
Ähnlich zur CRB wird insbesondere bei Satellitennavigationssystemen auch
die sogenannte Geometric Dilution of Precision (GDOP) als Maß für den Zu-
sammenhang einer einzelnen Messung mit der Positionsschätzung angegeben.
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Für einen Positionsschätzer, bei dem sich auf Basis einer Messvarianz einer ein-
zelnen Distanzmessung σ2d eine Position-Messvarianz σ
2
p ergibt, deﬁniert sich
die GDOP durch GDOP = σp/σd. Für einen Schätzer, der die CRB erreichen
würde, ergäbe sich die CRB der Standardabweichung durch σp = σd · GDOP
[117].
3.1.4 Simulation in drahtlosen Sensornetzwerken
Die simulative Untersuchung verschiedener Aspekte im Forschungsbereich der
drahtlosen Sensornetzwerke ist sehr weit verbreitet. Die Durchführung von
realen Experimenten ist oft mit hohem Aufwand verbunden und physikalische
Gegebenheiten, pathologische Fälle oder zufällige Verhaltensweisen lassen sich
nur durch eine hohe Anzahl an Experimenten erfassen. Deswegen wurde in
den letzten Jahren ein großer Aufwand in die Entwicklung von Simulations-
ansätzen investiert. Terminologisch wird zwischen Simulation und Emulation
unterschieden. Emulation hat die plattformspeziﬁsche Validierung von gene-
riertem Code zum Ziel, Simulation simuliert das gesamte Netzwerk und damit
insbesondere die Interaktionen der verschiedenen Netzwerkteilnehmer.
Verfügbare Werkzeuge
Ein wichtiger Einsatzbereich für den Einsatz von Simulationen ist die Unter-
suchung und der Vergleich von Protokollen zu Routing und Kommunikation.
Evaluiert werden können dabei zum Beispiel Energieverbrauch, maximale Da-
tenraten, Verzögerungen, Eﬃzienz, Robustheit, Skalierbarkeit oder verschie-
dene weitere Faktoren. Für erste Untersuchungen kann die Realität oft un-
ter vereinfachten Annahmen abgebildet werden. Bereits durch relativ simple
Annahmen kann zum Beispiel die Skalierbarkeit zweier Protokolle verglichen
werden, bei der physikalische Eﬀekte nur eine statistische Unsicherheit in Be-
zug auf eine abstrakte Performanzaussage mit sich bringen würden [84, 141].
Die bekanntesten und am weitesten verbreiteten Netzwerksimulatoren sind die
Opensource Projekte NS2 beziehungsweise NS32 und Omnet++3, sowie das





von Protokollen und deren Verhalten und Performanz unter wechselnden Be-
dingungen (zum Beispiel Skalierung, Topologieänderungen, ...). Auf Seite der
Emulatoren ist das bekannteste Werkzeug der auf das TinyOS Betriebssystem
ausgelegte TOSSIM Simulator.
Mehrere Untersuchungen zu verschiedenen Aspekten der verfügbaren Tools
für Simulation und Emulation sowie zu deren Bewertung wurden durchgeführt
[84, 141, 164, 172].
Simulation der PHY Schicht
Ein wichtiger Bestandteil dieser Simulationswerkzeuge ist die eﬃziente Simu-
lation der physikalischen Signalausbreitung. Hierzu werden in den Simulator-
werkzeugen zumeist die in Kapitel 2.4 vorgestellten Modelle zur Signalausbrei-
tung verwendet. Da Ray-Tracing Simulationen sehr aufwändig und auch nur
unter sehr genauer Abbildung der realen Umgebung einen Mehrwert bringen,
wird im Bereich der Sensornetzwerksimulation meistens darauf verzichtet.
Die verfügbaren Simulatoren erlauben fast immer die Annahme einer Frei-
raumausbreitung als einfachstes Modell für eine Bias-freie Betrachtung. Weit
verbreitet ist ebenfalls das 2-Wege-Bodenreﬂektionsmodell, sowie verschiedene
probabilistische Modelle, bei denen nur simuliert wird ob eine Nachricht an-
kommt oder nicht [84]. Daneben existieren oft auch Module für die Simulation
anderer Übertragungsprinzipien, wie zum Beispiel UWB [26].
Simulation von Lokalisierungsansätzen
In Bezug auf Lokalisierungsalgorithmen wird ebenfalls oft auf Basis von Simu-
lationen gearbeitet. Eine Anwendung des Opnet Simulators für die Evaluie-
rung eines Lokalisierungsansatzes wird in [140] präsentiert. Eine Erweiterung
des Omnet++ Netzwerksimulators um mobile Knoten wird in [82] gezeigt.
Das von den Autoren entwickelte MiXiM Framework erlaubt auch die Unter-
suchung von Lokalisierungsansätzen in Omnet++.
Wenn der Fokus eher auf Fragestellungen zur Komplexität und zur Per-
formanz eines Algorithmus liegt, können sogar oft noch weitere vereinfachende
Annahmen getroﬀen werden. In [117] präsentieren die Autoren einen Simulator
zur Evaluierung der CRB für eine beliebig vorzugebende Topologie.
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3.1.5 Anwendungen, Systeme und Forschungsprojekte
Die eingeführten Ansätze zur Lokalisierung wurden in einer Vielzahl von For-
schungsprojekten thematisiert und auf verschiedene Anwendungsbereiche über-
tragen. Daneben gibt es mittlerweile - da die Lokalisierung sowohl von Personen
als auch von Objekten (Asset Tracking) für eine Vielzahl von Anwendungen
interessant ist - auch verschiedene Anbieter kommerzieller RTLS mit jeweils
unterschiedlichen Zielapplikationen.
Kommerzielle Lokalisierungssysteme
Ein bekanntes System wird von der britischen Firma Ubisense5 vertrieben.
Basierend auf Ultrabreitband Signalen, die von Ankerknoten regelmäßig aus-
gesendet werden, können Tags mit einer durchschnittlichen Genauigkeit von bis
zu wenigen Zentimeter lokalisiert werden. Hauptanwendungen der Technologie
liegen im Asset Tracking in industriellen Anlagen. Die Installation des Systems
ist relativ aufwändig und bereits die Ausstattung eines einzelnen Raumes mitt-
lerer Größe schlägt mit Kosten im fünfstelligen Eurobereich zu Buche.
Die amerikanische Firma Skyhook6 bietet ein WiFi Lokalisierungssystem an,
mit dem insbesondere Smartphones in Innenstadtbereichen lokalisiert werden
können. Die für die Fingerprinting Lokalisierung benötigte Access Point Da-
tenbank wird durch War Driving, also durch regelmäßiges Abfahren aller Stra-
ßen und Aufzeichnen der empfangenen Access Points, gewonnen. Die Skyhook
Technologie war Grundlage für die in Apple Geräten integrierte WiFi Lokali-
sierungslösung bis Apple Mitte 2010 eine eigene Datenbank aufgebaut hatte.
Eine weitere Datenbank wird von Google unterhalten und von Android Smart-
phones aktuell gehalten. Eine entsprechende Open Source Datenbank wird im
Open WLAN Map Projekt7 aufgebaut. Vergleichbar dazu ist auch die Lösung
der amerikanischen Firma Wifarer8, die eine kommerzielle, auf Benutzer Feed-
back basierende WiFi Lokalisierung für Kaufhäuser, Museen oder Flughäfen
anbietet. Ebenfalls auf der WiFi Fingerprinting Technik basiert auch das weit







dungen dieses Systems ﬁnden sich im Healthcare Bereich. Ebenfalls hauptsäch-
lich für die Lokalisierung von Patienten in Krankenhäusern bietet die Firma
Sonitor10 ein ultraschallbasiertes System an. Das System ist in unterschiedli-
chen Krankenhäusern bereits im Einsatz.
Ein Überblick über weitere kommerziell verfügbare Systeme wird in [57]
gegeben.
Ansätze und Forschungsprojekte zu ad-hoc Personenlokalisierung
Basierend auf den eingeführten Messprinzipien und Lokalisierungsalgorithmen,
wurden in den letzten Jahren in verschiedenen Forschungsprojekten Systeme
zum Einsatz in ad-hoc Szenarien konzipiert. Betrachtete Anwendungsszenari-
en sind insbesondere Feuerwehr- und sogenannte Search and Rescue Einsätze.
Im Folgenden werden einige Forschungsprojekte vorgestellt, in deren Kontext
auch die ad-hoc Personenlokalisierung in Innen- und Außenräumen themati-
siert wird.
• Im I-LOV Projekt11 wurde ein Personenlokalisierungssystem zum Ein-
satz in Gebäudeeinsturzszenarien erforscht. Die Lokalisierung von Perso-
nen erfolgt hierbei über eine Handy-Ortung. Dazu wird am Unglücksort
eine mobile GSM Station aufgebaut, die aufgrund ihrer räumlichen Nähe
automatisch als Basisstation für Handys verschütteter Personen benutzt
wird. Zur Peilung kommen dann Feldstärkemessungen zum Einsatz.
• Im MANET Projekt12 wurden Großschadensereignisse wie Zugunglücke
oder Ähnliches (sogenannte Massenanfall von Verletzten, MANV, Sze-
narien), betrachtet. Durch ein drahtloses Sensornetzwerk wurde sowohl
eine Vitaldatenüberwachung als auch eine signalstärkebasierte Patienten-
und Rettungskräftelokalisierung ermöglicht. Das im Projekt entwickelte
System basiert auf der in den Rettungsdienstgeräten integrierten GPS
Lokalisierung, da die betrachteten Szenarien überwiegend in Gebieten





• Ein weiterer Ansatz zur Personenlokalisierung wird im DinGPOS Pro-
jekt untersucht [112]. Durch die Kopplung verschiedener Systeme (GPS,
GALILEO und Inertialmesseinheit) können Personen auch in Innenräu-
men relativ genau lokalisiert werden. Das prototypisch entwickelte Sys-
tem ist aktuell jedoch noch relativ groß und schwer und muss in einem
Rucksack getragen werden, sodass ein Einsatz für die in dieser Arbeit
angestrebten Einsatzszenarien in naher Zukunft nicht denkbar ist.
• Das Landmarke Projekt13 erforscht eine Navigationsunterstützung von
Feuerwehrleuten durch das Ausbringen eines ad-hoc Sensornetzwerks.
Auf dem Weg ins Gebäude werden keilförmige, in verschiedenen Farben
leuchtende Sensorknoten ausgebracht, die als visuelle Navigationsunter-
stützung dienen sollen. Eine Ortung der ausgebrachten Landmarken ist
bei Verlust des visuellen Kontakts durch eine mitgeführte Richtantenne
möglich. Eine automatische Lokalisierung der Feuerwehrleute ist nicht
beabsichtigt.
• Im Rahmen des FeuerWhere Projekts14 wurde ebenfalls die infrastruk-
turlose Lokalisierung von Einsatzkräften erforscht. Es wurde eine Fuß-
gänger-Inertialnavigationseinheit entwickelt, die von der zu lokalisieren-
den Person oberhalb des Steißbeins am Gürtel zu tragen ist. Weiter-
hin wurden über Bluetooth verschiedene Vitalsensoren vernetzt und eine
GSM Kommunikation der Lokalisierungs- und Vitaldaten zur Einsatz-
leitstelle entwickelt.
• Im SMART Projekt wurde die Überwachung und Vitaldatenüberwa-
chung von Patienten sowohl in Krankenhäusern wie auch in Katastro-
phenszenarien untersucht [36]. Die Lokalisierung war ebenfalls Thema im
Projekt. Prototypisch umgesetzt und untersucht wurden eine Lokalisie-
rung mit Cricket Sensorknoten, sowie durch das kommerziell erhältliche,




Insbesondere der Einsatz von Systemen zur Vitaldatenüberwachung in Kran-
kenhäusern oder Katastrophenszenarien wurde und wird in verschiedenen wei-
teren Projekten betrachtet. Eine Übersicht über Projekte und Systeme in die-
sem Zusammenhang wird in [35] gegeben.
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3.2 Navigation und Lokalisierung durch Inertial-
sensorik
Unter Koppelnavigation (engl. Dead Reckoning) versteht sich die schritthal-
tende Bestimmung einer Position aus Bewegungsrichtung und Geschwindig-
keit. Der Begriﬀ wird insbesondere für die Schiﬀsnavigation durch Kompass
und Log sowie für die Flugzeugnavigation durch Kompass und Fahrtmesser
verwendet. Hierbei wird prinzipbedingt die Positionsunsicherheit mit der Zeit








Abbildung 3.6: Koppelnavigation: Schritthaltende Bestimmung der eigenen Po-
sition von einer Startposition (~x0) unter steigender Unsicherheit (angedeutet
durch Ellipsen).
Eine Möglichkeit, Geschwindigkeit und Richtung festzustellen, besteht in
der Verwendung von Inertialsensoren (Beschleunigungs- und Drehratensenso-
ren). Wird dabei die zurückgelegte Strecke aus einer zweifachen richtungs-
abhängigen Integration der Beschleunigungen berechnet, spricht man von in-
ertialer Navigation oder Trägheitsnavigation. Auf der anderen Seite erlaubt
auch die Verwendung eines Beschleunigungssensors als Pedometer (Schritter-
kennung) und die Schätzung von Schrittlänge und Schrittrichtung aus weite-
ren Systemannahmen eine Koppelnavigation für Fußgänger. Weitere spezielle
Möglichkeiten zur Koppelnavigation ergeben sich für andere Positionen von
Inertialsensoren am Körper (Kopf, Brust, etc.).
Die Begriﬀe Koppel- und Inertialnavigation werden in der Literatur oft syn-
onym und teilweise nicht eindeutig verwendet. Für diese Arbeit wird die Kop-
pelnavigation basierend auf Inertialdaten als Überbegriﬀ für die beiden unter-
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Abbildung 3.7: Unterscheidung inertialsensorbasierter Lokalisierungs- und Na-
vigationsverfahren.
suchten Ansätze verwendet. Darunter fällt einerseits die inertiale Navigation
durch die Integration von Beschleunigungen und andererseits die pedometer-
basierte Navigation durch Schritterkennung (Abbildung 3.7).
Im Folgenden werden für beide Ansätze die grundlegenden Prinzipien er-
klärt. Dann werden spezielle Messprinzipien für den Bereich der Fußgängerna-
vigation erläutert und der relevante Stand der Technik aufgearbeitet. Hybride
Ansätze, bei denen inertialsensorbasierte Koppelnavigation mit der im vorigen
Kapitel besprochenen Sensornetzwerklokalisierung fusioniert wird, werden in
Kapitel 3.3 besprochen.
3.2.1 Inertiale Navigation
Bei der inertialen Navigation werden Beschleunigungen (Beschleunigungssen-
sor) doppelt integriert, um Positionsänderungen erfassbar zu machen. Die
Richtung ergibt sich dabei aus einer Integration der Drehraten. Insbesondere
U-Boote, Flugzeuge und Flugobjekte (Raketen) benutzen dieses Prinzip in rea-
len Navigationsanwendungen und setzten dabei üblicherweise relativ große und
hochgenaue Inertialmesseinheiten (IMUs, Kapitel 2.2.2) ein. Aktuelle MEMS-
basierte IMUs verfügen noch nicht über die erforderliche Genauigkeit, um eine
ausreichend genaue Inertialnavigation zu ermöglichen. Verwendete langzeitge-
naue Korrekturmessungen kommen aus Magnetfeldsensoren (Kompass), Baro-
metern oder verschiedenen weiteren Pseudomessungen (Kapitel 3.2.3). In der
Fußgängernavigation erfolgt die Inertialnavigation fast ausschließlich durch am
Fuß getragene MEMS-IMUs, da dabei menschliche Bewegungsmuster beim Ge-
hen als Pseudomessungen fusioniert werden können (Kapitel 3.2.3). Für die
Umrechnung der im b-frame bezüglich des i-frames gemessenen Beschleuni-
gungen und Drehraten in eine Geschwindigkeit und Position im n-frame müs-
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sen Gravitation, Corioliskraft und Erdtransportrate miteinbezogen werden.
Ein Strapdown-Algorithmus bezeichnet eine entsprechende Rechenvorschrift
[153, 166].
Strapdown-Rechnung
Der Zusammenhang zwischen am Körper anliegender Beschleunigung ~a, Erd-





Durch Umformung kann daraus die Navigationsgleichung
d2~x
dt2
= ~a+ ~g. (3.15)
ermittelt werden, aus der durch Integration über die Zeit Geschwindigkeit ~v
und Position ~x berechnet werden können. Diese doppelte Integration muss
richtungs- und koordinatensystemabhängig erfolgen um eine entsprechende Po-
sitionsberechnung zu ermöglichen. Die Lageberechnung erfolgt hierbei nach ei-
ner Initialisierung fortlaufend (Kapitel 2.2.2). Um die zeitliche Änderung der
Lage C˙nb des b-frames zum n-frame zu ermitteln, kann aus den Drehraten
~ωbbn = [p, q, r]
T (im b-frame bezüglich des n-frames) die Diﬀerentialgleichung
C˙nb = C
n






aufgestellt werden [153, 166]. Um die Drehrate ~ωbbn zu erhalten, muss die ge-
messene Drehrate ~ωbib um die Erddrehrate ~ω
n
ie, sowie um eine mögliche Drehung
des n-frames bezüglich des i-frames ~ωnen (Transportrate) korrigiert werden
~ωbnb = ~ω
b
ib − Cbn[~ωnie + ~ωnen]. (3.17)
Hierbei gilt Cbn = C
n
b
T . Eine Strapdown-Rechnung kann dann, wie in Abbil-
dung 3.8 dargestellt, aufgebaut sein. Weiterhin muss, um eine Positionsände-
rung im n-frame erfassen zu können, zur Aufstellung der Navigationsgleichung







 𝜔𝑏 𝑑𝑡 
Gravitations-
modell 








Abbildung 3.8: Vereinfachter Strapdown-Algorithmus: Integration der Drehra-
ten ~ω ergibt Lage Cnb zur Transformation der Beschleunigungen ~ab vom b-frame
in das n-frame, wo dann nach Abzug der Gravitation ~g die doppelte Integration
zu Geschwindigkeit ~vn und Position ~xn durchgeführt werden kann.
n-frame ergibt sich damit dann unter zusätzlicher Berücksichtigung der Orts-





ib − [2~ωnie + ~ωnen]× ~vne + ~gn(l). (3.18)
Im Vergleich zu Schiﬀs-, Flugzeug- oder Raketennavigation ist in der Fuß-
gängernavigation das relevante Navigationsgebiet jedoch zumeist eher klein
und der Bezugszeitraum relativ kurz. Weiterhin liegen sowohl Corioliskraft als
auch Erddrehrate üblicherweise unterhalb der Rauschgrenze für MEMS ba-
sierte IMUs. Wenn daher ~ωnie und ~ω
n
en in 3.18 vernachlässigt werden, können





n(l) und Position ~˙pn = ~vne durch Integration
der Beschleunigungen direkt bestimmt werden.
Lageschätzung
Um die Diﬀerentialgleichung 3.16 für die Änderung der Lage zu lösen, können
verschiedene Ansätze eingesetzt werden. In DCM Lagedarstellung kann für
C = Cnb beispielsweise von einem Zeitschritt zum folgenden




mit der schiefsymmetrischen Matrix der Drehraten Ω, verwendet werden. Unter
der Annahme, dass die Ausrichtung der Gyroskopachsen über einen Zeitschritt
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näherungsweise konstant bleibt (zutreﬀend bei genügend hoher Abtastrate),
kann diese Gleichung durch








dargestellt werden. Hierbei ist σ = [σ1, σ2, σ3] ein Winkelvektor, der durch
seine Richtung und Länge die während des Zeitschritts vollzogene Drehung
beschreibt. Die Lösung der Exponentialfunktion kann beispielsweise durch eine
Potenzreihenentwicklung mit







erfolgen, aus der durch Rekursion eine einfache Matrix für die Multiplikation
(3.20) abgeleitet werden kann [153].
In [133] und in [72] wird alternativ dazu für die Lösung eine Padé Approxi-
mation verwendet aus der sich der Ansatz
Ck = Ck−1
2I3×3 + δΩk∆t
2I3×3 − δΩk∆t (3.23)
ergibt.
Ein weiterer Lösungsansatz zur fortschreitenden Lageberechnung besteht in
der Lösung der Bortz'schen Orientierungsvektordiﬀerentialgleichung [166].
Um die Lageschätzung zu initialisieren können verschiedene Ansätze ver-
wendet werden. Neben einer manuellen Initialisierung durch Vorgabe einer
Richtung, kann auch aus einer Vektorbetrachtung von Erdmagnetfeld und
Gravitation [139] oder durch unterschiedliche weitere Kalibrierungsmethoden
initialisiert werden [108, 173].
3.2.2 Inertialsensorbasierte Koppelnavigation
Neben der Inertialnavigation kann durch die Auswertung inertialer Sensoren
auch in anderer Weise eine Koppelnavigation erreicht werden. Basierend auf ei-
ner Schritterkennung, in Kombination mit einer Schrittrichtungs- und Schritt-
längenberechnung, kann die eigene Position fortlaufend berechnet werden. Im
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Unterschied zur Strapdown-Navigation spielt dabei die Güte der Sensoren nicht
die entscheidende Rolle, da keine Integration der Beschleunigungen durchge-
führt werden muss. Für die Schritterkennung wird zumeist ein 1D oder 3D
Beschleunigungssensor benutzt. Für die Richtungsschätzung werden oft IMUs
und/oder Magnetfeldsensoren eingesetzt. Im Folgenden werden beispielhaft ei-
nige für diese Arbeit relevante Ansätze für die Schritterkennung, die Schätzung
der Schrittweite beziehungsweise der Gehgeschwindigkeit sowie der Schrittrich-
tung näher beleuchtet. Weiterhin wird kurz angerissen, welche Ansätze zur
Aktivitätserkennung die Steigerung der erzielbaren Genauigkeiten erlauben.
Schritterkennung
Die zuverlässige Erkennung eines Schrittes aus einem Beschleunigungssignal
ist vergleichsweise einfach zu realisieren. Ansätze dazu sind insbesondere Peak-
Detection [92, 149] und Zero-Crossing [13, 58]. Als Eingangssignal wird entwe-







z − ~g (3.24)
verwendet. Um unerwünschtes Sensorrauschen zu entfernen, kann weiterhin
ein Band- oder Tiefpassﬁlter eingesetzt werden oder auch ein Kalmanﬁlter auf
die rohen Beschleunigungsdaten vor der Weiterverarbeitung angewandt werden
[88, 149].
Beim Peak Detection Ansatz wird ein lokales Maximum in einem vorgege-
benen Signalfenster gesucht. Die Fensterung dient dabei auch dazu, eine Mehr-
fachdetektion desselben Schrittes zu vermeiden. Zusätzlich wird überprüft, ob
das ausgewertete Signal über einem vordeﬁnierten Schwellwert liegt. Sowohl
die Fenstergröße als auch der Schwellwert kann dabei variabel gehandhabt
werden, zum Beispiel in Abhängigkeit von einer aktuell erkannten Aktivität.
Zero-Crossing Ansätze erkennen Schritte auf Basis des Nulldurchgangs des
Beschleunigungssignals. Als zusätzliches Kriterium wird auch hier üblicher-
weise eine Bandpassﬁlterung angewendet, sodass zwischen zwei detektierten
Nulldurchgängen eine Mindest- und eine Maximalzahl an Samples liegen müs-
sen. Andernfalls wird der Schritt nicht gezählt.
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Schrittweiten- und Gehgeschwindigkeitsschätzung
Um die gegangene Strecke zu quantiﬁzieren, kann entweder eine Schätzung
der Länge jedes einzelnen Schrittes vorgenommen werden oder auch die Geh-
geschwindigkeit über einen längeren Zeitraum geschätzt werden.
Um die Länge eines Schrittes basierend auf dem Beschleunigungssignal ab-
zuschätzen, existieren verschiedene Ansätze [69]. Beim Weinberg Ansatz wird
ausgehend von geometrischen Überlegungen eine Proportionalität zwischen der
vierten Wurzel der Beschleunigungsamplitude während eines Schrittes und der
Schrittlänge ausgenutzt [163]. Für die Schrittlänge ergibt sich daraus dann mit
einem Proportionalitätsfaktor c
SL = c · (amax − amin) 14 . (3.25)
Ähnlich dazu werden in [131] und in [79] weitere Ansätze zur direkten Ablei-
tung der Schrittlänge aus aufgezeichneten Beschleunigungswerten präsentiert.
Die Proportionalitätsfaktoren ergeben sich normalerweise aus einer Personen-
und/oder sensorspeziﬁschen Kalibrierung. In [8] wird ein Ansatz präsentiert,
bei dem sich die Schrittlänge proportional zur doppelt integrierten vertikalen
Beschleunigung h =
∫ ∫
az ergibt. Zusammen mit der Beinlänge l der gehenden
Person wird die Schrittlänge mit
SL = c ·
√
2lh− h2 (3.26)
abgeschätzt. Im Vergleich dieser beider einfachen Schätzer mit zwei weite-
ren Ansätzen ergeben sich für verschiedene Personen und unterschiedliche
Strecken- und Bewegungsproﬁle mittlere Fehler im Bereich von 5 %. Je nach
Instanz sind die erzielbaren Resultate mit verschiedenen Ansätzen sehr ver-
gleichbar.
Für die Schätzung der Gehgeschwindigkeit kann - als Resultat aus der Be-
wegungsanalyse - angenommen werden, dass aktuelle Schrittfrequenz f und
aktuelle Schrittlänge SL korreliert sind [92, 138]. Die Detektion der Schrittfre-
quenz erfolgt dabei entweder aus einer Fouriertransformation für ein Zeitfens-
ter oder durch eine Abschätzung auf Basis der detektierten Schritte. In [92]
wird auf diesem Zusammenhang aufbauend angenommen, dass sich aus einer
höheren Schrittfrequenz unter Beachtung einer angenommenen, personenspezi-
ﬁschen Grundschrittlänge SL0 und Grundfrequenz f0 eine entsprechend höhere
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Schrittlänge ergibt:
SL = SL0 + c · (f − f0). (3.27)
Aus einer experimentellen Kalibrierung ergibt sich daraus dann ein linearer
Zusammenhang zwischen Schrittlänge und Schrittfrequenz
SL = c1 · f + c0 (3.28)
mit zwei experimentell zu bestimmenden Parametern.
Schrittrichtung
In den allermeisten Ansätzen zur pedometerbasierten Fußgängernavigation
wird ein Magnetfeldsensor eingesetzt, um die Richtung eines Schrittes fest-
zustellen [58, 74, 149]. Wichtig hierbei ist, dass die Ausrichtung des Gerätes
versus der Gehrichtung der Person ebenfalls miteinbezogen werden muss. Um
insbesondere in Innenräumen auftretende Störungen zu kompensieren, kann
auf die Magnetsensorwerte ebenfalls noch ein Filter angewandt werden. Wei-
terhin muss, je nach Position auf der Erde, vor Auswertung der Magnetsens-
ordaten die lokale Ausrichtung des Magnetfeldes beispielsweise durch eine In-
klinometer Messung korrigiert werden. Um die Magnetfelddaten zu stützen,
kann auch ein Drehratensensor miteinbezogen werden, der insbesondere dann
hilft, wenn kurzfristige Störungen auftreten [79].
Ein alternativer Ansatz zur Ableitung der Bewegungsrichtung für einen an
der Hüfte getragenen Beschleunigungssensor wird in [85] dargestellt. Basie-
rend auf Überlegungen und Auswertungen zum menschlichen Bewegungsab-
lauf schlagen die Autoren eine Hauptkomponentenanalyse der gravitationskor-
rigierten Beschleunigungswerte vor, um daraus dann die Bewegungsrichtung
ableiten zu können.
Aktivitätserkennung
Eine Unterscheidung nach aktuell erkannter Aktivität, beziehungsweise je nach
Fortbewegungsmodus eines Fußgängers (Gehen, Rennen, Aufzug fahren, ...),
erlaubt die Anwendung speziﬁscher Verfahren oder Parametrierungen und die
optimierte Koppelnavigation [58, 149]. Die Klassiﬁzierung einer Aktivität er-
folgt dabei meistens auf Basis einer Feature Extraktion und einer anschließen-
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den Verarbeitung in einem Entscheidungsbaum oder einem neuronalen Netz-
werk. Oft verwendete Features im Beschleunigungssignal sind: Standardabwei-
chung, Beschleunigungsenergie und Entropie im Frequenzbereich [149], sowie
Integrationswerte, Varianzen und Korrelationen [58]. In [149] ermitteln die Au-
toren eine erreichbare Verbesserung der erzielbaren Genauigkeiten um unge-
fähr die Hälfte, wenn eine Parametrierung der Schrittlängenschätzung je nach
erkannter Aktivität vorgenommen wird.
3.2.3 Spezielle Messprinzipien in der Fußgängernavigati-
on
Für den Einsatz eines inertialen Navigationssystems in der Schiﬀs-, Flugzeug-
oder Raketennavigation können durch die Verwendung aufwändiger Inertial-
messeinheiten hohe Genauigkeiten mit Strapdown-Ansätzen erzielt werden. Bei
der Verwendung aktueller MEMS IMUs ist die Drift insbesondere der Drehra-
tensensoren jedoch meistens zu hoch, um auch nur über relativ kurze Zeiträume
eine ausreichende Genauigkeit zu erlauben.
Miteinbezug zusätzlicher Sensoren
Abgesehen von der Verwendung externer und langzeitgenauer Lokalisierungs-
systeme wie GNSS oder anderer hybrider Lokalisierungsansätze (im Rahmen
dieser Arbeit wird der Miteinbezug externer Systeme als hybride Lokalisierung
bezeichnet, Kapitel 3.3), können auch weitere lokale Sensoren und Pseudomes-
sungen zur Korrektur verwendet werden. Die wichtigsten zusätzlichen Sensoren
in der Fußgängerinertialnavigation sind Magnetfeldsensoren und barometrische
Altimeter. Durch den Miteinbezug von Magnetfeldmessungen kann insbeson-
dere der Yaw Winkel gestützt werden [49, 72]. Durch den Miteinbezug von
barometrischen Höhenmessungen kann die Höhe der Positionslösung korrigiert
werden [46].
Daneben spielen insbesondere in der Fußgängernavigation auch noch ver-
schiedene Pseudomessungen, die sich aus zusätzlichen Systemannahmen ablei-
ten, eine Rolle.
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Zero Velocity Update (ZUPT)
Als Zero Velocity Update (ZUPT) wird dabei eine Rekalibrierung der geschätz-
ten Geschwindigkeit bezeichnet, die dann durchgeführt wird, wenn auf Basis
weiterer Systemannahmen eine Null-Geschwindigkeit festgestellt wird. Durch
diese Korrektur kann der aus der doppelten Integration des Beschleunigungssi-
gnals resultierende Fehler reduziert werden. In der Fußgängerinertialnavigation
ist diese Methode insbesondere interessant, wenn die IMU am Fuß getragen
wird. Da die Detektion der sogenannten Stance Phase, also der Zeit in wel-
cher der Fuß Bodenkontakt hat, über eine Auswertung des Beschleunigungs-
oder Drehratensignals möglich ist, kann an dieser Stelle die Rekalibrierung
durch ein ZUPT durchgeführt werden. Die Detektion erfolgt meistens über
Schwellwertprüfungen der Sensorsignale [22, 23, 49, 54].
Zero Angular Rate Update (ZARU)
Dasselbe Prinzip kann als Zero Angular Rate Update, (ZARU) auch auf die
Drehraten angewandt werden. Der aktuell geschätzte systematische Fehler (Bi-
as) wird immer dann zu null gesetzt, wenn der Fuß auf dem Boden steht
[71, 122].
Heuristic Drift Reduction (HDR)
Als weitere mögliche Pseudomessung wird bei der Heuristic Drift Reduction
(HDR) die Annahme verwendet, dass sich Fußgänger in Gebäuden meistens in
geraden Gängen fortbewegen. Davon ausgehend, dass die überwiegende Anzahl
von Gebäuden rechtwinklig aufgebaut ist, werden geringe Winkelinkremente im
Yaw Winkel als Drift angenommen und zu null gesetzt. Nur deutliche Drehun-
gen werden berücksichtigt. Die prinzipielle Schwäche dieses Verfahrens liegt in
der Erkennung von langgezogenen Kurven in der Gebäudestruktur, die dem
Driftverhalten sehr ähnlich sind [30].
Fusionsprinzipien
Die einfachste mögliche Fusion der Pseudomessungen kann dabei durch ein
Nullsetzen der entsprechenden Größe zum entsprechenden Zeitpunkt bezie-
hungsweise durch ein periodisches Miteinbeziehen der Kompassinformation er-
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folgen. Beispielsweise für ZUPT Messungen kann dann eine Rückwärtskorrek-
tur für den letzten Schritt erfolgen [46]. In den meisten neueren Ansätzen
wird im Gegensatz dazu jedoch ein Fehlermodell für die einzelnen Messgrö-
ßen aufgebaut und die Fusion durch Kalmanﬁlter vorgenommen (Kapitel 2.3)
[49, 54, 72]. Üblicherweise wird dabei ein Error State Kalmanﬁlter verwendet,
bei dem die jeweiligen Fehler der Beschleunigungs- und Drehratensensoren, die
Geschwindigkeit und Position sowie die Lage in einen Zustandsvektor aufge-
nommen werden. Die auﬂaufenden Messungen und Pseudomessungen wirken
sich dann auf einzelne Elemente des Zustandsvektors aus. In der Strapdown-
Rechnung werden jeweils in jedem Zeitschritt die Korrekturen angewandt, be-
vor die entsprechende Größe weiterverarbeitet wird. Ein Beispiel einer entspre-
chenden Umsetzung dieses Korrekturmechanismus für die Fußgängernavigation
wird in [72] präsentiert.
3.2.4 Forschungsrichtungen und erzielbare Genauigkei-
ten
Basierend auf den dargestellten Prinzipien wurden in den letzten Jahren ins-
besondere auch aufgrund der technologischen Fortschritte, sowie der fallenden
Preise für MEMS IMUs eine Vielzahl an Forschungsarbeiten zur inertialsen-
sorbasierten Fußgängernavigation durchgeführt. Die Motivation war zunächst
die Überbrückung von kurzen Zeiten ohne GPS Signal. Mit verbesserter Senso-
rik konnten die erzielbaren Genauigkeiten auch für mittel- oder niederpreisige
IMUs so gesteigert werden, dass eine vollständige Navigation in Gebäuden in
den Bereich des Möglichen rückte.
Fußgängerinertialnavigation
Die überwiegende Zahl der vorgestellten Arbeiten verwendet am Fuß getragene
IMUs und ZUPT Pseudomessungen [1, 22, 23, 47, 49, 54]. Mit zum ersten Mal
wurde eine Umsetzung von ZUPT in der Fußgängernavigation in [49] beschrie-
ben, wo auf Basis einer sehr guten MEMS IMU Genauigkeiten im Bereich von
< 2% der gegangenen Distanz erzielt werden. Die Fusion von Kompass und
ZUPT erfolgt über einen Kalmanﬁlteransatz. Der präsentierte Ansatz wird
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mittlerweile von der amerikanischen Firma Intersense15 als NavShoe insbeson-
dere für den militärischen Bereich vermarktet. Die Firma Intersense gibt auf
ihrer Homepage eine Genauigkeit von besser als 1% in realen Anwendungen
an.
Das dargestellte Prinzip wird in [72] um HDR und ZARU Pseudomessungen
erweitert und mit einer relativ niederpreisigen IMU umgesetzt. Die durch die
Hinzunahme von Kompass, ZUPT, ZARU und HDR erreichbaren Verbesserun-
gen gegenüber reiner Strapdown-Rechnung werden evaluiert und verglichen.
Die reine Strapdown-Rechnung resultiert in mittleren Fehlern im Bereich von
10%. Durch die Hinzunahme aller Pseudomessungen werden Genauigkeiten im
Bereich von 1% erreicht.
Dieselbe Methode wird in [47] in Form eines Tutorials aufgegriﬀen. Je nach
Güte der verwendeten IMU liegen die publizierten Genauigkeiten der inertialen
Navigation im Bereich 2− 4% [22, 23, 54].
Ein Ansatz zur Reduktion der Drehratendrift, der ähnlich zum dargestellten
HDR Ansatz die Ausrichtung von Gebäuden mitberücksichtigt, wird in [1]
präsentiert. Die Autoren geben eine Genauigkeit von 0, 3% an.
Weitere Forschungsarbeiten beschäftigen sich mit dem Vergleich verschie-
dener ZUPT/ZARU Detektionsmechanismen und Ansätzen zu deren Fusion
[71, 142]. Die Verwendung jeweils einer IMU an jedem Fuß wird in [18] prä-
sentiert. Die Autoren geben an, dass damit Verbesserungen um 50% erzielbar
seien. Schwierigkeiten ergeben sich aus der erforderlichen Kommunikation und
Synchronisation.
Ein Ansatz zur inertialen Navigation für eine an der Hüfte getragene IMU
wird in [83] präsentiert. Auch hier wird die Verwendung von ZUPT vorgeschla-
gen, basierend auf der Bewegung der menschlichen Hüfte. Die Autoren geben
für die dargestellte Methode ebenfalls Genauigkeiten im Bereich von 5% an.
Pedometerbasierte Koppelnavigation
Noch bevor der technologische Fortschritt im Bereich MEMS Sensorik den
Einsatz von Strapdown-Verfahren mit niederpreisigen Sensoren in der Fußgän-
gernavigation erlaubte, wurden Verfahren der Koppelnavigation basierend auf
der Erkennung von Schritten zur Positionsermittlung von Fußgängern umge-
15www.intersense.com
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setzt. Da das Prinzip naheliegt, gibt es vergleichsweise viele Arbeiten in diesem
Bereich. Verschiedene Positionierungen des Sensors wurden untersucht.
Die Verwendung eines Sensors am Fuß erlaubt eine sehr präzise Schrittde-
tektion bringt jedoch Schwierigkeiten in der Schrittrichtungsschätzung mit sich
[74, 88, 146]. Ansätze mit der Sensorik am Kopf auf einer Helmstruktur machen
die Richtungsschätzung von der Blickrichtung abhängig [21]. Auch die Anbrin-
gung eines Sensors an einem Rucksack erlaubt die zuverlässige Detektion von
Schritten, macht jedoch nur in Kombination mit weiteren Systemen Sinn [111].
Die IMU an der Hüfte - zum Beispiel in der Hosentasche - zu tragen, erlaubt
eine prinzipielle Verwendung von Smartphone Sensorik [80, 85, 149]. Insbeson-
dere erlaubt die Positionierung einer IMU an der Hüfte auch die Auswertung
speziﬁscher Bewegungsabläufe, um direkt aus dem Beschleunigungssignal auf
die Schrittrichtung schließen zu können [85]. Ebenfalls untersucht wurden Kop-
pelnavigationsansätze auf Basis von Sensordaten eines in der Hand getragenen
Sensors (Smartphone) [58, 69]. Einen Vergleich verschiedener Sensorpositio-
nen von Inertialsensorik für die Koppelnavigation ﬁndet sich in verschiedenen
Arbeiten [65]. Die publizierten erreichbaren Genauigkeiten ohne den Einsatz
weiterer langzeitgenauer Systeme liegen im Bereich von 5% der gegangenen
Distanz.
Ein interessantes und stark bearbeitetes Forschungsfeld ist in letzter Zeit vor
allem auch die Auswertung von Smartphone Sensorik für die Koppelnavigation
[13, 58, 135]. In [58] wird die Lokalisierung einer Person mittels eines Smart-
phones als Supplementärsystem zu GPS beschrieben. Die Richtung wird auf
Basis einer Auswertung der Magnetfeldmessungen geschätzt, die Schrittlänge
wird auf Basis einer Aktivitätserkennung jeweils angepasst. Das System setzt
weiterhin einen Map Matching Ansatz ein, um die geschätzte Fußgängertrajek-
torie mit einer möglichen Route beispielsweise in einem Parkhaus abzugleichen.









Abbildung 3.9: Hybride Lokalisierung: Kurzzeitgenauigkeit aus Prinzipien der
Koppelnavigation, Langzeitgenauigkeit durch Fusionierung weiterer Positionie-
rungssysteme.
3.3 Ansätze zur hybriden Lokalisierung von Fuß-
gängern
Prinzipiell erlauben Verfahren der Koppelnavigation keine langzeitgenaue Po-
sitionsbestimmung, da kein Sensor absolute Genauigkeiten ermöglicht. Unter
hybrider Lokalisierung werden Ansätze zusammengefasst, bei denen eine Fu-
sion kurzzeitgenauer Koppelnavigationsverfahren mit weiteren Informationen,
Verfahren oder Systemen erfolgt. Im Vergleich zu Abbildung 3.6 reduziert sich
die Positionsunsicherheit immer dann, wenn ein Update aus einem langzeitge-
nauen System wie GPS, WiFi oder einem drahtlosen ad-hoc Netzwerk erfolgt
(Abbildung 3.9).
Für die vorliegende Arbeit besonders relevant sind Fusionsansätze mit GNSS
und mit drahtlosen Netzwerken, insbesondere WiFi und ZigBee. Ebenfalls kurz
aufgezeigt werden weitere Ansätze zum Einbezug zusätzlicher Informationen
und Systemannahmen.
75
3.3.1 Fusion inertialsensorbasierter Navigation mit GNSS
Aufgrund der Charakteristika von GNSS (Kapitel 2.2.3) ist die Fusion mit
Koppelnavigationslösungen ein naheliegender Ansatz, um mit Abschattungs-
problemen oder kurzfristigen Signalverschlechterungen umzugehen. Für Auto-
mobil-Navigationssysteme kann auf Basis eines Beschleunigungssensors auch
im Tunnel eine ungefähre Aussage zur Geschwindigkeit getroﬀen werden [133].
Flugobjekte können auch dann navigiert werden, wenn kurzzeitig keine GPS
Signale verfügbar sind [167]. Die Datenfusion ﬁndet in den allermeisten Fällen
durch ein Kalmanﬁlter statt [121]. Unterschieden wird bezüglich der Fusio-
nierung zwischen Tightly und Loosley Coupeled Integrationsprinzipen. Von
einem Tigthly Coupeled System spricht man, wenn die Integration der beiden
Informationsquellen direkt auf Messlevel erfolgt. Von einem Loosely Coupeled
System spricht man, wenn zwei unabhängige Positionsschätzungen (z. B. GPS
Position und Position aus Koppelnavigation) fusioniert werden. Wenn die Inte-
gration bereits auf Signalebene erfolgt, wird teilweise auch der Begriﬀ Deeply
Integrated System gebraucht.
Für die Lokalisierung von Fußgängern wurden verschiedene Integrationsan-
sätze und Umsetzungen inertialer Navigationsprinzipien mit GPS präsentiert
[18, 49, 55, 74, 121]. Bereits durch eine sehr einfache Umschaltung zu PDR Na-
vigation wenn keine Satellitensignale verfügbar sind lassen sich gute Resultate
erzielen [74]. In [55] wird untersucht, welche Positionierungsgenauigkeiten sich
mit einem integrierten INS/GNSS System (Tightly Coupeled) erreichen las-
sen, wenn das GPS Signal für einige Minuten ausfällt oder nur unregelmäßig
GPS Signale empfangen werden können (Versuchssetup im Wald). Für zwei
unterschiedliche IMUs erreichen die Autoren unter realistischen Bedingungen
maximale Positionierungsfehler im Bereich von circa 30 m. In [49] werden mit
einem Loosely Coupled System ebenfalls sehr gute Lokalisierungsergebnisse
erzielt. Einen Fusionsansatz zur GPS Lokalisierung im Außenbereich und zur
Hüft-IMU und RFID-Beacon basierten Lokalisierung im Gebäude wird in [86]
ausführlich beschrieben. Die Autoren erreichen sehr gute Ergebnisse, gehen je-
doch davon aus, dass an strategischen Stellen auch noch RFID Tags angebracht
sind, die eine exakte Lokalisierung erlauben.
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3.3.2 Fusion mit WSN/WiFi Lokalisierung
Insbesondere für die Lokalisierung und Navigation in Gebäuden ist eine Fusion
mit GPS Signalen jedoch oft nicht ausreichend. In den letzten Jahren wurden
verschiedene Ansätze zur Fusion von Innenraum-Lokalisierungslösungen (Ka-
pitel 3.1) mit inertialsensorbasierten Navigationsansätzen präsentiert. Nahe-
liegend und relativ gut untersucht ist die Fusion von WiFi Lokalisierungsin-
formationen (Kapitel 3.1.2). Im einfachsten Fall werden Beschleunigungsdaten
verwendet, um festzustellen ob sich der zu lokalisierende Fußgänger bewegt.
Nur wenn eine Bewegung festgestellt wird, wird die Lokalisierungsprozedur
neu gestartet [91]. Eine wirkliche Fusionierung von WiFi Messungen mit Iner-
tialdaten erfolgt zum Beispiel in [159], wobei verschiedene Datenfusionsansätze
verglichen werden. Vergleichbar dazu wird in [44] ein Ansatz präsentiert, bei
dem der Fokus auf Koppelnavigation liegt, jedoch von zusätzlich verfügba-
ren WiFi Positionsinformationen ausgegangen wird. Das PDR System wird im
Prädiktionsschritt verwendet und das WiFi System dann im Korrekturschritt
miteinbezogen. In den allermeisten Arbeiten erfolgt die Fusionierung durch ein
Partikelﬁlter [23, 44, 159, 169].
Für klassische Sensornetzwerke wird ein Ansatz zur hybriden Lokalisierung
in [80] präsentiert. In einer Umgebung sind verschiedene Ankerknoten ausge-
bracht. Die zu lokalisierende Person trägt eine IMU an der Hüfte. Die Da-
tenfusion und Lokalisierung ﬁndet ebenfalls durch einen Partikelﬁlter auf ei-
nem zentralen Server statt. Die Autoren sprechen von einer mittleren Lokali-
sierungsgenauigkeit im Bereich von circa einem Meter, wenn zusätzlich auch
noch Karteninformationen miteinbezogen werden. Ein dezentraler Schätzan-
satz wird nicht berücksichtigt.
Ein zu dieser Arbeit vergleichbarer Ansatz wird in [125] präsentiert. Die Au-
toren gehen von ausgebrachten RFID Tags aus, die in einem Feuerwehrszenario
für nachfolgende Einsatzkräfte als Landmarken dienen. Es werden zwei IMUs
an einem Bein der zu lokalisierenden Person benutzt. Eine Kommunikation
über die RFID Tags kann prinzipbedingt nicht stattﬁnden. Die Genauigkeits-
angaben lassen auf mittlere Fehler im Bereich von drei Metern schließen, wobei
jedoch nur ein exemplarischer Versuchsaufbau betrachtet wird und keine um-
fassendere Untersuchung vorgenommen wird.
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3.3.3 Fusion weiterer Systemannahmen und Informations-
quellen
Neben der Fusion langzeitgenauer Positionsinformationen von anderen Syste-
men kann auch durch die Miteinbeziehung von Kartenmaterialien ein großer
Genauigkeitsgewinn erreicht werden. Insbesondere Partikelﬁler erlauben durch
die relativ einfache Reduktion des Partikelgewichts auf Null, falls ein Partikel
sich durch eine Wand bewegt hat, eine sehr eﬀektive Umsetzung dieses Ansat-
zes [44, 80, 169].
Ein Ansatz zur Fusion einer Inertialnavigationslösung mit einer Bildvera-
beitung einer an der Brust getragenen Kamera wird in [78] präsentiert.
Ebenfalls verwandt ist auch das Thema der simultanen Lokalisierung und
Kartographierung (Simultanous Localization and Mapping, SLAM). Ursprüng-
lich aus der Robotik kommend geht man bei dieser Problemstellung davon aus,
dass sowohl die eigene Position als auch eine Umgebungskarte aus Messungen
abzuleiten sind. Verschiedene Forschungsarbeiten zu diesem Thema werden oft




Im Folgenden wird zunächst der im vorigen Kapitel dargestellte Stand der
Technik in Bezug auf die Anwendung in der ad-hoc Lokalisierung von Perso-
nen bewertet. Auf Basis dieser Bewertung wird die in der vorliegenden Arbeit
gewählte Herangehensweise erarbeitet und die Systemarchitektur dargestellt
und begründet. Zuletzt werden die entwickelten und im Rahmen der experi-
mentellen Untersuchung eingesetzten Hard- und Software Komponenten, sowie
der gewählte Versuchsaufbau beschrieben.
4.1 Lösungsansatz und Herangehensweise
Ziel der vorliegenden Arbeit ist die systematische Untersuchung und die Er-
arbeitung eines Lösungsvorschlags zur ad-hoc Personenlokalisierung. Mögliche
Anwendungsgebiete sind beispielsweise Feuerwehrleute im Einsatz, Polizisten
in Geiselnahme-Situationen, Wachleute in der Objektbewachung oder auch
Messebesucher (Kapitel 1). Kennzeichnend für diese Anwendungen ist, dass
eine ad-hoc Lokalisierung benötigt wird. Es ist nicht möglich auf eine bereits
vorab installierte Infrastruktur zurückzugreifen oder vorab eine Kalibrierung
durchzuführen. Ob Gebäudepläne verfügbar sind oder nicht, ist situationsab-
hängig und kann nicht vorausgesetzt werden.
Die benötigte Lösung muss auf der einen Seite einer Person die Selbst-
lokalisierung am Einsatzort erlauben und auf der anderen Seite auch einem





Zusammengefasst ergeben sich aus den angestrebten Anwendungsbereichen
insbesondere folgende Anforderungen:
• Ad-hoc Anwendbarkeit : Es muss davon ausgegangen werden, dass in den
betrachteten Szenarien keine Vorab-Kalibrierung beziehungsweise Ein-
messung eines Lokalisierungssystems erfolgen kann.
• Robustheit und Infrastrukturunabhängigkeit : Das System muss robust
gegenüber wechselnden Infrastruktur- und Umgebungsbedingungen sein
(Innen-/Außen, verschiedene Gebäudematerialien, ...).
• Skalierbarkeit : Das System muss sowohl in Bezug auf die abgedeckte
Gebäudegröße als auch auf die Anzahl der beteiligten Personen skalierbar
sein.
• Einfache Handhabung : Das System muss prinzipiell möglichst einfach
handhabbar und anwendbar sein.
• Überschaubare Kosten: Die prinzipiellen Systemkosten sollten niedrig ge-
nug sein, um eine Verwendung des entwickelten Konzeptes in verschie-
denen Szenarien zu erlauben.
• Genauigkeit : Die Lösung sollte raumgenaue Lokalisierung erlauben.
4.1.2 Bewertung des Standes der Technik
Im vorangegangenen Kapitel wurde der Stand der Technik zusammengefasst
und die verschiedenen verfügbaren und eingesetzten Ansätze zur Personenloka-
lisierung dargestellt. Es existieren verschiedene Systeme, die eine ausreichend
genau, skalierbare und robuste Lösung zu überschaubaren Kosten ermöglichen.
Die Anwendbarkeit in ad-hoc Szenarien ist mit aktuellen Systemen jedoch
schwierig zu realisieren. Weiterhin basiert der Großteil der publizierten Arbei-




Im Bereich der Sensornetzwerke und RTLS (Kapitel 3.1) wird bei der über-
wiegenden Mehrheit der wissenschaftlichen und kommerziellen Ansätze und
Lösungen davon ausgegangen, dass eine Vorab-Installation und Kalibrierung
eines Systems am Einsatzort möglich ist. Wenn eine Infrastruktur installiert
werden kann, existieren bereits verschiedene Lösungen (Kapitel 3.1). Ebenfalls
existieren Systeme, bei denen eine vorhandene Infrastruktur, wie zum Bei-
spiel WiFi Netzwerke, parasitär genutzt wird (z. B. Fingerprinting Ansätze).
Nur sehr wenige Ansätze erlauben jedoch prinzipiell den Einsatz in ad-hoc An-
wendungen. In verschiedenen Forschungsprojekten wurden Ansätze zur ad-hoc
Personenlokalisierung in vergleichbaren Szenarien (Search and Rescue Szenari-
en) untersucht. In keinem bekannten Projekt wurde jedoch eine überzeugende
ad-hoc Lokalisierungslösung beziehungsweise ein Lösungskonzept präsentiert.
Inertialsensorbasierte Lokalisierung
Der Bereich der Inertialsensornavigation (Kapitel 3.2) bietet die Möglichkeit,
Personen in ad-hoc Anwendungen zu lokalisieren. Das Vorab-Ausbringen einer
Infrastruktur ist nicht notwendig, das System kann direkt verwendet werden.
Weiterhin kann davon ausgegangen werden, dass ein entsprechendes System
robust, skalierbar und zu vertretbaren Kosten realisierbar ist.
Problematisch bei Koppelnavigationsprinzipien ist, dass prinzipbedingt kei-
ne Langzeitgenauigkeit erreicht werden kann. Auch wenn angenommen wird,
dass die erzielbaren Genauigkeiten mit dem technischen Fortschritt weiter zu-
nehmen, werden Koppelnavigationsansätze in absehbarer Zeit keine Lokalisie-
rung auf Raumgenauigkeit über einen Zeitraum einiger Stunden (Dauer eines
Feuerwehr- oder Polizeieinsatzes) ermöglichen.
Hybride Lokalisierungsansätze
Abhilfe diesbezüglich schaﬀen hybride Lösungen (Kapitel 3.3), bei denen durch
die Fusionierung mit weiteren Systemen dieses Problem gelöst wird. Davon
ausgehend, dass im untersuchten ad-hoc Szenario kein GNSS Empfang mög-
lich und weiterhin auch kein anderes Supplementär-System verfügbar ist, kann
dieses Prinzip jedoch nicht ohne weiteres eingesetzt werden. Aufgrund des tech-
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nischen Fortschritts im Bereich Inertialsensorik wurden in den letzten Jahren
verschiedene Systeme, insbesondere auch für den Smartphone Bereich, präsen-
tiert. Trotzdem besteht nach wie vor Forschungsbedarf sowohl auf der Seite
der Algorithmik als auch auf der Seite der praktischen Evaluierung bereits
konzipierter Lösungen. Die Mehrheit der Ansätze wird nur auf Basis einzelner
Instanzen evaluiert, sodass eine Aussage zu einer Einsetzbarkeit in unterschied-
lichen Szenarien nicht getroﬀen werden kann.
Aus der Analyse der bestehenden System ergibt sich, dass kein vorhande-
ner Ansatz die Anforderungen der ad-hoc Lokalisierung ausreichend abdeckt.
Bedarf besteht sowohl an neuen Systemkonzepten als auch auch an experimen-
tellen Untersuchungen bereits konzipierter Ansätze.
4.1.3 Systemarchitektur
Der in dieser Arbeit verfolgte Ansatz besteht darin, am Ort des Geschehens ein
selbstorganisierendes, drahtloses Sensornetzwerk auszubringen. Die Positionie-
rung dieser ausgebrachten Infrastruktur (Ankerknoten) erfolgt auf Basis einer
am Fuß getragenen IMU oder, falls verfügbar, auf Basis eines GPS Signals. Die
Lokalisierung nachfolgender Personen im ausgebrachten Netzwerk erfolgt auf
Basis von Prinzipien der Sensornetzwerklokalisierung. Nachfolgende Personen
tragen einen Sensorknoten mit sich, der mit dem Netzwerk kommuniziert und
seine eigene Position ermittelt. In diesem mobilen Knoten können verschiedene
weitere Sensoren integriert sein, um eine Anwendung hybrider Lokalisierungs-
prinzipien zu ermöglichen. Neben einer Lokalisierung der Teilnehmer erlaubt
das Netzwerk durch Multihop Kommunikation eine Weitergabe der Positions-
informationen zum Beispiel zu einem Einsatzleiter. Eine Visualisierung hilft
dann bei der Koordinierung und logistischen Ablaufplanung von Einsätzen.
Abbildung 4.1 gibt einen Überblick über diese Architektur. Es sollen die in
4.1.1 erarbeiteten Anforderungen erfüllt werden.
Ziel dieser Arbeit ist, eine Bewertung dieses Konzeptes in Bezug auf die An-
forderungen vornehmen zu können. Auf Basis dieser Architektur und in Bezug







Abbildung 4.1: Systemarchitektur: Das ad-hoc Sensornetzwerk wird mittels
Fußgängerinertialnavigation ausgebracht (teilweise ist der Empfang von GPS
Signalen möglich); Personen werden lokalisiert und Positionen werden nach
außen kommuniziert.
• Selbstorganisation in Sensornetzwerken: Automatischer Aufbau einer Kom-
munikationsstruktur beim Ausbringen des Sensornetzwerks.
• Lokalisierung durch Inertialsensor-Koppelnavigation.
• Lokalisierung im Sensornetzwerk unter realistischen Bedingungen.
• Datenfusion (IMU und Sensornetzwerk) zur hybriden Lokalisierung unter
realen Bedingungen.
• Datenfusion mit Kartenmaterial.
• Lokalisierung auf Basis ungenau positionierter Ankerknoten und unter
teilweise schlechter Verfügbarkeit.
4.1.4 Ansatz zur Untersuchung
Um aussagekräftige Ableitungen in Bezug auf das vorgeschlagene Systemkon-
zept treﬀen zu können, wird ein experimentelles Vorgehen gewählt. Durch einen
gesamtsystemischen Aufbau wird das System ganzheitlich in Bezug auf die An-
forderungen analysiert und der entwickelte Ansatz bewertet.
Hierzu wird das Konzept prototypisch soweit umgesetzt, dass reale Testda-
ten gewonnen werden können, auf deren Basis die Machbarkeit geprüft werden
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kann. Weiterhin wird zusätzlich zur experimentellen Untersuchung auch eine
Simulation konzipiert anhand derer Aspekte zu Skalierbarkeit und zur Über-
tragbarkeit getroﬀen werden können. Die Entwicklung von Algorithmen kann
auf Basis realer Daten in Oine-Auswertungen erfolgen. Die gewählte Vorge-
hensweise erlaubt weiterhin die Trennung in Trainings- und Testdaten.
Um den Hardware Entwicklungsaufwand für die Sensornetzwerklokalisie-
rung im Rahmen zu halten, wird das RSS Messprinzip (Kapitel 3.1.1) gewählt.
Da die meisten Funkchips standardmäßig eine Empfangssignalstärke ausgeben,
ist dafür kein weiterer Aufwand notwendig. Die Verwendung von RSS Distanz-
messung ist jedoch für diese Arbeit nur exemplarisch zu sehen. Die Verwendung
anderer Messprinzipien mit speziell angepasster Hardware wäre eine mögliche
Fortführung der präsentierten Ansätze (Kapitel 10.2).
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4.2 Experimental- und Demonstrationssystem
Durch die Entwicklung eines eigenen Hard- und Software Frameworks konnte
eine speziﬁsche Anpassung an die ermittelten Anforderungen erfolgen. Neben
der Gewinnung von Experimentaldaten ermöglicht die Implementierung des
Konzeptes auch die Demonstration. Als Basis-Plattform wurde ein Sensorkno-
ten entwickelt. Die Software basiert auf einem frei verfügbaren ZigBee Stack
(Texas Instruments ZStack1). Für die inertialsensorbasierte Fußgängernaviga-
tion wurden insgesamt drei IMUs in das Sensornetzwerk integriert. Ebenfalls
integriert wurde eine serverbasierte Backend-Lösung, die eine Anzeige der er-
mittelten Positionen an einer zentralen Stelle erlaubt.
Teile des entwickelten Systems wurden bereits dem Fachpublikum vorge-
stellt [212, 213, 218, 220, 229].
4.2.1 Sensorknoten
Für die Entwicklung der Sensorknoten konnte auf Erfahrungen aus dem am
ITIV bearbeiteten Projekt ASS2 zurückgegriﬀen werden [215]. Beiträge zur
Hardware Entwicklung wurden im Rahmen von drei studentischen Arbeiten
geleistet [187, 196, 198].
Analyse & Design
Als Designkriterien wurden die folgenden Punkte festgelegt:
• Kompatibilität mit TI ZStack ZigBee Stack, da dadurch auf vorige Ar-
beiten aufgebaut werden kann.
• Verwendung von Texas Instruments (TI) Chipsets soweit möglich (das
ITIV kann durch eine Mitgliedschaft im TI University Program Chips zu
reduzierten Preisen beziehen und auf den TI Support zurückgreifen).
• Insgesamt kostensparendes Design, um die Herstellung einer Anzahl an
Sensorknoten zu ermöglichen.
1www.ti.com/tool/z-stack
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Abbildung 4.2: Design Sensorknoten.
• Modulare Erweiterbarkeit, um Anbindung von Zusatzmodulen (Inertial-
messeinheit, Sensorik, Bedienelemente, ...) zu erlauben und ﬂexibel für
andere Anwendungen zu bleiben.
Abbildung 4.2 gibt eine Übersicht über den entwickelten Sensorknoten. Als
Kernkomponenten wurden der Texas Instruments MSP430F2618 Low-Power
Mikrocontroller und der CC2520 Funkchip gewählt. Verschiedene Bedienele-
mente ermöglichen ein geringes Maß an Benutzer-Interaktion. Um ﬂexibel
zu bleiben und trotzdem ein kleines Design bei geringen Kosten zu ermög-
lichen, wurden zwei verschiedene Versionen entworfen. Der ITIV LocNode,
der auch über einen Beschleunigungssensor verfügt und mit einem 1-AAA-
Batteriehalter in ein kleines Gehäuse passt, sowie der ITIV LocNode+, der
durch eine zweigeteilte Steckerleiste die Ankopplung von einer oder zwei Er-
weiterungsplatinen für die Anbindung von Sensorik über digitale oder analoge
Schnittstellen erlaubt. Beide Sensorknoten werden mit 2, 4 V Betriebsspan-
nung versorgt. Dazu ist ein Step-Up Wandler vorgesehen. Zusätzlich kann beim
LocNode+ die Betriebsspannung durch einen Schalter auf 3, 3 V umgeschaltet
werden (Step-Up Wandler), falls die über die Erweiterungssteckerleiste ange-
schlossenen Peripheriemodule dies erfordern. Für den Hochfrequenzteil und die
PCB-Antenne wurde auf das von TI bereitgestellte Referenz-Design zurückge-
griﬀen.
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Abbildung 4.3: ITIV LocNode (in Gehäuse) und ITIV LocNode+ mit aufge-
stecktem GPS Modul.
Abbildung 4.4: Insgesamt wurden 35 Stück ITIV LocNodes, sowie 35 Stück
ITIV LocNodes+ gefertigt.
Implementierung & Test
Beide Sensorknoten wurden zunächst prototypisch umgesetzt (Abbildung 4.3)
und dann in einer Kleinserie am Institut für Prozessdatenverarbeitung und
Elektronik (IPE) am KIT Campus Nord gefertigt (Abbildung 4.4).
Zum Aufzeichnen von Experimentaldaten sowie für die Oine-Auswertung
und Algorithmenentwicklung wurde ein MicroSD Karten Erweiterungsmodul
realisiert. Ebenfalls realisiert wurde ein GPS Modul. Neben einer Validierung
der Funktion der einzelnen Komponenten wurde vor allem die Spannungsver-
sorgung unter verschiedenen Lasten getestet. In einem Reichweitentest konnte
eine Reichweite im Außenbereich (Sportplatz, Knoten auf Stativen in 1, 2 m
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Höhe) von circa 50 m ermittelt werden. Für den Stromverbrauch ergeben sich
Werte im Bereich von 25 mA mit eingeschaltetem Transceiver Modul, 5 mA
im Aktivmodus bei ausgeschaltetem Transceiver und 2 µA im Schlafmodus.
Eine Untersuchung des Energieverbrauchs beim Versenden IEEE 802.15.4 kon-
former Datenpakete (Präambeln, CSMA Prozedur, ...) durch einen auf Basis
derselben Chips aufgebauten Sensorknoten ﬁndet sich in [132].
Im Rahmen dieser Arbeit, sowie in zwei studentischen Arbeiten [187, 200]
wurden verschiedene Ansätze zur autarken Energieversorgung der Sensorkno-
ten durch Solarzellen untersucht und ein Konzept zum Maximum Power Point
Tracking zum Patent [223] angemeldet und publiziert [222].
4.2.2 Sensoreinheiten zur inertialsensorbasierten Fußgän-
gernavigation
Für die Fußgängerinertialnavigation wurden mehrere IMUs verwendet und
Sensoreinheiten aufgebaut. Insgesamt drei verschiedene Einheiten wurden auf
Basis der folgenden IMUs entwickelt:
• Xsens MTi-G AHRS3
• Analog Devices ADIS163754
• InvenSense MPU60505
Ein Vergleich der ausgewählten IMUs in Bezug auf Genauigkeit und Preis
mit weiteren am Markt verfügbaren Produkten ist in Tabelle 4.1 dargestellt.
Beiträge zur Entwicklung wurden im Rahmen von drei Diplomarbeiten geleis-
tet [186, 197, 208].
Analyse
Für die Anbindung der IMU an das Sensornetzwerk sowie für die Datensamm-






Hersteller Modell Beschl. [mg] Drehr. [◦/s] Preis
Be- Bias Be- Bias [EUR]
reich Stab. reich Stab.
Analog Devices ADIS16367 ±18 0, 3 ±1200 0, 01 500
Intersense NavChip ±11 0, 05 ±2000 0, 003 1500
InvenSense MPU6050 ±16 n/a ±2000 n/a 16
MEMsense NANO IMU ±10 30 ±1200 ±1, 5 n/a
Sensordynamics SD746 ±8 0, 2 ±2048 5 n/a
STMicro LSM330DLC ±16 0, 5 ±2000 0, 2 5
Xsens MTi ±5 0, 02 ±300 1 1750
Tabelle 4.1: Vergleich aktueller IMUs.
• Die Kommunikation mit dem Sensornetzwerk erfolgt durch die Anbin-
dung eines Sensorknotens oder Integration eines Funkchips.
• Ein autarker Betrieb für mindestens 6 Stunden (Dauer eines Einsatzes,
beziehungsweise eines Versuchs) ist gewährleistet.
• Eine Möglichkeit zur Lageberechnung ist integriert, da die Ressourcen
des Sensorknotens hierfür nicht ausreichen.
• Das Gerät eignet sich sowohl für die Inertialnavigation als auch für andere
inertialsensorbasierte Fußgängernavigationsansätze.
Da im wissenschaftlichen Umfeld in Bezug auf Fußgängerinertialnavigation die
Xsens MTi-G IMU sehr weit verbreitet ist (z. B. [21, 22, 71, 125]) und die Inte-
gration/Kommunikation auf Basis des mitgelieferten Softwarepakets eﬃzient
realisierbar ist, wurde eine Xsens MTi-G beschaﬀt. Im Laufe der Arbeit wurde
weiterhin eine Proof-of-Concept Implementierung auf Basis der Analog Devi-
ces ADIS16375 High-End IMU sowie ein weiterer Aufbau auf Basis der seit
Ende 2011 verfügbaren Invensense MPU6050 Low-Cost IMU vorgenommen.
Design Xsens MTi-G
Um die Xsens MTi-G ins Sensornetzwerk zu integrieren wurde diese mit einem
LocNode+ Sensorknoten, einer Adapterplatine und einem 9 V Batterieblock















Abbildung 4.5: Design der Fußgänger-Koppelnavigation-Sensoreinheit auf Ba-
sis Xsens MTi-G.
gnetfeldsensor, einen Temperatursensor, sowie einen DSP zur Lageschätzung
(AHRS) enthält, waren keine weiteren Komponenten nötig. Die Konﬁgurati-
on des AHRS Moduls (Parametrierung und Auswahl der Datenquellen für die
Lageschätzung) kann entweder durch die direkte Realisierung der entsprechen-
den Low-Level Kommunikation erfolgen oder vom PC aus vorgenommen und
auf einem internen Speicher abgelegt werden. Die MTi-G muss dann vor der
Verwendung nicht erneut konﬁguriert werden sondern beginnt direkt mit dem
seriellen Senden der Sensordaten und der aktuellen Lageschätzung.
Design Analog Devices ADIS16375
Die Analog Devices IMU wurde als Proof-of-Concept mit mehreren Sensoren
zu einer Fußgänger-Koppelnavigation-Sensoreinheit kombiniert. Als Mikrocon-
troller wurde der Freescale K10/60 mit Cortex M4 Kern ausgewählt, da dieser
Prozessor zusätzlich über eine DSP Einheit verfügt, die zur Datenfusion ein-
gesetzt werden kann. Der MCU wurde als Teil eines Development Boards inte-
griert, bei dem bereits verschiedene Bedienelemente integriert sind und durch
welches das Entwicklungsrisiko minimiert werden sollte. Neben der ADIS16375
IMU wurde ein Barometer, ein Magnetfeldsensor, ein GPS Modul, sowie ein
LocNode+ Sensorknoten zur Kommunikation mit dem Sensornetzwerk in das
Design integriert (Abbildung 4.6). Die ADIS IMU wird ebenfalls bereits vor-
konﬁguriert geliefert und beginnt direkt nach Inbetriebnahme mit dem Senden
der Sensordaten.
Design Invensense MPU6050
Aufbauend auf der im vorigen Abschnitt präsentierten Entwicklung wurde zu-
letzt eine weitere Sensoreinheit konzipiert, basierend auf der Low-Cost Inven-
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Abbildung 4.6: Design der Fußgänger-Koppelnavigation-Sensoreinheit auf Ba-
sis Analog Devices ADIS16375.
sense IMU. Die Einheit sollte miniaturisiert und speziell für einen Betrieb
am Fuß ausgelegt sein. Der eingesetzte Mikrocontroller ST Microelectronics
32F103 mit Cortex M3 Kern bietet eine ausreichende Rechenleistung für die
Durchführung einer Strapdown-Rechnung. Um den Einsatz in weiterführen-
den Projekten zu ermöglichen ist eine Bluetooth Schnittstelle vorgesehen, die
zum Beispiel die Kommunikation mit einem Smartphone erlaubt. Neben der
MPU6050 IMU enthält die Einheit einen Magnetfeldsensor, einen Barometer-
Sensor sowie einen TI Transceiver Chip, der eine Kommunikation mit dem
Sensornetzwerk ermöglicht (Abbildung 4.7).
Als Designalternative zum TI CC2530 ZigBee SoC kann durch Umlöten ei-
nes Brückenwiderstandes auch ein TI CC2570 ANT+6 Kommunikationschip
verwendet werden. Diese Designalternative erlaubt für zukünftige Forschungs-
projekte die Integration in ein ANT+ Netzwerk.
Implementierung und Test
Alle drei Sensoreinheiten wurden implementiert. Aufgrund der zeitlichen Ab-
folge dieser Arbeit sowie um eine Vergleichbarkeit mit anderen Arbeiten des
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Abbildung 4.7: Design der Fußgänger-Koppelnavigation-Sensoreinheit auf Ba-
sis MPU6050 IMU von Invensense.
Standes der Wissenschaft zu erlauben, basiert ein Großteil der in Kapitel 5
präsentierten Auswertungen auf der Xsens MTi-G Sensoranordnung. Beide
anderen Einheiten wurden als Proof-of-Concept umgesetzt, insbesondere die
auf der MPU6050 IMU basierende Einheit wird in weiteren Projekten am ITIV
eingesetzt. Alle Einheiten erlauben auch die Datenaufzeichnung am Compu-
ter beziehungsweise Laptop, sodass ohne weitere Embedded Programmierung
Experimentaldaten gewonnen werden können.
Implementierung und Test Xsens MTi-G
Die IMU wurde in ein robustes Plexiglas Gehäuse eingebaut (Abbildung 4.8).
Das Gehäuse erlaubt die Verwendung der IMU in einer Standard-Gürteltasche,
welche an der Hüfte getragen werden kann. Die Kommunikation zwischen MTi-
G und LocNode+ funktioniert unidirektional über die serielle UART Schnitt-
stelle des MSP. Neben einem Funktionstest wurden die von der IMU bereitge-
stellten Daten einer umfassenden Analyse unterzogen (Kapitel 7.2) [186].
Implementierung und Test Analog Devices ADIS16375
Mit denselben Abmessungen wie das im vorangegangen Abschnitt beschrie-
bene Gehäuse für die MTi-G wurde auch für die auf der ADIS IMU basie-
renden Inertialsensoreinheit ein Plexiglas Gehäuse für die Anwendung in einer
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Abbildung 4.8: Realisierung der Xsens MTi-G Sensoreinheit.
Gürteltasche realisiert (Abbildung 4.9). Für die Anbindung der Sensoren an
den Mikrocontroller wurden SPI, I2C und serielle Schnittstellen genutzt. Die
Realisierung der entsprechenden Firmware erfolgte auf Basis des Freescale Be-
triebssystems MQX7 und der integrierten Code Beispiele. Die Ansteuerung des
LocNode+ Sensorknotens erfolgt über die serielle Schnittstelle und wurde in
das umgesetzte Framework (Kapitel 4.2.3) integriert [197].
Implementierung und Test Invensense MPU6050
Die Realisierung der Invensense MPU6050 erfolgte auf einer einzelnen Plati-
ne. Ein circa 2 × 2 × 3 cm3 großes Gehäuse für Platine und Akku wurde im
Rapid Prototyping Verfahren durch selektives Lasersintern hergestellt (Abbil-
dung 4.10). Das Gehäuse führt beide Taster und beide LEDs nach außen und
kann durch einen Clip am Schnürsenkel befestigt werden.
Die Implementierung der Firmware erfolgte auf Basis einer aus einem ande-
ren Projekt vorhandenen Grundstruktur. Da die IMU durch einen Lötprozess
auf der Platine befestigt wurde, war nach der Montage eine Kalibrierung der
Biasse und Gainfaktoren der einzelnen Sensoren erforderlich. Der Beschleuni-
gungssensor wurde gegen die Erdbeschleunigung kalibriert, der Magnetsensor




Abbildung 4.9: Realisierung der ADIS Sensoreinheit.
konnte in Ermangelung geeigneten Messequipments nur eine Kalibrierung des
Bias durch Halten des Sensors in der Ruheposition vorgenommen werden. Es
kann davon ausgegangen werden, dass in der Kalibrierung weiteres Potential
für Optimierungen vorhanden ist [208].
4.2.3 Zigbee Framework zur Lokalisierung
Neben der Hardware wurde ein entsprechendes Software Framework umgesetzt,
um die beabsichtigte Anwendung im Sensornetzwerk realisieren zu können.
Beiträge dazu wurden im Rahmen mehrerer studentischer Arbeiten geleistet
[180, 181, 184, 186, 196, 197].
Analyse: Anforderungen und benötigte Funktionen
Ziel der Entwicklungsarbeit war die Umsetzung eines Sensornetzwerk Frame-
works, das auf der einen Seite die entsprechende Netzwerkfunktionalität bereit-
stellt und auf der anderen Seite eine ﬂexible Lokalisierung auf Basis von RSS
Messungen ermöglicht. Insbesondere soll das Netzwerk auch die Aufzeichnung
von Experimentaldaten für eine Oine-Evaluierung von Lokalisierungsalgo-
rithmen erlauben.
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(a) Platine. (b) Gehäuse.
Abbildung 4.10: Realisierung MPU6050 Sensoreinheit (links) und Gehäuse
(rechts).
Für die Netzwerkarchitektur ergeben sich aus der Anwendung daher ver-
schiedene Anforderungen:
• Multihop Kommunikation zur Abdeckung größerer Gebäude.
• Bidirektionale Kommunikation zwischen einzelnen Netzwerkteilnehmern.
• Selbstorganisation beim Ausbringen.
• Robustheit gegenüber Ausfällen einzelner Knoten.
• Skalierbarkeit in Anzahl der am Netzwerk beteiligten Knoten und abzu-
deckendem Gebiet.
• Unterschiedliche Topologien auch mit mobilen Netzwerkteilnehmern mög-
lich.
Neben diesen Netzwerkfunktionen muss das Framework weitere Funktionen für
die Lokalisierung bereitstellen:
• Skalierender Datenaustausch für RSS Lokalisierung.
• Flexible Lokalisierungsalgorithmen.
• Möglichkeit zur Interaktion mit einer zentralen Benutzerschnittstelle.
• Möglichkeit zur Anbindung einer externen Fußgänger-Koppelnavigations-
einheit.
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Um möglichst eﬃzient zu einer funktionsfähigen Netzwerkarchitektur zu kom-
men, sollte auf bestehende und getestete Stacks zurückgegriﬀen werden. Ne-
ben dem von Texas Instruments angebotenen ZStack ZigBee Stack wurden
verschiedene weitere Alternativen in Betracht gezogen. Alle Alternativen sind
entweder direkt für den ausgewählten TI MSP430 verfügbar oder könnten mit
überschaubarem Aufwand portiert werden:
Der SimpliciTI Stack 8 wird von TI angeboten und ist ein proprietärer und
vereinfachter Stack hauptsächlich für Sensornetzwerke in Stern Topologie. Eine
Multihop Kommunikation funktioniert nur durch Repeater und ist damit nicht
skalierbar für größere Netzwerke. SimpliciTI setzt ebenfalls auf IEEE 802.15.4
auf und ist mit einem rudimentären ereignisbasierten Betriebssystem für den
MSP430 verfügbar. Insbesondere da die Multihopfähigkeit und Skalierbarkeit
jedoch nicht vernachlässigbare Anforderungen sind, müssten eine Anpassung
und möglicherweise die Portierung eines separaten Routingprotokolls erfolgen.
Dies wäre sehr aufwändig.
Basierend auf dem Open Source Betriebssystem für Sensornetzwerke Ti-
nyOS 9 ist eine Bandbreite an verschiedenen Stacks und Routingprotokollen
verfügbar. Da der verbreitete TelosB Sensorknoten ebenfalls aus einem TI MSP
MCU und einem Chipcon Funkchip aufgebaut ist, gibt es auch eine Reihe von
Portierungen für den MSP10. Die Qualität der verschiedenen Implementierung
kann jedoch nicht immer geprüft werden, sodass der für die Entwicklung ei-
ner darauf basierenden Applikation erforderliche Testaufwand voraussichtlich
höher wäre. Ebenfalls sind viele der verfügbaren Protokolle mit Fokus auf Spe-
zialanforderungen in Bezug auf verschiedene Forschungsfragen entwickelt und
müssten zur Verwendung in der beabsichtigten Lokalisierungsanwendung noch
angepasst werden.
Ebenfalls möglich wäre die Verwendung des zweiten in Forschungsgruppen
weitverbreiteten Betriebssystems für Sensornetzwerke Contiki11. Portierungen
des Systems existieren für verschiedene MSP430 Varianten und Chipcon Funk-
chips, sodass eine Anpassung ohne allzu großen Aufwand möglich sein sollte.
Allerdings gelten auch hier dieselben Argumente bezüglich eines wesentlich
8www.ti.com/tool/simpliciti
9www.tinyos.net/
10Google Code Projekt: http://code.google.com/p/tinyos-main/
11www.contiki-os.org/
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höheren Testaufwands bei der Verwendung der angebotenen Routingprotokol-
le. Vorteil bei der Verwendung einer der beiden Open Source Betriebssysteme
wäre der oﬀene Quelltext, der alle denkbaren Modiﬁkationen erlauben würde.
Der TI ZStack 12 ist ein vollständig dem ZigBee Standard entsprechender
Protokoll Stack. TI bietet die Möglichkeit den ZStack als Teil eines ereignis-
basierten Betriebssystems für den MSP430 frei herunterzuladen. Funktionen
zum Multihop Routing, zum ﬂexiblen und skalierbaren Netzwerkaufbau, so-
wie zur komfortablen Umsetzung von Applikationen sind bereits vorgesehen.
Nach einer anwendungsspeziﬁschen Konﬁguration des Netzwerks erfolgt die
Realisierung einer Applikation durch die Umsetzung eines ZigBee Device Ob-
jects. Nachteil einer Verwendung des ZStacks ist, dass die Netzwerkprotokolle
nur als vorkompilierte Bibliotheken eingebunden werden können und damit
nicht im Quelltext verfügbar sind. Die Implementierung der Netzwerkschicht
ist zwar standardkonform, jedoch nicht quelloﬀen und damit nur im Rahmen
vorgegebener Einstellmöglichkeiten anpassbar.
Weitere Alternativen sind mit wesentlich höherem Aufwand verbunden und
wurden daher im Rahmen dieser Arbeit nicht näher betrachtet. Für die Um-
setzung der Netzwerkarchitektur wurde der ZStack ausgewählt, insbesondere
weil damit das geringste Entwicklungsrisiko verbunden war und am ITIV be-
reits aus weiteren Projekten Erfahrungen vorhanden waren. In Kauf genommen
wurde damit jedoch, dass die Netzwerkarchitektur nur noch innerhalb relativ
enger Grenzen konﬁgurierbar ist.
Design Netzwerkarchitektur und Lokalisierungsapplikation
Für das ZigBee Netzwerk wird ein eigenes Stackproﬁl, sowie eine zufällig
gewählte Netzwerk ID verwendet, um Schwierigkeiten mit anderen am Ein-
satzort vorhandenen ZigBee Netzwerken zu vermeiden. Um die Verwendung
eines Mesh-Netzwerks zu erlauben, werden alle Knoten im Netzwerk als ZigBee
Router konﬁguriert. Die Adressierung erfolgt über eine nach dem Netzwerk-
start vom Koordinator zugeteilte Netzwerkadresse, da die Vorkonﬁguration
des Adressraumes keine Vorteile in Bezug auf die Anwendung hätte. Auf die
Verwendung von Schlaf-Modi und die Festlegung entsprechender Synchronisie-
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Abbildung 4.11: Konzept Lokalisierungsapplikation: Ankerknoten mit bekann-
ter Position (blau) senden Broadcast-Nachrichten, mobile Knoten (rot) berech-
nen ihre Position und kommunizieren sie an den Koordinator (grün).
Anwendung ist. Aus einer überschlagenen Energieabschätzung, sowie im Ex-
periment ergibt sich eine Laufzeit von über 12 h bei ständig aktivem Funkchip
unter Verwendung des LocNode Sensorknotens mit einer AAA Batterie.
Die Lokalisierungsapplikation wird als Application Object ausgeführt. Um
eine Skalierbarkeit für größere Netzwerke zu erlauben, wird die prinzipielle
Kommunikation durch Broadcasts erreicht, sodass keine bidirektionale Kom-
munikation zwischen allen Netzwerkteilnehmern nötig ist. Jeder Teilnehmer
im Netzwerk sendet periodisch seine eigene Position sowie optional eine Unsi-
cherheitsinformation (zum Beispiel Positionskovarianz) per Broadcast an alle
anderen Knoten in Reichweite (Broadcast Messages). Jeder Knoten unterhält
eine Datenbank seiner Nachbarn sowie der Signalstärken der letzten von die-
sen Nachbarn erhaltenen Pakete. Die Lokalisierung erfolgt dezentral auf jedem
Knoten basierend auf den jeweils aktuellen Nachbarn und deren Signalstär-
ken, sowie möglicherweise der Position zum vorherigen Zeitschritt (Tracking
Ansätze). Das Application Object erlaubt die Umsetzung verschiedener Lokali-
sierungsalgorithmen, die auf dieser Basis arbeiten. Darüber hinaus sendet jeder
Knoten per Multihop Nachricht seine Position sowie eine Liste der aktuell in
Reichweite beﬁndlichen Nachbarknoten an den Netzwerkkoordinator (gewähl-
te Bezeichnung: Property Message). Durch die dezentrale Positionsschätzung
und Übermittlung ist die Positionsschätzung sowohl im mobilen Gerät als auch
zentral verfügbar. Der Ablauf ist in Abbildung 4.11 dargestellt.
Die Zeitintervalle für Property und Broadcast Messages können ﬂexibel
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Abbildung 4.12: Realisierung ZigBee Lokalisierungsapplikation in Texas In-
struments ZStack.
sein. Da sowohl mobile Knoten als auch stationäre Knoten im Prinzip diesel-
ben Funktionen haben, wird für die Lokalisierungsapplikation nicht zwischen
beiden unterschieden. Daneben sieht das Application Object die Anbindung
einer SD Karte vor, auf die regelmäßig der Inhalt der gesamten Datenbank
geschrieben wird, sodass eine Protokollierung zur späteren Oine-Auswertung
erfolgen kann, ohne das Netzwerk sehr stark zu belasten. Die Anbindung wei-
terer Sensoren erfolgt ebenfalls in diesem Application Object. Falls eine serielle
Schnittstelle verfügbar ist, kann eine serielle Kommunikation mit einem exter-
nen Gerät zur Visualisierung der Positionsinformationen (z. B. Webanwendung
zur Benutzerinteraktion, Kapitel 4.2.4) sowie zur Steuerung des Netzwerks,
hergestellt werden. Für das Senden weiterer Nachrichten - zum Beispiel vom
Koordinator zu einzelnen Netzwerkteilnehmern - sind Request Message und
Error Message als weitere Nachrichtentypen deﬁniert.
Implementierung und Test des Netzwerks
Für die Realisierung der Netzwerkfunktionalitäten wird das ZigBee Device Ob-
ject entsprechend konﬁguriert. Die entsprechenden Funktionen für die Kom-
munikation im Netzwerk können dann durch die vom ZStack Betriebssystem
bereitgestellten Schnittstellen verwendet werden.
Die Realisierung der Lokalisierungsapplikation ist modulbasiert (Abbildung
4.12). Im ComApp Modul werden die Applikation initialisiert und alle an-
kommenden Nachrichten verwaltet. Weiterhin stellt das ComApp Modul die
Kommunikation mit dem Betriebssystem und dem ZStack sicher. Im Data-
100
Handler Modul wird die Pﬂege der Datenbank realisiert sowie die entspre-
chende Formulierung der Property und Broadcast Messages umgesetzt. Die
Datenbank wird dabei als Ringbuﬀer behandelt, in dem jeweils die Signalstär-
ke der letzten Pakete gespeichert wird, um eine Mittelwertbildung zu erlauben.
Die Kalkulation des eigentlichen Lokalisierungsalgorithmus erfolgt im Positi-
on Modul. Hierfür werden verschiedene einfache Funktionen wie zum Beispiel
eine Matrixinversion zur Verfügung gestellt. Daneben kann vom DataHandler
Modul auch eine SD Karte angesteuert werden. Aufgrund des relativ großen
und zur Laufzeit variablen Speicherbedarfs des ZStacks sind nur relativ kleine
Nachbar-Datenbanken möglich, obwohl bei der Implementierung der Appli-
kation auf eine optimale Speicherausnutzung geachtet wurde. In den meisten
durchgeführten Versuchen wurde eine Datenbankgröße von 48 Sensorknoten
verwendet.
Der Ablauf des ComApp Hauptprogramms ist ereignisbasiert. Die Initiali-
sierung ﬁndet statt sobald der Sensorknoten einem Netzwerk beigetreten ist.
Dann lösen regelmäßige Timer das Senden von Broadcast und Property Mes-
sages aus. Ankommende Broadcast und Property Messages werden im Data-
Handler Modul verarbeitet; ankommende Error oder Request Messages werden
direkt im ComApp Modul verarbeitet. Weitere Events, wie zum Beispiel ein
synchroner Start der Aufzeichnung auf der SD Karte, können mit Tasten oder
gesetzten Flags in eingehenden Nachrichten verbunden werden.
Die Veriﬁkation der ZigBee Stack Konﬁgurationen erfolgte mit einem Packet
Sniﬀer, die Validierung der Lokalisierungsapplikation auf Basis von Versuchen
in kontrolliertem Umfeld.
Update im ZStack
Während der Arbeit wurde durch TI eine neue Z-Stack Version veröﬀentlicht,
bei der verschiedene Bugs korrigiert wurden. Die umgesetzte Applikation wur-
de daraufhin auf die neue Version portiert. Da in der neuen Version unter-
schiedliche Oﬀsets bei der Ausgabe der Signalstärke deﬁniert wurden, resultiert
von dieser Versionsänderung jedoch auch eine Änderung in den aufgezeichneten
Signalstärkewerten. Für diese Arbeit wurde der Oﬀset für die aufgezeichneten
Signalstärken in den ersten drei Experimenten jeweils entsprechend korrigiert,
um eine Vergleichbarkeit zu ermöglichen.
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(a) Webserver Hardware. (b) Benutzer Frontend für Lokalisierung.
Abbildung 4.13: Realisierung Visualisierung: Webserver Hardware (links) und
Benutzer Frontend (rechts).
4.2.4 Webanwendung zur Benutzerinteraktion
Um das Sensornetzwerk zur Laufzeit steuerbar zu machen sowie um die Positi-
onsinformationen zu visualisieren, wurde eine Webanwendung konzipiert und
umgesetzt (Abbildung 4.13). Beiträge dazu wurden im Rahmen zweier studen-
tischer Arbeiten geleistet [184, 205]. Der aufgebaute Demonstrator wurde auf
der IPIN Konferenz dem Fachpublikum vorgestellt [220]. Zielanwendungssze-
narien sind hierbei beispielsweise Einsätze, in denen ein oder mehrere Einsatz-
leiter auf die Positionsinformationen der Sensorknoten im Netzwerk zugreifen
und mit dem Netzwerk interagieren möchten. Um dies zu ermöglichen, wur-
de eine Multi-Benutzer-Schnittstelle in Form einer Webanwendung konzipiert.
Physikalisch wird der Server dazu per serieller Schnittstelle mit dem ZigBee Ko-
ordinator verbunden. Eine Umsetzung des Servers als Hardware-Demonstrator
erfolgte auf Basis eines MiniITX Mainboards mit Intel Atom Prozessor, einem
SD-Kartenspeicher sowie einem LocNode+ Sensorknoten in einem Plexiglas
Gehäuse (Abbildung 4.13, links).
Auf diesem portablen PC läuft ein Apache Webserver. Durch eine An-
bindung an ein (drahtloses) lokales Netzwerk (LAN beziehungsweise WLAN)
kann auf den Webserver zugegriﬀen und das Sensornetzwerk gesteuert wer-
den. Die bidirektionale Kommunikation mit dem Sensornetzwerk ist über die
















Abbildung 4.14: Aufbau Webanwendung zur Realisierung.
Sensornetzwerkseite wird in Kapitel 4.2.3 erklärt. Auf Serverseite ist hierzu
eine Schnittstellenanwendung umgesetzt, die vom Sensornetzwerk kommende
Positionsinformationen in einer MySQL Datenbank hält und pﬂegt. Änderun-
gen aus dem Sensornetzwerk (Positionsänderungen von Netzwerkteilnehmern)
werden direkt in die Datenbank übernommen. Der Webserver kann direkt auf
die Datenbank zugreifen und neue Positionsinformationen schreiben. Sobald
von der Schnittstellenapplikation eine Änderung in der Datenbank festgestellt
wird, wird eine entsprechende serielle Nachricht an den ZigBee Koordinator
erzeugt, der die Positionsänderung an den entsprechenden Knoten im Sensor-
netzwerk weitergibt (Abbildung 4.14).
Das Web-Frontend (Abbildung 4.13 rechts) der Applikation ist ähnlich wie
der QinetiQ Person Locator [34] aufgebaut. Zur Anzeige der Positionsinforma-
tionen kann eine Karte in den Hintergrund geladen werden. Die Anzeige der
Karte erfolgt im Hauptfenster und ist zoom-bar. Daneben gibt es im rechten
Teil eine Übersichtskarte, eine Liste der aktuell im Netzwerk adressierbaren
Sensorknoten sowie ein Formular, um Daten in die Datenbank zu schreiben,
beziehungsweise mit dem Sensornetzwerk zu kommunizieren. Auf diese Weise
können insbesondere auch neue Positionen der Ankerknoten gesetzt werden,
sofern hierzu manuelle Messungen vorliegen. Weiterhin ist es ebenfalls mög-
lich, diese neuen Positionen durch Verschieben der Sensorknoten per Drag-
and-Drop direkt auf der Karte zu setzen und über den ZigBee Koordinator
in das Sensornetzwerk zu kommunizieren. In weiteren Reitern kann eine aus-
führlichere Liste der verfügbaren Knoten angezeigt werden sowie eine andere
Karte hochgeladen werden. Der Nullpunkt der Karte ist, wie im Scalable Vec-
tor Graphic (SVG) Standard vorgesehen, auf die obere linke Ecke der Karte
festgelegt. Die Einstellung des Maßstabs der Karte erfolgt per Schieberegler
(Pixel zu Metern).
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4.3 Untersuchung und Experimentdesign
Neben verschiedenen Vorab-Versuchen zur Veriﬁkation und Validierung der
entwickelten Soft- und Hardwarekomponenten wurde im Rahmen der Arbeit
ein Versuchsdesign zur Untersuchung der ad-hoc Lokalisierung konzipiert sowie
Versuche in unterschiedlichen Umgebungen durchgeführt. Ziel der Versuche
war die möglichst realitätsnahe Untersuchung des entwickelten Systems.
4.3.1 Anforderungen an Versuche
Auf der einen Seite sollten die durchgeführten Experimente eine Aussage in
Bezug auf das Szenario erlauben. Auf der anderen Seite sollte ausreichend von
der Anwendung abstrahiert werden, um möglichst reproduzierbare Resultate
zu liefern und allgemeingültige Auswertungen zu erlauben. Unterschiedliche
Umgebungs-, Design- und weitere Parameter haben potentiell einen Einﬂuss
auf die RSS Lokalisierung beziehungsweise auf die inertialdatenbasierte Loka-
lisierung:
• Größe, Gewicht, Kleidung der zu lokalisierenden Person, Position der
IMU und des mitgeführten Sensorknotens am Körper.
• Anzahl der Ankerknoten und Dichte des Ankerknotennetzwerks.
• Umfang des abzudeckenden Einsatzgebietes/Gebäudes.
• Geometrie und Substanz des betrachteten Gebäudes.
• Umgebungsbedingungen wie Temperatur, Luftfeuchte, weitere Personen
vor Ort, ...
• Art und Güte der verwendeten Sensorik.
Verschiedene dieser Parameter führen insbesondere im Hinblick auf einige der
anvisierten Anwendungen (Feuerwehleute, Sicherheitskräfte, ...) zu stark nicht-
deterministischen Eﬀekten und zu sehr großen Variationsmöglichkeiten. Für ei-
ne statistisch signiﬁkante Aussage in Bezug auf alle Parameter wäre eine sehr
große Anzahl von Versuchen in verschiedenen Umgebungen notwendig. Eben-
falls wäre die Durchführung von realen Experimenten in einigen Zielszenarien
auch aus Gründen der Praktikabilität nicht möglich.
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Um den möglichen Designraum einzuschränken und eine Fokussierung zu er-
lauben, wurden daher bereits in einem relativ frühen Stadium der Arbeit mög-
lichst konkrete Forschungsfragen deﬁniert beziehungsweise zu untersuchende
Parameter selektiert. Für eine fundierte Aussage zu Machbarkeit des im Rah-
men dieser Arbeit entwickelten Konzeptes unter Berücksichtigung der gesetz-
ten Rahmenbedingungen (Zeit, Aufwand bei der Versuchsdurchführung, ...)
wurden die folgenden Fragen als besonders relevant identiﬁziert:
• Auswirkung der Ankerknotendichte, sowie von Ausfällen im Ankerkno-
tennetzwerk.
• Auswirkung unterschiedlicher Gebäudegeometrien.
• Erzielbare Lokalisierungsgenauigkeit mit unterschiedlichen Lokalisierungs-
ansätzen und auf Basis unterschiedlicher Datenquellen (RSS- oder Inter-
tialdaten beziehungsweise hybride Lokalisierungsansätze) .
• Auswirkung teilweise unbekannter Ankerknotenpositionen.
Insbesondere auch unter Berücksichtigung des nötigen Aufwands wurde im
Rahmen dieser Arbeit von weiteren möglichen Variationsmöglichkeiten abstra-
hiert.
4.3.2 Versuchsdesign
Um eine Untersuchung der im vorangegangenen Abschnitt abgeleiteten Fragen
zu erlauben, wurden Versuche in unterschiedlichen Umgebungen (Gebäuden
und Freiﬂächen) durchgeführt. Für die Untersuchung der erzielbaren Loka-
lisierungsgenauigkeiten wurden alle verschiedenen verfügbaren Datenquellen
(Sensornetzwerk, Inertialmesseinheit) aufgezeichnet, um dann in einer Oine-
Untersuchung unterschiedliche Lokalisierungsalgorithmen anwenden und wei-
terentwickeln zu können. Der Ablauf eines Versuchs war dabei wie folgt: Zu-
nächst wurden alle verfügbaren Ankerknoten im zu untersuchenden Bereich
ausgebracht und die Broadcast Funktion aktiviert. Dann wurden von einer
Testperson verschiedene Trajektorien abgegangen. Die Testperson wurde dazu
sowohl mit einer an der Hüfte in einer Fototasche getragenen Inertialmess-



















Abbildung 4.15: Innenraum Versuchsumgebungen und Beispieltrajektorien
(blau) in ITIV und ITI Institutsgebäuden.
am Körper (linke und rechte Hosentasche, auf dem Kopf, vor und hinter dem
Körper an einem Schlüsselband) ausgestattet. Neben einer Redundanz konnte
durch diese mehreren Sensorknoten auch eine Untersuchung der Auswirkung
unterschiedlicher Positionierung des Sensorknotens am Körper erfolgen. Die
Gewinnung einer Referenz (Ground Truth) erfolgte in Innenräumen durch ein
wegpunktbasiertes Ablaufen einer vorab deﬁnierten Trajektorie und einer ent-
sprechenden Zeitnahme. In Außenbereichen wurde ein hochpräzises diﬀeren-
tielles GPS13 eingesetzt. Die Synchronität der gewonnenen Daten wurde auf
Basis verschiedener Vorab-Versuche sichergestellt.
4.3.3 Durchführung
Innenraumversuche wurden in den ITIV Institutsgebäuden in der Vincenz-
Prießnitz-Straße und in der Engesserstraße (Abbildung 4.15), in einer Tief-
garage sowie im ITI Institutsgebäude (Abbildung 4.16) durchgeführt. Zum
Vergleich wurden im Außenbereich auf dem KIT Sportplatz sowie auf dem
Adenauerring-Waldparkplatz Versuche durchgeführt (Abbildung 4.17). In den
Abbildungen ist jeweils beispielhaft eine gegangene Trajektorie eingezeichnet.
Da alle verfügbaren Daten aufgezeichnet wurden, können die einzelnen Daten-
quellen dann im Nachhinein in einer Oine-Untersuchung ein- beziehungsweise
ausgeblendet werden. Ebenfalls kann die Position verschiedener Ankerknoten
im Nachhinein mit einer Unsicherheit belegt werden, sodass Aussagen zu Aus-
fällen, ungenau bekannten Positionen oder zeitweise nicht verfügbaren Anker-



















(b) ITIV Gebäude Engesserstraße.
Abbildung 4.16: Innenraum Versuchsumgebungen und Beispieltrajektorien


























Abbildung 4.17: Außenbereich Versuchsumgebungen und Beispieltrajektorien
(blau) auf Sportplatz und Waldparkplatz.
Herangehensweise erlaubt die eﬃziente Untersuchung eines Großteils der o. g.
Freiheitsgrade, ohne jeweils eine Vielzahl an unterschiedlichen Experimenten
durchführen zu müssen. Der gewählte Ansatz stellt damit einen Kompromiss
zwischen einem Einsatz des Systems in der realen Anwendung und einer rei-
nen Laboruntersuchung dar. Von der realen Anwendung wird abstrahiert, um
eine eﬃziente Durchführung von Versuchen zur Datensammlung zu erlauben.
Damit wird die Gewinnung eines sehr umfangreichen Experimentaldatensets
ermöglicht, das aussagekräftige Ableitungen in Bezug auf einen Großteil der
identiﬁzierten Freiheitsgrade erlaubt.
Insgesamt werden für die Auswertungen in der vorliegenden Arbeit zehn
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Ort Runs Zeit Strecke Pakete IMU WSN Anker
[#] [min] [km] [#] [Hz] [Hz] [#]
a ITIV VP 5 47 1,82 885k x 4 62
b Sportplatz 9 78 5,69 1.009k 10 4 62
c ITI Gebäude 6 26 1,53 749k 100 4 62
d ITIV VP 8 74 3,19 2.182k 100 4 61
e Sportplatz 9 63 4,39 1.122k 100 4 62
f Waldparkplatz 7 98 5,81 3.692k 100 4 62
g Tiefgarage 13 56 3,67 2.324k 100 4 58
h ITIV Campus 8 46 2,29 643k 100 2 62
i ITIV Campus 10 49 2,78 1.767k 100 4 60
j ITIV Campus 10 47 2,73 1.803k 100 4 60
Gesamt 85 586 33,91 16.180k - - -
Tabelle 4.2: Statistik der durchgeführten Versuche.
Versuche (alphabetisch nummeriert) in den sechs Umgebungen berücksichtigt.
Tabelle 4.2 gibt einen Überblick über die durchgeführten Versuche. In einer
Gesamtzeit von knapp zehn Stunden wurden über eine Strecke von 34 km
mehr als 16 Millionen RSS-Pakete aufgezeichnet. Aufgrund der zeitlichen Rei-
henfolge der durchgeführten Entwicklungsarbeiten werden für die Datenaus-
wertungen hauptsächlich Inertialdaten der XSens IMU zugrunde gelegt - es sei
denn es wird explizit darauf hingewiesen.
In Bezug auf den Stand der Technik sowohl im Bereich der Personenlokali-
sierung in Sensornetzwerken (Kapitel 3.1) als auch im Bereich der inertialsen-
sorbasierten Personennavigation (Kapitel 3.2) ist das gewählte Versuchsdesign
sowie der Umfang der durchgeführten Versuche einzigartig.
4.4 Simulationsumgebung
Zentrales Thema dieser Arbeit ist die systemische Untersuchung der Mach-
barkeit einer Personenlokalisierung in ad-hoc Szenarien (Kapitel 4.1). Es wird
ein experimenteller Ansatz verfolgt, bei dem auf Basis eines prototypischen
Systems Daten gewonnen werden, die in einer Oine-Untersuchung evaluiert
werden. Durch diese Herangehensweise lässt sich, wie im vorangegangenen Ka-
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pitel dargestellt, bereits ein Großteil der relevanten Fragestellungen anhand
experimentell gewonnener Daten untersuchen. Verschiedene Teilaspekte des
entwickelten Systemkonzepts können jedoch durch die Auswertung von Expe-
rimenten nur bedingt abgebildet werden:
• Wechselnde Topologien: Die Untersuchung unterschiedlicher Topologien
ist durch Ausblenden einzelner Knoten auf Basis der realen Daten mög-
lich. Eine Untersuchung einer Vielzahl verschiedener Topologien mit vie-
len Knoten wäre experimentell sehr aufwändig (jeweils neues Experiment
mit neuer Referenz).
• Skalierbarkeit : Die limitierte Gesamtzahl an Sensorknoten verhindert Ex-
perimente mit sehr großen Instanzen. Ebenfalls ist eine Untersuchung des
Verhaltens für mehrere zu lokalisierende Personen schwierig, da die Ge-
winnung einer Referenz sehr aufwändig ist.
• Einﬂuss von Personen auf Signalstärkelokalisierung : Reproduzierbare
Versuche um den Einﬂuss von Personen evaluieren zu können, sind nur
unter sehr hohem Aufwand realisierbar. Es wären viele Wiederholungen
nötig, da jeder experimentelle Datensatz jeweils nur eine mögliche Rea-
lisierung der zufälligen Bewegung von Personen ist.
• Zufallseinﬂüsse beim Ausbringen der Ankerknoten: Jede mit der entwi-
ckelten Fußgänger-Koppelnavigation-Sensoreinheit gegangene Trajekto-
rie resultiert in nur einer Realisierung bezüglich IMU Sensorfehler durch
Rauschen und Bias (Kapitel 2.2).
Um diese Aspekte ebenfalls untersuchen zu können, muss ergänzend zur Durch-
führung von Experimenten eine simulative Untersuchung erfolgen. Wie in Ka-
pitel 3.1.4 dargestellt, existieren verschiedene Ansätze und Werkzeuge für die
Simulation von Sensornetzwerken. Zunächst wurde im Rahmen dieser Arbeit
daher die Verwendung eines bestehenden Simulationswerkzeugs angedacht. Da
jedoch keines der verbreiteten Werkzeuge ohne großen Zusatzaufwand und
Kompromisse die Abbildung des Anwendungsfalls ad-hoc Personenlokalisie-
rung erlaubt, wurde im Rahmen dieser Arbeit eine einfache eigene Simulati-
onsumgebung entwickelt [212]. Ziel war die Abbildung des entwickelten Sys-
temkonzepts mit Fokus auf einer Untersuchbarkeit von Fragestellungen, die
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nicht auf Basis der realen Datensätze erfolgen kann. Die Simulationsumge-
bung soll sowohl eine vollständige Simulation von Probleminstanzen als auch
eine Verwendung der experimentellen Daten in Verbindung mit simulierten
Aspekten (z. B. Simulation von Ausfällen im Ankerknotennetzwerk auf Basis
realer Eingangsdaten) erlauben. Beiträge zur Entwicklung wurden im Rahmen
zweier studentischer Arbeiten geleistet [183, 186].
4.4.1 Anforderungsanalyse
Durch die Entwicklung eines eigenen Simulationsframeworks sollte vor allem
die Untersuchung der in Kapitel 4.4 genannten Punkte ermöglicht werden. Aus
diesem Ansatz ergeben sich die folgenden Anforderungen:
• Simulation von Signalstärkewerten für am Körper getragene Sensorkno-
ten.
• Simulation einer mittels inertialsensobasierter Ansätze geschätzten Aus-
bringtrajektorie auf Basis einer vorgegebenen (realen) Ausbringtrajektorie.
• Simulation des Einﬂusses zusätzlicher Personen im Sensornetzwerk.
• Miteinbezug experimenteller Daten beziehungsweise Kombination Ex-
periment/Simulation: Ausbring-Simulation/experimentelle Signalstärke-
werte, experimentelle Knotenpositionen/simulierte Personen und Trajek-
torien, ...
• Realistische Nachstellung des gewählten Experimentaldesigns beziehungs-
weise des Einsatzszenarios.
• Simulation von Ausfällen im Ankerknotennetzwerk.
In Bezug auf die zu untersuchenden Problemstellungen kann von einer genaue-
ren Modellierung der Kommunikation über alle OSI Schichten abgesehen wer-
den. Für die vorliegende Untersuchung liegt der Fokus auf der Lokalisierung.
Vom Einﬂuss von Kommunikations- und Netzwerkprotokollen wird abstrahiert.
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Datenbasis: 
• Modellierung reales 
Gebäude 
• Alternative Szenarien 
Gebäude und Störeinflüsse 
Simulationsdatensatz: 
Anwendung eines Lokalisierungsverfahrens 
für alle beteiligten Knoten 
• Simulierte Trajektorien 
• Reale Trajektorien 
• Ausfälle, Verfügbarkeiten 
• Weitere Knoten 
Mobile Knoten 
• Simulierte Positionen 
• Reale Positionen 
• Ausfälle, Verfügbarkeiten 
• Weitere Knoten 
Ankerknoten 
• GPS 
• Laufzeitmessungen (UWB) 
• …  
Weitere mögliche Module 
• Reale Signalstärke Daten 
• Simulierte Signalstärken 
• Einfluss von Personen 
Modul Signalstärken: 
Simulation Signalstärken 
Lokalisierungsdatensatz: Auswertung und Analyse 
• Reale Schätztrajektorie 
• Simulierte 
Schätztrajektorie 
Modul IMU: Simulation IMU 
Positionsschätzung 
Abbildung 4.18: Dreistuﬁger Aufbau der Simulation.
4.4.2 Konzept Simulationsumgebung
Simuliert werden Probleminstanzen, die den realen Experimentablauf nachbil-
den und teilweise auf den experimentellen Daten aufbauen. Der Ablauf dazu
ist in Abbildung 4.18 dargestellt. Zunächst wird ein Modell der Umgebung
erzeugt. Ebenfalls werden in diesem Gebäude gegangene Trajektorien (mobile
Knoten) erzeugt sowie Ankerknotenpositionen und entsprechende Verfügbar-
keiten festgelegt. Für reale Umgebungen können dabei real aufgenommene Tra-
jektorien oder Ankerknotenpositionen verwendet werden. Auch können aufge-
nommene reale RSS-Daten miteinbezogen und beeinﬂusst werden (Simulation
von Ausfällen einzelner Ankerknoten, Hinzufügen weiterer Knoten, ...).
Nachdem diese Datenbasis generiert ist, können unterschiedliche physikali-
sche Phänomene wie Signalstärken oder andere Distanzmessungen, Personen
im Lokalisierungsbereich oder Positionsschätzung durch Inertialnavigations-
ansätze simuliert werden (Simulationsdatensatz). Der resultierende Simula-
tionsdatensatz ist vergleichbar mit einem Experimentaldatensatz. Auf diesen
Simulationsdatensatz können dieselben Lokalisierungsalgorithmen angewandt








Abbildung 4.19: Mögliche Stapelverarbeitungen für unterschiedliche Kombina-
tionen von Parametern und Einstellungen.
Der dreistuﬁge Aufbau erlaubt dabei eine Stapelverarbeitung unterschied-
licher Parameterkombinationen und Einstellungen.
4.4.3 Umsetzung
Für die Umsetzung der einzelnen Module werden verschiedene Werkzeuge ein-
gesetzt.
Gebäude und mobile Knoten
Sowohl die Realisierung der Gebäudemodellierung als auch die Realisierung der
Trajektorien der mobilen Knoten erfolgt durch die 3D-Graﬁksoftware Blender.
Für die Gebäudemodellierung wurden Quader verwendet. Abbildung 4.20 zeigt
das Modell des zweiten Stocks des ITIV Gebäudes. Jeder Quader hat eine Ma-
terialeigenschaft (Glas, Stein, Stahlbeton, ...), die dann für die Simulation von
Signalstärkedaten verwendet werden kann. Durch die Integration mit der so-
genannten Blender Game Engine lassen sich die modellierten Gebäude virtuell
begehen, um damit Fußgänger Trajektorien zu erzeugen. Da die Game Engine
ein physikalisches Modell enthält, sind die erzeugten Trajektorien in Bezug auf
Bewegungsgeschwindigkeit und Bewegungsmöglichkeiten realistisch. Die Pro-
tokollierung der aktuellen Position erfolgt periodisch durch ein entsprechendes
Skript. Ebenfalls möglich ist das simulierte Ausbringen eines Ankerknotens
durch Tastendruck, bei dem die aktuelle Position in einer separaten Tabelle
gespeichert wird. Sowohl das Gebäude (Quader-Objekte) als auch die Position
von Ankerknoten (Sphere-Objekte) werden in einer X3D Datei gespeichert.
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Abbildung 4.20: Modellierung ITIV Gebäude in Blender.
Ankerknoten
Für das Management der Ankerknoten wird eine sogenannte Ankerknotenma-
trix erzeugt. Diese Matrix kann durch verschiedene Excel Makros bearbeitet
werden. Ankerknotenpositionen können zufällig in einem vorgegeben Bereich
erzeugt, aus einer realen Ankerknotenmatrix eingelesen oder aus einer X3D
Datei übernommen werden. Diese Ankerknoten können dann für jeden Zeit-
schritt binär als verfügbar oder ausgefallen markiert werden, um dadurch parti-
elle Ausfälle des Sensornetzwerks oder ein Ausbringen von Knoten abbilden zu
können. Weiterhin können die Ankerpositionen zufällig oder systematisch mit
Fehlern versehen werden, um Ungenauigkeiten in der Positionierung abbilden
zu können.
Simulation von Signalstärken
Wie in Kapitel 2.4.2 eingeführt, existieren verschiedene Ansätze zur Modellie-
rung des Signalstärkeabfalls in Gebäuden. Da die Verwendung von Ray-Tracing
Verfahren sehr rechenintensiv ist und vor allem auch eine sehr genaue Modellie-
rung des Gebäudes erfordert, wird für die Simulation ein statistisches Modell
(Kapitel 2.4.2) verwendet. Umgesetzt wurde ein Modell, bei dem neben der
Entfernung zwischen zwei Knoten auch noch die Wände im direkten Pfad be-
rücksichtigt werden (Abbildung 4.21). Als Grundlage dient dabei das in [31]
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Abbildung 4.21: Simulation der Signalstärke: Wände auf dem direkten Pfad
werden berücksichtigt.
vorgeschlagene und in [20] erweiterte Modell. Der Signalstärkeabfall wird zu
PL(d)[dB] = PL0[dB] + 10 α log10(d) +WAF + FAF (4.1)
modelliert. Zunächst wird Freiraumausbreitung angenommen (α = 2). Dann
wird, um Eﬀekte in Gebäuden abzubilden, eine Dämpfung durch Wände im
direkten Pfad (Wall Attenuation Factor,WAF ) modelliert. Dieser Term ergibt





wobei jede Wand (i = 1..N) mit einer normalverteilten Dämpfung WAFi ∼
N (µWAFi , σ2WAFi) eingeht. Die Parameter sind dabei abhängig vom Wandtyp.
Der maximale Einﬂuss der Wanddämpfung ist limitiert. Im Vergleich zu dem
in [20] vorgeschlagenen Modell wird damit eine weitere Zufallskomponente
für jede Wand auf dem direkten Pfad eingebracht. Zusätzlich wird für je-
den Knoten ein weiterer Bias (Floor Attenuation Facor, FAF ), der sich zu
FAFk ∼ N (µFAF , σ2FAF ) für jeden Knoten ergibt, simuliert. Die FAF Kom-
ponente wird für jeden Knoten einmalig simuliert, solange keine Positions-
änderung auftritt. Für mobile Knoten wird die FAF Komponente in jedem
Zeitschritt erneut simuliert. Die WAF Komponente beschreibt neben der Ab-
hängigkeit der Signalstärke von Anzahl und Art der Wände durch die Zufalls-
komponente auch alle weiteren, nicht ermittelten Parameter zur Beschaﬀenheit
der Wände. Es wird von einer symmetrischen Signalausbreitung ausgegangen,
sodass für jede Kommunikationstrecke nur ein Simulationsdurchgang erfolgen
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muss. Für Knoten, die längere Zeit am selben Ort bleiben, wird ein weiterer
mittelwertfreier additiver Rauschfaktor berücksichtigt, um damit sich leicht
verändernde Umgebungsbedingungen (z. B. Personen im selben Raum) oder
Quantisierungsrauschen abzubilden. Die Ermittlung der entsprechenden Pa-
rameter für jeden Wandtyp sowie eine sinnvolle Annahme für die knotenab-
hängigen Parameter erfolgt auf Basis einer Analyse der experimentellen Daten
(Kapitel 5.1.4).
Da sich die Gegenwart von Personen stark auf die ermittelten RSS Werte
auswirkt, wurde auch eine Berücksichtigung dieser Einﬂüsse durch eine diskrete
Simulation einzelner Fußgänger umgesetzt. Hierzu werden in einem vorgege-
benen Bereich eine Anzahl von Fußgängern an zufällig ausgewählten Punkten
instanziiert. Durch eine rekursive Aneinanderreihung von Trajektorienstücken
wird eine zufällige Trajektorie für jeden Fußgänger generiert. Dabei wird je-
weils aus einer Datenbank ein beliebiges Trajektorienstück gewählt und an
die letzte Position angehängt, sofern sich kein Schnittpunkt mit einer Wand
ergibt. Diese Herangehensweise erlaubt eine einfache erste Betrachtung. Da
eine realistischere Simulation komplexer Bewegungsmuster nur auf Basis ei-
nes speziﬁschen Szenarios möglich wäre, wurde im Rahmen der Arbeit darauf
verzichtet.
Simulation von Inertialnavigation-Trajektorien
Die realistische Simulation von Ansätzen zur Fußgängerinertialnavigation ist
ein vergleichsweise neues Forschungsfeld [12, 175]. Die übliche Herangehen-
weise ist die Simulation physikalischer IMU Daten basierend auf Annahmen
zu Inertialsensor-Fehlermodellen (Kapitel 2.2). Anhand der simulierten Da-
ten können Strapdown- und Lokalisierungsalgorithmen evaluiert werden [12].
Dieser Ansatz ist jedoch rechenintensiv aufgrund der relativ komplexen Mo-
dellierung des Fehlerverhaltens von Inertialsensoren.
Das primäre Ziel der Modellierung einer Inertialnavigation-Trajektorie in-
nerhalb der entwickelten Simulationsumgebung ist jedoch nicht ein Vergleich
oder eine Evaluierung verschiedener Strapdown-Algorithmen. Ermöglicht wer-
den soll die Abschätzung eines möglichen Fehlers einer geschätzten Ausbring-
trajektorie (gegangene Trajektorie beim Ausbringen der Ankerknoten) auf Ba-
sis einer realen beziehungsweise angenommenen Ausbringtrajektorie. Daher
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wurde von der Modellierung der Sensoren abgesehen und eine Simulation des
Fehlerverhaltens in jedem Zeitschritt auf Systemebene konzipiert. Diese Her-
angehensweise erlaubt die für die Zwecke dieser Arbeit erforderliche Simulation
von Positionsinformationen der Ankerknoten. Weiterhin ermöglicht dieser An-
satz eine Abstraktion von einem speziﬁschen Ansatz für die Koppelnavigation.
Ausgehend von einer vorgegebenen Trajektorie ~x1..~xt,end ergibt sich die ent-





t + Φ · e. (4.3)
Hierbei ist e ∼ N (µe, σ2e) die Realisierung einer normalverteilten Zufallsva-
riable mit Mittelwert µe = ~xt+1 − ~xt und Standardabweichung σe = c1 und
beeinﬂusst die während eines Zeitschritts zurückgelegte Strecke. Die 2×2 Dreh-
matrix Φ wirkt sich auf die jeweilige Bewegungsrichtung aus. Die jeweils aktu-
elle Bewegungsrichtung α wird in jedem Zeitschritt um einen Bias-behafteten,
normalverteilten Oﬀset δα ∼ N (µΦ, σ2Φ) inkrementiert.
Durch e lassen sich Fehler in der Längenschätzung (z. B. Schrittweite) mo-
dellieren, durch Φ Fehler in der Schätzung der aktuellen Bewegungsrichtung.
Beide Parameter beziehen dabei Bias-, sowie Rauscheﬀekte mit ein. Je nach
Wahl der Parameter können durch diese Herangehensweise eﬃzient mehrere
Realisierungen einer PDR Positionsschätzung einer Trajektorie generiert wer-
den, ohne jeweils eine statistisch signiﬁkante Anzahl an Experimenten durch-
führen zu müssen. Für jeweils einen Simulationsdurchgang werden die Werte
für die Biasse (µe und µΦ) einmalig festgelegt.
Simulation von GPS Positionen
Ebenfalls eine Reihe verschiedener Ansätze gibt es für die korrekte Modellie-
rung der Fehler eines GPS Empfängers (Kapitel 2.2.3). Unterschieden wird üb-
licherweise zwischen Fehlern aufgrund von Multipfadeﬀekten, Biasfehler durch
Wetter oder Geoid-Modellfehler und mittelwertfreien Zufallsfehlern [86]. Je
nach Art des Empfängers, der Positionierung und der Umgebung- und Wetter-
bedingungen ergeben sich in realen Anwendungen sehr unterschiedliche Fehler
in der ermittelten Position. Eine Aufschlüsselung der verschiedenen Fehlerquel-
len und deren Größenordnung ist in [133] und in [42] gegeben. Der sogenannte
User Equivalent Range Error (UERE) ist hierbei die Summe aller aktuell wir-
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Abbildung 4.22: Auswirkung der Mehrwegeausbreitung bei GPS Empfang.
kenden Größen. Als typische Größe für die Standardabweichung dieses Fehlers
im Freifeld werden in [42] 8 m angegeben. Durch die Verwendung eines DGPS
Empfängers können, basierend auf einem Korrektursignal, alle Fehler bis auf
die Mehrwegeausbreitung korrigiert werden und der Gesamtfehler reduziert
sich bis in einen Bereich von < 1 m im Freifeld. Da Mehrwegeeﬀekte (Ab-
bildung 4.22) sehr stark von der genauen Positionierung abhängen, kann der
entstehende Fehler nur schwer abgeschätzt werden.
Unter der Annahme, dass keine weiteren Informationen über die Positionie-
rung des Empfängers verfügbar sind, wird in [86] von einem mittelwertfreien
normalverteilten Fehler durch die Mehrwegeausbreitung ausgegangen. Für die
simulierten Positionen der Ankerknoten mit GPS Empfang ergibt sich damit
~an′n = ~ann + ~egps mit ~egps ∼ N (0, σ2an,gps).
Eine Abschätzung der Größenordnung von σan,gps erfolgt auf Basis verschie-
dener experimenteller Studien. In [177] wird eine Evaluierung des Fehlers von
HSGPS Receivern (High Sensitivity GPS) in Smartphones vorgenommen. Die
Autoren ermitteln einen mittleren horizontalen Positionierungsfehler im Be-
reich von 20 m nach einem Kaltstart für sehr ungünstige Bedingungen (am
Fenster, in Straßenschluchten oder im Wald). Vergleichbar dazu wird in [97]
ebenfalls eine experimentelle Quantiﬁzierung des Fehlers vorgenommen. Im
Freifeldversuch ergeben sich Fehler im Bereich von 2 − 3 m für eine Mitte-
lung über drei Minuten. Für die Positionierung eines GPS Empfängers direkt
am (oﬀenen) Fenster (Halbabschattung) werden auch nach einer Mittelung
über mehrere Minuten Fehler mit einer Standardabweichung im Bereich von
15 − 20 m festgestellt. Ebenfalls wird experimentell belegt, dass eine Positi-
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onsbestimmung in Innenräumen in größerer Entfernung zum Fenster nur in
Ausnahmefällen erfolgen kann.
Weitere mögliche Module
Für zukünftige Untersuchungen erlaubt die Simulationsumgebung die Umset-
zung und Integration weiterer Simulationsmodule. Für die signallaufzeitba-
sierte Lokalisierung durch UWB Signale ist die Integration eines UWB Moduls
angedacht. Eine erste Untersuchung möglicher laufzeitbasierter Lokalisierungs-
ansätze erfolgte im Rahmen einer studentischen Arbeit [194]. Die Fortführung





Im folgenden Kapitel werden die experimentell gewonnenen Signalstärkedaten
analysiert und die eingesetzten Modelle und Algorithmen zur Personenloka-
lisierung eingeführt. Insgesamt sechs verschiedene Ansätze zur Lokalisierung
wurden auf die in der Arbeit behandelte Problemstellung angepasst und im
Vergleich verwendet. Neben drei Kalmanﬁlterderivaten (Extended Kalmanﬁl-
ter, EKF, Unscented Kalmanﬁlter, UKF, Analytic Moment Calculation, AMC)
wurden ein Partikelﬁlter (PF), ein kräftebasiertes Verfahren (SPT) sowie ein
einfaches Weighted Centroid Verfahren (WCE) in den Vergleich miteinbezo-
gen.
5.1 Analyse der Signalstärke-Daten
Grundlage für die folgenden Auswertungen stellen immer die experimentell ge-
wonnenen Daten (Kapitel 4.3) dar, es sei denn, es wird explizit auf weitere,
ergänzende Experimente hingewiesen. Auf Basis der gewonnen Signalstärke-
daten kann untersucht werden, inwiefern sich aus den aufgezeichneten Emp-
fangsfeldstärken Aussagen in Bezug auf die Distanz treﬀen lassen und welche
Unterschiede zwischen unterschiedlichen Szenarien zu erkennen sind.
5.1.1 Parameterermittlung für Log-Distanz Modell
Betrachtet man die Abnahme der Signalstärken über die Distanz (Abbildung
5.1) ergibt sich die zu erwartende Kurve (exemplarisch dargestellt für die Ex-








































(b) Sportplatz 1 Experiment (Experiment b).
Abbildung 5.1: Abnahme der Signalstärke über die Distanz, Darstellung der
Anzahlen der für jedes Signalstärke/Distanz Paar empfangenen Pakete in den
Experimenten a und b.
steilerer Verlauf im Außenszenario. Eine mögliche Ursache könnte sein, dass
die Sensorknoten im Außenszenario direkt auf dem Boden ausgebracht wur-
den. Im Gegensatz dazu waren die Knoten im Innenszenario auf einem bis
eineinhalb Meter Höhe angebracht, was vermutlich einen Einﬂuss auf die Aus-
breitungscharakteristik hat.
Für die Umrechnung von Signalstärken in Distanzen wird das Log-Distanz
Modell verwendet. Hierbei wird angenommen, dass alle Sensorknoten mit der-
selben Sendeleistung arbeiten. Dies führt in der Realität aufgrund von Fer-
tigungstoleranzen zu geringen Ungenauigkeiten. Um die Parameter A und α
(Kapitel 2.4.2, Gl. 2.37) zu bestimmen, wird ein Fit des Modells
RSS(d) = A+ 10α · log10d (5.1)
auf die realen Daten berechnet. Wenn die Methode der kleinsten Quadrate
angewendet wird ergibt sich die zu lösende Zielfunktion zu
argminA,α : f(A,α) =
∑
i∈Pakete
(PL(d,A, α)− rssi)2. (5.2)
Um das Optimum zu ﬁnden, können iterative Verfahren wie zum Beispiel das
Gauss-Newton Verfahren verwendet werden. In Abbildung 5.2 sind die resul-
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a A: −58.9  α: 2.84
b A: −73.2  α: 1.62
c A: −52.8  α: 2.88
d A: −52.5  α: 3.08
e A: −65.5  α: 1.99
f A: −63.8  α: 1.85
g A: −62.3  α: 2
h A: −58.8  α: 2.6
i A: −61  α: 2.26
j A: −59.3  α: 2.49
(a) Verschiedene Experimente.

















L. H. A: −61.7  α: 2.39
R. H. A: −59.7  α: 2.35
Kopf A: −56.7  α: 2.69
Vorn A: −60.9  α: 2.43
Hinten A: −57.4  α: 2.57
(b) Verschiedene Knotenpositionen.
Abbildung 5.2: Vergleich der ermittelten Log-Distanz Modellparameter aus
einem Kurvenﬁt mit der Methode der kleinsten Fehlerquadrate.
tierenden Kurven für die verschiedenen Experimente (links) und Sensorkno-
tenpositionen am Körper (rechts) dargestellt. Man kann erkennen, dass sich
die Kurven für die unterschiedlichen Experimente und Knotenpositionen nur
geringfügig unterscheiden. Diese Unterschiede sind vor allem durch die unter-
schiedliche Knotendichte in den Experimenten bedingt (nur in Experiment f
kommen sehr großen Distanzen vor). Die jeweils in derselben Umgebung durch-
geführten Experimente (a,d und b,e und h,i,j) führen zu reproduzierbaren Re-
sultaten. Andere Knotenpositionen am Körper machen keinen Unterschied aus.
Ein exemplarischer Vergleich zwischen den jeweiligen Mittelwerten für eine
Distanz und dem angepassten Modell zeigt, dass das Modell eine gute Nähe-
rung erlaubt (Abbildung 5.3, links). Eine Möglichkeit, die Parameter in der
Anwendung zu ermitteln, besteht in der Durchführung einer Kalibrierung für
eine Umgebung, in der lokalisiert werden soll. In Abbildung 5.3 (rechts) wird
analysiert welche Auswirkungen sich auf das Modell ergeben, wenn nur ein Teil
der gesammelten Daten für den Fit verwendet wird. Anhand von Experiment
c wird exemplarisch gezeigt, dass sich nur ein sehr geringer Unterschied in den
optimalen Parametern ergibt, wenn nur ein Teil der Pakete des Experiments
verwendet werden. 0.01% der Pakete entsprechen in diesem Beispiel einer be-
nötigten Kalibrierungszeit von ungefähr 15 s. Alternativ dazu kann unter der
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(a) Vergleich Experiment mit Modell (Expe-
riment d).

















0.01% A: −46.3  α: 3.46
0.1% A: −51.8  α: 2.96
0.2% A: −52.9  α: 2.86
0.5% A: −52.5  α: 2.91
1% A: −52.9  α: 2.87
5% A: −53  α: 2.87
10% A: −53  α: 2.87
100% A: −52.8  α: 2.88
(b) Fitting-Ergebnisse für anteilig benutzte
Daten als Trainingsdaten (Experiment c).
Abbildung 5.3: Modellierung des Signalstärkeabfalls.
Experiment a b c d e f g h i j
α 2.73 2.57 2.28 2.43 2.37 2.08 2.16 2.5 2.35 2.42
Tabelle 5.1: Pfadverlustkoeﬃzienten in verschiedenen Experimenten für kon-
stant angenommenes A = −60 dBm aus Fit.
üblicherweise verwendeten Modellannahme, dass A der Sendeleistung in einem
Meter Entfernung entspricht, der Wert für A festgehalten werden und nur
der Pfadverlustkoeﬃzient α bestimmt werden (Tabelle 5.1). Die sich ergeben-
den Werte sind mit den Literaturwerten für ähnliche Experimente vergleichbar
[25, 117, 145].




Eine Untersuchung der Sensitivität der verschiedenen Lokalisierungsansätze in
Bezug auf die Modellparameter erfolgt in Kapitel 6.
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Abbildung 5.4: Signalstärke (blau) und entsprechende Distanz (rot), sowie Re-
ferenzdistanz, wenn Knoten nicht empfangen wurde (grün).
5.1.2 Aussagekraft von Signalstärken in Bezug auf die
Distanz und Plausibilitätsprüfung
Abbildung 5.4 stellt für ein exemplarisches Experiment und Knotenpaar den
Zusammenhang zwischen Signalstärke und Distanz über die Zeit dar. Es ist
deutlich zu erkennen, dass die Signalverläufe negativ korreliert sind. Für den
mittleren Bereich zwischen circa 400 s und 700 s war der Ankerknoten nicht
in Reichweite und es wurden keine Pakete empfangen. Wenn aus den Signal-
stärken durch das Log-Distanz Modell Distanzen abgeleitet werden, kann die
Kreuzkorrelation berechnet werden. Abbildung 5.5 stellt einen Vergleich der
für die verschiedenen Knotenpositionen am Körper ermittelten Korrelations-
koeﬃzienten dar. Abbildung 5.6 vergleicht die verschiedenen Experimente. Es
ist zu erkennen, dass die Position des am Körper getragenen Knotens nur einen
geringen Einﬂuss auf die Korrelation der Signalstärken mit der Distanz hat.
Die höchsten Werte ergeben sich für den auf dem Kopf getragenen Knoten,
der mehr oder weniger eine direkte Verbindung in alle Richtungen ermöglicht.
Die unterschiedlichen Umgebungen resultieren in leicht unterschiedlichen Kor-
relationskoeﬃzienten.
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Abbildung 5.5: Vergleich der Verteilungen der Kreuzkorrelationskoeﬃzienten
zwischen berechneten Distanzen aus empfangenen Signalstärken und wahren
Distanzen (Ground Truth) für verschiedene Knotenpositionen am Körper.





















Abbildung 5.6: Vergleich der Verteilungen der Kreuzkorrelationskoeﬃzienten
zwischen berechneten Distanzen aus empfangenen Signalstärken und wahren
















µ = −2.76 m σ = 10.4 m
µ = −0.248 m σ = 8.32 m
(a) Histogramm der sich ergebenden Distanz-
fehler (Experiment c) im Vergleich zur mo-
dellierten Normalverteilung für alle Paketen
(rot) und Pakete mit RSS ≥ −98 dBm.































(b) Standardabweichung der Distanzschät-
zung als Funktion der Signalstärke für die
unterschiedlichen Experimente (a-j) und ge-
wählte Modellierung (schwarz gepunktete Li-
nie).
Abbildung 5.7: Analyse der Schätzfehler aus dem Log-Distanz Modell.
Insgesamt ergibt die Analyse zwar leichte Vorteile für den Knoten auf dem
Kopf, jedoch sind die Schwankungen zwischen den Experimenten größer als
die Schwankungen zwischen unterschiedlichen Knotenpositionen.
5.1.3 Abschätzung der Varianz
Um die Güte der Distanzschätzungen bewerten zu können und einen Ansatz-
punkt für die Deﬁnition des Messrauschens für die weiteren Auswertungen zu
bekommen, muss die Standardabweichung der Distanzschätzungen analysiert
werden. Abbildung 5.7 zeigt exemplarisch für Experiment c das Histogramm
der Fehler, wenn alle Pakete (rot) sowie nur Pakete oberhalb der für den Tran-
sceiver angegebenen Sensitivitätsgrenze (−98 dBm) (blau) berücksichtigt wer-
den.
Man kann erkennen, dass die Annahme einer Normalverteilung näherungs-
weise erfüllt ist. Wie aus vorangegangenen Arbeiten bekannt, ist die Standard-
abweichung der RSS Werte ([dBm]) ungefähr konstant über die Distanz [117].
Für die Modellierung des Messrauschens (r[m]) wird daher eine Proportiona-
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lität zu 5.3 angenommen. Auf der rechten Seite in Abbildung 5.7 ist die re-
sultierende Standardabweichung in Abhängigkeit der Signalstärke dargestellt.
Für das Messrauschen r(rss) ergibt sich in Abhängigkeit der Signalstärke
r(rss) = c · 10A−rss10∗α (5.4)
mit den Parametern A und α des Log-Distanz Modells. Der Proportionalitäts-
faktor wurde zu c = 0, 45 bestimmt. Die schwarze, gepunktete Linie zeigt die
Modellierung im Vergleich zu den realen Daten.
Um ein Überﬁtting zu vermeiden, wird auf Basis der Fit Ergebnisse aus dem
vorigen Kapitel für alle folgenden Auswertungen dieses Rauschmodell immer
mit denselben Parametern A = 60, α = 2, 5 verwendet (ein Parametersatz für
alle Umgebungen).
5.1.4 Parametrierung Simulationsmodell
Für das Simulationsmodell (Kapitel 4.4.3) wurde die Parametrierung zum
einen auf Basis einer im ITIV Gebäude im Rahmen einer studentischen Ar-
beit durchgeführten Versuchsreihe vorgenommen [183]. Zum anderen wurde die
Untersuchung aus [147] aufgegriﬀen, in der in einer aufwändigen, experimen-
tellen Studie verschiedene Baumaterialien auf ihre Dämpfungseigenschaften
von elektromagnetischen Wellen in unterschiedlichen Frequenzbereichen un-
tersucht wurden. In Tabelle 5.2 werden die am ITIV experimentell ermittelten
Werte mit den Literaturwerten verglichen. Durch den Vergleich konnten damit
realistische Parameter für die Wandtypen Glas, Backstein, Stahlbeton, Stahl
(Aufzug), Gips und Holz ermittelt werden.
Für die Simulation wird, wie in Kapitel 4.4.3 beschrieben, von Freiraum-
ausbreitung (α = 2) ausgegangen und jeweils für Objekte im direkten Pfad
ein Abzug angenommen. Die mittlere Signalstärke in einem Meter Entfernung
wurde ebenfalls experimentell zu −60 dBm bestimmt. Um die Simulation zu
veriﬁzieren wurde ein Vergleich der real durchgeführten Experimente mit si-
mulierten Instanzen vorgenommen. Hierzu wurden real durchgeführte Läufe
mit entsprechenden Simulationen (gleiche Ankerknoten, gleiche Trajektorien)
verglichen. Abbildung 5.8 zeigt den Verlauf der realen und simulierten Signal-
stärkewerte über die Zeit für ein beispielhaftes Knotenpaar (Anker und mobiler
Knoten). Betrachtet man die Kreuzkorrelation zwischen beiden Signalen, er-
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Material # Sample µWAF,eig. σWAF,eig. µWAF,lit. µWAF
Glas 3 1,7 1,2 1,5 2
Backstein 3 15,3 5,7 8 11
Stahlbeton 3 32 8,6 35 34
Stahl 2 >40 % % 50
Gips 3 12,8 5,7 % 9
Holz 2 4,3 3,9 1,3 3
Tabelle 5.2: Dämpfungseigenschaften unterschiedlicher Wandtypen [dB] (Ei-
gene Messungen, Literaturwerte und resultierende Simulationsparameter).
























Abbildung 5.8: Vergleich des Signalstärkeverlaufs über die Zeit in Realität
(rot) und Simulation (blau) für ein (reales) Beispielexperiment und eine ent-








































Abbildung 5.9: Vergleich der Anzahlen aufgezeichneter Pakete für Signalstärke
/ Distanz Paare in Simulation und Realität zeigt ein ähnliches Verhalten.
geben sich für die verglichenen Instanzen Werte zwischen 0, 4 und 0, 88 mit
einem Mittelwert von 0, 72. Abbildung 5.9 zeigt die resultierenden Verteilun-
gen der Signalstärken in Abhängigkeit der Distanz. Insgesamt ergeben sich
zwar Unterschiede, jedoch ist das simulierte Verhalten in der Gesamtschau
ausreichend vergleichbar, um durch die Simulation einen ersten Eindruck des
realen Verhaltens gewinnen zu können.
5.2 Systemmodellierung
Für die Verarbeitung von Signalstärkedaten zur Positionsschätzung werden
zwei verschiedene Systemmodelle berücksichtigt. Der Zustand wird jeweils durch
die beiden ersten Momente (Mittelwert und Kovarianz) repräsentiert. Alle ver-
wendeten Lokalisierungsverfahren arbeiten rekursiv und erfüllen die Markov
Annahme.
5.2.1 Position Modell
Zunächst wird nur die aktuelle Position in den Zustandsvektor aufgenommen,
sodass für den zweidimensionalen Fall gilt ~x = [x1, x2]T . Da keine weiteren
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Informationen über die Bewegung der zu lokalisierenden Person berücksichtigt
werden, ergibt sich die Systemmatrix A als Einheitsmatrix. In der Prädiktion
gilt ~ˆxk+1|k = ~xk. Für die Kovarianz des Systemrauschens wird angenommen,
dass beide Richtungen (im betrachteten zweidimensionalen Fall) unabhängig
und gleichermaßen verrauscht sind, sodass sich
Q =
(
dt · q2 0
0 dt · q2
)
(5.5)
als symmetrische Matrix in Abhängigkeit der Zeitschrittlänge dt und der Stan-
dardabweichung des Systemrauschens q ergibt. Für die Prädiktion der System-
Kovarianz ergibt sich damit
Pˆk+1|k = Pˆk +Q. (5.6)
Da das Systemrauschen hier die gesamte Bewegung abbilden muss (kein Be-
wegungsmodell), müsste für eine experimentelle Ermittlung von q eine umfas-
sende Untersuchung der normalen Bewegung unter den speziﬁzierten Anwen-
dungsbedingungen angestellt werden. Ein zu großer Wert führt zu einem zu
trägen Verhalten; die Wahl eines zu kleinen Wertes bedingt eine starke Ge-
wichtung der Messungen und damit einen geringeren Filtereﬀekt. Da für die
Bewegung in der realen Anwendung keine Daten vorliegen, wurde eine Ab-
schätzung getroﬀen.
Abbildung 5.10 zeigt links eine Darstellung der sich ergebenden (normali-
sierten), mittleren Lokalisierungsgenauigkeiten auf Basis eines EKF für ver-
schiedene Werte von q für alle Experimente, Läufe und Knoten. Man kann
erkennen, dass das Filter in Bezug auf die mittlere Lokalisierungsgenauigkeit
sensitiv gegenüber der Einstellung des Systemrauschens q ist. Insbesondere
sehr kleine Werte erlauben dem Filter nicht mehr, der Bewegung zu folgen. Zu
große Werte führen zu einer sehr starken Gewichtung der Messungen und damit
zu einer geringeren Glättung. Der optimale Wert über die in allen Experimen-
ten gegangenen Trajektorien liegt im Bereich von 0.5 m für eine Updaterate
von 1 Hz. In Bezug auf die Ergebnisse führen über alle Experimente Wer-
te zwischen 0.2 und 0.5 m zu sehr vergleichbaren Verteilungen der mittleren
Genauigkeiten.
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Abbildung 5.10: Verteilung der mittleren Lokalisierungsgenauigkeiten über alle
Experimente in Abhängigkeit des gewählten Systemrauschens (Beispiel EKF
Lokalisierung).
5.2.2 Position-Geschwindigkeit Modell
Wenn alternativ zum oben eingeführten Position Modell auch noch die Ge-
schwindigkeit des zu lokalisierenden Fußgängers mitgeschätzt wird (~x = [x1, x2
, v1, v2]
T ), ergibt sich die Systemmatrix zu
A =
(








q2 · dt3/3 0 q2 · dt2/2 0
0 q2 · dt3/3 0 q2 · dt2/2
q2 · dt2/2 0 q2 0
0 q2 · dt2/2 0 q2
 (5.8)
auf Basis der Standardabweichung q benutzt. Da die Schätzung der Geschwin-
digkeit keine weiteren Informationen über Richtungsänderungen beinhaltet,
muss auch in diesem Fall das Systemrauschen Richtungsänderungen mit ab-
bilden. Für eine detaillierte Herleitung des Rauschmodells (5.8) wird auf [165]
verwiesen.
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In Abbildung 5.10 wird rechts auch für dieses Modell eine entsprechende
Sensitivitätsanalyse für die experimentell gewonnen Daten gezeigt. Bereits ein
sehr viel geringer angenommenes Systemrauschen (im Bereich von 0.01 m bei
1 Hz Updaterate) führt zu guten Ergebnissen. Wie zuvor gilt auch hier, dass
eine experimentelle Ermittlung der Werte ein sehr viel genaueres Wissen über
typische Bewegungen in der Anwendung oder einen umfangreichen und sehr
anwendungsnahen Versuchsdatensatz erfordern würde.
5.3 Lokalisierungsalgorithmen
Für die Lokalisierung wurden sechs verschiedene Algorithmen untersucht.
5.3.1 Extended Kalmanﬁlter
Beim Extended Kalmanﬁlter wird in der Prädiktion das Systemmodell direkt
verwendet
~ˆxk+1 = A · ~xk (5.9)
Dann werden auf Basis der gemessenen Signalstärken rss = rss1..rssn zu den
verschiedenen Ankerknoten an Positionen ~an1.. ~ann zunächst durch das Log-
Distanz Modell 5.3 die entsprechenden Distanzwerte d = d1..dn bestimmt. Da
die Distanzen mit di = || ~ani − ~x||, i = 1..n in nichtlinearer Beziehung zum
Zustand stehen, muss bei der Messfunktion
di = || ~ani − ~x||+ ~ni (5.10)
eine Linearisierung erfolgen. Der Rauschterm ~ni wird hierbei als normalverteilt
und mittelwertfrei angenommen. Für die Standardabweichung des Messrau-
schens r wird die abgeleitete Proportionalität des Rauschens zur gemessenen
Distanz (Kapitel 5.1.3, Gl. 5.4) benutzt. Die Messmatrix ergibt sich dann auf















für die Länge m des Zustandsvektors (m = 2 für das Position Modell, m = 4
für das Position-Geschwindigkeit Modell). Für eine eﬃziente Verarbeitung wer-
den alle während eines Zeitschrittes gemessenen Signalstärkewerte gleichzeitig
verarbeitet. Im Messschritt können daraus dann Kalman Gain
Kk = Pˆk+1|kHTS−1k (5.12)
mit
Sk = HPˆk+1|kHT +Rk, (5.13)
sowie der neue Zustand
~xk+1 =~ˆxk+1 +K(d− h(~xk)), (5.14)
und die neue Kovarianz
Pk+1 = Pˆk|k −KkSkKTk , (5.15)
wie in Kapitel 2.3.1 (Gl. 2.23-2.28) beschrieben, abgeleitet werden.
5.3.2 Unscented Kalmanﬁlter
Für die UKF-Lokalisierung wird auf Basis des in [158] dargestellten Algorith-
mus gearbeitet. Zunächst werden Zustandsvektor und Kovarianzmatrix um














Dann werden für den erweiterten Zustand 2m+1 Sigma Punkte Xi gewählt, so-
dass Mittelwert und Kovarianz der ursprünglichen Zustandsschätzung erhalten
bleiben. Die Sigma Punkte und deren Gewichte ergeben sich zu
X 0 = x¯k




















j = 1 und der entsprechenden Zeile der Wurzelmatrix von m · Pk.
Im Prädiktionsschritt werden diese Punkte propagiert. Für die dem ursprüng-
lichen Systemzustand entsprechenden Elemente erfolgt dies durch das System-
modell, für die anderen Elemente durch das Messmodell. Beide Modelle können
dabei nichtlinear sein. Aus den propagierten Punkten können der prädizierte
Mittelwert und die prädizierte Kovarianz des Systemzustands berechnet wer-
den. Ebenfalls können aus den propagierten Messungen jeweils Mittelwert und
Kovarianz (sog. Innovation Covariance) berechnet werden. Auf dieser Basis ist
im Messschritt der Kalman Gain für jeden Sigma Punkt berechenbar und es
kann mithilfe des Kalmanﬁlter-Updates der neue Zustand und die neue Kova-
rianz berechnet werden.
5.3.3 Analytic Moment Calculation
Im Gegensatz zur Linearisierung in einem Punkt beim EKF sowie zur Sample-
basierten Näherung beim UKF erfolgt bei dem in [27] vorgestellten Verfahren
eine direkte Ableitung der neuen Momente.
Hierzu wird anstatt des Messmodells aus 5.10 ein sogenanntes noise-before-
nonlinearity model
hi(~x) = || ~ani − ~x− ~ni|| (5.18)
verwendet, bei dem das Rauschen als Teil der Messgröße behandelt wird. Eine
mögliche Interpretation dieses Modells besteht darin, dass die Unsicherheit in
Bezug auf die Position der Ankerknoten und nicht auf die gemessene Distanz
interpretiert wird.
In der Prädiktion des Zustandes ergibt sich zunächst kein Unterschied zum
EKF. Im Messschritt wird ausgenutzt, dass das verwendete Messmodell eine di-
rekte (analytische) Ableitung der neuen Momente ohne Linearisierung erlaubt.
Die Kovarianzmatrizen der Messungen können direkt abgeleitet und damit der
neue Zustand berechnet werden. Insgesamt ist die Komplexität des Verfahrens
geringer als das UKF, da keine Matrixwurzel berechnet werden muss [27].
5.3.4 Partikelﬁlter
Alle drei eingeführten Verfahren gehen von einer Beschreibung des Systemzu-
stands durch eine Gauß-Verteilung aus. Bei der Lokalisierung durch das Par-
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tikelﬁlter wird im Gegensatz dazu eine Annäherung durch Samples (Partikel)
verwendet. Die Zustandsschätzung erfolgt beispielsweise aus Mittelwert, Me-
dian oder Modalwert der Partikel.
Die Implementierung im Rahmen dieser Arbeit erfolgt auf Basis der Be-
schreibung in [11] als Sequential Importance Resampling (SIR) Filter. Auf-
grund der hohen Anforderungen an die Rechenleistung wurde das Partikelﬁl-
ter nur auf die Position (P-Modell) angewendet. Für einen zweidimensionalen
Zustand kann damit beispielsweise mit jeweils 100 verschiedenen Werten pro
Dimension initialisiert werden, sodass sich 1002 Partikel ergeben. Für einen
vierdimensionalen Zustand ergäben mit derselben Granularität bereits 1004
Partikel, was sehr hohe Anforderungen an die Rechenleistung stellen würde
und in Anbetracht der hohen Updaterate nur marginale Verbesserungen er-
warten ließe.




k,2] für i =




k = 1. Initial werden die Partikel
gleichverteilt und gleichgewichtet im gesamten Lokalisierungsgebiet verteilt.
In der Prädiktion wird für jedes Partikel einer Realisierung des Systemmodells
verwendet. In Fall des Position Modells wird demzufolge aus der zweidimen-
sionalen Wahrscheinlichkeitsdichte N (0, q) gezogen. Im Messschritt wird jedes
Partikel in Bezug zur Messung durch eine Likelihood Funktion bewertet und
das Gewicht entsprechend angepasst. Im Rahmen dieser Arbeit wurde als nahe-
liegende Wahl für die Likelihood Funktion für jede Messung direkt die Dichte-
funktion einer angenommenen Normalverteilung der Messungen benutzt. Für














verwendet. Für jede aktuelle Ankerknotenposition wird die Wahrscheinlichkeit
einer gemessenen Distanz dan auf Basis der aktuellen Positionsschätzung und
der Messvarianz σd (Modell aus Kapitel 5.1.3) bewertet. Diese Gewichtung
wird für jedes Partikel jeweils für alle Distanzmessungen zu den Ankerknoten
durchgeführt. Alternativ könnten distanzbasierte Metriken als Likelihoodfunk-
tion verwendet werden.
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Da die Integration von Kartenmaterial beim Partikelﬁlter eﬀektiv realisier-
bar ist, wird zusätzlich auch vorhandenes Kartenmaterial berücksichtigt. In der
Estimation wird dazu für jedes Partikel geprüft, ob die prädizierte Bewegung




 0, wenn Partikelbewegung durch Wandwik+1, sonst . (5.21)
Insgesamt ergeben sich die neuen Gewichte in der Estimation als Verkettung
der beiden Funktionen zu
fges = f1 ◦ f2. (5.22)
Um danach wieder eine Ableitung des Zustandes zu erlauben, erfolgt eine Nor-
malisierung der Gewichte. Um zu verhindern, dass sich das Gewicht immer
weiter in sehr wenigen Partikeln akkumuliert (Sample Degeneracy) wird in
einem Resample Schritt ein neues Partikelset generiert. Es wäre möglich, in je-
dem Updateschritt eine entsprechende Resampling Prozedur auszuführen, was
jedoch auch zu einer schlechteren Repräsentation der Verteilung führen könnte
(Sample Impoverishment). Um dies zu verhindern, wird das Resampling basie-
rend auf einem Qualitätsmerkmal ausgeführt. Im Rahmen dieser Arbeit wird
die sogenannte eﬀektive Samplegröße neff = 1/
∑N
i=1(w
i)2 verwendet [11]. Ver-
wendet wird das in den meisten Arbeiten eingesetzte Systematic Resampling,
bei dem jedes Partikel entweder gelöscht oder vervielfältigt werden kann. Je
höher das initiale Gewicht, desto höher die Wahrscheinlichkeit vervielfältigt zu
werden [11].
Die Positionsschätzung erfolgt als gewichteter Mittelwert der Partikel. Die
Verwendung von Median oder Modalwert führte in den im Rahmen der Arbeit
untersuchten Instanzen nur zu geringen Unterschieden und wurde daher nicht
weiterverfolgt.
Für das Partikelﬁlter muss angemerkt werden, dass die Fusion von Kar-
tenmaterial als zusätzliche Informationsquelle zu einem Vorteil gegenüber den
anderen verwendeten Ansätzen führt. Grund für die Miteinbeziehung in den




Ein sehr einfach umzusetzender Lokalisierungsansatz besteht in der Wahl eines
gewichteten Mittelwertes (Weighted Centroid, WCE) aller aktuell empfange-




wi,k · ~ani,k. (5.23)
Für die Wahl des Gewichtungsfaktors wurden verschiedene Ansätze vorgestellt.





in Abhängigkeit eines Parameters g [24, 28]. Für den Vergleich in






Zusätzlich wird ein gleitender Mittelwert verwendet, um eine Glättung der
geschätzten Bewegung zu erreichen. Für die Positionsschätzung ergibt sich
~xk+1 = (1− c) · ~xk + c ·
m∑
i=1
wi,k · ~ani,k, (5.25)
wobei der Glättungsfaktor c in Abhängigkeit der Messfrequenz zu wählen ist.
Der gravierender Nachteil des Verfahrens ist, dass keine Positionen außerhalb
des Ankerknotennetzwerks als Schätzwert möglich sind.
5.3.6 Spring Tracker
Eine weitere Möglichkeit zur Schätzung der Position besteht in der Verwen-
dung eines kräftebasierten Verfahrens. Die gemessenen Distanzen werden je-
weils als Kräfte modelliert und es wird durch eine iterative Annäherung ein
Kräftegleichgewicht als Positionsschätzung bestimmt. Hierbei sind verschie-
dene Kraftdeﬁnitionen möglich. Für diese Arbeit wurden Ansatz und Modell




|| ~ani − ~xk||︸ ︷︷ ︸
T1





in Abhängigkeit der aktuellen Positionsschätzung ~xk und der gemessenen Di-
stanz di. Eine im Vergleich zur aktuellen Position kleiner gemessene Distanz
führt zu einer anziehenden Kraft (T1 > T2), ansonsten erfolgt eine Absto-
ßung. Ähnlich der Berücksichtigung der über die Distanz steigenden Varianz
bei den anderen Lokalisierungsansätzen ergibt sich aus dieser Kraftdeﬁnition
eine geringere Gewichtung von Messungen großer Distanzen.
Vergleichbar zum Bewegungsmodell beziehungsweise zum gleitenden Mittel-
wert können zusätzlich Kräfte zwischen aufeinanderfolgenden Positionsschät-
zungen berücksichtigt werden. Eine Möglichkeit dazu besteht in der Einfüh-
rung einer maximalen erwarteten Bewegungsdistanz pro Zeitschritt dmax und
der Modellierung einer Kraft
~Fmov =

||~xk+1 − ~xk|| − dmax||~xk+1 − ~xk|| für ||~xk+1 − ~xk|| > dmax
0 für ||~xk+1 − ~xk|| ≤ dmax
, (5.27)
wenn diese überschritten wird. Insgesamt ergibt sich der resultierende Kraft-
vektor aus einer gewichteten Summe aller Kräfte
~Fges = c ·
∑
~Fi + (1− c) · ~Fmov. (5.28)
Auch hier ist der Gewichtungsfaktor c in Abhängigkeit der Zeitschrittlänge zu
wählen.
Die Positionsschätzung erfolgt durch eine iterative Annäherung des Kräfte-
gleichgewichtes mittels mehrerer Bewegungen in Richtung des jeweils resultie-
renden Kraftvektors. Für diese Arbeit wird eine feste Anzahl an Iterationen
bei abnehmender Sprungweite verwendet. Weitere Details und Verwendungs-
möglichkeiten des Verfahrens werden in [231] diskutiert.
5.4 Parametrierung der Lokalisierungsalgorith-
men
Um die beschrieben Algorithmen vergleichbar zu machen, wurden über alle
Läufe, für alle Knoten und für alle Algorithmen dieselben Log-Distanz Mo-
dell Parameter verwendet (Kapitel 5.1.1). Für das Messrauschen wurde der
hergeleitete lineare Zusammenhang angenommen. Für die Kalmanﬁlterderiva-
te wurden für beide Systemmodelle geeignete Werte für das Systemrauschen
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(a) Weighted Centroid Lokalisierung (0 <
c < 1).





















(b) Spring Tracker Lokalisierung (0 < c <
∞).
Abbildung 5.11: Verteilung der resultierenden Lokalisierungsgenauigkeiten
durch Weighted Centroid (links) und Spring Tracker (rechts) Ansätze in Ab-
hängigkeit des Gewichtungsparameters c (Beispiellauf).
aus der Sensitivitätsanalyse (Abbildung 5.10) bestimmt. Wie in Kapitel 5.2
gezeigt, sind die Filter in Bezug auf die erreichbare Lokalisierungsgenauigkeit
nur wenig sensitiv auf die Wahl des Systemrauschens q. Vergleichbar zu die-
ser Analyse zeigt Abbildung 5.11 eine entsprechende Sensitivitätsanalyse für
den Spring-Tracking Algorithmus und den Weighted Centroid Ansatz. Für den
Weighted Centroid Algorithmus zeigt sich, dass nur sehr kleine Gewichtungs-
werte c ≤ 0, 06 (sehr starke Glättung) zu wesentlich schlechteren Ergebnissen
führen, sodass die Positionsschätzung der Bewegung nicht mehr folgen kann.
Alle anderen Werte liefern ähnliche Genauigkeiten. Vergleichbar ergeben sich
für den Gewichtungsparameter beim Spring Tracker Ansatz ebenfalls nur gerin-
ge Unterschiede für einen relativ breiten Bereich. In Bezug auf die resultierende
Genauigkeit sind beide Verfahren sehr robust gegenüber den Parametern.
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Parameter Algorithmus
EKF UKF AMC PAR WCE SPT
Systemrauschen (qp) 0,4 0,4 0,4 1 % %
Systemrauschen (qpv) 0,05 0,05 0,05 % % %
Gewichtungsfaktor (c) % % % % 0.3 2
Tabelle 5.3: Verwendete Parameter für den Vergleich der Lokalisierungsalgo-
rithmen für die Verwendung Position Modells (p), des Position-Geschwindig-
keit Modells (pv) und Gewichtungsfaktor c für Weighted Centroid und Spring
Tracker Ansatz.
Tabelle 5.3 fasst die verwendeten Parameter zusammen. Alle Kalmanﬁlter-
derivate verwenden dieselbe Größe für das Systemrauschen. Für das Parti-
kelﬁlter wird aufgrund der zusätzlichen Fusionierung der Wände ein höherer
Wert verwendet. Aufgrund der aufgezeigten geringen Sensitivität der verschie-
denen Algorithmen auf Variationen der Parameter wird darauf verzichtet, eine
Trennung in Test- und Evaluierungsdaten vorzunehmen und einen wirklichen
Optimalwert abzuleiten. Auf eine Optimierung auf ein einzelnes Experiment





Im Folgenden werden die verschiedenen verwendeten Lokalisierungsalgorith-
men auf die gesammelten Signalstärkedaten angewendet. Teile der dargestell-
ten Ergebnisse wurden auf mehreren Konferenzen dem Fachpublikum vorge-
stellt [212, 217, 218, 231].
Verglichen werden die drei dargestellten Kalmanﬁlterderivate, jeweils mit
und ohne Bewegungsmodell (EKFp, UKFp, AMCp, EKFpv, UKFpv, AMCpv),
der Spring Tracker Ansatz (SPT), der Weighted Centroid (WCE) Ansatz, so-
wie das Partikelﬁlter (PF). Die Initialisierung aller Algorithmen erfolgt im Ur-
sprung und gegebenenfalls mit Geschwindigkeit 0. Für das Partikelﬁlter erfolgt
die Initialisierung durch eine Gleichverteilung der Partikel über das gesamte
Gebiet. Für die Kalmanﬁlterderivate werden die jeweiligen Kovarianzmatrizen
mit sehr hohen Werten initialisiert. Die Evaluierung der Algorithmen (Kapitel
3.1.3) im Folgenden wird aus Vergleichbarkeitsgründen hauptsächlich auf Basis
der Lokalisierungsgenauigkeit, also des mittleren quadratischen Fehlers für die
Fehler in x1 und x2 Richtung, vorgenommen. Weiterhin werden auch Präzision
(Fehlerverteilung), Komplexität und Robustheit in Bezug auf unterschiedliche
Szenarien und Positionierungen am Körper betrachtet. Alle Auswertungen be-
ziehen sich auf die realen Daten, solange nicht explizit auf die Verwendung
simulierter Daten hingewiesen wird.
Abbildung 6.1 zeigt ein Beispiel für eine geschätzte Trajektorie im ITIV Ge-



















(b) Partikelﬁlter, mittlerer quadratischer
Fehler 2, 07 m.
Abbildung 6.1: Lokalisierung einer Person im ITIV Institutsgebäude durch
EKF und Partikelﬁlter, Referenz (blau) und geschätzte Trajektorie (rot) für
Beispiellauf.
EKF dargestellt, auf der rechten die Partikelﬁlterlokalisierung (Mittelwerte der
Partikelwolke) auf Basis derselben Eingangsdaten. Die höheren Schwankungen
beim EKF erklären sich durch das relativ hoch angenommene Systemrauschen.
Geringere Werte für q führen zu deutlich glatteren Trajektorien, jedoch auch zu
einem langsameren Filterverhalten (Nachlaufen) und damit zu größeren mitt-
leren Fehlern. Die Partikelﬁlterlokalisierung führt zu einer geringfügig höheren
Genauigkeit, was jedoch vor allem an der Miteinbeziehung der Karte liegt. Ein
Anteil des Fehlers resultiert aus der Initialisierung im Ursprung. Die Filter be-
nötigen jeweils einige Zeitschritte, um zu Beginn des Experiments in die Nähe
der korrekten Position zu kommen.
6.1 Erzielbare Genauigkeiten
Im Vergleich der verschiedenen Filter für alle Experimente ergeben sich mitt-
lere Genauigkeiten im Bereich von 4 m über alle Läufe in allen Experimenten
(Abbildung 6.2). Die dargestellte Auswertung vergleicht die Verteilung der
resultierenden mittleren Genauigkeiten in den verschiedenen Läufen aller Ex-
perimente. Alle Filter resultieren in vergleichbaren mittleren Fehlern. Bemer-
kenswert ist hierbei das gute Abschneiden des Weighted Centroid Lokalisie-
rungsalgorithmus. Für das gewählte Setup entspricht die erzielte Genauigkeit
in etwa den komplexeren Kalmanﬁlterderivaten oder graphentheoretischen An-
sätzen. Beim SPT Algorithmus muss angemerkt werden, dass durch die Wahl
anderer Parameter für den Einschwingvorgang möglicherweise weiteres Opti-
mierungspotential besteht [231].
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Abbildung 6.2: Verteilung der mittleren quadratischen Fehler für alle neun
verschiedenen Lokalisierungsalgorithmen in den Läufen aller Experimente.
Da für diese Auswertung nur eine Karte des neuen ITIV Gebäudes berück-
sichtigt wurde, ist die in Abbildung 6.2 dargestellte Genauigkeit für das Parti-
kelﬁlter auch nur auf die Experimente h,i und j bezogen. Betrachtet man auch
bei den anderen Lokalisierungsalgorithmen ebenfalls nur die letzten drei Expe-
rimente (h-j), ergeben sich die in Abbildung 6.3 dargestellten Genauigkeiten.
Man kann erkennen, dass das Partikelﬁlter zwar erwartungsgemäß die höchs-
te Genauigkeit liefert, die Verbesserung jedoch im Bereich von einem halben
Meter liegt. Grund hierfür ist vor allem der Miteinbezug von Kartenmaterial
als zusätzliche Informationsquelle.
Im Vergleich der durchgeführten Experimente ergeben sich höhere Genauig-
keiten in den Innen-Experimenten (Abbildung 6.4). Dargestellt sind die resul-
tierenden Genauigkeiten für eine Lokalisierung durch das EKF mit Position
Modell (EKFp). Die erzielbaren Genauigkeiten für die anderen Algorithmen
liegen jedoch jeweils in einem sehr ähnlichen Bereich. Die unterschiedlichen
Genauigkeiten in den durchgeführten Experimenten ergeben sich vor allem
aus den Unterschieden in der Knotendichte (Anzahl Knoten pro Fläche). In
den Außen-Experimenten auf Sportplatz (b,e) oder Waldparkplatz (f) wurden
wesentlich weniger Ankerknoten pro Fläche eingesetzt als in den Gebäuden.
Die Experimente a und d beziehungsweise c und e, sowie h, i, j zeigen, dass die
erzielten Ergebnisse in derselben Umgebung reproduzierbar sind. Unterschiede
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Abbildung 6.3: Verteilung der mittleren quadratischen Fehler für alle neun
verschiedenen Lokalisierungsalgorithmen in den Läufen der drei Experimente
in Gebäude 30.10. (h-j).

























Abbildung 6.4: Verteilung der mittleren quadratischen Fehler in den Läufen
aller zehn durchgeführten Experimente (EKF Lokalisierung).
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Abbildung 6.5: Verlauf des Lokalisierungsfehlers über die Zeit für drei Filter
(exemplarisches Experiment). Zwischen t = 40 s und t = 60 s ergibt sich in
diesem Beispiel eine Abweichung mit Fehlern im Bereich von 10 m.
ergeben sich durch die unterschiedlichen gegangenen Trajektorien und Anker-
knotenpositionen. Eine Analyse des Einﬂusses der Ankerknotendichte sowie
der Ankerknotenpositionen erfolgt in Kapitel 8.2.
Vergleicht man den Fehlerverlauf für verschiedene Lokalisierungsalgorith-
men über die Zeit, ergibt sich, beispielhaft für einen Lauf in Experiment h,
der in Abbildung 6.5 dargestellte Verlauf. Die Verläufe für die verschiedenen
Filter sind nach dem Einschwingen prinzipiell vergleichbar und hauptsäch-
lich von der gegangenen Trajektorie und den aufgezeichneten Daten abhän-
gig. Schwachpunkte ergeben sich vor allem an Stellen mit einer sehr geringen
Ankerknotendichte, was sich jedoch auf alle Filter auswirkt. Die geschätzten
Trajektorien durch die verschiedenen Filter sind sehr ähnlich.
Betrachtet man für dasselbe Beispiel die Verteilung der Fehler während
jedes Zeitschritts zeigt sich, dass alle Filter zu kurzzeitigen Abweichungen füh-
ren. Jedoch kann in der überwiegenden Zeit (≥ 95%) durch alle Filter eine
Lokalisierungsgenauigkeit unter 5 m gewährleistet werden kann (Abbildung
6.6). Die Abweichungen sind auf der einen Seite durch den Einschwingvorgang
begründet und auf der anderen Seite durch mehrere Ausreißer-Messungen.
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Abbildung 6.6: Verteilung der Positionsfehler zu jedem Zeitschritt eines exem-
plarischen Experiments für alle Filter.
6.2 Miteinbezug des Bewegungsmodells
Im Vergleich zwischen einer Lokalisierung mit (EKFpv) und ohne Bewegungs-
modell (EKFp) ergeben sich nur geringe Unterschiede. Abbildung 6.7 zeigt eine
beispielhafte Trajektorie für beide Varianten. Vorteile für die Verwendung des
Bewegungsmodells ergeben sich vor allem für Trajektorien mit einem hohen
Anteil an längeren geraden Strecken. Aufgrund der sehr hohen Updaterate von
4 Hz sind die erzielbaren Verbesserungen in den durchgeführten Experimenten










(a) EKFp (Position Modell), mittlerer qua-










(b) EPFpv (Position-Geschwindigkeit Mo-
dell), mittlerer quadratischer Fehler 5, 53 m.
Abbildung 6.7: Vergleich EKF Lokalisierung mit (EKFp) und ohne Bewegungs-
modell (EKFpv), Referenz (blau) und geschätzte Trajektorie (rot) für Beispiel.
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Abbildung 6.8: Vergleich Lokalisierung ohne (jeweils linke Box) und mit (je-
weils rechte Box) Bewegungsmodell für alle Experimente (EKF Lokalisierung).
ein geringer Vorteil für das Position Modell. Es kann abgeleitet werden, dass
die zusätzliche Komplexität, die die Verwendung eines Bewegungsmodells mit
sich bringt, im gewählten Aufbau nur einen geringen Einﬂuss auf die erzielba-
ren Genauigkeiten hat.
Diese Frage müsste jedoch erneut bewertet werden, wenn beispielsweise aus
Energiespargründen mit einer geringeren Updaterate gearbeitet werden sollte.
6.3 Abschätzung Komplexität
Vergleicht man die Komplexität der betrachteten Algorithmen, ergeben sich
wie erwartet deutliche Vorteile für die einfacheren Ansätze (Abbildung 6.9).
Die angegebenen Rechenzeiten wurden hierbei für die Durchführung eines Up-
dateschrittes (0.25 s) im selben Lauf auf einem Intel Core-i7 Desktop PC
ermittelt. Die dargestellten Verteilungen beziehen sich auf die jeweiligen Re-
chenzeiten aller Updateschritte im Lauf. Die Werte erlauben eine Abschätzung
der unterschiedlichen Rechenkomplexität. Man kann erkennen, dass das Par-
tikelﬁlter um bis zu 2 Größenordnungen komplexer ist als die anderen Algo-
rithmen. Dies liegt vor allem an den in jedem Zeitschritt durchzuführenden
Überprüfungen, ob eine prädizierte Partikelbewegung durch eine Wand ver-
läuft. Die aufwändigen Schnittoperationen sind für jedes Partikel und jede
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Abbildung 6.9: Vergleich des Rechenaufwands für einen Update-Schritt für die
verschiedenen Lokalisierungsalgorithmen (logarithmische Skala).
Wand zu berechnen. Trotzdem ist auch die Berechnung des Partikelﬁlters für
die gewählte Anzahl von 5000 Partikeln immer noch wesentlich schneller als
in Echtzeit möglich. Bemerkenswert ist, dass der Weighted Centroid Ansatz
einen wesentlich geringeren Rechenaufwand mit sich bringt, aber trotzdem zu
vergleichbaren mittleren Lokalisierungsgenauigkeiten über alle durchgeführten
Experimente führt.
Die Auslegung der Algorithmen wirkt stark mit der Prozessorarchitektur
zusammen. Beispielsweise können beim Partikelﬁlter die Verarbeitungsschrit-
te parallelisiert und Messungen beim Spring Track nur sequentiell und nicht
parallel, wie bei den Kalmanﬁlterderivaten, verarbeitet werden. Ebenfalls er-
geben sich große Unterschiede im Speicherverbrauch. Daher kann aufgrund
der grundsätzlich verschiedenen Architekturen des verwendeten Core-i7 Pro-
zessors und einem Mikrocontroller mit anderer Cache-Architektur, nur einem
Kern und wesentlich kleinerem Speicher, der dargestellte Vergleich nur als erste
Abschätzung dienen.
6.4 Vergleich Knotenposition am Körper
Wenn man die unterschiedlichen Positionen der am Körper getragenen Sen-
sorknoten (rechte und linke Hosentasche, auf dem Kopf, vor und hinter dem
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(a) Fehlerverteilung für verschiedene Kno-
tenpositionen in Experiment j (EKFp Lokali-
sierung).























(b) Mittlerer quadratischer Fehler in allen
Experimenten für verschiedene Knotenposi-
tionen (EKFp Lokalisierung).
Abbildung 6.10: Fehlerverteilungen für verschiedene Knotenpositionen am Kör-
per in allen Zeitschritten eines exemplarischen Experiments (links) und Ver-
teilung der resultierenden mittleren Fehler in allen Experimenten (rechts).
Körper am Schlüsselband) vergleicht zeigt sich, dass nur die Knotenposition
hinter dem Körper zu geringfügig schlechteren Ergebnissen führt (Abbildung
6.10). Auf der linken Seite ist die Fehlerverteilung während eines exemplari-
schen Experimentes dargestellt. Rechts ﬁndet sich die Verteilung der mittle-
ren Fehler der Läufe aller Experimente. In beiden Auswertungen ergeben sich
schlechtere Werte für eine Knotenposition hinter dem Körper.
Die Vermutung, dass die Anbringung des Sensorknotens am Kopf der zu lo-
kalisierenden Person zu höheren mittleren Lokalisierungsgenauigkeiten führt,
bestätigt sich nicht. Obwohl die Bedingungen viel eher einer Line-of-Sight
Verbindung entsprechen, ergibt sich in Bezug auf die mittlere Lokalisierungs-
genauigkeit kein Vorteil. Über alle Experimente kann in 75% der Zeit eine
Genauigkeit zwischen circa 2 und 6 m erzielt werden.
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Abbildung 6.11: Vergleich der mittleren Lokalisierungsgenauigkeiten für RSS
Lokalisierung durch EKFp in Abhängigkeit der Anzahl benutzter Ankerknoten
in Realität (rot) und Simulation (blau) für jeweils 200 zufällige Ankerknoten-
sätze.
6.5 Variierende Ankerknotendichte
Ebenfalls untersucht werden kann die Lokalisierungsgenauigkeit in Abhängig-
keit der Ankerknotendichte sowie in Abhängigkeit der Ankerpositionen. In den
durchgeführten Experimenten wurden die Ankerknoten ausgebracht und dann
verschiedene Trajektorien für denselben Ankerknotensatz aufgenommen. Ei-
ne Möglichkeit für die Untersuchung geringerer Ankerknotendichten besteht
darin, auf Basis der realen Daten Pakete einzelner Ankerknoten auszublenden.
Durch dieses Herangehen kann die Auswirkung geringerer Ankerknotendichten
anhand der realen Daten für die gegangenen Trajektorien untersucht werden.
Abbildung 6.11 zeigt die resultierenden Lokalisierungsgenauigkeiten am Bei-
spiel von Experiment i (EKFp Lokalisierung) in Abhängigkeit von zufällig aus-
gewählten Teilmengen der ausgebrachten Ankerknoten (rote Punkte). Die Lo-
kalisierung erfolgte auf Basis der Pakete der jeweils ausgewählten Knoten. Es
wurden 200 Instanzen generiert (Monte Carlo Simulation). Jeder Datenpunkt
wurde für einen zufällig ausgewählten Lauf von Experiment i erzeugt.
Man kann erkennen, dass die Genauigkeit unterhalb einer Anzahl von un-
gefähr 20 Ankerknoten stark abnimmt. Für Ankerknotensätze mit mehr als 20
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Ankerknoten wird eine Genauigkeit im Bereich von 3 m erreicht.
Da für die realen Daten die Positionen der Ankerknoten vorgegeben sind, er-
geben sich für große Teilmengen nur geringe Variationsmöglichkeiten in Bezug
auf die Positionen. Dies führt dazu, dass die Streubreite für hohe Ankerzahlen
geringer wird. Weiterhin war, durch den Versuchsaufbau bedingt, auf der Seite
des Gebäudes, in der die Trajektorien hauptsächlich verliefen, die Ankerkno-
tendichte größer (Abbildung 8.16, in Kapitel 8.3).
Wenn der Einﬂuss der Positionierung der Ankerknoten in der Simulation
verglichen wird, zeigt sich aus diesem Grund, dass die Lokalisierungsgenauig-
keit erst für höhere Anzahlen dieselben Werte erreicht (Abbildung 6.11, blaue
Punkte). Simuliert wurden für die (realen) Trajektorien des Experiments die
RSS Werte einer zufälligen Anzahl von 1− 200 Ankerknoten an zufälligen Po-
sitionen. Es wurden 200 Instanzen erzeugt und die mittleren Lokalisierungsge-
nauigkeiten berechnet. Die simulierten Daten zeigen, dass die erzielbare Ver-
besserung auch für wesentlich größere Anzahlen an Ankerknoten nur noch ge-
ring ist.
6.6 Robustheit gegenüber Personen
Der Einﬂuss von Personen am Einsatzort konnte aufgrund des sehr hohen
Aufwands nicht anhand von realen Daten untersucht werden. Um trotzdem
eine erste Abschätzung zu ermöglichen wurde eine simulative Untersuchung
durchgeführt.
Die Simulation von Personen erfolgt als mobile Wände die sich in Form
von Zylinderobjekten auf zufälligen Trajektorien durch das Lokalisierungsge-
biet bewegen. Entsprechende Parameter für das Simulationsmodell (Kapitel
4.4.3 beziehungsweise Kapitel 5.1.4) wurden aus einer separaten Versuchsserie
zu µWAF,Pers. = 5 und σWAF,Pers. = 5 ermittelt [183]. Um eﬃzient simulieren zu
können wurde ein 10 ·10 m2 großer Raum verwendet und eine zufällige Anzahl
von 1− 100 Personen simuliert. Am Rand des Raums wurden 8 Ankerknoten
platziert. Als Trajektorie wurde ein Quadrat gewählt, dass jeweils mehrfach ab-
gegangen wurde. Abbildung 6.12 stellt auf der linken Seite den Versuchsaufbau
dar. Evaluiert wurde die resultierende mittlere Lokalisierungsgenauigkeit für
EKFp Lokalisierung in 500 simulierten Durchläufen. In Abbildung 6.12 sind auf
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(a) Simuliertes Setup: 8 Ankerknoten (rot),
1-100 Fußgänger (grün) und eine quadrati-
sche Trajektorie.
























(b) Ergebnis: 500 simulierte Durchläufe mit
zufälligen Personenanzahlen.
Abbildung 6.12: Aus der Untersuchung des Einﬂusses von Personen auf die
Lokalisierungsgenauigkeit ergibt sich eine deutliche Reduktion der erreichbaren
Lokalisierungsgenauigkeit für eine hohe Anzahl an Personen am Einsatzort.
der rechten Seite die Ergebnisse und eine lineare Regressionsgerade dargestellt.
Man kann erkennen, dass diese erste Abschätzung auf Basis der gewählten Pa-
rameter einen deutlichen Einﬂuss von Personen zeigt. Wenn weniger als 10
Personen angenommen werden, ergeben sich Genauigkeiten zwischen circa 1, 5
und 5 m. Für über 90 Personen zeigt die Simulation Genauigkeiten zwischen




Neben der Lokalisierung durch die Auswertung von Signalstärken (Kapitel 6),
kann auch die Inertialsensorik zur Lokalisierung benutzt werden. Im Rahmen
der Arbeit wurden dazu inertialsensorbasierte Koppelnavigation durch eine an
der Hüfte getragene IMU und Inertialnavigation mit einer IMU am Fuß der
Testperson verglichen (Abbildung 7.1). Teile der im folgenden Kapitel darge-
stellten Ergebnisse wurden bereits publiziert [209, 210, 213, 225].
7.1 Inertialsensorbasierte Fußgänger- Koppelna-
vigation
Aus Sicht des Anwenders ist die IMU Positionierung an der Hüfte (beispiels-
weise kann ein Smartphone in der Hosentasche getragen werden) zunächst von
Vorteil. Da an der Hüfte jedoch keine Zero-Velocity-Updates (Kapitel 3.2.3)
möglich sind, kann aufgrund der Sensordrift der verwendeten Sensoren keine
inertiale Navigation erfolgen. Im Rahmen dieser Arbeit wurde ein Verfahren
entwickelt, welches auf Basis einer Schritterkennung die Schrittrichtung und
die Schrittlänge schätzt. Beiträge wurden im Rahmen zweier studentischer Ar-
beiten geleistet [186, 197]. Basis für die folgenden Auswertungen sind Daten
der Xsens IMU, da hierfür simultane WSN und IMU Daten vorliegen.
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(a) IMU in Fototasche an der Hüfte. (b) IMU am Fuß.
Abbildung 7.1: Verglichene IMU Positionen für inertialsensorbasierte Lokali-
sierung.
Um eine Koppelnavigation zu realisieren wurde ein Verfahren basierend auf
der Erkennung von Schritten sowie einer Ableitung der Schrittrichtung und
Schrittlänge realisiert.
7.1.1 Schritterkennung und Schrittlängenschätzung
Wie in Kapitel 3.2.2 dargestellt, ist die Schritterkennung aus einem Beschleu-
nigungssignal ein mit relativ einfachen Mitteln zu lösendes Standardproblem.
Um einen Vergleich verschiedener Ansätze zu ermöglichen sowie um eine Pa-
rametereinstellung für die durchgeführten Experimente vornehmen zu können,
wurde ein Kalibrierungsexperiment in kontrollierter Umgebung durchgeführt.
Hierzu gingen 3 Testpersonen (Körpergrößen 1, 53 m, 1, 71 m, 1, 90 m) eine
vordeﬁnierte circa 30 m lange Strecke ab. Vorgabe war eine möglichst kon-
stante Gehgeschwindigkeit zu halten. Die vorgegebene Strecke wurde je drei-
mal in den Geschwindigkeiten langsam, mittel und schnell abgegangen. Die
genaue Auslegung dieser Geschwindigkeiten wurde den Probanden überlassen.
Als Referenz dienen die Länge der Strecke, sowie die Anzahl der gegangenen
Schritte. Für die Schritterkennung wurde der Peak-Detection Ansatz [92, 149]
umgesetzt (Kapitel 3.2.2).






z− g wird ein Schritt zum
Zeitpunkt t detektiert, wenn ein vordeﬁnierter Schwellwert überschritten, ein
Peak in der Signalenergie vorliegt und in einer vordeﬁnierten Zeit ddperiod zuvor
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Abbildung 7.2: Beispiele für aufgenommene Beschleunigungssignale (blau) und
detektierte Schritte (grün) für 3 verschiedene Personen bei mittlerer Gehge-
schwindigkeit.




1. E(t− 1) ≥ th und







Abbildung 7.2 zeigt drei Beispiele der aufgenommenen Beschleunigungssignale
bei den drei verschiedenen Testpersonen für mittlere Gehgeschwindigkeit und
visualisiert die jeweils detektierten Schritte. Schwierigkeiten bei der Erken-
nung ergeben sich vor allem, wenn ein Parametersatz für verschiedene Perso-
nen und Gehgeschwindigkeiten gefunden werden soll. Da die Fototasche eine
leicht federnde Bewegung ausführt, stimmen Schritt und detektierter Peak
nicht zwangsweise genau überein. Trotzdem kann bereits durch diesen Ansatz
eine sehr gute Detektionsrate erreicht werden (Abbildung 7.3, links).
Für die Schrittlänge SL wurde der in [163] präsentierte Proportionalitäts-
ansatz
SL = c(amax,z − amin,z) 14 (7.2)
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(b) Geschätzte Distanz mit Weinberg Ansatz.
Abbildung 7.3: Ergebnisse des Kalibrierungsexperiments: Drei Personen: rot,
blau, grün und drei Experimente: langsam (+), mittel (∗), schnell (o).
umgesetzt (Kapitel 3.2.2). Zusätzlich wird das Signal durch einen gleitenden
Mittelwert tiefpassgeﬁltert, um Ausreißer abzufangen.
Abbildung 7.3 gibt auf der linken Seite einen Überblick über die im Kali-
brierungsexperiment erzielten Detektionsraten, wenn ein Parameterset für alle
Personen und alle Geschwindigkeiten gewählt wird. Auf der rechten Seite ist
ein Vergleich der im Kalibrierungsexperiment gegangenen wahren Distanzen
sowie der resultierenden geschätzten Distanzen für die insgesamt 27 Läufe dar-
gestellt. In Bezug auf eine Abschätzung der Erkennungssicherheit kann davon
ausgegangen werden, dass mit der verwendeten Sensorik über 95% aller Schrit-
te erkannt werden. Auch für die Schätzung der Distanzen ergeben sich trotz der
Verwendung eines Parametersets für alle Personen und Schrittgeschwindigkei-
ten ausreichend genaue Distanzschätzungen. Die im Kalibrierungsexperiment
ermittelten Werte für c = 0, 18, th = 43 m2/s4 und ddperiod = 0, 38 s wurden
für alle weiteren Auswertungen benutzt.
Für die Evaluierung der Schritterkennung und Distanzschätzung werden alle
in den unterschiedlichen Umgebungen durchgeführten Experimente a-j verwen-
det. Abbildung 7.4 zeigt auf der linken Seite ein Beispiel für den Verlauf der
Distanzschätzung und der Referenz über die Zeit anhand eines Beispiels. Auf
der rechten Seite sind die jeweiligen Ergebnisse für alle durchgeführten Expe-
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(a) Verlauf Distanz / Referenz am Beispiel.




















(b) Auswertung aller Experimente und Läufe.
Abbildung 7.4: Evaluierung der Distanzschätzung auf Basis erkannter Schritte
in den durchgeführten Experimenten.
rimente dargestellt. Man kann erkennen, dass die Distanzschätzung mit den
ermittelten Parametern zu einem Fehler im Bereich von 5% der gegangenen
Distanz führt. Verschiedene andere Ansätze zur Ermittlung einer gegangenen
Distanz aus Beschleunigungswerten erreichen höhere Genauigkeiten im Bereich
deutlich unter 5% [69] (Kapitel 3.2.2). Dabei erfolgt jedoch zumeist eine Ka-
librierung auf eine bestimmte Person und eine konstante Gehgeschwindigkeit,
sodass das Ergebnis verzerrt wird.
Die mit dem Weinberg Ansatz erzielten Resultate sind für eine Reihe von
Anwendungen ausreichend und stellen eine Grundlage für die im Rahmen der
Arbeit zu entwickelnde ad-hoc Lokalisierungslösung dar.
7.1.2 Schrittrichtungsschätzung
Da die IMU nicht fest mit dem Körper verbunden ist, kann nicht von einer
konstanten Lage der IMU in Relation zum Körper der Person ausgegangen
werden (Abbildung 7.5, links). Insbesondere wenn von einem Smartphone in
der Hosentasche einer Person ausgegangen wird, muss neben der eigentlichen
IMU Lageschätzung (b-frame in Bezug auf i- beziehungsweise n-frame) auch










(a) Beziehung zwischen aufgenommenen
Daten der IMU (b-frame), dem Koordina-
tensystem der zu lokalisierenden Person (h-













(b) Ergebnis der Hauptkomponentenanaly-
se für 30 Schritte: Näherungsweise konstante
Ausrichtung der IMU.
Abbildung 7.5: Schrittrichtungsschätzung im b-frame auf Basis der Beschleu-
nigungen in Vorwärts-/Rückwärts-Richtung.
Hierfür wird das h-frame als körperfestes Koordinatensystem der zu lokalisie-
renden Person deﬁniert.
Um die Lage von h-frame und b-frame festzustellen, wurde im Rahmen
dieser Arbeit der in [85] präsentierte Ansatz aufgegriﬀen und angepasst. Aus-
genutzt wird, dass während eines Schrittes die auftretenden horizontalen Be-
schleunigungen in Vorwärts-/Rückwärts-Richtung stärker sind als die Seit-
wärts-Beschleunigungen. Durch eine Hauptkomponentenanalyse der Beschleu-
nigungswerte kann daher eine Schätzung der Bewegungsrichtung vorgenom-
men werden. Zunächst werden von den aufgenommenen Beschleunigungen im
b-frame die Gravitation sowie alle Beschleunigungskomponenten in vertikaler
Richtung abgezogen
~ab,plane = ~ab − Cbn · [0, 0, g]T − Cbn · [0, 0, an3 ]T . (7.3)
Hierfür wird auf Basis der Lageschätzung der IMU die entsprechende DCM
bestimmt. Bei Verwendung eines AHRS ergibt sich Cbn als Transponierte der
ausgegebenen Cnb Matrix.
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Alle während eines Schrittes aufgezeichneten Beschleunigungswerte werden
einer Hauptkomponentenanalyse
HKA(~ab,plane) = [HK1, HK2, HK33] (7.4)
unterzogen. Aufgrund des beschriebenen Bewegungsablaufs kann auf Basis der
ersten Hauptkomponenten HK1 die Vorwärts-/Rückwärts-Richtung und aus
der zweiten die Seitwärts-Richtung bestimmt werden. Um zwischen Vor- und
Rückwärtsbewegungen zu unterscheiden, wird in [85] eine Analyse des tiefpass-
geﬁlterten Beschleunigungssignals in Oben-/Unten-Richtung vorgeschlagen. Je
nachdem ob es sich um einen Vor- oder Rückwärtsschritt handelt, ist die Rei-
henfolge der auftretenden Signalpeaks unterschiedlich. Alternativ dazu kann
auch vorausgesetzt werden, dass sich die IMU Ausrichtung zum Körper nur
geringfügig ändert (priores Wissen).
In Erweiterung des Verfahrens aus [85] wird das Verhältnis der jeweils zu
den ersten beiden Hauptkomponenten gehörenden Eigenwerte der Kovarianz-
matrix der Samples überprüft. Eine neue Schrittrichtung wird übernommen,
wenn dieses Verhältnis über einem Schwellwert liegt, also die erste Hauptkom-
ponente eine klare Aussage über die Verteilung der Beschleunigungen zulässt.
Abbildung 7.5 zeigt auf der rechten Seite ein Beispiel der für 30 Schritte er-
mittelten ersten Hauptkomponenten. Man erkennt, dass sich die Lage der IMU
während dieser Schritte nur geringfügig ändert und verrauscht ist. Um aus der
ermittelten Richtung im b-frame die Schrittrichtung im n-frame ϕn abzuleiten,
kann auf Basis der Lageschätzung transformiert werden
ϕn = HK1 · Cnb . (7.5)
7.1.3 Koppelnavigation
Auf Basis der erkannten Schritte, geschätzten Schrittlängen und Richtungen
kann schritthaltend die Position bestimmt werden. Abbildung 7.6 zeigt zwei
Beispiele von rekonstruierten Trajektorien in zwei der durchgeführten Experi-
mente. In beiden Beispielen ist der gegangene Weg gut zu erkennen. Jedoch
sind die resultierenden absoluten Genauigkeiten bereits nach relativ kurzer
Zeit zu weit abgedriftet, als dass noch ausreichend genau lokalisiert werden
könnte. In einem Vergleich der relativen Fehler zeigt sich, dass die Positionslö-
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(b) Absoluter Fehler 13, 49 m, relativer Feh-
ler 4, 78%.
Abbildung 7.6: Zwei Beispiele für rekonstruierte Trajektorien auf Basis der
Hüft-IMU Koppelnavigation: Referenz (blau) und Schätzung (rot).
(Abbildung 7.7). In den Läufen ergeben sich fast durchweg relative Fehler von
unter 7% in Bezug auf die gegangene Distanz. Vergleichbare Ansätze aus dem
Stand der Technik erreichen Werte im selben Bereich [13, 58, 85, 135].
Bei der Betrachtung des Fehlerverlaufs über die Zeit für einen relativ langen
Lauf von circa 15 Minuten ist jedoch deutlich zu erkennen, dass die absolute
Genauigkeit keinesfalls ausreichend ist (Abbildung 7.8). Der resultierende ab-
solute Fehler im Beispiel beträgt am Ende knapp 90 m, obwohl der relative
Fehler konstant im Bereich von 10% bleibt.
7.1.4 Vergleich von Ansätzen zur Lageschätzung
Der Vorteil der Verwendung des Xsens AHRS liegt vor allem darin, dass die
ausgegebene Lageschätzung bereits unter Miteinbeziehung der Magnetfeldsen-
soren berechnet wird und daher eine relativ gute Langzeitgenauigkeit bietet.
Alternativ können andere Prinzipien zur initialen und schritthaltenden Lage-
schätzung angewendet werden (Kapitel 3.2.1). Für die Analyse der Auswirkung
der initialen Lageschätzung wurden der QUEST-, TRIAD- [139], sowie FQA-
Ansatz [173] näher betrachtet und im Experiment mit der Lageschätzung des
Xsens AHRS verglichen [197]. Da die implementierten Algorithmen gegenüber
der vom Xsens AHRS gelieferten Lageschätzung keine Vorteile ergaben, wurde
auf eine genauere Untersuchung im Rahmen dieser Arbeit verzichtet.
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Abbildung 7.7: Vergleich der Verteilungen der resultierenden relativen Fehler
in den verschiedenen Läufen der Experimente durch Hüft-IMU Lokalisierung.
7.2 Inertiale Fußgängernavigation
Für die inertiale Navigation wurden zwei verschiedene Ansätze untersucht.
Zum einen wurde die Nutzung der bereits vorverarbeiteten Lagedaten des
AHRS, wie in [46] vorgeschlagen, umgesetzt. Zum anderen wurde der in [49]
präsentierte und in [72] aufgegriﬀene Strapdown-Ansatz benutzt.
7.2.1 Xsens Lageberechnung
Durch die Verwendung der bereits vorhandenen Lageschätzung aus dem Xsens
AHRS müssen keine weiteren komplexen Berechnungsschritte durchgeführt
werden. Prinzipiell eignet sich der Ansatz daher für eine Low-Power Mikro-
controller Implementierung. Auf Basis der mittels der IMU Lageschätzung ins





~ab · Cnb . (7.6)































(a) Absoluter Fehler 86, 6 m.






















(b) Relativer Fehler 9, 73%.
Abbildung 7.8: Vergleich der Verläufe von absolutem und relativem Fehler im
Zeitverlauf für Hüft-IMU Lokalisierung in Beispielexperiment.
Um die Drift der Beschleunigungssensoren zu korrigieren, wird zusätzlich ein
Zero Velocity Update durchgeführt, wenn der Fuß am Boden ist. Abbildung
7.9 visualisiert das Prinzip: Die Detektion eines Schrittes erfolgt basierend auf
der Anwendung eines Schwellwerts auf der Signalenergie des Gyro-Signals in
alle drei Richtungen ~ωbtot < threshold. Hierdurch kann zwischen Ruhe- (Stance-
Phase) und Bewegungsphase (Swing-Phase) unterschieden werden. Sobald eine
Ruhephase detektiert wird, wird die Abweichung κ der aktuellen Geschwin-
digkeitsschätzung von Null ermittelt. Um den während des letzten Schrittes
entstandenen Fehler zu korrigieren, wird κ gleichgewichtet von den Geschwin-
digkeitswerten des letzten Schrittes abgezogen
~ˆvn = ~vn − κ
tend − tstart . (7.8)
Während einer detektierten Stance-Phase wird die Geschwindigkeit gleich Null
gesetzt. Abbildung 7.10 zeigt eine entsprechend berechnete Trajektorie. Man
kann erkennen, dass die Trajektorie zwar der real gelaufenen Strecke entspricht,
jedoch keine Langzeitgenauigkeit erreichbar ist aufgrund der Yaw-Winkel Drift
der Drehratensensoren.
Nachteil der Verwendung der AHRS Lagedaten ist, dass keine weiteren Kor-
rekturen, wie zum Beispiel eine Stützung durch den Magnetfeldsensor, vorge-
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Abbildung 7.9: Schritterkennung (rot) für die Durchführung von ZUPT basie-
rend auf Drehraten (blau, oben) für IMU am Fuß: Die unkorrigierte Geschwin-
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Abbildung 7.10: Inertialnavigation-Trajektorie mit IMU am Fuß auf Basis
Xsens AHRS Lageschätzung: Referenz (blau) und Schätzung (rot).
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nommen werden können. Ebenfalls ist die verwendete Xsens MTi-G IMU nicht
auf die relativ hohe Bewegungsdynamik einer Verwendung am Fuß ausgelegt.
Bei diesem Ansatz können lediglich die Schwellwerte oder die Art der Schrit-
terkennung geändert werden. Hierbei sind verschiedene Alternativen möglich
(z. B. [72]). Im Rahmen dieser Arbeit wurde der Ansatz der Verwendung der
vorverarbeiteten Lage nicht weiter optimiert.
7.2.2 Strapdown-Rechnung
Alternativ wurde die direkte Verwendung der Sensordaten ohne die intern ge-
schätzte Lage untersucht [49, 72]. Hierbei wird ein Error State Kalmanﬁlter
eingesetzt, das auf Basis der jeweils aktuellen Fehler in Lagewinkel δϕ, Dreh-
raten δ~ω, Position δ~p, Geschwindigkeit δ~v und Beschleunigung δ~a arbeitet.
Bedingt durch den Zustandsvektor
δ~x = [δϕ, δ~ω, δ~p, δ~v, δ~a]T . (7.9)
mit 15 Elementen sind die im Kalmanﬁlter durchzuführenden Matrixinver-
sionen sowie die Lageberechnung rechenaufwändig. Eine Portierung auf den
MSP430 ist aufgrund der Komplexität nicht möglich. In einer studentischen
Arbeit wurde gezeigt, dass der Ansatz auf einem aktuellen Smartphone (Sony
Xperia Arc) einsetzbar ist [208]. Vorteil der Verwendung der Fehler im Error
State Kalmanﬁlter gegenüber der direkten Verwendung der Größen ist, dass
keine Linearisierung durchgeführt werden muss.
Wie in Kapitel 3.2.1 beschrieben, wird die Lageschätzung durch eine Po-
tenzreihenentwicklung, die mit einer Padé Approximation (3.23) gelöst werden




2I3×3 + δΩ · δt








Für die Initialisierung wird die Xsens Lageschätzung verwendet, wobei jedoch
auch weitere Prinzipien zur initialen Lageschätzung verwendet werden könnten




















































Abbildung 7.11: Blockchart des umgesetzten integrierten Navigationssystems
auf Basis der Daten des Xsens MTi-G Sensors.
aktuell geschätzten Fehler korrigiert (Abbildung 7.11). Im Messupdate wirken
sich ZUPT und ZARU Pseudomessungen sowie gemessene Magnetfelddaten
aus. ZUPT und ZARU Pseudomessungen können direkt verwendet werden
und wirken sich auf Geschwindigkeits- beziehungsweise Drehratenfehler aus.
Für die Stützung des Yaw-Winkels ϕ3 müssen die gemessenen Magnetfelddaten











 · bb. (7.12)
Hieraus lässt sich zu
ϕmag = −arctan2(bn2 , bn1 )−M (7.13)
der Messwert für den Yaw Winkel auf Basis der ortsabhängigen magnetischen
Abweichung M (Deklination) berechnen. Im Prädiktionsschritt wird der neue
Zustand zu
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Abbildung 7.12: Inertialnavigation-Trajektorie auf Basis des Fuß-IMU Strap-




I ∆t · Cnb,k−1 0 0 0
0 I 0 0 0
0 0 I ∆t · I 0
−∆t · S(ank) 0 0 I ∆t · Cnb,k−1
0 0 0 0 I

. (7.15)
prädiziert. Eine detaillierte Beschreibung der Datenverarbeitung ﬁndet sich in
[72]. Dieselbe Datenverarbeitung wurde 2012 erneut in Form eines Tutorials
veröﬀentlicht [47].
Abbildung 7.12 zeigt die mit direkter Lageschätzung im Error State Kal-
manﬁlter berechnete Trajektorie. Man kann erkennen, dass die Richtung größ-
tenteils korrekt geschätzt wird und die Trajektorie damit besser der Referenz
entspricht als zuvor. Dies liegt jedoch vor allem daran, dass die verwendete IMU
nicht für diesen Anwendungsfall optimiert ist. Am Markt verfügbar sind ver-
schiedene auf die Fußgängerinertialnavigation optimierte Sensoranordnungen,
die voraussichtlich auf Basis desselben Ansatzes deutlich bessere Ergebnisse
erlauben würden. Ebenfalls könnte eine Optimierung des Filters die Lösung
weiter verbessern. Da der Fokus dieser Arbeit auf dem ad-hoc Aspekt liegt,
wurden an dieser Stelle keine weiteren Optimierungen vorgenommen.
Für das vorliegende Beispiel zeigt Abbildung 7.13 den Verlauf des absoluten
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(a) Absoluter Fehler 10, 95 m.

















(b) Relativer Fehler 2, 3%.
Abbildung 7.13: Vergleich der absoluten und relativen Fehler im Zeitverlauf
für die realisierte Strapdown-Navigation (IMU am Fuß).
und des relativen Fehlers über die Zeit. Insgesamt wird im Beispiel ein relativer
Fehler im Bereich von 3% der gegangenen Distanz erreicht. Trotz dieses guten
Wertes ist der absolute Fehler bereits nach dem circa 7-minütigen Experiment
auf ungefähr 12 m angewachsen, womit eine raumgenaue Lokalisierung nicht
mehr möglich ist. In weiteren Versuchen im Rahmen einer studentischen Arbeit
wurden ähnliche Fehlerverhalten gezeigt [186].
7.3 Fusion von Kartenmaterial
Eine naheliegende Verbesserungsmöglichkeit sowohl des Hüft-IMU Ansatzes
wie auch der Inertialnavigation ist die Miteinbeziehung von Kartenmaterial
durch das Partikelﬁlter.
Hierbei wird die IMU Messung jeweils als Systemeintrag verwendet. Jedes
Partikel wird entsprechend der IMU Messung propagiert. Dabei können sowohl
das vorgestellte Hüft-IMU Verfahren als auch das Fuß-IMU Verfahren verwen-
det werden. Im Messschritt wird für die Gewichtung von Partikeln ausgenutzt,
dass nur Bewegungen in Gängen oder durch Türen möglich sind. Gewichte
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(b) t = 150 s.
Abbildung 7.14: Anwendung der Partikelﬁlter Lokalisierung auf den Strap-
down-Ansatz (Fuß-IMU): Partikel (grün), Positionsschätzung (rot) und Refe-
renz (blau).
Im Prädiktionsschritt werden neue Partikelpositionen wie zuvor (Kapitel
5.3.4) aus einer zweidimensionalen Normalverteilung N (0, q) gezogen. Hierbei
kann das Systemrauschen q im Vergleich zur Verwendung von RSS Werten
geringer gewählt werden, da die eigentlich Bewegung bereits im Messschritt
miteinbezogen wurde.
Abbildung 7.14 visualisiert die Partikel Verteilung nach 40 und 150 Se-
kunden sowie die bis dahin geschätzte Trajektorie. Man kann erkennen, dass
die Schätzung zunächst multimodal ist, sich dann aber zu einer einzigen Par-
tikelwolke zusammenzieht. Für die Positionsschätzung wurde wie zuvor der
Mittelwert der Partikel gewählt. Für das gezeigte Beispiel erlaubt die Fusion
von Kartenmaterial eine deutliche Verbesserung der Positionsschätzung über
die gesamte Länge des Experiments.
Ebenfalls möglich ist die Anwendung des Partikelﬁlter-Ansatzes auf die
Hüft-IMU Daten der Experimente h-j mit Schritterkennung, Längen- und Rich-
tungsschätzung. Abbildung 7.15 zeigt den Fehlerverlauf über die Zeit für je-
weils alle Läufe der Experimente. Man kann erkennen, dass die resultierende
Positionsschätzung in allen Fällen zunächst einige Sekunden braucht, um nach
der Initialisierung eine gute Positionsschätzung zu liefern (multimodale Ver-
teilungen). In fast allen Fällen ist die resultierende Positionsschätzung nach
diesem Einschwingvorgang sehr genau und der Fehler bleibt im Bereich von
2 m (z. B. Abbildung 7.16). In zwei Läufen in Experiment i (grün) bleiben die
Fehler jedoch im Bereich von 10 m (Abbildung 7.15). Hier führen beispielsweise
magnetische Störungen oder falsch detektierte Schritte dazu, dass die Parti-
kelwolke keine gute Abbildung der tatsächlichen Wahrscheinlichkeitsverteilung
mehr darstellt. Wenn die reale Position einmal verloren ist, kann ohne langzeit-
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Abbildung 7.15: Fehlerverlauf über die Zeit für alle Läufe der Experimente h
(rot), i (grün) und j (blau) für Partikelﬁlter Lokalisierung auf Basis desHüft-
IMU Ansatzes.
genaue Stützung keine Positionsschätzung mehr erfolgen. In den vorliegenden
Beispielen führt die relativ geringe Gebäudeausdehnung dazu, dass der Fehler
trotzdem nur im Bereich von 10 m bleibt und nicht weiter anwächst. Obwohl
also die Schätzung in den allermeisten Fällen sehr gute Resultate liefert, kann
nicht vermieden werden, dass die Position in Ausnahmefällen verloren wird.
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(b) t = 300 s.
Abbildung 7.16: Anwendung der Partikelﬁlter Lokalisierung auf den Hüft-IMU
Ansatz: Partikel (grün), Positionsschätzung (rot) und Referenz (blau) zu Be-
ginn des Experiments während des Einschwingvorgangs (links) und nach 300 s
(rechts).
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Eine Abbildung aller Ausnahmefälle durch die Annahme einer höheren Va-
rianz führt zu wesentlich schlechteren Schätzergebnissen.
Um Aussagen über die jeweils aktuelle Güte der Schätzung treﬀen zu kön-
nen, kann beispielsweise der Gewichtsverlust der Partikelwolke pro Zeitschritt
ausgewertet werden [11]. Eine Möglichkeit, das Problem von Ausreißer-Mes-
sungen durch den Einsatz hybrider Lokalisierung zu lösen, wird in Kapitel 8
gezeigt.
7.4 Bewertung und Parametrierung des Simula-
tionsmodells
Für die Analyse von Fehlern beim Ausbringen der Ankerknoten und bei der
Positionierung durch Fußgänger-Koppelnavigation wurde das in Kapitel 4.4.3
beschriebene Simulationsmodell verwendet. Um eine realistische Simulation in
Bezug auf Fehlerverhalten und Lokalisierungsgenauigkeit zu erlauben, müs-
sen die durch die vorgestellten Prinzipien zur Koppelnavigation erreichbaren
Genauigkeiten analysiert werden.
7.4.1 Erreichbare Genauigkeiten
Da nur auf Basis einer sehr breit angelegten Untersuchung statistisch signiﬁ-
kante Aussagen in Bezug auf die erreichbaren Genauigkeiten möglich wären,
können die im Rahmen der vorliegenden Arbeit durchgeführten Fuß-IMU Ex-
perimente nur als erster Anhaltspunkt dienen. Insgesamt ergibt sich aus den
durchgeführten Analysen, dass Genauigkeiten im Bereich von 5% mit der ver-
wendeten Hardware realisierbar sind. In verschiedenen Arbeiten wurden ent-
sprechende Analysen zur Genauigkeit unter wechselnden Bedingungen und mit
unterschiedlichen IMUs durchgeführt (Kapitel 3.2.4, [1, 22, 23, 47, 49, 54]). An-
gegebene Genauigkeiten reichen von > 5% bis unter 0, 5%. Entscheidend ist vor
allem die Güte der verwendeten IMU. Weiterhin wird in allen Arbeiten davon
ausgegangen, dass mit dem technischen Fortschritt die erreichbare Genauigkeit
weiter zunehmen wird. Trotzdem wird die Fußgängerinertialnavigation in ab-
sehbarerer Zeit keine ausreichend genauen Lokalisierungsergebnisse über einen
Zeitraum von einigen Stunden erlauben.
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7.4.2 Auswahl Parameter
Für das verwendete Modell wurden die Parameter im Hinblick auf den Stand
der Technik etwas optimistischer als die gezeigten Ergebnisse angenommen.
Dies begründet sich vor allem dadurch, dass die verfügbare Xsens IMU mitt-
lerweile nicht mehr zum aktuellsten Stand der Technik gehört und auch nicht
auf die Verwendung am Fuß ausgelegt ist. Im Simulationsmodell (4.3) wird,
ausgehend von einer initialen Richtung (Lage), rekursiv die neue Richtung nach
einem Zeitschritt ermittelt. Hierbei werden Fehler aus einem konstanten Bias
und einem Rauschterm berücksichtigt. Das verwendete Modell geht nicht von
einer Langzeitstabilität, wie sie beispielsweise durch die Miteinbeziehung von
Magnetfeldsensoren erreicht werden könnte, aus.
Als Anhaltpunkt für das Fehlerverhalten in der Simulation wurden Angaben
aus dem Datenblatt des Intersense NavChip verwendet (Tabelle 4.1, Kapitel
4.2.2). Die initiale Richtungsschätzung (Lageschätzung) wird als optimal ange-
nommen. In der Simulation verwendet werden die in Tabelle 7.1 dargestellten
Parameter.
Parameter µΦ[◦/s] σΦ[◦/s] µe[m] σe[m]
Wert ∼ N (0, 0.03) 0, 05 ∼ N (0, 0.015) 0, 07




























 fehler, Mittelwert: 3.1
(b) Fehlerverteilung.
Abbildung 7.17: Ergebnis der Simulation der inertialsensorbasierten Fußgän-
gerlokalisierung: Beispiel einer simulierten Schätzung (grün) auf Basis einer
Ausbringtrajektorie (blau).
Für jeden Simulationsdurchlauf werden beide Biasse als Realisierung der
angegebenen Verteilungen festgelegt. Abbildung 7.17 zeigt auf der linken Sei-
te ein Beispiel für eine simulierte Trajektorie. Auf der rechten Seite ist die
Verteilung der prozentualen Fehler zu jedem Zeitpunkt in 1000 Realisierungen
der simulierten Trajektorie dargestellt. Es ergibt sich in Übereinstimmung mit
den Literaturangaben ein mittlerer Fehler im Bereich von 3, 1% der gegangenen
Distanz für die gewählten Parameter.
Kapitel 8
Hybride Lokalisierung durch
Fusion von Signalstärken und
Fußgänger-Koppelnavigation
Um die Vorteile der langzeitgenauen Sensornetzwerklokalisierung (Kapitel 6)
mit der kurzzeitgenauen Lokalisierung durch inertialsensorbasierte Koppelna-
vigation (Kapitel 7) zu kombinieren, können Ansätze zur hybriden Lokalisie-
rung eingesetzt werden.
Zunächst wird im Folgenden aufgezeigt wie sich beide Datenquellen kom-
binieren lassen. Dann wird analysiert unter welchen Voraussetzungen die hy-
briden Ansätze besonders sinnvoll einsetzbar sind und die erreichbare Ver-
besserung quantiﬁziert. Teile der Auswertungen im folgenden Kapitel wurden
bereits publiziert [211, 214, 219, 224, 225].
8.1 Anpassung der Lokalisierungsalgorithmen
Je nach Lokalisierungsalgorithmus (Kapitel 5.3) erfolgt die Fusion der Sen-
sornetzwerklokalisierung mit verfügbaren Inertialdaten durch unterschiedliche
Prinzipien. Zunächst werden die im Rahmen der Arbeit entwickelten und un-
tersuchten Fusionsansätze für die Kalmanﬁlterderivate und die Partikelﬁlter-
Lokalisierung dargestellt. Sowohl der Weighted Centroid Ansatz als auch der
Spring Tracker Algorithmus werden in diesem Zusammenhang nicht weiter
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Abbildung 8.1: Informationsverarbeitung: Verwendung von Beschleunigungen,
vorverarbeiteter Lageschätzung und Signalstärkewerten zur schritthaltenden
hybriden Lokalisierung.
id Algorithmus wären beispielsweise Anpassungen des Bewegungsmodells. Für
die Spring Tracker Lokalisierung wird eine vielversprechende Möglichkeit zur
Miteinbeziehung von Inertialsensorik in [231] gezeigt. Hierbei wird eine wei-
tere abstoßende Kraft zwischen alter und neuer Position modelliert, wenn ein
Schritt detektiert wird.
8.1.1 Kalmanﬁlterderivate
In den Kalmanﬁltervarianten wird die mittels Inertialsensorik bestimmte Posi-
tionsdiﬀerenz (Kapitel 7) ~xinert = [xinert,1, xinert,2]T als Systemeingang behan-
delt. Für das Position Modell (Kapitel 5.2) gilt in der Prädiktion anstelle von
(5.9) dann
~ˆxk+1 = A · ~xk +B · ~xinert,k mit A = B = I. (8.1)
Die Gleichungen für Kovarianz-Prädiktion (5.6) und Estimation (5.12-5.15)
bleiben erhalten. Da das Systemrauschen q nicht mehr die gesamte Bewegung
der Person mitabbilden muss, kann q geringer gewählt werden, um eine bes-
sere Schätzqualität zu erlauben. Abbildung 8.1 zeigt eine Übersicht über den
entwickelten Ansatz.
Grundlage für Schritterkennung, Richtung und Länge sind die Beschleuni-







































(b) Verlauf absoluter Positionsfehler.
Abbildung 8.2: Vergleich der hybriden Lokalisierung (rot) mit der IMU (grün)
und RSS Lokalisierung (magenta) und der Referenz (blau) durch EKFp in
einem Beispielexperiment.
Schrittrichtung ~xn im n-frame bestimmt werden. Erkannte Schritte werden
jeweils in der Prädiktion verwendet.
Durch die Fusion können die Lokalisierungsergebnisse im Vergleich zur Ver-
wendung von nur einer Lokalisierungsmethode verbessert werden. In Abbil-
dung 8.2 werden der Fehlerverlauf über die Zeit sowie die resultierenden Tra-
jektorien für RSS, Inertial- und hybride Lokalisierung anhand eines Beispiels
verglichen. Die Lokalisierung im dargestellten Beispiel erfolgte durch das EKF.
Man erkennt, dass der vorgeschlagene hybride Lokalisierungsansatz zu wesent-
lich geringeren Abweichungen und einer glatteren Trajektorie führt. Insgesamt
ergeben sich mittlere Positionsfehler von 3, 2 m für hybride, 3, 5 m für RSS
und 26.6 m für IMU Lokalisierung. Obwohl die im gezeigten Beispiel erreichte
Verbesserung der mittleren Genauigkeit durch den hybriden Ansatz gegenüber
der RSS Lokalisierung nicht sehr groß ist, weist die Positionsschätzung eine
geringere Varianz und damit eine bessere Schätzqualität auf.
Abbildung 8.3 gibt eine Übersicht über die erzielbaren Verbesserungen in
Bezug auf die resultierende Fehlerverteilung in allen Experimenten für die Ver-
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Abbildung 8.3: Vergleich der Verteilung der mittleren Positionsfehler in den
Experimenten d-j für hybride (jeweils linke Boxen), IMU (mittlere Boxen) und
RSS Lokalisierung (rechte Boxen) mit dem EKFp Ansatz.
wendung des EKF. Zum besseren Vergleich ist der Bezugsbereich des Dia-
gramms auf 0 − 16 m beschränkt. Je nachdem wie lang die durchgeführten
Läufe im jeweiligen Experiment sind, sind die mittleren absoluten Fehler durch
Inertialsensorik deswegen außerhalb des dargestellten Bereichs (Experimente
e und f). Insgesamt kann man sehen, dass durch die Kombination von kurz-
zeitgenauer inertialsensorbasierter Lokalisierung mit langzeitgenauer RSS Lo-
kalisierung durchweg eine Verbesserung erreichbar ist.
8.1.2 Partikelﬁlter
Beim Partikelﬁlter wurden zwei Ansätze für die Fusion untersucht: Zunächst
kann analog zum Vorgehen im vorigen Kapitel 7.3 und zur hybriden Kalmanﬁl-
terlokalisierung eine Berücksichtigung als Systemeingang erfolgen. Die Partikel
werden auf Basis der IMU Messung propagiert (Prädiktion). In der Estimation
bleibt die Likelihood Funktion im Vergleich zur Verwendung von ausschließlich
RSS Messungen (5.22) unverändert.
Ergänzend dazu kann die Schätzqualität auch durch starke RSS-Messungen
rss(anj) ⊆ rss(an) erhöht werden, die jeweils zu einer Partikelinjektion als
















Abbildung 8.4: Vergleich der hybriden Partikelﬁlterlokalisierung mit (links)
und ohne (rechts) Partikelinjektion; Partikelverteilung (grün) aktuell geschätz-
te Position (rot) und Referenz (blau) im Beispielexperiment.




 ~anj,k für mN Partikel~xik ∼ N (0, q) für (1−m)N Partikel , (8.2)
bei der ein Anteil der Partikel mN direkt an der Position des Ankerknotens
injiziert wird. Messungen unterhalb des Schwellwertes führen nicht zu einer In-
jektion. Dies kann im vorliegenden Modell dadurch gerechtfertigt werden, dass
die Partikel eine Näherung der Wahrscheinlichkeitsverteilung des Zustandes
darstellen und es keine prinzipbedingten Einschränkungen der Modellierung
gibt.
Das Vorgehen erlaubt der Partikelwolke auch dann wieder in einer guten
Schätzung zu resultieren, wenn zwischenzeitlich die wahre Position verloren
wurde. Die Injektion führt kurzzeitig zu einer multimodalen Verteilung, die
dann erneut wieder einschwingen kann. Wie zuvor ergeben sich für die durch-
geführten Experimente zunächst nur geringe Vorteile, da bereits die reine IMU
Lokalisierung in den aufgezeichneten Instanzen zu guten Lokalisierungsergeb-
nissen führt. Abbildung 8.4 zeigt am Beispiel von Lauf 3 in Experiment j die
geschätzte Position, ohne und mit Injektion zusätzlicher Partikel. In Bezug
auf die resultierenden mittleren Genauigkeiten ergeben sich unter Verwendung
aller Ankerknoten zunächst keine signiﬁkanten Verbesserungen. Vorteile der
Injektion werden ersichtlich, wenn die Anzahl der Ankerknoten reduziert wird
(Kapitel 8.2.1).
178
8.2 Sensitivität und Robustheit
Für die durchgeführten Experimente sind die erzielbaren Verbesserungen in
Bezug auf die Genauigkeit durch den entwickelten hybriden Lokalisierungs-
ansatz zunächst relativ gering (Abbildung 8.3). Dies ist vor allem dadurch
bedingt, dass das Sensornetzwerk in den Experimenten relativ dicht ist und da-
mit nur wenig Platz für Verbesserungen lässt. Wenn allerdings zwar ein relativ
dichtes Sensornetzwerk vorhanden ist, dieses jedoch nur unzuverlässig funk-
tioniert, beispielsweise aufgrund einer Störung, kann durch den Miteinbezug
einer inertialsensorbasierten Lokalisierung eine Redundanz erreicht werden. Im
Folgenden wird analysiert, welche Genauigkeit sich durch den entwickelten hy-
briden Ansatz erreichen lässt, wenn Knoten ausfallen beziehungsweise weniger
Knoten vorhanden sind.
8.2.1 Anzahl eingesetzter Ankerknoten
Zunächst wird untersucht, wie sensitiv sich Lokalisierungsgenauigkeit gegen-
über dem Ausfall einer Teilmenge der ausgebrachten Ankerknoten verhält.
Abbildung 8.5 visualisiert die resultierenden Positionierungsgenauigkeiten für
EKFp Lokalisierung auf Basis von RSS Messungen sowie auf Basis des prä-
sentierten hybriden Ansatzes anhand eines beispielhaft ausgewählten Experi-
ments. Jeweils 500 Mal wird, basierend auf den Experimentaldaten, ein An-
kerknotensatz mit 1 bis 60 zufällig ausgewählten Ankerknoten gezogen und
die resultierende mittlere Lokalisierungsgenauigkeit berechnet. Hierzu wurden
die realen Daten verwendet. Alle Pakete nicht berücksichtigter Ankerknoten
werden nicht miteinbezogen.
Erwartungsgemäß zeigt sich, dass die Lokalisierung auf Basis von RSS Mes-
sungen für geringere Ankerknotenanzahlen schnell wesentlich schlechter wird.
Durch den hybriden Ansatz können im Vergleich zur Lokalisierung durch Kop-
pelnavigation (mittlerer Fehler circa 15 m) deutliche Verbesserungen erzielt
werden. Insbesondere bis zu einer Anzahl von ungefähr 20 Ankerknoten ver-
schlechtert sich die erreichte Lokalisierungsgenauigkeit, unabhängig davon wel-
che Knoten ausfallen, kaum.
Im Vergleich dazu kann durch RSS Lokalisierung mit 20 Sensorknoten nur
noch in Ausnahmefällen lokalisiert werden. Günstige Positionierungen von An-
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Abbildung 8.5: Vergleich der Sensitivität von RSS (blau) und hybrider Lo-
kalisierung (rot) durch EKFp Algorithmus in Bezug auf die Anzahl benutzter
Ankerknoten; resultierende mittlere Genauigkeit für 500 zufällig generierte An-
kerknotensätze mit 1-60 Ankerknoten und Exponential-Fit.
kerknoten sind vor allem von einer gleichmäßigen Verteilung gekennzeichnet
(Abbildung 8.6). Geringere Genauigkeiten ergeben sich vor allem, wenn sich
die zu lokalisierende Person überwiegend in Bereichen beﬁndet, die nicht ab-
gedeckt sind.
Bei der Lokalisierung durch das Partikelﬁlter erlaubt in Fällen von weniger
dichten Netzwerken vor allem die Partikelinjektion eine Verbesserung der Ge-
nauigkeit. In Abbildung 8.7 werden die erreichten mittleren Genauigkeiten für
500 zufällig simulierte Ankerknotensets für RSS Lokalisierung mit und ohne
Partikelinjektion verglichen. Es zeigt sich, dass die mittleren Genauigkeiten
zwar vergleichbar sind, es jedoch im Falle der Partikelinjektion keine Ausrei-
ßer mehr gibt. Ausreißer sind vor allem dadurch bedingt, dass von vornherein
kein Konvergieren zur korrekten Position stattﬁndet und auch während des
gesamten Laufs nicht mehr nachgeholt wird. Durch die Injektion von Parti-
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(d) Mittlerer Fehler 3, 3 m.
Abbildung 8.6: Ankerknotensätze, die auf Basis der realen Daten zu schlechten
(oben) und guten (unten) Lokalisierungsergebnissen (hybride EKF Lokalisie-
rung) führen.






















Abbildung 8.7: Vergleich der Sensitivität hybrider Lokalisierung durch Parti-
kelﬁlter mit (rot) und ohne (blau) Partikelinjektion in Bezug auf die Anzahl
benutzter Ankerknoten; resultierende mittlere Genauigkeit für 500 zufällig ge-
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(a) Geschätzte Trajektorien.





















(b) Verlauf absoluter Positionsfehler.
Abbildung 8.8: Vergleich zwischen hybrider (rot), IMU (grün) und RSS Lo-
kalisierung (magenta) und Referenz (blau) für ausgefallenes Sensornetzwerk
zwischen 80 s und 190 s (Beispielexperiment).
8.2.2 Ausfall des gesamten Netzwerks
Ebenfalls möglich ist ein temporärer Ausfall des gesamten Netzwerks. Abbil-
dung 8.8 visualisiert links einen beispielhaften Verlauf des absoluten Fehlers
über die Zeit für einen Ausfall des Sensornetzwerks von 100 s. Verwendet wer-
den RSS, Inertial- und hybride Lokalisierung. Auf der rechten Seite ist die
zugehörige Trajektorie abgebildet.
Man kann erkennen, dass sich die Positionsschätzung aller Verfahren ver-
schlechtert, wenn das Netzwerk ausfällt. Sobald jedoch wieder Messungen zu
Ankerknoten verfügbar sind, nähert sich die Positionsschätzung wieder der Re-
ferenztrajektorie an. Da bei der hybriden Lokalisierung auch bei ausgefallenem
Sensornetzwerk noch die Positionsinformationen auf Basis der Inertialsensorik
gewonnen werden können, erlaubt die hybride Lokalisierung trotz des langen
Ausfalls immer noch eine ungefähre Lokalisierung. Um eine Einschätzung der
resultierenden Genauigkeiten zu ermöglichen, wird für alle Experimente an-
genommen, dass das Sensornetzwerk zum Zeitpunkt tout,start = 0, 3 · tgesamt
ausfällt und nach tout,end = 0, 7 · tgesamt wieder verfügbar ist. Abbildung 8.9
stellt die Verteilungen der resultierenden mittleren Lokalisierungsfehler in den
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Abbildung 8.9: Vergleich der Verteilung der mittleren Positionsfehler in den
Experimenten d-j für hybride (jeweils linke Boxen), IMU (mittlere Boxen) und
RSS Lokalisierung (rechte Boxen) durch den EKFp Ansatz unter Annahme
eines Sensornetzwerkausfalls.
durchgeführten Läufen dar. Die hybride Lokalisierung erlaubt für die getrof-
fenen Annahmen zumeist eine Lokalisierung mit einer mittleren Genauigkeit
von unter zehn Metern, wogegen RSS und IMU Lokalisierung nur noch in
Ausnahmefällen eine Lokalisierung in diesem Bereich erlauben.
Für die Auswertung in Abbildung 8.9 wird kein Bewegungsmodell verwen-
det. Die Verwendung eines Bewegungsmodells (EKFpv, UKFpv, AMCpv) re-
sultiert in einer gleichmäßigen Fortführung der Bewegung, wenn keine neuen
RSS Messungen verfügbar sind. Je nach aktueller Richtung kann die geschätzte
Position damit schnell sehr ungenau werden. Eine Möglichkeit, dies zu umge-
hen besteht darin, einen Reduktionsfaktor vred < 1 einzuführen und anstelle
von 5.7 die Systemmatrix
A =
(
I T · I
0 vred · I
)
(8.3)
zu verwenden, sodass eine abnehmende Geschwindigkeit modelliert wird, wenn
keine neuen Messungen mehr ankommen. In Abbildung 8.10 werden die resul-
tierenden mittleren Genauigkeiten in allen Experimenten unter Verwendung
hybrider, IMU, RSS, RSS mit Bewegungsmodell (RSSpv) und RSSpv mit Re-
duktionsfaktor (RSSpvred) Lokalisierung verglichen. Es werden dieselben An-
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Abbildung 8.10: Vergleich der Verteilung der mittleren Positionsfehler unter
Annahme eines Sensornetzwerkausfalls in den Läufen der Experimente d-j für
hybride, IMU und RSS Lokalisierung durch den EKFp Algorithmus sowie für
RSS Lokalisierung durch den EKFpv Algorithmus mit und ohne Geschwindig-
keitsreduktion.
nahmen über den Ausfall des Netzwerks getroﬀen. Da die aktuelle Richtung
stark variiert, resultiert auch die Verwendung des Bewegungsmodells mit Aus-
klingen in keiner signiﬁkanten Verbesserung. Die wesentlich schlechteren Er-
gebnisse für die RSSpv Lokalisierung erklären sich durch die lange angenom-
mene Ausfallzeit. Da keine Richtungsänderung erfolgt, wird die Bewegung in
dieselbe Richtung fortgesetzt. Nur in Ausnahmefällen führt diese Annahme zu
Verbesserungen.
Abbildung 8.10 erlaubt eine Abschätzung der erreichbaren Verbesserungen
durch hybride Lokalisierung gegenüber RSS und IMU Lokalisierung. In allen
durchgeführten Experimenten ergeben sich Lokalisierungsgenauigkeiten ≤ 5 m
in der Hälfte der durchgeführten Läufe (Abbildung 8.10, links).
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8.3 Ausbringen von Infrastruktur und ad-hoc Lo-
kalisierung
Ein weiterer relevanter Aspekt ist die Untersuchung des Verhaltens der Loka-
lisierung, wenn Ankerknotenpositionen nicht, oder nur ungenau bekannt sind.
Eine Möglichkeit für die Positionierung der Ankerknoten besteht während des
Ausbringens. Dabei sind in Bezug auf die Anwendung verschiedene Arten von
Positionierungsfehlern möglich.
Im folgenden Kapitel wird untersucht, wie sich verschiedene Ungenauigkei-
ten in der Positionierung der Ankerknoten auf die erreichbare Lokalisierungs-
genauigkeit auswirken. Ansatz ist hierbei - jeweils auf Basis der realen Daten
- unterschiedlich angenommene Positionierungen der Ankerknoten zu simu-
lieren. In allen aufgezeichneten (realen) Paketen eines Ankerknotens werden














Abbildung 8.11: Beispiel für die Simulation ungenau positionierter Ankerkno-
tenpositionen: Aufgezeichnete RSS Werte einer Trajektorie der durchgeführten
Experimente werden jeweils simulierten Sendepositionen zugeordnet.
Untersuchte Ankerknotenfehler basieren dabei auf einer Simulation manu-
eller Ausbringung, GPS Positionierung, Ausbringung durch Inertialnavigation
sowie einer Kombination von Inertialnavigation und GPS. Da sich die be-
trachteten Fehler in allen Fällen nicht-deterministisch verhalten, wäre eine
experimentelle Untersuchung nur mit einer sehr hohen Anzahl an Versuchen
aussagekräftig. Im Folgenden wird daher auf Basis der entwickelten Simulati-
onsumgebung gearbeitet, sodass eﬃzient eine große Anzahl an Realisierungen
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stochastischer Prozesse betrachtet werden kann. Die Auswertungen stellen eine
Annäherung an die Auswirkungen ungenauer Ankerknotenpositionen dar.
Aufgrund der großen Anzahl an eingehenden Parametern in die verschiede-
nen Simulationsmodule wird zumeist mit zufällig generierten Instanzen gear-
beitet (Monte Carlo Simulation).
Teile der im folgenden Kapitel dargestellten Ergebnisse wurden bereits pu-
bliziert [229].
8.3.1 Manuell positionierte Ankerknoten
Zunächst wird angenommen, dass alle Ankerknoten manuell positioniert wer-
den. Beispielsweise anhand einer Karte wird manuell für jeden Knoten eine
Position gesetzt.
Simulationsansatz
Für die Abschätzung der Auswirkung auf die Lokalisierung wird der dabei
entstehende Fehler für die Positionen ~ann = [ann,1, ann,2], n ∈ N aller N An-
kerknoten als zufällig angenommen. Dies könnte beispielsweise das Szenario
der manuellen Positionierung von Ankerknoten anhand einer Karte modellie-
ren. Knoten werden zufällig falsch eingezeichnet, was zu einem Fehler in der
initialen Positionierung führt.
Da kein zusätzliches Wissen berücksichtigt wird, werden die entstehenden
Fehler als mittelwertfrei normalverteilt angenommen. Für die Positionen der
Ankerknoten gilt ~an′n = ~ann + ~eman mit ~eman ∼ N (0, σ2an,man).
Auswirkungen auf die Lokalisierung
Für unveränderte Parameter ergibt sich für die RSS und die hybride EKFp Lo-
kalisierung in Abhängigkeit von σan,man die in Abbildung 8.12 auf der linken
Seite dargestellte Verteilung der mittleren Fehler in Abhängigkeit der ange-
nommenen Standardabweichung σan,man. Grundlage für die Abbildung sind je-
weils 1000 simulierte Ankerknotenpositionierungen für verschiedene Läufe der
Experimente e-j. Im Vergleich zwischen hybrider Lokalisierung und RSS Lo-
kalisierung ergeben sich leichte Vorteile für die hybride Lokalisierung. Da die
unkorrekten Ankerpositionen jeweils direkt verwendet werden, führen starke
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(a) Messrauschen nicht angepasst.































(b) Positionsunsicherheit in Messrauschen
modelliert.
Abbildung 8.12: Vergleich der resultierenden Lokalisierungsgenauigkeiten für
RSS und hybride Lokalisierung mit EKFp Algorithmus, ohne (links) und mit
(rechts) angepasstem Modell für das Messrauschen, wenn jeweils 1000 Anker-
knotenpositionierungen in den Experimenten e-j simuliert werden.
Messungen aufgrund des verwendeten Rauschmodells (Kapitel 5.1.3, Gl. 5.4)
zu stark wirkenden Fehlern. Wenn das Rauschmodell entsprechend angepasst
wird und
r(RSS) = c · 10A−RSS10∗n + σan,man (8.4)
anstelle von (5.4) angenommen wird, verbessern sich die erzielbaren Lokali-
sierungsgenauigkeiten insbesondere für die hybride Lokalisierung (Abbildung
8.12, rechts). Bei der hybriden Lokalisierung ist der resultierende Fehler durch
die allein mittels Inertialsensorik erreichbare Genauigkeit gedeckelt. Bei der
RSS Lokalisierung kann bis zu einer Standardabweichung von σan,man = 10
immer noch in so gut wie allen simulierten Instanzen (zufälliger Fehler auf
Ankerknotenpositionen, verschiedene Trajektorien) eine Genauigkeit < 6 m
erreicht werden. Grund für die hohe Genauigkeit trotz des angenommenen Po-
sitionierungsfehlers ist vor allem die hohe Ankerknotendichte.
Abbildung 8.13 vergleicht für alle Experimente die Verteilung der resul-
tierenden Lokalisierungsgenauigkeiten in den einzelnen Läufen für exakt und
ungenau bekannte Ankerknotenpositionen. Für den Positionierungsfehler der
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Abbildung 8.13: Auswertung der mittleren Genauigkeit in den durchgeführ-
ten Experimenten durch hybride EKFp Lokalisierung für exakt bekannte An-
kerknotenpositionen (jeweils linke Boxen) und manuell (jeweils rechte Boxen)
positionierte (verrauschte) Ankerknotenpositionen (σan,man = 5 m, jeweils 200
Realisierungen).
Ankerknoten wird eine Standardabweichung von σan,man = 5 m angenommen.
Es werden pro Experiment jeweils 200 mal zufällig ein Lauf ausgewählt und die
Lokalisierungsgenauigkeit bei hybrider Lokalisierung berechnet. Trotz des sehr
hohen Messrauschens ermöglichen hohe Updaterate und Ankerknotendichte in
allen Experimenten immer noch eine Lokalisierungsgenauigkeit ≤ 8 m in den
meisten Läufen.
8.3.2 GPS Ankerknoten
Ebenfalls untersucht wird, wie sich die Positionierung einer Teilmenge der An-
kerknoten auf Basis eines GPS Empfängers auswirkt. Wenn beispielsweise eini-
ge Ankerknoten vor und um das Gebäude positioniert werden oder auch Kno-
ten am Fenster teilweise per GPS positionierbar sind, kann damit die manuelle
Positionierung dieser Knoten verbessert werden. Ebenso könnte eine GPS Po-
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(b) Versuch d.
Abbildung 8.14: Ankerknoten mit (grün) und ohne (rot) GPS Empfang, nur
Ankerknoten mit GPS werden (mit simulierten Fehlern behaftet) für die Lo-
kalisierung verwendet.
Versuch a b c d e f g h i j
Ankerknoten 62 62 62 61 62 62 58 62 60 60
Mit GPS Empfang 34 62 12 35 62 62 22 15 14 14
Tabelle 8.1: Anzahl der Ankerknoten mit (simuliertem) GPS Empfang in den
Versuchen.
Simulationsansatz
Um im Rahmen dieser Arbeit auf Basis der durchgeführten Versuche eine Ab-
schätzung des Eﬀekts von GPS Ankern zu erlauben, wird davon ausgegangen,
dass Ankerknoten am Fenster jeweils ein GPS Signal empfangen und einen
Fix erreichen können. Weiterhin wird davon ausgegangen, dass bereits ein Po-
sitionsﬁx vorliegt, eine Mittelung über mehrere Minuten möglich ist und der
Einschwingvorgang nicht betrachtet werden muss. Für jedes durchgeführte Ex-
periment werden am Fenster liegende Knoten identiﬁziert (Abbildung 8.14).
Für die Simulation wird das in Kapitel 4.4.3 entwickelte Modell verwendet. Da
bereits verschiedene Studien zur Parameterwahl vorliegen, wurde im Rahmen
der vorliegenden Arbeit keine weitere Studie dazu durchgeführt.
Im Hinblick auf die in [97] und in [177] durchgeführten Experimente sowie
auf die Angaben in [42] wird ein normalverteilter Fehler mit σan,gps = 10..20 m
für alle Knoten, die am Fenster liegen, angenommen. Knoten, die in einem Ab-
stand von mehr als einen Meter vom Fenster liegen, werden nicht verwendet
(Abbildung 8.14). Tabelle 8.1 gibt eine Übersicht über die Anzahl der verwen-
deten Ankerknoten in den unterschiedlichen Experimenten. Für die Außenver-
suche wird allen Knoten GPS Empfang unterstellt. Da sich damit im Vergleich
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Abbildung 8.15: Resultierende mittlere Genauigkeiten in Abhängigkeit von
σan,gps für jeweils 200 simulierte Ankerpositionierungen (zufällige Läufe in Ex-
periment i) und verschiedene Lokalisierungsalgorithmen (für UKFp, AMCp,
SPT und WCE Lokalisierug sind zur besseren Übersicht keine Datenpunkte
sondern nur Fits dargestellt).
zum zuvor untersuchten manuellen Ausbringen keine Unterschiede ergeben,
werden die Versuche im Folgenden nicht in die Auswertungen miteinbezogen.
Auswirkungen auf die Lokalisierung
Die folgenden Auswertungen beziehen sich jeweils auf die realen Daten unter
Annahme der oben dargestellten Positionsfehler der Ankerknoten. Simuliert
werden jeweils 100 verschiedene Realisierungen einer GPS Ankerpositionie-
rung. Mit denselben Annahmen wie bei der manuellen Positionierung ergeben
sich in Abhängigkeit von σan,gps in den Experimenten d,g,h,i,j die in Abbildung
8.15 dargestellten mittleren Fehler für die verschiedenen Lokalisierungsalgo-
rithmen.
Die Modelle für das Messrauschen wurden jeweils entsprechend zu (8.4)
angepasst. Bei der hybriden Lokalisierung kann man erkennen, dass das Par-
tikelﬁlter aufgrund der Integration des verwendeten Map Matching Ansatzes
auch unter ungenau bekannten Ankerpositionen zumeist eine Lokalisierung
190
mit einer Genauigkeit unter 5 m erlaubt. Die Resultate der anderen Filter sind
sehr ähnlich. Im Vergleich mit der RSS Lokalisierung wirken sich die Unge-
nauigkeiten in den Ankerpositionen beim hybriden Ansatz wesentlich weniger
stark auf die mittlere Lokalisierungsgenauigkeit aus. Mit hybrider Lokalisie-
rung lassen sich auch für eine angenommene Standardabweichung von 20 m
und für die verwendeten ausgewählten Ankerknoten immer noch ausreichende
Lokalisierungsergebnisse erreichen. Nur in Ausnahmefällen erlauben ungünsti-
ge Konstellationen der Ankerknoten keine Lokalisierung auf Raumgenauigkeit
mehr.
Bei der RSS Lokalisierung wirkt sich die Positionsunsicherheit in den Anker-
knoten wesentlich stärker aus. Insbesondere in den Versuchen g-j, in denen nur
noch 22 beziehungsweise 15 Ankerknoten verfügbar sind, ist der resultierende
Fehler meist zu groß, um noch eine ausreichende Lokalisierung zu erlauben.
Auch beim Partikelﬁlter reichen die Informationen nicht mehr aus, um die
Position schätzen zu können.
8.3.3 Ad-Hoc Infrastruktur mit PDR Positionierung
Wenn eine Positionierung der Ankerknoten mittels Fußgänger-Koppelnavigation
beim Ausbringen vorgenommen wird, muss ebenfalls auf Basis unbekannter
Ankerknotenpositionen gearbeitet werden.
Ansatz
Um das Ausbringen von Ankerknoten zu simulieren, wird basierend auf einer
für das jeweilige Szenario festgelegten Ausbringtrajektorie gearbeitet. Für die
Trajektorie wird auf Basis des Simulationsmodells (Kapitel 4.4.3) mit ermit-
telten Parametern (Kapitel 7.4) eine Simulation der PDR Positionsschätzung
abgeleitet. Für jede Ankerknotenposition wird jeweils der Fehler angenommen,
der sich zu dem Zeitpunkt akkumuliert hat, an dem die Ausbringtrajektorie am
nächsten zum jeweiligen Ankerknoten war. Abbildung 8.16 zeigt ein Beispiel
einer Ausbringtrajektorie mit den realen Ankerpositionen und den resultieren-
















Abbildung 8.16: Beispiel einer simulierten PDR Ausbringtrajektorie: PDR
Schätzung auf Basis einer angenommenen Ausbringtrajektorie und resultieren-
de angenommene Ankerpositionen im Vergleich zu den realen Ankerpositionen.
Auswirkungen auf Lokalisierung
Für die Positionsunsicherheit aller Ankerknoten wird zunächst wie zuvor (8.4)
ein konstanter Wert
σan,pdr(trun, µΦ) = c1 · trun · µΦ (8.5)
in Abhängigkeit von der Dauer des Laufs trun und dem Winkelfehler µΦ an-
genommen. Alternativ dazu kann die Positionsunsicherheit der Ankerknoten
auch für jeden Ankerknoten einzeln in Abhängigkeit der jeweiligen Ausbring-
zeit tdep berechnet werden. Abbildung 8.17 vergleicht die mittleren Fehler
(EKFp hybride Lokalisierung) für eine konstante (8.5) und eine variable Mo-
dellierung des Messrauschens
σan(k),pdr(trun, µΦ, tdep(k)) = c2 · tdep
trun
· µΦ. (8.6)
Auf der x-Achse sind jeweils unterschiedliche Werte für das Messrauschen
aufgetragen. Es sind jeweils 50 Ankerknotenpositionierungen in allen Expe-
rimenten simuliert. Man kann erkennen, dass die variable Modellierung des
Messrauschens zu einer geringfügigen Verbesserung führt. Insgesamt erlaubt
die hybride Lokalisierung auch bei simulierter Positionierung der Ankerknoten
in den meisten Fällen eine Genauigkeit im Bereich von 5 m.
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Abbildung 8.17: Vergleich zwischen konstanter (blau) und variabler (grün) Mo-
dellierung des Messrauschens in Abhängigkeit der Konstanten c1 beziehungs-
weise c2; dargestellt sind jeweils die mittleren Genauigkeiten für 400 simulierte
Ankerknotenpositionierungen (hybride EKFp Lokalisierung).
Vergleichbar zu den Auswertungen im vorigen Abschnitt werden in Abbil-
dung 8.18 resultierende mittlere Lokalisierungsgenauigkeiten für unterschied-
lich simulierte Winkelfehler im Ausbringen der Ankerknoten µΦ dargestellt.
Man kann erkennen, dass die verschiedenen Filter sensitiv gegenüber unter-
schiedlich stark verrauschten Ankerpositionen reagieren. Für das Partikelﬁlter
wurden wie zuvor nur die Läufe h-j berücksichtigt. In der RSS Lokalisierung
können große Positionierungsfehler nicht korrigiert werden und wirken sich
stark aus.
8.3.4 PDR / GPS Kombination
Zuletzt wird untersucht, welchen Einﬂuss eine Kombination aus GPS Positio-
nierung und Ausbringung durch Fußgänger-Koppelnavigation hat. Dies ent-
spricht also einem Szenario, in dem alle Anker zu Anfang eine Positionierung
auf Basis von Fußgänger-Koppelnavigation erhalten und dann, wenn möglich,
die eigene Position auf Basis eines GPS Signals aktualisieren.
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Abbildung 8.18: Resultierende mittlere Genauigkeiten in Abhängigkeit von
µPhi für jeweils 100 simulierte Ankerknotenpositionierungen in allen Experi-
menten (für UKFp, AMCp, SPT und WCE Lokalisierug sind zur besseren
Übersicht keine Datenpunkte sondern nur Fits dargestellt).
Ansatz
Hierzu werden die Modelle der beiden vorigen Abschnitte kombiniert. Zu-
nächst wird im ersten Ansatz, bei Verfügbarkeit, jeweils die GPS Positio-
nierung verwendet. Andernfalls wird die jeweils beim Ausbringen erhaltene
Position verwendet. Alternativ dazu wird auf Basis einer Abschätzung der Po-
sitionsunsicherheiten (Positionskovarianzen) beider Methoden eine fusionierte
Position verwendet. Für die GPS Ankerknoten wird jeweils die Standardabwei-
chung σan,gps der GPS Positionierung benutzt. Die Kovarianzmatrix der Posi-
tionsschätzung wird zu Cgps = diag[σ2an,gps, σ
2
an,gps] verwendet. Für die durch





δ ~an · σe + δ ~an · tan(µΦ)
|δ ~an| (8.7)
abgeschätzt. GPS Position ~angps und Position auf Basis der Ausbringtrajekto-
rie ~anpdr werden durch
Can = (Cpdr + Cgps)



































Abbildung 8.19: Beispiel der verwendeten Ankerpositionierungen: Originalpo-
sitionen (rot), simulierte GPS Positionen (hellblau), simulierte Positionierung
durch PDR Ausbringung (blau) und fusionierte Positionen (grün).
unter Minimierung der neuen Positionskovarianz (Methode kleinster Fehler-
quadrate) kombiniert. Abbildung 8.19 zeigt ein Beispiel der realen Ankerposi-
tionen, der simulierten PDR und GPS Positionierungen sowie der kombinierten
Positionen. Für die Kombination wird für jeden Anker zunächst geprüft, ob ei-
ne GPS Position verfügbar ist. Gegebenenfalls wird die neue Position basierend
auf (8.8) kalkuliert und für die Lokalisierung verwendet.
Auswirkungen auf Lokalisierung
Um die Auswirkungen auf die resultierende Lokalisierungsgenauigkeit abschät-
zen zu können, wurden verschiedene Simulationen durchgeführt. In Abbil-
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Abbildung 8.20: Vergleich der resultierenden mittleren Lokalisierungsgenau-
igkeiten in den Experimenten mit den realen Ankerpositionen (jeweils linke
Boxen) und verrauschten Ankerpositionen auf Basis von PDR (zweite Box),
GPS (dritte Box) und PDR-GPS Fusion (rechte Boxen).
dung 8.20 werden die Verteilungen der mittleren Genauigkeiten hybrider EKFp
Lokalisierung für die verschiedenen Experimente verglichen. Pro Experiment
wurden für jede Methode jeweils 100 zufällige Ankerknotenpositionierungen
auf Basis der modellierten Abweichungen generiert. Verglichen wird die Feh-
lerverteilung bei der Verwendung der GPS Position bei Verfügbarkeit, mit der
Verwendung der Position bei PDR Ausbringung und der Verwendung der fu-
sionierten Position. Zum Vergleich ist die Fehlerverteilung unter Verwendung
der realen Positionierung angegeben. Man erkennt, dass der vorgeschlagene
Fusionsansatz es in allen Experimenten erlaubt, die jeweils bessere Positions-
schätzung zu wählen. Insbesondere die Mehrheit der Knoten GPS Signale emp-
fangen kann, sind die resultierenden Verbesserungen jedoch gering.
Angemerkt werden muss zu dieser Auswertung, dass sowohl die Positions-
kovarianzen der durch PDR ausgebrachten Ankerknoten als auch die der GPS
Knoten durch (8.7) nur abgeschätzt und nicht genau berechnet werden. Eine
mögliche Optimierung könnte durch eine Modellierung der Positionskovarianz
beim Ausbringen durch Aufnahme der Orientierung in den Zustandsvektor er-
reicht werden. In der vorliegenden Arbeit wird hierauf jedoch aufgrund der




In der Arbeit wurde ein Ansatz zur ad-hoc Personenlokalisierung konzipiert,
prototypisch umgesetzt und untersucht. Mit verschiedenen Lokalisierungsal-
gorithmen und unter unterschiedlichen Annahmen wurde gezeigt, dass eine
Lokalisierungsgenauigkeit im Bereich einiger Meter realistisch ist. Auch unter
ungünstigen Verhältnissen (wenige Ankerknoten, unzuverlässiges Netzwerk, ...)
kann eine ungefähre Positionsschätzung vorgenommen werden.
Im Folgenden wird das Lösungskonzept im Hinblick auf reale Anwendungen
- zum Beispiel in Feuerwehr- oder Polizeieinsätzen - analysiert. Ziel des fol-
genden Kapitels ist die Ableitung einer Einschätzung zur Umsetzbarkeit des
vorgeschlagenen ad-hoc Lokalisierungsansatzes.
9.1 Realitätsnähe der Versuche und Aussagekraft
der Ergebnisse
Im Rahmen des gewählten Aufbaus können Genauigkeiten im Bereich weniger
Meter realisiert werden. Auch unter (simulierten) ungünstigen Bedingungen ist
die Lokalisierungsgenauigkeit noch ausreichend, um einer Person jeweils den
korrekten Gebäudeteil zuzuordnen. Im Vergleich zu vorangegangenen Arbei-
ten sind die durchgeführten Experimente wesentlich umfangreicher. Dadurch,
dass die Auswirkungen verschiedener Umgebungen sowie Knotenpositionen am
Körper untersucht wurden, konnte eine Abschätzung der Genauigkeiten unter
variierenden Bedingungen erreicht werden. Durch die simulative Untersuchung
unterschiedlicher Ausprägungen der Ungenauigkeiten in den Ankerpositionen
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konnte eine qualitative Abschätzung der Auswirkung verschiedener Ansätze
für das Ausbringen vorgenommen werden.
Um jedoch bewerten zu können, inwiefern die dargestellten Experimente
und Simulationen mit der realen Anwendung vergleichbar sind, müsste zu-
nächst eine wesentlich weitere Eingrenzung und Konkretisierung der Anwen-
dung erfolgen. Zu beantworten wäre vor allem, ob sich die Ausbringung eines
Ankerknotennetzwerks im realen Szenario mit einem Einsatzablauf vereinba-
ren ließe. Ebenfalls wäre zu klären, wie räumlich ausgedehnt übliche Instanzen
sind und wie typische Bewegungsproﬁle der zu lokalisierenden Personen aus-
sehen.
Ziel des umgesetzten Experimentdesigns war es, soweit von der Anwendung
zu abstrahieren, dass einerseits eﬃziente Untersuchungen möglich sind, jedoch
andererseits immer noch eine ausreichende Realitätsnähe erhalten bleibt, um
realistische Aussagen und Abschätzungen zu erlauben. Für das beispielhaft
näher ausgeführte Feuerwehr- oder Polizeiszenario ist die Durchführung eines
Experiments während eines Einsatzes praktisch nicht umsetzbar. Auch eine
realistische Evaluierung in einer Übung ist sehr aufwändig und kann erst in
einem Stadium erfolgen, in dem das System im Prinzip fertigentwickelt ist.
Es ist jedoch nicht ausreichend, in einer Umgebung und für ein Ankerkno-
tensetting ein Experiment durchzuführen und anhand dessen allgemeingültige
Ableitungen zu treﬀen. Der in dieser Arbeit gegangene Weg stellt daher einen
Kompromiss dar: Die erreichten Ergebnisse sollen als Anhaltspunkt für die
Personenlokalisierung auf Basis des vorgeschlagenen Systemkonzepts dienen.
Im Vergleich zu der überwiegenden Anzahl an publizierten Arbeiten ist die
Realitätsnähe des Versuchsaufbaus in der vorliegenden Arbeit deutlich grö-
ßer. Trotzdem sind die Ergebnisse noch nicht ohne weiteres auf ein konkretes
Einsatzszenario übertragbar.
Mit der vorliegenden Arbeit soll der Nachweis erbracht werden, dass einer
Realisierung des vorgeschlagenen Konzepts keine prinzipiellen Hürden im Weg
stehen. Vor einer eventuellen Produktentwicklung wäre jedoch eine weitere
Eingrenzung und Konkretisierung der Anwendung erforderlich. Insbesondere
die Art der Ausbringung der Ankerknoten, der Anteil der Knoten mit GPS
Empfang sowie das Vorhandensein von Kartenmaterial haben einen großen
Einﬂuss auf die erreichbaren Genauigkeiten. Je nach gewählten Randbedin-
199
gungen müssten an verschiedenen Stellen weitere Teilaspekte experimentell
und simulativ untersucht werden.
Trotzdem kann auf Basis der durchgeführten Studien insgesamt geschluss-
folgert werden, dass die entwickelten Ansätze eine vielversprechende Möglich-
keit darstellen die Problematik der ad-hoc Personenlokalisierung zu lösen. Da
berücksichtigt wird, dass die zur Lokalisierung benötigte Infrastruktur ad-hoc
ausgebracht wird, ergeben sich eine Reihe von möglichen Anwendungsszenari-
en. Die durchgeführten Experimente stellen einen Nachweis der Realisierbar-
keit dar.
9.2 Erreichbare Genauigkeit
Auﬀallend bei der Auswertung der Daten in Bezug auf die erreichbaren Ge-
nauigkeiten (Kapitel 5) ist, dass die maximal erreichbare mittlere Genauigkeit
über alle Experimente auf circa 1, 5 m beschränkt ist. Selbst unter Verwendung
aller Ankerknoten und unter Einsatz hybrider Lokalisierung wird diese Grenze
in keiner Instanz unterschritten.
Eine Ursache hierfür sind Ungenauigkeiten in den aufgenommenen Refe-
renzdaten. Wie in Kapitel 4.3 beschrieben, erfolgt die Referenzierung auf Basis
vordeﬁnierter Trajektorien bei denen manuell Zeitstempel genommen wurden,
beziehungsweise auf Basis von DGPS in den Außenversuchen. Da die deﬁ-
nierte Genauigkeitsmetrik den mittleren quadratischen Fehler bezeichnet, also
immer positiv ist, führt jede Abweichung der Realität von der Referenz di-
rekt zu einem entsprechenden Fehler. Weiterhin wurden die Strecken zwischen
den aufgenommenen Referenzzeiten durch Interpolation gewonnen, was nur als
Näherung an die Realität aufgefasst werden kann. Ungenauigkeiten in der Re-
ferenz erzeugen bereits einen konstanten Bias. Auch eine sehr gute Schätzung
weist in Bezug auf eine nicht perfekte Referenz einen Fehler auf.
Ein weiterer Grund sind Ungenauigkeiten bei der Analog-Digital-Wandlung.
Die ausgegebenen RSS Werte liegen als Ganzzahl vor. Bei der Wandlung der
Empfangsfeldstärke zum ausgegebenen RSS Wert erfolgt eine Rundung.
Um die Auswirkungen beider Eﬀekte zu überprüfen, wurde für eine simu-
lierte Trajektorie jeweils das Verhalten der Lokalisierungsalgorithmen unter
ideal angenommenen RSS Werten untersucht. Zunächst wurden die zur je-
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Ideale Werte: 0.11 m
Abgeschnittene Werte: 0.39 m
Abbildung 9.1: Fehlerverlauf für EKF Lokalisierung auf Basis simulierter idea-
ler RSS Messungen und für dieselben Werte, wenn durch Abschneiden Ganz-
zahl-Werte berechnet werden.
weiligen Distanz bestimmten RSS Werte mit Double-Genauigkeit verwendet.
Dann wurden bei denselben Werten die Nachkommastellen abgeschnitten. Ab-
bildung 9.1 vergleicht die resultierenden Fehlerverläufe für EKF Lokalisierung.
Obwohl die Referenz perfekt und die RSS Werte optimal sind, ergibt sich für
abgeschnittene RSS Werte ein mittlerer Fehler von 0, 4 m im dargestellten
Beispiel. Auch die Annahme idealer Werte führt zu einem Fehler von 0, 11 m.
Da die eingesetzten Filterverfahren glättend wirken, tendiert die Positions-
schätzung zu einem nachlaufenden Verhalten. Wenn eine Bewegungsgeschwin-
digkeit von über einem Meter pro Sekunde unterstellt wird, führt das Nachlau-
fen der Schätzung zu einem entsprechenden Fehler. Wenn die zu lokalisierende
Person im realen Szenario langsamer ginge oder Pausen machen würde, wäre
der resultierende Fehler geringer.
Insgesamt müssen die in der Arbeit dargestellten mittleren Genauigkeiten
als Anhaltspunkt für die Abweichungen interpretiert werden. Ohnehin ist eine
genaue Festlegung der Position einer Person mit einer Granularität unter einem
Meter schwierig. In den betrachteten Anwendungen ist die raumgenaue Loka-
lisierung beziehungsweise in größeren Räumen auch die Lokalisierung in einen
bestimmten Teil des Raumes ausreichend. Für die meisten Einsatzszenarien
der ad-hoc Lokalisierung werden die im Rahmen der Arbeit nachgewiesenen
Genauigkeiten als ausreichend eingeschätzt.
201
9.3 RSS Werte zur Distanzschätzung (Ranging)
Die Verwendung der Empfangsfeldstärke ist das am besten untersuchte Mess-
prinzip zur Lokalisierung. Vor allem der Ansatz des Fingerprinting ist weit
verbreitet und stellt mittlerweile die Grundlage für eine Reihe kommerziali-
sierter Systeme dar (insbesondere WiFi basierte Systeme). Auf RSS Ranging
basierende Systeme wurden dagegen in verschiedenen Arbeiten als ungenau
kritisiert. Motivation für die Verwendung in der vorliegenden Arbeit war auf
der einen Seite die leichte Verfügbarkeit und auf der anderen Seite auch die
gute Skalierbarkeit (durch Broadcasting) des entsprechenden Lokalisierungs-
ansatzes.
In Bezug auf die Anwendung stellt die Lokalisierung von Personen insofern
eine günstigere Problemstellung für den Einsatz von RSS-Ranging dar, als die
Ziele mobil sind. Im Vergleich zur Lokalisierung von Geräten oder anderen
statischen Zielen, erlaubt die Lokalisierung von mobilen Zielen eine Mittelung
über die Zeit und eine Filterung der Messungen. Da das umgesetzte Messprin-
zip gut skaliert (ein Ankerknoten sendet Broadcast Nachrichten, alle mobilen
Knoten empfangen diese), können hohe Updateraten realisiert werden. Trotz
großer Schwankungen kann in kurzer Zeit eine aussagekräftige Abschätzung
der Distanz erfolgen. Es wird davon ausgegangen, dass die Ankerknoten jeweils
Ihre eigene Position kennen. Durch die hohe Anzahl verwendeter Ankerkno-
ten und die hohe Broadcastrate ist die gewählte Lokalisierungsmethode damit
vergleichbar zu einem Fingerprinting Ansatz.
Weiterhin gilt, dass das verwendete RSS Ranging wie in Kapitel 5.1.3 darge-
stellt, näherungsweise normalverteiltes Rauschen aufweist. Weiteres Potential
zur Verbesserung der realisierbaren Positionsschätzung liegt in der Annahme
alternativer Verteilungen, die Ausreißer-Messungen besser abbilden.
Ebenfalls ließen sich die im Rahmen der Arbeit erforschten Ansätze auch
auf andere Ranging Methoden übertragen. Beispielsweise könnten Laufzeit-
diﬀerenzen (TDoA) zwischen akustischen und RF Signalen verwendet werden,
ohne große Änderungen am Konzept vorzunehmen. Etwas schwieriger wäre die
Integration von laufzeitbasierten Verfahren (ToA), da die Netzwerkarchitektur
entsprechend angepasst werden müsste.
Insgesamt lassen die im Rahmen der Arbeit in Bezug auf RSS Ranging
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gewonnen Erkenntnisse den Schluss zu, dass sich das Prinzip unter den gege-
benen Voraussetzungen gut zur Lokalisierung eignet. Insbesondere die geringe
Komplexität erlaubt die einfache und schnelle Realisierung von Systemen.
9.4 Verwendung von Smartphones
Die vorgestellten und umgesetzten Algorithmen sind teilweise auf heutiger Sen-
sornetzwerkhardware aufgrund ihrer Komplexität nicht lauﬀähig. Sowohl die
vorgestellten Partikelﬁlteransätze als auch das Unscented Kalmanﬁlter wären
nur unter wesentlicher Einschränkung der Schätzqualität auf dem verwende-
ten MSP430 Mikrocontroller umzusetzen. Allerdings schreitet die Entwicklung
der Prozessorleistung auch kleinster Geräte in den letzten Jahren immer wei-
ter fort (z. B. Smartphones). Wenn man von einem Smartphone als mobilem
Knoten ausgeht, können unter Voraussetzung eines aktuellen Modells alle in
der Arbeit vorgeschlagenen Ansätze in Echtzeit umgesetzt werden.
Ebenfalls haben die Auswertungen ergeben, dass bereits mit einfachen An-
sätzen (WCE Lokalisierung) und unter Verwendung weniger Knoten ausrei-
chend genaue Ergebnisse erzielbar sind. Zur Demonstration wurde die Lokali-
sierung auf Basis der vorverarbeiteten Lageschätzung und dem EKF Algorith-
mus auf den verwendeten Mikrocontroller portiert [220].
Für zivile Anwendungen wie zum Beispiel die ad-hoc Lokalisierung von Be-
suchern auf einer Messe1 wäre eine Übertragung der im Rahmen der Arbeit
entwickelten Ansätze auf ein Smartphone möglich. Da in modernen Smartpho-
nes mittlerweile so gut wie immer neben Beschleunigungs- und Magnetfeld-
auch Drehratensensoren integriert sind, ließe sich die Koppelnavigation auf die-
se Geräte übertragen. Vorteile liegen vor allem in der weiten Verbreitung und
Verfügbarkeit der Geräte. Neben einem relativ leistungsfähigen Prozessor ist
jeweils auch direkt ein Display zur Anzeige der Position vorhanden. Personen
können sich dann auf Basis dieser ad-hoc Infrastruktur und der Smartphone
Inertialsensorik selbst lokalisieren. Neben dieser Navigation ergäben sich für
die Betreiber und Messegesellschaften auch neue Möglichkeiten zur Analyse
der Besucherströme und zur Auswertung der Frequentierung einzelner Stände.
Da auch hier von einem in begrenzter Zeit zu installierenden ad-hoc System
1www.id-enter.com, www.spotme.com
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ausgegangen werden muss, sind die Anforderungen im Prinzip dieselben wie in
den zuvor dargestellten Szenarien. Durch die Übertragung auf ein Smartphone
ergeben sich also weitere Ansatzpunkte für Anwendungen.
Die in der Arbeit dargestellten Ansätze zur hybriden Lokalisierung können
neben einem ZigBee Netzwerk auch mit anderen langzeitgenauen Lokalisie-
rungsansätzen integriert werden. Die Genauigkeit der für die Auswertungen





Im Folgenden wird die Arbeit zusammengefasst und ein Ausblick auf oﬀene
Punkte und mögliche weitere Untersuchungen gegeben.
10.1 Zusammenfassung
Ziel der Arbeit war die Entwicklung, Untersuchung und Bewertung eines Lö-
sungskonzepts für die Problemstellung der ad-hoc Personenlokalisierung.
Mögliche Einsatzszenarien eines solchen Systems können beispielsweise Feu-
erwehr- oder Polizeieinsätze sein, bei denen mehrere Personen lokalisiert wer-
den sollen. Die Lokalisierung ermöglicht dem Einsatzleiter und den Beteiligten
eine bessere Übersicht über die aktuelle Situation. Kenntnis der Positionen der
Personen könnte in diesen Situationen helfen, logistische Abläufe zu optimie-
ren oder auch sicherheitskritische Aktionen besser zu koordinieren. Mögliche
weitere Szenarien ﬁnden sich in der Wartung von Großanlagen, im Bau von
Schiﬀen oder im Bereich der Sicherheitsdienstleistungen.
Im Rahmen der Arbeit wurden zunächst verfügbare Lösungen und Lösungs-
konzepte des Standes der Technik analysiert und umfassend verglichen. Zum
aktuellen Zeitpunkt ist sowohl kommerziell als auch in der Wissenschaft kein
geeigneter systemischer Lösungsansatz zum Einsatz in ad-hoc Szenarien ver-
fügbar.
In der vorliegenden Arbeit wurde daher zunächst ein entsprechendes Lö-
sungskonzept entwickelt. Grundlage ist eine an der Hüfte getragene Inertialsen-
soreinheit, sowie ein am Einsatzort ausgebrachtes drahtloses Sensornetzwerk.
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Das Netzwerk basiert auf dem ZigBee Standard und organisiert sich automa-
tisch in Mesh-Topologie. Einerseits gibt es feste Ankerknoten mit bekannten
Positionen und andererseits mobile Knoten, die von den zu lokalisierenden Per-
sonen getragen werden. Die Positionierung und Initialisierung der Ankerknoten
kann entweder manuell, basierend auf einer Karte, durch Fußgängerkoppelnavi-
gation oder auch durch GPS erfolgen. Sobald das Sensornetzwerk ausgebracht
ist, können Personen entweder auf Basis der Empfangsfeldstärken allein oder
auf Basis einer Datenfusion mit einer mitgeführten Inertialsensoreinheit loka-
lisiert werden. Die Übermittlung der Position zur Einsatzleitstelle erfolgt über
Multihop Kommunikation.
Das konzipierte System wurde prototypisch umgesetzt. Weiterhin wurde
eine angepasste Simulationsumgebung entwickelt, die die Untersuchung von
Fragen zu Skalierbarkeit und wechselnden Topologien erlaubt.
Mit dem System wurde eine Vielzahl an Experimenten durchgeführt, um
eine Datenbasis für eine Analyse zu schaﬀen. Die gewonnenen Daten wurden
zunächst umfassend analysiert. Basierend auf dieser Analyse wurden verschie-
dene Lokalisierungsalgorithmen angepasst, erweitert und evaluiert, um Aus-
sagen über erreichbaren Genauigkeiten und Verhalten unter unterschiedlichen
Bedingungen treﬀen zu können. Hierbei wurden zunächst Ansätze zur RSS Lo-
kalisierung und Ansätze zur inertialsensorbasierten Lokalisierung dargestellt
und evaluiert. Dann wurde ein hybrider Lokalisierungsalgorithmus auf Basis
einer Fusion von RSS Daten mit Inertialdaten konzipiert und umgesetzt. Für
alle drei Bereiche wurden die verschiedenen Algorithmen in Bezug auf ihr Ver-
halten sowohl mit realen als auch mit (teil-) simulierten Daten getestet. Für
eine Positionierung der Ankerknoten durch GPS oder durch ein Fußgänger-
Inertialnavigationssystem wurde analysiert wie sich das System verhält. In
Bezug auf unterschiedliche Umgebungen wurde die Robustheit des Ansatzes
untersucht und nachgewiesen. Insbesondere der entwickelte hybride Lokalisie-
rungsansatz führte zu guten Resultaten, auch wenn das Sensornetzwerk als
unzuverlässig oder teilweise ausgefallen angenommen wurde.
Im 2. Stock des ITIV Gebäudes kann beispielsweise mit 20 exakt positio-
nierten Ankerknoten eine Lokalisierung mit einer Genauigkeit im Bereich von
3 m erreicht werden, wenn nur RSS Daten verwendet werden. Wenn zusätz-
lich Inertialdaten verwendet werden, kann entweder die Lokalisierungsgenauig-
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keit auf circa 2 m gesteigert werden oder bei gleicher Genauigkeit auf Basis
von 10 oder weniger Ankerknoten gearbeitet werden. Die Miteinbeziehung von
Kartenmaterial durch ein Partikelﬁlter erlaubt die weitere Reduktion der be-
nötigten Ankerknoten beziehungsweise die weitere Erhöhung der Genauigkeit.
Wenn anstatt dessen angenommen wird, dass die Positionen der Ankerknoten
nur ungenau bekannt sind, ergeben sich zunächst schlechtere Resultate für die
RSS Lokalisierung. Der Einsatz des entwickelten hybriden Verfahrens erlaubt
eine deutliche Verbesserung. Unter realistischen Annahmen kann abgeleitet
werden, dass eine Lokalisierung auf Raumgenauigkeit durchaus im Bereich des
Möglichen bleibt.
Abschließend wurde das vorgeschlagene Lösungskonzept in Bezug auf ver-
schiedene Anwendungsszenarien diskutiert und mögliche Schwachpunkte iden-
tiﬁziert. Insgesamt wurde festgestellt, dass sich das Konzept für den Einsatz
in Feuerwehr- oder Polizeiszenarien eignet.
10.2 Nächste Schritte und Ausblick
Um weitere Schritte in Richtung einer möglichen Produktentwicklung machen
zu können, müssten die erreichten Forschungsergebnisse zunächst durch eine
weitere, größer angelegte Testserie (unterschiedliche Personen, reale Einsatz-
bedingungen, ...) untersucht werden. Ebenfalls müsste das bisher prototypisch
realisierte Systemkonzept in Bezug auf Fehleranfälligkeit und Robustheit wei-
terentwickelt werden. Da die prinzipielle Machbarkeit jedoch im Rahmen der
Arbeit gezeigt wurde, ist das bestehende Entwicklungsrisiko abschätzbar.
Die im Rahmen dieser Arbeit umgesetzten Lokalisierungsansätze beziehen
sich auf eine 2D Lokalisierung. Alle dargestellten Ansätze sind im Prinzip auch
auf eine 2,5D (Stockwerkgenauigkeit) oder 3D Lokalisierung übertragbar. Eine
mögliche Erweiterung hierfür wäre die Verwendung eines barometrischen Al-
timeters. Allerdings ergeben sich im Dreidimensionalen auch neue Herausfor-
derungen und Problemstellungen, die noch nicht untersucht wurden. Vor einer
möglichen Produktentwicklung wäre zunächst eine zumindest 2,5-dimensionale
Umsetzung zu konzipieren und zu untersuchen.
Insbesondere die Auswirkung ungenau bekannter Ankerknotenpositionen
auf die erzielbare Lokalisierungsgenauigkeit in der Personenlokalisierung wur-
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de bisher noch nicht behandelt. Sowohl die Überarbeitung der verwendeten
Fehlermodelle (Kapitel 4.4.3) als auch eine weitere Verfeinerung der Parame-
terauswahl bietet hierbei Potential. Neben den im Rahmen der Arbeit un-
tersuchten Fragestellungen könnten Ansätze zur simultanen Lokalisierung und
Kartographierung (Simultaneous Localization and Mapping, SLAM) oder auch
zur Graphen-Einbettung untersucht werden. Auch könnte die Verbesserung der
Positionsschätzung zur Laufzeit durch kooperative Ansätze zu weiteren Opti-
mierungen führen.
Ebenfalls Potenzial für weitere Forschungsarbeiten ergibt sich aus der Ana-
lyse der Auswirkung von Personen auf ein signalstärkebasiertes Lokalisierungs-
system. Die Problematik ist bekannt, jedoch sind zum aktuellen Zeitpunkt kei-
ne Arbeiten bekannt, die sich näher damit beschäftigen. Die im Rahmen der
vorliegenden Arbeit erarbeiteten Ergebnisse geben einen ersten Anhaltspunkt.
Der Ansatz einer simulativen Untersuchung bietet dazu interessante weitere
Möglichkeiten.
Aufgrund der Relevanz und des Themas gliedern sich die im Rahmen der
Arbeit erarbeiteten Konzepte im Bereich der hybriden Lokalisierung von Per-
sonen nahtlos in die Arbeit einer größer werdenden Community ein. Da die
Lokalisierung von Personen für ortsbezogene Dienste durch Smartphones und
cyberphysical Systems immer wichtiger wird, ist insbesondere der Hüft-IMU-
basierte Ansatz vielversprechend. Interessant wäre beispielsweise die Umset-
zung der im Rahmen dieser Arbeit mit einer IMU durchgeführten Untersuchun-
gen auf Basis der Sensorik eines aktuellen Smartphones. Die darin enthaltene
Sensorik hat mittlerweile eine ausreichende Güte erreicht, sodass einer Übertra-
gung des vorgeschlagenen hybriden Lokalisierungskonzepts auf ein Smartphone
nichts im Wege steht. Forschungsthemen in diesem Umfeld ergeben sich zum
Beispiel in Bereich der Lageschätzung auf Basis von Sensordatenfusion sowie
im Bereich der robusten Bewegungsgeschwindigkeitsschätzung.
Ebenfalls interessant wäre die Miteinbeziehung einer Lokalisierung von Ge-
genständen (Asset Tracking). Da die im Rahmen dieser Arbeit erforschten
Prinzipien alle auf einer zu lokalisierenden sich bewegenden Person basieren
(Schritterkennung, RSS Fluktuation, ...), wäre hierzu voraussichtlich die Mit-
einbeziehung eines neuen Lokalisierungsprinzips nötig. Am ITIV wird in die-
sem Zusammenhang bereits an der Integration von Ultrabreitband-Distanz-
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messungsverfahren gearbeitet. Mittels eines laufzeitbasierten UWB Systems
wäre beispielsweise nur noch in viel geringerem Umfang eine Mittelung nötig,
sodass auch unbewegliche Gegenstände lokalisierbar sein sollten. Da jedoch bis-
her keine standardkonformen UWB Chips verfügbar sind, bleiben verschiedene
Themen (z. B. Integration von Kommunikation, intelligente Energiekonzepte,
Integration weiterer Systeme), die bisher noch nicht bearbeitet werden können,
zu untersuchen.
Durch das Aufkommen von Smartphones nimmt die Bedeutung der Perso-
nenlokalisierung immer weiter zu. Ebenfalls interessiert an der Thematik sind
Konzerne wie Google und Apple. Ziel ist zumeist, die Realisierung von ortsbe-
zogenen Diensten oder von Personal Navigation Services. Die im Rahmen die-
ser Arbeit behandelten ad-hoc Szenarien sind kommerziell wesentlich weniger
relevant. Trotzdem ergeben sich eine Reihe von Anwendungen und möglichen
Einsatzszenarien. Es kann davon ausgegangen werden, dass sich Forschung aber
auch Produktentwicklung in den kommenden Jahren weiter intensiv mit der
Fusion von Inertialdaten und langzeitgenauen Systemen beschäftigen werden.
Neben GNSS sind dabei vor allem auch Near Field Communication (NFC), so-
wie WiFi und andere Systeme zur ubiquitären, multisensoriellen Lokalisierung
im Fokus des Interesses.
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