ABSTRACT Since the clutter statistics of marine radar are non-stationary and difficult to ascertain, the constant false-alarm rate (CFAR) processor based on some clutter statistical characteristics is hard to obtain the CFAR performance. Especially, for clutter with long smearing effect characteristics, such as lognormal distribution, Pareto distribution, and K distribution, it is difficult to obtain CFAR characteristics using conventional CFAR processing techniques. The main consideration of this paper is to improve the robustness of CFAR, and the Comp-CFAR method is proposed according to the central limit theorem and the logarithmic compression principle of the signal. This method mainly includes clutter two-parameter logarithmic compression processing and accumulation of the magnitudes' average comprehensive CFAR processing. The experimental verification of CFAR characteristics and target detection performance with CFAR in four typical clutter environments shows that this method has better detection ability compared with the NCI-CFAR.
I. INTRODUCTION
Due to the effectiveness of Constant False-Alarm Rate (CFAR) detector, it has been generally used for controlling the false alarm rate of radar to avoid the receiver fault caused by high false alarm rate [1] . Recently, a great attention has been paid for the research of CFAR processing and numerous methods have been proposed for different problems [2] - [10] . The most popular CFAR detection processor is called Mean Level (ML), which is based on Cell Averaging False Alarm Rate (CA-CFAR) [11] - [14] . The assumed condition of CFAR detection processor is that, the clutter obeys a certain statistical distribution characteristic, and all or parts of the parameters are known. Since the resolution performance of the same radar is various under different operating parameters, the statistical characteristics of radar clutter will change. The amplitude of the sea clutter is no longer subject to the Rayleigh distribution at low resolution, which reduces the processing effectiveness of various CFAR processors built on the CA-CFAR detection processor. This results in a reduced processing effect of the CFAR processor built on a certain single clutter characteristic. Many studies show that the The associate editor coordinating the review of this manuscript and approving it for publication was Ding Zhai. logarithmic normal (Log-Normal) distribution, Weibull distribution and K-distribution model can better describe the statistical distribution characteristics of sea clutter amplitude in high resolution condition [15] . Literature [16] and [17] prove that the ordered statistic CA-CFAR (OSCA-CFAR) class processors (OSGO-CFAR, OSSO-CFAR) have constant false alarm performance when the PDF of K-distribution is known. However, in practical applications, it is difficult to build a CFAR processors with variety of classes to adapt to different clutter background with various statistical characteristics.
Literature [2] , [18] proposed a knowledge-assisted radar CFAR detection method using heterogeneous samples for heterogeneous clutter environment. The method is based on the accuracy of the two algorithms: the maximum likelihood estimation of the covariance matrix obtained by the fixed point equation and the asymptotic expression of the false alarm rate. However, the calculation of the estimation and approximation accuracy is complex and cannot be effectively guaranteed. Reference [19] pointed out that existing CFAR processing methods are all limited to the specific clutter background, and the clutter environment is changing, so the CFAR processor with a single model is not enough to meet the processing requirements under various clutter environment conditions. So that, it proposed a solution that VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ enable to reconstruct the local hardware of CFAR processor according to clutter environment. This scheme chooses the CFAR algorithms by means of the switch. These algorithms include the new extended ones based on the existing algorithms such as CA,OS and Trimmed Mean (TM). Obviously, the method combines various CFAR processing methods adapted to different clutter environments and different algorithms for different clutter environments. The processing performance depends on the cognition of clutter background and the accuracy of selecting the best CFAR algorithm. However, the algorithm is complex and not suitable for software implementation.
Reference [20] proposed a log-t CFAR method. The principle of this method is to logarithmically compress the signal and construct a two-parameter test statistic. Since CA-CFAR is only suitable for exponential distribution (Gauss Clutter square detection) and Rayleigh distribution clutter (Gauss clutter linear detection), this log-t CFAR method can use CA-CFAR as a constant false alarm rate processing for lognormal distribution and Weibull distribution.
Literature [21] extended the log-t CFAR detector to non-coherent multi-pulse processing and established three kinds of detecting processors: the conventional integration detector (CI-CFARD), the non-conventional integration detector (NCI-CFARD) and the binary integration detector (BI-CFARD). The detection methods of three detectors were compared and analyzed in the background of Weibull clutter. In the conventional CI-CFARD, multi-pulse accumulation is first used, and then the log-t CFAR method is used. The NCI-CFARD performs multi-pulse accumulation detection on the detection statistic of the single-pulse log-t CFAR. BI-CFARD is a binary detection method. The method was firstly applied the log-t CFAR method to perform detection to the single pulse, and then performs the multi-pulse binary accumulation detection on the logic output of the log-t CFAR based on single pulse detection. Monte Carlo simulation experiments show that the NCI-CFARD method has the best detection performance. However, the adaptability of this method to clutter outside of Weibull remains to be studied.
Reference [22] proposed the variability index of CFAR (VI-CFAR)detector. The detector used a second-order statistic (VI) called clutter change exponent to judge the uniformity of clutter in the reference unit window. It combined the mean value ratio (MR) in the both windows as a discriminant factor to select the best algorithm of parameters estimation between cell averaging CFAR (CA-CFAR), greatest-of CFAR (GO-CFAR) and smallest-of CFAR (SO-CFAR), or maintains the robustness of the cell average detection in the case of clutter edges, but it only adapts to the non-uniformity in one window.
Reference [2] proposed a CFAR processing method (so called, SOD-CFAR) that based on a difference hypothesis of second order statistics to determine whether there is target interference. The method estimates the number of cells occupied by the interference target by the minimum difference of the second-order estimators of the ordered samples in the reference window. By using the S-W test method to perform the uniformity cycle test on the remaining samples after interference target is removed, the iteratively optimized interference target number estimation is obtained, and then the adaptive detection threshold is determined. However, the S-W test is a Gaussian distribution property test method, not a test method for distribution uniformity, and is not suitable for testing distribution uniformity. When the statistical distribution characteristics of the clutter are not Gaussian distributed, the CFAR detection may fail. At the same time, based on this method, the detection ability and the criticality of different clutters has yet to be studied.
The clutter environment faced by marine radars is complex and significantly time-varying. Besides the thermal noise inside the radar, the non-uniformity of the sea clutter is very strong in close range; Although the radar is not affected by sea clutter over a long range, there may be precipitation clutter with clutter edges. The traditional CFAR processor is difficult to obtain CFAR performance in the non homogeneous clutter environments. In the presence of large targets, large targets entering the reference window can seriously interfere with the estimation of the parameters of the test statistic, resulting in failure of the CFAR processing and loss of detection performance. In order to effectively improve the adaptability of CFAR algorithm to multiple clutter in Gaussian and non-Gaussian clutter background, and to eliminate the influence of large target interference and clutter non-uniformity on CFAR, this paper proposes a comprehensive CFAR processing method (Comp -CFAR). There are two main new contributions to this paper:
(1) In this paper, the statistical distribution characteristics of the clutter after two-parameter logarithmic compression and multi-pulse accumulation of the magnitudes averaging are analyzed theoretically and experimentally. It is proved that the clutter with different distribution characteristics tends to Gaussian distribution after two-parameter logarithmic compression and multi-pulse accumulation of the magnitudes. Furthermore, Gaussian distribution based CFAR detection statistics can be constructed.
(2) A new algorithm is proposed for adaptive control of window structure. The algorithm adaptively controls the width of the protection window and the reference window according to the clutter environment and the target size to match the clutter environment and the target size. Therefore, it avoids the large target entering the reference Windows on both sides of the Cell Under Test (CUT) at the same time. Under the background of uniform and non-uniform clutter, more robust CFAR detection performance can be obtained. In this method, the identification of target interference and the uniformity of clutter distribution completed uses the method in [22] , using VI analysis to determine whether there is target interference in the reference window, using MR test to inspect the uniformity of clutter distribution, and determine the best algorithm for parameter estimation of the test statistic.
However, the method in this paper is differs from other in that :
(1) It converts the clutter of various distribution characteristics to approximate Gaussian clutter, so, the CFAR processor can be built into a unified CFAR processor under Gaussian background.
(2) The results of target interference detection and clutter uniform recognition, as well as the knowledge of target detection are used to realize the adaptive control of the widths of CFAR reference window and protection widow, and to select the best CFAR algorithm.
It can get more robust detection performance, and is more suitable for algorithm and software implementation compared with the method in [19] .
The rest of the paper is organized as follows. In section II, the clutter model of radar is established, and the simulated and actual sea clutter processing experiments are used to verify that the sea clutter distribution tends to Gaussian after logarithmic compression and the accumulation average processing. In section III, we build the Comp -CFAR processor model, and methods are given by which the structure of widows can be adaptively control. Then the best algorithm of the parameters estimation can be adaptively selected using the results of testing for target interference and clutter uniformity. In section IV, the effectiveness of COMP-CFAR is simulated and compared with the NCI-CFAR in robustness and detection performance. Finally, in section V we conclude the paper.
II. SIGNAL MODEL AND STATISTICAL ANALYSIS
For marine radar, in general, the sea clutter component is much larger than the noise component. Since the thermal noise in radar receiver is a fast-changing clutter, it can be suppressed effectively by means of accumulation of the magnitudes. Therefore, in order to simplify the problem, the noise effect is ignored in the analysis of this paper. In the i-th pulse repetition period, the returned baseband signal at the n-th range cell received by the radar (1 ≤ i ≤ M ) is expressed as:
where, s i (n) is the target baseband echo signal received, c i (n) is the sea clutter received, and H 1 and H 0 represent the hypothesis that the target exists and the target does not exist, respectively. Suppose the signal after preprocessing is g i (n), then the echo signal at the n-th range cell after the accumulation and average of M pulse repetition cycles is:
According to [22] , the radar clutter signal c under different conditions, including radar operating parameters, range cell n, sea surface conditions and meteorological conditions.
The statistical distribution characteristics of the radar clutter can be expressed by the composite K distribution probability density function (PDF) with different scale parameters and shape parameters. In the PDF expression of K distribution, because there are the Gamma function and Bessel function, so this leads to difficulties in analysis, and it is very difficult to express the detect probability and false alarm probability explicitly [21] . However, K distribution clearly represents the correlation characteristics of clutter. This provides a more effective clutter simulation model for verifying the non coherent accumulation effect of sea clutter with strong correlation properties.
Under the H 0 hypothesis, x i (n) = c i (n), during the accumulation of M pulses, the sea surface reflection clutter x i (n) = c i (n) generated by each radar transmitted pulse, and after pretreatment, the clutter g i (n) is independent identically distributed. According to the Central Limit Theorem, under the assumption of H 0 , all the quantities in the random sequence
. . , g M } have the same mathematical expectation and variance, i.e
and let
When M → ∞, according to the Central Limit Theorem,
Thus, the statistical distribution density function of the clutter y (n) with M times incoherent accumulation is
It can be seen that the mean y(n) of the clutter after the accumulation of the average is unchanged, the variance is 1/ √ M times the original, that is, the peak amplitude of the clutter decreases, and the tailing effect of the statistical distribution characteristic is weakened. This is very advantageous for improving the constant false alarm effect of the mean-based CFAR clutter processing and improving the robustness of the processor.
In practice, M is difficult to do very large, but the following experimental analysis shows that even in the case where the pulse accumulation number M is not large, the statistical distribution characteristics of the accumulation of the magnitudes after the average clutter are close to the Gaussian distribution. Suppose the impulse accumulation number M = 5, the statistical histogram of the four kinds of clutter after processing was drawn by logarithmic compression processing and cumulative mean processing, and the estimated mean and variance values of the four kinds of clutter after averaging were obtained under the assumption of Gaussian distribution. Then, the Gaussian PDF theoretical curve corresponding to the estimated value and the PDF theoretical curve of the original clutter are plotted. These four kinds of clutter are subject to Rayleigh distribution, Lognormal distribution, Weibull distribution and K distribution, respectively. For ease of comparison, these three figures are drawn together, as shown in Fig.1 . Where, Fig.1a is the Rayleigh clutter in the case of σ = 1.8, Fig.1b is the lognormal clutter in the case of µ = 0.8, σ = 0.5, Fig.1c is the Weibull clutter in the case of µ = 2.5, σ = 1.6, and Fig.1d is the K distribution clutter in the case of ν = 3. Fig.2 shows the comparison between the statistical histogram with the theoretical curve of Gaussian distribution. The statistical histogram is obtained by averaging the clutter of the second range unit in the 14th group of H-H data of IPIX radar after 5 pulse accumulation. The theoretical distribution curve of the Gaussian distribution is plotted using the estimated mean and variance of the accumulated clutter. As can be seen from the figure, after 5 times of non -coherent accumulation, the trailing effect of clutter with various distribution characteristics is greatly reduced, symmetry is greatly improved, and the Gaussian distribution is approximated.
The actual sea clutter consists of fast undulating and slow undulating. The correlation time of the fast undulating components can reach 4ms, while for sea clutter passing through range and azimuth smoothness, the correlation events can reach several seconds. In order to verify the effectiveness of the method in this paper for the actual sea clutter processing, 131072 data of the 12th range unit of the 54 group data of IPIX radar were used for the experimental processing. The method is: First of all, for a = 1.5, b = 10 double logarithmic compression processing parameters. And then to M = 5 (the minimum pulse accumulation number) can realize the average accumulation process. Finally, the average accumulation after clutter PDF histogram data, the mean and standard deviation to estimate and make the theory of Gaussian PDF diagram, at the same time draw the PDF histogram of original data Ksdensity curve. Draw the three on Fig.2 . As can be seen from Fig.2 , the original IPIX radar clutter has a long smearing, approaching to the K distribution. After the average processing of compression and accumulation, the PDF is close to the Gaussian distribution. Experimental results show that the sea clutter can be converted into approximate Gaussian distribution by using the proposed method.
W test, full name Shapiro-Wilk test (S-W test for short) is an algorithm based on correlation. A correlation coefficient can be obtained from the calculation. The more close to 1, the better fitting between this set of data and the Gaussian distribution will be. By using this test method, four kinds of clutter corresponding to Fig.1 are logarithmically compressed, then M = 5 times and M = 100 times of pulse accumulation are respectively carried out. Finally the s-w test is carried out. The test result method further verifies the validity of the above conclusions. Experimental results are shown in Fig.3 .
III. CFAR PROCESSOR WITH COMPREHENSIVE MEANS A. THE STRUCTURAL MODEL OF CFAR PROCESSOR WITH COMPREHENSIVE MEANS
The clutter model refers to the probability density function of the amplitude of the clutter voltage at the input of the receiver. In order to effectively suppress the smearing effect of clutter, and ensure that the logarithmic compression process does not produce a value less than zero for small signals, we establish two-parameter logarithmic compression algorithm (Bi−log 10 algorithm).
where, a and b are the amplitude and mean control parameters of logarithmic compression, where b is determined according to the minimum amplitude of the signal, and its function is to provide a bias level for the logarithmic processor to prevent the signal from being less than 0 after logarithmic processing. The value of b will affect the mean value of the approximate Gaussian distribution after processing. Therefore, the selection of b can be controlled by the parameter of Sensitivity Time Control (STC). The basic structure of the integrated CFAR processor based on two-parameter logarithmic compression and non-coherent accumulation is shown in Fig.4 . The processing steps of the COMP-CFAR processor are as follows:
Step 1: The video signal x(n) is subjected to Bi − log 10 compression processing to obtain an output video g(n), after the accumulation of M pulse cycles, the non-coherent mean accumulation signal y(n) is obtained.
Step 2: The non-coherent average accumulated output video y(n) is sent to the CFAR processor which is adaptively adjusted based on the window width and parameter estimation algorithm constructed by the Gaussian distribution statistical detection amount, and performs CFAR processing.
Step 3: The reference window and protection bandwidth are automatically adjusted according to the target size and clutter uniformity. To avoid the target entering the left and right reference window at the same time to make the width of the reference window adapt to the clutter uniformity and reduce the false alarm loss at different clutter criticality. The adjustment of the protection belt and the reference window width is controlled by the control word χ C generated by the control unit according to the perception information of the perception unit.
Step 4: Clutter parameter estimation adopts Cell Statistical Average Method (CA), and the clutter parameter estimation element calculates the clutter mean estimation (μ L ,μ R ) and Parameter calculator (σ 2 L ,σ 2 R ) corresponding to the left and right reference windows as well as VI parameters (VI L , VI R ) and MR parameters (ML, MR) by formula (14) , (15) , (16) , (19) and (20) .
Step 5: These mean estimates are sent to the clutter uniformity analysis unit. According to formula (24) and (25), it is analyzed whether the clutter in the left and right reference windows is uniform and whether the interference target is entered in the reference window. The analysis results are sent to the control unit to realize the selective control of the optimal parameter selector and window structure.
Step 6: The window structure control unit is based on the perception unit, the acquired target detection information, AIS information and the adaptive STC control information of the clutter obtained from the last pulse period, etc. According to the window control and algorithm selection strategy shown in Table. 1, the protection window length W S is calculated according to equation (17) , and window structure vectors A L and A R are generated according to equation (12) and equation (13) . The dimension w value of window width control vector o w is determined according to the uniformity of clutter. The window structure control unit obtains the window structure control words χ L and χ R according to (11) , and generates the reference window and protection belt according to (10) . According to the analysis results of clutter uniformity and algorithm selection strategy, the optimal parameter selector realizes the selection of the optimal mean value and standard deviation value, which is used to construct the statistical detection quantity t.
Step 7: Construct the test statistic t(n) according to equation (28), and conduct threshold test processing for the test statistic based on the test threshold of the test statistic corresponding to the constant false alarm.
B. REFERENCE WINDOW AND PROTECTION WINDOW CONTROL
The reference window length of CA method has great influence on the estimation of sea clutter mean. For stationary clutter, the larger the reference element is, the more accurate the mean estimation will be. However, when the clutter is non-stationary or non-uniform, the number of reference units is too large, or when a large target enters the reference window, the mean value estimation will be inaccurate, resulting in poor performance of CFAR. Therefore, the reference cells length of the CFAR should be adaptively adjusted with the change of the sea surface clutter uniformity, and it should be ensured that the target does not enter the reference window. To this end, a W C +W S +1 dimensional control vector χ C for adaptive control of the reference window of the W C reference cells and the protection window of the W S protection cells is constructed. The reference window and protection window are distributed around the detection unit (UTD).
where χ L and χ R are left and right reference window, respectively. And (W C +W S )/2 is protection window control words; The intermediate element corresponding to the Cell Under Test (CUT) must be 0; The structure of the reference and protection window is determined by χ L and χ R . The structure of signal vector composed of corresponding elements of equation (9) can be expressed by the following formula. 
where ⊗ is the Kronecker product of matrix, o w is a w × 1 (w = 1, 2, 4) dimension unit column vector, w is the window adjustment step. That is, the adjustment step is w cells, when w = 4, χ 0 w = {1, 1, 1, 1} T , A L and A R are 12 dimensional control vectors, and it is determined by reference window and guard window structure, and the relationship between A L and A R are structural inversion: The elements of A L can be determined by the following formula:
The reference window realized under the control of the control vector χ C constitutes the CA mean estimator of W C reference cells, and the mean value ofμ is estimated according to the following formula.
whereμ L andμ R are the estimated mean values of the left and right mean estimators L and R , respectively.
Literature [23] used a method to determine the longitudinal size of the target by Automatic Identification System (AIS) information. According to this method or the radial size data L of the detection target obtained from the previous radar detection cycle given by the radar target detection cell, the protection window width W S can be determined.
wherein, · represents Ceil, L is the radial dimension of the target. L is the Target Radial Size provided by the AIS and the radar target detection unit, R is the current range quantization cell width of the radar. The AIS target information table is scanned by the perception unit in the order of orientation and distance, and was fused with the target detection results outputted by the radar detector. According to the control strategy of window structure and the characteristics of clutter uniformity, the basic parameters of window structure W S , W C and w are output to the window structure control unit. The window structure control unit can generate A L and A R according to (14) , (12) and (13), and the serial port structure control vectors χ L and χ R according to (11) .
C. WINDOW CONTROL AND ALGORITHM DETERMINATION STRATEGY
In order to make the detection algorithm able to adapt to the uniform clutter and non-uniform clutter background, the homogeneity of the clutter needs to be sensed. According to literatures [6] and [24] , VI (variability index) and MR (Mean Ratio) detectors can be used to effectively detect the inhomogeneity of clutter.
Using VI and MR, detection of inhomogeneity and difference of the clutter in the reference windows is carried, and the windows width and mean estimation algorithm are determined.
where,μ L andμ R are calculated according to (15) and (16) respectively, andσ 2 L andσ 2 R are calculated as followŝ 
where, * represents the Hadamard product, MR is calculated by the following equation:
By setting the thresholds K VI and K MR of VI and MR, you can analyze the uniformity of the background distribution of the clutter. Threshold K VI and K MR can be determined according to the method of [24] .
Combining the detection and AIS information, the window control strategy shown in Table. 1 is obtained. Fig.5 shows the VI and MR test experiments for the uneven distribution of clutter. The logarithmic normal clutter of the distributed parameter exponential decay form is used in the experiment. At the 600-th sample, a stepped rain clutter region with a width of 800 samples appears. Fig.5a illustrates the clutter signal waveforms. Fig.5b illustrates the VI and MR value curves calculated according to equations (18)- (23) (the length of the single-side reference window is 48). It can be seen from the figure that MR s maximum peak occurs at the two critical points (600 and 1400) of the clutter. Obviously, MR can effectively determine the critical point of the two clutter areas. Therefore, it can be used as the control parameter of the reference window, and the width of the corresponding reference window is reduced to the minimum, w = 1. However, as can be seen from Fig.6 , for non-uniform clutter without signal compression processing, its VI will be subject to the peak interference of the clutter, which may make more VI values exceed the threshold. This will greatly interfere with the control of the reference window structure and the mean value estimation.
D. DETECTION STATISTICS AND CFAR

PROCESSING THRESHOLD
The constant false alarm rate for CFAR processing is P f , under the condition that the probability density of the no-ncoherent accumulation clutter is approximately normal distribution, according to
From the above analysis, we can see under the assumption of H 0 , y(n) can obey Gaussian distribution. Its PDF is shown in (27). µ and σ/ √ M are replaced by estimated values and respectively,μ andσ the PDF of the clutter y(n) after accumulation is
Then the false alarm probability is
Construct a new statistical measure t. 
And let t
is the detection threshold under the set false alarm probability, get
the relationship between P f (t T ) and the detection threshold t T can be obtained. Whereσ can be estimated using (19) and (20) and parameter estimation algorithms.
In (32), BE is Bilateral estimation; LWE is Left reference windows estimation; RWE is Right reference windows estimation.
The CFAR processor's normalized threshold in Fig.4 is
IV. EXPERIMENTAL VERIFICATION Fig.7 shows the results between the NCI-CFAR processing algorithm in literature [21] and the Comp-CFAR algorithm in this paper under the background of lognormal clutter.
In Fig.7a is the relationship between the detection threshold and the false alarm probability in the lognormal clutter background, and Fig.7b is the relationship between the target detection probability and the signal-to-clutter(SCR) ratio in the lognormal clutter background. The clutter of this experiment is lognormal clutter of µ = 0.8 and σ = 0.5. In this experiment, a target is added at the 50th range cell. The signal to noise ratio (SCR) of the target ranged from 1 to 12dB, the pulse accumulation number M = 8, the maximum width of CFAR processor's unilateral reference window is 32 (NCI-CFAR adopted fixed one side window width of 16), the false alarm rate of target detection is 10 −3 , and the number of experiments is 10 5 .
As can be seen from Fig.7a , the false alarm rate curve of NCI-CFAR is steep and the threshold selection range is small. When the threshold is disturbed, the false alarm rate changes greatly with the threshold, which will cause large instantaneous fluctuation range of CFAR. Relatively speaking, the CFAR and threshold curve of the proposed Comp-CFAR algorithm are relatively gentle, and the change of false alarm rate is relatively insensitive to the change of threshold, so the false alarm rate will be more stable. As shown in Fig.7b , the detection performance of the Comp-CFAR algorithm is slightly better than the NCI-CFAR processing algorithm. Under 80% detection probability, the performance of Comp-CFAR algorithm improves about 0.3dB relative to the NCI-CFAR algorithm. As seen in Fig.8 , in addition to the Pareto clutter, the other three clutters have small difference between their false alarm performances for both algorithms, and the Pareto clutter threshold curve deviates relatively larger from the other three clutters. For Comp-CFAR algorithm, when threshold being 3.5, the maximum difference between false alarm rates of the four clutters are slightly larger than one order of magnitude, for the three kinds of clutter except Pareto have a false alarm rate of less than 0.5 order of magnitude here; For the NCI-CFAR algorithm, at threshold of 1, the maximum difference between false alarm rate is two orders of magnitude, for the three kinds of clutter except Pareto, the false alarm rate here is more than one order of magnitude. It shows that the Comp-CFAR algorithm has better constant false alarm rate performance in a multi-clutter environment. Fig.9 is an experimental comparison of the constant false alarm characteristics of two algorithms in the lognormal clutter environment with four different distribution parameters. As shown in this figure, both algorithms have good CFAR handling effects for same clutter with different distribution parameters. .10 shows the results of a comparative analysis of target detection capabilities of Comp-CFAR and NCI-CFAR Processing methods at the critical point of sea clutter and precipitation clutter. It has been show that, before the 110th cell, the clutter is the sea clutter subject to lognormal distribution with parameters µ = 0.8, σ = 0.5. After 110 cells, the Rayleigh distribution precipitation clutter is σ = 0.8 mixed with the sea clutter of µ = 0.8 and σ = 0.5. At 100th cell, there is a Swerling I target with a size of 10 cells, and SCR changes from −30 dB to 60 dB. It can be seen from Fig.10 that the target detection performance of Comp-CFAR method is superior to NCI-CFAR method at the non-uniform critical point. And this advantage increases with the decrease of false alarm probability.
V. CONCLUSIONS
An integrated CA-CFAR processing method based on two-parameter logarithmic compression and non-coherent accumulation has been presented in this paper. In this way, the peak interference of radar video signal under clutter background could be effectively reduced. Furthermore, the accumulated average clutter is approximated with Normal Distribution, which simplifies CFAR processing and improves the robustness of CFAR processing. By introducing VI, MR test algorithm and target detection information, more effective recognition results of the distribution uniformity of clutter have been obtained. According to this information and CFAR algorithm selection principle, adaptive control of reference window and protection window width can be realized with the help of window control vector. Besides, adaptive selection of the CFAR algorithm can also be realized. Experimental results show the effectiveness and superiority of the proposed Comp-CFAR method. 
