We describe a new interactive learning-oriented method called Pareto navigator for nonlinear multiobjective optimization. In the method, first a polyhedral approximation of the Pareto optimal set is formed in the objective function space using a relatively small set of Pareto optimal solutions representing the Pareto optimal set. Then the decision maker can navigate around the polyhedral approximation and direct the search for promising regions where the most preferred solution could be located. In this way, the decision maker can learn about the interdependencies between the conflicting objectives and possibly adjust one's preferences. Once an interesting region has been identified, the polyhedral approximation can be made more accurate in that region or the decision maker can ask for the closest counterpart in the actual Pareto optimal set. If desired, (s)he can continue with another interactive method from the solution obtained. Pareto navigator can be seen as a nonlinear extension of the linear Pareto race method. After the representative set of Pareto optimal solutions has been generated, Pareto navigator is computationally efficient because the computations are performed in the polyhedral approximation and for that reason function evaluations of the actual objective functions are not needed. Thus, the method is well suited especially for problems with computationally costly functions. Furthermore, thanks to the visualization technique used, the method is applicable also for problems with three or more objective functions, and in fact it is best suited for such problems. After introducing the method in more detail, we illustrate it and the underlying ideas with an example.
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Introduction
Solving multiobjective optimization problems can be understood as finding the most preferred trade-off between conflicting objectives. In the field of multiple criteria decision making (MCDM), the idea is to help a decision maker in finding the best solution among mathematically incomparable compromises, so-called Pareto optimal solutions. During the years, many methods have been developed for this purpose (see, e.g., Chankong and Haimes 1983; Hwang and Masud 1979; Miettinen 1999; Sawaragi et al. 1985; Steuer 1986 ). However, their real-life applications are still surprisingly few (Kaliszewski 2004). One possible explanation could be that the tools developed for decision support may not be illustrative and easy-to-use enough for real decision makers.
Multiobjective optimization methods can be classified, for example, according to the role of the decision maker in the solution process (Miettinen 1999) . Among the plethora of multiobjective optimization methods available, interactive methods are regarded promising because they allow an active participation of the decision maker in the solution process. In this way, the decision maker can direct the search and concentrate on solutions that are most interesting to her/him. For example, according to Vanderpooten (1989) , two different conceptions regarding interactive methods can be identified. In searching-oriented methods, a converging sequence of solution proposals is presented to the decision maker. On the other hand, in learning-oriented methods, a free exploration of solutions is possible allowing trial and error. As mentioned in Miettinen (1999), the best way would be to combine these approaches. As a matter of fact, in many decision processes, one can identify two phases: a learning phase and a decision phase. No matter which style of expressing preference information is used (e.g., desirability of trade-offs, reference points, classification of objective functions etc.), it is often valuable for the decision maker first to be able to learn about the possibilities and limitations of the problem in order to adjust one's hopes on a realistic level and then fine-tune the final solution. It is also important to use concepts the decision maker understands well.
An attempt of developing an intuitive and understandable method for linear multiobjective optimization problems was suggested in Korhonen and Wallenius (1988) as a so-called Pareto race. There, the idea is that the decision maker can navigate in the set of Pareto optimal solutions like driving a car, in other words, move around in the Pareto optimal set according to his/her desires in order to identify the most preferred
