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An outstanding challenge in superconducting quantum computing is the determination of an ac-
curate effective model for a particular experiment. In practice, the dynamics of a superconducting
qubit in a complex electromagnetic environment can be described by an effective multimode Kerr
Hamiltonian at sufficiently weak excitation. This Hamiltonian can be embedded in a master equa-
tion with losses determined by the details of the electromagnetic environment. Recent experiments
indicate, however, that when a superconducting circuit is driven with microwave signals the observed
relaxation rates appear to be substantially different from expectations based on the electromagnetic
environment of the qubit alone. This issue has been most notorious in the optimization of supercon-
ducting qubit readout schemes. We claim here that an effective master equation with drive-power
dependent parameters is the most resource-efficient approach to model such quantum dynamics.
In this sequence of papers we derive effective master equations whose parameters depend on the
excitation level of the circuit and the electromagnetic environment of the qubit. We show that the
number non-conserving terms in the qubit nonlinearity generally lead to a renormalization of dissi-
pative parameters of the effective master equation, while the number-conserving terms give rise to a
renormalization of the system frequencies. Here, in Part I, we consider the dynamics of a transmon
qubit that is prepared in an initial state of a certain excitation level, but is not driven otherwise. For
two different electromagnetic environments, an infinite waveguide and an open resonator, we show
that the renormalized parameters display a strong dependence on the details of the electromagnetic
environment of the qubit. The perturbation technique based on unitary transformations developed
here is generalized to the continuously driven case in Part II.
I. INTRODUCTION
Radiative corrections to the properties of a discrete-
level system have an important bearing on any quantum
technology relying on such systems. It is well under-
stood that the radiative lifetime of an atom, whether
natural or artificial, sensitively depends on its electro-
magnetic environment1,2. This fact is most transpar-
ently expressed by the dependence of the Purcell decay
rate on the imaginary part of the classical electromag-
netic Green’s function computed at the source position
and oscillation frequency3. In circuit quantum electro-
dynamics, the equivalent view expresses the Purcell de-
cay rate in terms of the admittance seen by the qubit
as a classical oscillator4. Though radiative corrections
are inherently quantum in character, their computation
at the linear-response level depends on classical electro-
magnetic properties most compactly expressed through
the electromagnetic Green’s function. From this point
of view, it does not matter whether the object that is
radiatively damped is a classical antenna or a quantum
object. Here we will focus on the dependence of the qubit
lifetime on (i) the detailed quantum mechanical structure
of the emitter and (ii) the excitation level of the emitter
and the electromagnetic environment.
A detailed understanding of these aspects of radiative
decay is becoming increasingly relevant in superconduct-
ing quantum computing. A number of the schemes de-
vised for accurate and rapid readout of the quantum state
of superconducting qubits rely on the understanding of
the dissipative dynamics in the presence of a resonator
excited beyond the linear response regime (sometimes re-
ferred to as the “nonlinear dispersive regime”5). In par-
ticular, several experiments6–8 have observed anomalous
state transitions when the resonator photon occupancy
is increased past a certain point. Other experiments in-
herently rely on the strong excitation regime for a rapid
readout9. Even when the resonator is moderately ex-
cited a strong renormalization of qubit lifetimes is ob-
served as a function of resonator occupancy10. While
it is clear that a number of different mechanisms are
at play in the renormalization of qubit lifetimes at fi-
nite excitation5,7,8,11–13, an improved understanding of
the renormalization of the qubit lifetime due to purely
radiative processes (i.e. due to the open nature of the
electromagnetic environment) is vital to the implemen-
tation of rapid high-fidelity read-out protocols.
The goal of these two papers, referred to as Part I and
Part II, is to develop a systematic perturbation theory
based on unitary transformations to derive an effective
master equation whose parameters depend on the nonlin-
earity of a weakly anharmonic Josephson artificial atom
(e.g. a transmon14) and its electromagnetic environment.
In particular we show how the effective relaxation rates
are renormalized by the nonlinearity. These results were
made public in Refs. [15] and [16]. Here, we provide the
detailed discussion.
In this first part, we discuss renormalization effects in
the absence of a coherent microwave drive. This is the ba-
sic physics of spontaneous emission, but departing from
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FIG. 1. a) A weakly anharmonic qubit (Ej  Ec) linearly
(capacitively) coupled to an open cavity. b) Separation of
linear and anharmonic parts of the Josephson potential. c)
Josephson potential and its perturbative spectrum for a weak
anharmonicity characterized by Ej = 50Ec. The solid black
curve shows the normalized Josephson potential, while the
dashed black and dash-dotted blue are the resulting quadratic
and quartic theories along with their corresponding energy
levels.
the conventional approach, we analyze the impact of the
specific nonlinearity of the qubit. The central result of
this calculation is the delineation of the important role of
number non-conserving terms in the renormalization of
the qubit lifetime. The driven case requires a sufficiently
different technical approach to warrant a separate discus-
sion, which we undertake in Part II.
In what follows, we focus on a qubit coupled (i) to
a waveguide, and (ii) to a single-mode resonator that
is coupled to a transmission line. However, the tech-
nique of unitary transformations presented here can
be extended to the multimode case without modifica-
tion, where hybridized modes can be found via a first-
principles calculation17–19. Our results naturally comple-
ment and extend the black-box quantization technique17,
which drops the number non-conserving terms in the
Josephson nonlinearity.
The remainder of this article is organized as follows:
In Sec. II, we provide a brief summary of the main re-
sults and discuss our modeling of a circuit-QED setup
involving a weakly anharmonic qubit. In Sec. III, we in-
troduce a perturbation theory based on a unitary trans-
formation to systematically compute the correction to
frequency and radiative lifetimes of weakly anharmonic
qubits. We apply this method to two specific environ-
ments to which the qubit can be coupled, in Secs. IV A,
IV B. Appendices A and B contain the details of the
first and second orders of our perturbation theory, re-
spectively. Appendix C discusses master equations used
in the numerical simulation. In App. D, we discuss the
derivation of equations of motion for relevant physical
observables. Appendix E provides an alternative calcula-
tion using Multi-scale perturbation theory that confirms
the results of Sec. IV A.
II. MODEL AND MAIN RESULTS
The subgap dynamics of a superconducting circuit con-
taining a weakly anharmonic artificial atom can gener-
ally be described by a multimode Kerr Hamiltonian17
at sufficiently weak excitation. Such a Hamiltonian has
the virtue that the linear hybridization described by
Maxwell’s equations is fully accounted for in the effective
parameters of the Kerr Hamiltonian. The Kerr parame-
ters have a direct experimental relevance in the dispersive
limit: the self-Kerr interaction terms give rise to a depen-
dence of the oscillator frequencies on the excitation level,
while the cross-Kerr coupling between the qubit-like and
resonator-like modes give rise to a qubit-state dependent
shift in resonator normal mode frequencies. The latter
forms the foundation of quantum non-demolition read-
out schemes, discussed in Part II.
Here, we focus on the impact of number non-conserving
terms in the original Josephson nonlinearity of the qubit,
when the system is prepared in an initial state but is not
driven otherwise. Results presented in this paper and
summarized below suggest the use of an effective mul-
timode master equation with renormalized dissipative
parameters that, like the oscillator frequencies, depend
on the excitation level in the initial state [See Eqs. (30)
and (37) below].
Our starting point is a weakly anharmonic supercon-
ducting qubit coupled to an open resonator as depicted
in Fig. 1a. Though the results below can be general-
ized to a multimode cavity18,19, the basic mechanism of
lifetime renormalization is already contained in the case
of a single cavity mode, which we focus on here. The
Hamiltonian describing the setup is
Hˆ = Hˆs + Hˆb + Hˆsb, (1)
where the system Hamiltonian
Hˆs = Hˆq + Hˆc + Hˆqc
≡ νq
4
[
Yˆ 2q −
2

cos
(√
Xˆq
)]
+
νc
4
(
Xˆ2c + Yˆ
2
c
)
+ gYˆqYˆc,
(2)
and the infinitely long waveguides attached to the res-
onator are described by the bath Hamiltonian Hˆb =∑
k νkBˆ
†
kBˆk and the system-bath coupling Hˆsb =
3Xˆc
∑
k gk(Bˆk + Bˆ
†
k). Here Xˆq,c ≡ (bˆq,c + bˆ†q,c) and
Yˆq,c ≡ −i(bˆq,c − bˆ†q,c) are unitless phase and number
operators18, respectively. In addition, νq ≡
√
8EjEc is
the bare qubit frequency,  ≡√2Ec/Ej is a measure for
the anharmonicity of the qubit, with Ec and Ej being the
charging and Josephson energy scales. The qubit-cavity
coupling strength is denoted by g, which can be found
via the second quantization of the underlying circuit20.
Based on Hamiltonian (2), there are two independent
mixing mechanisms between the bare qubit and cavity
modes. First, there is a linear coupling of strength g,
which is responsible for the mixing of the qubit/cavity-
like degrees of freedom at the linear level. We refer to this
as “hybridization”, and to the resulting basis, in which
the linear Hamiltonian is diagonal, as the “normal mode
basis”17. Second, because the qubit mode is intrinsi-
cally anharmonic, there will be a nonlinear mixing of
the modes on top of hybridization.
To separate the two aforementioned sources of mode-
mode mixing, it is helpful to first express Hamiltonian (2)
in the normal mode basis, where the effect of linear hy-
bridization is exactly accounted for. In this basis, the
Hamiltonian reads
Hˆs ≡ ν¯q
(
ˆ¯b†q
ˆ¯bq +
1
2
)
+ ν¯c
(
ˆ¯b†c
ˆ¯bc +
1
2
)
+
νq
2
∞∑
n=2
(−)n−1
[
uqq(
ˆ¯bq +
ˆ¯b†q) + uqc(
ˆ¯bc +
ˆ¯b†c)
]2n
(2n)!
,
(3)
where we denote the normal qubit-like and cavity-like
modes with a bar. Here, uqq, uqc, ucq and ucc are hy-
bridization coefficients defined as Xˆq = uqq
ˆ¯Xq + uqc
ˆ¯Xc
and Xˆc = ucq
ˆ¯Xq+ucc
ˆ¯Xc that can be found via successive
application of scaling and rotational transformations, as
discussed in App. A 2.
At this point, the bath modes can be integrated out
and in the Born-Markov approximation a Lindblad mas-
ter equation can be obtained for the system density ma-
trix as
˙ˆρs(t) = −i
[
Hˆs, ρˆs(t)
]
+ 2κ¯cD[ˆ¯bc]ρˆs(t) + 2κ¯qD[ˆ¯bq]ρˆs(t),
(4)
where D[Cˆ](•) = Cˆ(•)Cˆ† − 1/2{Cˆ†Cˆ, (•)}. The
loss rates are given by κ¯q = |ucq|2SXX(ν¯q)
and κ¯c = |ucc|2SXX(ν¯c), with SXX(ν) =∫∞
−∞ dτ e
−iντ tr
[
(1/Zb)e
−Hˆb/kBT Xˆb(τ) Xˆb(0)
]
and
Xˆb =
∑
k gk(Bˆk + Bˆ
†
k) is the noise operator that the
cavity quadrature couples to and Zb is the bath par-
tition function. We assume here the waveguide modes
to be thermalized at T = 0 and that the qubit sees no
other loss channel than the radiative one through the
resonator.
It is important to note that the loss rates calculated
above account for what is typically referred to as the Pur-
cell losses of the qubit (and similarly to resonator losses
modified by the hybridization with the qubit). Here
this loss rate is expressed through a properly secularized
Markov approximation21 as also discussed in Refs. [17]
and [19]. This approximation is accurate for resonators
with non-overlapping resonances (i.e. in the high-finesse
regime). For low-finesse cases, the calculation of the ex-
act linearized qubit dynamics beyond the Markov ap-
proximation can be implemented as well18. We assume
a high-finesse situation here to most transparently reveal
the effects we are after, namely the role of the number
non-conserving terms in the nonlinearity.
We consider the following strategy to this end. In pur-
suit of an accurate effective model in the low-excitation
regime, we will devise an appropriate unitary transfor-
mation to remove the Josephson nonlinearity [last line
of Eq. (3)] to successively higher orders in the parame-
ter . Such an approach has been implemented before in
the context of superconducting circuits for the Jaynes-
Cummings model11,13, for the Rabi model22 and for lat-
tice models23,24. The treatment here is distinct, because
it handles the full Josephson nonlinearity. The existence
of a small parameter  for weakly anharmonic qubits,
such as the transmon qubit, allows for a controlled ex-
pansion for the parameters of the effective master equa-
tion obtained. This limit is the opposite to that in which
the qubit can be approximated as a two-level system, and
which underlies the Rabi and Jaynes-Cummings models.
Consider applying a unitary transformation to the full
Hamiltonian including the system and bath as
Hˆeff ≡ e−GˆHˆe+Gˆ, (5)
where Gˆ is an unknown anti-Hermitian operator that acts
as the generator of this transformation. We then expand
the system Hamiltonian and the generator formally in
powers of 
Hˆs = Hˆ2 − Hˆ4 + 2Hˆ6 + · · · , (6a)
Gˆ = Gˆ4 + 
2Gˆ6 + · · · , (6b)
where Hˆn can be found e.g. from Eq. (3) for the model
discussed here. The conditions for successive removal
of the nonlinearity in the Hamiltonian yield, as shown
in Sec. III, hierarchical operator equations for Gˆn which
can be solved through computer algebra.
An important feature that emerges in this framework
is that such a unitary transformation can only remove
the non-secular (number non-conserving) terms, while
the secular terms are left behind contributing to an ef-
fective Hamiltonian that is diagonal in the Fock space.
The lowest order effective Hamiltonian is the two-mode
Kerr (multimode Kerr if more resonator modes are re-
tained), identical to the one obtained when the number
non-conserving terms are neglected from the outset in
Eq. (2), as also considered in Ref. [17].
The role of non-secular terms is revealed when account-
ing for the system-bath coupling under such transforma-
tion. The effect of the removal of the non-secular terms
4reappears in the action of the transformation on the sys-
tem quadratures ˆ¯Xq,c, in turn giving rise to corrections
to the decay rates. To be more accurate, the corrections
appear as operator-valued renormalizations of the cor-
responding collapse operators. These corrections to col-
lapse operators can be recast into effective master equa-
tions, whose parameters display a dependence on the ex-
citation level of the system. These corrections are then
organized into a perturbative expansion in the small pa-
rameter  that describes the weak anharmonicity of the
qubit. The excitation level is set here by the initial con-
ditions. In Part II, we show that, for systems driven
with coherent microwave signals, the appropriate exci-
tation level to consider is set by the amplitude and the
frequency of the drives.
The rest of the paper presents the implementation of
the above approach to lowest order in  for two cases,
a weakly anharmonic qubit coupled to (i) an infinite
waveguide [Eq. (30)], (ii) an open single-mode resonator
[Eq. (37)]. To succinctly explain the concept of an effec-
tive master equation as used here, we discuss the final
results for case (i) and defer the presentation of the re-
sults for case (ii) to Sec. IV B:
˙ˆρq(t) = −i
[
Hˆq,eff, ρˆq(t)
]
+ 2κqD
[(
1 +

8
(1 + nˆq)
)
bˆq
]
ρˆq(t)
+ 2κq3D
[ 
48
bˆ3q
]
ρˆq(t),
(7)
where Hˆq,eff ≡
(
1− 8
)
νqnˆq − 8νqnˆ2q + O(2) and nˆq =
bˆ†qbˆq is the qubit number operator. Moreover, the effec-
tive dynamics to lowest order contains a one-photon loss
term at the rate κq ≡ SXX(νq), and a three-photon loss
term at a rate κq3 ≡ SXX(3νq). These results (up to
one-photon loss terms) are confirmed by an independent
calculation that relies on the multiple scale perturbation
theory developed in Ref. [18] (See App. E).
An important aspect of the effective master equations
obtained is that they give rise to dynamics that thermal-
izes the system. In the long-time limit, the evolution is
always towards the ground state of the system, by con-
struction. We note that this would not be the case for
the solution of Eq. (4)(See also the discussion in App. C).
Lastly, an explanation is in order regarding the termi-
nology used. So far we have used the terms “secular”
and “number-conserving” (and similarly, “non-secular”
and “number non-conserving”) interchangeably. The
procedure of unitary transformations to remove inter-
action terms, discussed in more detail in the next sec-
tion, strictly speaking removes terms that are secular
with respect to the quadratic part. In other words, in
the Heisenberg equations of motion, certain terms in the
Josephson nonlinearity would lead to divergences in the
time-domain perturbation theory – such terms are gen-
erally referred to as “secular” adopting the terminology
from the theory of classical dynamical systems25,26. In
the hybridized (normal-mode) basis [used in Eq. (3)],
such terms will appear as number non-conserving terms.
That would not be the case had we carried out the pertur-
bation theory in the bare basis employed in Eq. (2). We
therefore will use the more general terms “secular” and
“non-secular” in the remaining discussion. The rotation
to the hybridized basis is important for the development
of a systematic perturbation theory discussed here.
III. HIERARCHICAL EQUATIONS FOR
GENERATORS
In this section, we discuss a procedure to find the uni-
tary transformation that can effectively account for the
nonlinearity of a Josephson junction artificial atom em-
bedded in a general electromagnetic environment. When
the Josephson nonlinearity is weak, as in the case of a
transmon, a perturbative expansion can be found for the
generator Gˆ of this unitary transformation. We will not
make any specific assumptions about the electromagnetic
environment to which the qubit is coupled, merely consid-
ering a generic situation where the system Hamiltonian
can be expanded in a small parameter  as is the case of
Eq. (3):
Hˆs = Hˆ2 − Hˆ4 + 2Hˆ6 + · · · , (8)
Note that the linear part of Hamiltonian (8) (referred
to as Hˆ2 in this section) shall always be expressed in
terms of the normal mode coordinates (of the original
linearized circuit) and that Hˆn contains polynomials of
degree n in the bosonic creation and annihilation opera-
tors corresponding to the normal modes. We will seek a
unitary transformation
Hˆs,eff ≡ e−GˆHˆse+Gˆ, (9)
that will remove all the non-secular terms at any arbi-
trary order n. To solve for the generator Gˆ, we consider
the following Ansatz, written as a series expansion in the
small parameter  as
Gˆ = Gˆ4 + 
2Gˆ6 + · · · . (10)
Let us look into the condition for the removal of
the non-secular terms at order . Using the Baker27-
Campbell28-Hausdorff29 (BCH) formula
e−AˆBˆeAˆ = Bˆ + [Bˆ, Aˆ] +
1
2!
[[Bˆ, Aˆ], Aˆ] + . . . , (11)
we obtain the lowest order expansion as
e−GˆHˆse+Gˆ = Hˆ2 + 
{
−Hˆ4 + [Hˆ2, Gˆ4]
}
+O(2). (12)
We then determine Gˆ4 in order to simplify the effective
Hamiltonian (12). Importantly, we observe that there is
no Gˆ4 such that [Hˆ2, Gˆ4] cancels secular contributions in
Hˆ4. The reason is that the commutator of the harmonic
5Hamiltonian Hˆ2 with any non-secular term remains non-
secular, while with any secular term it is zero. On the
other hand, all non-secular terms can be in principle can-
celed through this procedure. These commutator rela-
tions can be reduced to the following three rules:
[sec, sec] = 0, (13a)
[sec,non-sec] = non-sec, (13b)
[non-sec,non-sec] = sec + non-sec. (13c)
We therefore write Hˆ4 = Sˆ4 + Nˆ4, where Sˆ stands for
secular and Nˆ for non-secular terms, and construct the
generator Gˆ4 such that it satisfies
[Hˆ2, Gˆ4]− Nˆ4 = 0. (14)
Consequently, the system Hamiltonian is renormalized
by the remaining secular terms as
Hˆs,eff = Hˆ2 − Sˆ4 +O(2). (15)
Equation (15) contains, up to lowest order, only the num-
ber conserving terms that contribute to transition fre-
quency renormalization, in agreement with with the com-
mon rotating wave approximation (RWA) that leads to
the Kerr theory.
Next, we briefly discuss how we can solve for the gener-
ator Gˆ4 based on Eq. (14). The key to a systematic and
practical construction of Gˆ4 is the normal-ordered form
of Nˆ4. To see this explicitly, consider the simple case of
a single oscillator with Hˆ2 ≡ bˆ†bˆ+ 1/2. The commutator
of the normal-ordered quadratic Hamiltonian with any
normal-ordered operator monomial, i.e. a term of the
form (bˆ†)mbˆn, is proportional to that monomial:[
Hˆ2, (bˆ
†)mbˆn
]
= (m− n)(bˆ†)mbˆn. (16)
Therefore, based on Eqs. (14) and (16), we conclude
that Gˆ4 should include all of those monomials contained
in Nˆ4, but with modified coefficients. Note that in con-
trast to the secular terms, which can always be written in
a compact form in terms of the quadratic Hamiltonian,
there is in general a large number of non-secular terms
and bookkeeping might seem challenging at first glance.
However, the term-by-term calculation that becomes pos-
sible based on identity (16) allows us to solve for the cor-
responding Gˆ4, regardless of the number of non-secular
terms, given that we have access to sufficient and fast
symbolic computing power. We have developed a com-
puter algebra code in Mathematica to solve for the gener-
ator of the transformation as well as the resulting renor-
malization of any system operator30. Importantly, the
term-by-term computation based on identity (16) allows
us to solve for and categorize the terms in Gˆ4 that con-
tribute to a particular relaxation process (See Tab. III).
Even though the calculation presented in this article is
only for a single cavity mode and up to lowest order in
, this procedure could in principle be generalized to any
order and any number of modes.
The discussion for the lowest order corrections so far
can be generalized to include the n-contributions in the
expansion of Eq. (12). A similar equation can be found
for Gˆ6 (See App. B):
[Hˆ2, Gˆ6] + Nˆ6 − [Sˆ4, Gˆ4]− 1
2
N
(
[Nˆ4, Gˆ4]
)
= 0, (17)
where we use S(•) and N (•) to refer to the secular and
non-secular parts of a contribution. This equation as
well as the equations for higher order Gˆn are hierarchical
equations that depend on the previous lower-order gen-
erators, and therefore can be solved in a recursive way.
Note that the structure of Eq. (17) for Gˆ6 is exactly the
same as that of Eq. (14) for Gˆ4. In both cases, the un-
known generator appears inside a commutator with the
quadratic Hamiltonian Hˆ2, plus a collection of known
non-secular terms. Employing the identity (16) and the
discussion after it, one can determine Gˆ6 term by term
such that it cancels the corresponding monomials. More-
over, the corresponding Hamiltonian up to second order
can be obtained as
Hˆs,eff = Hˆ2 − Sˆ4 + 2
[
Sˆ6 − 1
2
S
(
[Nˆ4, Gˆ4]
)]
+O(3).
(18)
To summarize the main results of this section,
Eqs. (14) and (17) provide the conditions to determine
the generator Gˆ, up to first and second order in , respec-
tively. These equations can be be solved for using com-
puter algebra. Furthermore, the effective system Hamil-
tonian is determined by a collection of secular terms as
given by Eqs. (15) and (18) up to the first and second
orders in , correspondingly.
IV. EFFECTIVE MASTER EQUATIONS
The method of unitary transformations discussed
above can eliminate the number non-conserving terms in
the Josephson nonlinearity to a given order in . The re-
sulting system Hamiltonian is then diagonal in the Fock
state representation. Alternatively, one can interpret the
form of this effective Hamiltonian as oscillators with ef-
fective frequencies that depend on the excitation level in
the initial state (if the initial state is in a direct product
form in the Fock space). At order , this is the multi-
mode Kerr Hamiltonian that would have been obtained
had the number non-conserving terms in the Josephson
nonlinearity been neglected from the start, e.g. in Eq. (3)
for a single-mode resonator. At higher order, the effective
Hamiltonian includes more information [See last term of
Eq. (18)] than the Hamiltonian obtained by simply drop-
ping the number non-conserving terms from the Joseph-
son potential.
6Calculation RWA? Corrects Freq.? Corrects Diss.?
Duffing ME No Yes Yes
EME No Yes Yes
Kerr ME Yes Yes No
Linear ME N/A No No
TABLE I. Comparison of the different theories up to lowest
order in . The color used to denote each theory is consistent
with the corresponding numerical plots in the remainder of
this article. The linear theory refers to the case of  = 0, for
which the RWA is not applicable.
At first sight, it may appear that the non-secular terms
do not have an impact other than providing a Kerr-type
effective Hamiltonian (at order ). Their impact is how-
ever revealed in two places: 1) coupling to the bath, and
2) initial density matrix. According to Eq. (14), the gen-
erator is merely determined by a subset of the terms (non-
secular) in the system Hamiltonian, and hence the result-
ing unitary transformation commutes with any bath op-
erator. Therefore, to obtain corrections to the relaxation
rates, we only need to transform the system part of the
system-bath Hamiltonian up to lowest order as
ˆ¯Xq/c → ˆ¯Xq/c + [ ˆ¯Xq/c, Gˆ4] +O(2). (19)
Consequently, when the bath degrees of freedom are inte-
grated out to obtain a properly secularized master equa-
tion, the effective collapse operators contain now nonlin-
ear terms in powers of . The form of the resulting ef-
fective master equation depends on the particular model
considered. We present the specific forms for two cases,
a qubit coupled to (i) an infinite waveguide in Sec. IV A,
and (ii) an open single-mode resonator in Sec. IV B. Fi-
nally, in order to be consistent, the initial density matrix
also needs to be mapped into the new frame under the
same unitary transformation:
ρˆ(0)→ ρˆ(0) + [ρˆ(0), Gˆ4] +O(2). (20)
In the next two sections, we compare the dynamics re-
sulting from the effective master equation (“EME”) to
order  to three different approximations (Duffing, Kerr,
Linear). Each numerical simulation takes as its start-
ing point the master equation for the hybridized modes
[Eq. (4)] with different forms of the system Hamiltonian
Hˆs. A summary of the numerical simulations is pre-
sented in Table I. The technical details and some subtle
issues in achieving a consistent comparison are discussed
in App. C.
A. Case (i): Qubit coupled to an infinite waveguide
In this section, we study the case of a weakly anhar-
monic qubit coupled to an infinite waveguide. This case
is a pedagogical simplification of the model introduced
Operator Coefficient
bˆq+H.c.
1
8
bˆ†qbˆqbˆq+H.c.
1
8
bˆ3q+H.c. − 148
TABLE II. The contributions in
[
Xˆq, Gˆ4
]
, which provides
the lowest order renormalization of the system quadrature.
The left column shows each operator entering the sum, and
the right column shows its coefficient.
in Sec. II. The simplification resides in removing the res-
onator mode. The derivation and the final structure of
the effective master equation however contain the key el-
ements of the general argument more transparently.
The derivation here will focus on an effective master
equation at the lowest order in . As discussed in Sec-
tion III, at this order it is sufficient to retain only the
quartic term in the Josephson potential. We start with
the Hamiltonian of the form
Hˆ = Hˆq + Hˆsb + Hˆb, (21)
where the system Hamiltonian is given by
Hˆq = νq
(
bˆ†qbˆq +
1
2
)
− 
48
νq
(
bˆq + bˆ
†
q
)4
. (22)
The infinitely long waveguides attached to the qubit are
described by the bath Hamiltonian Hˆb =
∑
k νkBˆ
†
kBˆk
and the system-bath coupling Hˆsb = Xˆq
∑
k gk(Bˆk + Bˆ
†
k)
and Xˆq ≡ (bˆq+ bˆ†q). For simplicity, we denote the unitless
quadratic and quartic parts of Hˆq as
Hˆq ≡ nˆq + 1
2
, Hˆ4 ≡
(
bˆq + bˆ
†
q
)4
, (23)
where nˆq is the number operator. The first step is to
separate the quartic anharmonicity in terms of secular
and non-secular parts as Hˆ4 = Sˆ4 + Nˆ4. In this rather
simple case, it is possible to categorize all the terms in
Sˆ4 and Nˆ4. There are six distinct secular terms that can
be expressed as a polynomial of Hˆq as (See App. A 1)
Sˆ4 = 6Hˆ
2
q +
3
2
= 6nˆ2q + 6nˆq + 3. (24)
We showed in Eq. (15) that the Hamiltonian is renor-
malized only by the secular terms up to lowest order.
Therefore, we obtain the lowest order correction to the
effective Hamiltonian
Hˆq,eff = νqHˆq − νq
8
Hˆ2q +O(
2)
=
(
1− 
8
)
νqnˆq − 
8
νqnˆ
2
q +O(
2),
(25)
where the second line explicitly shows the quadratic as
well as the quartic self-Kerr corrections to the transition
frequency of the qubit.
7Next, we focus on the non-secular contributions. The
remaining ten non-secular terms can be expressed in
normal-ordered form as
Nˆ4 = bˆ
4
q +
(
bˆ†q
)4
+ 4
[
bˆ†qbˆ
3
q +
(
bˆ†q
)3
bˆq
]
+ 6
[
bˆ2q +
(
bˆ†q
)2]
.
(26)
Then, we construct the -order generator such that it
cancels the non-secular contributions, which results in
[Hˆq, Gˆ4]− 1
48
Nˆ4 = 0. (27)
Employing the identity (16), we are able to build the
generator Gˆ4 term by term. The result is
Gˆ4 =
1
192
[(
bˆ†q
)4
− bˆ4q
]
+
1
24
[(
bˆ†q
)3
bˆq − bˆ†qbˆ3q
]
+
1
16
[(
bˆ†q
)2
− bˆ2q
]
.
(28)
Even though the non-secular terms are completely re-
moved from the system Hamiltonian, their effects are at
the end translated to modifications to the relaxation rates
after the transformation is applied to system-bath cou-
pling. For the model system considered here, the qubit
couples through the quadrature Xˆq. The transforma-
tion of this quadrature produces a variety of multi-photon
transition processes, which up to -order can be written
as (See also Tab. II)
e−Gˆ Xˆq e+Gˆ =
[
1 +

8
(1 + nˆq)
]
bˆq − 
48
bˆ3q + H.c. +O(
2).
(29)
The resulting effective master equation to order  is
obtained
˙ˆρq(t) = −i
[
Hˆq,eff, ρˆq(t)
]
+ 2κqD
[(
1 +

8
(1 + nˆq)
)
bˆq
]
ρˆq(t)
+ 2κq3D
[ 
48
bˆ3q
]
ρˆq(t),
(30)
where κq ≡ SXX(νq), κq3 ≡ SXX(3νq). It is important to
notice the operator nature of the relaxation renormaliza-
tion, which becomes manifest with the appearance of a
nonlinear collapse operator correction at order . A useful
alternative representation is achieved by projecting the
dissipators onto the Fock basis in which the Hamiltonian
is diagonal:
˙ˆρq(t) = −i
[
Hˆeff, ρˆq(t)
]
+
Nc∑
n=1
2κq,nD [|n− 1〉 〈n|] ρˆq(t)
+
Nc∑
n=3
2κq3,nD [|n− 3〉 〈n|] ρˆq(t),
(31)
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FIG. 2. Comparison between different theories mentioned in
Table I for Ej = 50Ec ( = 0.2) and qubit initial condition
|Ψq(0)〉 = (|0(0)q 〉+ |1(0)q 〉)/
√
2. a) Phase space during the first
period for κq = 0. b-c) Phase space for Qq ≡ νq/κq = 25.
where κq,n ≡ [1 + /8(1 + n)]2nκq and κq3,n ≡
(/48)2n(n− 1)(n− 2)κq3. One way of interpreting this
effective master equation is that the qubit coupled to a
waveguide appears here as an oscillator whose frequency
and decay rate depends on the initial excitation and the
small parameter  characterizing the nonlinearity of the
Josephson potential.
Next, in Fig. 2, we compare the numerical predictions
between the different theories mentioned in Table I. To do
this rigorously, we need to implement the unitary trans-
formation at the level of master equation. This is detailed
in App. C. First, we turn off the dissipation and plot the
phase space of the qubit for the first oscillation period
(Fig. 2a). Importantly, we observe a qualitative differ-
ence between the Kerr and the effective theories: The
Kerr theory predicts a circular orbit and lies on top of
the linear theory ( = 0), while the effective theory cor-
rectly captures the non-circular nature of the orbit and
lies on top of the exact results from Duffing theory up
to errors, which are consistent with a calculation to low-
est order in . This is expected since the Kerr theory
only corrects the transition frequencies, hence in phase
space the oscillator only rotates with a slower angular fre-
quency. On the other hand, the effective theory accounts
for the effect of non-secular terms which cause squeezing.
Second, in Fig. 2b, we turn on dissipation and compare
the short time dynamics and confirm again the improve-
ment provided by the effective theory over Kerr theory as
well. Moreover, from Fig. 2b, we observe that the decay
rate predicted by the Kerr theory is the same as that of
the linear theory, while the effective and Duffing theories
predict a faster relaxation rate due to the nonlinearity.
B. Case (ii): Qubit coupled to a single-mode open
resonator
This section is devoted to the case of a weakly anhar-
monic qubit coupled to a single open resonator mode.
8This is the model introduced in Section II. With respect
to the case treated in the previous section, here the focus
will be on the physics of mode mixing and its implica-
tions on both frequency and decay rate renormalization.
We derive an effective master equation that accounts for
this renormalization at order , for which it is sufficient
to retain only the quartic terms in the Josephson poten-
tial. Additional details for the calculations presented in
this section can be found in App. A 2.
In the normal mode basis, the system Hamiltonian is
Hˆs ≡ ν¯q
(
ˆ¯b†q
ˆ¯bq +
1
2
)
+ ν¯c
(
ˆ¯b†c
ˆ¯bc +
1
2
)
− νq
48
[
uqq
(
ˆ¯bq +
ˆ¯b†q
)
+ uqc
(
ˆ¯bc +
ˆ¯b†c
)]4
,
(32)
up to lowest order in the anharmonicity. In the following,
we apply a unitary transformation such that the effect of
the weak quartic anharmonicity in Hˆs is explicitly ac-
counted for both the Hamiltonian and relaxation rates
up to lowest order.
We start by decomposing the quartic anharmonicity
given in Eq. (32), Hˆ4 =
[
uqq
(
ˆ¯bq +
ˆ¯b†q
)
+ uqc
(
ˆ¯bc +
ˆ¯b†c
)]4
into secular and non-secular terms as Hˆ4 ≡ Sˆ4 + Nˆ4.
When expanded in terms of qubit-like and cavity-like
bosonic operators, there are a total of 256 distinct mono-
mials in Hˆ4. The secular terms Sˆ4 can be expressed in
terms of the harmonic Hamiltonians ˆ¯Hq,c as
Sˆ4 = 6u
4
qq
ˆ¯H2q + 6u
4
qc
ˆ¯H2c + 24u
2
qqu
2
qc
ˆ¯Hq
ˆ¯Hc
= 6
(
u4qq + 2u
2
qqu
2
qc
)
ˆ¯nq + 6
(
u4qc + 2u
2
qqu
2
qc
)
ˆ¯nc
+ 6u4qq ˆ¯n
2
q + 6u
4
qc
ˆ¯n2c + 24u
2
qqu
2
qc
ˆ¯nq ˆ¯nc.
(33)
Following our previous discussion in Sec. III, only non-
secular terms can be removed by a unitary transforma-
tion, and hence the secular terms Sˆ4 provide the lowest
order correction to the Hamiltonian as (See App. A 2 for
details)
Hˆs,eff =
[
ν¯q − νq
8
(
u4qq + 2u
2
qqu
2
qc
)]
ˆ¯nq
+
[
ν¯c − νq
8
(
u4qc + 2u
2
qcu
2
qq
)]
ˆ¯nc
− νq
8
(
u4qq ˆ¯n
2
q + u
4
qc
ˆ¯n2c + 4u
2
qqu
2
qc
ˆ¯nq ˆ¯nc
)
.
(34)
Eq. (34) describes the normal mode oscillations of a
qubit-resonator system renormalized by self-Kerr and
cross-Kerr contributions, whose strength is determined
by the hybridization coefficients. This result is consis-
tent with the common Kerr theory, which is derived by
applying RWA to the original model Eq.( 2).
The generator Gˆ4 that removes the non-secular terms
in Hˆ4 can be found by solving
[ν¯q
ˆ¯Hq + ν¯c
ˆ¯Hc, Gˆ4]− νq
48
Nˆ4 = 0, (35)
Operator Coefficient
ˆ¯bq+H.c.
1
8
νq
ν¯q
u2qq
(
u2qq + u
2
qc
)
ˆ¯b†q
ˆ¯bq
ˆ¯bq+H.c.
1
8
νq
ν¯q
u4qq
ˆ¯b3q+H.c. − 148
νq
ν¯q
u4qq
ˆ¯bc+H.c.
1
4
(
νq
ν¯q+ν¯c
+
νq
ν¯q−ν¯c
)
uqquqc
(
u2qq + u
2
qc
)
ˆ¯b†c
ˆ¯bc
ˆ¯bc+H.c.
1
4
(
νq
ν¯q+ν¯c
+
νq
ν¯q−ν¯c
)
uqqu
3
qc
ˆ¯b3c+H.c.
1
12
(
νq
ν¯q+3ν¯c
+
νq
ν¯q−3ν¯c
)
uqqu
3
qc
ˆ¯b†c
ˆ¯bc
ˆ¯bq+H.c.
1
4
νq
ν¯q
u2qqu
2
qc
ˆ¯b†q
ˆ¯bq
ˆ¯bc+H.c.
1
2
(
νq
ν¯q+ν¯c
+
νq
ν¯q−ν¯c
)
u3qquqc
ˆ¯b2c
ˆ¯bq+H.c.
1
8
(
νq
ν¯c+ν¯q
− νq
ν¯c
)
u2qqu
2
qc(
ˆ¯b†c
)2 ˆ¯bq+H.c. 18 ( νqν¯c − νqν¯c−ν¯q )u2qcu2qq
ˆ¯b2q
ˆ¯bc+H.c.
1
4
(
νq
ν¯c+3ν¯q
− νq
ν¯c+ν¯q
)
uqcu
3
qq(
ˆ¯b†q
)2 ˆ¯bc+H.c. 14 ( νqν¯c−ν¯q − νqν¯c−3ν¯q )uqcu3qq
TABLE III. The contributions in
[
ˆ¯Xq, Gˆ4
]
, which provide
the lowest order renormalization of the qubit-like quadrature.
The left column shows each operator entering the sum, and
the right column shows its coefficient. The double horizontal
lines separate the contributions into three distinct categories
from up to down: 1) self, 2) cross and 3) mixed. The result
for cavity-like quadrature, i.e. [ ˆ¯Xc, Gˆ4], can be immediately
found from this table by the simultaneous replacements uqq ↔
uqc, ν¯q ↔ ν¯c, ˆ¯bq ↔ ˆ¯bc, while the bare qubit frequency νq
remains intact.
where we have replaced Hˆ2 ≡ ν¯q ˆ¯Hq + ν¯c ˆ¯Hc and Nˆ4 ≡
νq/48Nˆ4 in the generic condition (14). Due to the large
number of distinct monomials in Nˆ4, it is not straight-
forward to bookkeep them manually. The resulting cor-
rection to the qubit- and cavity-like quadratures are pre-
sented in Tab. III, which accounts for all the processes
involving single- and three-photon nonlinear interaction
with the bath.
Which of the single or the three-photon interactions
are dominant in the qubit dynamics depends on the ini-
tial conditions. For example, assuming that the qubit is
initially prepared in the linear combination of the ground
and the first excited states, then the three-photon pro-
cesses play no role in the dynamics. With this assump-
tion, keeping only the renormalization originating from
the single-photon system-bath interactions, we obtain
from Table III
e−Gˆ
(
ˆ¯bq +
ˆ¯b†q
)
eGˆ = ˆ¯bq
+

8
νq
ν¯q
u2qq
(
u2qq + u
2
qc + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
) ˆ¯bq
+

2
νqν¯q
ν¯2q − ν¯2c
uqquqc
(
u2qq + u
2
qc + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
) ˆ¯bc,
+ H.c. +O(2),
(36a)
9e−Gˆ
(
ˆ¯bc +
ˆ¯b†c
)
eGˆ = ˆ¯bc
+

8
νq
ν¯c
u2qc
(
u2qc + u
2
qq + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
) ˆ¯bc
+

2
νqν¯c
ν¯2c − ν¯2q
uqcuqq
(
u2qc + u
2
qq + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
) ˆ¯bq,
+ H.c. +O(2).
(36b)
According to Eqs. (36a-36b), we find that the interaction
of each normal mode with the bath obtains corrections
that are proportional to both itself and the other normal
mode. At zero coupling, i.e. where g = 0 and hence
uqq = 1 and uqc = 0, we recover the linear correction for
case (i) in Eq. (29). Moreover, we need to recall that the
bare cavity quadrature coupling to the bath translates to
ucc
ˆ¯Xc +ucq
ˆ¯Xq in terms of the normal modes. Combining
the linear and nonlinear renormalizations, we can obtain
an effective -order Lindblad equation as
˙ˆρs(t) = −i
[
Hˆs,eff, ρˆs
]
+ 2κcD[ ˆ¯Cc,eff]ρˆs(t)
+ 2κqD[ ˆ¯Cq,eff]ρˆs(t).
(37)
where κq/c ≡ SXX(ν¯q/c) and should not be confused with
κ¯q/c defined under Eq. (4). Moreover, the effective qubit-
and cavity-like single-photon collapse operators read
ˆ¯Cq,eff =
[
1 +

8
νq
ν¯q
ucqu
2
qq
(
u2qq + u
2
qc + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
)
+

2
νqν¯c
ν¯2c − ν¯2q
uccuqcuqq
(
u2qc + u
2
qq + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
)] ˆ¯bq,
(38a)
ˆ¯Cc,eff =
[
1 +

8
νq
ν¯c
uccu
2
qc
(
u2qc + u
2
qq + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
)
+

2
νqν¯q
ν¯2q − ν¯2c
ucquqquqc
(
u2qq + u
2
qc + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
)] ˆ¯bc.
(38b)
Next, we examine the dissipator renormalizations (38a-
38b) of each normal mode in more detail. We observe
that the dissipator renormalizations depend on the hy-
bridization coefficients as well as on the relative posi-
tion of the qubit-like and cavity-like frequencies. While
for a qubit directly coupled to a waveguide [case (i), de-
tailed in Sec. IV A], the relaxation rate to lowest order,
Eq. (30), can only increase when increasing the nonlin-
earity parameter , the additional dependences here sug-
gest a richer possibility for corrections. In order to show
the possibility of a qualitatively different behavior com-
pared to the direct waveguide coupling, we consider a
regime where the cross mode correction in the renormal-
izations (38a-38b) becomes important as well. To this
end, we consider the near resonant case (i.e. the case
νq = νc − 0+ in terms of the bare modes) where the two
normal modes are equally hybridized (uqq = uqc).
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FIG. 3. Comparison between different theories mentioned in
Table I for Ej = 50Ec ( = 0.2), ν¯q ≈ 0.78νq, ν¯c ≈ 1.16νc
and uqq = uqc ≈ 0.69. These normal mode values corre-
spond to νq = ν
−
c and g ≈ 0.19νc in Fig. 4. Other param-
eters are Qq = Qc = 25, corresponding to κ¯q ≈ 0.0312νq
and κ¯c ≈ 0.0464νc. Low Q values are intentionally cho-
sen to clearly highlight the differences between the approx-
imations. The qubit and cavity initial conditions is set as
|Ψq/c(0)〉 = (|0(0)q/c〉 + |1(0)q/c〉)/
√
2. a) Schematic representa-
tion of the parameters and initial condition, b-c) Qubit and
cavity occupation numbers, and d-e) Qubit and cavity phase
spaces. We note that the parameters chosen here corresponds
to a sizable light-matter hybridization g ≈ 0.19νc (sometimes
referred to as ultrastrong coupling31–33).
The spontaneous decay dynamics captured through
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different levels of approximations (see Table I and the
accompanying caption) are displayed in Fig. 3. Look-
ing at the populations of the qubit-like and cavity-like
modes, we observe that the effective master equation very
closely reproduces the exact dynamics (as benchmarked
by “Duffing”), while slight discrepancies are present in
the Kerr results which lie on top of the linear theory. Ad-
ditional detail disguised from view in the population dy-
namics is revealed looking at the dynamics of the quadra-
tures (that would be measured in a typical homodyne
or heterodyne measurement). The cavity-like and qubit-
like averaged phase dynamics as captured by the effective
master equation closely follows the exact dynamics which
follows a non-circular spiraling orbit, while the Kerr and
linear theories follow a circular spiral towards the ground
state at the origin. As evidenced by the effective the-
ory orbit circumscribed by the Kerr theory orbit (for the
qubit quadratures in Fig. 3d-3e), in this case the effec-
tive qubit relaxation rate is suppressed with respect to
the Purcell rate. This effect is due to the non-secular
terms in the nonlinearity.
V. CONCLUSION
We presented a computational framework to derive an
effective master equation for the dynamics of a weakly
anharmonic superconducting qubit (e.g. a transmon) em-
bedded in a given electromagnetic environment. An ef-
fective master equation was presented for two different
cases of the electromagnetic environment: (i) an infinite
waveguide, (ii) a single-mode resonator coupled to an infi-
nite waveguide (”open resonator”). The procedure based
on unitary transformations yields in each case an effec-
tive master equation whose parameters (frequencies, self-
and cross-Kerr terms, relaxation rates) depend on the
initial excitation level in a systematic expansion in the
small parameter characterizing the weak anharmonicity,
 =
√
2Ec/Ej.
Our findings in case (i) show that the relaxation rate
of the qubit increases with the strength of the anhar-
monicity  and with the initial excitation. The pre-
sented approach explicitly shows that the renormaliza-
tion of the relaxation rate originates from the number
non-conserving terms in the nonlinearity of the qubit.
Findings in case (ii) demonstrate the complex depen-
dence of the renormalization of the relaxation rates on
the hybridization of the qubit with its electromagnetic
environment, allowing for the distinct situations where
the qubit relaxation rate may increase or decrease.
We note that for an anharmonicity that corresponds to
the typical experiments with transmon qubits (Ej/Ec ≈
50 corresponding to  ≈ 0.2), and initialization in the
first excited state of the transmon, the transient dynam-
ics as captured by the effective master equation is not
substantially different from either the (hybridized) linear
theory or the Kerr result. The differences may not be
observable in an experiment. Nonetheless these results
have an important implication. When either the electro-
magnetic environment is highly excited or the Josephson
junction is initialized at a higher excitation level, the
Kerr theory (as the linear hybridized theory) will display
discernible deviations from the exact transient dynam-
ics. In the effective master equation these differences
will be captured by the occupation dependent relaxation
rates as well as three-photon loss terms that get activated
at higher excitation. The most dramatic appearance of
these renormalization effects will be when the resonator-
qubit system is driven by a coherent microwave tone, as
in a typical quantum non-demolition readout setup. The
mathematical procedure to extract an effective master
equation in that case involves additional techniques, and
will be discussed in Part II.
The methodology for the derivation of an effective mas-
ter equation discussed here is broadly applicable to multi-
oscillator superconducting circuit devices. In combina-
tion with an accurate computational technique for mod-
eling complex electromagnetic environments presented in
Refs. [18] and [19], the approach presented here pro-
vides a compelling theoretical framework for studying the
quantum dynamics of large integrated quantum circuits
in a way that is accurate and resource-efficient.
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Appendix A: First order perturbation theory
In this appendix, we discuss the details of the first or-
der perturbation theory in order to calculate the effect
of the weak anharmonicity of a qubit on both transition
frequencies and relaxation rates of the system. The main
results are presented as effective Lindblad equations with
renormalized Hamiltonian and dissipators. In Sec. A 1,
we consider the case of a weakly anharmonic qubit cou-
pled to an infinite waveguide. Next, in Sec. A 2, we dis-
cuss the case of a weakly anharmonic qubit coupled to
an open resonator.
1. Qubit coupled to an infinite waveguide
We model this system by the overall Hamiltonian
Hˆ = Hˆq + Hˆsb + Hˆb, (A1)
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where the system Hamiltonian is given by
Hˆq ≡ νq
4
(
Xˆ2q + Yˆ
2
q −

12
Xˆ4q
)
+O(2)
= νq
(
bˆ†qbˆq +
1
2
)
− 
48
νq
(
bˆq + bˆ
†
q
)4
+O(2).
(A2)
The infinitely long waveguides attached to the resonator
are described by a bath with continuum set of modes
Hˆb =
∑
k νkBˆ
†
kBˆk and the system-bath coupling Hˆsb =
Xˆq
∑
k gk(Bˆk + Bˆ
†
k). For notation simplicity, we define
unitless quadratic and quartic operators as
Hˆq ≡ 1
2
(
bˆ†qbˆq + bˆqbˆ
†
q
)
= bˆ†qbˆq +
1
2
, (A3a)
Hˆ4 ≡
(
bˆq + bˆ
†
q
)4
. (A3b)
Our analysis begins by applying a unitary transforma-
tion to the overall Hamiltonian (A1) as
Hˆeff ≡ e−GˆHˆe+Gˆ, (A4)
where Gˆ is an anti-Hermitian operator and the generator
of the transformation. We seek an order-by-order solu-
tion for this generator in such a fashion that the system
Hamiltonian becomes simpler as we see in the following.
Up to lowest order in  we can write
Gˆ = Gˆ4 +O(
2), (A5)
where the subscript “4” is chosen to match the lowest or-
der nonlinear expansion of the Hamiltonian that is quar-
tic. Upon inserting Eqs. (A2) and (A5) into Eq. (A4),
we obtain the lowest order transformation of Hˆq,eff as
Hˆq,eff = νq
(
Hˆq − 
48
Hˆ4
)
+ νq[Hˆq, Gˆ4] +O(
2). (A6)
Then, Gˆ4 needs to be determined such that
the transformed lowest order Hamiltonian, i.e.
νq
(
[Hˆq, Gˆ4]− 148Hˆ4
)
, gets simplified. After we
obtain the desired operator Gˆ4, the overall Hamilto-
nian (A1), and in particular the system-bath coupling,
also need to be transformed accordingly.
It is important to note that any higher order anhar-
monicity can be partitioned into secular and non-secular
contributions. In particular, the quartic anharmonicity
Hˆ4 consists of six secular and ten non-secular terms such
that we can write
Hˆ4 ≡ Sˆ4 + Nˆ4. (A7)
Moreover, the secular terms can be written in terms of
the harmonic Hamiltonian Hˆq as
Sˆ4 = bˆ
†
qbˆ
†
qbˆqbˆq + bˆ
†
qbˆqbˆ
†
qbˆq + bˆ
†
qbˆqbˆqbˆ
†
q
+ bˆqbˆqbˆ
†
qbˆ
†
q + bˆqbˆ
†
qbˆqbˆ
†
q + bˆqbˆ
†
qbˆ
†
qbˆq
= 6Hˆ2q +
3
2
= 6nˆ2q + 6nˆq + 3.
(A8)
From the algebra of the bosonic operators, we find that
there does not exist any operator Gˆ4 such that [Hˆq, Gˆ4]
could cancel any of the secular contributions in Sˆ4. The
reason is that the commutator of the harmonic Hamilto-
nian Hˆq with any non-secular term remains non-secular,
while with any secular term is zero. The discussion can
be summarized by the following commutator rules:
[sec, sec] = 0, (A9a)
[sec,non-sec] = non-sec, (A9b)
[non-sec,non-sec] = sec + non-sec. (A9c)
As a result, all the non-secular terms in the system
Hamiltonian can be in principle canceled through this
procedure. Therefore, we are looking for an operator Gˆ4
such that
[Hˆq, Gˆ4]− 1
48
Nˆ4 = 0, (A10)
and the lowest order effective Hamiltonian then becomes
Hˆq,eff = νqHˆq − νq
8
Hˆ2q +O(
2)
=
(
1− 
8
)
νqnˆq − 
8
νqnˆ
2
q +O(
2),
(A11)
where we have replaced Sˆ4 from Eq. (A8). Note that the
new effective Hamiltonian (A11) is diagonal in the origi-
nal number basis of the harmonic Hamiltonian and agrees
with the common Kerr theory that could alternatively be
obtained by applying the RWA on Hamiltonian (A2) from
the outset. As we will see in App. B for the second order
perturbation, the correspondence to the Kerr theory is
coincidental for the lowest order, while additional correc-
tions appear in the effective Hamiltonian that a simple
RWA can not recover.
The first step towards finding Gˆ4 is to obtain different
contributions in Nˆ4 and write them in normal ordering
as
Nˆ4 = bˆ
4
q +
(
bˆ†q
)4
+ 4
[
bˆ†qbˆ
3
q +
(
bˆ†q
)3
bˆq
]
+ 6
[
bˆ2q +
(
bˆ†q
)2]
.
(A12)
Next, we use the fact that the commutator of Hˆq with any
non-secular monomial is proportional to that monomial
as
[
Hˆq, (bˆ
†
q)
mbˆnq
]
= (m− n)(bˆ†q)mbˆnq . (A13)
To see this explicitly, consider the commutator of Hˆq with
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each individual term in Eq. (A12):[
Hˆq, bˆ
4
q
]
= −4bˆ4q, (A14a)[
Hˆq,
(
bˆ†q
)4]
= +4
(
bˆ†q
)4
, (A14b)[
Hˆq, bˆ
†
qbˆ
3
q
]
= −2bˆ†qbˆ3q, (A14c)[
Hˆq,
(
bˆ†q
)3
bˆq
]
= +2
(
bˆ†q
)3
bˆq, (A14d)[
Hˆq, bˆ
2
q
]
= −2bˆ2q, (A14e)[
Hˆq,
(
bˆ†q
)2]
= +2
(
bˆ†q
)2
. (A14f)
From Eq. (A13), we understand that the generator Gˆ4
that obeys the condition (A10) will contain the same set
of monomials as Nˆ4, but only with different coefficients.
Therefore, we directly construct the operator Gˆ4 in terms
of Nˆ4 as
Gˆ4 =
1
192
[(
bˆ†q
)4
− bˆ4q
]
+
1
24
[(
bˆ†q
)3
bˆq − bˆ†qbˆ3q
]
+
1
16
[(
bˆ†q
)2
− bˆ2q
]
.
(A15)
Next, we calculate the effect of this transformation on
the full Hamiltonian. Since the generator Gˆ4 was only
determined in terms of system operators, the resulting
transformation only acts on the system quadrature of the
system-bath Hamiltonian. Therefore, up to lowest order
in , we need to calculate
e−Gˆ
(
bˆq + bˆ
†
q
)
e+Gˆ =
(
bˆq + bˆ
†
q
)
+ 
[
bˆq + bˆ
†
q, Gˆ4
]
+O(2).
(A16)
Using expression (A15) for Gˆ4 we obtain
[bˆq, Gˆ4] =
1
48
(
bˆ†q
)3
+
1
8
(
bˆ†q
)2
bˆq − 1
24
bˆ3q +
1
8
bˆ†q,
(A17a)
[bˆ†q, Gˆ4] =
1
48
bˆ3q +
1
8
bˆ†qbˆ
2
q −
1
24
(
bˆ†q
)3
+
1
8
bˆq, (A17b)
and by adding them we find that
[bˆq + bˆ
†
q, Gˆ4] =
1
8
[
bˆq + bˆ
†
q
]
+
1
8
[(
bˆ†q
)2
bˆq + bˆ
†
qbˆ
2
q
]
− 1
48
[
bˆ3q +
(
bˆ†q
)3]
.
(A17c)
We observe from Eq. (A17c) that a variety of multi-
photon couplings appear up to -order. For instance, the
first and second line of Eq. (A17c) produce transitions
between successive energy levels of the oscillator, while
the third line cause transitions between every third en-
ergy levels. In particular, the single-photon terms can be
reexpressed more compactly in terms of Hˆq and nˆq as
bˆq + bˆ
†
q +
(
bˆ†q
)2
bˆq + bˆ
†
qbˆ
2
q =
1
2
{
Hˆq, bˆq + bˆ
†
q
}
= (1 + nˆq) bˆq + H.c.,
(A18)
where {•, •} is the anticommutator and nˆq ≡ bˆ†qbˆq. Using
identity (A18), the transformation (A16) can be written
in the following compact form
e−Gˆ(bˆq + bˆ†q)e
+Gˆ =
[
1 +

8
(1 + nˆq)
]
bˆq
− 
48
bˆ3q + H.c. +O(
2).
(A19)
Following the common derivation of the Lindblad mas-
ter equation, one obtains the -order effective master
equation as
˙ˆρq(t) = −i
[
Hˆq,eff, ρˆq(t)
]
+ 2κqD
[(
1 +

8
(1 + nˆq)
)
bˆq
]
ρˆq(t)
+ 2κq3D
[ 
48
bˆ3q
]
ρˆq(t),
(A20)
where κq ≡ SXX(νq), κq3 ≡ SXX(3νq) are the single-
photon and three-photon relaxation rates. Moreover,
SXX(ν) =
∫∞
−∞ dτ e
−iντ tr
[
(1/Zb)e
−Hˆb/kBT Xˆb(τ) Xˆb(0)
]
is the bath spectral function with Xˆb ≡
∑
k gk(Bˆk + Bˆ
†
k)
being the bath quadrature that couples to the qubit.
Note that the cross terms (mixtures of single- and three-
photon couplings) are canceled out due to the Markov
approximation and the resulting secular condition. It is
important to notice the operator nature of the relaxation
renormalization, which is manifest as a nonlinear collapse
operator.
The order  effective Lindblad Eq. (A20) along with
the corresponding renormalized Hamiltonian (A11) dis-
sipators are the main results of this appendix, and are
employed in Sec. IV A of the main body of the paper.
2. Qubit coupled to a single-mode open resonator
Here, we return to the problem of a weakly anharmonic
qubit coupled to an open resonator. For simplicity, we
consider a single mode, while our results can be trivially
generalized to a multimode scenario. The system Hamil-
tonian up to lowest order in  reads
Hˆs ≡ νq
4
(
Xˆ2q + Yˆ
2
q −

12
Xˆ4q
)
+
νc
4
(
Xˆ2c + Yˆ
2
c
)
+ gYˆcYˆq,
(A21)
with νq and νc being the qubit and the cavity bare
frequencies and g the coupling strength. Furthermore,
we consider infinitely long waveguides attached to the
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resonator that are described by the bath Hamiltonian
Hˆb =
∑
k νkBˆ
†
kBˆk and the system-bath coupling Hˆsb =
Xˆc
∑
k gk(Bˆk + Bˆ
†
k).
To simplify the perturbative calculation, we work in
the normal mode basis, in which the quadratic part of
the Hamiltonian (A21) becomes diagonal. The desired
transformation can be obtained by the successive appli-
cations of non-uniform scaling and rotation34 as shown
in the following.
With this aim, we first introduce scaled sets of canon-
ical cavity/qubit operators
Xˆq ≡ s1Xˆ ′q, Yˆq ≡ s−11 Yˆ ′q, (A22a)
Xˆc ≡ s−11 Xˆ ′c, Yˆc ≡ s1Yˆ ′c , (A22b)
where s1 ≡ (νc/νq)1/4. In terms of the prime canonical
quadratures, the quadratic part of Hamiltonian (A21)
becomes
Hˆ2 ≡
ν′qc
4
(
Xˆ
′2
q + Xˆ
′2
c
)
+
ν′q
4
Yˆ
′2
q +
ν′c
4
Yˆ
′2
c + gYˆ
′
c Yˆ
′
q,
(A23)
where ν′qc ≡ (νqνc)1/2, ν′q ≡ (ν3q/νc)1/2 and ν′c ≡
(ν3c /νq)
1/2.
Second, we introduce the following unitary rotations[
Xˆ ′q
Xˆ ′c
]
=
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
][
Xˆ ′′q
Xˆ ′′c
]
, (A24a)[
Yˆ ′q
Yˆ ′c
]
=
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
][
Yˆ ′′q
Yˆ ′′c
]
, (A24b)
in terms of the new double-prime set of canonical opera-
tors. The rotation angle θ that removes the off-diagonal
terms in Hamiltonian (A23), i.e. gYˆ ′c Yˆ
′
q, is then found
from the condition
tan(2θ) =
4g
ν′c − ν′q
=
4g
√
νqνc
ν2c − ν2q
, (A25)
for which Hamiltonian (A23) becomes
Hˆ2 ≡
ν′qc
4
Xˆ
′′2
q +
ν′qc
4
Xˆ
′′2
c
+
ν′q cos
2(θ) + ν′c sin
2(θ)− 2g sin(2θ)
4
Yˆ
′′2
q
+
ν′c cos
2(θ) + ν′q sin
2(θ) + 2g sin(2θ)
4
Yˆ
′′2
c .
(A26)
Third, we need to introduce another non-uniform scal-
ing transformation into the final normal modes (denoted
by bar) as
Xˆ ′′q ≡ s2 ˆ¯Xq, Yˆ ′′q ≡ s−12 ˆ¯Yq, (A27a)
Xˆ ′′c ≡ s3 ˆ¯Xc, Yˆ ′′c ≡ s−13 ˆ¯Yc, (A27b)
The scales s2 and s3 in Eqs. (A27a-A27b) are evaluated
as
s2 ≡
[
ν2q cos
2(θ) + ν2c sin
2(θ)− 2g√νqνc sin(2θ)
νqνc
]1/4
,
(A28a)
s3 ≡
[
ν2c cos
2(θ) + ν2q sin
2(θ) + 2g
√
νqνc sin(2θ)
νqνc
]1/4
,
(A28b)
such that Hamiltonian (A26) becomes diagonal as
Hˆ2 = ν¯q
4
(
ˆ¯X2q +
ˆ¯Y 2q
)
+
ν¯c
4
(
ˆ¯X2c +
ˆ¯Y 2c
)
. (A29)
The qubit-like and cavity-like normal mode frequencies
read
ν¯q ≡
[
ν2q cos
2(θ) + ν2c sin
2(θ)− 2g√νqνc sin(2θ)
]1/2
,
(A30a)
ν¯c ≡
[
ν2c cos
2(θ) + ν2q sin
2(θ) + 2g
√
νqνc sin(2θ)
]1/2
.
(A30b)
Putting the result of the three transformations (A22a-
A22b), (A24a-A24b) and (A27a-A27b) together, one can
relate the initial and normal mode quadratures via a set
of hybridization coefficients[
Xˆq
Xˆc
]
=
[
uqq uqc
ucq ucc
][
ˆ¯Xq
ˆ¯Xc
]
, (A31)
that are obtained as[
uqq uqc
ucq ucc
]
=
[
s1 0
0 s−11
][
cos(θ) sin(θ)
− sin(θ) cos(θ)
][
s2 0
0 s3
]
=
[
s1s2 cos(θ) s1s3 sin(θ)
−s−11 s2 sin(θ) s−11 s3 cos(θ)
]
.
(A32)
An example of the dependence of the normal mode fre-
quencies and hybridization coefficients on coupling g is
studied in Fig. 4.
We can then rewrite the system Hamiltonian (A21) in
the normal mode picture as
Hˆs ≡ ν¯q
(
ˆ¯b†q
ˆ¯bq +
1
2
)
+ ν¯c
(
ˆ¯b†c
ˆ¯bc +
1
2
)
− νq
48
[
uqq
(
ˆ¯bq +
ˆ¯b†q
)
+ uqc
(
ˆ¯bc +
ˆ¯b†c
)]4
.
(A33)
where we have replaced the normal mode quadratures
in terms of the corresponding normal mode creation and
annihilation operators as
ˆ¯Xq,c ≡ ˆ¯bq,c + ˆ¯b†q,c, ˆ¯Yq,c ≡ −i
(
ˆ¯bq,c − ˆ¯b†q,c
)
. (A34)
14
0 0.2 0.4
0
0.5
1
a)
0 0.2 0.4
0.2
0.4
0.6
0.8
1
1.2
b)
FIG. 4. Normal mode properties as a function of g for the
resonant case νq = νc. a) Hybridization coefficients obtained
from Eq. (A32), b) Normal mode frequencies. The last value
of g is chosen such that ν¯q → 0+.
Note that the quartic anharmonicity induces nonlinear
mixing between the normal modes, whose intensity is
given by the hybridization coefficients uqq and uqc. More-
over, due to hybridization, the original system-bath cou-
pling now acts on both normal modes as
Hˆsb = (ucc ˆ¯Xc + ucq ˆ¯Xq)
∑
k
gk(Bˆk + Bˆ
†
k). (A35)
In the following, we apply a unitary transformation to
the overall Hamiltonian to obtain corrections to both os-
cillation frequency and relaxation rates in orders of weak
anharmonicity measure . Based on Hamiltonian (A33),
we introduce the following unitless operators
ˆ¯Hl,2 ≡ ˆ¯b†l ˆ¯bl +
1
2
, l = q,c (A36a)
Hˆ4 ≡
[
uqq
(
ˆ¯bq +
ˆ¯b†q
)
+ uqc
(
ˆ¯bc +
ˆ¯b†c
)]4
, (A36b)
to simplify our calculation. Expanding the generator of
the transformation up to lowest order in  we can write
Hˆs,eff ≡ e−GˆHˆse+Gˆ = ν¯q ˆ¯Hq + ν¯c ˆ¯Hc
+ 
{
[ν¯q
ˆ¯Hq + ν¯c
ˆ¯Hc, Gˆ4]− νq
48
Hˆ4
}
+O(2),
(A37)
where in the last step we used Eqs. (A36a-A36b). The
generator Gˆ4 is then determined such that the renormal-
ized Hamiltonian up to lowest order becomes diagonal in
the number basis. We then decompose the quartic Hamil-
tonian Hˆ4 into secular and non-secular contributions as
Hˆ4 = Sˆ4 + Nˆ4. (A38)
Following our discussion in Sec. A 1, we know that it is
only possible to remove the non-secular contributions Nˆ4,
i.e. the generator Gˆ4 is determined via
[ν¯q
ˆ¯Hq + ν¯c
ˆ¯Hc, Gˆ4]− νq
48
Nˆ4 = 0. (A39)
On the other hand, the secular contributions Sˆ4 provides
the lowest order correction to the Hamiltonian.
The secular terms Sˆ4 can always be expressed in terms
of the quadratic Hamiltonians. For the current system
we find
Sˆ4 = 6u
4
qq
ˆ¯H2q + 6u
4
qc
ˆ¯H2c + 24u
2
qqu
2
qc
ˆ¯Hq
ˆ¯Hc
= 6
(
u4qq + 2u
2
qqu
2
qc
)
ˆ¯nq + 6
(
u4qc + 2u
2
qqu
2
qc
)
ˆ¯nc
+ 6u4qq ˆ¯n
2
q + 6u
4
qc
ˆ¯n2c + 24u
2
qqu
2
qc
ˆ¯nq ˆ¯nc.
(A40)
Therefore, up to lowest order, we obtain the effective
system Hamiltonian as
Hˆs,eff =
[
ν¯q − νq
8
(
u4qq + 2u
2
qqu
2
qc
)]
ˆ¯nq
+
[
ν¯c − νq
8
(
u4qc + 2u
2
qcu
2
qq
)]
ˆ¯nc
− νq
8
(
u4qq ˆ¯n
2
q + u
4
qc
ˆ¯n2c + 4u
2
qqu
2
qc
ˆ¯nq ˆ¯nc
)
.
(A41)
According to Eq. (A41), the Hamiltonian for each normal
mode is renormalized due to two contributions, self-Kerr
and cross-Kerr, whose strength is determined by the hy-
bridization coefficients.
Next, we solve for the generator Gˆ4 from Eq. (A39).
For this matter, we use the fact that the commutator
of the quadratic Hamiltonian with any monomial of cre-
ation and annihilation operators is proportional to that
monomial as discussed in Eq. (A13). The generalization
for the two bosonic mode case is found as[
Hˆ2, (ˆ¯b†q)mˆ¯bnq (ˆ¯b†c)lˆ¯bpc
]
=
[
ν¯q
ˆ¯Hq + ν¯c
ˆ¯Hc, (
ˆ¯b†q)
mˆ¯bnq (
ˆ¯b†c)
lˆ¯bpc
]
= [(m− n)ν¯q + (l − p)ν¯c] (ˆ¯b†q)mˆ¯bnq (ˆ¯b†c)lˆ¯bpc .
(A42)
As a result, if there is a monomial of the form
N(ˆ¯b†q)
mˆ¯bnq (
ˆ¯b†c)
lˆ¯bpc in Nˆ4, we require Gˆ4 to contain the same
monomial but with modified coefficients determined by
Eq. (A39) and identity (A42) as
N =
νq
48 [(m− n)ν¯q + (l − p)ν¯c]G. (A43)
Note that there are 44 = 256 distinct terms in Hˆ4,
among which 36 are secular and 220 non-secular. There-
fore, due to high number of non-secular terms, the book-
keeping can not be done manually. Note that due to
the term-by-term calculation that is possible based on
solution (A43), we can categorize all the terms that con-
tribute to a particular multi-photon process.
Up to here, we have found the required transformation
to remove the non-secular terms from the system Hamil-
tonian. We need to consistently apply this transforma-
tion to obtain the renormalization to the system-bath
Hamiltonian as well. The system quadratures ˆ¯bq,c +
ˆ¯b†q,c
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are transformed up to lowest order as
e−Gˆ
(
ˆ¯bq,c +
ˆ¯b†q,c
)
e+Gˆ =
(
ˆ¯bq,c +
ˆ¯b†q,c
)
+ 
[(
ˆ¯bq,c +
ˆ¯b†q,c
)
, Gˆ4
]
+O(2).
(A44)
The -order correction to the qubit- and cavity-like
quadratures, i.e. [ ˆ¯Xq/c, Gˆ4], are categorized in Tab. III
including a multitude of single- and three-photon nonlin-
ear interaction with the bath.
In particular, the single-photon contributions can be
added together to give the renormalizations
e−Gˆ
(
ˆ¯bq +
ˆ¯b†q
)
eGˆ = ˆ¯bq
+

8
νq
ν¯q
u2qq
(
u2qq + u
2
qc + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
) ˆ¯bq
+

2
νqν¯q
ν¯2q − ν¯2c
uqquqc
(
u2qq + u
2
qc + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
) ˆ¯bc,
+ H.c. +O(2),
(A45a)
e−Gˆ
(
ˆ¯bc +
ˆ¯b†c
)
eGˆ = ˆ¯bc
+

8
νq
ν¯c
u2qc
(
u2qc + u
2
qq + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
) ˆ¯bc
+

2
νqν¯c
ν¯2c − ν¯2q
uqcuqq
(
u2qc + u
2
qq + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
) ˆ¯bq,
+ H.c. +O(2).
(A45b)
From Eq. (A45a-A45b), we find that due to nonlinear
mixing the quadrature of the qubit/cavity-like modes
will transform into linear combinations of both normal
quadratures, with coefficients that depend on both the
hybridization coefficients as well as the relative position
of the normal mode frequencies.
According to Eq. (A35), the bare cavity quadrature
coupling to the bath translates as ucc
ˆ¯Xc+ucq
ˆ¯Xq in terms
of the normal modes. Combining the linear and nonlin-
ear renormalizations, we can obtain an effective -order
Lindblad equation as
˙ˆρs(t) = −i
[
Hˆs,eff, ρˆs
]
+ 2κcD[ ˆ¯Cc,eff]ρˆs(t)
+ 2κqD[ ˆ¯Cq,eff]ρˆs(t).
(A46)
where κq ≡ SXX(ν¯q) the effective qubit- and cavity-like
single photon collapse operators read
ˆ¯Cq,eff =
[
1 +

8
νq
ν¯q
ucqu
2
qq
(
u2qq + u
2
qc + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
)
+

2
νqν¯c
ν¯2c − ν¯2q
uccuqcuqq
(
u2qc + u
2
qq + u
2
qq
ˆ¯nq + 2u
2
qc
ˆ¯nc
)] ˆ¯bq,
(A47a)
ˆ¯Cc,eff =
[
1 +

8
νq
ν¯c
uccu
2
qc
(
u2qc + u
2
qq + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
)
+

2
νqν¯q
ν¯2q − ν¯2c
ucquqquqc
(
u2qq + u
2
qc + u
2
qc
ˆ¯nc + 2u
2
qq
ˆ¯nq
)] ˆ¯bc.
(A47b)
The effective Lindblad Eq. (A46) along with the
renormalized Hamiltonian (A41) and colllapse opera-
tors (A47a-A47b) is the main result of this appendix.
Appendix B: Second order perturbation theory
In this appendix, we discuss the generalization of our
perturbation to second order in weak anharmonicity .
Contrary to App. A, we only provide the generic con-
ditions for frequency and lifetime renormalization. In
practice, these higher order results can be applied to the
specific cases studied in Apps. A 1-A 2 only by symbolic
computer algebra, due to the large number of terms that
grow exponentially with the order of perturbation.
We start by a unitary transformation of the form
Hˆeff ≡ e−GˆHˆe+Gˆ, (B1)
where Gˆ is the generator of this transformation and Hˆ
stands for the total Hamiltonian. Next, we employ the
following formal expansions of the system Hamiltonian
and the generator
Hˆs = Hˆ2 − Hˆ4 + 2Hˆ6 +O(3), (B2a)
Gˆ = Gˆ4 + 
2Gˆ6 +O(
3), (B2b)
where the alternating sign in the system Hamiltonian ex-
pansion (B2a) is chosen to be consistent with the Taylor
expansion of the Josephson potential.
To calculate the generator of this transformation we
first focus on how the system Hamiltonian transforms.
Employing the BCH formula we can expand the trans-
formed system Hamiltonian as
Hˆs,eff = e−GˆHˆse+Gˆ = Hˆs + [Hˆs, Gˆ] + 1
2!
[[Hˆs, Gˆ], Gˆ] + . . . .
(B3)
Keeping the BCH formula up to the second order in Gˆ
and plugging Eqs. (B2a-B2b) we obtain
Hˆs,eff = Hˆ2 − Hˆ4 + 2Hˆ6 + [Hˆ2 − Hˆ4, Gˆ4 + 2Gˆ6]
+
1
2
[[Hˆ2 − Hˆ4, Gˆ4 + 2Gˆ6], Gˆ4 + 2Gˆ6] +O(3).
(B4)
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Collecting distinct powers of  in Eq. (B4) results in
Hˆs,eff = Hˆ2 + 
{
−Hˆ4 + [Hˆ2, Gˆ4]
}
+ 2
{
Hˆ6 + [Hˆ2, Gˆ6]− [Hˆ4, Gˆ4] + 1
2
[[Hˆ2, Gˆ4], Gˆ4]
}
,
(B5)
from which we can determine Gˆ4 and Gˆ6 order by order
such that it simplifies the system Hamiltonian.
Next, we partition both the quartic and the sextic con-
tributions Hˆ4 and Hˆ6 into secular and non-secular parts
according to
Hˆ2n = Sˆ2n + Nˆ2n, (B6)
and plug them into the second order expansion (B5). As
discussed in Sec. III, Gˆ4 is determined such that it cancels
all the non-secular terms up to the first order as
[Hˆ2, Gˆ4]− Nˆ4 = 0, (B7)
leaving behind the secular terms Sˆ4 to renormalize the
system Hamiltonian. We next focus on the second or-
der contributions in Eq. (B5). Using the the first order
result (B7), we are able to simplify the following terms
as
−[Hˆ4, Gˆ4] + 1
2
[[Hˆ2, Gˆ4], Gˆ4]
= −[Sˆ4, Gˆ4]− 1
2
[Nˆ4, Gˆ4].
(B8)
To proceed, we need to categorize the remaining contri-
butions in Eq. (B8) into secular and non-secular. Based
on Eqs. (A9a-A9c) and the fact that Gˆ4 only includes
non-secular terms, we find that [Sˆ4, Gˆ4] only contains
non-secular contributions, while [Nˆ4, Gˆ4] includes both
types. We then use S(•) and N (•) to denote the secular
and non-secular parts of an operator-valued expression,
respectively. Using Eq. (B8) and the fact that only the
non-secular terms in Eq. (B5) can be removed, we obtain
the condition to determine Gˆ6 as
[Hˆ2, Gˆ6] + Nˆ6 − [Sˆ4, Gˆ4]− 1
2
N
(
[Nˆ4, Gˆ4]
)
= 0. (B9a)
Moreover, we find that the Hamiltonian is renormalized
due to secular contributions that originate both directly
through the system Hamiltonian as well as indirectly via
the remaining commutators as
Hˆs,eff = Hˆ2 − Sˆ4 + 2
[
Sˆ6 − 1
2
S
(
[Nˆ4, Gˆ4]
)]
+O(3).
(B9b)
Equations (B9a) and (B9b) are the generic main results
for the second order perturbation theory. From here on,
one needs to apply the resulting transformation on the
system-bath interaction to determine the renormalization
of the dissipators.
Appendix C: Master equations for numerical
simulations
In this appendix, we provide more details on our nu-
merical simulations (Figs. 2-3). First, we want to point
out that the effective master equations that we found
through nonlinear renormalization of the system-bath
coupling are the main physical result of this paper, which
we expect to describe experimental results at T = 0. The
resulting EMEs [Eqs. (30) and (37)] properly thermalize
the system, driving it to the ground state of the effec-
tive system Hamiltonian in the long-time limit. This
is possible because the renormalized system dissipators
are consistent with the eigenvectors of the full nonlinear
Hamiltonian.
It is desirable to compare the EME numerical results
to a result that is more exact at least at the same order in
. This would require a master equation simulation of the
Duffing oscillator coupled to a bosonic bath, which can be
done using a Bloch-Redfield master equation informed by
the structure of the bath spectrum in frequency21,22,35.
Such a calculation entails the computation of the exact
eigenvectors and eigenfrequencies of the Duffing oscilla-
tor. To benchmark our results we instead choose another
route so that the impact of various approximations can
be consistently cross-compared. Hence, for the purpose
of the numerical simulation, our staring point is Eq. (4)
of the paper:
˙ˆρs(t) = −i
[
Hˆs, ρˆs(t)
]
+ 2κ¯cD[ˆ¯bc]ρˆs(t) + 2κ¯qD[ˆ¯bq]ρˆs(t),
(C1)
where Hˆs is the system Hamiltonian expressed in the nor-
mal mode basis and the dissipators account for the linear
hybridization (hence including the standard Purcell mod-
ification), but not the nonlinear mixing of the modes. If
in the system Hamiltonian (3) we keep all terms up to
order , we call the result the Duffing master equation.
If the counter-rotating terms are neglected, i.e. RWA
approximation, we refer to the resulting equation as the
Kerr master equation.
In the following, we discuss how our method of unitary
transformation can also be applied at the level of master
equations to provide renormalizations to the dissipators.
The claim here is that if Eq. (C1) is the starting point,
then in order to be mathematically consistent and make a
meaningful comparison, one needs to apply this transfor-
mation directly onto the starting master equation rather
than going back to the original system-bath coupling as
in Sec. IV B of the main text. Consequently, we move to
another frame
ρˆs(t) = Uˆ
†
Gρˆ
′
s(t)UˆG, (C2)
where the new density matrix is denoted as ρˆ′s(t) and
UˆG ≡ exp(−Gˆ) is a unitary transformation with Gˆ being
the anti-Hermitian generator. In terms of the new density
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matrix, we find the transformed master equation
˙ˆρ′s(t) = −i
[
UˆGHˆsUˆ†G, ρˆ′s(t)
]
+ 2κ¯cD[UˆGˆ¯bcUˆ†G]ρˆ′s(t)
+ 2κ¯qD[UˆGˆ¯bqUˆ†G]ρˆ′s(t),
(C3)
Equation (C3) should be distinguished from Eq. (37),
which is derived from the renormalization of the system-
bath coupling in the full Hamiltonian. We emphasize
that the unitary transformation is identical to the one
found before, which removes the number non-conserving
terms from the system Hamiltonian Hˆs in Eq. (C3). How-
ever, the distinction is that now we need to act this trans-
formation onto the dissipator as opposed to the system-
bath coupling. The result up to lowest order in  is
˙ˆρ′s(t) = −i
[
Hˆs,eff, ρˆ′s(t)
]
+ 2κ¯cD
[
ˆ¯bc + [
ˆ¯bc, Gˆ4]
]
ρˆ′s(t)
+ 2κ¯qD
[
ˆ¯bq + [
ˆ¯bq, Gˆ4]
]
ρˆ′s(t) +O(
2),
(C4)
which is the effective master equation that we use for
the numerical simulation (dash-dotted red curve). The
numerical results for case (i), qubit coupled to an infinite
waveguide, follows the same ideas.
Appendix D: Equations of motion for physical
observables
In this appendix, we discuss the derivation of equations
of motion for physical observables based on the results for
the lowest order effective Lindblad equation. The main
motivation for this calculation is to understand how the
renormalized single-photon dissipators become manifest
at the level of the equations of motion for relevant phys-
ical observables such as expectation values of the qubit
quadratures.
We begin by finding the equations of motion for the ex-
pectation value of an arbitrary operator Oˆ from a generic
Lindblad equation
˙ˆρ = −i
[
Hˆ, ρˆ
]
+ 2κD[Cˆ]ρˆ, (D1)
with arbitrary Hamiltonian Hˆ and collapse operator Cˆ.
Multiplying Eq. (D1) by Oˆ and taking the trace we obtain
d
dt
〈
Oˆ
〉
= −i
〈
[Oˆ, Hˆ]
〉
+ 2κ
〈
Cˆ†OˆCˆ − 1
2
{
Cˆ†Cˆ, Oˆ
}〉
,
(D2)
where the expectation value is defined as〈
Oˆ
〉
≡ Tr
{
ρˆ(t)Oˆ
}
. (D3)
The terms in the dissipator contribution can be rewritten
in a more symmetric form as
Cˆ†OˆCˆ − 1
2
{
Cˆ†Cˆ, Oˆ
}
=
1
2
Cˆ†
[
Oˆ, Cˆ
]
+
1
2
[
Cˆ†, Oˆ
]
Cˆ
(D4)
in terms of which Eq. (D2) becomes
d
dt
〈
Oˆ
〉
= −i
〈
[Oˆ, Hˆ]
〉
+ κ
〈
Cˆ†
[
Oˆ, Cˆ
]
+
[
Cˆ†, Oˆ
]
Cˆ
〉
.
(D5)
In the following, we consider the case of a weakly
anharmonic qubit coupled to a waveguide, discussed in
App. A 1, as the simplest example. We intend to ob-
tain effective equations of motion for the quadratures,
i.e.
〈
Xˆq
〉
and
〈
Yˆq
〉
starting from Eq. (D5). We showed
in Eqs. (A11) and (A18) that the Hamiltonian and the
single-photon dissipator of the effective Lindblad equa-
tion up to lowest order read
Hˆq,eff = νqHˆq − 
8
νqHˆ
2
q +O(
2), (D6a)
Cˆq,eff = bˆq +

16
{
Hˆq, bˆq
}
+O(2). (D6b)
We first focus on the equation of motion for
〈
Xˆq
〉
, by
setting Oˆ = Xˆq in Eq. (D5). There are multiple contri-
butions. The Hamiltonian part simplifies to
[Xˆq, Hˆq,eff] = iνq
[
Yˆq − 
8
{Hˆq, Yˆq}
]
. (D7)
We then calculate the terms originating from the dissi-
pator in Eq. (D5) one by one. The first commutator is
found as[
Xˆq, Cˆq,eff
]
= [Xˆq, bˆq] +

16
[
Xˆq,
{
Hˆq, bˆq
}]
= −1 + 
16
(
[Xˆq, Hˆqbˆq] + [Xˆq, bˆqHˆq]
)
= −1− 
16
(
2Hˆq − i{Yˆq, bˆq}
)
.
(D8a)
Consequently, the first term in the dissipator of Eq. (D5)
takes the form
Cˆ†q,eff
[
Xˆq, Cˆq,eff
]
= −
[
bˆ†q +

16
{
Hˆq, bˆ
†
q
}]
×
[
1 +

16
(
2Hˆq − i{Yˆq, bˆq}
)]
.
(D8b)
The second commutator is obtained as[
Cˆ†q,eff, Xˆq
]
=
[
bˆ†q, Xˆq
]
+

16
[{
Hˆq, bˆ
†
q
}
, Xˆq
]
= −1 + 
16
(
[Hˆqbˆ
†
q, Xˆq] + [bˆ
†
qHˆq, Xˆq]
)
= −1− 
16
(
2Hˆq + i{Yˆq, bˆ†q}
)
.
(D8c)
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Therefore, the second term in the commutator of
Eq. (D5) reads[
Cˆ†q,eff, Xˆq
]
Cˆq,eff = −
[
1 +

16
(
2Hˆq + i{Yˆq, bˆ†q}
)]
×
[
bˆq +

16
{
Hˆq, bˆq
}]
.
(D8d)
Adding Eqs. (D8b) and (D8d) and keeping the terms up
to lowest order in  we obtain
Cˆ†q,eff
[
Xˆq, Cˆq,eff
]
+
[
Cˆ†q,eff, Xˆq
]
Cˆq,eff
= −
(
Xˆq +

16
{Hˆq, Xˆq}
)
− 
16
[
bˆ†q
(
2Hˆq − i{Yˆq, bˆq}
)
+
(
2Hˆq + i{Yˆq, bˆ†q}
)
bˆq
]
.
(D9)
We then simplify the terms in the second line of Eq. (D9)
as
bˆ†q
(
2Hˆq − i{Yˆq, bˆq}
)
+
(
2Hˆq + i{Yˆq, bˆ†q}
)
bˆq
= (Xˆq − iYˆq)Hˆq + Hˆq(Xˆq + iYˆq) + i[Yˆq, bˆ†qbˆq]
= {Hˆq, Xˆq} − i[Yˆq, Hˆq] + i[Yˆq, Hˆq] = {Hˆq, Xˆq}.
(D10)
Plugging the result (D10) into Eq. (D9) we find
Cˆ†q,eff
[
Xˆq, Cˆq,eff
]
+
[
Cˆ†q,eff, Xˆq
]
Cˆq,eff
= −
(
Xˆq +

8
{Hˆq, Xˆq}
)
.
(D11)
Finally, by inserting the Hamiltonian part (D7) and the
dissipator part (D11) into the generic Eq. (D5) we obtain
the dynamics of
〈
Xˆq
〉
as
d
dt
〈
Xˆq
〉
+ κq
〈[
Xˆq +

8
{Hˆq, Xˆq}
]〉
− νq
〈[
Yˆq − 
8
{Hˆq, Yˆq}
]〉
= 0.
(D12a)
Following the same procedure, we obtain an equation for〈
Yˆq
〉
as
d
dt
〈
Yˆq
〉
+ κq
〈[
Yˆq +

8
{Hˆq, Yˆq}
]〉
+ νq
〈[
Xˆq − 
8
{Hˆq, Xˆq}
]〉
= 0.
(D12b)
From the lowest order results (D12a-D12b), we find that
the oscillation frequency is decreased as expected due
to the softening nature of the quartic correction in the
Josephson potential. More importantly, in contrast to
the frequency, the decay rate increases with the same
exact slope. Equations (D12a-D12b) explain the non-
circular nature of the phase space orbits as shown in
Fig. (2b).
Appendix E: Multi-scale perturbation theory
(MSPT)
In this appendix, we employ MSPT to solve pertur-
batively for the dynamics of a dissipative weakly an-
harmonic Duffing oscillator. Conventional perturbation
techniques encounter the problem of secular behavior, i.e.
terms that grow unbounded in time. MSPT resolves this
issue by introducing new slow time scales τ ≡ t, σ ≡ 2t,
etc, and using them to cancel secular contributions order
by order. These time scales are treated as independent
variables, and therefore the original ODE problem trans-
forms into a set of PDEs in terms of the new time scales.
In the following, we apply this method to two cases: In
Sec. E 1, we discuss the case of a classical weakly an-
harmonic Duffing oscillator. Sec. E 2 is devoted to the
quantum case.
1. Classical Duffing oscillator
In this section, we study the application of MSPT on a
classical weakly anharmonic Duffing oscillator. We start
by the classical version of Hamiltonian (A2) as
Hq ≡ νq
4
[
X2q + Y
2
q −

12
X4q
]
,  1. (E1)
Then, the Hamilton equations of motion for the oscillator
quadratures along with a phenomenological decay rate κq
reads
X˙q = −κqXq + νqYq, (E2a)
Y˙q = −κqYq − νq
(
Xq − 
6
X3q
)
. (E2b)
Moreover, we assume that the quality factor of the os-
cillator is large, i.e. κq  νq. We use this fact in the
following to modify the common procedure of MSPT. To
solve Eqs. (E2a-E2b), we first combine them to obtain a
second order equation for Xq as
X¨q + 2κqX˙q + ω
2
qXq −
νq
6
X3q = 0, (E3)
where we have defined ω2q ≡ ν2q + κ2q.
Next, we employ MSPT to solve Eqs. (E2a-E2b) up to
lowest order in . The first step is to expand the quadra-
ture Xq and also the total time derivative perturbatively
as
Xq(t) = x
(0)
q (t, τ) + x
(1)
q (t, τ) +O(
2), (E4a)
dt = ∂t + ∂τ +O(
2). (E4b)
We then insert them into Eqs. (E2a-E2b) and collect dis-
tinct powers of .
The O(1) equation is found as
(∂2t + 2κq∂t + ω
2
q)x
(0)
q = 0. (E5)
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FIG. 5. Secular-like poles for κq  νq that are caused by the
weak anharmonicity of the Duffing oscillator. Even though
they are not exactly secular, they produce fictitious large
grow in the transient behavior under conventional perturba-
tion theory.
The generic solution to Eq. (E5) reads
x(0)q (t, τ) = bq(τ)e
pqt + b∗q(τ)e
p∗qt, (E6)
where pq and p
∗
q are the complex poles of the linear part
and the roots of the characteristic function
Dq(s) ≡ s2 + 2κqs+ ω2q, (E7)
found as
pq ≡ −κq − iνq, p∗q ≡ −κq + iνq. (E8)
The τ -dependence of bq(τ) needs to be determined at
the level of O() such that the secular terms, terms that
are resonant with natural frequencies of the system, are
canceled out.
In principle, the τ -dependence of bq(τ) should be ob-
tained by plugging the generalO(1) solution (E6) into the
right hand side of the O() equation and setting the co-
efficients of secular terms to zero. However, note that for
dissipative systems with complex poles, there would be
no exact secular term in perturbation theory. Instead, we
obtain “secular-like” contributions, which corresponds to
a forcing term with the same oscillation frequency as the
system resonance but with a non-zero decay rate close to
the one for the system. Even though these secular-like
contributions do not grow unbounded in time, but are
problematic since they cause a large unphysical grow in
the transient dynamics.
Consequently, we employ and modify the current
MSPT machinery to cure such secular-like contributions
by setting the coefficients of these terms to zero on the
right hand side of the O() MSPT equation
O() :
(
∂2t + 2κq∂t + ω
2
q
)
x(1)q =
ν2q
6
[
x(0)q
]3
− 2∂t∂τx(0)q .
(E9)
In Eq. (E9), we have neglected the smaller contribution
κq∂τx
(0) in the O() due to being multiplied by the other
small quantity, i.e. κq. Therefore, in practice, this term
should become important in higher order corrections.
There are two terms on the right hand side of Eq. (E9),
which produce secular-like terms that are close to the nat-
ural poles pq and p
∗
q in the complex s-plane (See Fig. 5).
The cubic term [x
(0)
q ]3 can produce the following secular-
like terms[
x(0)q
]3
⊃ 3
[
|bq(τ)|2e(pq+p∗q)t
]
bq(τ)e
pqt, (E10a)[
x(0)q
]3
⊃ 3
[
|bq(τ)|2e(pq+p∗q)t
]
b∗q(τ)e
p∗qt, (E10b)
where in the limit of κq = 0 would become exactly secu-
lar. The second term will give
∂t∂τx
(0)
q = pq∂τ bqe
pqt + p∗q∂τ b
∗
qe
p∗qt. (E11)
Adding the contributions from Eqs. (E10a-E10b)
and (E11), and setting the coefficients of epqt and ep
∗
qt
separately to zero will result in
∂τ bq =
ν2q
4pq
e−2κqt|bq|2bq, (E12a)
∂τ b
∗
q =
ν2q
4p∗q
e−2κqt|bq|2b∗q. (E12b)
To simplify further, we rewrite the fraction ν2q/pq as
ν2q
pq
=
ν2q
|pq|2 p
∗
q = αqp
∗
q, (E13)
where αq ≡ ν2q/(ν2q + κ2q) ≈ 1 for κq  νq. Then,
Eqs. (E12a-E12b) are rewritten as
∂τ bq =
αq
4
p∗qe
−2κqt|bq|2bq, (E14a)
∂τ b
∗
q =
αq
4
pqe
−2κqt|bq|2b∗q. (E14b)
These nonlinear equations can be solved by multiply-
ing Eq. (E14a by b∗q and Eq. (E14b) by bq and adding
together to obtain
∂τHq = −αqκq
2
e−2κqtH2q , (E15)
where Hq(τ) ≡ |bq(τ)|2. First, we simplify Eq. (E15) by
defining hq(t, τ) ≡ Hq(τ)e−2κqt, in terms of which we
find
∂τhq = −αqκq
2
h2q. (E16)
The solution to Eq. (E16) can be found by direct inte-
gration as
hq(t, τ) =
hq(t, 0)
1 +
αqκq
2 hq(t, 0)τ
, (E17)
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in terms of which Eq. (E14a) becomes linear, but with
τ -dependent coefficient as
∂τ bq =
αq
4
p∗qhqbq. (E18)
The solution to Eq. (E18) then reads
bq(τ) = bq(0)e
αq
4 p
∗
q
∫ τ
0
dτ ′hq(t,τ ′), (E19a)
where∫ τ
0
dτ ′hq(t, τ ′) =
ln
[
1 +
αq
2 κqhq(t, 0)τ
]
αq
2 κq
. (E19b)
Plugging Eq. (E19a) into the O(1) solution (E6), and
substituting τ = t we find
X(0)q (t) ≡ x(0)q (t, t) = bq(0)ep¯q(t)t + c.c., (E20a)
where p¯q(t) is the time-dependent renormalized pole of
the system defined as
p¯q(t) = pq +

4
αqH¯q(t)p
∗
q, (E20b)
H¯q(t) ≡
ln
[
1 +
αq
2 κqhq(t, 0)t
]
αq
2 κqt
. (E20c)
Note that, up to lowest order in , H¯q(t) can be simplified
using the Taylor expansion ln(1 +x) = 1 +x−x2/2 + . . .
as
H¯q(t) = hq(t, 0) = Hq(0)e
−2κqt +O(). (E21)
Importantly, due to our treatment of the problem in
the complex frequency plane, both the bare oscillation
frequency and the decay rate of the oscillator are renor-
malized through the unified expression (E20b), which can
be understood better by expanding p¯q(t) ≡ −κ¯q(t) −
iν¯q(t) to obtain
ν¯q(t) =
[
1− 
4
αqH¯q(t)
]
νq, (E22a)
κ¯q(t) =
[
1 +

4
αqH¯q(t)
]
κq. (E22b)
Equations (E22a-E22b) are the main result of this sec-
tion, where confirm again the fact that for a single weakly
anharmonic Duffing oscillator the frequency and the de-
cay rate are renormalized in opposite directions.
2. Quantum Duffing oscillator
In this section, we study the case of a dissipative quan-
tum Duffing oscillator. We start by the Heisenberg equa-
tions of motion
˙ˆ
Xq = −κqXˆq + νqYˆq, (E23a)
˙ˆ
Yq = −κqYˆq − νq
(
Xˆq − 
6
Xˆ3q
)
, (E23b)
where Xˆq(t) and Yˆq(t) are conjugate quantum op-
erators that obey the bosonic commutation relations
[Xˆq(0), Yˆq(0)] = 2i1ˆ at t = 0.
The main difference with respect to the classical prob-
lem is the additional non-commuting algebra, whose in-
terplay with weak anharmonicity and dissipation remains
to be explored. Before proceeding further with MSPT, it
is instructive to find how the dissipative dynamics influ-
ences the commutation relations at time t. This informa-
tion will be used later in the MSPT solution. However,
the answer to this question can be deduced directly from
Eq. (E28) without the knowledge of the exact solution for
Xˆq(t) and Yˆq(t). Therefore, we seek a closed equation for
the commutator
CˆXY (t) ≡ [Xˆq(t), Yˆq(t)], (E24)
based on Eqs. (E23a) and (E23b). Taking the time
derivative of Eq. (E24) we obtain
˙ˆ
CXY = [
˙ˆ
Xq, Yˆq] + [Xˆq,
˙ˆ
Yq]. (E25)
The commutators on the right hand side of Eq. (E25)
can be directly calculated using Eqs. (E23a-E23b). The
result is a closed equation for CˆXY
˙ˆ
CXY = −2κqCˆXY , (E26)
which can be solved exactly as
˙ˆ
CXY (t) = CˆXY (0)e
−2κqt = 2i1ˆe−2κqt. (E27)
Hence, the commutator is only modified with a decaying
exponential and remains a c-number at all times.
To proceed further, we combine Eqs. (E23a-E23b) to
reach an effective equaton for Xˆq as
¨ˆ
Xq + 2κq
˙ˆ
Xq + ω
2
qXˆq −

6
ν2qXˆ
3
q = 0, (E28)
where we have defined ω2q = ν
2
q + κ
2
q. We then intro-
duce the slow time scale τ ≡ t, and employ the MSPT
expansions:
Xˆq(t) = xˆ
(0)
q (t, τ) + xˆ
(1)
q (t, τ) +O(
2), (E29a)
dt = ∂t + ∂τ +O(
2). (E29b)
We obtain the O(1) equation as
O(1) :
(
∂2t + 2κq∂t + ω
2
q
)
xˆ(0)q = 0, (E30)
Equation (E30) is linear and its solution reads
xˆ(0)(t, τ) = bˆq(τ)e
pqt + bˆ†q(τ)e
p∗qt, (E31)
which besides the operator-valued amplitudes has the
same form as the classical solution (E6) and pq is defined
in the same manner.
It will be useful for later calculations to also find the
commutator [bˆq, bˆ
†
q] based on our knowledge of CˆXY .
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Note that the O(1) solution for yˆ
(0)
q can be obtained from
Eqs. (E23b) and (E31) as
yˆ(0)q =
(∂t + κq)xˆ
(0)
q
νq
= −i
[
bˆq(τ)e
pqt − bˆ†q(τ)ep
∗
qt
]
,
(E32)
Then taking the commutator of (E31) and (E32) and
equaling it to the result (E27) we obtain
[xˆ(0)q , yˆ
(0)
q ] = 2i[bˆq, bˆ
†
q]e
−2κqt = 2i1ˆe−2κqt, (E33)
from which we conclude
[bˆq, bˆ
†
q] = 1ˆ. (E34)
We then move on to the O() MSPT equation that
reads
O() :
(
∂2t + 2κq∂t + ω
2
q
)
xˆ(1)q =
ν2q
6
[
xˆ(0)q
]3
− 2∂t∂τ xˆ(0)q .
(E35)
Setting the secular-like terms to zero, as discussed for the
classical case in Sec. E 1, we find the following condition
for τ -dependence of bˆq(τ) as
∂τ bˆq =
αq
12
p∗qe
−2κqt
(
bˆqbˆqbˆ
†
q + bˆqbˆ
†
qbˆq + bˆ
†
qbˆqbˆq
)
, (E36)
and Hermitian conjugate of (E36) for bˆ†q(τ). Next, we
employ the fact that the commutation relation [bˆq, bˆ
†
q] =
1ˆ to write
bˆqbˆqbˆ
†
q + bˆqbˆ
†
qbˆq + bˆ
†
qbˆqbˆq =
3
2
(
Hˆqbˆq + bˆqHˆq
)
, (E37a)
where Hˆq is the unitless quadratic Hamiltonian defined
Hˆq ≡ 1
2
(
bˆ†qbˆq + bˆqbˆ
†
q
)
= bˆ†qbˆq +
1
2
. (E37b)
Then, we can reexpress Eq. (E36) in a symmetric form
as
∂τ bˆq =
αq
8
p∗qe
−2κqt
(
Hˆqbˆq + bˆqHˆq
)
, (E38)
In order to solve the nonlinear Eq. (E38) for bˆq, we first
find an effective equation for the Hamiltonian Hˆq. This
is achieved by multiplying Eq. (E38) by bˆ†q from left and
right, complex conjugate of Eq. (E38) by bˆq from left and
right and simplifying the terms using the fact that [bˆq, bˆ
†
q]
is a c-number. The result is the quantum generalization
of Eq. (E16) as
∂τ hˆq = −αqκq
2
hˆ2q, (E39)
where we have defined hˆq(t, τ) ≡ Hˆq(τ)e−2κqt. The
operator-valued differential equation (E39) can be solved
through direct integration as
hˆq(t, τ) =
hˆq(t, 0)
1 +
αqκq
2 hˆq(t, 0)τ
, (E40)
Therefore, the nonlinear secular condition (E38) simpli-
fies to a linear operator-valued differential equation
∂τ bˆq =
αq
8
p∗q
(
hˆqbˆq + bˆqhˆq
)
, (E41)
with time-dependent operator coefficients hˆq(τ).
In contrast to the classical case (E18), the non-
commuting algebra between bˆq and bˆ
†
q makes the solu-
tion to Eq. (E41) non-trivial. The formal solution can be
written as
bˆq(τ) =W
{
bˆq(0) exp
[
αq
4
p∗q
∫ τ
0
dτ ′hˆ(τ ′)
]}
, (E42)
whereW{•} stands for the Weyl-ordering of operators36.
The first step towards calculation of the Weyl ordering is
to calculate
∫ τ
0
dτ ′hˆ(τ ′) explicitly as
∫ τ
0
dτ ′hˆq(t, τ ′) =
ln
[
1 +
αq
2 κqhˆq(t, 0)τ
]
αq
2 κq
, (E43a)
where up to lowest order in  simplifies as
hˆq(t, 0)τ +O(
2) = Hˆq(0)e
−2κqtτ +O(τ2). (E43b)
Replacing Eq. (E43b) into the formal solution (E42) we
obtain
bˆq(τ) =W
{
bˆq(0) exp
[αq
4
p∗qhˆq(t, 0)τ
]}
. (E44)
Knowing the commutator [bˆq(0), Hˆq(0)] = bˆq(0), the
Weyl ordering (E44) can be simplified in a compact
form36
bˆq(τ) =
bˆq(0)e
αq
4 p
∗
qhˆq(t,0)τ + e
αq
4 p
∗
qhˆq(t,0)τ bˆq(0)
2 cosh
(αq
8 p
∗
qe
−2κqtτ
) (E45)
Replacing τ = t in Eq. (E45) and plugging it into
Eq. (E31), we find the O(1) solution Xˆ(0)(t) ≡ xˆ(0)(t, t)
as
Xˆ(0)q (t) =
[
bˆq(0)e
ˆ¯pq(t)t + e ˆ¯pq(t)tbˆq(0)
2 cosh
(αq
8 p
∗
qe
−2κqtt
) ]+H.c. . (E46)
In Eq. (E46), ˆ¯pq(t) is the lowest order operator renormal-
ized pole of the system defined as
ˆ¯pq(t) = pq +

4
αqhˆq(t, 0)p
∗
q, (E47)
Besides the operator structure of Eq. (E47) and the Weyl
ordered solution (E46) for the quadrature, the results
in this section match the ones for the classical Duffing
oscillator in Sec. E 1.
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