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We show that violation of genuine multipartite Bell inequalities can be obtained with sam-
pled, probabilistic phase space methods. These genuine Bell violations cannot be replicated if
any part of the system is described by a local hidden variable theory. The Bell violations are
simulated probabilistically using quantum phase-space representations. We treat mesoscopically
large Greenberger-Horne-Zeilinger (GHZ) states having up to 60 qubits, using both a multipartite
SU(2) Q-representation and the positive P-representation. Surprisingly, we find that sampling with
phase-space distributions can be exponentially faster than experiment. This is due to the classi-
cal parallelism inherent in the simulation of quantum measurements using phase-space methods.
Our probabilistic sampling method predicts a contradiction with local realism of “Schrödinger-cat”
states that can be realized as a GHZ spin state, either in ion traps or with photonic qubits. We also
present a quantum simulation of the observed super-decoherence of the ion-trap “cat” state, using a
phenomenological noise model.
I. INTRODUCTION
Quantum simulation of systems with many degrees of
freedom is a difficult and interesting problem of much
topical interest. Calculating the dynamics of many-body
quantum systems is hard, since the Hilbert space dimen-
sion increases exponentially with the number of modes or
degrees of freedom [1, 2]. There are two main approaches:
one can do a computational simulation [3–8], or else a
physical simulation with another quantum system [9–13].
Universal quantum computers provide a third option [14],
but these are limited in size.
One path to solving this problem is to use prob-
abilistic simulations whose correlations correspond to
quantum averages. For large problems, this approach
was pioneered by Glauber and co-authors [3, 15], who
studied quantum statistics of super-fluorescence. Later,
their approximate method was generalized to an ex-
act probabilistic representation of arbitrary quantum
states [16, 17]. Quantum simulation predictions were
experimentally verified for multi-mode optical fields dis-
playing squeezing and quantum entanglement [4, 18–20].
More recently, the method has been applied to colliding
BEC systems [5, 21], and to Bell violations in parametric
down-conversion experiments [22].
Here we study how efficiently such probabilistic meth-
ods can be used to simulate the most extreme quantum
superposition states − or “Schrödinger cat” states. The
“cat” state is often represented as a GHZ state for M
particles [23]:
|Φ〉 = 1√
2
(| ↑ . . . ↑〉+ eiφ| ↓ . . . ↓〉) . (1)
where | ↑ . . . ↑〉 = ⊗Mj=1 | ↑〉j , | ↓ . . . ↓〉 = ⊗Mj=1 | ↓〉j and
| ↑〉j , | ↓〉j are the eigenstates of the spin σˆz of the j-th
particle. A powerful signature of the “cat” state is its
M -qubit nonlocality. These have been explored in pho-
tonic [24] and ion trap experiments [25], which demon-
strated Bell-Mermin violations and genuine M -particle
entanglement for up to M = 14 ions [26].
We investigate probabilistic methods for simulating
both Bell-Mermin violations and the more challenging
Svetlichny-Collins genuine Bell violations in these multi-
partite “cat” states. The latter inequality allows us to
demonstrate the genuine M -partite nonlocality of the
multipartite GHZ state (1) for up to M = 60 ions or
modes. This is a true Schrödinger cat signature: it can-
not be obtained if any subset has a local hidden variable
(LHV) description. It is often thought that probabilis-
tic sampling would be extraordinarily difficult for a “cat”
state of large size. Probabilistic methods using measured
eigenvalues are impossible, since this would amount to
an LHV theory, which cannot violate a Bell inequality.
Importantly, Mermin showed that the difference be-
tween LHV predictions and quantum predictions scales
exponentially with increasing system size M [27], mak-
ing this a significant challenge for probabilistic methods.
However, the techniques used in this paper do not rely
on LHV theories, but instead sample over stochastic vari-
ables whose values are permitted to go beyond the eigen-
value spectrum. The ability to simulate quantum me-
chanics in this way gives a beautiful analogy to the the-
ory of weak values and measurements [28], as has been
explained elsewhere [22, 29, 30].
We find that sampling errors of high-order correlations
are larger than for low-order correlations. We note that
M -order correlations are needed to display the signature
of an M -partite Bell-Svetlichny nonlocality. However,
for these results, phase-space simulations have a classi-
cal parallelism not available in any quantum experiment.
This parallelism occurs because exponentially many non-
commuting measurements can be calculated at once. The
result is an exponential speedup for simulating multipar-
tite Bell violations. The simulation is eM/3 times faster
than experiment with methods used here.
The general advantage of probabilistic sampling in
quantum simulations compared to wave-function meth-
ods [12] is that the required computational memory scales
linearly, not exponentially, with the number of qubits.
This eliminates the problem of exponential scaling in
memory size found in direct, orthogonal basis calcula-
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2tions. The time taken, or equivalently the number of
samples required, depends on the type of measurement
and the resulting sampling error in a finite ensemble. We
consider the Greenberger-Horne-Zeilinger (GHZ) state
(1), and simulate spin correlations as well as multipar-
tite Bell violations.
The utility of phase-space representations is that they
provide a route to performing such probabilistic sam-
pling. We employ two common positive phase-space dis-
tributions, namely, the SU(2) Q function [31–33] and the
positive P-distribution [16]. The latter method has al-
ready been used to obtain analytic results for probabilis-
tic Bell violation [34]. To focus on the sampling issue,
we mostly treat static cases with known probability dis-
tributions. We also treat dynamical simulations of de-
coherence. A summary of the results is published else-
where [30].
In these multipartite investigations, we use Bell-like
inequalities that extend the usual bipartite inequalities
to many qubits. We test the MABK (Mermin-Ardehaly-
Belinski-Klyshko) inequality [27, 35–37] which is a Bell
inequality generalized to multipartite qubit systems, and
the Collins-Svetlichny inequalities [38, 39], which are
sufficient conditions for genuine multipartite Bell viola-
tions [40–44]. Genuine multipartite Bell violations prove
that Bell violations are a macroscopic property.
We find different behavior depending on the order of
the correlation function. There is no growth in sampling
error with the number of qubits when simulating low-
order correlations in our calculations. Thus, fixed order
correlations do not have an exponential increase in simu-
lation time. However, correlations with a growing order
equal to the number of qubits take an exponentially long
time to simulate. Yet even these calculations scale only
as a fractional power of the number of qubits. This al-
lows us to simulate genuine multipartite Bell violations
of GHZ states with 60 qubits, corresponding to a Hilbert
space of a quintillion (1018) dimensions.
Bell violations as large as this would also require a
quintillion different measurement settings in the labora-
tory. At around 1 ms per measurement in an ion-trap
experiment, full confirmation of a 60 qubit multipartite
Bell violation would take over 30 million years, even with
just one measurement per laboratory setting. For mul-
tipartite Bell inequalities, our simulations took less than
48 hours, so the exponential speedup obtained through
phase space quantum simulations is a highly practical
computational tool. To demonstrate applications for de-
coherence dynamics, we use the method to simulate the
observed super-decoherence in ion traps.
The paper is organized as follows. In Section II we
discuss the multipartite Bell inequalities. The sampling
of the GHZ states using the positive P and the Q sec-
tion are described in Sections III and IV, respectively.
The computational results are shown in Section V. In
Section VI we describe a decoherence model that shows
the dynamical decay of the Bell inequality, as observed
experimentally. Finally, Section VII gives a summary of
our results and conclusions.
II. MULTIPARTITE BELL INEQUALITIES
The challenge for quantum simulation is to simu-
late very large systems where quantum effects can still
manifest themselves. The best example is a macro-
scopic superposition state of the type considered in the
“Schrödinger cat” paradox. With this objective, we will
analyze how to simulate the genuine multipartite Bell in-
equality violations of M entangled particles. Our goal
is to determine whether this is possible, using proba-
bilistic sampling. We also wish to understand the rel-
evant scaling properties, as they depend on the measure-
ments themselves. A detailed treatment of the bipartite
case, including dynamical simulations, is presented else-
where [22].
A. MABK Bell inequalities for M sites
First, we summarize well-known Bell inequalities that
test local hidden variable (LHV) theories involving M
spin-1/2 particles at different sites. We label the sites by
j, where j = 1, . . . ,M .
In the case of M particles emitted from a common
source, measurements ofM spatially separated observers
are modeled in the LHV theory by taking random sam-
ples of a common set of parameters (the hidden variables)
symbolized by λ. Measured values are then functions of
some local detector/analyzer settings and the hidden pa-
rameters λ.
We use the notation that Xm(λ) ≡ Xm(θm, λ) for the
m-th observer with the detector analyzer setting θm, de-
noting the measurement value by Xm. Here, the mea-
surement event includes the selection of the measurement
setting θm at each site. The M measurement events are
assumed to be space-like separated. In an LHV theory
the correlations are thus obtained from a probabilistic
calculation of the form:
E(X1, X2, . . . XM ) ≡
〈[
M∏
m=1
Xm
]〉
=
ˆ [ M∏
m=1
Xm(λ)
]
P (λ)dλ. (2)
where P (λ) is a probability distribution for the hidden
variables λ.
One can consider that at each site the experimentalist
makes one of two choices for the measurement. Here, we
denote these two choices by the quantum observables xˆj
and yˆj , and denote the outcomes associated with these
measurements by Xj , Yj respectively. Experimentally,
one uses an adjustable polarizer or Rabi rotation at each
site to determine which of the choices to make, and there
are 2M possible combinations. For each of these 2M
3choices, an ensemble of measurements is necessary to ob-
tain the relevant correlations.
Following Mermin [27], we can construct for mathe-
matical convenience the operator
Aˆj = xˆj + iyˆj , (3)
bearing in mind that this is not a measured observable.
We can also define the complex function Fj = Xj + iYj .
We now examine the dichotomic case using qubits. We
follow Mermin and choose:
xˆj = σˆ
θj
j
yˆj = σˆ
θj+pi/2
j , (4)
where σˆθj = σˆxj cos θj + σˆ
y
j sin θj , and σˆ
x/y
j are the Pauli
spin operators. Therefore:
Aˆj =
(
σˆxj + iσˆ
y
j
)
e−iθj . (5)
Next, we consider the measurable moments given by
the expression:
AQM = 〈
M∏
j=1
Aˆj〉 ≡
〈
Aˆ
〉
, Aˆ ≡
M∏
j=1
Aˆj (6)
and the corresponding LHV prediction for this moment
Aλ = 〈
M∏
j=1
Aˆj〉λ ≡ 〈
M∏
j=1
Fj〉.
where Π denotes the product (standard notation). One
can expand the terms of the product, and write as a real
and imaginary part: So, we define the real and imaginary
parts by:
AQM/λ = ReAQM/λ + iImAQM/λ. (7)
It is known that LHV theories place a constraint on
what should be observed for these quantities. These are
the Mermin-Ardehali-Belinski˘ı-Klyshko (MABK) Bell in-
equalities. Mermin [27] originally derived the following
Bell inequality (which we will call Mermin’s inequality),
ImAλ ≤
{
2(M−1)/2, M is odd,
2M/2, M is even.
(8)
The same inequalities hold for the ReAλ. Mermin’s in-
equality for even M is weak, and is not violated by the
Bell state (12) for M = 2. Therefore for the case of
even M we will follow Ardehali, Belinski˘ı and Klyshko
(ABK) [35–37], who derived the following inequalities:
ReAλ + ImAλ ≤
{
2M/2, M is even,
2(M+1)/2, M is odd.
(9)
ABK inequalities are stronger for even M , but not for
oddM , and thus the MABK Bell inequalities [36, 37] are
the combination of (8) for odd M , and (9) for even M .
We can expand these inequalities explicitly to see what
they are. For M = 2, θj = 0, the MABK inequality is:
〈σx1σy2 〉λ + 〈σy1σx2 〉λ + 〈σx1σx2 〉λ − 〈σy1σy2 〉λ ≤
√
2 (10)
which is the famous Clauser-Horne-Shimony-Holt
(CHSH) Bell inequality. For M = 3, θj = 0 the resulting
inequality is:
〈σy1σx2σx3 〉λ + 〈σx1σy2σx3 〉λ + 〈σx1σx2σy3 〉λ − 〈σy1σy2σy3 〉λ ≤ 2
(11)
as derived by Mermin. We note by defining Fj = Xj−iYj
a different set of MABK inequalities with different signs
can be derived.
B. MABK violations with a GHZ state
All of the MABK inequalities are predicted by LHV
theories, but only for the right quantum state are they
maximally violated. Let us consider the GHZ state:
|ψ〉 = 1√
2
 M⊗
j=1
| ↑〉j + eiφ
M⊗
j=1
| ↓〉j
 , (12)
where | ↑〉j | ↓〉j are the eigenstates of σˆzj . It is
known that the state (12) with r = M violates (9) by
the maximum amount predictable by Quantum Mechan-
ics (QM) [45]. For the Mermin-type inequalities (8), this
maximal violation occurs for the angle φ = pi/2 and the
measurement choice θj = 0:
Aj = σ
x
j + iσ
y
j , j = 1, . . . ,M. (13)
where we have now denoted the results Xj , Yj of the
measurements σˆxj , σˆ
y
j by σ
x
j , σ
y
j written without the
operators. This orthogonal angle choice corresponds
to the famous cases of the EPR-Bohm and GHZ para-
doxes [23, 46, 47], that yield perfect correlations between
spatially separated spins. The quantum prediction for
the choice of measurement orientations (13) is [27]:
ImAQM = 2
M−1. (14)
On the other hand, the Ardehali-Bell-CHSH-type in-
equalities (9) give a maximum when φ = pi and one site
has a shifted measurement angle:
Fj = σ
x
j − iσyj , j 6= M (15)
FM = σ
−pi/4 + iσpi/4.
We note this corresponds for M = 2 to the case of Bell
and CHSH [48–51]. Here, the measurement choice does
not allow perfect correlation between spatially separated
measurements for a fixed setting, and the violation is
4obtained statistically. The quantum prediction in this
case is [27, 35]:
ReAQM + ImAQM = 2
M−1/2. (16)
It is convenient to join the odd- and even-M inequali-
ties using an operator
Vˆ =
{
ReAˆ+ ImAˆ, M is even,√
2 ImAˆ, M is odd.
(17)
In this case the MABK inequality for allM is, in the case
of an LHV theory:
Vλ ≡ |〈Vˆ 〉λ| ≤ 2M/2. (18)
This is violated by quantum mechanics with the state
and measurement choices above, since:
VQM ≡ 〈Vˆ 〉 = 2M−1/2 > Vλ. (19)
The ratio between the LHV limit and the QM result is
thus:
VQM
Vλ
≥ 2(M−1)/2, (20)
which grows exponentially with M .
C. Genuine M-partite Bell nonlocality
Svetlichny [38] introduced the idea of genuine mul-
tipartite nonlocality. He derived inequalities that if
violated indicate a three-body (rather than two-body)
nonlocality. The inequalities have been generalized to
M−partite cases by Collins et al [39] and by Seevinck
and Svetlichny [52]. We point out that other recent
works [53–55] have improved Svetlichny’s approach fur-
ther.
The Svetlichny-CGPRS inequality is:
VS ≡ ReAλ + ImAλ ≤ 2M−1 , (21)
the violation of which is sufficient to confirm genuine M -
partite Bell nonlocality. For M = 3 this means that
the violation cannot be explained using product states
or mixtures with Bell nonlocality between only two sites.
More generally, for arbitrary M , this terminology means
that the violation cannot be explained using states with
a genuine m-partite Bell nonlocality, where m < M . The
quantum prediction maximizes at (16) to predict viola-
tion, for even M , by a constant amount:
VQM
VS
=
√
2 . (22)
This constant violation ratio differs from the exponen-
tial violation predicted for the MABK inequalities, which
makes the effect both harder to measure experimentally,
and more difficult to simulate than the usual Bell in-
equality. However it is necessary to achieve this stronger
correlation if one wishes to assert that a given superpo-
sition is truly macroscopic to a given level, i.e., if one
wishes to exclude the possibility that there are only mi-
croscopic violations of local realism present in a quantum
system.
III. SAMPLING GHZ STATES WITH POSITIVE
PHASE-SPACE DISTRIBUTIONS
The states we wish to sample are GHZ states (12),
which are experimentally prepared in a number of pho-
tonic and ion-trap experiments. We rewrite these as:
|Φ〉 = 1√
2
(| ↑ . . . ↑〉+ eiφ| ↓ . . . ↓〉) . (23)
Of course, any experiment will inevitably also include
other states owing to decoherence effects. Here we wish
to start by considering the pure state, which is a worst-
case scenario from the point of view of phase-space simu-
lations. The up- and down-states can be represented dif-
ferently, depending on the underlying physical system,
which will in turn affect the sampling. We will con-
sider different sampling techniques using different opera-
tor representations, in order to compare their efficiency.
A. Phase-space methods
In general terms, a phase-space representation is a
mapping from a c-number distribution function P
(
~λ
)
to a density matrix ρˆ, defined by
ρˆ =
ˆ
P
(
~λ
)
Λˆ
(
~λ
)
d~λ. (24)
Here Λˆ
(
~λ
)
is a complete operator basis, which is
parametrized with a phase-space variable ~λ, and P
(
~λ
)
is a distribution over ~λ which typically allows one to
calculate observables as moments. For our present pur-
poses, we will focus on mappings that involve a positive-
definite distribution P
(
~λ
)
. This allows probabilistic
sampling, which is a very scalable route for calculating
high-dimensional integrals and correlations. It also re-
moves the need to have a numerical representation of an
exponentially large matrix. This approach results in ef-
ficient scaling for low-order correlations, even for highly
nonclassical states like the GHZ state, and can be sam-
pled for high-order correlations with somewhat lower ef-
ficiency.
5There are many such mappings known. The earliest
methods developed were for the Wigner function [56],
Q-function [31] and P-function [57, 58]. These are all
for bosonic Hilbert spaces, are defined for a real phase-
space ~λ, and correspond to different operator orderings.
Of these, only the Q-function is positive-definite. Sub-
sequently, positive-definite extensions of these were de-
veloped that use complex instead of real phase-spaces,
including the positive P-representation [16], the positive
Wigner representation [59, 60] and the Gaussian repre-
sentation [61]. The positive P-representation is useful,
as it combines stochastic time-evolution with simple ob-
servables.
All these bosonic methods involve a Hilbert space of
too large a dimension for optimum sampling of the GHZ
state, as we explain below. It is most efficient to only
represent those parts of a Hilbert space that are mea-
sured. Hence, it is better to use a phase-space repre-
sentations that is specifically matched to a finite dimen-
sional Hilbert space. The earliest of these were the SU(2)
based continuous representations [32, 62, 63], which em-
ploy Lie group methods. These have a similar form to
the bosonic case. Once again, there are both positive
and non-positive distributions, as well as complex phase-
space methods [64]. A widely used positive form is the
SU(2) Q-function [32, 33], which we analyze in detail in
the next section.
Recently, a number of interesting and innovative meth-
ods have been introduced that treat finite Hilbert spaces
in a different way. These replace the integral in Eq (24)
with a summation over a finite set of points. Using this
technique, it is possible to develop a discrete Wigner dis-
tribution [65–70], which uses hermitian matrices instead
of distributions to represent the Hilbert space. In the
standard construction of such methods, certain specific
quantum states have positive representations, but this is
not true in general. In other words, the generic case for
the discrete Wigner distribution is that the mapping is
non-positive.
These discrete approaches have the property that the
underlying discrete Wigner distribution is a 2M×2M ma-
trix for M qubits [67, 68, 70]. In the largest case treated
here, with M = 60, this involves 1036 matrix elements.
These do not all have to be stored in memory, which is
impossible with current computers. Nevertheless, calcu-
lating observables with 1036 elements requires sampling
to reduce the computation time. As the elements are
not all positive, this would presumably involve a sign or
phase term, which can lead to inefficiencies.
Accordingly, we do not investigate the discrete Wigner
function here. Yet such methods may also be useful. The
main challenge is that the resulting large matrix represen-
tations are not probabilistic. The question of how to sam-
ple these efficiently is an open question at present. How-
ever, extending such discrete techniques to allow proba-
bilistic sampling may not be impossible. This is outside
the scope of the present paper, so we now return to the
question of efficient sampling using continuous, positive
phase-space distributions.
B. Positive P-representation
We first consider the positive P-representation [16].
This is a probabilistic phase-space representation widely
used in quantum optics. It is most suitable when using
photonic methods to obtain qubit observables, as it can
represent any multi-mode bosonic quantum state. With
this representation, a general quantum density matrix
ρˆ is represented using a positive distribution P
(
~α, ~β
)
,
where:
ρˆ =
ˆ
P
(
~α, ~β
)
Λˆ
(
~α, ~β
)
d2M~αd2M ~β. (25)
Here the projector Λˆ is:
Λˆ
(
~α, ~β
)
=
|~α〉 〈~β∗|
〈~β∗|~α〉
, (26)
where |~α〉 = |α1. . . . αn〉 is a multi-mode coherent state.
This representation maps quantum states into 4M real
coordinates: ~α, ~β, which is twice the dimension of a clas-
sical phase-space. The expectation of any normally or-
dered observable Oˆ ≡ O(aˆ†1, aˆ1, . . .) is then:〈
Oˆ
〉
=
ˆ
O(β1, α1, . . .)P (~α, ~β)d
2M~α d2M ~β. (27)
A general, although non-unique positive construction
is:
P (~α, ~β) =
〈~µ| ρ̂ |~µ〉
(2pi)
2M
e−|~ν|
2
, (28)
where we have made a variable change to sum and dif-
ference variables:
~ν =
(
~α− ~β∗
)
/2, ~µ =
(
~α+ ~β∗
)
/2 . (29)
C. Spin state representation
The natural choice for up- and down-states are spin
states | ↑〉 ≡ |10〉, | ↓〉 ≡ |01〉. Spin operators can
be mapped into bosons with the Schwinger representa-
tion [71]:
σxj = aˆ
′†
j aˆ
′′
j + aˆ
′′†
j aˆ
′
j ,
σyj =
1
i
(
aˆ′†j aˆ
′′
j − aˆ′′†j aˆ′j
)
,
σzj = aˆ
′†
j aˆ
′
j − aˆ′′†j aˆ′′j , (30)
where aˆ′†j creates a particle in the first position of the
j-th spin operator, and aˆ′′†j creates one in the second
6position. Substituting ρˆ = |Φ〉〈Φ| into (28) and perform-
ing the substitution (29), we get the following positive-P
function:
P =
1
2pi4M
e−|~ν|
2
e−|~µ
′|2−|~µ′′|2
∣∣∣∣∣∣
M∏
j=1
µ′j + e
−iφ
M∏
j=1
µ′′j
∣∣∣∣∣∣
2
.
(31)
To sample this distribution, we use the von Neu-
mann rejection method, which requires a known refer-
ence distribution as an upper bound. This distribution
is bounded above by the following expression:
P ≤ 2G(~ν)P0(~µ) , (32)
where:
G(~ν) =
1
pi2M
e−|~ν|
2
, (33)
and
P0 =
1
2pi2M
e−|~µ
′|2−|~µ′′|2
 M∏
j=1
∣∣µ′j∣∣2 + M∏
j=1
∣∣µ′′j ∣∣2
 . (34)
These two reference distributions can be sampled ex-
actly using a combination of Gamma and Gaussian vari-
ates. The expectation of the Mermin operator Aˆ of in-
terest here is then given by:
〈Aˆ〉 =
ˆ
d4M~αd4M ~βP
(
~µ(~α, ~β), ~ν(~α, ~β)
)
×
M∏
j=1
((
β′jα
′′
j + isjβ
′′
j α
′
j
)
e−isjθj
)
. (35)
While this method is able to sample the required GHZ
state, the sampling is rather inefficient. We can improve
the results using a more compact Hilbert space mapping
technique, described in the next subsection.
D. Number state representation
Sampling is generally improved if the Hilbert space di-
mension is reduced as far as possible, to eliminate sam-
ples that overlap the unused part of the space. We can
decrease the number of dimensions in the required phase
space by half, by using number states instead of spin
states. This is possible because we really only need the
fact that occupations are binary.
This can be done because our operators of interest — Aˆ
— depend on σxj and σ
y
j linearly. Therefore if we denote
| ↑〉 ≡ |1〉, | ↓〉 ≡ |0〉, we can formally write:
σjx = aˆj + aˆ
†
j ,
σjy =
1
i
(
aˆ†j − aˆj
)
,
σjz = aˆj − aˆ†j . (36)
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Figure 1. Correlations for the different parts of the quan-
tity (43) in the positive-P representation, with the number
state method and 226 samples.
One can verify that, for instance, |0〉+|1〉 is an eigenstate
of σx:
〈Φ|σx (|0〉+ |1〉) = 〈Φ| (|0〉+ |1〉+ |2〉) = 〈Φ| (|0〉+ |1〉) .
(37)
Just as in the previous subsection, substituting ρˆ =
|Φ〉〈Φ| into (28) and performing the substitution (29),
we get the positive-P function:
P =
1
2pi2M
e−|~ν|
2
e−|~µ|
2
×
1 + M∏
j=1
µ∗jµj + e
−iφ
M∏
j=1
µ∗j + e
iφ
M∏
j=1
µj

=
1
2pi2M
e−|~ν|
2
e−|~µ|
2
∣∣∣∣∣∣
M∏
j=1
µj + e
−iφ
∣∣∣∣∣∣
2
. (38)
The target distribution can be sampled using von Neu-
mann rejection sampling:
P ≤ 2G(~ν)P0(~µ), (39)
where the reference distributions are now:
G(~ν) =
1
pi2M
e−|~ν|
2
, (40)
7P0 =
1
2piM
e−|~µ|
2

∣∣∣∣∣∣
M∏
j=1
µj
∣∣∣∣∣∣
2
+ 1
 . (41)
In this representation the expectation of the target op-
erator is:
〈Aˆ〉 =
ˆ
d2M~αd2M ~βP
(
~µ(~α, ~β), ~ν(~α, ~β)
)
×
M∏
j=1
(
(αj + isjβj) e
−isjθj) . (42)
In Figure (1), we show the distribution of results with
the positive-P representations, for a portion of the Arde-
hali inequality for the case M = 2, given by:
FXY = −〈σˆx1 σˆx2 〉+ 〈σˆy1 σˆy2 〉. (43)
In a LHV theory the values of Reσ1x and Reσ2x are limited
to the range [−1, 1], but clearly our results are not limited
to that range. This essential feature means that Bell’s
theorem does not limit our results, because the sampled
values are not the same as their physical eigenvalues [72].
The connection with weak values [28] has been discussed
in a previous paper [22]. This demonstrates an essential
feature of this phase-space representation: it is analogous
to a weak-value measurement, giving results outside the
normal range of the eigenvalues.
We note that this is still a positive phase-space repre-
sentation, valid in a more limited subspace than before,
but certainly able to represent the GHZ state. However,
both approaches have the drawback that they use meth-
ods designed to represent infinite dimensional Hilbert
spaces, which is not a good match to the GHZ state re-
quirements.
IV. SAMPLING GHZ STATES WITH THE
Q-FUNCTION
The Hilbert space occupied by the GHZ state is
a finite-dimensional Hilbert space for which such an
infinite-dimensional bosonic mapping is not strictly nec-
essary. Next we turn to methods that are more suited
to the task of representing finite dimensional states. Our
interest in doing this is to determine if this can improve
the sampling properties.
The Q-function for bosons was first introduced by
Husimi [31] as an expectation value of the density ma-
trix in an over-complete coherent-state basis. It gives
a mapping of a general many-body density matrix into
a unique, positive distribution. This method has been
widely used as a method to probabilistically represent
statistical properties in quantum optics. It has had a
diverse range of applications, mostly in tomography.
The same technique can be used to define a multipar-
tite Q-function based on SU(2) coherent states, as an
alternative and more efficient means of phase-space sam-
pling for qubits.
A. The SU(2) Q-function
For purposes of calculations, we will consider as the
basis set an un-normalized version of the SU(2) coherent
states [32, 62, 63] defined as:
‖~z 〉 =
M∏
j=1
(
|0〉j + zj |1〉j
)
. (44)
In terms of this un-normalized state the resolution of
unity is given by:
ˆ
d2~z
 M∏
j=1
N
(
|zj |2
) ‖~z 〉 〈~z ‖ = 1ˆ. (45)
Here we have defined the normalization factor N
(
|zj |2
)
as:
N
(
|zj |2
)
=
2
pi
1(
1 + |zj |2
)3 . (46)
Using the resolution of unity for the un-normalized SU(2)
coherent states (45), we can define a Q-function:
Q(~z) =
 M∏
j=1
N
(
|zj |2
) 〈~z ‖ ρˆ ‖~z 〉 , (47)
which has the property that:
ˆ
d2~zQ(~z) = 1. (48)
This Q-function is positive definite and is defined for any
quantum density matrix and is normalized to one.
In our GHZ state of interest (23) we denote |↓〉 = |0〉
and |↑〉 = |1〉. Hence for the density matrix ρˆ = |Φ〉〈Φ|
we obtain:
〈~z ‖ ρˆ ‖~z 〉 = 〈~z ‖ |Φ〉〈Φ| ‖~z 〉 = |〈~z ‖ |Φ〉|2
=
1
2
∣∣∣∣∣∣
∏
j
(
j 〈0|+ z∗j j 〈1|
) (|1 . . . 1〉+ eiφ|0 . . . 0〉)
∣∣∣∣∣∣
2
=
1
2
∣∣∣∣∣∣
∏
j
zj + e
−iφ
∣∣∣∣∣∣
2
. (49)
Therefore the Q-function for our states of interest is:
Q(~z) =
1
2
(
2
pi
)M M∏
j=1
1(
1 + |zj |2
)3
∣∣∣∣∣∣
∏
j
zj + e
−iφ
∣∣∣∣∣∣
2
.(50)
8The expectation value of Aˆ can be expressed in terms of
the Q-function using (59), the details of the evaluations
are shown in the next section, and the fact that σjx =
2Sˆjx = Sˆ
j
+ + Sˆ
j
− and σjy = 2Sˆjy = (Sˆ
j
+ − Sˆj−)/i, hence:
Aˆ =
M∏
j=1
((
(1 + sj)Sˆ
j
+ + (1− sj)Sˆj−
)
e−isjθj
)
. (51)
Therefore the expectation value of the target operator
using the Q-function is:
〈Aˆ〉 = 〈Φ|Aˆ|Φ〉
=
ˆ
d~zQ(~z)
3M∏
j
(
1 + |zj |2
) (52)
×
M∏
j=1
((
(1 + sj)z
∗
j + (1− sj)zj
)
e−isjθj
)
.
B. Evaluation of moments
In this section we show the evaluation of the moments
of the form
〈∏
j Sˆ
j
dj
〉
with directions dj ∈ {−,+}, in
terms of the SU(2) Q-function. In order to evaluate the
moments, we notice that we can express the action of
the raising spin operators on the un-normalized SU(2)
coherent state ‖z〉 as a derivative of the SU(2) coherent
state ‖~z〉, so that:
Sˆj+ ‖~z〉 = Sˆj+
∏
j
eSˆ
j
+zj |0〉j

=
∂
∂zj
∏
j
eSˆ
j
+zj |0〉j

=
∂
∂zj
‖~z〉 . (53)
Similarly, there is a conjugate expression:
〈~z‖ Sˆj− =
(
〈0| eSˆ−·~z
)
Sˆj−
=
∂
∂z∗j
∏
j
j 〈0| eSˆ
j
−zj

=
∂
∂z∗j
〈~z‖ , (54)
while for the z-direction one obtains:
Sˆjz ‖z〉 = Sˆjz
∏
j
eSˆ
j
+zj |0〉j

=
∏
j
1
2
(
− |0〉j + zj |1〉j
)
=
∏
j
1
2
(
2zj
∂
∂zj
− 1
)
‖z〉 . (55)
Here we have used that:
zj
∂
∂zj
(
|0〉j + zj |1〉j
)
= zj |1〉j , (56)
and hence the last identity above is obtained from:
2zj
∂
∂zj
‖z〉 − ‖z〉 = zj |1〉j − |0〉j . (57)
Next, we evaluate the moments of the spin operators
Sˆj+, Sˆ
j
− and Sˆjz using the resolution of unity (45) as well
as the definition of the Q-function (47) so that:〈∏
j
Sˆjdj
〉
= Tr
ρˆ∏
j
Sˆjdj
 (58)
=
ˆ
d2~z
∏
j
N
(
|zj |2
)
×
 ∏
dj=−
∂
∂z∗j
 〈~z‖ ρˆ
 ∏
dj=+
∂
∂zj
 ‖~z〉
Integrating by parts for each j, providing that the bound-
ary terms vanish, we get:〈∏
j
Sˆjdj
〉
= (−1)M
ˆ
d2~z 〈~z‖ ρˆ ‖~z〉 (59)
×
∏
j,dj=−
∂N
(
|zj |2
)
∂z∗j
∏
j,dj=+
∂N
(
|zj |2
)
∂zj
=
ˆ
d2~zQ(~z)
3M∏
j
(
1 + |zj |2
) ∏
j,dj=−
zj
∏
j,dj=+
z∗j .
Here we have used that the derivative of N
(
|zj |2
)
is:
1
N
(
|zj |2
) ∂
∂zj
N
(
|zj |2
)
=
2
piN
(
|zj |2
) ∂
∂zj
1(
1 + |zj |2
)3
=
−3z∗j(
1 + |zj |2
) . (60)
Here, the results of Q-function sampling of the GHZ
state are presented. Firstly we show the results of the dif-
ference between the calculations with the positive-P and
SU(2)-Q representations, using a portion of the Ardehali
inequality for the case M = 2, given as previously by:
FXY = −〈σˆx1 σˆx2 〉+ 〈σˆy1 σˆy2 〉. (61)
In Fig. 2(a) we show the correlation between the real
parts of σˆxi , i = 1, 2 of the quantity FXY , while the
correlation between the two terms of (61) is plotted in
Fig. 2(b). Once again, this method is analogous to a
weak-value measurement, giving results outside the nor-
mal range of the eigenvalues.
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Figure 2. Correlations for the different parts of the quan-
tity (61) in the SU(2)-Q representation, 226 samples.
For the spin operator Sˆjz we obtain:〈∏
j
Sˆjz
〉
= Tr
∏
j
ρˆSˆjz
 (62)
=
∏
j
ˆ
d2zjN
(
|zj |2
)
〈z‖ ρˆ
(
zj
∂
∂z
− 1
2
)
‖z〉 .
Next we use the following result, which also involves par-
tial integration:
∏
j
ˆ
d2zjN
(
|zj |2
)
〈z‖ ρˆzj ∂
∂z
‖z〉
= −
∏
j
ˆ
d2zj 〈z‖ ρˆ ‖z〉 ∂
∂zj
(
zjN
(
|zj |2
))
=
∏
j
ˆ
d2zjQ (z)
 3 |zj |2(
1 + |zj |2
) − 1
 , (63)
and leads to our final spin operator identity,〈∏
j
Sˆjz
〉
=
∏
j
3
2
ˆ
d2zjQ (z)
(
|zj |2 − 1
|zj |2 + 1
)
. (64)
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Figure 3. Scaling properties for sampled correlations of multi-
particle GHZ states. Relative errors are plotted for high or-
der (V ) correlations, (blue line) and first order correlations,
or total number of “spin-ups” (green dashed line) using the
SU(2)-Q representation with 240 samples. The dotted refer-
ence line shows the point at which the sampling errors would
give scaling properties of an experimental measurement. The
red dotted line shows the scaling of the V correlations using
the less efficient positive-P representation.
V. MULTIPARTITE BELL VIOLATION
RESULTS
To simulate multipartite Bell violations, the GHZ
state (23) was sampled using probabilistic random num-
ber generators using both Q-function and positive P-
distribution methods. Of the two positive P-distribution
mappings, the Schwinger representation method is less
compact, and has a larger sampling error. For the re-
sults graphed here, we therefore chose the number state
positive-P distribution. Although more efficient than the
Schwinger representation, this still has a large basis set
that corresponds to an infinite dimensional Hilbert space,
with a much larger dimension than is needed for the GHZ
state.
The lowest sampling errors were obtained with the
SU(2) Q-distribution method, which uses a much more
compact Hilbert space, having a dimension equal to the
physical qubit dimension.
A. Multipartite sampling error properties
We initially investigate the scaling properties of the
sampling errors as the number of qubits M is varied.
This also determines the time taken for the simulation to
reach a predetermined error, since one can include more
parallel samples to reduce the simulated errors to any
desired level.
First we consider the scaling with system-size of the
sampling errors for single measurements of a low-order
spin correlation (Fig. 3). For low-order correlation
we have chosen the total number of “spin-ups” N =
〈∑Mj=1 (σˆjz + 1) /2〉. In this case we noticed that the sam-
pling errors decreases as M increases.
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Figure 4. Violations for multi-particle GHZ states. Simulated
Mermin violation using SU(2)-Q representation with 243 sam-
ples. The values of expectations and errors are normalized by
the quantum mechanical prediction for the corresponding M .
The horizontal grey dashed line gives the quantum prediction.
The error bars show the sampled result and estimated sam-
pling errors at each value of M . The dash-dotted line is the
LHV prediction, which gives a Bell violation when above this
line. Genuine multipartite Bell violations occur for even M
when V/VQM > 1/
√
2.
In contrast to this, high-order correlations showed ex-
ponentially increasing sampling error. The relative er-
ror in V scales as 2M/3, meaning that the time taken at
constant error scales as 22M/3. This means that proba-
bilistic sampling scales more favorably than experiment,
which would take time in proportion to 2M . Therefore,
the sampling takes place in times that scale 2M/3 times
faster than any possible experiment.
In practical terms, such laboratory measurements
would be highly nontrivial, due to the need to eliminate
background noise for high-order correlations. No corre-
lation measurements of this size have been reported to
date. Experimentally, it is possible that such high-order
correlations will be reported in future.
Even then, it is likely that one may only be able to
measure a subset of all the high-order correlations possi-
ble for large M values. This is because of the enormous
time required to make all possible correlation measure-
ments for these inequalities, which is exponentially slower
than the phase-space simulation.
B. Simulations of multipartite genuine Bell
violations
In Fig. 4 we show the expectation value of the mul-
tipartite, multi-measurement quantity V compared with
the quantum mechanical prediction 〈V 〉QM from sam-
pling the SU(2) Q-distribution. The dashed line is the
minimum correlation required to demonstrate a Bell vi-
olation, with a number of qubits ranging from M = 2 to
M = 60. For all cases we verified clear Bell violations to
at least 12 standard deviations from the classical limit.
Genuine multipartite violations of LHV, requiring all
M observers to participate, were verified for even M to
at least 4 standard deviations. These cases all satisfied
the more stringent requirement that:
V/VQM > 1/
√
2 . (65)
The simulations were carried out using graphical pro-
cessor unit (GPU) technology at a clock speed of 1.2 GHz,
which allowed calculations with 50 GPUs on 22, 000 par-
allel computational cores. The plotted results correspond
in the 60 qubit case to simulating the results of a quin-
tillion (1018) distinct sixtieth order correlation functions.
This took less than 48 hours. A reasonable estimate of
the laboratory time-scale for carrying out all possible cor-
relation measurements, at 10−3s per measurement set-
ting, is 3× 107 years. This is more than 109 times slower
than the simulations.
VI. DECOHERENCE SIMULATIONS
We have shown that it is possible to simulate genuine
Bell violations, as well as obtaining scaling laws for GHZ
states using phase space methods. But we can also ask
whether it is also possible to use the positive phase-space
methods to simulate decoherence processes? In order to
answer this question, here we will focus on the question
of the study of dynamical noise and decoherence in ion
traps, which is an important issue in the observation of
mesoscopic quantum effects [73]. Ion traps have been
widely used in order to create entangled states and also
to investigate the decay rate of GHZ states [74].
Here we will follow the noise model of Monz et
al. [74], which was used to explain the observed super-
decoherence found in ion-trap experiments. This is phys-
ically due to the fact that the magnetic field noise reser-
voir is correlated over all the qubits. As a result, they do
not decohere with independent noise or error sources, as
is often assumed theoretically. To model this, we assume
a delta-correlated magnetic field noise which is shared by
all the ions, such that
〈∆B(t)∆B(t′)〉 = ∆B20δ(t− t′) . (66)
In this case we assume that the interaction or noise
Hamiltonian is:
Hˆ =
µ∆B(t)
2
M∑
j=1
σˆjz. (67)
This model can be simulated dynamically multiplying, in
each of the samples after every time step ∆t, an indepen-
dent noise term exp (iNζj) by the value corresponding
to the operator
∏M
j
(
σˆjx + σˆ
j
y
)
. We use the respectively
measurement choice V of (17) for odd M and even M .
Here
 = µ∆B0
√
∆t/~ (68)
11
0 20 40 60 80 100
τ
0.0
0.2
0.4
0.6
0.8
1.0
V
(τ
)/
V
(0
)
2 particles
3 particles
4 particles
6 particles
Figure 5. Decay of the sampled quantity V using the model
of super-decoherence of Eq (67), for 2 (solid blue line), 3 (red
dashed line), 4 (green dash-dotted line) and 6 (yellow dotted
line) particles, with decoherence rate  = 0.1. The horizontal
axis is the dimensionless time, τ = t/∆t.
defines the speed of the decoherence, and ζj is a Gaussian
random number such that
〈ζjζj′〉 = δjj′ . (69)
The results of the simulation are shown in Fig. 5. This
demonstrates the experimentally observed quadratic de-
coherence, with decay times scaling with 1/M2 as M in-
creases over a range comparable to current experiments,
therefore showing the effect of super-decoherence.
VII. CONCLUSIONS
Our main result is that it is possible to sample quan-
tum events probabilistically, even when they display
macroscopic quantum paradoxes and Schrödinger cat be-
havior. This is not prohibited by the Bell inequality, al-
though we use standard digital computers. Our calcula-
tions generate a distribution equivalent to the observables
predicted by quantum mechanics. These results demon-
strate the potential for phase-space methods to simulate
macroscopic quantum superpositions.
We have demonstrated genuine multipartite Bell in-
equalities with up to 60 qubits. In all cases we have shown
violations of these inequalities using positive phase space
distributions. We interested in the question of whether
or not probabilistic sampling can be carried out for GHZ
states. This is not obvious a-priori, since one might ex-
pect highly nonclassical states to be hard to sample prob-
abilistically. We also have performed dynamical simula-
tions of super-decoherence.
These results demonstrate that the simulation of both
low and high order correlations is feasible, despite Bell
violations. Some reasonable conclusions about the ad-
vantages and limitations of these methods are as follows.
Probabilistic phase-space algorithms appear well suited
to low order correlations, including fundamentally non-
classical low order Bell inequality violations. Higher or-
der correlations generate larger sampling errors with a
probabilistic approach.
We also find a classical parallelism which gives an
an unexpected exponential speed-up for qubit sampling,
when calculating all the high order correlations required
for multipartite Bell violations. Here the speed-up is rel-
ative to the corresponding experimental times, and is ex-
ponential in the qubit number. This uniquely useful fea-
ture of probabilistic phase-space methods is due to their
ability to simultaneously calculate many non-commuting
observables in parallel.
Such classical measurement parallelism is complemen-
tary to the state parallelism of quantum mechanics. We
have utilized this in the calculation of the MABK func-
tion, to indicate genuine violation of multipartite Bell
inequalities.
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