Let p ≥ 2 be a large prime, and let N ≫ (log p) 1+ε . This note proves the existence of primitive roots in the short interval [M, M + N ], where M ≥ 2 is a fixed number, and ε > 0 is a small number. In particular, the least primitive root g(p) = O (log p) 1+ε , and the least prime primitive root g * (p) = O (log p) 1+ε unconditionally.
Introduction
Given a large prime p ≥ 2, and a number N ≤ p. The standard analytic methods demonstrate the existence of primitive roots in any short interval
for any number N ≫ p 1/2+ε , where M ≥ 2 is a fixed number, and ε > 0 is a small number, see [18] , [14] , [9] , [38] . More elaborate exponential sums methods can reduce the size of the interval to N ≫ p 1/4+ε , see [2] . Further, the explicit upper bound claims that the least primitive root g(p) ≥ 2 satisfies the inequality g(p) < √ p − 2 (2) for all primes p > 409, see [12] , and [33] . Assuming standard conjectures, the least primitive root is expected to be g(p) = O log 6 p , and the average value is expected to be g(p) = O (log log p) 2 , see [43] and [3] respectively.
Almost all these results are based on standard indicator function in Lemma 2.4. This note introduces a new technique based on indicator function in Lemma 2.5 to improve the results for primitive roots in short intervals.
Theorem 1.1. Given a small number ε > 0, and a sufficiently large prime p ≥ 2, let N ≫ (log p) 1+ε . Then, the short interval
contains a primitive root for any fixed M ≥ 2. In particular, the least primitive root g(p) = O (log p) 1+ε unconditionally.
As the probability of a primitive root modulo p is O(1/ log log p), this result is nearly optimal, see Section 4 for a discussion.
The existence of prime primitive roots requires information about primes in short intervals such that N < p 1/2 , and M ≥ 2 is any fixed number, which is not available in the literature. But, for the long interval [2, x] , it is feasible. Recently, it was proved that the least prime primitive root g * (p) = O (p ε ), unconditionally, see [10] . Moreover, assuming standard conjectures, the least prime primitive root is expected to be g * (p) = O (log p)(log log p) 2 , see [4] . A very close upper bound is provided here.
Theorem 1.2. If p ≥ 2 is a sufficiently large prime, then, the least prime primitive root satisfies g * (p) = O (log p) 1+ε (4) for any small number ε > 0, unconditionally. Theorem 1.3. Let p ≥ 2 be a sufficiently large prime, and let N ≫ p .525 . Then, the short interval
contains a prime primitive root for any fixed M ≥ 2 unconditionally.
The fundamental background materials are discussed in the earlier sections. Section 8 presents a proof of Theorem 1.1, the penultimate section presents a proofs of Theorem 1.2, and the last section presents a proof of Theorem 1.3.
Representations of the Characteristic Functions
The characteristic function Ψ : G −→ {0, 1} of primitive elements is one of the standard analytic tools employed to investigate the various properties of primitive roots in cyclic groups G. Many equivalent representations of the characteristic function Ψ of primitive elements are possible. Several of these representations are studied in this section.
Primitive Roots Test
For a prime p ≥ 2, the multiplicative group of the finite fields F p is a cyclic group for all primes.
Definition 2.1. The order min{k ∈ N : u k ≡ 1 mod p} of an element u ∈ F p is denoted by ord p (u). An element is a primitive root if and only if ord p (u) = p − 1.
The Euler totient function counts the number of relatively prime integers ϕ(n) = #{k : gcd(k, n) = 1}. This counting function is compactly expressed by the analytic formula ϕ(n) = n p|n (1 − 1/p), n ∈ N.
is an integer such that gcd(a, n) = 1, then a ϕ(n) ≡ 1 mod n. 
Divisors Dependent Characteristic Function
A representation of the characteristic function dependent on the orders of the cyclic groups is given below. This representation is sensitive to the primes decompositions q = p e1 1 p e2 2 · · · p et t , with p i prime and e i ≥ 1, of the orders of the cyclic groups q = #G. Lemma 2.4. Let G be a finite cyclic group of order p− 1 = #G, and let 0 = u ∈ G be an invertible element of the group. Then
Proof. Assume that u = τ qm is a qth power residue modulo p, where q | p−1 and gcd(m, p−1) = 1. Then, the inner sum
where χ(v) q = 1. Replacing this information into the product
shows that both sides of the equation vanish if the element u ∈ G has order ord p (u) = q | p − 1 and q < p − 1. Now, assume that u = τ m is not qth power residue modulo p for any q | p − 1, where gcd(m, p − 1) = 1. Then, the inner sum ord(ψ)=q
Replacing this information into the product
These verify that both sides of the equation vanishes if and only if the element u ∈ G has order ord p (u) = q | p − 1 and q < p − 1.
The works in [14] , and [45] attribute this formula to Vinogradov. The proof and other details on the characteristic function are given in [18, p. 863] , [29, p. 258] , [31, p. 18] . The characteristic function for multiple primitive roots is used in [13, p. 146 ] to study consecutive primitive roots. In [16] it is used to study the gap between primitive roots with respect to the Hamming metric. And in [45] it is used to prove the existence of primitive roots in certain small subsets A ⊂ F p . In [14] it is used to prove that some finite fields do not have primitive roots of the form aτ + b, with τ primitive and a, b ∈ F p constants. In addition, the Artin primitive root conjecture for polynomials over finite fields was proved in [37] using this formula.
Divisors Free Characteristic Function
It often difficult to derive any meaningful result using the usual divisors dependent characteristic function of primitive elements given in Lemma 2.4. This difficulty is due to the large number of terms that can be generated by the divisors, for example, d | p − 1, involved in the calculations, see [18] , [16] for typical applications and [30, p. 19 ] for a discussion.
A new divisors-free representation of the characteristic function of primitive element is developed here. This representation can overcomes some of the limitations of its counterpart in certain applications. The divisors representation of the characteristic function of primitive roots, Lemma 2.4, detects the order ord p (u) of the element u ∈ F p by means of the divisors of the totient p − 1.
In contrast, the divisors-free representation of the characteristic function, Lemma 2.5, detects the order ord p (u) ≥ 1 of the element u ∈ F p by means of the solutions of the equation τ n − u = 0 in F p , where u, τ are constants, and 1 ≤ n < p − 1, gcd(n, p − 1) = 1, is a variable.
Lemma 2.5. Let p ≥ 2 be a prime, and let τ be a primitive root mod p. If u ∈ F p is a nonzero element, and ψ = 1 is a nonprincipal additive character of order ord ψ = p, then
Proof. As the index n ≥ 1 ranges over the integers relatively prime to p − 1, the element τ n ∈ F p ranges over the primitive roots mod p. Ergo, the equation
has a solution if and only if the fixed element u ∈ F p is a primitive root. Next, replace ψ(z) = e i2πz/p to obtain
This follows from the geometric series identity 0≤m≤N −1 w m = (w N − 1)/(w − 1) with w = 1, applied to the inner sum.
Primes Numbers Results
Some prime numbers results focusing on the local minima of the ratio
are recorded in this section. The conditional results are studied in [35] , and the unconditional results are proved by various authors as [40, Theorem 7 and Theorem 15] , and [34, Theorem 2.9].
Lemma 3.1. Let n ≥ 1 be a large integer, then (i) The average number ω(n) of prime divisors p | n satisfies ω(n) ≪ log log n.
(ii) The maximal number ω(n) of prime divisors p | n satisfies ω(n) ≪ log n/ log log n.
Proof.
A standard in analytic number theory, see [34, Theorem 2.6] .
where γ is Euler constant, and c 0 > 0 is an absolute constant.
The explicit estimates are given in [40, Theorem 7] , and the results for products over arithmetic progression are proved in [28] , et alii. The nonquantitative unconditional oscillations of the error of the product of primes is implied by the work of Phragmen, refer to equation (18) , and [36, p. 182 ]. Since then, various authors have developed quantitative versions, see [40] , [15] , et alii.
Basic Statistic For Primitive roots
The probability of primitive roots in a finite field F p has the closed form ϕ(p − 1)/p ≤ 1/2. The maximal probability ϕ(p − 1)/p = 1/2 occurs on the subset of Fermat primes
This is followed by the subset of Germain primes S = {p = 2 a q + 1 : q ≥ 2 is prime, and a ≥ 1} = {5, 7, 11, 13, 23, 29, . . .},
which has ϕ(p − 1)/p = (1/2)(1 − 1/q), et cetera. Some basic questions such as the sizes of these subsets of primes are open problems. In contrast, the minimal probabilities occur on the various subsets of primes with highly composite totients p − 1. For example, the subset
In these cases, the probability function can have a complicated expression such as
This is derived from the standard results in Lemma 3.1, and in Lemma 3.2. Further, the average probability over all the primes p ≤ x is a well known constant
The analysis of the average appears in [22] , [41] , and the numerical calculations in [46] . The distribution of primitive root for highly composite totients p − 1 is approximately a Poisson distribution with parameter λ > 0. For k ≥ 0, and 1 ≤ t ≤ δ log log p, with δ > 0, the probability function has the asymptotic formula
confer [13, Theorem 2] for the finer details.
Estimates Of Exponential Sums
This section provides simple estimates for the exponential sums of interest in this analysis. There are two objectives: To determine an upper bound, proved in Theorem 5.2, and to show that
where E(p) is an error term, this is proved in Lemma 5.1. These are indirectly implied by the equidistribution of the subsets
for any 0 = b ∈ F p . The proofs of these results are entirely based on established results and elementary techniques.
Incomplete And Complete Exponential Sums
Let f : C −→ C be a function, and let q ∈ N be a large integer. The finite Fourier transform
and its inverse are used here to derive a summation kernel function, which is almost identical to the Dirichlet kernel.
Definition 5.1. Let p and q be primes, and let ω = e i2π/q , and ζ = e i2π/p be roots of unity. The finite summation kernel is defined by the finite Fourier transform identity
This simple identity is very effective in computing upper bounds of some exponential sums
where x ≤ p < q. Two applications are illustrated here.
Theorem 5.1. ( [42] , [32] ) Let p ≥ 2 be a large prime, and let τ ∈ F p be an element of large multiplicative order ord
Proof. Let q = p + o(p) be a large prime, and let f (n) = e i2πbτ n /p , where τ is a primitive root modulo p. Applying the finite summation kernel in Definition 5.1, yields
The term t = 0 contributes −x/q, and rearranging it yield
Taking absolute value, and applying Lemma 5.2, and Lemma 5.4, yield
≪ p 1/2 log 2 p.
The last summation in (29) uses the estimate
since q = p + o(p), and x/q ≤ 1.
This appears to be the best possible upper bound. The above proof generalizes the sum of resolvents method used in [32] . Here, it is reformulated as a finite Fourier transform method, which is applicable to a wide range of functions. A similar upper bound for composite moduli p = m is also proved, [op. cit., equation (2.29)].
Theorem 5.2. Let p ≥ 2 be a large prime, and let τ be a primitive root modulo p. Then,
for any b ∈ [1, p − 1], and any arbitrary small number ε ∈ (0, 1/2).
Proof. Let q = p + o(p) be a large prime, and let f (n) = e i2πbτ n /p , where τ is a primitive root modulo p. Start with the representation gcd(n,p−1)=1 e i2πbτ n p = gcd(n,p−1)=1
see Definition 5.1. Use the inclusion exclusion principle to rewrite the exponential sum as gcd(n,p−1)=1 e i2πbτ n p
The term t = 0 contributes −ϕ(p)/q, and rearranging it yield
Taking absolute value, and applying Lemma 5.3, and Lemma 5.4, yield
The last summation in (35) uses the estimate
since q = p + o(p), and ϕ(p)/q ≤ 1. This is restated in the simpler notation p 1/2 log 3 p ≤ p 1−ε for any arbitrary small number ε ∈ (0, 1/2).
The upper bound given in Theorem 5.2 seems to be optimum. A different proof, which has a weaker upper bound, appears in [21, Theorem 6] , and related results are given in [7] , [20] , [23] , and [24, Theorem 1].
Equivalent Exponential Sums
For any fixed 0 = b ∈ F p , the map τ n −→ bτ n is one-to-one in F p . Consequently, the subsets {τ n : gcd(n, p − 1) = 1} and {bτ n : gcd(n, p − 1) = 1} ⊂ F p
have the same cardinalities. As a direct consequence the exponential sums gcd(n,p−1)=1 e i2πbτ n /p and gcd(n,p−1)=1 e i2πτ n /p ,
have the same upper bound up to an error term. An asymptotic relation for the exponential sums (38) is provided in Lemma 5.1. This result expresses the first exponential sum in (38) as a sum of simpler exponential sum and an error term.
Lemma 5.1. Let p ≥ 2 be a large primes. If τ be a primitive root modulo p, then, gcd(n,p−1)=1 e i2πbτ n /p = gcd(n,p−1)=1 e i2πτ n /p + O(p 1/2 log 3 p),
Proof. For b = 1, the exponential sum has the representation gcd(n,p−1)=1 e i2πbτ n p 
respectively, see (34) . Differencing (40) and (41) 
and by Lemma 5.4, the difference of two Gauss sums is bounded by
where χ(s) = e iπst/p , and ψ b (s) = e i2πbτ s /p . Taking absolute value in (42) and replacing (43) , and (44), return
The same proof works for many other subsets of elements A ⊂ F p . For example, n∈A e i2πbτ n /p = n∈A e i2πτ n /p + O(p 1/2 log c p),
for some constant c > 0. 
Finite Summation Kernels And Gaussian Sums
Proof. (i) Use the geometric series to compute this simple exponential sum as
(ii) Observe that the parameters q = p+o(p) > p is prime, ω = e i2π/q , the integers t ∈ [1, p−1], and d ≤ p − 1 < q − 1. This data implies that πt/q = kπ with k ∈ Z, so the sine function sin(πt/q) = 0 is well defined. Using standard manipulations, and z/2 ≤ sin(z) < z for 0 < |z| < π/2, the last expression becomes 
where µ(k) is the Mobius function, for any fixed pair d | p − 1 and t ∈ [1, p − 1].
Proof. (i) Use the inclusion exclusion principle to rewrite the exponential sum as gcd(n,p−1)=1
(ii) Observe that the parameters q = p+o(p) > p is prime, ω = e i2π/q , the integers t ∈ [1, p−1], and d ≤ p−1 < q−1. This data implies that πdt/q = kπ with k ∈ Z, so the sine function sin(πdt/q) = 0 is well defined. Using standard manipulations, and z/2 ≤ sin(z) < z for 0 < |z| < π/2, the last expression becomes
The last inequality uses the elementary estimate d|n d −1 ≤ 2 log log n. 
Maximal Error Term
The upper bounds for exponential sums over subsets of elements in finite fields F p studied in Section 5 are used to estimate the error terms E(x, y) and E(x, Λ) in the proofs of Theorem 1.1 and Theorem 1.2 respectively.
Short Intervals
Lemma 6.1. Let p ≥ 2 be a large prime, let ψ = 1 be an additive character, and let τ be a primitive root mod p. If the element u = 0 is not a primitive root, then,
for all sufficiently large numbers 1 ≤ x < y ≤ p, and an arbitrarily small number ε > 0.
Proof. By hypothesis τ n − u = 0, so 0<m≤p−1 ψ ((τ n − u)m) = −1. Since ϕ(p − 1)/p ≤ 1/2, a nontrivial error term
can be computed. Toward this end let ψ(z) = e i2πz/p , and rearrange the triple finite sum in the form
The third line in equation (54) follows from Lemma 5.1. The first exponential sum U p has the exact evaluation
where 0<m≤p−1 e i2πum/p = −1 for any u ∈ [x, y], with 1 ≤ x < y < p. The second exponential sum V p has the upper bound
where ε < 1/2 is an arbitrarily small number, see Theorem 5.2.
Taking absolute value in (54), and replacing the estimates (55) and (56) return
These complete the verification.
Long Intervals
The results available in the literature for primes in small intervals of the forms [x, x + y] with y < x 1/2 are not uniform. In light of this fact, only the error term for the simpler intervals [2, x] can be computed effectively. Lemma 6.2. Let p ≥ 2 be a large prime, let ψ = 1 be an additive character, and let τ be a primitive root mod p. If the element u = 0 is not a primitive root, then,
for all sufficiently large numbers x ≥ 1, and an arbitrarily small number ε > 0.
Proof. Same as the previous one.
Asymtotics For The Main Terms
The notation f (x) ≍ g(x) is defined by af (x) < g(x) < bf (x) for some constants a, b > 0.
Short Intervals For Primitive Root
Lemma 7.1. Let p ≥ 2 be a large prime, and let 1 ≤ x < y < p be a pair of numbers. Then,
Proof. The maximal number ω(p − 1) of prime divisors of highly composite totients p − 1 satisfies ω(p − 1) ≫ log p/ log log p. This implies that z ≍ log p. An application of Lemma 3.2 to the ratio returns
Substituting this, the main term reduces to
The proves the claim. for some constant c 0 > 0.
Long Intervals For Prime Primitive Root
In addition, using the prime number theorem in the form n≤x Λ(n) = x + O xe −c0 √ log x , the main term reduces to
This proves the claim. Applying the prime number theorem in short intervals x≤n≤y Λ(n) ≫ y − x = N , see [6] , to the last inequality yields
Short Intervals For Prime Primitive Root
The proves the claim.
Primitive Roots In Short Intervals
The previous sections provide sufficient background materials to assemble the proof of the existence of primitive roots in a short interval [M, M + N ] for any sufficiently large prime p ≥ 2, a number N ≫ (log p) 1+ε , and the fixed parameters M ≥ 2 and ε > 0.
The analysis below indicates that the local minima of the ratio ϕ(p − 1)/p at the highly composite totients p − 1 are the primary factor determining the size of the short interval.
Proof. where c p ≥ 0 is a local correction constant depending on the fixed prime p ≥ 2. The main term M (x, Λ) is determined by a finite sum over the trivial additive character ψ = 1, and the error term E(x, Λ) is determined by a finite sum over the nontrivial additive characters ψ(t) = e i2πt/p = 1.
An application of Lemma 7.2 to the main term, and an application of Lemma 6.2 to the error term yield
where the implied constant d p = e −γ a p c p ≥ 0 depends on local information and the fixed prime p ≥ 2. But, an interval [2, x] of length x − 2 ≫ (log p) 1+ε > 0 contradicts the hypothesis (71) for all sufficiently large primes p ≥ 2. Ergo, the short interval [2, x] contains a prime primitive root for any sufficiently large prime p ≥ 2 and a fixed parameter ε > 0.
Prime Primitive Roots In Short Intervals
The prime number theorem in short intervals M≤n≤M+N Λ(n) ≫ N , see [6] . A modified version of the previous result will prove the existence of prime primitive roots in short interval Exercise 11.3. Show that the distribution of primitive root modulo a large Germain prime p = 2 a q + 1 with q ≥ 2 prime, and a ≥ 1, has a normal approximation with mean µ ≈ 2 a−1 q(1 − 1/q) and standard deviation σ ≈ 2 a−2 q(1 − 1/q 2 ).
Exercise 11.4. Estimate the number of highly composite totients p − 1 in a short interval, that is, x≤p≤x+y ω(p−1)≫log p/ log log p 1, where x ≥ 1 is a large number, and 1 < y < x.
