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ABSTRACT
Optical techniques, which have been widely used in various fields including bio-
medicine, remote sensing, astronomy, and industrial production, play an important
role in modern life. Optical focusing and imaging, which correspond to the basic
methods of utilizing light, are key to the implementation of optical techniques. In
free space or a nearly transparent medium, optical imaging and focusing can be
easily realized by using conventional optical elements, such as lenses and mirrors,
due to the ballistic propagation of light in these media. However, in scattering
media like biological tissue and fog, refractive index inhomogeneities cause diffusive
propagation of light that increases with depth, which restricts the use of optical
methods in thick, scattering media. Generally speaking, scattering media poses
three challenges to optical focusing and imaging: wavefront aberrations, glare,
and decorrelation. Wavefront aberrations can randomize light traveling through a
scattering medium, disrupt the formation of focus, and break the conjugate relation
in imaging. Glare caused by backscattering will largely impair the visibility of
imaging, and decorrelation in dynamic media requires systems that counter the
effect of scattering to operate faster than the decorrelation time. In this thesis, we
explored solutions to the problem of scattering from different aspects. We presented
Time Reversal by Analysis of Changing wavefronts from Kinetic targets (TRACK)
technique to realize noninvasive optical focusing through a scattering medium. We
showed that by taking the difference between time-varying scattering fields caused
by a moving object and applying optical phase conjugation, light can be focused
back to the location previously occupied by the object. To tackle the decorrelation
of living tissue, we built up a fast digital optical phase conjugation (DOPC) system
based on FPGA and DMD, which has a response time of 5.3 ms and was the fastest
DOPC system in the world before 2017. We demonstrated that the system is fast
enough to focus light through 2.3mm-thick living mouse skin. As for glare, inspired
by noise canceling headphones, we invented an optical analogue termed coherence
gated negation (CGN) technique. CGN can optically cancel out the glare in an active
illumination imaging scenario to realize imaging through scattering media, like fog.
In the experiment, we suppressed the glare by an order of magnitude and allowed
improved imaging of a weak target. Finally, we demonstrated a method to image a
moving target through scattering media noninvasively. Its principle roots are in the
speckle-correlation-based imaging (SCI) invented by Ori Katz. We improved the
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technique and extended its application to bright field imaging of a moving target.
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1C h a p t e r 1
INTRODUCTION
Focusing and imaging correspond to two basic requirements in utilizing light: ma-
nipulating and observing. Optical focusing and imaging are of great importance in
biomedicine, remote sensing, astronomy, industrial production, to name a few. The
advantage of using light can be summarized in three aspects, as follows.
First, optical resolution is only limited by diffraction, and can reach sub-micrometer
scale [1]. It enables optical focusing to have a precise spatial selectivity, which
allows for stimulation or manipulation of micro structures and micro processes.
For example, photolithography [2, 3] is an indispensable tool for integrated circuit
fabrication, and optical focusing is also widely used for the control of cellular or sub-
cellular biological systems, such as in photodynamic therapy [4], photoreleasing [5],
optogenetics [6, 7], and optical cell trapping and shearing [8, 9]. Optical imaging
with its fine resolution opens a door to the microworld through direct visualization.
Optical microscopy [10, 11] has long been a reliable tool in diagnosis. Recent
development in super-resolution microscopy [12–16] has pushed the resolution
limit down to tens of nanometers, even several nanometers. Although electron [17]
and scanning probe microscopy [18, 19] inherently possess a finer resolution (sub-
nanometer), optical microscopy is still the only way to observe living processes at
micro scale without harsh preparation procedures.
Second, due to the physical interaction between light and matter, it is possible to
use optical focusing and imaging to investigate material compositions through spec-
troscopy, polarization, photoluminescence, and photoacoustics [20]. For instance,
Raman spectroscopy [21–24] is extensively used to observe vibrational, rotational,
and other low-frequency modes in a molecular system.
Third, optical focusing and imaging have the ability to perform at high temporal
resolution. It enables us to control and observe temporal evolution of physical
events, which led to the advent of ultrafast optics [25]. Tremendous efforts have
been made in the development of ultrafast spectroscopy [26, 27], laser-controlled
chemistry, and so on, among which one exciting achievement is that the world’s
fastest 2-D camera up to date can capture events at up to 100 billion frames per
second [28].
2Conventionally, optical focusing and imaging are realized by lenses in a transparent
medium, like air or glass, which are based on the ballistic propagation of light.
However, when light propagates through most scattering media, refractive index
inhomogeneities cause diffuse scattering that increases with depth. This poses a
major challenge to all the aforementioned optical methods. Moreover, glare caused
by backscattering will largely impair the visibility of imaging, and time-varying
scattering by dynamic media will also pose a challenge to the system response
time. All of these factors fundamentally limit the feasibility of optical focusing and
imaging in scattering media, such as biological tissues and fog. In this chapter, we
provide an overview of the physics behind optical scattering, discuss the challenges
brought in, and introduce different methods used to overcome scattering.
1.1 Physics of Scattering
Light interacts with matter in many different ways including absorption, elastic
scattering, inelastic scattering, quasi-elastic scattering, nonlinear process. Here we
limit our discussion to elastic scattering, which causes light to diffusively propagate
in scattering media. We will first start with single particle scattering model, and
then expand our discussion to a group of particles. Finally, based on the model, we
will discuss the properties of real scattering media and conclude with some general
"rules of thumb" that are useful when considering the interaction of light with tissue.
Scattering of a single particle
Figure 1.1: Rayleigh scattering and Mie scattering [29]
A simple model to start with is the scattering of a single small particle, which can
be described as Rayleigh scattering or Mie scattering [30–32], as shown in Fig. 1.1.
For particles much smaller than the wavelength of the incident light, their scattering
of light can be explained by Rayleigh scattering. It is an approximation derived from
the interaction between light and a dipole. The scattered intensity distribution I (r, θ)
3(expressed in polar coordinates) for unpolarized incident light can be expressed as
[30, 32]
Is (r, θ) = 8pi4nsu4(
ns2 − nsu2
ns2 + 2nsu2
)
a6
r2λ4
(1 + cos2 θ)I0, (1.1.1)
where I0 is the incident light intensity, λ is its wavelength, ns and nsu are the
respective refractive indices of the scatterer and its surrounding medium, and a is
the radius of the scatterer.
Mie scattering is applied when the particle size is on the order of the wavelength.
It can be derived by solving Maxwell’s equations for the case of a spherical scatter,
composed of homogeneous and isotropic material, that is irradiated by a monochro-
matic plane wave [33]. The angular intensity distribution of scattered light for two
perpendicular polarizations can be describe as,
I1(θ) =

∞∑
n=1
2n + 1
n(n + 1)
[anpin(cos θ) + bnτn(cos θ)]

2
, (1.1.2)
I2(θ) =

∞∑
n=1
2n + 1
n(n + 1)
[bnpin(cos θ) + anτn(cos θ)]

2
, (1.1.3)
where an and bn are coefficients defined by the boundary conditions, and pin(cos θ)
and τn(cos θ) are the Mie angular functions. The functions can be described as
pin(cos θ) =
1
sin θ
P1n (cos θ), (1.1.4)
τn(cos θ) =
d
dθ
P1n (cos θ), (1.1.5)
where P1n are associated Legendre polynomials of the first kind. In both cases, we
can conclude that incident beam is deflected from its original propagation. A narrow
incident beamwill be scattered into a cone of beams with different directions. Aside
from forward scattering, there is backscattering as well.
Based on the single particle model, we can derive more parameters to characterize
the scattering of light by a single particle. One important parameter is the scattering
anisotropy g [32],
g =< cos(θ) > , (1.1.6)
where θ is the scattering angle. g describes the angular spread of light scattered
off a particle. The values of g can range from -1 to 1, where a lower negative
value indicates more backward scattering, while a higher positive value indicates
more forward scattering. Another important parameter for a single scatterer is its
4scattering cross section σs [mm2]. σs indicates the particle’s scattering capability.
It can be thought of as the effective area that guarantees scattering when a photon
impinges. σs is related to its geometric cross-sectional area A [mm2] by the
proportionality constant called the scattering efficiency Qs [dimensionless], which
is described as σs = QsA. Note that Qs takes on a statistical nature and is not
necessarily equal to the physical cross section area of the scatterer.
Scattering of a collection of particles
Based on the scattering model of a single scatterer, we expand our discussion to the
scattering of a collection of homogeneous scatterers that are randomly distributed
within a finite three-dimensional space. This is a simplifiedmodel of a real scattering
medium. The scattering characteristics of the sample per unit length are described
by the scattering coefficient µs [mm−1] and the scattering mean free path (MFP) ls
[mm]:
µs = σsN , (1.1.7)
ls =
1
µs
, (1.1.8)
where N is the number of scatterers per unit volume [mm−3]. The scattering MFP is
the average distance between scattering events. From ls, we can derive the intensity
of ballistic light after light travels a thickness of l through the sample [32],
Ib(l) = I0e
− lls = I0e−µs l . (1.1.9)
Eq. 1.1.9 only quantifies how many photons are scattered. It doesn’t consider how
much the photons have deviated from their original trajectory. For example, if g ≈ 1
and a photon encounters many scattering events, the trajectory of the photon will
still not deviate from its ballistic trajectory too much. In other words, the photon
retains some "memory" of its original orientation. To eliminate this "memory", the
anisotropy of the scatterers is incorporated to characterize the scattering sample by
their reduced scattering coefficient µs′ [mm−1] or transport mean free path (TMFP)
ls′ [mm], which are defined as,
µs
′ = (1 − g)µs, (1.1.10)
ls′ =
1
µs′
. (1.1.11)
From the equations, we can tell µs′ is a lumped property incorporating µs and
g. By multiplying µs by a factor of (1 − g), we convert the photon movement
5with many small steps 1/µs that involve only partial deflection to a random walk
of step size 1/µs′. We can think of the TMFP as the mean distance after which
a photon’s direction becomes randomized. By the definition of MFP and TMFP,
people divide light propagation in scattering media into four different regimes [32,
34, 35]. Within one MFP through a scattering media, ballistic photons are still
dominant. This regime is called ballistic regime. In the region from the MFP to the
TMFP, photons are scattered a few times but are just slightly deflected from their
paths. This regime is called the quasi-ballistic regime. Between one and ten TMFPs,
incident photons have been scattered many times but still retain some "memory" of
their original directionality. This regime is called quasi-diffusive regime. Finally,
beyond ten TMFPs, the directions of the scattered photons are barely related to its
original directions. This regime is called diffusive regime. If you want to directly
visualize the difference of scattering in different regimes, please refer to a schematic
depiction from Vasilis Ntziachristos’s paper [34].
The particle model described above is an inaccurate approximation for a real scatter-
ing medium. Consider the case of biological tissue for example. Its micro-structure
is more complicated than smaller particles of the same identity suspended in a
uniform environment. Biological tissues can have micro structures ranging from
0.01 µm for membranes to 10 µm for whole cells [32, 36]. The refractive indices
of scatterers can also vary from 1.34-1.62 for different tissue components [32, 36].
Therefore, it is really difficult to solve the scattering of a real scattering medium
through all the micro processes and then find a solution to counter its influence.
However, the model we use is accurate enough when considering the scattering
process at the macro scale, such as in estimating the portion of ballistic transmission
and randomness of transmitted wavefront. We may have a chance to draw some
useful conclusions from the macro-phenomena of scattering and then come to some
useful tools by either resolving or utilizing scattering. This leads to the discussions
in the following sections.
1.2 Macro-Phenomena of Scattering
Speckle
When a single optical mode is shone onto a scattering medium, light propagates
diffusively within the scattering medium, as shown in Fig.1.2(a). The concept of
optical mode will be discussed in the end of this section. For now, we can just
take it as a beam that is perfectly monochromatic and as narrow as possible. After
traveling beyond the diffusive regime, the output will be a spatially uncorrelated
6Figure 1.2: Schematic depiction of light’s diffusive propagation and output wave-
front through a scattering medium. (a) A perfectly monochromatic beam propagates
through a scattering medium. (b) At an arbitrary point on the output wavefront, the
electric field can be deemed as a summation of different beamlets.
wavefront. Initially, we limit attention to a single polarization state, since the same
analysis will apply for the other polarization. At an arbitrary point A(x,y) on the
output surface z = zoutput , the output optical field is a summation of beamlets that
encounter different scattering events, as shown in Fig. 1.2(b). Moreover, from the
previous section we know that the scattering of each beamlet can be considered a
random process. Thus, we can consider the output electric field of every beamlet
at point A as a random variable ak (x, y) and the output electric field at point A,
E(x, y) can be described as summation of ak (x, y) in the complex plane as shown
in Fig. 1.2(b),
E(x, y) =
N∑
k=1
ak (x, y) =
N∑
k=1
|ak (x, y) |eiθk , (1.2.1)
where |ak (x, y) | and θk are the amplitude and phase of ak , respectively. If we
decompose E(x, y) into the real and imaginary parts, we have
E(x, y) = Re(E(x, y)) + i Im(E(x, y)), (1.2.2)
Re(E(x, y)) =
N∑
k=1
|ak (x, y) | cos θk , (1.2.3)
Im(E(x, y)) =
N∑
k=1
|ak (x, y) | sin θk . (1.2.4)
We know that ak (x, y) is generated by the incident beam with limited energy, so
|ak (x, y) | should possess limited mean value and variance. Note that we have only
shown four ak (x, y)s that sum up at point A in Fig. 1.2(b). In fact, N is very large,
considering the fact of diffusive propagation of light in the medium. Therefore,
7we can apply the central limit theorem to Eqs.1.2.3 and 1.2.4, which simply means
Re(E(x, y, z)) and Im(E(x, y)) follow a Gaussian distribution. By evaluating their
first-order statistical properties, we can find out that the real and imaginary parts
of the output field have zeros means, identical variances, and are uncorrelated.
SupposingRe(E(x, y)) follows a Gaussian distribution with zero mean and variance
σ2, the joint probability function of Re(E(x, y)) and Im(E(x, y)) is
p(Re(E(x, y)), Im(E(x, y))) =
1
2piσ2
exp
(
− [Re(E(x, y))]
2 + [Im(E(x, y))]2
2σ2
)
.
(1.2.5)
Such a density function is commonly known as a circular Gaussian density function.
Therefore, E(x, y) can be referred to as a circular complexGaussian randomvariable.
For the output wavefront, it is more straightforward to talk about its amplitude
|E(x, y) |, intensity I (x, y), and phase θ(x, y). We can apply the transformation of
these random variables with reference to Re(E(x, y)) and Im(E(x, y)) as follows:
|E(x, y) | =
√
[Re(E(x, y)]2 + [Im(E(x, y)]2, (1.2.6)
I (x, y) = [Re(E(x, y)]2 + [Im(E(x, y)]2, (1.2.7)
θ = Arg(Re(E(x, y)) + i Im(E(x, y))). (1.2.8)
Then the probability density functions of |E(x, y) |, I (x, y) and θ(x, y) are
p(|E(x, y) |) =

1
σ2
exp
(
−|E(x,y) |2
2σ2
)
,if |E(x, y) | ≥ 0
0 ,otherwise
, (1.2.9)
p(I (x, y)) =

1
2σ2 exp
(−I (x,y)
2σ2
)
,if |I (x, y) | ≥ 0
0 ,otherwise
, (1.2.10)
and p(θ(x, y)) =

1
2pi ,if − pi ≤ θ(x, y) < pi
0 ,otherwise
. (1.2.11)
From the equations, we can conclude that the intensity of the output wavefront
follows a negative exponential distribution, the amplitude follows a Rayleigh distri-
bution, and the phase possesses a uniformdistribution [37]. The phase and amplitude
are independent. The statistics have been confirmed in experiment. Fig. 1.3(a) is
an intensity pattern of a scattered wavefront we captured by a CCD sensor with an
objective lens. We can tell the two-dimensional intensity distribution is a speckle
pattern. A two-dimensional histogram of the amplitude and phase of speckle pat-
tern is shown in Fig. 1.3(b), which matches the probability distribution of phase
8and amplitude. Note that speckle is the smallest feature in a speckle pattern. The
speckle size is defined by the diffraction limit λNA , where the numerical aperture NA
is the sine of the maximum take-off angle of light on the output surface. By the
Shannon’s sampling theorem, within the half width of a speckle λ2NA , the amplitude
and phase can be deemed as uniform. An area of ( λ2NA )
2 on the output surface can
be treated as a single optical mode. This clarifies the definition of an optical mode
at the beginning of this section. This is also why we can discretize a continuous
wavefront into an array of discrete optical modes, which we will frequently use in
the transmission matrix theory. A rigorous proof of wavefront discretization can be
found in the supplementary material of reference [38].
Figure 1.3: Statistics of the output scattering wavefront. (a) The spatial intensity
pattern of the output scattering wavefront. (b) 2D histogram of the phase and
amplitude of the output scattering wavefront.
The previous discussionwas based on a singlemode input. If we have awide incident
beam or multiple input modes, the conclusions still hold. Without loss of generality,
let’s suppose we have two input modes, their output wavefronts are E1(x, y) and
E2(x, y). Re(E1(x, y)) and Im(E1(x, y)) follow a Gaussian distribution with zero
mean and variance σ12, while Re(E2(x, y)) and Im(E2(x, y)) follow a Gaussian
distribution with zero mean and variance σ22. If the incident beams are perfectly
monochromatic, the output wavefront will be a coherent summation of E1(x, y) and
E2(x, y). That is Eoutput (x, y) = E1(x, y) + E2(x, y). If E1(x, y) and E2(x, y) are
independent, Re(Eoutput (x, y)) follows a Gaussian distribution with zero mean and
variance σ12 + σ22 by calculating the probability density function of summation of
independent random variables, as does Im(Eoutput (x, y)). Going through the same
derivation as the case of a single incident mode, we come to the same statistical
properties for output wavefront from multiple input modes.
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Figure 1.4: The output of a incident inputwavefront can be deemed as the summation
of the output wavefronts of every single input mode, as discussed in the previous
section. The conclusion can also be expressed by the transmission matrix theorem
as shown in Eq. 1.2.14.
If we treat the process through which light propagates inside the scattering media
as a linear lossless process of the optical field and look at the input and output
wavefronts, we can describe scattering as a linear transform between the two [39–
41]. Based on the discussion in the speckle section, the input and output wavefronts
can be discretized as elementwise arrays of optical modes. Suppose array Ein and
array Eout represent the input and output wavefront and have M and N elements,
respectively. Every element of Ein and Eout is the complex value of the corresponding
optical mode. The transform can be represented by a N by M transmission matrix
Tin→out , which describes how the phase and amplitude of the input field is modified
by the medium and presented on the output plane. Its mathematical representation
is [40]
Eout = Tin→outEin. (1.2.12)
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To be more clear, an elementwise expression of Eq. 1.2.12 is

t11 t12 . . . t1M
t21 t22 . . . t2M
...
...
. . .
...
tN1 tN2 . . . tNM


ein,1
ein,2
...
ein,M

=

t11ein,1 + t12ein,2 + · · · + t1Mein,M
t21ein,1 + t22ein,2 + · · · + t2Mein,M
...
tN1ein,1 + tN2ein,2 + · · · + tNMein,M

=

eout,1
eout,2
...
eout,N

,
(1.2.13)
where ein,k and eout,k are the kth element in array Ein and Eout , respectively and ti j
is the element at the ith row and jth column of the transmission matrix Tin→out . If
we take a close look at the terms on the left and right of the second equal sign in
Eq. 1.2.13, we can rewrite the equation as
Eout =


t11
t21
...
tN1

ein,1 +

t12
t22
...
tN2

ein,2 + · · · +

t1M
t2M
...
tNM

ein,M

, (1.2.14)
which simplymeans that the output optical field is the summation of every individual
output of a single input optical mode. A schematic demonstration is shown Fig. 1.4.
In the previous section, we derived the statistics of the output wavefront of a single
inputmode. In transmissionmatrix theorem, for a defined inputmode ein, j , its output
wavefront is described as an array [t1 jein, j, t2pein, j, . . . , tN jein, j]. So that, tk, jein, j
should follow the circular Gaussian distribution due to its statistical property. For
a definite j, ein, j is a complex constant, so it is ti j that possess a circular Gaussian
distribution. In other words, every element in the same column of the transmission
matrix follows a circular Gaussian distribution. If every column of the transmission
matrix is independent, then every element ti j in the transmission matrix Tin→out
follows a circular Gaussian distribution. Generating a random matrix with circular
Gaussian distributed elements is usually how people simulate a scattering medium.
Transmission matrix theory is widely used in the analysis of wavefront shaping and
phase conjugation. We will see more derivations based on this in the following
sections.
Memory effect
In the previous section, we modeled the scattering as a transmission matrix. For a
real scattering medium, its transmission matrix can have an additional macroscopic
structure, either correlation in spatial domain or Fourier domain, depending on
its scattering property. Memory effect is the manifestation of correlations in the
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Figure 1.5: Schematic depiction of two types of memory effects. (a) Traditional
memory effect. (b) Translational memory effect.
transmission matrix. Up to date, two types of memory effects have been discovered.
They are the traditional memory effect [42, 43] and the translational memory effect
[38], respectively.
The traditionalmemory effect for a general scalar wavewas first derived theoretically
in 1988 [42]. It was verified experimentally for optical waves in the same year [43].
The traditional memory effect describes the following phenomenon: when an input
wavefront reaching a diffusing sample is titled within a certain angular range, the
output wavefront is equally tilted, resulting in a spatial shift of the speckle pattern
at far filed, as shown in Fig 1.5(a). The distance within which this property holds
is called the memory effect region (MER). It can be approximated by the equation
[38],
MER ≈ vλ
piL
, (1.2.15)
where v is the distance from the output plane of the scattering medium to the screen,
λ is the wavelength of the light source and L is the thickness of the scattering
medium. From the equation, the MER is inversely proportional to the thickness of
the scattering media. For useful applications, it requires the scattering medium to
be thin. Moreover, it requires a distance of far-field propagation to realize the shift
of the output wavefront. The conjugate planes of the tilt-and-shift relation is the
input surface and the far-field plane. If we think inversely of the phenomenon, a
point source within the MER will generate a random speckle pattern through the
scattering medium. When we shift the point source, the speckle pattern will also
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shift at far field. If we treat the speckle pattern as a point spread function (PSF),
the PSF will be shift-invariant within the MER, which is similar to the scenario in
a traditional lens based imaging system. People have demonstrated direct image
transfer and computational image recovery based on the traditional memory effect.
We will see some related work we have done in Chapter 5.
The translational memory effect was first reported in 2015 [38]. It is a complemen-
tary type of memory effect to the traditional one. It describes the following phe-
nomenon: when an input wavefront reaching an anisotropically scattering medium
is shifted within a certain distance, the output wavefront is equally shifted, resulting
in the tilting of far-filed wavefront, as shown in Fig. 1.5(b). The translational mem-
ory effect applies for thick and highly forward scattering media, such as biological
samples. Different from the traditional memory effect, its shift-invariant PSF region
is on the output surface the scattering medium, which has important implication for
biomedical imaging and adaptive optics.
There are also many other macro-phenomena discovered on optical scattering, such
as the shower-curtain effect [44–46] and Anderson localization [47–49]. We will
not talk about them in detail.
1.3 The Problem of Scattering
As briefly discussed in the abstract, scattering is a major challenge for optical
focusing and imaging. In this section, wewill analyze three effects that hinder optical
focusing and imaging through scattering media, which are wavefront aberrations,
glare, and decorrelation.
Wavefront aberration
Wavefront aberrations originate from the diffusive propagation of forward-scattering
light through scattering media. They are the differences between the scattered wave-
front and the wavefront intended to present through a scattering medium. Wavefront
aberrations induced by scattering are different from the wavefront aberration in a
lens system [50, 51]. First, it cannot be predicted by the geometrical setup such
as aperture size, propagation distance, and lens shape [52]. Second, the order of
scattering wavefront aberration is very high, considering the fact that the output
wavefront is made up of diffraction limited speckles. As such, the aberrations can-
not be compensated by traditional lens design. As shown in Fig. 1.6(a), a collimated
beam is focused on the focal plane by a lens in free space. However, if we applied the
same strategy in the presence of a scattering medium, the outcome will be a speckle
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Figure 1.6: Schematic depiction of problem of scattering for focusing light through
a scattering medium. (a) Optical focusing can be easily realized by a lens in free
space. (b) Scattering media leads to a diffusive propagation, which results in a
random output wavefront.
field on the focal plane. Based on the statistical property of speckle pattern, light
intensity is not well confined to a small region so that it lost its spatial selectivity.
For imaging, conventional imaging systems relies on lenses andmirrors to transform
light from a point on the object plane to a point on the image plane [53, 54]. If there
is a scattering medium in front of the object, the PSF will spread out as a speckle
field. The point-to-point conjugate relationship between the object and image is
broken by the wavefront aberrations. Therefore, conventional optical methods will
fail when they are applied to imaging through scattering media.
Glare
Figure 1.7: Experimental demonstration of issue brought by glare. (a) shows the
captured camera image with a reflective illumination. The glare from the light
source prevents us from seeing the target. (b) shows a captured image where the
figurine is locally illuminated.
Glare is the undesired backward-scattering light when we illuminate a scattering
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sample [55, 56]. It impacts imaging more than focusing. When we try to image a
target through a scattering medium, in most cases such as remote imaging in fog,
haze, and sandstorm, we don’t have access to the other side of the scattering media.
Therefore, a reflective illumination setup has to be adopted over trans-illumination,
which means the light source and the detector are on the same side with reference to
the sample. In the reflective illumination scenario, light first propagates through the
scattering medium before illuminating the target. The glare from the illumination
source impinging on the scattering medium can mask the reflections from a weak
distant target [57–59]. An experimental demonstration is shown in Fig. 1.7. This
brief experiment illustrates the issue: glare can significantly reduce our ability to
image or probe into scattering media. Here we point both a camera and a spotlight
at a fog bank (generated by a fog machine). A figurine is on the other side of this fog
bank. Fig. 1.7(a) shows the captured camera image with the spotlight illumination.
The glare from the spotlight prevents us from seeing the figurine. Fig. 1.7(b)
shows a captured image where the figurine is locally illuminated. Despite the slight
blurring introduced by scattering from the fog, we can readily discern the figurine.
The more challenging part is that the glare wavefront generated by a coherent light
source is a speckle field with severe intensity variance. Even if an incoherent light
source is used, the glare will still show up as an uneven noise term, as we can
see from Fig. 1.7(a). Moreover, if the glare intensity is too high, its shot noise
will overwhelm the signal. Glare as a strong background cannot be easily removed
by simple digital signal processing such as background subtraction and contrast
enhancement. Physical methods are required to suppress the glare or separate it
from the target reflection.
Decorrelation
All the previous discussion is based on a static scattering media. However, many
scattering media we frequently deal with are dynamic, whose micro structure or
composition is changing over time. For example, living biological tissues can have
blood cells moving continuously in the vessel. The refractive indices of cytoplasm in
cells will also vary based on metabolism. Fog is made up of small droplets of water
in the condensed phase. The water droplets are kept in the air by thermal Brownian
motion. All of these micro changes will accumulate and lead to a time-varying
output wavefront when we shine a coherent beam through the sample[60–63]. The
change of the output wavefront can be described as a decorrelation process and
characterized by its intensity autocorrelation function based on the diffusing-wave
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spectroscopy [64]. Suppose the mean intensities of speckle patterns at different
times are the same, then the autocorrelation function can be written as [65, 66]
g2(τ) =
< I (x, y, t0)I (x, y, t0 + τ) >x,y
< I (x, y) >x,y2
− 1, (1.3.1)
where < >x,y represents the ensemble-average in the capture plane, I (x, y, t) is the
speckle pattern at time t, and τ is the time interval. According to the assumption,
< I (x, y) >x,y=< I (x, y, t0)x,y >=< I (x, y, t0 + τ)x,y >. g2(τ) is the correlation
factor. From the statistics of speckle, we know that g2(τ) can range from 0 to 1,
Figure 1.8: Measured decorrelation curve of a 1 mm thick rat brain tissue.
which corresponds the change of correlation. Then the speed of decorrelation can
be describe as ∆g2/τ. However, as shown in Fig. 1.8, the decorrelation process
doesn’t always follow a linear fashion. Fig.1.8 is an example of a decorrelation
curve measured in experiment. Therefore, decorrelation time is more commonly
used to describe how fast a tissue decorrelates. It is the time interval τ after which
the g2(τ) autocorrelation factor decays to a pre-determined value, typically 1/e2, 1/e
[66–71]. If we choose 1/e2 as a standard, for example, the decorrelation time τ1/e2
for the dorsal skin of a living mouse with 1.5 mm thickness can be shorter than 50
ms [66, 69].
Decorrelation poses a challenge for the techniques that work under the assumption
that scattering is static. For example, wavefront shaping technique is a novel tech-
nique that can focus light through scattering media, which we are going to introduce
in the following section. However, decorrelation will disrupt the focus by changing
the transmission matrix [66]. The general solution is to speed up the system and
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keep its response time shorter than the decorrelation time, which we will discuss
detailedly in Chapter 3.
1.4 Methods for Optical Focusing and Imaging through Scattering Media
In this section, we will give a brief review on the techniques to realize optical
focusing and imaging through scattering media. The discussion will focus on the
concepts and principles. First, we will talk about wavefront shaping, a novel method
that enables optical focusing through scattering media. Then, we will go through
different methods people use to realize imaging through scattering media. Finally,
we will introduce techniques for glare suppression.
Wavefront shaping
Although focusing through scattering media has long been considered impossible,
recent developments in wavefront shaping (WFS) have changed this view. The basic
principle behind WFS is rooted in the transmission matrix theory. Let’s first take a
back look on Eq. 1.2.14:
eout,1
eout,2
...
eout,N

=


t11
t21
...
tN1

ein,1 +

t12
t22
...
tN2

ein,2 + · · · +

t1M
t2M
...
tNM

ein,M

.
For a single output mode eout,1, we have
eout,1 = t11ein,1 + t12ein,2 + · · · + t1Mein,M =
N∑
k=1
t1kein,k . (1.4.1)
When the input is a plane wave, ein,k is identical for k ∈ [1,M]. t1kein,k is out of
phase for different k, resulting in eout,1 as a speckle. If we can control the phase of
ein,k and set arg(ein,k ) = − arg(t1k ), we can line t1kein,ks up in the complex plane,
as shown in Fig. 1.9(b). Let e′out,1 be the output after we optimize the phase of each
input mode, then |e′out,1 |can be expressed as
|e′out,1 | =
N∑
k=1
|t1k |earg(t1k ) |ein,k |earg(ein,k )  = M∑
k=1
|t1k | |ein,k |. (1.4.2)
Comparing to its modulus before the optimization, |eout,1 |, which is
|eout,1 | = |
M∑
k=1
t1kein,k |, (1.4.3)
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we can derive the intensity enhancement factor η as
η =
< |e′out,1 |2 >
< |eout,1 |2 > =
〈∑Mk=1 |t1k | |ein,k |2〉〈
|∑Mk=1 t1kein,k |2〉 =
〈∑Mk=1 |t1k |2〉〈
|∑Mk=1 t1k |2〉 . (1.4.4)
Then we try to figure out the intensity of unoptimized modes (the background),
it can be proved that their mean intensity before and after optimization are nearly
the same, when M is much greater than N [35, 40]. < |eout,1 |2 > is equal to the
background before optimization, so < |eout,1 |2 > can approximate the background
after optimization as well. Therefore, η is also the signal to background ratio or peak
to background ratio (PBR) after WFS. From the statistics of a transmission matrix,
Figure 1.9: Schematic depiction of different modulation strategies. (a) Original
unmodulated phasors out of phase. (b) Phase modulation. (c) Binary phase modu-
lation. (d) Binary amplitude modulation.
we know that t1k follows circular Gaussian distribution, then we can find η = pi4M .
If we want to enhance the intensity in multiple output modes, going through the
same calculation, we find that η = pi4
M
N , where N is the number output modes to
optimize. If we "shape" the input wavefront, we can focus light to a small region
through scattering media.
The modulation of input modes can be relaxed to binary phase modulation or binary
amplitude modulation in different experimental scenarios, which will still lead to an
enhancement in the target output modes as shown in Fig.1.9(c) and (d). Fig.1.9(c)
depicts the method by which binary phase modulation enhances the target output
mode. If we shift the phase of phasor 2 and 3 by pi, then all the output modes are
partially lined up. In contrast, for binary amplitude modulation, we switch off all
the input modes that negatively contribute to the the target output mode intensity.
As shown in in Fig. 1.9(d), we turned off phasor 2 and 3 and only used phasor 1 and
4. Going through the same calculation of enhancement factor as in Eq. 1.4.4, we
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can summarize η for different modulation strategies as follows:
ηphase modulation =
pi
4
M
N
,
ηbinary phase =
1
pi
M
N
,
ηbinary amplitude =
1
2pi
M
N
,
(1.4.5)
where M is the number of controllable input modes, and N is the number of output
modes to optimize. Chapter 3 is an example of application of binary amplitude
modulation, a more detailed discussion on this strategy can be found in the principle
section.
Thanks to the development of modern electronics technology, a spatial light modu-
lator (SLM) can be used to shape the wavefront in practice. An SLM could be either
a LCOS-SLM (liquid crystal on silicon-Spatial Light Modulator), a ferroelectric
LC-SLM (liquid crystal-spatial light modulator) or a DMD (digital micromirror
device), which can realize phase modulation, binary phase modulation or binary
amplitude modulation, respectively. Then the question comes to how to find out
the correct input wavefront. In general, the correct wavefront can be obtained by
iterative optimization [72–80], measuring the transmission matrix [81–85] or by
phase conjugation [86–95]. Iterative optimization requires a feedback signal that
quantifies how much intensity is focused on the target modes. The feedback signal
can be fluorescent light from a probe particle [72–74], photoacoustic wave [75,
76], ultrasound [77], second-harmonic generation [78], two-photon or multi-photon
excitation [79, 80] or light intensity in the corresponding modes measured by a
photodetector [40]. Iterative methods inherently suffers from a relatively long time
of convergence, since the solution is found through trial and error. Transmission
matrix measurement [81–85] can be deemed as an extension of iteration optimiza-
tion. It is equivalent to figuring out the optimum input wavefront to all the output
modes of interest. Transmission matrix measurement figures out the transmission
matrix by measuring the output wavefronts with the pre-knowledge of correspond-
ing input wavefronts. We can expect that transmission matrix measurement is even
more time-consuming than iterative optimization. Moreover, in most situations of
application, it requires direct access to the output plane.
Phase conjugation will be detailedly discussed in chapter 2 and 3. Here, we just give
a brief introduction to the principle. Phase conjugation describes the reciprocity
of light propagation in a linear and lossless medium [96, 97]: the phase conjugate
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Figure 1.10: Schematic depiction of phase conjugation
reflection of a wavefront is a "time-reversed" replica of the wavefront’s electric field.
As shown in Fig.1.10, if we place a point source at the target mode, then light will
propagate through the scattering medium and generate an output wavefront. At
the output plane, if the wavefront is reflected off the output plane with a conjugate
phase, scattered light will retrace their propagation and result in light focusing back
at the target mode, as if time is reversed. From the process of phase conjugation,
we know that, if we can have a focus at the target mode, the correct input wavefront
for WFS can be easily figured out by measuring the wavefront coming out of the
scattering media and conjugating the measured phase. However, the requirement to
originally have a focus at the target mode where we aim to focus defeats the purpose
of WFS. A way around this problem is to phase conjugate light from a guide star
[98]. A guide star could be a small fluorescent particle [88] or a second harmonic
generating particle [86] embedded in the scattering media. An alternative approach
is to use ultrasound tagging to create a virtual guide star [67, 87, 89]. However,
these guide stars all have their limits and disadvantages in application. For example,
it is difficult to place small particles to a designated position without direct access to
the target plane. For ultrasound tagging, the tagged photons are only a small portion
compared to the total number of photons sent in, which may lead to a small signal
to background ratio in the captured wavefront. Therefore, more noninvasive guide
stars with better control and higher efficiency are still waiting to be discovered.
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Methods for imaging through scattering media
Generally speaking, three approaches can be used to realize imaging through scat-
tering media in the diffusive regime. The first is to scan the focus obtained by WFS.
From the discussion in the previous section, we know a tight focus can be formed
through scattering media by WFS. If the WFS technique used, like TRUE technique
[67, 87], has ability to select an arbitrary mode through the scattering media, then
we are able to scan the focus over the object. Scanning can also be realized with
the assistant of memory effect [99], but it has limitation in the thickness of the
scattering media and scanning range. Moreover, the object has to be placed at a
distance behind the scattering media. Focus scanning approaches also require the
signal generated by the object to be distinguished by the detector from the input
light. Therefore, existing demonstration is limited to a fluorescent [67] or second
harmonic generating [99] object.
The second approach is measuring the transmission matrix [81, 100]. As afore-
mentioned in the transmission matrix section, transmission matrix describes the
transform between input wavefront and output wavefront. In an imaging scenario,
the input wavefront is the optical field to be found from the object, while output
wavefront can be obtained from measurement. If we know the transmission matrix,
then the object can be figured out by solving the inverse problem of the transform.
As discussed in the WFS section, it is difficult to acquire the pre-knowledge of
transmission matrix without access to the object plane. This approach shares the
same limit with transmission matrix measurement in WFS. The third approach is
the speckle-correlation-based imaging (SCI) [79, 101, 102], which we will discuss
in detail in chapter 5. In general, optical imaging through scattering media still has
a long way to go for application.
Methods for glare suppression
The optical field associated with glare and the reflected optical field from a remote
target is different in an important way. Specifically, the glare components generally
have a shorter optical path from source to detector. In principle, glare suppression
can be performed using time-of-flight (TOF) methods [103–106] with the help of
fast imaging systems, such as intensified charge-coupled device (ICCD) [107]. A
TOF method would discard glare photons by binning the arriving light based on
arrival time. Unfortunately, the requisite devices are very costly and, worse, tend
to have very finite operating lifetime. There are some interesting developments in
the use of modulated illumination and post-detection processing to achieve TOF
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gating electronically [108]. One limitation for these methods is that they need
to contend with glare associated noise, as the glare is not suppression prior to
detection. Methods such as light detection and ranging (LIDAR) [109] can detect
targets occluded by glare by coherently gated (CG) detection of light that have
travelled a specific path length (or path length range). CG methods have a target
range limitation—targets beyond the coherence length of the light source cannot
be detected [110]. You will find more discussions on various glare suppression
techniques in chapter 5. In general, there is not a comprehensive solution for glare
suppression, as you can feel on the road when driving in a foggy day.
1.5 Outline of This Thesis
In this thesis, we will explore solutions to the problem of scattering from different
aspects. Chapter 2 and 3will aim on optical focusing through scatteringmedia, while
chapter 4 and 5 aim on imaging. Chapter 2 talks about Time Reversal by Analysis
of Changing wavefronts from Kinetic targets (TRACK) technique. We will show
that the motion of object can be incorporated as a guide star in phase conjugation.
We will demonstrate that by taking the difference between time-varying scattering
fields caused by a moving object and applying optical phase conjugation, light can
be focused back to the location previously occupied by the object. Chapter 3 tackles
the decorrelation problem in wavefront shaping. We will talk about our strategies
to speed up a DOPC system and demonstrate that our system is fast enough to
focus light through 2.3mm-thick living mouse skin, which has a potential to transfer
wavefront shaping to in vivo applications. Chapter 4 introduces a glare suppression
method based on destructive interference. Wewill show an optical analogue to noise
canceling headphones and some experimental results in imaging through strongly
backscattering media. Finally, in chapter 5, we will demonstrate a method to image
a moving target through scattering media noninvasively. Its principle roots are in
the speckle-correlation-based imaging (SCI) invented by Ori Katz. We will talk
about how we improved the technique and extended its application to a bright field
imaging scenario.
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C h a p t e r 2
FOCUSING ON MOVING TARGETS THROUGH SCATTERING
SAMPLES
This chapter is adapted from the manuscript Zhou, E.H., Ruan, H., Yang, C. &
Judkewitz, B. "Focusing on moving targets through scattering samples". Optica
1, 227 (2014). The contributions of authors are as follows: BJ and CY conceived
the initial idea. EHZ and BJ developed the idea and scheme demonstration. The
experiments were designed and performed by EHZ and BJ. The data analyses were
performed by EHZ, HR, CY, and BJ.
Focusing light through scattering media is of great importance for imaging and
stimulation in biomedical optics. While wavefront shaping and optical time-reversal
techniques can in principle be used to focus light across scattering media, achieving
this within a scattering medium with a noninvasive and efficient reference beacon,
or guide star, remains an important challenge. In this chapter, we show optical
time-reversal focusing using a new technique termed Time Reversal by Analysis
of Changing wavefronts from Kinetic targets (TRACK). By taking the difference
between time-varying scattering fields caused by a moving object and applying
optical time reversal, light can be focused back to the location previously occupied
by the object. We demonstrate this approach with discretely moved objects as
well as with particles in an aqueous flow, and obtain a focal peak-to-background
strength of 204 in our demonstration experiments. We further demonstrate that the
generated focus can be used to noninvasively count particles in a flow-cytometry
configuration—even when the particles are hidden behind a strong diffuser. By
achieving optical time reversal and focusing noninvasively without any external
guide stars, using just the intrinsic characteristics of the sample, this work paves the
way to a range of scattering media imaging applications, including underwater and
atmospheric focusing as well as noninvasive in vivo flow cytometry.
2.1 Introduction
Focusing light through highly scattering media is an important challenge in biomed-
ical imaging, colloidal optics, and astronomy. When light propagates through
strongly scattering samples, refractive index inhomogeneities scatter the light field
in many directions. This was long thought of as a randomizing process, which
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precludes the formation of a sharp focus. However, by taking advantage of the
deterministic nature of scattering, researchers in the field of complex wavefront
shaping have demonstrated that light can be focused at an arbitrary location within
and across scattering media—by shaping the input wavefront reaching the sample
[1, 2]. Because appropriate input wavefronts are complex and because they depend
on sample structure as well as target location, determining them remains a key
challenge. With direct optical access to the input plane and the focusing plane,
wavefronts can be found with one of three strategies: iterative optimization [1, 3–5],
optical time reversal[6], or measuring and inverting the sample transmission matrix
[7, 8]. When there is no direct access to the target plane, e.g., when the target plane
is hidden within the sample, physical guide stars such as beads can be placed within
the sample and used as reference beacons [9–11]. Because this requires invasive in-
sertion, recent research has focused on virtual, ultrasound-based guide stars relying
on the acousto-optic [12–16] or the photo-acoustic effect[17–20]. However, all of
these strategies are either limited by the acoustic resolution (tens of micrometers at
best) or require many measurements, thereby increasing the recording time by or-
ders of magnitude. Thus far, near-instantaneous time reversal at optical resolutions
remains elusive. Here we introduce a new all-optical method, termed Time Reversal
by Analysis of Changing wavefronts from Kinetic targets (TRACK), which achieves
precise optical time reversal to a target hidden behind a scattering sample—without
the need for acoustic guide stars. Unlike previous techniques, this method uses the
motion of the target itself to serve as a guide star.
2.2 Principles
Aconcise setup for noninvasively focusing light through a scattering sample is shown
in Fig. 2.1. The complete setup can be found in the latter section. We interpret
optical scattering through our diffuser as a linear process described by a complex
spatial transmission matrix, T (xa, xb) [1]. This matrix defines the transformation of
the optical field at an input planewith coordinates xa directly before the diffuser to an
output plane with coordinates xb behind the diffuser, where we have a moving target
with a reflectivity function R(xb). We assume that our digital phase-conjugation
system is set up such that we can discretely measure and control the optical field
along the input plane coordinates xa.
Our detect-and-refocus process is composed of four primary steps. First, we illumi-
nate the scatterer with an input wave, U (xa), to reflect light off our target. U (xa)
transforms into a speckle field at the output plane as defined by the transmission
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Figure 2.1: Concise setup including sample for TRACK: varying backscattered
wavefronts due to a target’s movement are captured by off-axis holography. The
phase of the wavefront difference is time reversed by the digital optical phase-
conjugation (DOPC) system. Diffuse light is focused back to the previous position
of the target.
matrix: S(xb) = T (xa, xb)U (xa). A portion of the speckle field S(xb) will hit
our target object with reflectivity function R(xb). The target object’s back-reflected
optical field is thus the product E1(xb) = R(xb)S(xb). Note that R(xb) = 0 and
hence E1(xb) = 0 everywhere except along the target’s finite spatial extent. We also
assume S(xb) , 0 somewhere along our target to ensure a nonzero reflected signal.
Second, we measure the entire backscattered optical field at the input plane, M1(xa),
as depicted in Fig. 2.2(a). Following linear optics, we split the backscattered field
M1(xa) into a sum of two components: one reflected from out target object at the
output plane, E′1(xa), and one originating from all other locations within the sample
volume, B(xa). The target-dependent component E′1(xa) is defined as the target-
reflected optical field at the output plane, E′1(xb). After it has backscattered to the
input plane. Following the common assumption of a lossless scattering process, we
may use our transmission matrix to express E′1(xa) as
E′1(xa) = T
t (xa, xb)E1(xb), (2.2.1)
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where T t , the transpose of T, represents the reverse process of scattering from the
output to the input plane. The total measured field at the input plane is thus the sum
M1(xa) = T t (xa, xb)E1(xb) + B(xa), (2.2.2)
where again B(xa) is the background optical field arising from all other locations
within the sample.
Figure 2.2: Focusing on a moving target through a scattering sample: (a)
target at position 1 (far off the illuminated field of view); (b) target at position 2
(within the illuminated field of view); (c) light is focused behind the diffuser; (d)–(f)
corresponding images recorded with the observing microscope; (g) and (h) phase
maps recorded at the camera imaging the SLM surface; (i) difference of field in (g)
and field in (h). The cross-section intensity distribution in (f) indicates a PBR of
204. Scale bars in (d)–(f) are 100 µm. Scale bars in (g)–(i) all stand for 1 mm.
Third, we measure a second backscattered field at the input plane, M2(xa), after the
reflective target object physically shifts a finite distance ∆ across the output plane.
This measurement is depicted in Fig. 2.2(b). A spatially shifted target will generate
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a new reflected field, E2(xb) = R(xb − ∆)S(xb), which will again transform to
the input plane via our transmission matrix and combine with a background field
contribution to yield
M2(xa) = T t (xa, xb)E2(xb) + B(xa). (2.2.3)
Equation 2.2.3 implicitly assumes that T and B(xa) remain the same as for the first
measurement, requiring the scattering sample to be stationary (apart from target
motion) at the time scale of the measurement interval.
Fourth, we digitally subtract our two measurements to efficiently remove and back-
ground contribution and isolate the target-reflected signal:
M2(xa) − M1(xa) = T t (xa, xb)[E2(xb) − E1(xb)]. (2.2.4)
We compute the phase conjugate of this subtraction and display it on our digital
optical phase-conjugation (DOPC) setup’s spatial light modulator (SLM) to create
the following field at the input plane: T†[E2(xb) − E1(xb)]∗, where † denotes a
conjugate transpose and ∗ a complex conjugation. This field scatters from the
sample’s input to output plane to form our final target-focused field, E f (xb), as
shown in Fig. 2.2(c):
E f (xb) = T (xa, xb)T†(xa, xb)[E2(xb) − E1(xb)]∗≈[E2(xb) − E1(xb)]∗. (2.2.5)
Here, we assume a complete scattering process to form the approximation
T (xa, xb)T†(xa, xb)≈I, the identity matrix. Conjugate light thus forms the field
E2 − E1 at the sample plane, implying light is focused to both shifted target po-
sitions. If the target was originally off the laser speckle field (i.e., E1 is zero
everywhere), a focus will appear only at its second location, which corresponds to
our ability to refocus onto a moving object.
2.3 Methods
Setup
All data were collected by a self-built optical system schematically described in
Fig. 2.3. In the setup, we used a 532 nm fiber-coupled semiconductor laser (Spectra
Physics, Excelsior 532). The polarization of the beam was made horizontal (by a
half-wave plate and polarizing beam splitter), which is in accordance with SLM
(Holoeye, PLUTO) modulation polarization. Beam splitter 1 splits the incoming
light into two beams: the sample beam and the reference beam. The sample beam
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Figure 2.3: Full setup diagram for TRACK: Abbreviation: ND-Neutral Den-
sity filter wheel, BE-Beam Expander, BS1,2,3-Beam Splitter 1,2,3, BSH-Beam
shutter, D-Diffuser, FM-Flip Mirror, FPC-Fiber Port Collimator, HWP-Half wave
Plate,L1,2,3-Lens 1,2,3, M-Mirror, P-Polarization Plate, PBS-Polarizing Beam
Splitter, PD-Photo Detector, PLB-Plate beam splitter, SM-Sample Mirror, SLF-
Spatial Light Filter, SLM-Spatial Light Modulator.
was expanded by a laser expander for a suitable size of laser spot at the sample.
Reflected by mirrors and beam splitter 2, the sample beam passed through lens 2
and was eventually reflected to the sample by a dichroic mirror, which was at a
45◦ angle to the horizontal plane (it is hard to show in the 2D scheme in Fig. 2.3;
details of the sample setup can be found in Fig. 2.1). The sample was placed close
to the focal plane of lens 2. Light backscattered by the sample was collected to
the SLM by lens 2. The reference beam passed through a neutral density filter and
was coupled into a single-mode polarization maintaining fiber for spatial filtering.
After exiting the fiber, the beam was collimated by lens 1. Scattered light and
reference light were combined by beam splitter 2 before reaching the DOPC system.
Polystyrene beads were obtained from Life Technology. Retro-reflective beads,
which consisted of aluminum coated 50 µm glass spheres, were obtained from
Cospheric. To create samples we used adhesive backed, highly diffusing films (3M
Scotch model no.810, 60 µm thick), which did not transmit a detectable ballistic
component (measured with a detection threshold of 10−8 of the illumination power).
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We used it as a random phase plate diffuser whose angle scattering distribution is
plotted in appendix. To show that our results can be extended to biological samples,
we performed TRACK experiments through a 0.5 mm thick section of ex vivo
chicken muscle tissue (scattering coefficient µs: 30mm−1 and anisotropy parameter
g: 0.965 [14]). The results of this experiment are shown in appendix.
Fluorescence Signal Capture
In the flow-cytometry experiment, we used orange fluorescent (540/560) polystyrene
microspheres obtained from Life Technology. As shown in Fig. 2.6(c), orange
fluorescence from the beads propagated through the diffuser along with diffuse
backscattered light at 532 nm. Colors were separated by the dichroic mirror (a 532
edge pass filter, model Di02-R532-25 × 36 from Semrock). Underneath the dichroic
mirror, a lens images the surface of the diffuser to a compact PMT. The fluorescence
spectrum of the sample and the transmission spectrum of edge pass filter are shown
in Fig. 2.4. A median filter was used to filter the signal shown in Fig. 2.6(e).
Figure 2.4: Fluorescence spectrum of cytometry bead and dichroic mirror
transmission spectrum.
Reference Phase Correction
As aforementioned in discussion, in digital phase conjugation, reference beam and
SLM curvature will affect the conjugate phase map and thus the time-reversal PBR.
By digitally modulating the SLM curvature to iteratively maximize the reflection
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from the SLM back into the single-mode fiber in the reference beam arm, we can
compensate for SLM curvature as well as reference beam phase errors [14]. A
threefold enhancement is observed.
Quality Assurance Setup
To assure the pixel-to-pixel alignment between the camera and SLM and the perfor-
mance of the DOPC system, a quality assurance arm was configured in the sample
arm including two flipping mirrors, beam splitter 3, a mirror, lens 4 and camera 2
(as shown in Fig. 2.3). When flip mirrors were flipped up, the system was changed
from the reflective mode to the transmission mode. When applying time reversal,
we expected to observe a focus on camera 2. By tuning the position and tilting of
the SLM, we optimized the intensity of the focus. In this way, a day-to-day precise
alignment of the DOPC system was guaranteed.
2.4 Results
Direct Observation of Optical Focusing in Reflection Mode
Our reflection-mode TRACK setup is diagramed in Fig. 2.1. To record backscat-
tered light at the SLM plane, a camera was pixel-to-pixel aligned to image the
SLM surface, and wavefronts were measured by off-axis holography [21, 22]. For
demonstration, we created a sample consisting of 10 µm diameter polystyrene beads
behind a highly diffusing tape. The beads were placed on a glass slide 7mm behind
the diffuser, whose movement was two-dimensionally controlled by a piezo stage.
To confirm the formation of a focus through scattering media, an observing micro-
scope (OM) was set up to image the target plane from the back. Importantly, this
microscope was only used for validation of successful focusing, but not to derive
wavefronts or create the foci.
We started by recording a backscattered wavefront without any targets behind the
diffuser (Fig. 2.2(g)) and compared it to the wavefront measured when a target was
inside the illuminated field of view (Fig. 2.2(h)). As expected, both wavefronts were
dominated by backscattering from the entire diffuser, while the relative difference
of the wavefronts was 15% (relative average amplitude) [Fig. 2.2(i)]. When we time
reversed the difference wavefront by digital phase conjugation, the OM recorded
a high-contrast focus at the location of the target. Fig. 2.2(f) includes a plot of
the intensity profile (horizontal section across the peak), which shows a peak-to-
background ratio (PBR) of 204.
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Moving Target Tracking behind Scattering Media
If we keep repeating this experiment with a continuously moving target, light will
be focused dynamically on the target. In other words, we can track the moving
target through the scattering medium. To confirm this experimentally, we recorded a
backgroundwavefront at the SLMplane (with no target bead in the illuminated area),
and subsequently moved a target bead to multiple locations within the illuminated
area. At each position of the target [as shown in Figs. 2.5(a)–(c)], after recording
the wavefront, we subtracted the background wavefront from the current wavefront
and time reversed the result such that it focused on the current location of the target
[as shown in Figs. 2.5(d)–(f)]. A detailed timing diagram of the system is included
in the appendix. In this experiment, a 50 µm diameter retro-reflective target bead
was 14 mm behind the diffuser.
Figure 2.5: Target tracking by TRACK: images taken with the observing micro-
scope. (a)–(c) Images of targets at positions 1–3 in the laser speckle; (d)–(f) phase
conjugate foci at corresponding positions.
Optical Flow Cytometry in Scattering Media
To mimic an in vivo flow-cytometry scenario, we placed a microfluidic channel
behind the diffuser. Two kinds of beads were used in this experiment: nonflu-
orescent polystyrene beads as guide stars and fluorescent beads to be counted in
a flowcytometry-type setup. Repeating the first experiment (“direct observation
of optical focusing,” above) in a microfluidic channel, we recorded two scattering
fields with a guide star bead outside and inside the illuminated area (Fig. 2.6(a)
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and Media 1). We then phase conjugated the difference wavefront and observed a
focus at the exact position of the guide bead (as shown in Fig. 2.6(c) and Media
1). From the cross-section intensity distribution, we measured a PBR of 134 and a
full width half-maximum (FWHM) of 8.9 µm. After formation of the focus, fluo-
rescence beads were flown at a speed of 5 cm/s, and the time-varying fluorescence
signal was recorded by a single-channel photomultiplier tube (PMT). The PMT trace
contained clearly detectable signals that corresponded to fluorescent beads passing
the focus. Illumination, phase conjugation, and fluorescence detection by the PMT
all occurred on the same side of the scattering sample in a reflection geometry.
Figure 2.6: Optical flow cytometry in scattering media: (a) schematic of the
recording step, in which a focus is established as above; (b) laser speckle shining on
the microfluidic channel as imaged by the observing camera; (c) time-reversed focus
established with the help of the first bead; (d) schematic of the particle counting
setup; (e) signal captured on the PMTwith clear signals caused by fluorescent beads
passing the focus. Both scale bars stand for 100 µm.
2.5 Discussion
In this work we provided, to the best of our knowledge, the first demonstration of
time-reversed optical focusing through scattering media by using the motion of a
target object as a guide star—a technique we call TRACK. We would like to use this
section to note some points of consideration associated with this work.
First, TRACK will focus on all backscattering targets that moved between the two
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wavefront recordings. If the goal is to focus on a single target or bead, only one
moving backscattering bead should be within the illuminated area.
Second, we would like to point out that our experimental setup associated with the
experimental findings shown in Fig. 2.2,2.5 and 2.6 contain a microscope objective
and camera (outlined in green in 2.1) that allowed us to directly observe the space
after the diffuser. We used that imaging system to directly observe and verify that
the TRACK focus was achieved. In practical applications, it is unlikely that such
an observation perspective would be available. In most of the application scenarios,
our only access to the target of interest would be on one side of the diffusingmedium,
in a reflection geometry. A good case in point would be the task of reflection-mode
focusing of light through skin and into a blood vessel. The reflection-mode focusing
results presented here show that focusing light in this geometry is feasible. For
example, upon creating the time-reversed optical focus (Fig. 2.6), we can observe the
passage of fluorescent beads through the microfluidic channel by simply observing
the upticks in fluorescence scattered back through the diffuser. Another important
trade-off space this method introduces is an intrinsic relationship between focus spot
size and achievable PBR. Mathematically, these two quantities are related to each
other through the number of optical modes that the DOPC can capture and control
during playback [23]:
PBRphase−only ≈ pi4 ·
NSLM
Ntarget
, (2.5.1)
where NSLM indicatesmodes on the SLM from the scattering of the target and Ntarget
represents the number of modes modulated by the target in the speckle plane. The
above formula contains a pi/4 factor because the DOPC in this set of experiments
is a phase-only modulator system. For the experimental setup used for Fig. 2.2,
the above formula predicts a focus PBR of 390—a quantity that is consistent with
our experimental result of 204, indicating a time-reversal efficiency of >50%. The
above formula leads to an interesting consequence. By using smaller target objects,
we can effectively create a tighter optical focus and simultaneously boost the PBR.
However, we caution that the use of ever smaller target objects will lead to a weaker
initial scattering signal arriving at the DOPC and in turn degrade the time-reversed
wavefront in the presence of noise. This will then reduce the focus PBR.
As the different sets of experimental results reported in Figs. 2.5 and 2.6 show, this
method can be used to create a time-reversed focus that tracks with the target object
or to create a fixed and static focus at a specific location along the trajectory of the
object. Each of these focusing types is useful for different applications: dynamic
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tracking can potentially be useful for following moving targets in deep ocean or
convective atmosphere environments, while the static focus would be most useful
for flow-cytometry-type applications.
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Appendix
Figure 2.7: TRACK focusing with an experimental setup analogous to the one in
Fig. 2.2, except that the diffuser was replaced with 0.5mm thick chicken breast tissue
(µs: 30 mm−1). a) Laser speckle captured when the target is outside the speckle
formed behind a 0.5 mm thick section of chicken breast. b) Laser speckle when the
target moves in. c) Phase-conjugate focus. d) Cross section of the focus. Scale bars:
100 µm.
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Figure 2.8: Angle distribution of the diffusing sample: a) Speckle pattern captured
7.25cmbehind the diffuser attached to a pinhole shined laser through. b)Distribution
of intensity scattering angle. Scale bar: 1 mm.
Figure 2.9: To compare TRACK to traditional reflective bead guide-stars, we per-
formed an experiment analogous to the one described in Fig. 2.2, but started by
time-reversing just one wavefront M1 (recorded when a reflective bead was present
behind the scattering medium – see Eq. 2.2.2. a) Image recorded by the observing
camera when such a wavefront was time-reversed. The focus is barely visible on
top of the background. b) TRACK focusing with the difference wavefront M1 −M2,
where M2 was the wavefront recorded after the target was moved outside the field
of view.
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Figure 2.10: Timing for the experiments: a) Experiment in Fig. 2.5. b) Experiment
in Fig.2.6.
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C h a p t e r 3
FOCUSING THROUGH DYNAMIC TISSUE WITH
MILLISECOND DIGITAL OPTICAL PHASE CONJUGATION
This chapter is adapted from the manuscript Wang, D.*, Zhou, E.H.*, Brake, J.,
Ruan, H., Jang, M. & Yang, C. "Focusing through dynamic tissue with millisecond
digital optical phase conjugation". Optica 2, 728 (2015). The contributions of
authors are as follows: HR, MJ and CY conceived the initial idea. EHZ and DW
developed the idea and experimental scheme. The experiments were designed and
performed by EHZ and DW. The data analyses were performed by DW, EHZ, HR,
and CY. * denotes equal contribution to the work.
Digital optical phase conjugation (DOPC) is a new technique employed in wavefront
shaping and phase conjugation for focusing light through or within scattering media
such as biological tissues. DOPC is particularly attractive as it intrinsically achieves
a high fluence reflectivity in comparison to non-linear optical approaches. However,
the slow refresh rate of liquid crystal spatial lightmodulators and limitations imposed
by computer data transfer speeds have thus far made it difficult for DOPC to achieve
a playback latency shorter than ∼ 200 ms and therefore prevented DOPC from being
practically applied to thick living samples. In this paper, we report a novel DOPC
system that is capable of 5.3 ms playback latency. This speed improvement of
almost two orders of magnitude is achieved by using a DMD (digital micromirror
device), field programmable gate array (FPGA) processing, and a single-shot binary
phase retrieval technique. With this system, we are able to focus through 2.3
mm living mouse skin with blood flowing through it (decorrelation time ∼ 30
ms) and demonstrate that the focus can be maintained indefinitely—an important
technological milestone that has never been previously reported.
3.1 Introduction
Focusing light through tissues has long been a challenge for biomedical optics.
The turbid nature of tissues strongly scatters light and hinders the formation of a
sharp focus. Recently, research in the field of wavefront shaping has shown that
by correcting the wavefront incident on scattering media, focus can be constructed
at an arbitrary location behind the sample [1, 2]. Different strategies have been
developed to realize this process, including iterative wavefront optimization [1, 3–
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5], transmission matrix measurement [6–8], and optical phase conjugation (OPC)
[9–11]. Among these, OPC implements the corrected wavefront by recording the
scattered light field globally and then playing back the conjugate light field by
a phase conjugate mirror (PCM) without time-consuming iterations. Since the
process of elastic light scattering is time symmetric, by playing a conjugate version
of the scattered wavefront back through the scattering medium, the conjugate input
wavefront can be recovered.
By employing OPC, a number of novel techniques for focusing light through or
within a scattering medium have recently been developed. These include TRUE
(Time-Reversed Ultrasonically Encoded Light) [12, 13], TROVE (Time Reversal
of Variance-Encoded light) [14], TRACK (Time Reversal by Analysis of Chang-
ing wavefronts from Kinetic targets) [15], and TRAP (Time-Reversed Adapted-
Perturbation) focusing [16]. These methods have the potential to improve or enable
biomedical applications such as deep tissue imaging, photodynamic therapy, and
noninvasive cytometry.
There are two major advantages of OPC compared to other wavefront shaping tech-
niques. First, it is able to arrive at the correct wavefront solution without iteration.
Second, the number of controllable optical modes in the playback wavefront can
be very high; ∼ 5 × 105 modes or more. Optical phase conjugation methods can
be categorized into two primary groups. Non-linear OPC methods [12, 17, 18]
employ non-linear crystals to store the scattered field and propagate the phase con-
jugate field. In contrast, the digital optical phase conjugation (DOPC) method
[13–16] uses an electronic camera in an interferometric setup to capture the optical
wavefront information and subsequently produce a suitable OPC field by using that
information to pattern a spatial light modulator.
The DOPC method has several intrinsic advantages over non-linear OPC methods.
First, whereas non-linear crystals are strongly dependent on wavelength, DOPC
can freely work with a broad range of wavelengths. Second, DOPC provides the
flexibility to render wavefront playback beyond a single OPC field. In fact, TROVE,
TRACK, and TRAP all exploit this unique capability of DOPC to render complex
and nuanced wavefronts. In the case of TRACK and TRAP for example, the
rendered wavefront is actually a differential DOPC wavefront. Third, and perhaps
most importantly, the DOPC method has the intrinsic ability to achieve a fluence
reflectivity greater than unity. Herewe define fluence reflectivity as the ratio between
the total amount of light that one can play back on the conjugate wavefront to the total
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amount of scattered light required to determine the conjugate wavefront in the first
place. While nonlinear OPC methods can in principle provide gain enhancement
by temporally squeezing the playback photon packet [19], a practical and useful
approach to deliver large amounts of energy over an extended period of time has not
been demonstrated.
Currently, the DOPC method does have a significant disadvantage versus nonlinear
OPC methods – response speed. Recently, nonlinear methods with system response
latencies on the order of milliseconds have been reported [20, 21]. In contrast,
DOPC systems reported thus far have response times on the order of hundreds of
milliseconds or more [22]. This slow response is due to the use of slow liquid crystal
spatial light modulators and conventional personal computer (PC) based data trans-
fer. Fast response speed is a key criterion if we are to apply OPC methods usefully
for in vivo applications in thick samples. This is due mainly to the dynamic nature
of biological tissue caused by the constant motion of the scatterers within. This rate
of change is dependent both on sample thickness and the degree of immobilization.
As a reference point, the scattered field of 532 nm light through an unclamped living
mouse skin flap has a speckle decorrelation time of ∼ 30 ms. When the same tissue
is clamped, this decorrelation time increases to ∼ 300 ms. [22].
The primary goal of this paper is to show that the use of a high speed DMD
(digital mirror device) and FPGA data processing allows DOPC to achieve high
response speeds as well. While using the binary modulation of the DMD to ac-
complish wavefront shaping may seem counter-intuitive and the oblique reflection
angle significantly complicates DOPC system alignment, overcoming these chal-
lenges enables us to incorporate the strengths of the DOPC while minimizing the
response time of the system. In this paper, we report a novel DMD based DOPC
system with a demonstrated playback latency of 5.3 ms. We demonstrate our system
is capable of focusing light through 2.3 mm thick unclamped mouse dorsal skin
with a decorrelation time of less than 30 ms. By repeating the DOPC procedure
50 or even more times per second, we are able to maintain the focus through the
living sample indefinitely. This demonstration of sustainable focusing through a
thick living sample with blood flowing through it is the first of its kind and opens
the door for new applications of OPC in the deep tissue regime of live biological
samples.
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Figure 3.1: (a) Simplified schematic of the DMD based DOPC. A 2.5 mm diameter
collimated beam from the laser source (Excelsior 532 nm single mode, 200 mW,
Spectra-Physics) is incident onto the sample through BS2. Scattered light from
the sample is collected by L3 and is combined with the reference beam by BS3.
The combined reference and sample beam is reflected by BS4 and Mirror 2, passes
through BS4, and is captured by Camera 1 (pco.edge 5.5, PCO-TECH). The DMD
(W4100, Wintech) and Mirror 2 are aligned symmetrically with reference to BS4
and theDMD surface is imaged onto the camera sensor chip by CL (AF-SVRMicro-
NIKKOR 105 mm f/2.8G IF-ED, Nikon) with pixel-to-pixel alignment. Camera 1
and the DMD are connected through a host FPGA (ViClaro IV GX Camera Link
Development Kit, Microtronix). The conjugate result is observed on Camera 2
(Prosilica GX 1920, Allied Vision) and the APD (SPCM-AQRH-14, Excelitas). (b)
Optical path schematic of the recording step. (c) Optical path schematic of the
playback step. (L: lens, BS: beamsplitter, BD: beam dump, CL: camera lens, APD:
avalanche photo diode).
3.2 Methods
A simplified schematic of the DMD based DOPC system is shown in Fig. 3.1(a).
A complete optical scheme can be found in the Supplement. The light paths of the
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set-up for recording and playback are shown in Fig. 3.1(b) and (c), respectively. As
shown in Fig. 3.1(b), in the recording step, all the pixels on the DMD are turned
off. This causes the playback beam to diffract away from Camera 1 and onto a beam
dump. The sample beam and reference beams are combined at BS3, reflected by
BS4 andMirror 2, and travel back through BS4 to Camera 1 where their interference
pattern is measured. In the playback step shown in Fig. 3.1(c), the FPGA processes
the camera data to generate a suitable wavefront solution and sends it to the DMD
which displays the corresponding phase map. The playback beam then propagates
through BS4, BS3, and L3 to the sample. Meanwhile, the sample beam is blocked
by a fast shutter to prevent backscattering off the sample. This playback process
results in a focus observed through the sample on Camera 2 and a corresponding
peak recorded by the APD. As the reference beam and playback beam are two
separate beams, the fluence reflectivity is limited only by the damage threshold of
DMD and the laser power. In our system, the fluence reflectivity was set at 2000. As
response speed is a design priority, each major component of this system is chosen
and adapted for this purpose. We will discuss each component in the following
subsections.
Single shot binary phase retrieval
In order to compute the correct phasemap to display on theDMD,Camera 1 captures
the interference pattern between the reference field Ere f (x, y) and the sample field
Esam(x, y). This interference pattern can be described as Ii (x, y) = Ire f (x, y) +
Isam(x, y) + 2
√
Ire f (x, y)Isam(x, y) cos |∆θ |, where Ire f (x, y) and Isam(x, y) are the
intensity of the reference and sample fields, respectively, and ∆θ is their phase
difference. By setting 〈Isam(x, y)〉  Ire f (x, y), Ii (x, y) can be approximated as
Ii (x, y) ≈ Ire f (x, y) + 2
√
Ire f (x, y)Isam(x, y) cos |∆θ | (3.2.1)
Then, Ire f (x, y) can be measured independently by blocking the sample beam and
by comparing it to Ii (x, y), we can determine the range in which the absolute phase
difference |∆θ | lies.
Ii (x, y) < Ire f → pi2 < |∆θ | ≤ pi,
Ii (x, y) > Ire f → 0 ≤ |∆θ | ≤ pi2 .
(3.2.2)
In this way, the intensity of the interference pattern at a point (x, y) can be used to
recover the binary phase of Esam(x, y) in a single-shot. In comparison, two methods
commonly applied in DOPC systems, phase stepping holography [23] and off-axis
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holography [24], are capable of fully recovering the sample field but sacrifice either
speed or spatial resolution. While DOPC playback with binary phase information
is less efficient than with perfect phase information, this small sacrifice in efficiency
yields a large enhancement in response speed.
FPGA based data processing and transfer
An FPGA board (as shown in Fig. 3.2) is implemented in the DOPC system for data
processing and transfer. It has a Camera Link connection directly to the recording
camera and an HDMI (High Definition Multimedia Interface) connection to the
DMD. This allows full frame (1920 × 1080) interference pattern transfer in 5.0 ms
(6.8 Gb/s) and full frame size phase map transfer in 1.56 ms (1.8 Gb/s). Here, the
phase map transfer time is the time from starting the binary phase data transfer to
completing the stable display on the DMD. Although the DMD chip (DLP9500,
TI) has a fast refreshing speed of up to 23K fps, the standard 60 Hz HDMI display
interface of the W4100 board limits the performance. To fully utilize the fast
response speed of the DMD, we designed custom firmware for the FPGA controller
(Virtex 5, Xilinx) on the W4100 board. With a custom HDMI protocol, we encode
24 binary pixels into one 24 bit RGB pixel of standard HDMI allowing us to achieve
fast binary image transfer. In the recording step, the FPGA board reads out the
interference image from the recording camera and retrieves the phase in parallel.
Once the phase map is ready and has been adjusted to compensate for the curvature
of the DMD (see Supplement), it is transferred to the DMD board and displayed.
Compared to a computer, the FPGA allows for greatly accelerated data processing
Figure 3.2: Functional schematic of FPGA based DOPC.
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and transfer speeds. When using a PC as the host processor in DOPC, the multi-
task scheduling and hardware access wrapping in modern operating systems limits
the latency between recording and playback steps to a minimum of around two
hundred milliseconds [22]. In contrast, as an FPGA inherently has a highly parallel
computing capacity, the processing latency for binary phase retrieval is eliminated
by overlapping the phase processing with the camera image transfer. In addition to
the speed of the FPGA system, our setup allows for data collection and processing
to be seamlessly switched to the PC for time-insensitive optical system debugging
and pixel-pixel alignment between the recording camera and the DMD. To achieve
this, a video splitter (CLV-402, Vivid Engineering) is implemented to switch the
output of the recording camera between the PC and the FPGA. An HDMI interface
is also set up between the PC and FPGA to allow the PC to transfer phase maps to
the DMD.
DMD based phase conjugation
When a conjugate phase map is displayed on the DMD, the DMD implements a
binary amplitude modulation scheme [25] to construct a conjugate focus through the
tissue. Here we will analyze the binary phase modulation scheme, which although
essentially identical to binary amplitude modulation, is formulated here to easily
integrate into the framework of phase conjugation [26]. When using the DMD for
Figure 3.3: (a) DMD diffraction demonstration. (b) Binary phase modulation of
DMD. Ep is the field played back by the DMD, Ec is the desired phase conjugate
field, and∆θ is the phase difference between Ec and Ep. When a pixel of the DMD is
turned on, it plays back the phasor Ep which can be decomposed into two orthogonal
components. One is in the direction of the desired phase conjugate field Ec with an
amplitude modulated by cos |∆θ | and contributes to the focus. The other component
orthogonal to Ec is modulated by sin |∆θ | and contributes to the background.
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light modulation, every individual micro-mirror acts as a diffractive element and
together the whole DMD acts as a 2D blazed grating. As shown in Fig. 3.3(a),
when a pixel is turned on, it will tilt 12◦ clockwise in the diagonal direction. This
oblique angle complicates the DOPC system design, as it is a challenge that does not
exist for SLM based DOPC systems. To address this, we choose to illuminate the
DMDwith an appropriately tilted light field such that the diffracted light propagates
perpendicularly with respect to the surface of the DMD. This propagation direction
is subject to the blazed grating equation, which is a function of the center-to-center
distance between the individualmicro-mirrors in the array (d), the angle of incidence
(φ) with respect to the DMD surface normal, the wavelength (λ), and the diffraction
order (n). Setting the diffraction angle to fix the diffraction direction normal to the
DMD surface yields a simplified form of the blazed grating equation:
d sin φ = nλ. (3.2.3)
However, in order to achieve themaximumpossible intensity of the diffraction beam,
the incident angle should be chosen so that the central peak of the sinc2 envelope
determined by the direction of the specular reflection from each individual micro-
mirror matches as closely with the direction normal to the DMD surface as possible.
Combining the simplified blazed grating equation above with the law of reflection
(ψi = ψr ) which determines the location of the sinc2 envelope, we can solve for the
incident angle in order to maximize the intensity of the diffracted beam. Given a
light source with a wavelength of 532 nm and d = 10.8
√
2 µm from the dimensions
of the DMD, we solve to find the optimum incident angle and diffraction order to be
φ = 24.7◦ and n = 12, respectively.
After optimizing the alignment of the DMD in the DOPC system, we fit the binary
amplitude modulation of the DMD into a phase conjugation framework. Since the
diffracted light from the DMD has a uniform phase, we can spatially choose whether
it is played back or not by manipulating each pixel’s state. As shown in Fig. 3.3(b),
without loss of generality, we suppose playback beam Ep has uniform amplitude
A and phase zero. For an electric field Ec = |Ec |eiα which is the optimal phase
conjugate solution to be played back, there is a phase difference ∆θ between Ec
and Ep. Using the binary phase retrieval algorithm described earlier, we determine
whether an individual pixel should be played back. If |∆θ | is less than pi/2, the
corresponding pixel is turned on. Otherwise, it is turned off. When we turn on the
pixel, Ep can be decomposed into orthogonal phase vectors, as shown in Fig. 3.3(b).
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This allows us to derive the phase modulation function of the DMD in DOPC as
f ( |∆θ |) =

0, pi2 < |∆θ | ≤ pi
cos |∆θ |eiα + sin |∆θ |ei β, 0 ≤ |∆θ | ≤ pi2
. (3.2.4)
This means that when 0 ≤ |∆θ | ≤ pi2 and a pixel of the DMD is turned on to represent
a certain Ec, we will play back the electric field |Ep | cos |∆θ |eiα, which has the phase
of Ec and amplitude modulated by cos |∆θ |, along with an orthogonal electric field
|Ep | sin |∆θ |ei β with amplitude modulated by sin |∆θ |. The cosine term will be
played back as a correct component of the phase conjugate field, and construct a
peak. The sine term, which has an orthogonal phase, will make no contribution to
the peak recovery and will form a background in the playback field. Following a
similar derivation in reference [13, 25] (see details in the Supplement), we find the
theoretical peak to background ratio (PBR) for DMD based DOPC to be
PBR =
1/2 + (N − 1)/2pi
M
≈ N
2piM
, (3.2.5)
where M is the number of modes in the focus, and N is the number of controllable
modes on DMD. Implementing the DMD in the DOPC setup allows our system to
save more than 10 milliseconds for conjugate phase display compared to the time
reported in LC-SLM based DOPC systems [13, 15, 22]. When a voltage is applied
to an LC-SLM based on nematic liquid crystal technology, it usually takes over 10
milliseconds to turn to the specified direction. This limits the refresh rate to tens of
Hz. In contrast, a DMD, which is based on MEMS technology, has a response time
around 18 µs with a 23 kHz refresh rate [27], over two orders of magnitudes faster
than typical LC-SLMs.
Workflow of fast DOPC
The workflow of our system is shown in Fig. 3.4. Prior to operation, the reference
beam intensity distribution is recorded. Then theDOPC loop starts. At the beginning
of every loop, all the DMD pixels are turned off and the interference pattern is
captured. Once the intensity of a pixel is transferred from the camera and stored
by the FPGA, its binary phase is processed and recovered. After all the pixels are
processed, the binary phase map is transferred to the DMD and displayed for a
designated time. During the process, the fast shutter, exposure of the observation
camera and the recording of the APD signal are synchronized by the FPGA GPIOs.
Each loop is synchronized by the exposure and transfer signals of the recording
camera. As shown in Fig. 3.4, the playback latency is the sum of the time required
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Figure 3.4: Workflow of FPGA based DOPC.
by the recording exposure, data transfer from the recording camera to the FPGA
(recording transfer), and binary phase transfer from the FPGA to the DMD (phase
transfer). For a full frame size of 1920 × 1080 (up to 2.1 × 106 controllable modes)
and 0.5 ms exposure, the time from the start of the exposure to playback is 7.06
ms. Rolling shutter is used for the recording exposure, so neighbor rows start to
expose successively with a 9.17 µs delay. The time latency is calculated from the
average exposure start time to the time playback starts. The latency is quantified by
the following experiments.
3.3 Results
Playback Latency Quantification
To evaluate the actual playback latency of our system, DOPC experiments were
conducted on tissue samples with a controllable decorrelation time using a moving
tissue strategy [20]. A piece of 3 mm thick chicken breast (µs = 30/mm, g = 0.965)
was sandwiched between two 1 mm thick glass slides. In the middle layer, a 3 mm
thick U shape spacer was placed surrounding the chicken breast to guarantee its
thickness and mobility (as shown in Fig. 3.5(a). During the experiment, samples
were changed before they dried out to ensure their scattering properties. The whole
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Figure 3.5: (a) Moving sample setup. (b),(c) Moving sample speckle decorrelation
curves at lateral velocity 0.2 mm/s and 0.25 mm/s. Error bars indicate standard
deviation over 10 datasets. (d) Conjugate focus images and cross section peak plots
when the sample was static, moving at 0.2 mm/s and 0.25 mm/s.
sample was held by a translation stagewith amotorized actuator (LTA-HS, Newport)
to generate different decorrelation times by varying the lateral velocity.
The decorrelation time of the tissue itself was several seconds [13], which was
negligible in several milliseconds. To avoid the effects of slow decorrelation when
the stage was accelerating, experiments were done when the stage had reached
full speed. Tissue decorrelation curves when lateral velocity was set to 0.2 mm/s
and 0.25 mm/s are shown in Fig. 3.5(b) and (c), respectively. Here we define
the decorrelation time τ as the time t when the speckle correlation coefficient rc
decreases to 1/e. Fitting with a Gaussian function rc = e−t
2/τ2 [28], we can find
the decorrelation time τ is 6.2 ms and 5.0 ms for each case. The conjugate focus
results for the two cases are shown in Fig. 3.5(d). Given that the motion induced
degradation ratio of PBR is identical to the drop in the speckle correlation coefficient
[22], it is straightforward to conclude that the system playback latency is identical
to the decorrelation time of the sample when the PBR achieved on a moving sample
is 1/e of the static PBR. From the results, the PBR is 88 for 0.2 mm/s and 56 for
0.25 mm/s. Comparing these to the value of the static PBR divided by e (∼ 65),
we can tell the time latency is slightly more than 5.0 ms, which can be accurately
calculated as 5.3 ms.
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OPC Efficiency Quantification
As shown in Eq. 3.2.5, PBR is related to both number of input modes (N , number
of speckle grains on DMD) and number of output modes (M , number of speckle
grains in the focus). Therefore, it is not a fair comparison to quantify DOPC
performance merely by the PBR for different numbers of output modes. However,
OPC efficiency, which is ratio of PBR achieved on a system to theoretical PBR,
sets a suitable standard for different systems. To evaluate the OPC efficiency of
our system, we used our DOPC system to focus light through an opal diffuser
(10DIFF-VIS, Newport). Based on the derivation of DMD based conjugation and
the measured interference pattern on the recording camera, we determined the
speckle size to be 4 pixels wide on the DMD. Since the DMD has 1920 × 1080
pixels, the number of optical modes we can access with the DMD equals 1.3 × 105.
To determine the number of modes in the focus, we examined the conjugate focus
through the sample. When the conjugate beam was played back, we observed a
focus on the observation camera with a PBR of 630 and full width half maximum
(FWHM) of 45 µm as shown in Fig. 3.6. When we displayed a random pattern on
the DMD, the speckle FWHM was 13 µm, computed from the autocorrelation of
the speckle pattern. From these two measurements, we can find that the number
of modes in the focus is ∼ 12. From the PBR equation, we calculated the optimal
PBR as 1.3 × 105/(12 · 2pi) ≈ 1700, which means our system performance has an
efficiency of 37%.
Figure 3.6: PBR quantification. Scale bar is 100 µm.
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In vivo Experiments
In vivo experiments were demonstrated by focusing through the dorsal skin of a
living mouse. For the in vivo sample, a regular white lab mouse was shaved on
the dorsal skin flap. Then its dorsal skin was mounted to a clip device. Isoflurane
was implemented as the inhalational anesthesia both in preparation and during the
experiment. All of these procedures and the dosage of chemicals followed protocols
of the Institutional Animal Care and Use Committee at the California Institute of
Technology.
Figure 3.7: (a) Clipped mouse dorsal skin setup and speckle decorrelation curve
of in vivo tissue. Error bars indicate standard deviation over 10 datasets. (b)
Continuous conjugate foci through clipped sample. (c) APD plot for sustainable
foci and decorrelation focus. Scale bar is 100 µm. In the experiment, to accurate
distinguish the focus intensity from background in APD signal a background (Ib)
was measured first when the focus totally vanished, which is 5 × 105 in the APD
plot.
As shown in Fig. 3.7(a), a clip fixed the upper edge of the skin on a transparent
plastic plate, which was placed at the sample position. In this way, the bottom of
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the dorsal skin was in a natural free status. The sample beam was incident onto the
bottom part of the skin, which had a thickness of around 2.3 mm. Before DOPCwas
applied, a series of scattering speckle patterns from the tissue were captured by the
recording camera to analyze the tissue decorrelation time and form the decorrelation
curve plotted in Fig. 3.7(a). From this curve we can tell its decorrelation time is 28
ms, where the decorrelation time is defined as the time when the speckle correlation
coefficient decreases to 1/e. After that, DOPC was conducted with an exposure
time of 0.5 ms on the recording camera, at a refresh rate of 50 Hz and a playback
holding time of 10 ms. A series of images from the observation camera triggered by
the playback signal with an exposure time of 3 ms are included in Fig. Fig. 3.7(b)
and Media 1 (5 seconds video) along with a corresponding APD plot in Fig. 3.7(c).
From the focus images and APD plot, we can tell a clear focus was constructed and
maintained through unrestricted tissue on a living animal. From the average of 10
images we calculate the PBR is 180. For our system, a refresh rate up to 100 Hz
with flexible holding time is achievable. It should also be noted that while in the
middle of the movie we can observe a short failing of conjugation due to severe
body movement from respiration, not due to the decorrelation of the tissue itself.
3.4 Discussion and Conclusion
In this work, we demonstrated the first DMD based DOPC system. This system is
capable of playbackwith latency on the order of milliseconds – a speed improvement
of approximately two orders of magnitude over prior DOPC systems. Using the fast
DOPC system, we demonstrated the ability to create an indefinitely sustainable
focus through unrestricted tissue on a living animal – a capability that has never
been previously reported for any OPC experiments. While non-linear approaches
can, in principle, provide this capability as well, this DOPC approach is direct and
can provide a greater than unity fluence reflectivity. Our system can achieve greater
than 2000 fluence reflectivity which is crucial for thick in vivo tissue application. In
our case, the playback beam is set to ∼ 10 mW and the total fluence of the scattered
light from the sample is ∼ 5 µW. We further quantified our playback latency as 5.3
ms. While the background due to unmodulated light will need to be addressed in the
binary phase retrieval method, it will be straightforward to extend this technology to
existing OPC based technology such as TRUE, TROVE, TRACK, etc. and apply it in
living tissue for biological applications. Compared to phase only OPC, DMD based
DOPC encounters a PBR reduction of 80% (from pi/4 to 1/2pi). However, for the
DMD based DOPC system the PBR can be further improved by tuning Ire f / 〈Isam〉
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in the single-shot binary phase retrieval. For example, suppose Ire f and Isam have
intensities on the same order of magnitude, then the binary phase retrieval equation
will be
DMD(x, y) =

1, Ii (x, y) < Ire f (x, y) → |α − pi | < φ
φ = arccos
(
1
2
√
Ire f /Isam
)
< pi2
0, else
. (3.4.1)
As Isam follows a Rayleigh distribution [29], by comparing the intensity difference
we can statistically select a smaller phase range 2φ than pi. The theoretical PBR
in this condition (detailed derivation in the Supplement) is a unimodal function of
Ire f / 〈Isam〉, which achieves up to 12.6% higher PBR at Ire f / 〈Isam〉 = 1.61 than
when Ire f  〈Isam〉. In our experiments, we selected this condition as closely
as possible. However, due to the dynamic and heterogeneous nature of biological
tissue, it is likely that the PBR could have been further improved by fine tuning this
ratio to more accurately select this optimal condition.
Recently, focusing through thin ex vivo tissue samples (200 µm chicken breast) was
demonstrated at sub-microsecond timescales by using the self-organization of an
optical field inside a multimode laser cavity [30]. Despite its speed, the approach
demonstrated only around 1000 controllable modes and the number of controllable
modes will significantly diminish for thicker samples. This hinders its applications
to thick in vivo tissue. In addition, the technique relies on optical feedback from the
target position, preventing it from being extended to non-invasive techniques with a
guide star to focus inside biological tissue.
The flexibility of the DOPC system also provides the additional ability to trade
off controllable modes for reduced playback latency. Since the time for recording
and phase transfer is proportional to frame size, shrinking the frame size can further
decrease the playback latency. For example, if the frame size is reduced to 1920×70,
the playback latency is below 1ms. Although the PBRwill also decrease for smaller
frame sizes, up to 1.3 × 105 controllable pixels are still available at a frame size of
1920 × 70. In practice, we could balance the number of controllable modes (PBR)
and time latency based on the decorrelation properties of different samples.
The architecture of our DOPC system also has the potential to be applied in mi-
crosecond scale wavefront shaping. Currently, the playback latency is determined
by the sum of the time required by the recording exposure, data transfer from the
camera to the FPGA, and binary phase transfer from the FPGA to the DMD. As the
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development of fast and sensitive scientific cameras continues, the exposure time
and recording transfer time can be reduced by orders of magnitudes. Here we have
used an exposure time of 0.5 ms, the minimum exposure time available for the cam-
era, which may be reduced to tens of microseconds or even several microseconds in
the future. Meanwhile the sample beam intensity has to match the shorter exposure.
This will be hindered by tissue absorption which can be addressed by switching
from the 532 nm laser source to near infrared wavelengths, which have orders of
magnitude lower tissue absorption. The minimal wavelength dependency of the
DOPC system compared to non-linear OPC systems allows this conversion to a
different wavelength regime to be direct. We anticipate that with near infrared light,
in vivo DOPC applications on tissue centimeters thick can be realized. Finally, a
phase transfer time around 50 µs can be realized by using a better FPGA (e.g. Altera
Stratix V) and a custom designed data transfer interface to match the maximum
refresh rate of the DMD (23 kHz). With the development of faster DMD devices,
this time may be further reduced to several microseconds. As the decorrelation rate
of tissue drastically increases with thickness, such improvements would ultimately
enable wavefront shaping to be applied for optogenetics in the whole brain, in vivo
deep tissue imaging, and photodynamic therapy for internal organs.
63
Appendix
Optical Diagram
Figure 3.8: Setup diagram. BD: beam dump, BE: beam expander, BS1: 90/10
cube beamsplitter, BS2: 90/10 cube beamsplitter BS3: 50/50 cube beamsplitter,
CL: camera lens (Nikon AF-S VR Micro-NIKKOR 105 mm f/2.8G IF-ED), DMD:
digital micromirror device (W4100, Wintech), FPC: fiber port connector, HWP:
half wave plate, L1: 50 mm planoconvex lens, L2: 100 mm planoconvex lens, L3:
100 mm planoconvex lens, L4: 150 mm planoconvex lens, L5: 15 mm planoconvex
lens, M: mirror, ND: neutral density filter, PLB1: 50/50 plate beamsplitter, PLB2:
90/10 plate beamsplitter PLB3: 50/50 plate beamsplitter FS: fast shutter, PBS:
polarized beam splitter, P: polarizer, S: sample, SLF: spatial light filter-single mode
polarization maintaining fiber.
DMD Curvature Compensation
The performance of an OPC system is highly dependent on the fidelity between the
playback and recording wavefronts. Therefore, curvature of the DMD surface must
be taken into account and digitally corrected by finding a compensation phase map
for the DMD and adding it to the playback phase map. The compensation phase map
is acquired in three steps. First, the playback beam is turned off and the intensity
of the reference beam is captured. Second, all the DMD pixels are set to the “on”
position, the playback beam is turned on, and the interference pattern between the
reference beam and playback beam is captured. Third, the single-shot binary phase
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retrieval technique is used to compute the binary wavefront difference between the
two beams and find the wavefront distortion due to the curvature of the DMD. In
this case, the playback beam is modulated by the curved surface of the DMD and
acts as the sample beam in the binary phase retrieval computation. The result of
this calculation is a binary phase map which is then applied to each subsequently
calculated wavefront in the DOPC procedure before playback.
PBR Derivation
The theoretical performance of optical phase conjugation is well described in frame-
work of Vellekoop [26]. Scattering by tissue essentially maps the input electric field
to the output electric field and can be described by a transmission matrix. Assuming
the incident electric field on a scattering sample A is Ea and the electric field coming
out from the other surface B is Eb, the transformation between Ea and Eb can be
described as
Eb = TABEa, (3.4.2)
where TAB is the total transmission matrix describing the propagation of Ea from
plane A to B. In perfect phase conjugation, TAB is unitary, which reflects the time
symmetry (TAB)† = (TAB)−1 = (TBA)∗. If we play back conjugate field E∗a on plane
B, the outcome E′a on plane A will be,
E′a = TBAE∗b = TBA (TABEa)
∗ = TBAT−1BAE
∗
a = E
∗
a, (3.4.3)
where “†” stands for conjugate transpose. While in practice TAB is only part of
the total transmission matrix, we can still derive an approximate phase conjugation
solution so that E∗a is played back on surface A with a background. For a single
mode input Ea with unit intensity (without loss of generality), the phase conjugate
field in the original position a with background m at plane A will be
E′a =
N∑
b=1
tbaE∗b =
N∑
b=1
tba (tabEa)∗ = E∗a
N∑
b=1
|tab |2 (3.4.4)
E′m,m,a =
N∑
b=1
tbmE∗b =
N∑
b=1
tbm (tabEa)∗ = E∗a
N∑
b=1
tbmt∗ab. (3.4.5)
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In the case of phase-only modulation with amplitude A, the phase conjugate field is
E′a = A
N∑
b=1
tbae
i·arg
(
E∗
b
)
= A
N∑
b=1
tabe
i·arg
(
t∗
ab
E∗a
)
= AE∗a
N∑
b=1
|tab | (3.4.6)
E′m,m,a = A
N∑
b=1
tbme
i·arg
(
E∗
b
)
= AE∗a
N∑
b=1
tbme
i·arg
(
t∗
ab
)
. (3.4.7)
If a DMD is used as the spatial light modulator in DOPC, the expression for the
phase conjugate field at the original position needs to be modified to account for the
binary modulation of the DMD. This can be written as
E′a =
N∑
b=1
tbaA f (|∆θ |) , (3.4.8)
where |∆θ | = α − θp, α = arg (E∗b) , θp is the phase of playback light from the
DMD, and f ( |∆θ |) is the phase modulation function of the DMD given by
f ( |∆θ |) =

0, |∆θ | > φ
cos |∆θ |eiα + sin |∆θ |ei β, |∆θ | ≤ φ , (3.4.9)
where β is the argument of the decomposed phasor orthogonal to eiα. Pixels with an
absolute phase difference less than or equal to the upper bound φ are turned on for
playback. With phase stepping or off-axis holography, we can easily select any φ.
When 0 ≤ |∆θ | < φ, we can decompose E′a into two terms. The first term is a phase
only conjugation term modulated by cos |∆θ |. As the phase distribution of speckles
is uniform within the selected range, the second term, which has an orthogonal
phase, will make no contribution to recovery of the peak. From the above, we can
intuitively come to the result that DMD based DOPC is phase only DOPC with an
amplitude modulated by the cosine term, as shown in Eq. 3.4.10 below.
E′a =
N∑
b=1
tbaA f ( |∆θ |)
=
N∑
b=1
tbaAe
i·arg
(
E∗
b
)
cos |∆θ | ( |∆θ | ≤ φ)
=
N∑
b=1
tbaAe
i·arg
(
t∗
ab
E∗a
)
cos |∆θ | (|∆θ | ≤ φ)
= AE∗a
N∑
b=1
|tab | cos |∆θ | ( |∆θ | ≤ φ) . (3.4.10)
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Since the transmission matrix elements can be assumed to follow complex circular
Gaussian distribution [26], the amplitudes of the individual matrix elements |tab |
follow a Rayleigh distribution |tab | : Rayleigh(σ) and their intensities |tab |2 follow
an exponential distribution |tab |2 ∼ e−1/(2σ2) with 2σ2 as the ensemble average
intensity of each element. The absolute phase difference |∆θ | follows a uniform
distribution from 0 to pi. Then, based on the derivation of phase-only phase con-
jugation described by Wang [13], the peak intensity and its ensemble average are
calculated as
I′a =
A
N∑
b=1
|tab | cos |∆θ | ( |∆θ | ≤ φ) 
2
= A2
N∑
b=1
|tab |2 (cos |∆θ | ( |∆θ | ≤ φ))2
+ A2

N∑
b=1
N∑
b′,b
|tab | |tab′ | (cos |∆θ | ( |∆θ | ≤ φ))2
2
. (3.4.11)
〈
I′a
〉
= A2N
〈
|tab |2
〉 〈(
cos |∆θ | ( |∆θ | ≤ φ))2〉
+ A2N (N − 1)
〈
|tab |2
〉 〈
cos ( |∆θ |) ( |∆θ | ≤ φ)〉2
= 2NA2σ2
(
sin 2φ/2 + φ
2pi
)
+
pi
2
N (N − 1) A2σ2
( sin φ
pi
)2
(3.4.12)
Similarly, the background can be calculated as
E′m,m,a =
N∑
b=1
tbmAeiθp
( |∆θ | ≤ φ) (3.4.13)
I′m,m,a = A2

N∑
b=1
tbm
( |∆θ | ≤ φ) 
2
(3.4.14)
〈
I′m,m,a
〉
= A2
〈
N∑
b=1
tbm
( |∆θ | ≤ φ) 
〉
= 2NA2σ2
φ
pi
. (3.4.15)
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Figure 3.9: Normalized theoretical PBR with respect to φ (the upper bound of the
absolute phase difference).
Putting these two expressions together, we can find the PBR to be
PBRDMD =
〈
I′a
〉〈
I′m,m,a
〉
=
2NA2σ2
( sin 2φ/2+φ
2pi
)
+ pi2N (N − 1) A2σ2
( sin φ
pi
)2
2NA2σ2 φpi
=
1
2
+
sin 2φ + (N − 1) sin2 φ
4φ
≈ N sin
2 φ
4φ
. (3.4.16)
For φ = pi/2, the PBR is
PBRDMD,φ = pi/2 =
1
2
+
(N − 1)
2pi
≈ N
2pi
, (3.4.17)
which is consistent with derivation in iterative binary iterative wavefront optimiza-
tion [25]. As shown in Fig. 3.9, the PBR is a unimodal function of φ, reaching its
maximum at φ = 0.371pi, with a 13.8% higher value than at φ = pi/2. When there
are M nonzero optical modes in focus, the PBR is scaled by M so that the new PBR
is
PBRDMD ≈ N sin
2 φ
4Mφ
. (3.4.18)
68
Single-shot Binary Phase Retrieval
Using a reference beamwith an electric field Ere f (x, y) (whose intensity is Ire f (x, y)
and phase is zero without loss generality), the complex information (phase and
amplitude) of the sample field Esam(x, y) (whose intensity is Isam(x, y) and phase
is α) is coupled into the intensity of their interference pattern Ii as
Ii (x, y) = Ire f (x, y) + Isam(x, y) + 2
√
Ire f (x, y)Isam(x, y) cos α. (3.4.19)
For phase retrieval in DMD based DOPC, only the condition pi2 < α <
3pi
2 or
− pi2 ≤ α ≤ pi2 is needed. This allows a single-shot binary phase retrieval technique
to be used to determine which DMD pixels should be turned on.
DMD(x, y) =

1, Ii (x, y) < Ire f (x, y) → B(α) = pi
0, else→ B(α) = 0 . (3.4.20)
It can be shown that Ii (x, y) < Ire f (x, y) → pi2 < α < 3pi2 . For this phase range of
interest, the absolute phase difference is defined as |∆θ | = |α − pi |. To derive the
PBR, new notations are defined r = Isam/4Ire f and g = Ire f / 〈Isam〉. For a pixel
with specific phase α, its status is controlled by the intensity ratio of the reference
and sample signal as derived from Eqs. 3.4.19 and 3.4.20,
DMD(x, y) =

1, cos |∆θ | > √r
0, else
. (3.4.21)
As the absolute phase distribution of pi2 < α <
3pi
2 is uniform within
(
0, pi2
)
, given an
intensity Isam, the upper phase difference bound of “on” pixels is
φ =

arccos
(√
r
)
r ≤ 1
0, else
. (3.4.22)
Since the sample intensity follows a Rayleigh distribution Isam : Rayleigh(σ), the
ratio r also follows a Rayleigh distribution with a scale parameter given by
σr = σIsam/4Ire f =
σIsam
4g 〈Isam〉 =
σ
2
√
2pigσ
=
1
2
√
2pig
. (3.4.23)
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The peak intensity can then be derived from Eq. 3.4.12:
〈
Ipeak
〉
≈ pi
2
N (N − 1) A2σ2
〈( sin φ
pi
)2〉
=
pi
2
N (N − 1) A2σ2
(∫ 1
0
1 − r
pi2
f (r)dr +
∫ ∞
1
0
pi2
f (r)dr
)
=
1
2pi
N (N − 1) A2σ2
∫ 1
0
(1 − r) r
σ2r
e−r
2/(2σ2r )dr
=
1
2pi
N (N − 1) A2σ2
[
1 −
√
pi
2
σ2r
(
1 − e−1/σ2r
)]
=
1
2pi
N (N − 1) A2σ2
1 −
√
1 − e−8pig2
16g2
 . (3.4.24)
In the same way, the background can be derived from Eq. 3.4.15:
〈
Ibackground
〉
=
2NA2σ2
pi
〈φ〉
=
2NA2σ2
pi
(∫ 1
0
arccos
(√
r
)
f (r)dr +
∫ ∞
1
0 f (r)dr
)
=
2NA2σ2
pi
∫ 1
0
arccos
(√
r
) r
σ2r
e−r
2/(2σ2r )dr
= 16Ng2NA2σ2
∫ 1
0
arccos
(√
r
)
re−4pig
2r2dr . (3.4.25)
Figure 3.10: Single shot binary phase retrieval: (a) The normalized theoretical
PBR (relative to PBRDMD,φ = pi/2) with respect to the intensity ratio g of the reference
and sample beam. (b) The playback ratio function for different intensity ratios g.
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So, calculating the PBR from these two quantities gives
PBRDMD,g = Ire f / 〈Isam〉 =
〈
Ipeak
〉〈
Ibackground
〉
=
1
2piN (N − 1) A2σ2
1 −
√
1−e−8pig2
16g2

16Ng2NA2σ2
∫ 1
0 arccos
(√
r
)
re−4pig2r2dr
=
(N − 1)
1 −
√
1−e−8pig2
16g2

32pig2
∫ 1
0 arccos
(√
r
)
re−4pig2r2dr
≈
N
1 −
√
1−e−8pig2
16g2

32pig2
∫ 1
0 arccos
(√
r
)
re−4pig2r2dr
, (3.4.26)
which is a unimodal function of the intensity ratio g. For 〈Isam〉  Ire f , g → ∞
and the PBR is PBRDMD,φ = pi/2. As shown in Fig. 3.10(a), the function reaches its
maximum at g = 1.61, having a value 12.6% higher than PBRDMD,φ = pi/2. This is
consistent with Eq. 3.4.16, where themaximumvalue position is at φ = 0.371pi equal
to arccos
(
1/(2√g)
)
. The inherent statistical phase selection capacity of single-shot
phase modulation allows us to achieve a PBR enhancement nearly equivalent to that
offered by selecting the optimal bound φ from the exact phase map. According to
Eq. 3.4.21, given a pixel with absolute phase difference |∆θ | < pi/2 and intensity
Isam, it will be turned on for playback when
φ = arccos
(√
r
)
= arccos
(√
Isam/4Ire f
)
> |∆θ | . (3.4.27)
For all pixels with an absolute phase difference |∆θ |, as r = Isam/4Ire f follows a
Rayleigh distribution, the fraction of pixels on will be
pon (|∆θ |) =
∫ pi/2
|∆θ |
f (φ)dφ
=
∫ cos2 |∆θ |
0
r
σ2r
e−r
2/(2σ2r )dr
= 1 − e−4pig2 cos4 |∆θ |. (3.4.28)
The playback ratio function is plotted for different intensity ratios in Fig. 3.10(b).
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C h a p t e r 4
GLARE SUPPRESSION BY COHERENCE GATED NEGATION
This chapter is adapted from the manuscript Zhou, E.H., Shibukawa, A., Brake,
J.& Yang, C. "Glare suppression by coherence gated negation". Optica 3, 1107
(2016). The contributions of authors are as follows: EHZ, JB and CY conceived the
initial idea. EHZ developed the idea and experimental scheme. The experiments
were designed and performed by EHZ and AS. The data analyses were performed
by EHZ, AS, HR, JB and CY.
Imaging of a weak target hidden behind a scattering medium can be significantly
confounded by glare. We report a method, termed coherence gated negation (CGN),
that uses destructive optical interference to suppress glare and allow improved
imaging of a weak target. As a demonstration, we show that by permuting through
a set range of amplitude and phase values for a reference beam interfering with
the optical field from the glare and target reflection, we can suppress glare by an
order of magnitude, even when the optical wavefront is highly disordered. This
strategy significantly departs from conventional coherence gating methods in that
CGN actively ’gates out’ the unwanted optical contributions while conventional
methods ’gate in’ the target optical signal. We further show that the CGN method
can outperform conventional coherence gating image quality in certain scenarios by
more effectively rejecting unwanted optical contributions.
4.1 Introduction
The ability to optically illuminate and image a target hidden behind a scattering
medium is important inmany applications, including transportation, remote sensing,
biomedicine and astronomy. A classic example is the scenario of driving through
fog at night with the automobile headlights on. The degradation of image quality
in such scenarios can be generally ascribed to two effects: the optical wavefront
distortion caused by the scattering medium and the glare from light backscattered
from the scattering medium. The wavefront distortion limits our ability to perform
diffraction-limited imaging and optical focusing. However, even in cases where the
wavefront distortion does not prohibit imaging of the target, the sheer intensity of
the glare can mask the weak optical reflection from a target and thereby prevent us
from observing the target altogether.
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Recent developments in wavefront shaping and adaptive optics have shown great
promise in addressing the wavefront distortion challenge [1–6]. These methods have
improved the imaging resolution beyond what was thought possible even a decade
ago. However, in almost all of the demonstrations performed so far, the problem of
glare is averted either by choosing a target that emits light at a different wavelength
(fluorescence [4, 7, 8] or second harmonic generation [9, 10]) or by designing
the experiments to operate in a transmission geometry [11, 12]. Glare remains a
challenge largely unaddressed in the context of these developments. Unfortunately,
glare is unavoidable in a variety of practical scenarios—driving in a foggy night is
a good example. In that scenario, the objects you would like to observe are unlikely
to be fluorescent, and you simply cannot rely on having an independent light source
behind the objects to provide you with a transmission imaging geometry.
Glare suppression in principle is possible using time-of-flight methods with the help
of fast imaging systems, such as those based on intensified charge-coupled device
(ICCD) technology [13–15] or single photon avalanche diode (SPAD) arrays [16–
18]. These devices are able to bin the light arriving at the detector with fine temporal
resolution and therefore glare can be suppressed by discarding glare photons selected
by their arrival time. Unfortunately, these instruments are very costly. But perhaps
more importantly, the range to which they can suppress glare is determined by their
response speed. The best commercial instruments available have a response time of
0.5 ns, which translates to a minimum length of 10 cm for which they can suppress
glare by time gating. Recently, SPAD arrays with a temporal resolution of 67 ps
have been demonstrated, which translates to a minimum glare suppression range
of 1 cm. However, they are currently only available in small array sizes (32 x 32
pixels) [17, 19].
There have also been some interesting developments on the use of modulated illu-
mination and post-detection processing in the phase or frequency domain to achieve
time-of-flight based gating [20, 21]. One significant limitation to these methods is
that they need to contend with glare associated noise, as the glare is not suppressed
prior to detection. Moreover, such techniques are limited by the frequency band-
width of the sensors, which leads to a minimum length involved on the order of
meters. This length limitation for all known glare countering methods precludes
useful applications of such time-of-flight methods in biomedicine where the length
scale of interest ranges from microns to millimeters.
The streak camera is yet another fast response optical detection system. Its response
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speed is on the order of one picosecond. Unfortunately, the streak camera is
intrinsically a one-dimensional imaging system. Recently, it has been demonstrated
that the use of compressed sensing can allow the streak camera to perform fast
two-dimensional imaging with a spatial resolution of 11 mm [22–24]. However,
the object sparsity constraint is too restrictive for the majority of glare suppression
applications.
Here we report a method, termed coherence gated negation (CGN), that is capable
of coherently suppressing glare through the use of destructive interference to allow
improved imaging of a weak target. This method can operate over a length scale span
that is limited only by the coherence length of available optical sources, which can
range from microns (for superluminescent diodes) to kilometers (for fiber lasers).
CGN shares its roots with acoustic noise cancellation [25]. The basic idea is to use
a reference optical field of the same magnitude and opposite phase to destructively
interfere with the glare component of a returning optical field to null out the glare
and its associated noise, thereby allowing the electronic detector to measure only
the optical signal from the hidden target. In the case of acoustic noise cancellation,
the amplitude and phase of the unwanted signal can be separately measured and
used as input in the cancellation process. In CGN, we do not have this luxury as
we do not have prior knowledge of the glare optical field characteristics. Here, we
instead employ a light source of suitable coherence length such that a) the glare
optical field is coherent with the reference optical field, and b) the target reflection is
incoherent. By permuting through a specific set of amplitude and phase values for
the reference field, we ensure that the condition for effective destructive interference
is met within a certain error bound for one of the permutations. By screening for the
minimum detected optical signal through the whole set, we can then determine the
signal reflected from the target. When performed in an imaging context, this allows
us to use a single permutation set operating over all the camera pixels at once to
generate a glare suppressed image even if the optical field is highly disordered and
speckled.
Using this approach, we experimentally demonstrate the ability to suppress the
glare intensity by a factor of 10 times with the use of a permutation set of size 256.
Our experimental design choice also allowed us to demonstrate glare suppression
on the length scale of 2 mm—a regime that conventional time-of-flight methods
are presently unable to reach. Finally, we discuss the advantages and tradeoffs
of CGN versus traditional coherence gating methods and report our experiments
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demonstrating CGN’s ability to image targets at different depths without system
alterations, and several scenarios where CGN can provide better target image quality
than conventional coherence gating methods.
4.2 Principle
Figure 4.1: Principle of the CGN technique: The CGN system uses a laser as the
illumination source for the active imaging system. With the presence of a scattering
medium, a significant portion of the light is backscattered to the camera that images
the target. A plane-wave reference beam, with path length and polarization matched
to the backscattered light (glare), is used to cancel the glare by destructive interfer-
ence. In this case, we step both the amplitude and phase of the reference beam to
cover a significant dynamic range of the glare and combine each of them with the
glare respectively, resulting in a set of speckle images from the camera. By taking
the minimum intensity of each pixel vector along the time axis of the speckle image
set, we can reconstruct the image of the target with significant glare suppression.
A concise setup to explain the principle of CGN is shown diagrammatically in
Fig. 4.1. A laser beam illuminates a two-dimensional target located behind a
scattering sample. The returning light, which consists of light that is back-scattered
by the scattering medium as well as light reflected from the target, is captured by the
imaging system, resulting in an image of the target obscured by glare. On the camera
sensor chip, the captured optical field is the superposition of the glare Eglare(p, q)
and the target reflection Etarget (p, q), where p and q are the pixel numbers in the
x and y directions, respectively. To realize CGN, a collimated reference beam
Er,i (p, q) is added on the camera by a beam splitter to interfere with Eglare(p, q) and
Etarget (p, q). We perform path length matching of the glare contribution and the
reference beam. By choosing the coherence length of the laser source appropriately,
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we can make sure the glare contributions from the extended scattering medium are
in coherence with the reference beam. As long as the optical path length of the target
reflection is substantially different from themajority of the optical path lengths of the
glare components, the target reflection will not be in coherence with the reference
beam. We then permute the reference beam through a series of phase and amplitude
values. The observed image intensity for the ith image can be expressed as
Ii (p, q) = Itarget (p, q) + |Eglare(p, q) + Er,i (p, q) |2, (4.2.1)
where Itarget (p, q) = |Etarget |2 is the target intensity.
We further assume that the imaging is performed in such a way that the image
speckle size is greater than the camera pixel size. This ensures that there are no
phase variations across the surface of any given pixel. In this case, the minimum
value that Ii (p, q) can take is Itarget (p, q), which occurs when Er,i (p, q) is of the
same magnitude and opposite phase of Eglare(p, q) (destructive interference), that
is |Eglare(p, q) + Er,i (p, q) |2= 0. As such, by permuting through different phase
and amplitude values for Er,i (p, q), we can determine Itarget (p, q) for each image
pixel simply by taking the smallest measured Ii (p, q) through a set of reference field
permuted images. As the glare cancellation is performed in the optical regime, CGN
can allow detection of the target without any noise consideration from the glare at
all.
In practice, we do not expect complete destructive interference to occur as the
glare optical field’s phase and amplitude are continuously distributed, while the
modulation of the reference phase and amplitude can only be performed in a discrete
fashion. The greater the permutation set, the more effectively we can suppress the
glare at the price of longer data collection time.
4.3 Methods
Sample Preparation
Polystyrene microspheres with a mean diameter of 3 µm (Polybead Microsphere,
Polysciences, Inc.) were mixed with a 1.5% carrageenan gel in aqueous phase.
The mixture was cast in a mold of size 15 mm × 25 mm, with a thickness of 1
mm or 0.5 mm. The medium had a scattering coefficient of µs = σs × N = 1.3
mm−1 and a reduced scattering coefficient of µs′ = 0.2925mm−1 as calculated via
Mie scattering theory, where the density of the microspheres N was 6.8 × 107 ml−1
and the scattering cross section σs was 18.7 µm2. The ballistic transmission of
the sample was measured to be 23%, which agrees with the theoretically predicted
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value. The target was made by attaching a positive mask showing letters “Hi” to an
optical mirror. The height of the letter ‘H’ was 1 mm.
Setup
The experiment was carried out on a custom-built setup as depicted in Fig.4.2(a).
A continuous-wave laser (MGL-FN-532, Opto Engine) with a wavelength of 532
nm and a coherence length of 1mm (see Supplement for detailed measurement)
was used as the light source to illuminate the target. A laser with a long coherence
length (Excelsior 532, Spectra Physics, 532 nm wavelength, >9 m coherence length)
was used only for characterizing the glare (Fig. 4.3). Light from the laser was
split into a reference beam and a sample beam by a beam splitter (CBS). The
sample beam illuminated the target at 2 mm behind the scattering sample (SS)
(shown in Fig. 4.2(a)). Light reflected from the target and the glare propagating
through a beam splitter (BS1) was captured by an objective lens (OBJ, M Plan
Apo 2×, NA=0.055, Mitutoyo), linearly polarized, and imaged by a tube lens (L1)
on to the camera (Resolution: 1936 (H) × 1456 (V), Pixel size: 4.54 µm x 4.54
µm, Prosilica GX 1920, Allied Vision). The optical field’s effective angular range
was 6.3 degrees. This translates to an optical speckle spot size of 19.2 µm on
average at the sensor (pixel size 4.4 µm). The reference beam was modulated by an
amplitude modulator (EO-AM-NR-C4, Thorlabs) and a phase modulator (EO-PM-
NR-04, Thorlabs) through permutations of 8 amplitude steps and 32 phase steps
successively. The polarization direction of the reference beam was aligned with the
sample beam. The reference beam was spatially filtered, collimated into a plane
wave, and coupled to the camera in normal direction using a beam splitter (BS2).
The path length of the reference beam matched with that of the light reflected from
the scattering sample.
4.4 Experiments and Results
Experimental Demonstration of Glare Suppression with CGN
To validate the CGN method, we implemented the experimental setup shown in
Fig. 4.2(a). A continuous-wave laser (MGL-FN-532, Opto Engine, 532 nm wave-
length, 1mm coherence length) was used as the light source. Light from the laser
was split into a reference and sample beam by a beam splitter (CBS). The sample
beam illuminated the target, which was placed 2 mm behind the scattering sample
(SS) (shown in Fig. 4.2(a)). The scattering sample (15 mm (x) × 25 mm (y) × 1 mm
(z)) consisted of polystyrene particles (3 µm in diameter) in a gel phantom (concen-
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Figure 4.2: Experimental demonstration of CGN: (a) Experimental setup. AM,
amplitude modulator; BS, beam splitter; CBS, cubic beam splitter; FP, fiber port;
HWP, half-wave plate; L, lens; M, mirror; OBJ, objective lens; OS, optical shutter;
P, polarizer; PM, phase modulator; PSMF, polarization-maintaining single mode
fiber. (b) Image of the target without glare. (c) Image of the target with glare before
CGN. (d) Image of the target after CGN.
tration 6.8 × 107 ml−1, see Methods, Sample preparation). The back-reflected light
consisted of reflections from the target and glare from the scattering sample. On the
other optical path, the reference beam was passed through an amplitude and phase
modulator, spatially filtered, and collimated into a plane wave. The collimated ref-
erence beam illuminated the camera sensor chip at normal incidence. The reflected
light from the target and the glare propagating through BS1 was captured by an
objective lens (OBJ), filtered to a single polarization, and imaged by a tube lens (L1)
onto the camera. The optical field’s effective angular range was 6.3 degrees. This
translates to an optical speckle spot size of 19.2 µm at the sensor. In comparison,
the camera pixel size is 4.4 µm. This allowed us to enforce the CGN operating
requirement that the phase not vary substantially across any given pixel’s surface.
By path length matching, the collimated reference beam only interfered with the
glare but not the reflection from the target. Before CGN was applied, an optical
shutter (OS) blocked the reference beam, and an image of the target occluded by
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glare was captured as shown in Fig. 4.2(c). The optical shutter was then opened
and CGN applied. The reference beam was modulated through all permutations
of 8 amplitude values and 32 phase values successively. The 8 amplitude values
were chosen to be n8 A , respectively, where n = 1 to 8 and A is the 99th percentile
value of the glare amplitude. For the phase, the 32 values simply divide 0 to 2pi
radians equally. After the reference beam went through all the permutations, a glare
suppressed CGN image was acquired (Fig. 4.2(d), Media 2). Comparing the image
before CGN (Fig. 4.2(c)) and after CGN (Fig. 4.2(d)), we can clearly discern the
previously obscured target. To quantify the glare suppression ability of the CGN
technique, we define the glare suppression factor as the ratio between the mean
intensity of the glare before and after the CGN process. Through a null target exper-
iment, we determined that the glare suppression factor was 10 for this experiment.
Unsurprisingly, the glare wavefront was highly disordered. The glare wavefront as
determined by the CGN process is reported in the appendix.
As discussed earlier, the glare suppression factor is directly determined by the size
of the permuted set of reference amplitude and phase values. We next performed
an experiment to measure the glare suppression factor with different numbers of
steps in the reference field phase and amplitude. To eliminate the influences of
laser coherence for residual glare intensity, a laser with a long coherence length
(Excelsior 532, Spectra Physics, 532 nm wavelength, >9 m coherence length) was
used in this experiment.
A series of glare suppression factors were measured through CGN experiments with
a null target but the same scattering medium (15 mm (x) × 25 mm (y) × 1 mm (z))
consisting of polystyrene particles (3 µm in diameter) in a carrageenan gel phantom
(concentration 6.8 × 107 ml−1, see Methods, Sample preparation). Following the
aforementioned strategy, we varied the number of amplitude steps from 1 to 10 and
the number of phase steps from 1 to 32. The full chart is shown in the appendix.
The plots of selected combinations are included in Fig. 4.3(a). For comparison, the
expected CGN factor computed through an idealized simulation are shown as well
(see appendix for details). The mismatch between the measured and ideal CGN
factor can be attributed to: a) phase jitter in the reference beam and sample beam
due to vibration in the system, b) noise in the electronics including the laser and
electro-optical modulator, and c) limited extinction ratio of the amplitude modulator
and polarized optics, etc. Fig. 4.3(b) shows a histogram of the glare intensity before
and after CGN for the situation where we permute through 10 amplitude steps and
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32 phase steps. In this case, we experimentally achieved a glare suppression factor
of ∼30.
Comparison to Coherence Gating
By only detecting the optical field component that is coherent with the reference
field, conventional coherence gating methods can also reject glare. However, the
way in which conventional coherence gated (CG) and coherence gated negation
(CGN) imaging methods work are opposite in nature. While CG imaging methods
are good at ’gating in’ an optical field originating from a specific chosen distance,
CGN is good at ’gating out’ the glare optical field. These different approaches to
imaging in the presence of scattering and glare lead to two key distinctions between
conventional CG methods and the CGN approach [26–28].
The first key distinction between CG and CGN is that CG methods reject glare
contributions as well as any other potential optical signals of interest outside the
coherence window. In comparison, CGN can permit detection of all optical signals
that do not share the same coherence window as the glare components. This
distinction is practically important. In a scenario where there are two objects at
different distances behind a fog, a CGmethod, such as coherent Light Detection And
Ranging (LiDAR), is only able to detect one object at a given time. Another class
of CG methods, based on spectral sweeping, such as swept source optical coherence
tomography [27], can perform simultaneous depth-ranging of multiple objects.
However, such methods are intrinsically limited in their range span. Moreover,
if the objects’ distances are unknown, the coherent LiDAR system would have to
be exhaustively range-scanned to find the objects. In comparison, by working to
suppress glare, CGNpermits direct observation of all objects at any range beyond the
glare suppression region. However, this advantage does come with a compensating
disadvantage - CGN is not capable of providing depth information of the objects.
To demonstrate CGN’s advantage over CG in this aspect, we performed the following
experiment. As shown in Fig. 4.4(a), following the aforementioned procedure, CGN
was applied to the target located at different positions A, B, and C, which correspond
to 1 mm, 2 mm, and 3 mm behind the scattering sample, respectively. Since CGN
works by coherently gating out the glare component of the light, no adjustment is
required to adapt to the depth change of the target, as long as the target remains
within the depth of field of the imaging system. The experimental results are
displayed in Fig. 4.4(b)-(g). Fig. 4.4(b)-(d) are images of the target captured before
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Figure 4.3: Characterization of glare suppression factor: (a) Comparison of
glare suppression factor between measurement and simulation results with various
phase and amplitude steps. (b) Histogram of pixel intensities before and after glare
suppression, with intensity maps of the glare shown in the insets.
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Figure 4.4: Reconstruction of the target at different distances: (a) Illustration of
the target positions. (b-d) Before CGN, images of the target at position A, B, and C,
respectively. (e-g) After CGN, images of the target at position A, B, C, respectively.
glare suppression, while Fig. 4.4(e)-(g) are images captured after glare suppression.
From their comparison, we can easily discern that glare is suppressed and the
visibility of the target is enhanced.
The second key distinction between CG and CGN is that if an element contributing
glare and a weak target object both lie within the coherence envelope of the light
source, CGN can actually provide a superior signal-to-background image of the
object. To clearly and simply explain this point, we consider a scattering sample as
the glare contributor and a weak target placed at a distance L away from the CGN
system (as shown in Fig. 4.5(b). Here the coherence length of the light source is C,
and L is set to be shorter than C (L<C). Under CGN operation, we adjust the path
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Figure 4.5: Comparison of CGN and CG techniques: (a) Illustration of the
experimental configuration. (b) Cartoon diagrams that schematically illustrate the
difference between CGN and CG techniques when both the target and scattering
medium are within the coherence gating window. The CGN technique uses an
inverted coherence gating function to gate out the glare significantly, with less
suppression of the target, resulting in higher target intensity than glare. The CG
technique gates in the target intensity with less preservation of glare. However, the
residue of the glare remains higher than the target intensity because of the strong
nature of the glare. (c) Original image of the target with glare. (d) Reconstructed
image of the target with the CGN technique. (e) Reconstructed image of the target
with the CG technique.
length tomatch the reference beamwith the glare contribution. CGNwill completely
suppress the glare in this situation. As the target is partially coherent, we would
expect a diminished signal associated with the target as only the incoherent portion
of the target will contribute to image formation. In contrast, under conventional CG
operation, we would match the reference beam path length to the target. This results
in the detection of the target as well as a partial contribution from the coherent
component of the glare. In aggregate, the CGN detection scheme results in a
depressed target signal with no glare background, which is more desirable than the
CG case where a glare background is present. This result is also valid over the range
of an extended scattering media. To demonstrate CGN’s advantage, we performed
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the following experiment. As shown in Fig. 4.5(a), a thin scattering medium (15
mm (x) × 25 mm (y) × 0.5 mm (z)) consisting of polystyrene particles (3 µm in
diameter) in a gel phantom (concentration 6.8 × 107 ml−1, see Methods, Sample
Preparation) was attached directly on the top of a reflective target. CGNwas applied
after the path length of the reference beam was matched with the glare as shown
in Fig. 4.5(b). Images of the target acquired before and after CGN are included in
Fig. 4.5(c) and Fig. 4.5(d), respectively. After these images were acquired, the path
length of the reference beam was adjusted to match the reflection from the target and
phase shifting holography [29] was applied as a demonstration of a CG approach.
The retrieved intensity map from this procedure is shown in Fig. 4.5(e).
4.5 Discussion
In this series of experiments, we demonstrated the differences and advantages of
CGN compared to hardware based time-of-flight glare reduction systems and con-
ventional coherence gating methods. CGN’s ability to suppress glare over optical
distances as short as several microns through the use of low coherence light sources,
such as superluminescent diodes, contrasts favorably compared to conventional time-
of-flight hardware. We also showed that, by suppressing glare and permitting all
other optical signals to pass, CGN allows for the simultaneous imaging of objects
at different distances. In contrast, CG methods are good at imaging objects at a
given distance and rejecting optical contributions before and after the chosen plane.
We further showed that CGN can outperform CG methods in image quality under
certain conditions—specifically, when the glare components and the target optical
field are within the same coherence window of the interferometer.
At the current time, the CGN method can only be used to assist the imaging of
amplitude objects. While we do not see a straightforward way to extend CGN to
enable phase imaging, we do not preclude the possibility of such developments in
the future.
The CGN design for a specific application will be application dependent. For
example, in the scenario where we would like to cancel glare from a fast changing
scattering medium, we would likely need both a fast camera and a fast reference field
permutation apparatus. One solution may be to directly measure the amplitude and
phase of the glare wavefront using holography and then play back the appropriate
field to negate the glare in a single step without iteration. However, this method will
still be relatively slow since it needs a camera. Furthermore, it would likely be very
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challenging to implement since it is requires the ability to simultaneously control
both the amplitude and phase of the wavefront across the full-frame. In order to
achieve a faster implementation, we may instead choose to perform CGN on a pixel-
by-pixel basis rather than a full-frame basis. For pixel-by-pixel CGN, we would
focus on a single pixel and iteratively derive the correct reference cancellation field
quickly using a fast single pixel detector such as a photodiode. In an ideal situation,
we would only need a few measurements to arrive at the correct field [30, 31]. By
performing CGN this way, we can progressively work through all the image pixels.
As long as the time taken to optimize glare suppression for each pixel is shorter than
the time scale at which the scattering medium is decorrelating its optical field, we
can expect to suppress glare effectively.
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Appendix
Characterization of the Glare Field
Figure 4.6: Characterization of glare back-reflected from a scattering medium:
(a) Intensity of the glare. The glare appears as a random speckle field. (b) Histogram
of the amplitude of the glare. The amplitude of the speckle typically follows a
Rayleigh distribution with probability density function p(A) = A
σ2
e−
A2
2σ2 , where A is
the amplitude and σ is the mode of the Rayleigh distribution. Fitting the data with
a Rayleigh distribution (σ = 20) shows good agreement with the histogram of the
measured amplitude. (c) Phase map of the glare. (d) Histogram of the phase of the
glare. The phase is uniformly distributed over 0 to 2pi. Scale bar is 500 µm.
Simulated and Experimental CGN Factor
To simulate glare, a speckle field of 106 grains is generated, which follows a Rayleigh
distribution in amplitude and a uniform distribution in phase. We also generate
multiple sets of reference fields consisting of different numbers of steps in amplitude
and phase. The number of reference fields for a single set, whose number of steps
in amplitude and phase are M and N, respectively, is M × N . By screening for the
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Figure 4.7: Ideal glare suppression factor in different conditions computed via
simulation.
Figure 4.8: Measured glare suppression factor in different conditions.
minimum value of destructive interference between the speckle field and the whole
set of reference fields, the residue of glare of the speckle field is determined as the
glare after CGN is applied. The glare suppression factor is calculated from the ratio
of the glare intensity before and after CGN. Fig. 4.7(a) is a plot of the optimum
reference amplitude versus the number of amplitude steps. If the reference amplitude
is set to themaximum glare amplitude, the glare suppression factor will be extremely
low. Due to the Rayleigh distributed amplitude, the majority of the glare amplitude
values are much lower than its maximum, as shown in Fig. 4.6(b). To efficiently
suppress the glare, the reference maximum amplitude must be chosen properly.
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This plot can be used as a reference. Fig. 4.7(b) is a 2D plot of glare suppression
factor versus the number of steps in the reference amplitude and phase. When the
number of steps in amplitude and phase are 10 and 32 respectively, the ideal glare
suppression factor is around 130. As a comparison, a series of glare suppression
factors were measured. The experimental results are included in Fig. 4.8. From the
plot, we can tell when the number of steps in the amplitude and phase are 10 and
32, respectively, the measured glare suppression factor is around 30. The mismatch
between measured and ideal glare suppression factor can be attributed to a) phase
jitter in the reference beam and the sample beam due to vibration in the system,
b) noise in the electronics including the laser and electro-optical modulator, and c)
limited extinction ratio of the amplitude modulator, polarized optics, etc.
Light Source Coherence Characterization
Figure 4.9: Schematic setup of Michelson interferometer for characterizing the
coherence properties of the light source.
To characterize the coherence of the light source, a Michelson interferometer was
built as shown in Fig. 4.9. Collimated light from the laser was split into two arms by
a beam splitter. Each of those was reflected back toward the beamsplitter which then
combined their amplitudes interferometrically. The resulting interference pattern
was captured by a camera (Prosilica GX 1920, Allied Vision). The two plane
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waves intersected with an angle, and therefore parallel fringes can be observed on
the camera. The contrast ratio of the fringes represents the coherence of the light
source,
V =
Imax − Imin
Imax + Imin
, (4.5.1)
where Imax is the maximum intensity of the bright fringes and Imin is the minimum
value of the dark fringes. Mirror 2 was mounted on a piezo stage (AG-LS25,
Newport). The stage traveled a distance of 5 mm. A series of interference patterns
were captured at different positions, from which their corresponding contrasts were
calculated. A plot of the contrasts versus the position were included in Fig. S5.
From the plot, we can tell its full width half maximum (FWHM), which is equivalent
to the coherence length, is 1.03 mm.
Figure 4.10: Plot of fringe contrast versus mirror position.
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C h a p t e r 5
IMAGING MOVING TARGETS THROUGH SCATTERING
MEDIA
This chapter is adapted from the manuscript Cua, M., Zhou, E.H. & Yang, C.
"Imaging moving targets through scattering media". Optics Express 25, 3935
(2017). The contributions of authors are as follows: EHZ and CY conceived the
initial idea. MC and EHZ developed the idea and scheme demonstration. The
experiments were designed and performed by MC and EHZ. The data analyses were
performed by MC and EHZ.
Optical microscopy in complex, inhomogeneous media is challenging due to the
presence ofmultiply scattered light that limits the depths at which diffraction-limited
resolution can be achieved. One way to circumvent the degradation in resolution is
to use speckle- correlation-based imaging (SCI) techniques, which permit imaging
of objects inside scattering media at diffraction-limited resolution. However, SCI
methods are currently limited to imaging sparsely tagged objects in a dark-field
scenario. In this work, we demonstrate the ability to image hidden, moving objects
in a bright-field scenario. By using a deterministic phase modulator to generate a
spatially incoherent light source, the background contribution can be kept constant
between acquisitions and subtracted out. In this way, the signal arising from the
object can be isolated, and the object can be reconstructed with high fidelity. With
the ability to effectively isolate the object signal, our work is not limited to imaging
bright objects in the dark-field case, but also works in bright-field scenarios, with
non-emitting objects.
5.1 Introduction
Optical imaging is challenging in turbid media, where multiple scattering of light
causes a degradation of resolution and limits the depths at which we can reliably
image (< 1 mm in biological tissue) without having to resort to destructive optical
clearing or sectioning techniques [1]. Many approaches currently exist to filter out
the multiply scattered light and detect only the unscattered (ballistic) or minimally
scattered photons. These include methods such as time and coherence gating, which
separate the ballistic photons from the scattered photons based on their transit time
to the detector [2, 3]; methods that rely on preserving the initial angular momentum
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or polarizationmodulation [4–7]; andmethods that rely on spatial confinement, such
as confocal and multi-photon microscopy [1, 8]. An issue with methods that rely on
detecting only the minimally scattered photons is the maximum achievable depth
of penetration, since the chance of detecting a quasi-ballistic photons decreases
exponentially with increasing depth.
Instead of rejecting the scattered photons, other approaches have aimed to take
advantage of the information inherent within the detected speckle field that arises
from multiply scattered light. Wavefront shaping (WFS) techniques exploit the
principles of time-reversal to undo the effect of scattering and enable focusing
of light in thick, scattering media [9–12]. However, WFS usually requires long
acquisition times to measure the transmission matrix, and/or the presence of a
guide star. On the other hand, speckle-correlation-based imaging (SCI) approaches
exploit the angular correlations inherent within the scattering process to reconstruct
the hidden object and do not need long acquisition times or a guide star [13, 14].
However, SCI methods are limited to working in dark-field scenarios, with sparsely-
tagged objects [14], since the detected light must consist solely of light arising from
the object.
In this work, we demonstrate imaging of hidden moving objects in a bright-field
scenario by leveraging the temporal correlations inherent in the scattering process to
separate and remove the dominating contribution from the background [15, 16]. To
create a spatially incoherent light source, a spatial lightmodulator (SLM)was used to
apply the same set of random phase patterns during different acquisitions. The use of
a deterministic phase modulator ensured that the background contribution remained
constant across the detected images. By removing the background component,
the speckle pattern from the object was isolated, and the object was reconstructed
with high fidelity. Using this technique, we experimentally demonstrate successful
recovery of moving objects that would otherwise be obscured by scattering media.
5.2 Principle
Fig. 5.1 presents an overview of our system. A moving object, hidden at a distance u
behind a scattering media, is illuminated using a spatially incoherent, narrow-band
light source. The scattered light is detected by a high-resolution camera that is
placed at a distance v from the scattering media.
In the absence of any correlations in the scattering pattern, the detected image is
merely a speckle intensity field. However, by exploiting the deterministic nature of
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Figure 5.1: Principle behind non-invasive imaging of obscured moving objects.
A) A spatially incoherent light source illuminates a moving object hidden behind a
visually opaque turbid media. The resultant speckle field is captured by a camera
sensor. B) Speckle images are acquired by the camera sensor at different times, with
the object moving between the captures. The scattering media prevents us from
resolving the object. C) The hidden object can be retrieved from the seemingly
random speckle images by taking advantage of inherent angular correlations in the
scattering pattern. i) Each captured image In consists of a background, B, subtracted
by the imaged object, where the imaged object is the convolution of the PSF of the
scattering media, S, and the object pattern, O. ii) Although the background signal
dominates over the object, it can be subtracted out by taking the difference between
the two captured images∆I. iii) The object autocorrelationO?O is approximated by
autocorrelating the difference image ∆I. iv) The hidden object can be reconstructed
from the object autocorrelation by using phase retrieval techniques.
scattering, the hidden object can be recovered (Fig. 5.1(c)). Let us first consider
the case where light is confined to emit solely within an isoplanatic range, as
defined by the angular memory effect (ME). In this case, the detected light can be
mathematically represented as
I = S ∗O, (5.2.1)
where S is the point spread function (PSF) of the light scattering process, or equiv-
alently the speckle intensity distribution at the camera arising from a single point
source at the object plane, and O is the object, defined as the collection of points
through which light can be transmitted [14]. For this paper, we use the operator ∗
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to denote convolution. The memory effect region can be approximated as δx = uλpiL ,
where L is the thickness of the scattering media, λ is the wavelength of light, and u
is the distance between the scattering media and the object.
If we now consider the case of an absorptive object in a bright-field scenario, then
the majority of the detected light arises from the background. Using superposition,
the detected intensity image I can be mathematically described as
I = B − S ∗O, (5.2.2)
where B is the speckle intensity image arising from the scattered light transmitted
through the medium, and S ∗O is the portion that the object would have contributed
if it were transmitting, as opposed to blocking, light [Fig. 5.1(c,i)]. Due to the
dominating contribution from the background B, we cannot retrieveO from I alone.
By acquiring multiple intensity images with the background, but not the object,
constant between acquisitions, we can remove the background signal and thereby
retrieve the object.
One strategy to achieve this is to use a moving object. If the object dimensions falls
within theME region, the contribution of the object in each image can be represented
as the convolution of the object pattern with an acquisition-dependent PSF. As long
as the rest of the sample is static, the speckle field arising from the background
will remain unchanged and can be subtracted out by taking the difference between
captures. That is,
In = B − Sn ∗O, n = 1, 2, ...N (5.2.3)
and ∆In = In+1 − In = (Sn − Sn+1) ∗O, (5.2.4)
where In denotes the nth captured image. Since the scattering PSF is a delta-
correlated process (Sn(x) ? Sn(x) ≈ δ(x)), taking the autocorrelation (AC) of
the image ∆I yields the object autocorrelation (OAC), plus additional noise terms
[Fig. 5.1(c,iii)]. That is,
∆In?∆In ≈ 2× (O?O)− (Sn?Sn+1+ Sn+1?Sn) ∗O = 2× (O?O)−noise, (5.2.5)
where ? denotes autocorrelation. We shall refer to ∆In ? ∆In as the speckle auto-
correlation (SAC).
The object can be recovered from the SAC by using phase retrieval techniques,
such as the Fienup iterative phase retrieval methods, to recover the Fourier phase
(Fig. 5.1(c,iv)) [17]. The resultant object will have an image size dictated by the
magnification of the system, M = − vu .
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Effect of travel distance
Depending on the distance traveled by the object, the PSFs Sn, n = 1, 2, ... may or
may not be correlated. Figure 5.2 illustrates the effect of travel distance, relative to
theME range, on the SAC. The speckle intensity images I1, I2 were determined using
simulation. For comparison, the autocorrelation of the object/target, A = O?O has
also been provided [Fig. 5.2(A, "Object AC")]. For simplicity, only the case of two
image captures (n = 1, 2) has been considered.
For a moving object, the associated PSFs S1, S2 will have a degree of correlation
C(∆x) based on the object travel distance ∆x. For scattering media with thicknesses
L greater than the mean free path, the degree of correlation can be approximated
using the angular correlation function
C(∆x) =
[
kΘL
sinh(kΘL)
]2
, (5.2.6)
where k = 2piλ , L is the thickness of the scattering medium, and Θ ≈ ∆xu [18–
20]. When C(∆x) > 0.5, the object is considered to have traveled within the ME
field of view. The following sections describe three possible cases in more detail:
C(∆x) ≈ 1, C(∆x) > 0.5, and C(∆x) → 0.
Case 1: Object travels distance where C(∆x) ≈ 1
In the case where the object travels a small distance (such that C(∆x) ≈ 1), we have
S2(xi) ≈ S1(xi + ∆xi), (5.2.7)
where x = (x, y), xi = (xi, yi) are coordinates in the object plane and image plane
respectively, ∆x is the distance the object traveled in the object plane, and ∆xi =
M∆x. We can equivalently consider the PSF to be the same in both captures and
have the object travel between captures. That is,
O2 = O(xi + ∆xi), (5.2.8)
∆I = S ∗ [O(xi) −O(xi + ∆xi)] , (5.2.9)
and ∆I ?∆I = 2A(xi) − A(xi + ∆xi) − A(xi − ∆xi), (5.2.10)
where A = O ? O is the object autocorrelation (OAC). The SAC contains three
copies of the OAC: a positive copy centered at x = (0, 0), and two negative copies
shifted by an amount commensurate with the object travel distance (as shown in
Fig. 5.2(B, "Speckle AC")).
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Figure 5.2: Impact of object travel distance on the computed speckle autocorre-
lation (SAC).A) The scattering PSFs experienced by an object have a degree of cor-
relation C(∆x) that depends on the distance the object traveled. When C(∆x) ≥ 0.5
(shown in red), the object is considered to have traveled within the memory effect
(ME) region. For comparison, the object and its autocorrelation (AC) are displayed.
B) When the object travels inside the ME region, the SAC contains three copies of
the object autocorrelation (OAC): a centered, positive copy and two negative copies
shifted by an amount proportional to the object travel distance. The OAC can be
determined by either deconvolving the SAC or by thresholding out the negative
portions (negative with reference to the mean, background level). The object can be
reconstructed from the estimated OAC using phase retrieval techniques. C) When
the object travels a distance where C(∆x) ≈ 0, only a single copy of the OAC is
seen, with additional noise from the cross-correlation between uncorrelated PSFs.
The normalized colormap used to display the AC and reconstructed object, with 0
corresponding to the mean background level.
Since C(∆x) ≈ 1 when ∆x ≈ 0, the object may travel a distance shorter than the
extent of its autocorrelation. In this case, the SAC will yield positive and negative
copies of the OAC that overlap (as shown in Fig. 5.2(i)). The OAC can be recovered
using deconvolution (as shown in Fig. 5.2(i, ”Deconv. SAC.”)). Using thresholding
to remove the negative portions will adversely impact the positive copy and result
in an incomplete estimation of the OAC (Fig. 5.2(i,”SAC>0”)). For the results
presented in Fig. 5.2, the objects were reconstructed by applying an iterative phase
retrieval algorithm on the deconvolved SAC [13, 14, 17].
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Case 2: Object travels distance where C(∆x) > 0.5
In the regime where the object travels within the angular ME range (C(∆x) > 0.5),
S1 and S2 are correlated. To highlight the impact of the degree of correlation C(∆x)
on the SAC, we can mathematically represent S2 as
S2 = C(∆x)S1(xi + ∆xi) +
√
1 − [C(∆x)]2S, (5.2.11)
where S is a speckle intensity pattern that is uncorrelated with S1.The scatter PSFs
in the equation above are mean-subtracted speckle intensities. Representing S2 in
the form above allows us to preserve speckle intensity statistics (that is, the speckle
intensity variance and mean satisfy V[S1] = V[S2] and E[S1] = E[S2] respectively.)
Using Eq. 5.2.11, Eqs. 5.2.4 and 5.2.5 become
∆I =
(
S1 − C(∆x)S1(xi + ∆xi) −
√
1 − [C(∆x)]2S
)
∗O (5.2.12)
and ∆I ?∆I ≈ 2A(xi) − C(∆x)A(xi ± ∆xi) +
√
1 − [C(∆x)]2 × noise, (5.2.13)
where the last equation follows from noting that the speckle fields are a delta-
correlated process and that the cross-correlation of two uncorrelated speckle inten-
sities yields noise.
The SAC still contains three copies of the OAC. However, the ratio of the intensity of
the positive and negative OAC copies is determined by the ME correlation function
C(∆x). Moreover, since S2 , S1, there is an additional noise term that increases
with decreasing C(∆x). Since there is no overlap between the positive and negative
OAC copies, the OAC can be retrieved by either thresholding out the portions of the
SAC that are smaller than the background value (as shown in Fig. 5.2(ii, "SAC>0”)),
or by deconvolving the image (as shown in Fig. 5.2(ii, "Deconv. SAC.")). Appendix
provides more details on the deconvolution algorithm.
Case 3: Object travels distance where C(∆x) ≈ 0
In the case where the object travels outside the memory effect region between
captures, S1 and S2 are uncorrelated, and Eq. 5.2.13 can be simplified as Eq. 5.2.5.
Comparing the SAC in Fig. 5.2(iii) with those in Fig. 5.2(i-ii), we see that the SAC
in the case where the object travels farther than the ME region exhibits more noise.
This is expected due to the additional noise term caused by S1?S2 that is not present
in Case 1.
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From above, in all cases (for C(∆x) ∈ [0, 1)), we can successfully retrieve the
object autocorrelation from the acquired speckle images, S1, S2. From the estimated
OAC, phase retrieval techniques can then be applied to reconstruct the object at
diffraction-limited resolution.
5.3 Results
For the experimental demonstration, a laser light beam (CrystaLaser CS532-150-S;
λ = 532 nm) was expanded (1/e2 diameter of 20 cm) and reflected off a phase-
only spatial light modulator (SLM; Holoeye PLUTO-VIS) to generate a spatially
incoherent light source (Fig. 5.3). An SLMwas used in place of a rotating diffuser in
order to generate a deterministic, temporally variant set of 50 to 100 random phase
patterns. This set of patterns was used for all the acquisitions to ensure that the
background light captured remained constant. The object and camera (pco.edge 5.5,
PCO-Tech, USA) were placed at a distance u = 20−30 cm and v = 10−15 cm from
the scattering media (DG10-120 diffuser; Thorlabs, USA) respectively (Fig. 5.3).
SLM
Scatterer
Camera
Moving Object 
Aperture
Lens
Figure 5.3: Experimental setup for imaging hidden moving objects. A spatially
incoherent source is generated by reflecting an expanded laser beam (λ= 532 nm;
1/e2 diameter of 20 cm) off a spatial light modulator (SLM), which applies a
temporally varying set of random phase patterns. The light source is transmitted
through the moving object and scattered by the turbid media. The emitted scattered
light is collected by a camera. An aperture controls the final object resolution and
the speckle size at the camera. Lens focal length = 400 mm.
To ensure that only the object moved between successive image captures, a trans-
missive SLM (tSLM; Holoeye LC2002 with polarizer) coupled with a polarizer
(Thorlabs, LPVISE200-A) was used for amplitude modulation, and served as the
object (Fig. 5.4). For each object, a set of n=4 images, I1, ....I4 were acquired,
with the object moving 1.5mm between each acquisition. The raw camera images
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iv.
A. Object B. Camera Image C. Object AC D. Speckle AC E. Reconstruction
Figure 5.4: Experimental imaging of moving targets hidden behind a diffuser.
A) The "object" is hidden behind a scattering medium and attenuates light transmis-
sion. The object was moved 1.5 mm between acquisitions. B) Due to the presence of
the scattering medium, the object is obscured, and the camera image I1 is dominated
by the scattered light from the background. C) The ideal object autocorrelation
(AC). D) The speckle autocorrelation ∆I ? ∆I ≈ O ? O. E) By applying phase
retrieval on the speckle autocorrelation, the hidden object was reconstructed with
high fidelity. Scale bar = 500 µm.
(Fig. 5.4(b)) display a seemingly random light pattern that is similar for different
objects. This is due to the dominant contribution of the background.
From each successive pair of acquired images, the OAC (Fig. 5.4(d)) was estimated
by deconvolving the SAC. The deconvolved SAC images were then averaged to
reduce noise and yield a better estimate of the OAC. A Fienup-type iterative phase
retrieval method was applied to reconstruct the hidden object with high fidelity
(Fig. 5.4(e)) [13, 14, 17]. One modification that was made to the algorithm was to
add an object support to the object constraints; this object support was determined
from the OAC support [21, 22]. In all cases, the obscured object was successfully
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reconstructed (Fig. 5.4(e)).
To experimentally demonstrate the effect of object travel distance, we moved an
object a distance of 0.5, 1, and 3 mm between image acquisitions, and looked at
the corresponding SAC and reconstructed object (Fig. 5.5). As expected, the SAC
contained three copies of the OAC. We also compared the effect of processing the
SAC using deconvolution (Fig. 5.5(b)) vs. thresholding (Fig. 5.5(c)).
For Case i, the object traveled a distance ∆x < δx, and both the object and SAC
overlapped in space between successive acquisitions. In the case of object overlap,
only the non-overlapping portion of the object can be retrieved (Fig. 5.5(i)). Com-
paring the result of deconvolution vs thresholding, the reconstructed image from the
deconvolved SAC more closely resembles the original object (Fig. 5.5(i,b)). How-
ever, in both cases, what we are left with is an incomplete OAC and reonstructed
object.
Fig4 - ME
A. Original B. Deconvolved Result C. Thresholded Result
Object Autocorrelation Autocorrelation Reconstruction Autocorrelation Reconstruction
i.
ii.
iii.
Figure 5.5: Experimental results showing the effect of object motion distance
on the speckle autocorrelation (SAC) and object reconstruction. A) A diagram
showing the position and shape of the object at both time captures, and the SAC,
showing three shifted copies of the object autocorrelation (OAC). The effect of
applying B) deconvolution and C) thresholding to retain the positive portion (with
respect to the mean level) for estimating the OAC from the SAC was compared in
three cases (i-iii). The hidden object was reconstructed by applying Fienup phase
retrieval on the estimated OAC. Colormap: green is positive, blue is negative (with
respect to the mean value, in black). Scale bar: 500 µm.
For Case ii, the object traveled a distance δx < ∆x ≤ 2δx. Since the OAC support
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is approximately twice the object support, the positive and negative copies of the
OAC overlapped (Fig. 5.5(ii)) [21]. Due to the overlap, thresholding resulted in an
imperfect object reconstruction (Fig. 5.5(ii,c)). In contrast, by deconvolving, the
signal from the negative copies can be used to gain a better estimate of the OAC,
from which the object can be reconstructed (Fig. 5.5(ii,b)).
For Case iii, the object traveled a distance ∆x >> 2δx, and there was no overlap
in the SAC. Due to the large ∆x, C(∆x) decreased, and correspondingly, the noise
increased. Since the signal-to-noise ratio (SNR) of the negative copies decreased,
the entire OAC cannot be seen in the negative copies (Fig. 5.5(iii,a)); thus, per-
forming a deconvolution results in a noisy, imperfect OAC (Fig. 5.5(iii,b)), and it
is more advisable to use thresholding to retain only the positive portion of the SAC
(Fig. 5.5(iii,c). If we compare the reconstructed objects in both cases, we see that
the object from the thresholded result more closely resembles the original object.
Imaging moving objects hidden between scattering media
To further demonstrate our imaging technique, we placed a moving object be-
tween two diffusers (Newport 10o Light Shaping Diffuser, Thorlabs DG10-220-MD)
(Fig. 5.6(A)). A moving object (a bent black wire) was flipped in and out of the
light path between image captures, such that I2 = B. We blocked the partially-
developed speckle field (from the propagation of the SLM phase pattern) and used
only the fully-developed speckle pattern [23]. This fully-developed speckled pattern
was transmitted through both scattering media and the moving object. The emitted
scattered light was detected by a camera.
The background halo from each detected speckle intensity image was estimated and
removed by performing Gaussian filtering (500x500 kernel, σ = 100), and then
dividing each image by the background halo [14]. The SAC was then computed to
estimate the OAC, from which phase retrieval was applied to reconstruct the hidden
object. Although the object is fully obscured from both sides by scattering media
and cannot be resolved from the camera image alone, using our technique, we were
able to successfully reconstruct the hidden object with high fidelity (Fig. 5.6(B)).
5.4 Discussion and Conclusion
In this paper, we demonstrated successful reconstruction of moving targets that
were hidden behind an optically turbid media. Although the angular memory effect
has already been used to demonstrate imaging of hidden targets, to the best of our
knowledge, these prior systems were limited to imaging dark-field, sparsely-tagged
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Figure 5.6: Experimental retrieval of moving targets hidden within a scattering
object. A) Schematic of the experimental setup. A spatially incoherent light source
is generated by reflecting an expanded laser beam off a spatial lightmodulator (SLM)
that applied a temporally variant random phase pattern. The partially developed
speckle field component is blocked, and only the fully-developed speckle field
transmits through themoving object and two scattering layers. The emitted scattered
light is collected by a camera. An aperture controls the resolution and the speckle
size at the camera. B) Experimental result of a moving target. Two speckle intensity
images , I1, I2, were captured, with the target present for the first capture, and
absent for the second. The background halo from I1 and I2 were removed prior to
computing the difference ∆I = I2− I1 ≈ S1 ∗O. The speckle autocorrelation yielded
an estimate of the object autocorrelation, from which the target was retrieved by
applying Fienup phase retrieval. Lens focal length = 400 mm.
objects [13, 14, 24]. We extended this work to imaging in the bright-field scenario
by exploiting the temporal correlations inherent in the scattering process to remove
the dominating contribution from the background and isolate the signal arising from
the object [15, 16]. Although we demonstrated our results on non-emitting objects
in the bright-field scenario, our technique works equally well with transmissive or
reflective objects. A cursory examination reveals that, when In = B + Sn ∗ O and
∆I = In − In+1, the speckle autocorrelation is still given by Eq. 5.2.5, similar to
imaging absorptive objects in the bright-field scenario. In the remainder of this
section, we discuss some of the factors that impact system performance.
107
Firstly, our method depends on the angular correlations inherent in the scattering
process. Thus, the object dimension should fall within the angular memory effect
field of view (FOV), approximated using the full-width-half-maximum (FWHM)
of the correlation function, uλpiL . The axial extent of the object, δz, should also
fall within the axial decorrelation length 2λpi
(
u
D
)2
[25]. Since the ME FOV is
inversely proportional to L, our technique works best with thin scattering media,
or through more anisotropically scattering media, since anisotropy enhances the
angular memory effect range [20]. Strongly anisotropic media, such as biological
tissue, also exhibit the translational memory effect, which may be exploited to
further the fidelity of imaging through scattering layers [26].
Secondly, to maximize SNR and minimize overlap, the object travel distance should
be such that δx < ∆x and C(∆x) ≥ 0.5, since smaller values of C(∆x) results in
higher levels of noise. However, if the object moves such a large distance as to not
fall within the laser light beam, then I2 = B, and∆I = S1∗O, andwe can also retrieve
the object with high fidelity. In all these cases, successful retrieval of the object is
dependent on the background light pattern remaining constant between successive
image captures. Thus, the illuminated portion of the tissue should remain constant
between image captures, and the time between image captures should fall well within
the temporal decorrelation time of the scattering sample. For biological samples, the
temporal decorrelation time is related to the motion of scatterers embedded within
[27].
Imaging through biological samples can be achieved using a faster system. The
imaging speed in our current design was limited by the refresh rate of the SLM(≈
8 Hz) and by the exposure time required to capture an image (50-200ms). With
a more powerful laser, or a faster deterministic random phase modulator, it would
be possible to shorten our imaging time, and extend our work to imaging within
non-static samples, such as biological tissue.
A third factor in the fidelity of the reconstruction is the complexity of the object and
the size of the background relative to the object. The dynamic range of the camera
should be large enough to resolve the equivalent speckle signal from the object.
Since the signal contrast is inversely related to the object complexity [14], the
dynamic range of the camera limits the maximum object complexity. To maximize
the SNR, the camera exposure and laser power should be adjusted such that the full
well depth of the camera is utilized. A camera with a larger well depth and dynamic
range would provide higher SNR and the capability to image more complex objects.
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The diameter of the aperture in the system can be adjusted to fine-tune the image
resolution and control the object complexity.
Lastly, each speckle grain at the camera should satisfy theNyquist sampling criterion
and be easily resolvable. At the same time, the number of speckle grains that are
captured in each image should also be maximized in order to maximize SNR.
Although the scattering PSFs are ideally a delta-correlated process, in practice, we
are only sampling a finite extent of the PSF. Thus, the PSF autocorrelation yields a
delta function plus some background noise which can be minimized by increasing
the number of captured speckle grains [14]. Due to Nyquist requirements, the
maximum number of speckle grains is a function of the camera resolution; thus, a
high resolution camera would provide lower noise. Another method to reduce this
speckle noise is to take multiple acquisitions and compute the average of the speckle
autocorrelation images.
In conclusion, we demonstrated successful imaging of hiddenmoving targets through
scattering samples. The temporal and angular correlations inherent in the scattered
light pattern allowed us to reconstruct the hidden object in cases where multiply
scattered light dominates over ballistic light. This paper presented a first proof
of concept. Although we demonstrated imaging of binary-amplitude targets, our
system can also be extended to imaging gray-scale targets [28]. Since our imaging
technique utilizes the angular memory effect, it is scalable. Moreover, our method
does not require access inside the scattering media, and can therefore be used as
a black box imaging system. With appropriate optimization, this opens up po-
tential for use in applications involving the tracking of moving object in turbulent
atmospheres, such as fog or underwater.
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Appendix
Deconvolving the Speckle Autocorrelation
To deconvolve the speckle autocorrelation (SAC), ∆I ? ∆I, Weiner deconvolution
was applied to reduce the deconvolution noise. We briefly describe the process here.
We can rewrite Eq. 5.2.13 as
g = ∆I ?∆I ≈ A ∗ h + n = y + n,
where h(xi) = 2δ(xi) − C(∆x)δ(xi ± ∆xi), A = O ?O, and n is the noise term. In
this case, Weiner deconvolution estimates A by applying
F (A) = F (g) F (h)|F (h) |2 + k ≈
F (y)
F (h) ,
where F is the Fourier transform operator, and k = F (n)F (g) ≈ 1SNR estimates the SNR
level of your signal [29]. Since all object ACs have a peak value of A(xi = (0, 0)) =∑
xO2, to determine h from the SAC, we estimated the value of C(∆x) by taking the
negative/positive peak values in the SAC. The locations of the negative peaks, with
respect to the centered, positive peak, provided the value of the shift ∆xi.
Object Complexity and SNR
In this section, we analyze the relation between the object complexity, full well depth,
and signal to noise ratio. Let us consider the light beam incident upon the object
plane. Let the area the light beam covers be denoted a = Nδx , where δx is the area
of a resolution cell area (RCA). Let No be the number of RCAs the object occupies;
then, the number of light-emitting RCAs from the background is Nb = N − No. The
detected image intensity, I = B − S ∗ O, is composed of Nb speckle patterns and
will have a mean and standard deviation µb ∝ Nb and σb ∝
√
Nb respectively. The
signal from the object, S ∗O is composed of the sum of No speckle intensities, and
will have a mean and standard deviation of µo ∝ No and σo ∝
√
No. Since the object
signal is carried by the background light, we need µb > µo =⇒ Nb > No (1).
Nb and No are also limited by the specifications of the camera. Let F denote the
full well depth, η the quantum efficiency of the detector, and b denote the number
of quantization bits in the analog-to-digital converter. For ease of discussion, let
the mean detected speckle intensity arising from a single RCA be ηE[S] = 1. Since
each image we captured has a mean intensity of µB = Nb, we need Nb ≤ F in order
to prevent saturation. Since the majority of the information about the object comes
from the fluctuations in the speckle pattern, we can approximate themagnitude of the
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signal to be σo. Thus, in order to resolve the object signal, we have the requirement
that σoµo =
1√
No
> F2b (2). However, at the same time, increasing image complexity,
No, decreases signal contrast, since C  σoµo =
1√
No
.
Let us now consider the effect of shot noise. Each detected image can be mathemat-
ically represented as Ii = B − Si ∗ O + ni where n is the shot noise. The detected
shot noise would have a mean and standard deviation of µSN = ηE[I] = Nb and
σSN =
√
ηE[I] =
√
Nb. For each detected image, the relative signal magnitude is
C = 1√
No
> σSNµSN =
1√
Nb
which leads to Nb > No (3). For each detected image,
the limit on the shot noise is when µSN = Nb ≈ F, in which case we would need
1√
No
> 1√
F
, or F > No. Thus, we have the requirement that F ≥ Nb > No (2). This,
in conjunction with (1), shows that the full well depth and number of quantization
bits of the camera are the ultimate limiting factor on the allowable object complexity.
This analysis only includes the effect of shot noise, and not any other sources of
noise, such as decorrelation noise. From the above analysis, we have the object
signal contrast, C = 1√
No
. In order to successfully retrieve more complex objects,
we need to decrease other sources of noise as much as possible.
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