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Fundamental t o  the d i f f i c u l t y  of The control  optimization problem 
i s  t h e  pnysical r e a l i z a t i o n  of t h i s  control once t h e  c h a r a c t e r i s t i c s  of 
the  optimum control  are known. 
optimal solut ions r e s u l t i n g  from the  use of t h e  Maximum Pr inc ip le  ( R e f .  1) 
usually involve far-end terminal conditions on t h e  adjodnt var iab le .  
This so lu t ion  then requires  t h a t  the control be a function of both t h e  
present s t a t e  of the dynamical system and of t h i s  terminal condition of 
t h e  ad jo in t  system. Physical r e a l i z a t i o n  requi res  t h a t  t h e  cont ro l  be 
a function of t h e  s t a t e  of t h e  dynamical system or of some estimate of 
t h i s  s t a t e ;  therefore ,  i f  t h e  control  i s  t o  be rea l ized  there must e x i s t  
some transformation which takes  the adjoint terminal condition t o  a 
s t a t e  i n i t i a l  condition. Unfortunately for  most optimization problems 
t h i s  transformation e i ther  cannot be found o r  i f  it can be found it i s  
usual ly  t o o  unwieldly t o  use. A s  a result of these d i f f i c u l t i e s  various 
quasi-optimal schemes have been devised. 
For example, it is  w e l l  known t h a t  
Fliigge-Lotz and Craig (Ref. 2 )  have devised a scheme f o r  t he  minimum 
e f f o r t ,  regula tor  cont ro l  using a bounded cont ro l .  The t i m e  required 
t o  zero the e r r o r  is  a free parameter i n  the problem; however, f o r  c e r t a i n  
f ixed timesthe scheme gives a t r u e  optimal so lu t ion .  Various assumptions 
a re  made about t h e  an t ic ipa ted  e r r o r s  s o  t h a t  t h i s  t i m e  i s  chosen optimally. 
This so lu t ion  i s  b a s i c a l l y  open loop so tha t  t h e  control  object ive is  
s e n s i t i v e  t o  e r r o r s  made i n  state measurements and t o  disturbances 
act ing on t h e  system once t h e  measurements a r e  made; however, by period- 
i c a l l y  sampling the s t a t e  and t r e a t i n g  each new sampled state as  an 
i n i t i a l  s t a t e ,  the loop is  closed. If some of t h e  c h a r a c t e r i s t i c s  of 
t h e  disturbances were known th i s  type of mechanization may not and 
probably would not be better than t h a t  mechanization which u t i l i z e s  
those known proper t ies  of t h e  disturbances. 
I n  an e f f o r t  t o  take advantage of t h e  f a c t  t ha t  c e r t a i n  c h a r a c t e r i s t i c s  
Of t h e  disturbances a re  known, A. M. Hopkins and P. K. C. Wang ( R e f .  3 )  
have r e a l i z e d  a quasi-optimal so lu t ion  u t i l i z i n g  these known c h a r a c t e r i s t i c s .  
Their work treats the  design of a relay cont ro l  system required t o  zero 
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- .  t h e  input-output e r r o r  when the  i n p u t  t o  the cont ro l  system i s  a random 
process. Essent ia l ly ,  the input process i s  predicted and the  switching 
times found so t h a t  t h e  e r r o r  between the output and the  predicted input ,  
and a l l  of the  e r r o r  de r iva t ives  a re  zeroed i n  a minimum of time. This 
requires  among o ther  th ings ,  t h a t  the input process has t o  be d i f f e r -  
en t i ab le  and t h a t  t h e  e r r o r  s t a t e  i s  near t he  or ig in ,  f o r  i n  t h i s  case 
advantage i s  taken of t h e  f a c t  t h a t  when the  e r r o r  s t a t e  is  near the  
o r ig in  the minimal t r a j e c t o r i e s  have a t  most N - 1  switchings,  where N 
i s  tne order of t he  p l a n t ,  This then requires  t h a t  the  cont ro l  system 
operate i n  two modes; namely, one mode being used when t h e  e r r o r  s t a t e  
i s  near the o r ig in  and t h e  above c r i t e r i o n  is  used and t he  o ther  mode 
being used when t h e  e r r o r  state is  d i s t a n t  from t h e  o r i g i n  and then only 
requir ing t h a t  t he  cont ro l  system be used t o  zero t h e  e r r o r  and t h e  
e r r o r  r a t e .  
In  both the  so lu t ions  of Fltigge-Lotz/Craig and Hopkins/Wang, t h e  
scheme f o r  the  r e a l i z a t i o n  of t h e  quasi-optimal cont ro l  has been t h e  
same; t h a t  is, from t h e  proper t ies  of t he  t r u e  optimal so lu t ions  enough 
information is  extracted so  t h a t  a reasonably good quasi-optimal r e a l -  
i za t ion  r e s u l t s .  
i s  l imited by t h e  allowable degree of complexity of the  cont ro l  system 
hardware 
The degree of "goodness" of t h i s  quasi-optimal scheme 
In t h i s  study a method of so lu t ion  i s  advanced i n  which c e r t a i n  
s t a t i s t i c a l  p roper t ies  of t he  optimal cont ro l  a r e  determined. Since 
t h i s  method i s  d i f f e r e n t  from those i n  use a t  p resent ,  it is f e l t  t h a t  
addi t iona l  information about t he  proper t ies  of t h e  optimal so lu t ion  w i l l  
r e s u l t  when t h i s  method i s  used and t h a t  t h i s  add i t iona l  information 
can be used t o  an advantage i n  the  r e a l i z a t i o n  of a quasi-optimal scheme. 
I n  t h i s  study it i s  assumed t h a t  t h e  p l an t  is  subjected t o  random 
disturbances s o  t h a t  a t  any t i m e  t h e  s ta te  of t h e  p l an t  i s  a random 
var iab le .  It w i l l  be shown t h a t ,  i n  c e r t a i n  cases ,  t h e  optimal so lu t ion  
requires  t h a t  the  cont ro l  s i g n a l  be a funct ion of t h e  s ta te  of t h e  
p lan t ;  therefore ,  i n  t h i s  s tudy it i s  assumed t h a t  t h e  s t a t e  of t h e  p lan t  
can always be  accurately determined. 
_ .  
appr0ac-n used iu i,iliS; b t u G y  is $6 rq-cirs +L-+ +I-- ---+-fil b l C 1 "  V L L L  b " I * " I " A  .. 
s igna l  be t h e  output of a re lay ,  and then t o  f i n d  t h e  optimal cont ro l  
s i g n a l  s a t i s f y i n g  t h i s  requirement. This approach m a y  be used t o  re- 
evaluate  those systems which r e s u l t  i n  a re lay  cont ro l  due t o  c e r t a i n  
approximations made during the course of the so lu t ion .  
example, t h e  p l a n t ' s  impulse response is expanded i n t o  a t runcated 
Taylor's series and as  a result of t h i s  truncation, t h e  optimal cont ro l  
becomes a r e l a y  cont ro l .  
a t  t he  outse t ,  t h i s  assumption would have allowed more information about 
t h e  ac tua l  physical  system t o  be used during t h e  course of t h e  so lu t ion .  
"his s tudy attempts t o  take  advantage of  t h i s  addi t iona l  information. 
I n  R e f .  4, f o r  
If a r e l a y  control would have been assumed 
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I1 PROBLEM D E F I N I T I O N  
2.1 STATEMENT OF THE PROBLEM 
. -  
I n  t h e  formulation of t h e  problem, a general  descr ip t ion  of t h e  
system i s  given and the  problem i s  described i n  a general  manner; how- 
ever,  t he  so lu t ion  i s  s tud ied  f o r  various spec ia l ized  vers ions of both 
t h e  system and the  s t a t e d  problem i n  order t h a t  a maximum amount of 
information may be ex t rac ted  from t h i s  study. 
When used i n  t h i s  r epor t ,  t he  expression "system" i s  used t o  denote 
the plant  which is  t o  be cont ro l led  and a l s o  the  inputs  e f f e c t i n g  t h e  
performance of the  p l an t .  
The expression "dynamical system'' i s  understood t o  be the  system exclusive 
of the inputs .  
Among these  inputs  i s  the  cont ro l  i t s e l f .  
I n  t h i s  inves t iga t ion ,  the design problem i s  t o  zero a given s t a t e  
i n  a prescr ibed time 
c r i t e r i o n  be minimized during the  process.  
assumed t o  be l i n e a r  with addi t ive  noise  a t  t he  input .  It i s  apparent 
t h a t  it is  not poss ib le  t o  zero the  s t a t e  a t  time T unless  t h e  e f f e c t s  
of the addi t ive  noise  were exac t ly  known during t h e  i n t e r v a l  of control ;  
therefore ,  t he  design c r i t e r i o n  w i l l  be such t h a t  f o r  a given i n i t i a l  
s t a t e ,  t he  average value, over a l a rge  number of t r i a l s ,  of the  s t a t e  
a t  time T be zero. In  an e f f o r t  t o  keep t h e  f i n a l  s t a t e  wi th in  a 
small hypersphere around the  o r ig in ,  a c e r t a i n  mul t ip le  of t he  variance 
of the f i n a l  s t a t e  may be added t o  t h e  o r i g i n a l  performance index 
which i n  t h i s  study i s  given by 
T while r e q u i r i n g  t h a t  a c e r t a i n  performance 
The dynamical system i s  
Mathematically, t h i s  design c r i t e r i o n  r equ i r e s  t h a t  
while t h e  performance c r i t e r i o n  
(2.lb) 
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e . .  
I b  -Liiii?iz;zci!, vhore .. 
x(T) = s t a t e  vector  a t  t i m e  T (n x 1). - 
u i ( t )  = i - t h  element of the cont ro l  vector.  
~ Q = constant matr ix  ( n x n ) .  
I E = expectation operator.  
2.2 THE SYSTEM 
The d i f f e r e n t i a l  equations determining the  response of t h e  system 
a re  given by the  following expression 
- k ( t )  = F - x ( t )  + D - u(t) f B w ( t )  - 
where 
- x ( t )  = s t a t e  vector  (n  x 1) 
- u ( t )  = cont ro l  vector (m x 1 , m < n )  
- w ( t )  = random noise  vector  (r x 1 , r < n )  
F = constant matrix (n  x n )  
D = constant matrix (n  x m )  
B = constant matrix ( n  x r )  
Throughmt t h i s  paper, the  s t a t e  x ( t )  i s  considered t o  be an - 
e r r o r  s t a t e  so  t h a t  t,he expressions 'lstate" and "er ror  s t a t e "  a r e  used 
interchangeably 
It i s  assumed t h a t  a l l  of t h e  s t a t e s  of the dynamical system are  
ava i l ab le  f o r  measurement, and t h a t  the measurements of these  s t a t e s  a re  
- 5 -  
not noisy 
2 " 3  THE CONTROL SIGNAL 
Since the  cont ro l  s igna l  i s  r e s t r a ined  t o  be the  ou tpu t  of a re lay ,  
t he  amplitude of t h i s  s igna l  i s  r e s t r i c t e d  t o  a f i n i t e  number of values .  
A t  any given time t h i s  amplitude is  a random var iab le  as a r e  the  switching 
times of t h i s  s igna l .  In  t h i s  sense, t he  cont ro l  s igna l  can be considered 
t o  be an ensemble sample from a random process.  
For convenience, only symmetrical r e l ays  w i l l  be considered. The 
mathematical descr ip t ion  of t h i s  r e l a y  i s  given by 
u ( t )  = +1 f o r  z ( t )  Z +k (2.3a) 
where k Z 0 . This r e l a y  is  shown i n  Fig.  2.1 where the  s i g n a l  z ( t )  
i s  the  input t o  the  r e l ay .  
The f a c t  t h a t  t he  
"on" magnitude has un i ty  
value is  again only i n  
t h e  i n t e r e s t  of con- 
venience. This 
r e s t r i c t i o n  f o r  a 
system with a s c a l a r  
control  o r  f o r  a system with 
multiple cont ro ls  is no 
r e s t r i c t i o n  a t  a l l  
providing the "on" 
values of each of the  
t U ( t )  
MODEL OF THE RELAY 
FIGURE 2.1 
controls  has the  same magnitude. This can be seen from an examination 
of Eq. 2.2. 
var iables  and a new noise  vec tor  such t h a t  t h e  "on" magnitude of t h e  
This equation can be normalized by def ining new s ta te  
- 6 -  
If t h e  input s i g n a l  t o  t h e  re lay ,  z ( t )  , is  a sample from a 
random process then t h e r e  e x i s t  re la t ionships  defined on the  p robab i l i t y  
d i s t r i b u t i o n  of z ( t )  
s igna l  may be determined. For example using t h e  f a c t  t h a t  u ( t )  i s  
constrained t o  be e i t h e r  0 , +1 , o r  -1 then 
such t h a t  t he  s tochas t ic  proper t ies  of t h e  cont ro l  
3 
(2.4a) 
3 
3 
(2.4b) 
where E is  t h e  expectation operator and 
u . ( t )  = t h e  j - t h  value of t h e  control s igna l  a t  t i m e  "t", where 
J 
u (t) = +1, u ( t )  = -1, u ( t )  = 0. 
1 2 3 
p,(t) = t h e  p robab i l i t y  t h a t  a t  t i m e  "t" t h e  control  s igna l  has t h e  
value +1. 
p ( t )  = t he  p robab i l i t y  t h a t  a t  t i m e  "t" t h e  cont ro l  s igna l  has t h e  
2 
value -1. 
Since t h e  input s igna l  t o  t h e  r e l ay  i s  
be w r i t t e n  i n  terms of t h e  probabi l i ty  d i s t r i b u t i o n  of z ( t )  
t h e  mathematical descr ip t ion  of  t h e  re lay  given i n  E ~ s .  2.3.  
z ( t )  , these  expectations can 
by using 
- 7 -  
= p [ Z ( t )  2 +kI - p [ Z ( t )  5 -k] 
= p [ z ( t )  2 +k] + p [ Z ( t )  5 -kI  
(2.58) 
Other re la t ionships  can be obtained i n  a s imi l a r  manner. 
In the  ensuing discussion it w i l l  be found necessary t o  determine 
such s tochas t ic  proper t ies  of t h e  cont ro l  s i g n a l  as 
where E[u( t l )  u ( t 2 ) ]  i s  the  auto-correlat ion func t ion  of t he  cont ro l  
s igna l  and E[u(t l )  w(t,)] i s  t h e  c ross -cor re la t ion  between the  cont ro l  
s igna l  a t  time t2  - tl , and the  noise  a t  time 
2.4 THE PEWORMANCE INDEX 
As s t a t e d  i n  Sect ion 2.1, the  performance index i s  such t h a t  some 
combination of t o t a l  cont ro l  e f f o r t  and f i n a l  s t a t e  w i l l  be considered. 
Becmse both the  cont ro l  e f f o r t  and the  f i n a l  s t a t e  a r e  random var iab les ,  
t h i s  performance index must be based on an average cos t ;  therefore ,  
performance is  defined as  
- a -  
- 
where t h e  prime G ~ U O ~ E S  t ~ m e p s e ~  "he matrix Q is a constant n x n 
matrix,  and u ( t )  i s  t h e  i - t h  element of t h e  con t ro l  vector .  i 
2.5 ASSUMPTIONS 
The development presented i n  t h i s  study w i l l  assume t h a t  both 
the  addi t ive  noise and t h e  cont ro l  s igna l  a r e  s c a l a r  quan t i t i e s ,  so t h a t  
Eq. 2.2 may be wr i t t en  
- k ( t )  = F z ( t )  + Du(t) + Bw(t)  (2.7) 
where D and B a r e  vec tors  and w ( t )  is  a random process ,  
The system (Eq. 2.7)  has  the  wel l  known so lu t ion ,  (Ref. 5 )  
- x ( t )  = e F ( t - t o ) x ( t o )  - + J e F(t-.t) [Du(T)+Bw(T 1 Id7 (2 .a 
0 
t 
where e F(t-to) 
~n element $. . i t - t  ) 
1J  
state due t o  an i n i t i a l  condition on the j - t h  s t a t e .  
i s  t h e  t r a n s i t i o n  matr ix  of t he  l i n e a r  dynamical system. 
o of t h i s  matrix i s  t he  time response of the  i - t h  
The i n t e g r a l  on t h e  r i g h t  hand side of Eq. 2.8 is  a funct ion of 
the  s tochas t i c  processes u ( t )  and w ( t )  ; therefore ,  it i s  necessary 
t o  ask i f  the  i n t e g r a l  e x i s t s  and i n  what sense. 
t h i s  paper, it i s  su f f i c i en t  t o  require  t h a t  t h e  i n t e g r a l  e x i s t s  i n  the  
sense t h a t  it can be represented by an approximating sum, 
For the  purposes of 
Since u ( t )  is  constrained t o  be e i t h e r  +1 , -1 , or 0 , it 
i s  apparent t h a t  t h e  p a r t  of t he  in t eg ra l  which involves the  
process  e x i s t s  a s  t h e  l i m i t  of  an approximating sum, f o r  i f  t h e  i n t e g r a l  
i s  represented by an approximating sum and t h e  subdivis ions occur a t  
t h e  switching times, then the  value of the  approximating sum i s  exac t ly  
t h a t  value of t h e  i n t e g r a l .  
u ( t >  
I n  order  t o  show t h a t  t he  p a r t  of t he  i n t e g r a l  involving the  process 
W ( t )  
t o  show t h a t  the process s a t i s f i e s  the hypotheses of a theorem from 
a l s o  e x i s t s  a s  t he  l i n i t  of approximating sums, it i s  s u f f i c i e n t  
- 9 -  
Parzen ( R e f .  6 )  which requi res  t h a t  t he  s tochas t i c  process have the  
propert ies  : 
1) continuous parameter 
2 )  mean value funct ion m ( t )  = E[w(t)]  is  continuous i n  t . 
3 )  covariance kerne l  K ( s , t )  = Cov [w(s):, w ( t ) ]  i s  continuous 
i n  both s and t . 
Therefore,  i n  t h i s  s tudy it w i l l  be assumed t h a t  
propert ies .  
w ( t )  has t h e  above 
Then from Parzen ' s  theorem 
b b 
E [ l w ( t ) d t ]  = Jm(t )d t  
Var [ JW(t)dt] = S / K ( s , t ) d s d t  
a a 
.b b b  
a a a  
K ( s , t )  = E[w(s)w(t)]  - m ( s ) m ( t )  ( 2 . 9 ~ )  
In t h i s  study it w i l l  be assumed t h a t  m ( t )  is  i d e n t i c a l l y  zero, 
s o  tha t  Eq. 2.9 reduces t o  
b 
E [Jw a W d t ]  = 0 
7 b b  r b  
V a r l  j w ( t ) d t ]  = JJK(s,t)dsdt 
( 2 . 1 0 4  
( 2 . lob  ) 
a a a  
The inves t iga t ion  i n  t h i s  s t u d y  w i  11 be concerned with t h e  
solut ion t o  t h e  optimization problem when var ious assumptions a re  made 
about t h e  system and the  performance index. 
- 10 - 
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3.1 DEVELOPWT 
I n  t h i s  chapter it i s  assumed t h a t  the matrix Q i n  Eq. 2.6 i s  
the  n u l l  matrix.  
of t h e  funct ion : 
The performance c r i t e r i o n  reduces t o  the  minimization 
T 
J = E l  l u ( t ) l d t  (3.1) 
0 
t 
such t h a t  E[x(T)]  = 0 . From Eq. 2 .8  it follows t h a t  
F(T-t o ) x ( t o )  + JeF(T-t)[Du(t)+Bw(t)]dt ) = o  
t. 
0 
Since the  s t a t e  vector  - x ( t o )  i s  assumed t o  be known, then 
E[eF(T-t o x ( t o ) l  ' = e - ( 3 . 3 )  
Upon using t h e  summation property of the  expectat ion operator  and a l so  
using Eq. 2.10a and Eq. 3,3, Eq. 3.2 can be wr i t t en  
T 
F(T-t ) 
DE[u(t)]dt = -e 0 "(to) 
0 
t 
o r  
T 
e-FtDE[ u( t ) ]dt  = -e-FtOx( - to ) 
0 
t 
From Eq. 2.4a, Eq. 3.5 can be wr i t t en  
T 
J e-FtD[p,(t)-p2(t) ]dt = -e-Ftox(t 0 ) 
( 3 - 5 )  
(3.6) 
and by using Eq. 2.4c, Eq. 3.1becomes 
- 11 - 
I n  t h i s  fo,mulation, p,(t)  and p 2 ( t )  can be considered t h e  cont ro l  
var iables .  Since p l ( t )  and p 2 ( t )  are probabi l i ty  functions,  these  
functions must s a t i s f y  t h e  following cons t r a in t s  
The region of allowable values 
of these var iab les ,  which i s  
now also the  region of admissi- 
b l e  controls ,  i s  shown i n  Fig.  3.1. 
The problem can now be 
r e s t a t ed  i n  terms of Eq. 3.6 
and Eq. 3 .7  by def ining a 
matrix C , such t h a t  
and by def ining the  new system as  
N 
- x ( t )  = FT( t )  - + Cp(t )  - 
FIG. 3.1. REGION OF 
ADMISSIBLE CONTROLS a 
( 3  -10) 
N 
where - x ( t )  i s  the s t a t e  of t h i s  equivalent  system. By using the  
cons t ra in ts  i n  Eq. 3 . 8 ,  Eq. 3 . 7  can be expressed i n  t h e  following 
f o m  
T 2  
With Eq. 3.10 as system equation, Eq. 3 .11 as  t h e  performance index, 
- 12 - 
aiiu --a v S v  8 2s  the cannt.raints on t h e  controls, t h e  problem i s  now i n  a 
form where t h e  Maximum Principle  can be used t o  an advantage. . *  
3.2 MAMPLE 
A s  an appl icat ion of t h i s  method the second order p lan t  
x ( t )  = u ( t )  + w ( t )  
is  considered. One def ines  as usual 
k 2 ( t )  = u ( t )  + w ( t )  
then the  following system evolves 
where 
From Eq-  3.9 it follows t h a t  
therefore  Eq. 3.10 can be w r i t t e n  
(3.12) 
;3. 1 B==[] J 
and from 3.11 it follows t h a t  
T 
(3.14) 
o r  - 13 - 
T 
- .  
(3.16) 
t 
0 
For t h i s  system t h e  Maximum Pr inc ip l e  ( R e f .  l), y ie lds  t h e  Hamiltonian 
w 
H = - [P1 + P21 + A1X2 + A2 rp, - pel 
N 
= AIX* - P1(1-h2) - P 2 ( l  f h2) (3.17) 
where it is understood t h a t  h 1' A,? P1.¶ and p2 may a l l  be 
time dependent. 
The ad jo in t  var iab les  a re  determined by t h e  following equation 
- 0  3 H  = - - -  1 
which yield 
A* = -A1( to ) t  + A (t  ) 
2 0  
( 3  18a) 
(3.19) 
The Hamiltonian H i s  maximized by t h e  following choice of p ( t )  and 
1 
p,( t )  = o i f  A, < 1 
p,( t )  = 1 i f  h < -1 
2 
= O  i f h > - l  2 
(3 .20)  
- 14 - 
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FIGURE 3 . 2 ~  
FIGURE 3.X 
FIGURE 3.2 TIME HISTORIES OF THE VARIOUS VARIABLES DERIVED 
I N  THIS SECTION 
- 15 - 
These values of p,(t)  and p,(t)  a re  within t h e  allowable region 
as se t  f o r t h  i n  the  cons t r a in t  Eq. 3 .8  - .  
Figure 3.2b shows the  t lcontrols l l  p ( t )  and p 2 ( t )  f o r  t h e  ad jo in t ,  1 
h 2 ( t )  , shown i n  Fig. 3.2a. 
Therefore; with p robab i l i t y  one, t he  cont ro l  s igna l  t o  t h e  ac tua l  
dynamical system w i l l  be as  shown i n  Fig. 3 . 2 ~ .  It i s  necessary t o  use 
t h e  qualifying phrase "with p robab i l i t y  one" s ince  the  only requirement 
on the cont ro l  s igna l  i s  t h a t  i t s  p robab i l i t y  d i s t r i b u t i o n  be a s  shown 
i n  Fig. 3.2b. 
I t  i s  t o  be noted t h a t  t h i s  i s  the  same cont ro l  s i g n a l  which would 
r e s u l t  i f  t h e  dis turbance w ( t )  was ignored a t  the ou t se t .  This r e s u l t  
i s  e s s e n t i a l l y  a consequence of t he  requirement t h a t  t he  cont ro l  only 
zeros the  expected value of t h e  f i n a l  e r r o r  s t a t e .  There is  no guarantee 
t h a t  t h i s  cont ro l  s igna l  w i l l  zero t h i s  f i n a l  s t a t e ;  r a the r ,  t h e r e  is 
only a guarantee t h a t  t h i s  cont ro l  s i g n a l  w i l l  zero t h e  average value 
of the  f i n a l  s t a t e .  
Incidental ly ,  Fig. 3.2d shows a s igna l  which can be used a s  an 
input s igna l  t o  the  r e l a y  i f  t he  cont ro l  s i g n a l  is  t o  be t h e  one shown 
i n  Fig. 3 . 2 ~ .  The value of k i n  Fig.  3.2d corresponds t o  the  value 
of  k i n  Fig. 2.1. There a re  an i n f i n i t e  number of input s igna l s  t h a t  
would also give t h i s  same cont ro l  s i g n a l .  I n  t h i s  case the  determination 
of an input t o  t h e  re lay ,  
of t h e  output i s  a t r i v i a l  problem. 
z ( t )  , given the  required s tochas t i c  proper t ies  
Figure 3.3 shows t h e  physical  r e a l i z a t i o n  of t h i s  con t ro l  scheme 
assuming t h a t  the  input t o  the  re lay ,  
the  well known problem of determining 
adjoint  var iab le .  The system i s  open 
input 
1 w ( t >  
z ( t )  , is  known. There i s  again 
the  i n i t i a l  condi t ions of the  
loop i n  t h a t  z ( t )  is a programmed 
FIG. 3.3 REALIZATION OF THE SCHEMF: OF SECTION 3.2 
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I n  order t o  check the  "goodness" of t h i s  cont ro l  it i s  necessary 
t o  determine the  variance of t h i s  f i n a l  s t a t e ,  
I n  t h i s  case, E [ u ( t ) ]  = u ( t )  . When t h e  cons t r a in t  a s  given by 
Eq. 3.4 i s  s a t i s f i e d ,  Eq. 2.8 can be wri t ten,  ( f o r  t = T )  
T 
(3.21) 
(3.22) 
where the  bar over t h e  var iab le  denotes the  expectat ion operator  and 
the  prime denotes the  transpose of t h e  matrix. 
expression may be wr i t t en  out i n  its e n t i r e t y .  
From Eq. 3.13, the  above 
x 1 ( T ) x ~ ( T )  
I h 
c 
Therefore the  variance of the  f i n a l  s t a t e  is  given by, 
T T  
For example, assuming Elw(~)w(E)]  = GG(?- f j )  , so t h a t  w ( t )  i s  
white noise  of power i n t e n s i t y  G , then 
T T  - 
x 2 (T)  = GJJ(T-T)  (T-5)6(T-e)d'tdk 
1 
0 0  
GT3 - -  
- 3  
m e  variance increases  with the  noise power and with the  t i m e  T 
of the problem. Since the  variance increases  with T , an obvious method 
of reducing t h i s  variance i s  by reducing t h i s  t i m e  T . If T i s  a 
f r e e  parameter, it should be chosen as the  minimum t i m e  required t o  
zero the s t a t e .  With t h i s  choice for  T then  a scheme s imi l a r  t o  
t h a t  presented by Hopkins and Wang ( R e f .  3 )  can be used s ince  t h a t  scheme 
zeros  an e r r o r  s t a t e  i n  minimum t i m e .  
There a r e  however, problems i n  which T i s  f ixed;  for example, a 
rendezvous problem i n  which the  rendezvous t i m e  i s  given. I n  t h i s  case 
T i s  not a free parameter, so t h a t  i f  it i s  required t h a t  t he  var iance 
be smaller, t he re  must be a corresponding increase of f u e l  expenditure.  
It is  t o  t h i s  c l a s s  of problems t h a t  t h i s  i nves t iga t ion  i s  next d i r ec t ed .  
I n  t he  next chapter it i s  assumed t h a t  t h e  cos t  of t h e  f u e l  i s  
negl ig ib le  compared t o  t h e  cos t  resu l t ing  from e r r o r s  a t  t h e  f i n a l  time 
and that  t h i s  f i n a l  time i s  f ixed  and i s  g r e a t e r  t han  t h e  minimum t i m e  
mentioned i n  t h e  preceding discussion.  
- 18 - 
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( 3 . 2 5 4  
4.1 'm PERFORMANCE CRITERION 
I n  t h i s  chapter, the  problem i n  which t h e  cost  of con t ro l  e f f o r t  
adds only a negl ig ib le  amount t o  t h e  performance index is  considered. 
I n  t h i s  case, it can be assumed t h a t  t h e  matrix Q (Eq. 2.6) i s  
purposely chosen so t h a t  t h e  i n t e g r a l  i n  Eq. 2.6 has l i t t l e  e f f e c t  
upon t h e  t o t a l  cost .  
t o  
For t h i s  p a r t i c u l a r  assumption Eq. 2 , 6  reduces 
Again with the  assumption t h a t  t h e  addi t ive noise has zero mean 
and t h a t  t h e  state 
equation (Eq. 3.5) holds and is  rewri t ten here  f o r  convenience. 
x ( t  ) can be accurately determined, t he  cons t r a in t  
0 - 
T 
I e - F t D E [ u ( t ) ] d t  = -e-mOx(to) - (3.5) 
0 
t 
By t h e  use of Eq. 2.8, Eq. 4 .1  may be expanded such t h a t  t h i s  
cos t  is  expressed i n  terms of t h e  control  e f f o r t  and the  add i t ive  noise,  
each of which i s  again assumed t o  be a sca la r  quant i ty .  
rn 
A t  t h i s  point ,  t he  matrix Q i s  assumed t o  be a constant  times 
t h e  i d e n t i t y  matrix; so t h a t  t h i s  matrix need not be considered f u r t h e r .  
Af te r  expanding t h e  r i g h t  hand side of Eq. 4.2, it follows t h a t  
F C ( T - t  ) F(T-t ) 
J = E x ' ( t o ) e  o e  0 dt,) (- 
(continued) 
- 19 - 
T 
r 
.. 
T 
n 
Bw(T)dT 
F'(T-t ) F(T-T) 
i - x'(to)e 0 e 
4. 
L 
0 
T T  
T T  
T T  
Upon using the summation properties of the expectation operator 
and the assumption that E[w(t)] = 0 , Eq. 4.3 is reduced to 
F'(T-t ) F(T-t ) 
J = - x'(to) e o e  0 - x(to) 
+ x'(to) e F'(T-to) f e F(T-T) D .(.7 d.r 
0 
t 
- 20 - 
(Continued) 
.. 
T T  
J J  
toto 
T T  
D d(dT 
+ [ [ B ' e  F'(T-,T),F(T-T) 
J J  
T T  
L L  
0 0  
where t h e  bar denotes the  expectation operator.  
'This equation can be fu r the r  simplified by noting t h a t  c e r t a i n  
terms a re  independent of t he  con t ro l  and the re fo re ,  need not be con- 
s idered i n  the minimization of J s 
For example, t he  doable i n t e g r a l  which involves only t h e  auto- 
co r re l a t ion  of ~ ( t )  
be considered i n  t h e  minimization of J e Because of Eq. 3.5,? t h e  
i n t e g r a l  i n  t h e  second term on the  r igh t  hand s ide  of Eq. 4.4 i s  simply 
-e F( 'r- to)xjto) - 
di t ions ;  i n  f a c t  when one uses  Eq. 3.5 it can be shown t h a t  
i s  independent of' t h e  cont ro l  and hence need not 
which i s  therefore  only a funct ion of the  i n i t i a l  con- 
T 
{continued) 
- 21 - 
F'(T-t ) F(T-t ) 
= - 2xf(toj - e o e  0 - x ( t o )  (4.5) . 
'The control  dependent terms may be co l lec ted  f o r  convenience by 
defining 
F ' (T-t  ) F(T-t ) J* = J + - x f ( t o )  e o e  0 - x ( t o )  
t - t  
0 0  
With t h i s  de f in i t i on  f o r  J* t h e  cont ro l  which minimizes J* 
a l so  minimizes J ; therefore ,  J* w i l l  be wr i t t en  so t h a t  i t s  
dependence on the  cont ro l  can be seen, 
T T  
T T  
t- t 
0 0  
T T  
Since each of t he  i n t e g r a l s  of Eq. 4.6b i s  a s c a l a r  quant i ty  and 
s ince  the  two in t eg ra l s  involving t h e  noise process,  w( a )  
transpose of each other ,  Eq. 4.6b can be r ewr i t t en  
a re  the  
T T  
(continued) 
t % 
0 0  - 22 - 
I .  
-. B 'm d6dT ,. . + 2 1 J  D'e F ' ( T-T ) eF ( T- 6 ) (4.7) 
It w i l l  now be assumed that  t h e  noise i s  white. Insofar  as the  
s t a t i s t i c s  of the  noise a r e  concerned, t h i s  assumption presents  no 
r e a l  r e s t r i c t i o n  i f  the noise i s  gaussian s ince  a l i n e a r  f i l t e r  can be 
added t o  the  dynamical system such t h a t  the output of t h i s  f i l t e r  i s  
colored and gaussian when the  input  is  white and gaussian.  
f o r  those systems where the noise i s  not gaussian, t he  assumption t h a t  
the  noise  i s  white may impose a r e s t r i c t i o n  on the c l a s s  of problems 
f o r  which the  following development i s  applicable.  The assumption t h a t  
However 
the  noise is  white must therefore  be considered when the  system equations 
are derived. 
With t h i s  assumption, it follows tha t  t he  con t ro l  s igna l  i s  
independent of t he  fu tu re  values of t h e  noise s ince  the  fu tu re  values 
a r e  not pred ic tab le ;  therefore ,  s ince  the noise has zero mean, the  
average, i s  zero f o r  6 > T . With t h i s  assumption con- 
cerning the  s p e c t r a l  dens i ty  of the  noise and the  f a c t  tha t  t h e  first 
term on the  r i g h t  hand s ide  of Eq. 4.7 is  symmetrical i n  T and 5 , 
t h i s  equation can be rewr i t ten  
T T  
J;C = 2 ss DIeF'(T-T)eF(T-E) D dEdT 
to to 
o r  
t- to 
0 
T 
F'(T-7) F(T-6) + D' e e (4.9) 
J - 23 - 
Equation 4.9 can be more simply expressed by def ining a random 
variable ,  y (7 )  I such t h a t  
5 
f- 
0 
With t h i s  d e f i n i t i o n  f o r  y ( ~ )  li Eq. 4.9 can be r ewr i t t en  
T 
dT (4.11) 
Minimization of J* a s  given by Eq. 4.11, subjec t  t o  the  cons t r a in t s  
as given by Eq. 3.5 i s  €he primary objec t ive  of t h i s  research.  This 
minimization m u s t  consider t he  f a c t  t h a t  i s  constrained t o  be 
t h e  output of a relay., 
U ( T )  
'The performance index, J* as given by Eq. 4.11 can be minimized 
i f  the  function, i s  minimized a t  each i n s t a n t  of time 
Minimization of U O m  i s discussed i n  the  following sec t ion .  
4-2 MINIMIZATION OF 
Minimization of the  average, u('c>m can be f i r s t  inves t iga ted  
by expyessing t h i s  average i n  the  form 
where 
p[u(Z),y(T) 1 
a [ y ( ? ) ]  i s  the standard devia t ion  of y(z) 
i s  the  normalized c o r r e l a t i o n  c o e f f i c i e n t  
O[u(z) ]  i s  the standard devia t ion  of U ( T )  a 
Since the  average value of t h e  noise  i s  zero, t h e  funct ion,  ym 
i n  Eq. 4.12 i s  given by t he  expression 
D a - 7  dE F' (T-T) F(T-~) = r D ' e  e 
- 24 - 
(4.13) 
c .  
.. 
(4.14a) 
When Eq. 3.4 and Eq. 4.14b a r e  combined, t h e  r e s u l t i n g  equation 
4,14b) 
f o r  J* 
i s  given by 
(4.15) F ' (T- t  ) F(T-t ) + - x ! ( t o )  e o e  0 - x ' ( t , )  
The l a s t  term of Eq. 4.15 i s  independent of t h e  con t ro l ;  therefore  
i n  order  t o  minimize Eq. 4.15 it i s  only necessary t o  minimize the  
value of t h e  i n t e g r a l .  This i n t e g r a l  w i l l  assume i t s  most negative 
va lue  if the  co r re l a t ion  coe f f i c i en t ,  p [ u ( ~ ) , y ( ~ ) ]  , assumes i t s  most 
negat ive value a t  each i n s t a n t  of time independent of t he  s tandard 
dev ia t ions  o [ u ( T ) ]  and c r [ y ( ~ ) ]  a However, it i s  w e l l  known, (Ref, 
7, p .  263, f o r  example) t h a t  t h e  only cases f o r  which pe r fec t  co r re l a t ion  
such as t h i s  e x i s t s a r e f o r  those cases where the  two random va r i ab le s  
are l i n e a r l y  r e l a t e d .  Since U ( T )  has a t  most t h r e e  values and y(T)  
can have poss ib le  an i n f i n i t e  number, it i s  obvious t h a t  t he  two random 
v a r i a b l e s  can not be l i n e a r l y  r e l a t e d  and thus  'm can no t  a t t a i n  
- 25 - 
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t h i s  lower bound, The problem i s  now t o  f i n d  the  a t t a i n a b l e  minimum . .  
and having found it, t o  determine t h e  condi t ions on t h e  con t ro l  so t h a t  
t h i s  minimum may be rea l ized .  
J u s t i f i c a t i o n  for the  manipulations used i n  the  following presenta t ion  
can be found i n  any good book on p robab i l i t y  theory ( R e f .  7, f o r  example). 
The average, , i s  given by 
where E [ u ( r ) l y ( T ) ]  i s  the  expectat ion of U(T) conditioned on y(T)  
and F[y(T)] i s  the  cumulative d i s t r i b u t i o n  fuc t ion  of y ( 7 )  , When 
it is assumed t h a t  the  p robab i l i t y  dens i ty  func t ion  of 
no de l t a  funct ions,  then t h e  d i f f e r e n t i a l ,  
y ( ~ )  contains  
d F [ y ( ~ ) ]  , i s  given by 
Also, t he  average, ;(2) , i s  given by 
(4.18) 
Eq. 3.5 imposes an  i n t e g r a l  cons t r a in t  on t h e  values  of ~m ; 
therefore ,  t he  expression f o r  u(.7 
cons t ra in t  on the  minimum value of 
E[u( T) ly( T )  ]dF[y( T )  1 which determines t h e  minimum of u(.>yo a l s o  
determines tne  value of This can be e a s i l y  seen i n  the  event 
it i s  required t h a t  be +1 . For i n  t h i s  case it i s  necessary 
t h a t  the func t ion  E[u(T)ly(~)] be +1 
as given by Eq. 4.18 imposes a 
'y(.) , s ince  t h e  func t ion  
-m . 
Therefore the problem of minimizing t h e  func t ion  'm w i l l  
be rephrased as fol lows:  
"For  a f i xed  but  a s  y e t  unknown value of u(.T f i n d  the  funct ion,  
E[U(T)IY(Z)] , such t h a t  t he  average, , i s  minimized." 
%or convenience it i s  assumed t h a t  t h e  dens i ty  func t ion  of y(T)  
contains no d e l t a  func t ions -  I n  forming y ( ~ )  t h e  two s igna l s ,  
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-. u(k) 
besides being convenient, t h i s  assumption i s  a l so  reasonable. When 
t h i s  assumption i s  used, Eq. 4.16 and Eq. 4.18 can be wr i t t en  
and w(5) , are  smoothed by the  integrat ion process; therefore ,  
m - 
(4.19) 
(4.20) 
Minimization of Eq. 4.19 subject t o  t he  cons t ra in t  given by Eq. 
4,20 can be considered as an optimization problem i n  which the  M a x i m u m  
Pr inc ip le  can be e f f ec t ive ly  used. I n  t h i s  formulation, t he  dynamical 
system is  defined by the  d i f f e r e n t i a l  equation 
a 
(4.21) 
and Eq. 4.19 i s  the appropriate performance c r i t e r i o n .  
which f o r  t h i s  system i s  E [ u ( z ) l y ( ~ ) ]  i s  bounded by - +1 The 
Hamiltonian f o r  this system becomes 
The "control", 
where 
(4.22) 
which implies t h a t  a t  each f ixed time, h [y(T)]  i s  a constant .  1 
Since p [ y ( a ) ]  i s  a pos i t ive  quantity and s ince E [ u ( ~ ) l y ( ~ ) ]  
i s  bounded by +1 the Hamiltonian i s  maximized by making - 
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'Therefore, E [ u ( r )  l y ( ? )  3 i s  a lways  e i t h e r  i-1 o r  -1 . The value of .. 
Y ( T )  where t h i s  funct ion changes s ign  i s  t h a t  value where y ( a )  i s  
equal  t o  A1[y(')] a By l e t t i n g  t h i s  value of y ( ~ )  be denoted by 
F(T) Eq. 4.20 can be wr i t t en  
(4.24) 
Equation 4.24 i s  the yule  which i s  used t o  -+nd the  value of ^y( ) 
i n  terms of the  f ixed  but a s  ye t  unknown value of 
requires  t h a t  t he  probabi l i ty  dens i ty  func t ion  of y ( ~ )  i s  known. 
'Tj , This procedure 
In a physical  re lay  it mus t  be admitted t h a t  t he re  i s  a s l i g h t  
Equation 4 .23  s p e c i f i e s  t h a t  t he  delay i n  the  ac t ion  of the r e l ay .  
cont ro l  s ignal ,  
Because of t h e  s l i g h t  delay i n  the  ac t ion  of t he  re lay ,  t he  con t ro l  
s ignal ,  
y('c-E) where E can be considered t o  be an in f in i t e s ima l  quant i ty .  
Since y ( T )  
density funct ion of y ( ? )  and the  dens i ty  func t ion  of y(T-E) a r e  
very nearly i d e n t i c a l  so t h a t  Eq. 4.24 may be wr i t t en  
u(T) , be cor re la ted  with the  random va r i ab le  y(T)  
u ( T )  , w i l l  a c t u a l l y  be co r re l a t ed  with the  random var iab le ,  
i s  a smooth function, t he  assumption i s  made t h a t  t h e  
00 
Since y( t -E) i s  composed of t he  pas t  values  of t he  noise  and t h e  
cont ro l  s igna l ,  it i s  therefore  poss ib le  t o  determine t h e  d i s t r i b u t i o n  
of t h i s  funct ion,  The d i s t r i b u t i o n  of the  func t ion  y ( ? )  can be 
assumed t o  be i d e n t i c a l  t o  t h i s  d i s t r i b u t i o n  of ~ ( T - E )  . Therefore, 
f o r  a given value of Eq. 4.24 may be used t o  compute $(T) 
Once the optimizing value of i s  known and h y ( - c )  i s  computed, 
there  i s  a s t ra ightforward r u l e  f o r  spec i fy ing  t h e  c o n t r o l  l a w  such t h a t  
the  "best" co r re l a t ion  i s  obtained. 'I'his r u l e  r equ i r e s  t h a t  
E[u(T)[y(T)]  2 1 if  y ( ? )  < ?(T) 
=-1 i f  y ( ~ )  > " y ~ )  
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(4.26) 
P[U(T) =-1 1 Y(T)] = 0 
and E[u(T) ly(T)] = -1 implies t h a t  
and thus given y ( ~ )  and ?(T) , U ( T )  i s  known t o  be almost always 
e i t h e r  +1 o r  -1 ; t h e  dead zone i n  the r e l a y  i s  thus  unnecessary 
s ince  p [ u ( ~ )  = o I y ( ~ ) ]  = o always. 
Now t h a t  pm has been minimized with respect  t o  the  
co r re l a t ion  between U ( T )  and y ( ~ )  , it is only necessary t o  optimize 
I t h e  unknown value u(.)- . 
When the  optimizing value f o r  E [ u ( ' r ) l y ( ~ ) ]  i s  subs t i tu ted  i n t o  
Eq. 4.19, t h i s  equation becomes 
03 8(d r. l 
Since it was previously assumed tha t  t he  p robab i l i t y  densi ty  of 
y ( ~ )  
value of t h e  control ,  , appears only i n  the  l i m i t s  of t he  
i n t e g r a l s  of Eq. 4.28 since 'm i s  a funct ion of ^y(t) . Therefore, 
minimization of 
of e i t h e r  the  funct ion ?( - )  or  the  function u( .  ) . 
i s  known and i s  not dependent on t h e  cont ro l  a t  time T , t he  
J* can be fu r the r  affected by t h e  proper determination -
- 
This optimal value of t he  function, u( ) , must also s a t i s f y  t h e  
c o n s t r a i n t s  given by Eq. 3 - 5 ;  therefore ,  a t  t h i s  point  t he  Maximum 
Pr inc ip l e  can be used t o  f ind  t h i s  optimal funct ion.  
A new s t a t e  var iab le  i s  defined by t h e  equation 
A,. - x ( t )  = FZ(t)  - + D 
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(4,291 
where t h e  F and the  D a re  i d e n t i c a l  t o  the  F and t h e  D of t h e  
o r i g i n a l  system equations.  
x ( t >  , i s  ac tua l ly  the  average value of t he  s t a t e  of the  o r i g i n a l  
system. 
It i s  obvious t h a t  t h i s  new s t a t e  var iab le ,  
N 
- 
With Eq. 4.29 a s  t he  system equation, t he  cons t r a in t  on t h e  o r i g i n a l  
system given by Eq. 3.5 red.uces t o  the  requirement t h a t  t h e  state 
i s  zero. 
G(T) 
The performance c r i t e r i o n  f o r  t h i s  equivalent system i s  of t h e  form 
T 
r. 
J* = 2 1  ~ [ u ( T ) ]  dT ( 4 a 30a ) 
0 
t 
W 
where 
The function f [ m ]  i s  a func t ion  of s ince  the  l i m i t s  of  t h e  
in t eg ra l s  a r e  funct ions of U ( T )  
I n  t h i s  reformulation of the  problem, t h e  Maximum Pr inc ip l e  i s  used 
t o  f ind  the  optimal value of 
t o  the  cons t ra in t  t h a t  t he  f i n a l  state,  x(T) , i s  zero.  
'u(.) which minimizes Eq. 4.30a subjec t  
N 
4 - 3  SUMMARY 
I n  t h i s  chapter a procedure i s  presentedwhich der ives  a r u l e  f o r  
determining the magnitude of t h e  con t ro l  s igna l  such t h a t  t h e  variance 
of t he  f i n a l  s t a t e  i s  minimized. This procedure r equ i r e s  t h a t  a 
function of t he  pas t  values of t he  con t ro l  s i g n a l  and the  noise  be 
formed and t h a t  t h i s  funct ion be compared t o  a predetermined funct ion,  
?(a)  , and on the  bas i s  of t h i s  conparison, t he  con t ro l  s igna l  i s  
generated. This value of ?(T) i s  t h e  value of y ( ~ )  where the  
function, E [ u ( T )  Iy(T)] , changes s ign  from +1 t o  -1 . 
The mathematical procedure f o r  determining t h i s  value of >( T) 
i s  summarized as follows: 
1) By defining an equivalent  system (Eq.  4.29),  t he  optimal value 
- 30 - 
-- u\ f 13 :- u L ” L . L L & A A . - . d -  2-+--in J by aFFlicat, ion of the  Maximum 
Pr inc ip le .  
2 )  The value of ?(T) is computed f r o m  t h i s  value of U(.) by 
the  use of Eq. 4.24. 
Application of these procedures i s  presented i n  Chapter V. 
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V .  APPLICATIONS TO PHYSICAL SYS'TEMS 
5 , l  TNTRODLJiTiON 
. .  
-. 
Tn t h i s  chapter it i s  shown t h a t  when t h e  input noise i s  gaussian,  
t he  minimization procedure described i n  Chapter I V  can give a very 
good quasi-optimal so lu t ion  t o  t h e  r e l a y  con t ro l  problem. The emphasis 
i s  on the 1/s 
2 
p lan t ;  however, toward t h e  end of t h i s  chapter t h e  
h 
d 
l / ( s  +l) p lan t  i s  b r i e f l y  considered. 
2 5 . 2  A QUAsI-OPTIMAL SOLUTIOPJ FOR THE l/s PLANT 
'The procedure described i n  Chapter I V  w i l l  now be used i n  order  
t o  deteriiine a quasi-optimal con t ro l  law for t h e  system described by 
t h e  d i f f e r e n t i a l  equation 
where t h e  noise ,  
zero mean, gaussian random process with auto-correlati-on funct ion 
given by G6(t)  where 6 ( t )  i s  the  Dirac d e l t a  func t ion .  
w ( t )  , i s  assumed t o  be a sample from a s t a t i o n a r y 9  
I n  this case t h e  s t a t e  equationsare given by Eq.  3.13, From 
E q .  3.13 it i s  seen t h a t  t h e  vectors  B and D a r e  i d e n t i c a l ;  t he re -  
f o r e  the random variable  y ( z )  as defined by Eq.  4.10 i s  given by 
r 
where f o r  convenience, it i s  assumed t h a t  t h e  lower l i m i t ,  
ze ro .  
to , i.s 
By defining a new random va r i ab le  v ( 5 )  such t h a t  
then Eq 5 . 2  can be w r i t t e n  
T 
(5.4) 
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With t h i s  subs t i t u t ion , the  average, , i s  given by 
The average, , appearing i n  the  integrand of Eq. 5.5 
can be expanded as fol lows 
= lJ:(z) [u (E)  + w ( k ) ]  
=-++-- 
= 7-3 rn + m7-5 + p[u(.) , u(E)]a[u(T)]a[u(E)]  
where p [ u ( ~ )  , u(E)]  = cor re l a t ion  coe f f i c i en t  
a [ u (  * ) 3 = standard deviat ion of u( . ) 
When Eq. 5.5 and Eq. 5.6 are subs t i tu ted  i n t o  the performance 
c r i t e r i o n ,  J* , a s  given by Eq. 4.11, t h i s  equat ion becomes 
( 5 . 7 4  
This  equat ion can be f u r t h e r  s implif ied by rewr i t ing  t h e  first term on 
t h e  right hand side so t h a t  
F'T FT J* = - xl(t) e e &(o) 
. .  
"he term i n  Eq." 5.7b which involves the  co r re l a t ion  coe f f i c i en t ,  - .  
p [ u ( ~ )  u ( E ) ?  
integrand a r e  bounded from above; t h a t  i s ,  t he  f a c t o r  D'e 
i s  bounded s ince  the dynamical system i s  assumed t o  be s t a b l e  and a l s o  
each of the  f a c t o r s  involving the  con t ro l  s igna l  i s  bounded from above 
by +1 
i s  bounded from above s ince each of t he  f a c t o r s  of t h e  
F ! ( T - T )  e F(T-E,),, 
Since the  cont r ibu t ion  of t h i s  term t o  t h e  performance c r i t e r i o n ,  
i s  bounded and the  cont r ibu t ion  from the  term involving 'm- JX 
may be unbounded, t he re  a r e  cases where the  e f f e c t s  of the  f ac to r ,  
~ l u ( ' I )  , u(E) ] o [ u ( ~ )  lo[u( 5 )  1 
of thefactor u ( T ) w ( ~ )  . These cases are inves t iga ted  i n  t h i s  s ec t ion  
and then i n  a l a t e r  sec t ion  t h e  more genera l  case i s  inves t iga ted  where 
the  e f f e c t s  of the factor O[u(?) , u(e ) ]o [u (~ ) ]a [u (k ) ]  a r e  included i n  
t h e  studyn 
a re  i n s i g n i f i c a n t  compared t o  the  e f f e c t s  
The j u s t i f i c a t i o n  f o r  neglect ing t h i s  c o r r e l a t i o n  t e r m  can a l s o  
be seen i f  it i s  noted t h a t  t h e  random var iab le ,  v ( 5 )  , i s  the  sum 
of the  random var iab le ,  . ( E )  , whose amplitude i s  e i t h e r  +1 o r  -1 
and the random var iab le ,  w ( 5 )  , whose variance i s  i n f i n i t e .  
Since w ( t )  i s  a zero mean, gaussian random va r i ab le  with i n f i n i t e  
variance, then it can be assumed t h a t  t he  d i s t r i b u t i o n  of 
gaussian with i n f i p i t e  variance s ince  t h e  add i t ion  of t h e  f i n i t e  term, 
u ( 5 )  
of v ( 5 )  m u s t  be given by s ince  v ( 6 )  = w(5) + u(6) and the  
mean value of w (  F, ) i s  zero 
v ( 5 )  i s  
can hard ly  change the shape of t h e  d i s t r i b u t i o n ,  The mean value 
Insofar a s  the  s t a t i s t i c s  of 
consider the s t a t i s t i c s  of v ( 6 )  where 
v ( t ) ,  are concerned, one may the re fo re  
N 
#u 
s ince  v(  E )  i s  gaussian with mean given by and i n f i n i t e  var iance.  
With th i s  assumption, an approximation t o  t h e  average, , 
can be found a s  fo l lows:  
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.. 
When one compares Eq. 5.8b t o  Eq. 5.6, it can be seen t h a t  t he  
above assumptions neglects  the  e f f e c t s  of t h e  term involving the  auto- 
co r re l a t ion  of the  cont ro l  s ignal .  
This study w i l l  now continue using t he  assumption t h a t ,  insofar  
as  t he  performance i s  concerned, t he  e f f e c t s  of t he  term involving the  
au tocorre la t ion  of t h e  cont ro l  s igna l  are negl ig ib le  compared t o  the  
e f f e c t s  of the  term involving and thus t h i s  former term 
can be omitted from t h e  performance c r i t e r i o n .  
w i l l  be inves t iga ted  toward t h e  end of t h i s  Sect ion and a l so  i n  Section 
This r e l a t i v e  s ign i f icance  
5,3.  
The o r i g i n a l  performance c r i t e r ion ,  J , can be expressed a s  a 
funct ion of t h e  above mentioned var iables  by subs t i t u t ing  Eq. 5.7% i n t o  
Eq. 4.4 giving 
T T  
J =  r r B1eF'(T-T)eF(T-oB dkdT 
J J  
0 0  
T T  
J J  
0 0  
T T  
J J 
0 0  
( 5 . 9 4  
Therefore when the  term involving t h e  au tocorre la t ion  of t h e  con t ro l  
s i g n a l  i s  neglected and when the  autocorrelat ion,  G8(~-6) is  sub- 
s t i t u t e d  f o r  q m l  , the  approximation t o  the  performance 
c r i t e r i o n ,  J i s  given by J where 
- 
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From t h e  s ta te  equations, Eq. 3.13, it follows t h a t  
Equation 5.10 is  subs t i t u t ed  In to  Eq. 5.9b y ie ld ing  the  equation 
T T  
J N = G [c + T] + 2 S S [ ( T - r )  (T-E) + 11 U(.>w(S) dEdT (5.11a) 
0 0  
N 
Minimization of J with respect  t o  t h e  con t ro l  i s  equivalent t o  
the  minimization of J1 where 
T T  
J1 ' I n  order  t o  use t h e  procedure of Chapter I V  for  minimizing 
y ( ~ )  , be defined by it i s  necessary t h a t  t he  random var iab le ,  
T 
Y ( T >  = I  h h S )  w ( t >  dS ( 5 . U a  1 
0 
where 
h(T,€j) = (T-T) (T-6) + 1 ( 5  1 
so t h a t  J1 i s  given by 
T 
h 
~ ~ = 2  J U T  m ( 5 . 1 2 ~ )  
0 
Since y(.i ) as defined by Eq. 5.12a i s  e s s e n t i a l l y  t h e  output  of 
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. .  
. *  
- 1 - 1in-m- - --  fi1t.m- when t he  input i s  gaussian noise,  then y(T) i s  a l s o  
.. gaussian. The mean and the  variance of y(T)  a r e d e t e m i n e d  from t h e  
equations 
2 3 2 
= _G (37 + 3T (T-7) + T (T-T) 3 
3 - 3(T-T)  - ( T - T ) ~  } ( 5  1% ) 
Therefore y(~) i s  gaussian with zero mean and variance given by 
Eq. 5.13b0 
minimize 
The procedure developed i n  Chapter I V  can now be use6 t o  
J1 - 
F r o m  Eq. 4.24 it follows t h a t  
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where k( T )  = ?(T)/b[Y(.)  1 
?( 7 )  = switching point  f o r  
6 [ y ( ~ ) ]  = standard deviat ion of 
E[u( 7) ly( 7 )  1 
y (7 )  
From Eq. 4.28 it a l s o  follows t h a t  
03 
W 
-00 
When t h i s  minimum value of uoy(7J i s  subs t i t u t ed  i n t o  Eq. 
5.12~2, t he  performance c r i t e r i o n ,  J1 , i s  given by 
. .  
.. 
The min imum value of J can now be determined by f ind ing  t h e  1 
and a l s o  s a t i s f i e s  
J1 
optimal value of U(.> (or  k(T)) which minimizes 
the  cons t ra in ts  given by Eq. 3.5. 
of k(T) as  given by Eq. 5.14a. 
The cont ro l ,  u(7-) , i s  t h a t  funct ion 
- 38 - 
t he  variance given by Eq. 5.13b, o r  
b [ y ( ~ ) ]  = i g  ( 3 ~  + 3 8 ( T - ~ )  + T3(T-~)2 
- 3(T-T) 3 - (T-T)~}”* 
When an equivalent  system is defined as i n  Eq. 4.29, t h e  Maximum 
Pr inc ip le  y i e l d s  the  Hamiltonian, H(T) , given by 
where h (T) i s  again l i n e a r  i n  T . 
2 
I n  order  t o  maximize H(T) with respect t o  t h e  control ,  E [ u ( T ) ]  , 
t h e  expression f o r  H(a) a s  given by Eq. 5.17 can be d i f f e r e n t i a t e d  
with respec t  t o  E [ u ( T ) ]  and t h e  r e s u l t  s e t  equal t o  zero. From an 
inspec t ion  of Eq. 5-17 it can be seen t h a t  t h i s  d i f f e r e n t i a t e d  equation 
w i l l  not contain E[u (T) ]  e x p l i c i t l y  b u t  w i l l  contain k(T) e x p l i c i t l y .  
Since k ( T )  and E [ u ( T ) ]  a r e  r e l a t ed  i n  a one-to-one manner by Eq. 
5.14a, t h i s  d i f f e ren t i a t ed  equation can be solved f o r  the  optimizing 
value of k ( 7 )  ins tead  of the  optimizing value of E [ u ( T ) ]  . It is  
to be noted t h a t  even though the  domain of t h e  funct ion is  
l imited,  the  domain of the  funct ion includes all of the  r e a l  
numbers so t h a t  one need not be concerned with the  p o s s i b i l i t y  t h a t  
t h i s  maximizing value of k ( 7 )  
domain of k(T)  ., 
E [ u ( T ) ]  
k ( T )  
so obtained f a l l s  outs ide of t he  allowable 
When t h e  Hamiltonian, Eq. 5.17, i s  d i f f e r e n t i a t e d  with respec t  t o  
E[u(.r)]  , the  r e s u l t i n g  equation becoxes 
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After both s ides  of Eq. 5.14a a r e  d i f f e ren t i a t ed  with respec t  t o  
E [ u ( T ) ]  one obtains  the  equation 
Subst i tut ion of Eq. 5.19 i n t o  Eq. 5.18 y ie lds  the  equation 
Also, 
i s  always pos i t i ve ;  =FF-n From Eq. 5.19, it i s  obvious t h a t  
therefore ,  since b [ y ( ~ ) ]  i s  always pos i t ive ,  Eq. 5.21 i s  always 
negative, which i s  the  requirement for a maximum. When Eq. 5.20 i s  
equated t o  zero, the  value of k ( T )  which maximizes H ( T )  i s  found. 
This value of k(T) when subs t i t u t ed  i n t o  Eq. 5.15, r e s u l t s  i n  
. Since k ( T )  = 9(T)/G[Y(T)] , it J1 t he  minimum of t h i s  funct ion,  
follows t h a t  
y( T) can be compared d i r e c t l y  t o  h2( T )  . 
From Eq. 5.16, a [y (T) ]  can be found 
?(T) = h2(7)  ; therefore ,  when t h i s  system i s  rea l ized ,  
With t h i s  expression for a [ y ( T ) l  , Eq. 5.15 becomes 
-40  - 
(5.23) 
Since k(?) i s  only a funct ion of E [ u ( T ) ]  , which i s  a funct ion of 
the  i n i t i a l  s t a t e ;  f o r  a given i n i t i a l  s t a t e ,  Eq. 5.24 becomes more 
negative as G becomes l a rge r .  
The neglected term i n  Eq. 5.6 
maximum amount added t o  the  cos t9  J , by t h i s  term i s  botlnded and 
independent of G . Therefore, f o r  G l a rge  enough, t he  e f f e c t  of 
the  maximum possible  cos t  increase due t o  t h i s  neglected term i s  not 
s i g n i f i c a n t  compared t o  the  cos t  savings due t o  J1 as given by Eq. 
5.24. 
s ince  t h e  integrand of t h i s  equation i s  always pos i t i ve  and the  minus 
s ign  i s  before the  in t eg ra l .  
i s  bounded by uni ty;  therefore ,  t h e  
It i s  t o  be noted t h a t  Eq. 5.24 always r e s u l t s  i n  a cos t  savings 
For t h i s  c l a s s  of problems, t h i s  scheme i s  a good approximation t o  
t h e  optimal control .  I n  a l a t e r  section, t he  noise i s  not assumed t o  
be la rge  and f o r  t h i s  case another scheme r e s u l t s .  
There is, however, the  same d i f f i c u l t y  when t ry ing  t o  mechanize t h i s  
con t ro l  as there  i s  i n  the  determinis t ic  case; namely, the  so lu t ion  
depends on the  i n i t i a l  conditions of the ad jo in t  var iab les  and not d i r e c t l y  
on t h e  i n i t i a l  conditions of the  s t a t e  var iab les .  However, assuming 
t h a t  t he  proper ad jo in t  i s  found fo r  a given i n i t i a l  s t a t e ,  then 
i s  generated a s  a funct ion of t h e  output of t he  time varying f i l t e r  
given by Eq. 5.12a. If t h i s  output i s  g rea t e r  than S(T) , which f ron  
Eq. 5.22 and E q -  5-14a i s  seen t o  be h ( T )  , u(?)  i s  made -1 and if 
t h i s  output  i s  l e s s  than h 2 ( r )  , u(?) i s  made +1 . 
U ( T )  
2 
The bound of un i ty  on the  term p[u(?)  , u ( ~ ) ] c f [ u ( ? ) ] O [ u ( ~ ) ]  i s  
i n  most cases, conservative.  
term can be accura te ly  computed. 
i n  Sect ion 5 ,3 .  
The e r ror  r e s u l t i n g  from neglecting t h i s  
The computational scheme i s  presented 
Figure 5 . 1  shows a method which may be used t o  r e a l i z e  t h i s  cont ro l .  
This r e a l i z a t i o n  assumes t h a t  the  noise i s  ava i lab le  'for measurement. 
FIGURE 5 .1  
REALIZATION OF THE CONTROL U S I N G  A F I R S T  
APPROXIMATION TO THE OPTIMAL CONTROL 
5 .3  A METHOD FOR COMPUTING THE F I N A L  STATE VARIANCES WHEN U S I N G  
THE CONTROL SCHEME O F  SECTION 5.2 
This sec t ion  o f f e r s  a computational scheme f o r  computing t h e  e r r o r  
i n  t h e  cos t  r e s u l t i n g  from neglect ing t h e  term 
i n  Eq. 5.9a. 
p [ u ( ~ ) , u ( ~ ) ] a [ u ( ~ ) ] a [ u ( ~ ) ]  
Since 
the  cost  for  the  system of Section 5.2 r e s u l t i n g  from t h i s  term i s  
0- 0 
T T  o r  
J = J J [ ( T - r ) ( T - t )  + 1 1  d7dk - x.’(O)e F ’ T  e FT x ( 0 )  2 - - (5 .27)  
0 0  
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Therefore, i n  order  t o  evaluate 
and w i l l  now be computed. 
J2 , only the double i n t e g r a l  is  unknown 
The autocorre la t ion  funct ion of u(-) may be expanded as follows. 
When one uses t h e  r e l a t ionsh ip  that  
then, Eq. 5.29 can be wr i t t en  
(5.29) 
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where 
(5.30) 
(5.31) 
The funct ion I ( T , ~ )  given by Eq.. 5.31 w i l l  now be s tudied .  Since 
y ( 7 )  and y ( 5 )  are normaA random va r i ab le s  with zero means and var iances  
given by ci [ y ( T ) j  and ci [ y ( 5 )  1 r espec t ive ly ,  then t h e  d i s t r i b u t i o n  
of y(T) given y(  5 ) i s  normal with mean given by "m" and var iance 
given by o1 where 
2 2 
2 
(5.33) 
??lese f a c t s  concerning the parameters of t h e  gaussian condi t iona l  
probabi l i ty  d i s t r i b u t i o n  can be found on page 54 of Ref. 6 .  
Equation 5 - 3 1  can now be evaluated.  
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(5 .34)  
With a change of var iab le ,  Eq. 5.34 simplifies ta 
where 
( 5 . 3 4 4  
When Eq. 5 . 9 a  i s  subs t i t u t ed  i n t o  E q .  5.30, t h e  expectat ion,  
becomes 
E [ u ( ~ ) u ( k ) ] ,  
With t h e  in t roduct ion  of t h e  new variable ,  z ( k )  , where 
Eq. 5.35 reduces t o  
It remains t o  evaluate  which f o r  T = E w i l l  give 
2 
a2[y(7)] o r  equivalent ly  a [y( l ; ) ]  . From Eq.5.l%and from t h e  f a c t  
t h a t  w( . )  i s  white with autocorrelat ion,  G6(t)  , it follows t h a t  
o r  
When the  proper t ies  of t h e  d e l t a  function, G((p1-Cp2) , a r e  con- 
sidered, Eq. 5.3913 can be wr i t t en  
Y ( 7 > Y  ( E 1 = G Ji:; : :: jh ( E ,cP >do (5.40) 
0 
When the  expression, (T-T)(T-E)  + 1, i s  subs t i t u t ed  f o r  h(T,5) , 
and Eq. 5.40 i s  integrated,  t he  average, Y(m , is  computed t o  be 
y(z)y(E)  = E ( 6 T  + 3T2(2T-~-E) + 2T 3 (T-T)(T-E) 
L 
4 - 2(T-E)(T-7) - ~ ( ~ T - T - E ) ( T - T )  f o r  TCE (5.41a) 
- ~ ( T - T ) ( ! P - ~ ) ~  - 3(2T-(-T)(T-E) f o r  T>5 (5.41b) 
/ 
= "( 37 + 3T 2 (T-T) + T 3 (T-T) 2 - (T-7)  5 
3 
L 
- 3(T-T) f o r  T=( ( 5 . 4 1 ~ )  31 
The double i n t e g r a l  required for t h e  eva lua t ion  of J2 given by 
Eq.  5.27, i s  now found by s u b s t i t u t i n g  Eq. 5.37 i n t o  t h i s  i n t e g r a l  and 
performing the indicated in t eg ra t ion .  
I n  s m a r y ,  t h e  procedure f o r  eva lua t ing  t h e  c o s t  due t o  t h e  f a c t o r  
p[u(~),u(~)la[u(~)l~[u(~)l i s  a s  fol lows:  
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1. E [ ~ ( T ) ~ ( S ) !  is evaluated from Ea. 5.37 where 
a )  f i s  given by Eq. 5 .38 where 
1) ?(a )  = h 2 i 4  
2 )  'm 
3) b[y( T')] 
i s  given by e i t h e r  Eq. 5.41a or 5.41b 
is  given by the square root  of Eq. 5 . 4 1 ~ .  
2. The above expression f o r  E[U(T)U(~)] i s  subs t i t u t ed  in to  
the  i n t e g r a l  of Eq. 5.27 and the i n t e g r a l  i s  evaluated.  
3. The term given by Eq. 5.28 is computed. 
4. The sum of the  r e s u l t s  of s t ep  2 and s t ep  3 is  t h e  r e s u l t i n g  
cos t  0 
Becacse exp(-x2/2) i s  not integrable  i n  closed form, numerical 
methods must be used t o  evaluate  t h e  double i n t e g r a l  of Eq. 5.27. 
5 "4 CF.ITICAL EVALUATION OF THE CONTROL SCHm PROPOSED I N  SECTION 5 -2 
I n  order  t o  test t h e  advantage of the scheme of Section 5.2 over 
the  open loop scneme which does not  consider the  e f f e c t s  of t he  noise,  
it is  only necessary t o  compare t h e  savings i n  cost ,  
Eq. 5.15 t o  t h e  cos t  incurred by t he  term involving the  au tocorre la t ion  
of the  con t ro l  s i g n a l  which is given by Eq. 5.27. 
J1 , given by 
It w i l l  now be shown t h a t  there  a re  cases  when t h i s  scheme r e s u l t s  
i n  a s u b s t a n t i a l  reduct ion of t he  f i n a l  state variance and t h a t  t h i s  
scheme approaches the  t r u e  optimal a s  the r a t i o  of noise power t o  con t ro l  
power increases .  
i nves t iga t e  tne  e f f e c t s  of a change of 
the  scheme presented i n  Section 5.2. 
Given an i n i t i a l  s t a t e ,  it i s  f i r s t  necessary t o  
G on t h e  ne t  cos t  when using 
By considering f i r s t  Eq. 5.2T9 which i s  the  cos t  due t o  the  f a c t  
t h a t  t h e  con t ro l  s igna l  i s  co r re l a t ed  i n  time, one can see t h a t  only t h e  
double i n t e g r a l  of t h i s  equation can possible  change as a r e s u l t  of a 
change i n  G s ince  the  remaining term is independent of G ; therefore ,  
only t h e  double i n t e g r a l  i s  now considered. 
When t h e  expression f o r  t he  standard devia t ion  a [ y ( ~ ) ]  given by 
Eq. 5.23 i s  used, Eq. 5,22 can be wr i t ten  
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(5.42) 
.. 
where g(T) i s  a funct ion not dependent on G . Since -w depends 
only on k(T) , for a f ixed  i n i t i a l  s t a t e  h 2 ( T )  must be var ied a s  
G i s  var ied so t h a t  Eq. 3.5 i s  s t i l l  s a t i s f i e d .  One can def ine a new 
opt  
N 
adjoint  var iab le  as h2 ( 7 ) where X 2 ( d  = h 2 ( W  G . With t h i s  
N 
def in i t i on  f o r  h 2 ( T )  , Eq. 5.42 may be wr i t t en  
Since the  i n i t i a l  conditions of K 2 ( 7 )  determine E [ u ( T ) ]  which 
i n  turn  determines the  s t a t e  - x ( o )  , it follows t h a t  X 2 ( T )  or equiv- 
a l en t ly  t h e  r a t i o  h 2 ( T ) /  G must be f ixed  f o r  any given i n i t i a l  s ta te  
- x(o) Therefore i n  t h e  following development, t h e  i n i t i a l  conditions 
of the ad jo in t  var iable ,  h , ( ~ )  are adjusted so t h a t  t h e  r a t i o  
c 
A*(T)/* i s  unchanged as G i s  var ied.  
It i s  now necessary t o  inves t iga te  t h e  consequences of such a 
change i n  G on t h e  o ther  important var iab les .  
When Eqs,  5.41a, 5.41b, and 5 . 4 1 ~  are used, t h e  equation f o r  f , 
Eq. 5.38, can be rewr i t ten  
(5.43) 
where f l ( T , k )  and f 2 ( T , C )  a r e  func t ions  not involving G . Since 
? ( T )  = h 2 ( T )  , and s ince t h e  r a t i o  A 2 ( 7 ) / c r e m a i n s  constant,  then the  
r a t i o  ?(T)/$? a l so  remains constant,  so t h a t  as G i s  var ied f 
r ema ins  constant .  Therefore as G i s  var ied and h 2 ( T )  varied so as 
t o  s a t i s f y  t h e  cons t r a in t s  given by t h e  i n i t i a l  s t a t e ,  t h e  cos t  from t h e  
double i n t e g r a l  term involving t h e  au tocorre la t ion  of t h e  con t ro l  s i g n a l  
i s  unchanged. 
t r o l  s ignal  i s  thus  seen t o  be independent of G f o r  a given i n i t i a l  
e r r o r  s t a t e .  
The t o t a l  cos t  caused by t h e  au tocorre la t ion  of t h e  con- 
However, from Eq. 5.24 it can be seen t h a t  t h e  change i n  c o s t  as 
-. 
-. 
- Q T . P C I I I +  *-I--- nf r n r r P l R t , i n g  the  s igna l  with the noise  becomes more negative 
a s  G increases .  Therefore, t he re  e x i s t s  a c r i t i c a l  value of G such 
t h a t  f o r  lower values of G it would be bes t  not t o  use t h i s  scheme 
since the  open loop scheme r e s u l t s  i n  a smaller variance; however, f o r  
l a rge r  values of G , t he  scheme of Section 5.2 r e s u l t s  i n  a ne t  decrease 
i n  the  variance of t he  f i n a l  e r r o r  s t a t e .  
Figure 5.2 shows the  various cos t s  as a funct ion of G f o r  the  
following condi t ion:  
x (0)  = 13-60 
1 
~ ~ ( 0 )  = -3.16 
T = 6.00 
where the  " c r i t i c a l "  point  occurs a t  G = 0.65 
I n  Figure 5 0 2 9  the  s o l i d  l i n e  i s  drawn by using values computed 
The experimental points ,  denoted by from the  method of Section 5 , 3 .  
t he  s m a l l  t r i ang le s ,  were obtained by using a d i g i t a l  computer simulation 
of t he  system. A t  each of the  points ,  there  were 150 runs used t o  
determine t h e  variance of t he  f i n a l  s ta te ,  which i s  t h e  performance 
c r i t e r i o n  f o r  t h i s  system, The computer program w a s  a d i g i t a l  simulation 
of t he  system of Fig.  5.1. 
A t  t h i s  point  it i s  conjectured, b u t  not proven, t h a t  a b e t t e r  
so lu t ion  t o  t h i s  problem might be found by the  use of the  information 
gained during the  computations of t he  various quan t i t i e s  described i n  
Sect ion 5.3,  The con t ro l  scheme of Section 5.2 neglected a term of 
t he  cos t ,  J , since the  probabi l i ty  d i s t r ibu t ion  of v(6)  was not 
exac t ly  known a t  t h a t  time. I n  t h i s  section, it i s  shown t h a t  t h i s  
term of t h e  cos t  contr ibuted a f ixed  amount independent of t he  noise 
power, G , so t h a t  f o r  s m a l l  values of G t h e  scheme of Section 5.2 
r e s u l t s  i n  a poor cont ro l  scheme. 
A b e t t e r  estimate of the  probabi l i ty  d i s t r i b u t i o n  of v(6)  can be 
made i f  t h e  information gained during the computations discussed i n  
Sect ion 5 . 3  i s  properly used, 
consider  t h e  e f f e c t s  of t he  neglected term. 
This be t t e r  es t imate  w i l l  allow one t o  
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41 J = E [ x ' ( T ) x ( T ) ]  - 
200 - -  
Control scheme i s  
Theoret ical  cost  
scheme of Sec, 5.2. 
150 
-- 
/ 
obtained from a d i g i t a l  computer 
simulation of t h e  cont ro l  scheme of 
Sec. 5.2. 
I 1 I I 
/ 1 I 1 I F s G  
1.0 2.0 3,O 4.0 5 00 
SYSTESI: Z ( t )  = u ( t )  + w ( t )  
DATA: ~ ~ ( 0 )  = 13.60 x,(o) = -3.16 , T = 6.00 m) = 
FIGURE 5.,2 COMPARISON OF TWO CONTROL SCKEMES WHEN THE OBJECTIVE 
I S  TO ZERO THE: AVERAGE VALUE OF THE FINAL STATE AT 
A FIXED TIME 
- 50 ,- 
With t h i s  new est imate  of the  d i s t r i b u t i o n  of v(E) , a new cont ro l  
*. law can be found which minimizes the  performance c r i t e r i o n ,  J* For 
t h i s  new con t ro l  law, the  r e s u l t i n g  cost  is computed. 
improvement, another i t e r a t i o n  cycle might be t r i e d .  I f  t he  cost ,  
computed by the  use of Eq. 5.9a, i s  found t o  be within design spec i f ica t ions ,  
then the  problem i s  solved and t h a t  cont ro l  scheme can be implemented. 
I n  a sense then, t h i s  procedure is equivalent t o  an i t e r a t i v e  scheme 
with the  so lu t ion  of Section 5.2 used as an i n i t i a l  condition. 
If the re  is  an 
The following a l t e r n a t i v e  method describes how the  information 
obtained from t h e  so lu t ion  given i n  Section 5.2 can be used i n  an 
attempt t o  f i n d  a b e t t e r  cont ro l  scheme; t h a t  is, t o  reduce t h e  cost  
even more than the  reduction, i f  my, accomplished i n  t h a t  sec t ion .  
It i s  shown by a d i g i t a l  computer simulation of the  r e s u l t i n g  system 
t h a t  t h i s  scheme a l s o  gives  very good r e s u l t s  when the  noise power, 
G , i s  s m a l l ,  
For t h i s  development, t h e  random variable  y ( ~ )  a s  given by Eq. 
5.2 w i l l  include the  e f f e c t s  of the  term, 
d i f f e r e n t i a t e  t h i s  random var iab le  from t h e  one used i n  Section 5.2, 
t h e  random var iab le  Y ( T )  w i l l  be used where 
u ( e )  I n  order  t o  
a 
(5.44) 
where h(T9E) i s  given by Eq. 5.12b0 
With t h i s  d e f i n i t i o n  f o r  ;(T) , then t h a t  p a r t  of Eq, 5.9awhich 
can be a f f ec t ed  by minimization can be wr i t t en  
T 
J 
0 
With t h i s  d e f i n i t i o n  f o r  F(T)  
given by 
the  t o t a l  cos t  given by Eqo5.9a is  
- 5'1 - 
.’ 
From t h e  development i n  Chapter IV it i s  necessary t h a t  t he  p robab i l i t y  
d i s t r ibu t ion  of F ( T )  be known. It i s  again assumed t h a t  t he  random 
variable  u(5) + w ( 5 )  i s  near ly  gaussian so t h a t  ?(T) i s  gaussian.  
It i s  important t o  mote t h a t  t h i s  i s  a much weaker assumption then t h a t  
one which i s  used i n  Sect ion 5.2 where the  average value of 
used in  place of u ( T )  I n  t h i s  case the  assumption i s  made t h a t  ?(T) 
i s  gaussian and not t h a t  u ( 5 )  + w ( E )  i s  gaussian.  The s igna l  u(k) + w ( k )  
i s  e s s e n t i a l l y  passed through a f i l t e r  with weighting funct ion,  
Since the  ac t ion  of t h i s  f i l t e r  i s  s imi l a r  t o  a summing process, t he  
output tends t o  become more gaussian than the  input (Ref. 8 ) .  The 
random variable ,  ?(T) i s  assumed t o  be gaussian with mean &(T) 
and variance d ( T) where, 
T 
U ( T )  i s  
h( T, 5 )  
-2 
(5.48) 
(5.49) 
-2 The mean squared value, y (T) , i s  given by 
T T  
which can be s implif ied t o  the  expression 
7 5 - 
-2 
Y = 2 l h ( T , 5 )  1 h(Tj(P) + w m j  dqd5 
0 0 
The procedure which w i l l  be used i n  an attempt t o  improve t h e  
system assumes t h a t  the  mean and the  var iance of ?(T) a r e  known and 
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then uses the  same method a s  was used i n  Sect ion 5.2 t o  f5 i iC  Z x  q%izd.  
con t ro l  law. Since :(T) i s  a funct ion of t h i s  derived con t ro l  law, 
t h e  a c t u a l  mean and variance of :(T) 
law i s  known. I f  these  ac tua l  parameters agree with the  assumed para- 
meters then the  problem i s  solved and the con t ro l  scheme can be implemented. 
I f  these parameters disagree,  then another i t e r a t i o n  cycle  may be used; 
however, i n  t h i s  cycle the  computed parameters of t he  l a s t  i t e r a t i o n  
cycle are  used. There i s  no proof of  convergence given here;  however, 
toward t h e  end of t h i s  sec t ion  a method i s  proposed so t h a t  t h i s  i t e r a t i o n  
scheme need not be used. 
. 
can be computed once t h i s  cont ro l  
The procedure t h a t  one might use  t o  es t imate  the  parameters of t h e  
d i s t r i b u t i o n  of y"( 7 )  w i l l  now be discussed. 
A r a t h e r  crude est imate  of these  parameters can be made if one uses - 
t he  func t ion  u ( . )  given i n  the  previous cyc le .  With t h i s  function, 
t he  mean value funct ion,  m ( 7 )  , can be obtained from Eq. 5.48. An 
est imate  of y (7) can be made by only consider ing the  last  term of 
Eq.  5.50a. These est imates  w i l l  be very c lose  t o  t h e  cor rec t  values 
when the  noise  power, G , i s  large.  When G i s  small, t he  above 
est imate  of y ( T )  may be very poor. In  an attempt t o  make a b e t t e r  
es t imate ,  a method i s  proposed which uses a forward i t e r a t i o n  scheme. 
Since it i s  f e l t  t h a t  the  methods used for obtaining these  est imates  
a r e  not e s s e n t i a l  t o  t h i s  study, t h i s  procedure i s  presented i n  Appendix A. 
LI 
2 
-2 
A t  t h i s  time, it i s  assumed t h a t  a very good est imate  of the  mean 
H N 
value funct ion,  m ( T )  , and t h e  variance b ( ~ )  , has been made and 
t h e s e  es t imates  w i l l  now be used i n  the ensuing development. 
H 
Since it i s  assumed t h a t  t h e  d i s t r i b u t i o n  f o r  y(7 )  i s  known, the  
procedure developed i n  Chapter IV and l a t e r  used i n  Sect ion 5.2 can be 
used t o  minimize the  performance c r i t e r i o n  given by Eq. 5.45. 
The expression f o r  E [u (T) ]  given by Eq. 3.44a can be wr i t t en  
The new var iab le ,  Z ( ~ )  = [;(.I) - ; (7 ) ] f i (T )  , reduces Eq. 5.51 t o  
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From E q ,  k 0 1 9 ,  it follows t h a t  
(5.53) 
The same subs t i t u t ion  t h a t  led  t o  Eq .  5.52 can be used t o  reduce Eq. 
5.53. With t h i s  subs t i t u t ion ,  Eq.  5.53 becomes 
03 
N 
Since m(T) and z ( T )  a r e  assumed t o  be known funct ions,  Eq. 5.54 
may be f i r s t  minimized with respec t  t o  t h e  c o r r e l a t i o n  by l e t t i n g  
= +1 i f  Z ( T )  < k*(T) 
o r  equivalently 
where k*( T) m u s t  be determined from Eq. 5.52. With t h e  func t ion  
E[u(T)IZ(T)Z(T) + ; ( T > l  given by Eq.  5.55a, Eq.  5.52 becomes 
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. k*(? j 
E[u(T)] fi e- [- 
0 
(5.56) 
Therefore k*(T) i s  t h a t  funct ion of E [ u ( T ) ]  given by Eq. 5.56. 
When Eq. 5.55a i s  subs t i t u t ed  i n t o  Eq. 5.54, it follows t h a t  
(5.57) 
N 
Since m ( 7 )  and Z ( 7 )  are assumed t o  be known funct ions  and 
s ince  k* (T) i s  a func t ion  of E[u(?) ]  , it follows t h a t  Eq. 5.57 
i s  a funct ion of only E [ u ( ? ) ]  . Therefore, if t h i s  function, U ( T ) ? ( ? )  , 
i s  subs t i t u t ed  i n t o  Eq. 5.45, t h e  Maximum 
minimize t h e  performance c r i t e r i o n ,  J1 , 
funct ion,  E [ u ( T ) ]  . The Hamiltonian f o r  
N 
This Hamiltonian can 
f i n d  t h e  optimal value of 
P r inc ip l e  can be used t o  
by t h e  proper choice of t h e  
t h i s  system becomes 
(5.58) 
now be d i f f e ren t i a t ed  and equated t o  zero t o  
k * ( T )  which i n  t u r n  i s  equivalent  t o  f ind ing  
t h e  optimal value of E [u (? ) ]  . Since t h e  only r e s t r i c t i o n  of k*(T) 
i s  t h a t  it s a t i s f i e s  Eq. 5.56 and s ince  the r i g h t  hand s ide  of t h i s  
equat ion is  bounded by +1 -1 , there  i s  no r e s t r i c t i o n  of t h e  
allowable domain of k*(?) . 
and 
However, a f t e r  both sides of Eq. 5.56 are d i f f e r e n t i a t e d  
t o  E [ u ( T ) ]  , one obta ins  t h e  equation 
with respec t  
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.- 
When Eq 5.59a i s  subs t i t u t ed  i n t o  Eq. 5.59, t he  expression fo r  
., 
tne  optimal value of k*(.r) i s  found t o  be 
When Eq. 5"55b and Eq. 5.60 a r e  combined, t h e  optimal con t ro l  law 
spec i f i e s  t h a t  
It  i s  thus  seen t h a t  i n  order  t o  generate  a con t ro l  s igna l  having 
the  required s t a t i s t i c a l  p roper t ies ,  it i s  only necessary t h a t  t he  
random var iab le  G ( T )  be compared t o  A2(?) 
be determined on the  b a s i s  of t h i s  comparison. 
and the  con t ro l  U ( T )  , 
The co r rec t  i n i t i a l  condi t ions on t h e  ad jo in t  var iab le ,  A 2 ( T )  , 
arefound by evaluat ing t h e  i n t e g r a l  of Eq. 5.56 with the  value of 
given by Eq. 5.60, 
k*(T) 
With t h i s  subs t i t u t ion ,  Eq. 5.56 can be w r i t t e n  
h 2 W  - 
The two constants  A,(o) and A1(o) a r e  found by eva lua t ing  t h e  
- 
cons t ra in t  equations,  Eq. 3.5,which f o r  t h i s  l/s 2 p l a n t  become 
T 
P 
T E [ u ( T ) ]  dT  = x ( 0 )  
1 
0 
(5.62b) 
- 56 - 
u 
!*%pr. ~ ~ s 1 ’ m p r 7  r?lUpS; g(T) apd C ( T )  liseif; t h e  f n i t f a i  . condi t ions of the ad jo in t  var iab le  can be found, Since t n i s  ad jo in t  
var iab le  is  used as  a comparator f o r  
mean and the  variance of 
proposed ir, Appendix A. 
and the  assumed parameters i s  c lose  enough, t h e  problem i s  solved; if 
not, another i t e r a t i o n  cycle may be used, 
requi res  tha t  the  values of the assumed parameters be very c lose  t o  t h e  
ac tua l  values ,  
rcI 
y(7)  
y ” ( ~ )  can now be computed using the  method 
If the  agreement between t h e  a c t u a l  parameters 
t he  ac tua l  values of t he  
Convergence of t h i s  procedure 
A method of so lu t ion  which does not requi re  t h i s  es t imate  of E ( T )  
and ;(T) w i l l  now be discussed, It i s  shown i n  t h i s  chapter t h a t  t he  
ad jo in t  var iab le  completely spec i f i e s  the con t ro l  law; it i s  only necessary 
t h a t  t he  function, 
var iab le  so t h a t  the  value of the  cont ro l  s igna l  may be determined. 
This f a c t  together  With the p r inc ip l e  of superposi t ion allows the  space 
of i n i t i a l  conditions of the  s t a t e  var iable  t o  be mapped upon the  space 
of i n i t i a l  condi t ions of the ad jo in t  var iab le ,  The p r inc ip l e  cf super- 
pos i t i on  may be used s ince the  dynamical system i s  l i n e a r .  
- 
y ( r )  , be generated and be compared t o  the ad jo in t  
The procedure used f o r  t h i s  type of so lu t ion  i s  as out l ined  below. 
1. The state i n i t i a l  conditions are assumed t o  be zero, so t h a t  
the system of E q <  5 * l  has t h e  solut ion 
- X(T) = f e F(T-r )  D [ u ( T )  + w(z)] d T  ( 5 . 6 2 ~ )  
0 
2 .  For a given noise  process, w( 0 )  and an assumed ad jo in t  
var iab le ,  t h i s  system i s  simulated on a computer so t h a t  t he  
cont ro l  i s  optimal i n  t h a t  t he  requirements of t h i s  Sect ion 
are s a t i s f i e d ,  
3., For t h i s  same adjo in t  var iab le ,  enough runs a r e  made so t h a t  
the average value of the  f i n a l  s t a t e  may be determined, 
Since the  act i la l  problem required t h a t  t h i s  average value of 
the f i n a l  state be zero,  the  pr inc ip le  of superposi t ion can 
be used t o  determine the correct  i n i t i a l  Conditions of t he  
s t a t e s  so t h a t  t h i s  f i n a l  value i s  zero,  From Eq.  3.5 it 
4. 
- 57 =. 
therefore  follows t h a t  t h e  cor rec t  value of the  i n i t i a l  s t a t e  
can be determined from the  r e l a t i o n  
T 
where from Eq. 5,62c it follows t h a t  
- x(o) = - e -FT - x*'(T) 
where - x*(T) 
determined by the  computer runs of Step 3. 
i s  the  average value of t he  f i n a l  s t a t e  a s  
'This procedure was used i n  order  t o  determine the  goodness of t h i s  
cont ro l  scheme. 
f o r  each assumed ad jo in t  var iab le  and f o r  each value of t he  noise power, 
G The output of t he  computer was the  corresponding i n i t i a l  s t a t e s  and 
the  variance of t he  f i n a l  s t a t e s .  
Approximately 150 computer runs were made on each system 
The i n i t i a l  s t a t e s  found from the  above computer study were then 
used t o  determine the  ad jo in t  var iab le  f o r  the  con t ro l  scheme of Section 
5-2, t h a t  i s ,  t he  cont ro l  scheme which neglected the  term involving t h e  
cor re la t ion  of the  cont ro l  s igna l "  I n  Table I a summary of t he  r e s u l t s  
i s  presented. 
two sect ions.  
inclusive,  i s  composed of those systems whose corresponding s t a t e  
i n i t i a l  conditions a r e  very near ly  the  same. The i n i t i a l  condi t ions of 
those systems i n  the  second sect ion,  Systems "F" t o  "K" inclusive, a r e  
likewise near ly  the  same but  a r e  s u b s t a n t i a l l y  d i€ fe ren t  from those of 
t h e  f i r s t  sect ion.  It can be noted t h a t  t he  systems of Case I1 behave 
poorly as  G becomes smaller;  t h i s  i s  i n  agreement with the  presenta t ion  
Of Section 5.3.  I n  cont ras t ,  t he  performance of t h e  systems of Case 111 
improves s ign i f i can t ly  f o r  t he  lower values of G . 
For the  purpose of comparison the  t a b l e  i s  divided i n  
?"ne f i r s t  sect ion,  which includes System "A" t o  "E" 
Figure 5 .3  and Figure 5 * 4  a r e  included so t h a t  t he  time h i s t o r i e s  
of the various funct ions mentioned i n  t h i s  s ec t ion  can be observed. 
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I n  both of these  f igu res  the  noise power is  iden t i ca l ;  however, the  
i n i t i a l  s t a t e s  a re  d i f f e r e n t .  
8 
5.5 PHYSICAL REALIZATION FOR THE i/s2 Pmr. 
Theoret ical ly  it appears t h a t  a reasonably good system has been 
derived by the  procedure of Section 5.4; now the  system must be r ea l i zed .  
It is  necessary t h a t  t he  s igna l  :(a) be made avai lable ,  where ;(T) 
is  given by Eq. 5e44 which i s  r ewr i t t en  here f o r  convenience, 
T 
N 
Y ( T >  = I  [ (T-T)(T-E) + 1 3 ' E u W  + W(E)l dE 
0 
T 
= (T-7)  S ( T - 5 )  [u(E> + w ( E ) l d E  + [u(E)  + ~ ( 5 1 1  dE (5.63) 
0 0 s 
I n  order  t o  r e a l i z e  t h i s  system, it w i l l  be advantageous t o  rewri te  
Eq. 5.63 i n  the  form 
For t h i s  second-order p lan t ,  t he  system equation, Eq. 2.8, can be 
evaluated giving the  two equations f o r  the  s t a t e  of t he  p l an t  
X 2 W  = x2(o) + C U ( d  + W ( E . 1 1  a 
0 s (5 .654 
Therefore, with the  use of Eq. 5.65a and Eq. 5.65b, t h e  var iab les ,  yl(a) 
- 63 - 
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FIGURE 5.5 rnA.ixzarIoN OF THE CONTROL SCHEME OF SECTION 5.5 
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Then Eq. 5.66a and Eq. 5 . 6 6 b m  solved f o r  y , ( ~ )  and y , ( ~ )  y ie ld ing  
When t h e  above equations a r e  subs t i tu ted  i n t o  Eq. 5.64, t h e  func t ion  
y”( T j i s  given by 
;(T) = ( T - T ) X ~ ( . )  + [(T-T) 2 + 11 x,(T) 
- [ (T-T)X~(O)  + ti? - TT i- i )X2(o)l  (5.68) 
Since the  las t  term on the  r i g h t  hand side of Eqo 5.68 i s  l i n e a r  i n  
as i s  the  ad jo in t  var iable ,  there would be no difference between com- 
par ing ;(.) with h h) then t h e r e  would be comparing ( T - T ) x ~ ( T )  + 
[ ( T - T ) 2  + l ] x  ( T )  t o  x2(T) where 
T 
2 
2 
It i s  t o  be noted t h a t  h” ( T )  i s  l i nea r  i n  ‘5 s ince  h 2 ( r )  i s  2 
l i n e a r  i n  a With t h i s  d e f i n i t i o n  f o r  $;*(T) , the  feedback r e a l i z a t i o n  
of F ig .  5.5 r e s u l t s .  Again it i s  assumed t h a t  t he  i n i t i a l  conditions of 
t he  a d j o i n t  var iab le ,  h2(t) have been determined, possibly by the  
procedure discussed i n  Section 5 .4 ,  
N 
5 - 6  l/(s2+l) PLANT 
The d i f f e r e n t i a l  equation f o r  this system i s  given by the  
equat ion 
GdLl + x ( t )  = u ( t )  * w ( t )  
d t 2  
- 65 - 
(5.70) 
or expressed i n  s t a t e  no ta t ion  
- x ( t )  = F x ( t )  - + D u ( t )  + B w ( t >  
where 
and 
i- cos 
i D = [ Y ]  ; .;[I:] 
1 t s i n  t eFt =l- s i n  t cos t - 
c 
.- 
( 5  072) 
Therefore, it follows t h a t  
D'eF'(T-E )eF(T-T)D = s i n (  T-T)sin( T-t)+cos(T-~)cos(T-E ) 
= cos (.-E) (5.73) 
With the  assumption t h a t  t h e  noise  process,  w ( - )  , i s  again white, 
t he  modified performance c r i t e r i o n  for t he  system i s  given by 
m 
J, = / ' u ( T )  ?(T) dT ( 5 . 7 4 4  
The procedure used f o r  t he  l/s2 p lan t  can now be used t o  f i n d  
the  optimal con t ro l  s igna l  f o r  t h i s  p l a n t .  
procedure i s  t h a t  C O S ( T - ~ )  i s  used i n  place of (T-.)(T-E) + 1 f o r  
t h e  de f in i t i on  of h(T,k) e Other systems can be s i m i l a r l y  t r e a t e d .  
The only modif icat ion t o  t h a t  
5.7 NON-WHITE GAUSSIAN NOISE AT THE INPUT TO THE PLANT 
The procedure used i n  t h i s  chapter  i n  order  t o  f i n d  the  optimal 
control  s igna l  when the input  noise  i s  gaussian and white can a l s o  be 
used t o  f i n d  t h i s  s igna l  when t h e  input  i s  gaussian but  not white .  
- 66 - 
Mathematically it i s  only necessary t o  replace the  non-wnite noise by a 
l i n e a r  f i l t e r w i t h  white noise a t  the  input. 
It i s  wel l  known, t h a t  colored, gaussian noise  can be generated by 
passing white gaussian noise through t h e  proper l i n e a r  f i l t e r .  
ins tead  of the  system of Fig. 5.6a being used, where 
the  system of Fig. 5.6b can be used where t h e  f i l t e r  
which causes the  process, 
as  the  given noise process, fl( 0 ) , when the input, 
is  a gaussian white noise process with autocorrelat ion funct ion 
Therefore, 
o ( t )  
H1 
is  colored, 
is  t h a t  f i l t e r  
h, 
w( 0 )  t o  have t h e  same s t a t i s t i c a l  p rope r t i e s  
w ( t )  , t o  t h i s  f i l t e r  
G6(t-E) . 
FIGURE 5.6a FIGURE 5.6b 
F I G m  5.6 STOCHASTICALLY EQUIVAtENT SYSTEMS 
When the  representa t ion  of Fig. 5.6b i s  used, t he  procedure f o r  
f ind ing  t h e  optimal con t ro l  s igna l  when the  input noise i s  colored can be 
reduced t o  the  procedure developed i n  t h i s  chapter f o r  f inding t h e  
optimal con t ro l  s igna l  when the  input noise i s  white. 
now be b r i e f l y  described f o r  the  
l a t e d  gaussian noise a t  the  input. 
This procedure w i l l  
1/s2 plant  with exponentially corre-  
The system t o  be studied i s  shown i n  Fig.  5.7a, where the  process, 
Q (  0 ) , i s  exponentially cor re la ted ,  zero mean gaussian noise. Figure 
5.7b and Fig.  5 . 7 ~  a r e  systems which are s tochas t i ca l ly  equivalent t o  
the  system of Fig.  5 . 7 ~ ~  
noise  a t  time t , therefore ,  the  value of t h i s  s t a t e  a t  the  f i n a l  time, 
T '> i s  not t o  be a p a r t  of t he  performance c r i t e r i o n .  
The s t a t e ,  x,(t)  , i s  the  value of t h e  input 
The system equations f o r  t he  system of Fig.  5 . 7 ~  a re  given by 
- k ( t )  = F - x ( t )  i- D u ( t )  i- B w ( t )  (5.75) 
where 
- 67 - 
U ( t )  1
FIGURE 5.7a 
FIGURE 5.7b 
FIGURE 5 . 7 ~  
F I G m  5.7 STOCHAST1CAI;LY EQUIVALENT REPRESENTATIONS 
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-. 
a 
where $. . ( t - 7 )  i s  t h e  output of t h e  i ' t h  i n t eg ra to r  a t  time, t , 
due t o  a u n i t  impulse applied a t  the  input of t h e  j ' t h  i n t eg ra to r  a t  
time, T , with zero i n i t i a l  conditions everywhere e l s e .  The values 
of these quan t i t i e s  can be ca lcu la ted  from an inspect ion of Fig.  5 . 7 ~ .  
1 J  
The performance index, J , i s  given by Eq. 3.28 where i n  t h i s  case 
Q = [ p  O 1 q 
0 0  
(5.77) 
The matrix,  Q , i s  not t he  i d e n t i t y  matrix s ince  only the  variance of 
of t he  s t a t e s  xl(T) and x ( T )  are of any importance. 2 
The cons t r a in t  equation given by E q .  3.5 is  s t i l l  appl icable;  
however, s ince  xj(t) is  zero by assumption, the  vector  equation, 
- 69 - 
*- 
Eq. 3.5, gives only two non- t r iv i a l  cons t ra in t  equations.  These two 
equations a re  i d e n t i c a l  t o  t h e  cons t ra in t  equations used i n  the  previous 
sections of t h i s  chapter ,  
r 
With ; ( T )  defined by Eq. 4.10, t he  procedure of Section 5 .4  can 
Y ( T )  ; which now be used t o  f i n d  the  optimal value of the  comparator, 
i n  t h i s  case w i l l  again be t h e  ad jo in t  var iable ,  
f o r  determining the  i n i t i a l  conditions of t h i s  ad jo in t  var iab le  i s  
s i m i l a r  t o  t h a t  discussed i n  Section 5.4,  
h2(7) . The procedure 
Thus t h e  system has been optimized; however, t h e  f i c t i c i o u s  noise 
process, w( e )  was used i n  t h e  development. Real izat ion of t h e  system 
requires t h a t  t h e  a c t u a l  noise  process, 9 ( .  ) , be used. This r e a l i z a t i o n  
scheme w i l l  now be discussed. 
The s igna l  ? ( T )  given by Eq. 4.10 must be made ava i lab le .  With 
the  help of Eq. 5.75, Eq. 4.10 can be expanded 
7 
5 
The system equation, Eq. 2.7, has t h e  so lu t ion  given by t h e  vector  
equation, Eq. 2.8. From t h i s  so lu t ion ,  t h e  values  of t h e  states, X1(7) 
- 70 - 
I 
I ana x2(.t ) can be Tuuiid. 
7 
r )  
T 
r\ 
7 
P 
T 
r\ 
Equation 5.78 and Eqs. 5.79 a re  combined t o  y i e ld  the  equation f o r  
;(T) 
xl(o) , x2(o) , and 
noise  a t  t h e  i n i t i a l  time. 
i n  terms of the  s t a t e  of t he  p l an t  and t h e  i n i t i a l  conditions 
The s t a t e ,  x3(o) . x3(o) , i s  the  value of t h e  
The r e a l i z a t i o n  of t h e  system can thus be based on Eq. 5.80. It 
is  t o  be noted that t h e  value of the  noise a t  the  i n i t i a l  t i m e  i s  required 
f o r  t h i s  r e a l i z a t i o n  and therefore  some means must be found f o r  obtaining 
t h i s  value.  
s ince  the  f u t u r e  values of the noise are  independent of t h i s  i n i t i a l  
value; however, s ince  the  noise i s  now correlated,  t h i s  value becomes 
a necessary p a r t  of the con t ro l  scheme. 
I n  t h e  white noise case, t h i s  quant i ty  '1 s not necessary 
This value e s s e n t i a l l y  provides 
t 
1- 
FIGURE: 5.8 REXLIZATION OF THE CONTROL SCHEME OF S E C T I O N  5.6 
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- I  t he  necessary bias that  the  funct ion yt't-j must nave i n  order i imi  Lil t .  
e f f e c t s  of t he  fu tu re  pred ic tab le  p a r t  of the  noise  may be taken i n t o  
account i n  t h e  cont ro l  scheme. It i s  important t o  note t h a t  t h i s  i n i t i a l  
value of t he  noise is  not needed i n  the  computations f o r  t he  optimal 
cont ro l  law, it i s  only needed f o r  the r ea l i za t ion .  
* 
With t h i s  i n i t i a l  value of Q(t) avai lable ,  t he  system can be 
r ea l i zed  a s  shown i n  Fig. 5.8. 
funct ions,  
The values of t h e  impulse response 
$dij(t) , a r e  given i n  Eq. 5.76. 
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V I .  GENERAL PERFORMANCE C R I T E R I O N  
6 .1  Development 
The inves t iga t ions  of Chapters I V  and V t r e a t  those cases f o r  which 
the  performance c r i t e r i o n  i s  e i t h e r  minimum f u e l  o r  minimum f i n a l  s t a t e  
variance.  
i n  the aforementioned chapters  can be used t o  an advantage i n  t he  genera l  
case i n  which the  performance c r i t e r i o n  i s  a combination of both minimum 
f u e l  and minimum f i n a l  state variance.  
chapters a re  used a s  a guide i n  t h e  development of t he  theory a s  presented 
i n  t h i s  chapter .  The following theory should be t r e a t e d  as a conjecture .  
In  t h i s  chapter  it sill be shown t h a t  t he  techniques presented 
The r e s u l t s  of t h e  preceding 
The performance index i s  given by Eq. 2.6. Again i n  t h i s  chapter ,  
a sca la r  cont ro l  i s  assumed so  t h a t  Eq. 2 .6  can be wr i t t en  
T 
P 
J = E / l u ( t ) l d t  + E[x ' (T)Q - - x ( T ) ]  (6 .1)  
'The cons t ra in t  equation, Eq. 3.4, holds  and i s  repeated here  f o r  
convenience. 
T 
For s impl ic i ty  it i s  assumed t h a t  the  matrix, Q , i s  a diagonal 
matrix of i d e n t i c a l  diagonal elements so t h a t  Eq. 6.1 may be wr i t t en  
(6 .3)  
where p 1 0 . 
CTsing the  procedure developed i n  Chapter V, Eq. 6.3 may be expressed 
i n  the following equivalent form 
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[I J* = E T 1 
1 
where y ( t )  i s  given by Eq. 4.10 repeated here  f o r  convenience 
t 
D u(e> 
F!(T- t )  F(T-Fj) y ( t )  = [ D ' e  e 
0 
B 4 5 1 1  d5 + D ' e  F'(T-t)eF(T-Fj ) ( 6 . 5 )  
Minimization of J with respect  t o  t h e  con t ro l  i s  equivalent t o  
with respect  t o  t h e  cont ro l ;  therefore  Eq. t he  minimization of 
6.4 ::ill be used a s  the  performance index. 
J* 
A procedure similar t o  t h a t  used i n  Chapter N and V can now be 
used t o  minimize J* . This procedure i s  demonstrated here  by t h e  
following example. 
6.2 Example 
In  order  t o  demonstrate t he  procedure, t h e  system given by Eq. 5.1 
i s  used a s  an example. This equation i s  repeated here .  
q t )  = u ( t )  + w ( t )  ( 6 . 6 )  
When an equivalent system is  defined as i n  Chapters I V  and V , t he  
Hamiltonian f o r  the  system of Eq. 6.6 and t h e  performance c r i t e r i o n  of 
Eq. 6.4 i s  given by 
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I t  is again seen t h a t  A 2 ( t )  i s  l i n e a r  i n  t i m e .  I n  order  t o  
maximize H ( t ) ,  over a l l  possible  values of t h e  cont ro l ,  it i s  only 
necessary t h a t  t h e  f i r s t  term of Eq. 6.7 be maximized; t he re fo re  by 
defining H * ( t )  such t h a t  
then t h e  maximization of 
H*(-t) where h2(t) i s  l i n e a r  i n  t i m e .  
H ( t )  i s  equivalent t o  t h e  maximization of 
Equation 6.8 can a l s o  be wr i t t en  
From t h e  d e f i n i t i o n  of y ( t )  as given by Eq. 6.5, it can be seen 
t h a t  y ( o )  i ?  zero;  tber Yore y(o) i s  de t e rmin i s t i c  L O  t h a t  t h e  
probabi l i ty  density funct ion of' y ( o )  
d e l t a  funct ion a t  y ( o )  equal t o  zero.  Equation 6.9 can thus  be 
evaluated for t equal t o  zero. 
can be considered t o  be a u n i t  
H*(o) = A2(o) ~ ( 0 )  - I U ( 0 ) l  (6.10) 
In order t o  maximize H*(o) , it i s  the re fo re  necessary t h a t  
.(o> = 1 when A,(o) > 1 
L 
u ( 0 )  = -1 when h2(o) < -1 (6.11) 
u(0) = 0 when lA,(o)I < I 
L 
'Therefore, for a given ad,joint va r i ab le ,  t h e  con t ro l  s ignal  a t  t h e  
i n i t i a l  t i l e  i s  de t e rmin i s t i c .  This f a c t  a l lous  t h e  remaining s t a t i s t i c a l  
propert ies  of the con t ro l  s ignal  t o  be computed. 
u 
Since y(t) i s  a smooth function, i t  can be assumed t h a t  t h e  
N 
tn t i s r ; ica l  p r o p c r t i c s  of y ( t )  do not change t o o  r ap id ly .  This i s  
the assuii!~;,icn used  i n  Chapter V and slio!,n t o  be t r u e  by a computer 
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simulation of t he  system. Llnce zne s t a s i sL ics  wi' ~ ( 6 )  i;? kx-,,;z,~hz 
s t a t i s t i c s  of y ( t )  for any time can thus be computed i n  forT:ard time 
by a method similar t o  t h a t  used i n  Chapter V.  By assuming t h a t  the 
probabi l i ty  d i s t r i b u t i c n  of y ( t )  i s  s l c i l a r  t o  t he  d i s t r i b u t i o n  of 
y( t -E)  and t h a t  t he  p robab i l i t y  d i s t r i b u t i o n  of y ( t -E)  i s  known, 
then i n  order  t o  maximize 
expectat ion f a c t o r  i n  the  integrand o f  Eq. 6.9 be maximum f o r  each y ( t )  . 
This can be accomplished by using the  following scheme. 
H * ( t ) ,  it i s  only necessary t h a t  t he  condi t ional  
u ( t )  = 1 when h 2 ( t )  - f3 y ( t )  > 1 
= -1 when h2(t) - B y ( t )  < -1 
1 
u ( t )  = 1 when y ( t )  < [h , ( t )  - - 13 
1 
= -1 when y ( t )  > p [A2(t)  + 11 
(6.12) 
(6.13) 
1 1 - [ h 2 ( t )  - 1 1  < y ( t )  < - [ h 2 ( t j  + 1.1 B B when - 0  
The expression for t h e  average value of the  con t ro l  s i g n a l  can be 
1 r i t t e n  
J 
-00 
For a g iven  ad jo in t  var iab le ,  it i s  thus t h e o r e t i c a l l y  poss ib le  t o  compute 
t h e  value of u ( t )  , s ince  the  probabi l i ty  d i s t r i b u t i o n  of y ( t )  can 
be computed by using the  scheme similar t o  t h a t  scheme of Appendix A. 
-- -. 
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L ~ I ~ S  c m i y ~ t e d  v a l w  of u ( t )  can be used together  :Tith Eq. 6 .2  i n  order  
t o  coripute ?re i n i t i a l  s ta tes  corresponding t o  t h a t  p a r t i c u l a r  a d j o i n t  
var iable .  Alternat ively,  t h e  method of Chapter V vhich simulates t he  
syntem on a computer can a l s o  be used t o  map t h e  space of i n i t i a l  
conditions of t h e  ad,joint var iable  on t h e  space of i n i t i a l  conditions 
cr the s t a t e  va r i ab le .  
A t  t h i s  po in t  i t  w i l l  be conjectured t h a t  Eq.  6.12 represents  t h e  
so lu t ion  t o  not only the  r e l a y  con t ro l  problem but  a l s o  t o  t h e  more 
general c l a s s  of problem which admits a l l  bounded con t ro l  func t ions .  
A t  no point i n  the de r iva t ion  of t h e  optimal con t ro l  law was it assumed 
t h a t  the cont ro l  s i g n a l  ;:as cor,s-trained t o  be t h e  outpL::.t o r  a rei-ay. 
The only assumption needed, i s  t h a t  t h e  con t ro l  s i g n a l  be bounded. 
E2untion 6.12 requires  t h a t  the optiiilal con t ro l  be a r e l a y  con t ro l ;  
hor:ever, i f  t h e  performance index would be based on t h e  square of t h e  
value of the  con t ro l  signa!. i r s t e a d  of t h e  absolute  Val-ue, t h e  optimal 
soI.utFoii ~.:cIL! (1 ibe givcii i ~ y  
!?here s a t  [ X I  = I f o r  x > I. 
= -1 f o r  x < -1 
It i s  a l s o  pointed out  t h a t  t h e  assumption t h a t  t h e  noise i s  
gaussian i s  not used i n  t h i s  chapter;  t he re fo re ,  t h e  s o l u t i o n  of t h i s  
chapter holds f o r  any noise process vhich can be represented as t h e  
o u t p c t  of a l i n e a r  f i l t e r  :hen t h e  input  i s  white. The assumption 
tha t  the noise i s  gaussian i s  only needed i n  order  t o  simplify computations 
TO sho:. t h a t  t he  resu l - t s  of t h i s  general  procedure reduce t o  t h e  
r e s u l t s  of t h e  s p e c i a l  cases covered i n  Chapter IV and V, it i s  only 
necessary t o  ad,ju::t t h e  f a c t o r ,  f3 , of Eq .  6.3. When t h i s  f a c t o r  
approaches inf ' in i ty ,  it can be seen t h a t  t h e  cos t  from t h e  f u e l  t e r n  
given by tlie i n t eg ra l  of Eq. 6.3 i s  negl-igible compared t o  t h e  cos t  
of €inal  s t a t e  e r r o r s  so t h a t  E q .  6 . 3  reduces t o  t h e  performance index 
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. 
of Chapter V. 
p approaching i n f i n i t y  becomes 
The con t ro l  s igna l  i s  determined from Eq. 6.13, which f o r  
where %(t) = h 2 ( t ) / @  , and the  term, 1/@ , i s  negl ig ib le .  Since 
A 2 ( t )  is  l i n e a r  i n  time and s ince the  de f in i t i on  f o r  y ( t )  i s  i d e n t i c a l  
i n  both Chapter V and t h i s  Chapter, t h i s  con t ro l  scheme i s  i d e n t i c a l  t o  
t h a t  scheme of Chapter V. 
h. 
When the  f ac to r ,  p , i s  zero, E q .  6 .3  reduces t o  the  performance 
index of Chapter IV. For p equal t o  zero, t he  con t ro l  scheme can be 
found from Eq. 6.12 where 
u ( t )  = 1 when h 2 ( t )  > 1 
= -1 when h p ( t )  < -1 (6.16) 
This i s  i d e n t i c a l  t o  t h e  cont ro l  scheme of Chapter IT. 
6.3 summary 
I n  t h i s  chapter,  a physical  r e a l i z a t i o n  of a con t ro l  scheme i s  con- 
jm such t h a t  t h i s  scheme is  optimal i n  t h e  sense t h a t  t h e  performance 
c r i t e r i o n ,  based on both f u e l  expenditure and f i n a l  state e r ro r s ,  i s  
minimized. that t he  solut ion i s  not only appl icable  t o  those 
cases  i n  which the  con t ro l  s igna l  i s  constrained t o  be the  output of a 
r e l a y  but a l s o  t o  those  cases i n  which the only cons t r a in t  on the  con t ro l  
s i g n a l  i s  t h a t  it be bounded. Also the  system is  assumed t o  $be dis turbed 
by noise  which need not be gaussian; however when t h e  noise  i s  gaussian, 
t h e  requi red  computations a re  simplified.  
t h a t  t h e  function, y ( t )  , be formed; however, f o r  t h i s  case, y ( t )  i s  
compared t o  the  sum of t he  ad jo in t  var iable  and a term which i s  proport ional  
t o  t h e  r e l a t i v e  s ign i f icance  of the  term of t h e  performance c r i t e r i o n  
involving the  f ina l  s t a t e  variance.  
on t h e  b a s i s  of t h i s  comparison. 
The r e a l i z a t i o n  again requi res  
The con t ro l  s i g n a l  i s  then generated 
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SUMMARY AND CONCLUSIONS 
Pontryagin's  Maximum Pr inc ip le  o f f e r s  a f e a s i b l e  method for  the  
solut ion of con t ro l  opt imizat ion problems when the  dis turbances a f f e c t i n g  
t h e  performance of t he  system a r e  known funct ions of t ime. A t  t h i s  time 
there  i s  not a s a t i s f a c t o r y  "Maximum Pr inc ip le"  ava i l ab le  f o r  those 
cases where these dis turbances a re  random funct ions of t ime. 
When the con t ro l  s igna l  i s  r e s t r i c t e d  t o  be the  output of a re lay ,  
it i s  shown t h a t  i n  some cases the  s tochas t i c  con t ro l  problem can be 
reformulated so t h a t  Pontryagin's  Maximum Pr inc ip le  can be e f f e c t i v e l y  
used e 
This method of so lu t ion  i s  appl ied t o  the  problem of f ind ing  a 
physical  r e a l i z a t i o n  of a r e l ay  con t ro l  system such t h a t  t h i s  con t ro l  
dr ives  the  p l an t  t o  a predetermined s t a t e  a t  a given time i n  t h e  f u t u r e .  
Curirg the  i n t e r v a l  of control ,  t he  p l an t  i s  assumed t o  be d is turbed  
by gaussian noise of known s p e c t r a l  dens i ty .  
i n  this case i s  the  minimization of t he  variance of t he  f i n a l  s t a t e .  
The performance c r i t e r i o n  
The so lu t ion  requi res  t h a t  a funct ion,  ?(T) , be formed and t h a t  
this funct ion be compared t o  t h e  predetermined ad jo in t  var iab le  of t h e  
Maximum Pr inc ip le  and on the  bas i s  of t h i s  comparison, t he  c o n t r o l  s i g n a l  
i s  determined. I n  t h i s  scheme the re  i s  again t h e  w e l l  known problem of 
determintng the  i n i t i a l  condi t ions of t h e  a d j o i n t  va r i ab le .  However, 
once these i n i t i a l  condi t ions have been determined, the  r e a l i z a t i o n  of 
t h e  system i s  a s t ra ight-forward procedure. 
It i s  shown t h a t  t he  system can be r e a l i z e d  a s  a very simple feedback 
cont ro l  system. 
are easy t o  implement. 
The system has time varying ga ins ;  however, t hese  ga ins  
There i s  no guarantee t h a t  t he  r e s u l t i n g  system i s  optimal, bu t  
t he  d i g i t a l  computer simulations i n d i c a t e  t h a t  t h e  systems perform wel l .  
I t  might be mentioned t h a t  even though t h e  ca l cu la t ions  t h a t  a r e  
required t o  determine the  i n i t i a l  condi t ions  of t he  ad jo in t  a r e  lengthy, 
t he  r ea l i za t ion  i s  a very simple system. 
i t s e l f  may be very small and can thus  be used i;.here s i z e  and weight a r e  a 
c r i t e r i o n .  
m e r e f o r e  t h e  con t ro l  system 
- 80 - 
I 
lt 1s fnen c0njeciurt.d t h a t  the t e ~ h ~ i q r ; ~ ~  G S C ~  I= t h i s  Z Y S P Z T ~  cer? 
* be used t o  determine t h e  s t a t i s t i c a l  p roper t ies  of an optimal cont ro l  
s igna l  subject  only t o  the  cons t r a in t  tha t  the  cont ro l  s i g n a l  be bounded; 
t h a t  is, t h e  s igna l  i s  not a p r i o r i  assumed t o  be t h e  output of a r e l ay .  
Also, the  system i s  assumed t o  be disturbed by noise which need not 
necessar i ly  be gaussian. The performance c r i t e r i o n  f o r  t h i s  case i s  a 
combination of minimum f u e l  and minimum f i n a l  s t a t e  var iance.  The 
so lu t ion  again requi res  t h a t  a f .mct ion ,  
t h i s  case y ( t )  
term which is  proport ional  t o  the  r e l a t i v e  s ignif icance of the  term of 
the  performance c r i t e r i o n  involving the f i n a l  s t a t e  variance.  
N 
y ( t )  , be formed; however, i n  
N 
is  compared t o  the  SM of the  ad jo in t  va r i ab le  and a 
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APPENDIX A 
c 
t 
I n  t h i s  appendix, a computational scheme i s  proposed which w i l l  
enable one t o  make an estimate of t he  parameters of t h e  d i s t r i b u t i o n  
of ;(T) as given i n  Section 5.5.  This scheme uses a forward i t e r a t i o n  
procedure and therefore  w i l l  o rd ina r i ly  requi re  the  use of a d i g i t a l  
computer. 
time would be required i f  t h i s  scheme was used, t h i s  scheme w a s  not used 
i n  the research connected with t h i s  t h e s i s .  However, f o r  those in t e re s t ed  
i n  t h i s  approach, t he  procedure i s  b r i e f l y  described i n  t h i s  appendix. 
Since it was f e l t  t h a t  an excessively la rge  amount of computer 
I n  order t o  use t h i s  procedure, it i s  necessary t o  assume a s e t  of 
h 2 ( t )  e For the  described i n i t i a l  conditions of t he  ad jo in t  var iable ,  
procedure t o  converge, these assumed values should be c lose  t o  the  
optimal values which w i l l  l a t e r  be obtained during the  minimization 
process. 
may be used a s  a guide when these  i n i t i a l  conditions are assumed. 
The values obtained when one uses the  method of Section 5.2 
From the  d e f i n i t i o n  of F ( t )  given by Eq. 5.44, it i s  necessary 
t h a t  F(o)  is  zero.  Therefore, t h e  con t ro l  s ignal ,  u ( o )  , w i l l  be 
+l i f  h 2 ( o )  i s  l e s s  than zero and w i l l  be -1 i f  A2(o) i.s g rea t e r  
than zero.  For a given ad jo in t  var iab le ,  t he  var iab le ,  y ( t )  , i s  a 
funct ion of only the  input noise up t o  t i m e  t . This func t iona l  dependence 
then gives the  information needed i n  order  t o  compute the  mean and the  
variance of t he  d i s t r i b u t i o n  of y ( t )  
N 
With t h i s  mean and variance,  t h e  method of Section 5 .5  i s  used 
i n  order t o  f i n d  the  optimal ad jo in t  va r i ab le .  
of this adjo in t  var iab le  a r e  c lose  t o  t h e  assumed i n i t i a l  conditions,  
then the problem i s  solved. 
i s  great  enough then another i t e r a t i o n  cycle  may be used i n  order  t o  
attempt t o  obta in  b e t t e r  agreement; however, t h e  ad jo in t  var iab le  which 
was j u s t  derived is  used i n  t h i s  cyc le .  
process w i l l  converge; however, it i s  f e l t  t h a t  t h e  process w i l l  converge 
i f  the assumed adjo in t  i s  c lose  t o  the  optimal a d j o i n t .  J u s t  as i n  t h e  
determinis t ic  case, there  i s  here  also t h e  well-known problem of de t e r -  
mining the  i n i t i a l  conditions of t h e  ad jo in t  va r i ab le  corresponding t o  
If the  i n i t i a l  condi t ions 
If t h e  difference between these  two ad jo in t s  
There i s  no guarantee t h a t  t h i s  
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a wt of i rut ia i  condi i ions ul^  tiit s t a t e  - i - ~ r T ~ k k .  
The function, $(?) I being the output of an in t eg ra to r  is  r e l a t i v e l y  
mooth j  thmefore ,  the  cont ro l  s igna l  which occurs a t  t i m e  t , w i l l  
be assumed t o  be a funct ion of ;(t-E) where E is  s m a l l  compared 
t o  the s ize  of the time i n t e r v a l s  ueed i n  the numerical i t e r a t i o n s .  
!Ibis makes sense a l s o  f o r  t he  physical  system, s ince  t h e r e  must be a 
small delay in the ac t ion  of the re lay .  
t o  Fig. A.l i n  order t o  better follow t h e  ensuing discussion.  
The reader i s  advised t o  r e f e r  
As was pTeviously mentioned, f o r  a given ad jo in t  va r i ab le  the 
f ( o )  = 0 I z(o) = 0 , 
cont ro l  s ignal ,  u(o) i s  de te rminis t ic .  This fact allows t h e  i t e r a t i o n  
scheme t o  proceed forward. 
i s  spec i f ied ,  u (0) = 1 , and = 0 since cJ = 0 . 
It follows t h a t  'u(0) 
2 
I n  the  following discussion it is assumed tha t  the  time sca le  i s  
subdivided i n t o  equal t i m e  i n t e r v a l s  and that  the value of the t i m e  a t  
the  beginning of emh of these i n t e r v a l s  is  simply denoted by the  number 
of the in t e rva l ,  with zero being t h e  number of the f i rs t  i n t e r v a l .  For 
example, t h e  s y m b o l i s m ,  
func t ion  :( .) a t  the beginning of t h e  t h i r d  time i n t e r v a l .  The value 
of a l l  var iab les  are assumed t o  be constant during the i n t e r v a l .  
i n t eg ra t ions  over time w i l l  therefore  be accomplished by the use of an 
appraxi.ui&ing sum. 
G(3) , denotes the value of themean of the 
All 
Since 'm is known, Eq. 5.48 can be used t o  f i n d  ;( 1) . The - 
standard deviat ion,  z(1) can be computed from Eq. 5.49 where -2 y (1) 
is  obtained from Eq. 5.50a. The values  of and uow(d) are 
the  only terms required t o  evaluate  Eq, 5.50a and these  terms are  known. 
Therefore, the mean and the  variance of y(1)  
can be computed from Eq. 5.51 r ewr i t t en  here f o r  convenience i n  the 
s impl i f ied  form. 
u 
is known, so t h a t  
= -1 i f  Y(T) > $(T) 
- a3 - 
t 
and where Y ( T )  i s  assumed t o  be gaussian. It therefore  follows t h a t  
E(2)  can be determined by the  evaluat ion of Eq. 5.48. I 
-2 
y ( 2 )  It i s  more d i f f i c u l t  t o  obtain t h e  value of given by Eq. 
5.50a, which is  required i n  order t o  determine t h e  standard deviation, 
z ( 2 )  
determining the  value of y (i) f o r  any i . It can be seen from an 
examination of Eq. 5.5Oa t h a t  t h i s  ca lcu la t ion  requires  the  terms 
where k and j a r e  in tegers  less than i . 
The procedure which w i l l  now be explained can be used f o r  
-2 
The values of 'm can be found by the  use of the  procedure 
developed i n  Section 5.3 f o r  f ind ing  t h e  e f f e c t s  of these c o r r e l a t i o n  
terms. 
y ( k )  and ?( j )  i s  known and t h a t  t h e  average of t h e  product :(k);( j )  
a l s o  i s  known. Since the mean and variance of the funct ion ?( - ) have 
been determined for k and j less than i the  d i s t r i b u t i o n  i s  
known. It w i l l  now be shown t h a t  there  i s  a l s o  enough information t o  
ca lcu la te  the  average, y ( k ) F ( j )  This average can be wr i t ten  
That procedure required t h a t  the  d i s t r i b u t i o n  of the  functions 
where A is t h e  length of the  t i m e  i n t e r v a l .  The value of the  averages 
i n  t h e  f i r s t  double i n t e g r a l  of Eq. A - 1  have been previously determined; 
therefore,  Eq. A-1  can be evaluated. Incidental ly ,  t h i s  f i rs t  double 
in tegra l  must  be considered as a double sum. 
It follows t h a t  uou(j) can now be evaluated. Thus t h e  variance 
of G(i) can be determined if the  term, Uow(j) , can be computed. 
The following procedure shows t h a t  t h i s  term can a l s o  be computed. This 
average can be wr i t ten  i n  the  following form. 
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where it i s  known t h a t  w ( j )  i s  gaussian with zero mean. Since the  
process w ( * )  i s  white, it i s  necessary t h a t  E [u (k ) lw( j ) ]  be zero 
f o r  j g rea t e r  than k . For j l e s s  than k , t h i s  condi t iona l  
expectation can be wr i t t en  
Therefore i n  order  t o  compute t h e  value of Eq. A-3 which i n  t u r n  
allows Eq, A-2 t o  be evaluated, it i s  only necessary t h a t  t h e  condi t ional  
d i s t r i b u t i o n  of G(k) given w ( j )  be known. Since w ( j )  i s  gaussian 
and F(k)  
gaussian.  I n  order  t o  ca l cu la t e  t he  mean and t h e  variance of t h i s  
condi t ional  d i s t r ibu t ion ,  it i s  necessary t h a t  t h e  parameters of t h e  
d i s t r i b u t i o n  of y (k )  and w ( j )  a r e  known and t h a t  t h e  average, 
;(k)w(j) , i s  a l so  known. 
i s  assumed t o  be gaussian, t h e  condi t iona l  d i s t r i b u t i o n  i s  
N 
The parameters of t he  d i s t r i b u t i o n  of ? (k)  have been previously 
determined and those of the  d i s t r i b u t i o n  of 
it i s  only necessary t o  inves t iga t e  t h e  average which can be w r i t t e n  
w ( j )  a r e  given; t he re fo re  
Since i s  known t o  be GB(cp-jA) and s ince  u(cp>.or has 
been previously determined, Eq. A-4 can be evaluated and hence t h e  average, 
U ( k 1  , can be determined. 
It has  now been shown t h a t  t h e  necessary information i s  ava i l ab le  
for the computation of the  variance of 
can thus be continued forward u n t i l  t h e  values  of k ( i )  and a " ( i )  a r e  
known for a l l  i . 
G ( i )  . me i t e r a t i o n  procedure 
Figure A-1 presents  a summary of t h e  computational scheme presented 
i n  t h i s  appendix. 
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