Abstract T 2 control charts are used to primarily monitor the mean vector of quality characteristics of a process. Recent studies have shown that using variable sampling interval (VSI) schemes results in charts with more statistical power for detecting small to moderate shifts in the process mean vector. In this study, we have presented a multiple-objective economic statistical design of VSI T 2 control chart when the in-control process mean vector and process covariance matrix are unknown. Then we exert to find the Pareto-optimal designs in which the two objectives are minimized simultaneously by using the Non-dominated sorting genetic algorithm. Through an illustrative example, the advantages of the proposed approach is shown by providing a list of viable optimal solutions and graphical representations, thereby bolding the advantage of flexibility and adaptability.
Introduction
Control charts have been used widely to monitor industrial processes. Nowadays, in industry, there are many situations in which the simultaneous monitoring or control of two or more related quality process characteristics is necessary. Unfortunately, the current practice in industry toward these multivariate and highly correlated variables is usually to have one set of univariate control charts for each variable. This approach creates many control charts that could easily overwhelm the operator. Also, this approach produces misleading results.
Important literature on multivariate process control include Jackson [1] [2] , Alt [3] , and
Mason, Tracy and Young [4] . Lowry and Montgomery [5] wrote an excellent literature review on multivariate control charts. Extensive discussions on multivariate statistical process control can be found in Mason and Young [6] , as well as in Fuchs and Kenett [7] . 1 Corresponding author. Email: erfan.seif@gmail.com 2 A common statistical method to monitor multivariate processes is to use the Hotelling T 2 control chart. The Hotelling T 2 control chart, an extension of the univariate Shewhart control chart, was developed by Hotelling [8] . However, because computing the T 2 statistic requires a lot of computations and requires some knowledge of matrix algebra, acceptance of multivariate control charts by industry was slow and hesitant.
Nowadays, with rapid progress in sensor technology and computing power, we are getting more and more data in production, manufacturing, and business operation. Most of these data are correlated multivariate data. The need to implement multivariate process control is growing. Also, with the increasing capability of modern computers, most of the laborious computational work can be accomplished in a split second, and it is getting easier and easier to implement multivariate process control.
The reduction of defective products and non-conformities is a fundamental principle of any quality improvement program and control charts are a powerful statistical tool to reach this goal. Duncan 0 was the first who evaluates the economic consequences of control charts which are affected by the choice of the control chart parameters such as the selection of the sample size (n), the control limits (k), and the time interval between samples (h).
Consequently, Duncan 0 showed that statistical control charts may not be cost-effective and may increase the cost of production. Therefore, a wise attention should be given to economic objectives while designing control charts, i.e. selecting the control chart parameters. One major problem with any of the above mentioned designs is that they may not be flexible and adaptive 0. Faraz and Saniga 0 addressed the control chart design problem in a way that users are provided with a set of optimal designs which can be tailored to the temporal imperatives of the specific industrial situation. They showed that the proposed approach has the advantages of flexibility and thus adaptability when compared to the traditional economic statistical designs and yet preserve the statistical strengths and economic optimality of traditional designs. Consequently, Faraz et al. 0 modeled the ESD of the VP T2
control chart in a double-objective optimization problem where a range of optimal solutions was determined.
Different solution algorithms are developed to obtain the optimal solution of the multi-objective optimization models. However, the quality of a Pareto optimal set can be evaluated based on three desirable properties, namely, diversity (a wide range of nondominated solutions), uniformity (a uniform distribution of non-dominated solutions), and cardinality (a large number of non-dominated solutions) ( [26] [27] ).
The Pareto optimal solutions with the abovementioned properties can be obtained through the evolutionary algorithms such as multi-objective tabu search [28] , vector evaluated genetic algorithm [26] , multi-objective genetic algorithm [29] , and non-dominated sorting genetic algorithm (NSGA and NSGA II) [28] . Unlike most of aforesaid methods that use one elite preservation strategy, NSGA II finds much spread solutions over the Pareto optimal set. It is one of the most popular multi-objective evolutionary algorithms known for its capacity to promote the quality of solutions [28] .
Hence, NSGA-II that is an efficient method to identify the Pareto optimal set has been utilized in this research. The proposed Pareto optimization method searches for nondominated solutions; optimization through the Pareto dominance compares each objective only with itself which remove the need for standardization of objectives.
In this paper, we develop the double objective ESD design of the VSI T 2 control chart, a study that hasn't been found in the literature yet. 
VSI T 2 Control Scheme and Markov Chain Approach
In order to control a process with p correlated characteristics using the T 2 scheme, it is first assumed that the joint probability distribution of the quality characteristics is a p-variate 
In this paper, it is assumed that the process starts in a state of statistical control with mean vector 0 μ and covariance matrix  and then after a while assignable causes occur resulting in a shift in the process mean ( h , the fixed sample size n , the warning limit w and the control limit k.
In the literature, the most commonly used measure for comparing control schemes with different sampling strategies is the adjusted average time to signal (AATS). This is also the average time from when the process mean shifts until the chart produces a signal, and is defined as follows:
where ATC (the average time of the cycle) is the average time from the beginning of the process until the first signal after the process shift. One method of calculating ATC is using Markov chains. Readers are referred to Cinlar [32] for the fundamental ideas behind the Markov chain approach we use. Now, upon the VSI scheme, each sampling stage can be considered as one of the following five transient states:
and the process is in control;
and the process is in control; will denote the cumulative probability distribution function of a non-central F distribution with p and v degrees of freedom and non-centrality parameter 
p h h h h h h h h h h h h h h h h h h h h
Now, ATC is calculated as follows: 
The cost model

Assumptions
In building our model of a process controlled by a VSI T2 control chart we make the usual assumptions about the process, namely:
1. The p quality characteristics follow a multivariate normal distribution with mean vector μ and covariance matrix Σ.
2. The process is characterized by an in-control state μ = μ0.
3. A single assignable cause produces "step changes" in the process mean from μ=μ0 to a known μ=μ1. This results in a known value of the Mahalanobis distance.
4. "Drifting processes" are not a subject of this research. That is, assignable causes that affect process variability are not addressed, and hence it is assumed that the covariance matrix Σ is constant over time.
5. Before the shift, the process is considered to be in a state of statistical control.
6. The assignable cause is assumed to occur according to a Poisson distribution with intensity λ occurrences per hour.
7. The process is not self-correcting.
8. The quality cycle starts with the in-control state and continues until the process is repaired after an out-of-control signal. It is assumed that the quality cycle follows a renewal reward process.
9. During the search for an assignable cause, the process is shut down.
The loss function
The process cycle consists of the following four phases: in control, out of control, assignable cause detection, and repair. Therefore, the expected length of a production cycle is given by T is the average amount of time wasted searching for the assignable cause when the process is in control, 1 T is the average time to find and remove the assignable cause, and ANF is the expected number of false alarms per cycle. The expected number of false alarms per cycle is given by
The expected net profit from a production cycle is given by
where V0 is the average profit per hour earned when the process is operating in control, V1 is the average profit per hour earned when the process is operating out of control, C0 is the average cost of a false alarm, C1 is the average cost for detecting and removing the assignable cause, S the cost per inspected item, and ANI is the average number of inspected items per cycle. The average number of inspected items per cycle is given by
Double-objective ESD of the VSI T 2 chart
Equations (2), (5) and (8) give the three important objectives for designing a control chart. By minimizing ANF, a practitioner can reduce false alarm rates. In a similar fashion minimizing AATS guarantees detecting assignable causes as quickly as possible and minimizing the quality cycle cost, or E(L), satisfies the firm's economic objectives. Saniga's Error! Reference source not found. ESD approach considers all of the above mentioned criteria but it lacks flexibility and adaptability. In this paper, we adopt the double-objective approach given by Faraz etal. 0. This approach provides the practitioners with solutions that consider the trade offs between the statistical and economic objectives.
be the VSI design vector comprising control limit k, warning line w, and sampling frequencies h1 and h2 and sample size n. The most plausible approach to determine the optimal values of the design vector ⃗ is that proposed by Saniga [11] , called the ESD approach. This approach considers the design problem as an economic single-objective problem with several statistical constraints which has a major focus on reducing the cost of applying control charts. However, in designing control charts, there are three objectives: the expected cost per hour E (L) and the two statistical objectives Type II and Type I error rates, or equivalently AATS and ANF, which should be traded off in some way. 
Usually the Type I error rate is somewhat fixed by the practitioners but there is no clear relative preference of the other two objectives. Hence, in this paper, we consider two objectives E (L) and AATS which are of the minimization type and tackle the Type I error issue in constraints. The goal of the double-objective ESD of the VSI T 2 scheme is to find x  to simultaneously minimize both E (L) and AATS objectives subject to some constraints.
Therefore, the double-objective problem is defined as follows:
In the above double-objective model, the constraint ANF ≤ ANF0 is added to form the best protection against false alarms; in this paper, without loss of generality, the value of 
Elitist non-dominated sorting genetic algorithm (NSGA-II)
A solution to the optimization problem (9) can be described by a decision vector = ( 1 , 2 , … , 5 ) in the design space X. The objective functions (2) and (8) define the function f which assigns an objective vector = ( 1 , 2 ) in the objective space Y to each solution vector , i.e. is a vector map of the form : → . In the multi-objective optimization the optimal solutions form a dominant boundary which is defined as follows:
⃗⃗⃗ and 2 ⃗⃗⃗⃗ are two arbitrary and viable solutions in X. we say: Dominant boundary includes all non-dominated optimal solutions to the problem. The set of these solutions is named Pareto set while its image in objective space is named Pareto front. A generic multi-objective optimization solver searches for non-dominated solutions  It implements elitism which stores all non-dominated solutions and enhances convergence properties.
 It adapts a suitable automatic mechanism based on the crowding distance in order to guarantee the diversity of solutions;
 Constraints are implemented using a modified definition of dominance without the use of penalty functions.
In the NSGA-II procedure we have used the following settings of the control parameters: population size (Npop) is set to 100; crossover percentage (pc) is set to 0.2; mutation rate (rm) is set to 0.1; mutation percentage (rp) is set to 0.9; and the maximum number of iterations is set to 1000.
Numerical analysis
In this section, the model application is illustrated through an industrial example. Consider a product with two important quality characteristics that should be monitored jointly (p=2). The estimated fixed and variable cost of sampling is $5 (S=5) per item. The process is subject to several different types of assignable causes. However, on the average, when the process goes out of control, the magnitude of the mean shift is approximately 0.5 (d=0.5) and the process mean shift occurs every 100 hours of operation which reasonably can be modeled with an exponential distribution with parameter λ=0.01. The average time to investigate an out-ofcontrol signal and repairing the process is 60 minute (T1=1), while the time spent to investigate a false alarm is 5 hours (T0=5). The cost of detecting and removing the assignable 12 cause is $500 (C1=500), while the cost of investigating a false alarm is $500 (C0=500). The average profit per hour earned when the process is operating in-control is $500 per hour (V0=500), while the average profit per hour earned when the process is operating out-ofcontrol is $50 per hour (V1=50). In Table 2 , we list 20 designs on the Pareto optimal contour or Pareto front. Note that the first design is the least costly, and we see a consistent increase in cost as the AATS becomes smaller, an expected result because Pareto optimal designs, unlike pure statistical design, are cost optimal for these prescribed constraints on AATS and ANF. As illustrated in Figure 1 , the multiple-objective economic statistical design(MOESD), using NSGA-II approach, gives a visual indication of how the AATS and E(L) trade off; this easily allow users to consider the costs of improved quality monitoring; that is, tighter control costs more.
The advantage of the MOESD using NSGA-II approach is apparent in this example; by providing a set of designs, including graphical representations, each with its own cost, AATS, and ANF, the user can tailor the design to the temporal imperative of the industrial process, thereby having the advantage of flexibility and adaptability.
Several findings from Tables (1-2) are spelled out as follows.
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 The Loss values of the VSI control schemes are consistently smaller than that of the FRS control scheme.
 Compared with the FRS schemes, the corresponding VSI scheme requires more often sampling with a wider upper control limit and a smaller sample size.
 All the cases from the tables indicate that the optimal value of h2 is close to zero, which means the process should be sampling immediately if T 2 falls into the warning region.
 Smaller AATS implies the VSI control schemes offering a quicker speed for detecting a mean shift.
 The results demonstrate that, generally, the VSI chart always outperforms the FRS chart from small to large mean shifts both economically and statistically especially for small to moderate shifts.
 The multi-objective solution has the added advantage of demonstrating the tradeoffs between the statistical and economic objectives.
Figure1. Pareto front graph of Table 2 Finally, we point out some more advantages of the proposed multi-objective model proposed with Faraz and Saniga 0 in a comparison with the traditional ESD designs introduced by Saniga Error! Reference source not found.. control chart when the in-control process mean vector and process covariance matrix are unknown. Therefore, a cost model was derived by the Markov Chain approach, and NSGA-II approach was applied to find the optimal design parameters. These solutions define a Pareto optimal set of solutions which greatly increase the flexibility and adaptability of control chart design in practical applications. Using the VSI scheme has been shown to give substantially faster detection of most process shifts than the conventional FRS scheme. The percent reductions in Loss are sensitive to the model parameters. Especially when the length of in control period is large, the magnitude of process mean shift is large, or when the time wasted to identify and correct the assignable cause after a true alarm is short, it becomes evident. 
