The dataset presented in this article supports "Selected persistent organic pollutants associated with the risk of primary ovarian insufficiency in women" (Pan et al., 2019) . The supplementary data were as follows: (1) Detailed information regarding pretreatment methods, instrumental analysis and methods validation of quantification of serum concentrations of persistent organic pollutants (POPs). (2) The total dioxin equivalents (TEQs) levels of dioxin-like PCBs (DL-PCBs) in primary ovarian insufficiency (POI) cases and controls, as well as the association of TEQ levels with the risk of POI. (3) The results of principal components analyses (PCA) about 20 POPs that were detected in >40% samples.
Data
The data reported here constitute the basis for the article by Pan et al. [1] The detailed information about sample pretreatment method, instrumental analysis and method validation for determination of persistent organic pollutants (POPs) in serum samples were presented in Tables 1e5 and Figs. 1 and 2.  Table 6 and Table 7 showed the total dioxin equivalents (TEQs) levels of dioxin-like PCBs (DL-PCBs) in primary ovarian insufficiency (POI) cases and heathy controls, as well as the association of TEQ levels with the risk of POI. Principal components analyses results about 20 POPs that were detected in >40% samples were summarized in Table 8 and Table 9 . The raw data of Table 2, Tables 3 and 6 were available in the file Supplementary Table 1, 2 and 4, respectively. The raw data of Figs. 1 and 2 were available in the file Supplementary Table 3.
Experimental design, materials and method

Optimized pretreatment
The target POPs in this study included polychlorinated biphenyls (PCBs), organochlorine pesticides (OCPs) and polybrominated diphenyl ethers (PBDEs). The pretreatment and analytical procedures were developed based on previous description with minor modification [2, 3] . A total of 0.3 mL of serum sample was spiked with 10 mL of mixture of internal standards (IS) [PCB 209, tetrachloro-m-xylene (TCMX), 13 C 12 isotopically labeled standards of PBDE 47, 99, 100, 153 and 154, 100 ng/mL]. Then, 0.5 mL of formic acid and 2.5 mL of ethanol were added and mixed. Ten milliliter of mixed extractant of nhexane and dichloromethane (DCM) (1:1, v/v) was added. The mixture was ultrasonic extracted for 10 minutes and centrifuged at 2000 rpm for 10 minutes. The organic phase was transferred into a clean Specifications Value of the data The data in this article present information on the sample pretreatment method, instrumental analysis and method validation for determination of persistent organic pollutants (POPs) in serum samples. These data provide a reference for other scientists to optimize and validate pretreatment and quantification methods in human biomonitoring studies of POPs.
The data provide information on the distributions of the total dioxin equivalents (TEQs) levels of DL-PCBs in primary ovarian insufficiency (POI) cases and controls in China, which are complementary to the article of Pan et al. These data can be used to compare TEQ levels among different populations. The PCA data are useful for understanding the multiple effects of exposure to mixtures of POPs.
flat-bottomed flask. The extraction steps were repeated three times. The extracts were evaporated to about 1 mL and cleaned by a column filled with activated silica gel (6 g) and Na 2 SO 4 (2 g). The column was eluted with 70 mL of a mixed solvent of n-hexane and DCM (1:1, v/v) before the addition of the concentrate. Then, the target compounds were eluted by another 70 mL of n-hexane and DCM (1:1, v/ v). The elution was evaporated to dryness and redissolved in 50 mL of n-decane and stored in a refrigerator at 4 C until quantification. All chemicals used above were purchased from J&K Chemical, Beijing, China.
Instrumental analysis
Gas chromatography-triple quadrupole mass spectrometry (GC-MS/MS) (Agilent 7890B GC/7000C) was used to quantitate the concentrations of POPs. The sample quantified methods were applied as described previously [2, 3] . For GC conditions, the column was DB-5ms (30 m Â 0.25 mm Â 0.25mm). Oven heating program was as follows: initial temperature at 80 C hold for 1 min, and 10 C/min to 180 C hold for 5 min and then 20 C/min to 220 C (0 min) and finally 5 C/min to 300 C and hold for 5 min. The injector was kept at 250 C. Carrier gas was helium (99.999% purity) at a constant flow rate of 1.0 mL/min. One microliter was splitlessly injected for each sample. The triplequad MS was operating in EI mode at 230 C with electron ionization voltage of 70 eV and transfer line temperature at 280 C. The multiple reaction monitoring mode was applied in the analysis process. For each analyte, two or more MRM transitions were monitored and one pair of ions with the highest peak area was chosen as the quantifier and the rest were set as qualifier. Detailed information is shown in Table 1 . The quantification procedure was conducted using Agilent Masshunter Workstation Quantitative Analysis B.07.01 (Agilent Inc. Santa, Clara, CA, USA). The mass is set 0.9 or 0.1 for Agilent Workstation settings, recommended by the Agilent manual. The mass window is set at "UNIT" for both the first and second quadruple, which is 0.7 Å wide. For the retention time window, in the Agilent Masshunter, we set it at 1.0 min wide (À0.3 to þ0.7) except for those with wider peaks.
Methods validation
A small-scale method validation was applied following the protocols established by the European Medicines Agency. Newborn bovine serum was used as the blank matrix. Calibration curves were analyzed in triplicates to estimate coefficients of determination (R 2 ). Carryovers were assessed by injecting solvent blanks immediately after the analysis of the highest calibration point. Within-and between-run precision and accuracy of the methods were assessed over the course of three days using blank matrix spiked with target analytes at low (6 ng/mL of 10mL, final concentration of 0.2 ng/mL in the matrix) and high (300 ng/mL of 10mL, final concentration of 10 ng/mL in the matrix) concentrations and processed as described above. On each day, three replicates per spiking level, one blank matrix and one procedural blank were processed. All samples and blanks were spiked with IS (100 ng/mL of 10mL) prior to processing. Accuracy was calculated by subtracting the concentration measured in blank matrix from the concentration measured in low and high spiked samples. Precision and accuracy were considered satisfactory if results were <15% or <20% (for low spikes). Method detection limits (MDL) were determined using blank or low spiked blank matrix giving a signal-to-noise ratio (S/N) of 3.
Recoveries of the extraction process were estimated using blank matrix spiked with native and mass labeled reference standards (at low and high concentrations) before and after extraction. Matrix effects were assessed by comparing the signal of reference standards in samples spiked after extraction with calibration standards prepared in n-decane. Background signals recorded in blank matrix samples were subtracted from analyte signals in post-extraction spikes prior to matrix effect calculation. Serum samples from three random different donors were extracted in triplicate to calculate the within-run precision using different matrices. These samples were only spiked at mid concentration.
Recovery and matrix effects
As shown in Fig. 1 , the average overall recovery ranged between 78 and 113%, with relative standard deviations (RSDs) < 15% for all compounds.
Matrix effects were evaluated by comparing the signal of blank matrix spiking with native standards at low concentration (6 ng/mL of 10 mL, final concentration of 0.2 ng/mL in the matrix) or high concentration (300 ng/mL of 10 mL, final concentration of 10 ng/mL in the matrix) or IS (100 ng/mL of 10 mL) before and after extraction. In this study, corresponding IS was not available for some analytes, so matrix effects ranged from À20% to 35%, with RSDs below 15% for all compounds (Fig. 2) .
Precision
For low spikes, the within-and between-run precision was lower than 20%, and for and high spikes, the precision was lower than 15% among three days for all target compounds. The inter-individual variation and the variation between the blank matrix and real human serum in precision of the method were assessed using serum samples from three random donors. The results showed the precision across different donors was acceptable (<15%) (Tables 2 and 3) . 
Accuracy
Low and high concentrations of target analytes were spiked into blank matrix. The nominal concentration in the guideline was defined as the sum of the background and spiked concentrations. However, as the POPs concentration in the blank matrix is lower than the MDL, the nominal concentration in this validation was set as the spiking concentration of the native standards. The accuracy for individual compounds was acceptable for all concentration levels (Bias <15%, or <20% for low spike) (Tables 2 and 3 ).
Calibration
Calibration curves were conducted using a mixture of native standards ranging from 0.1 ng/mL to 200 ng/mL and IS at concentration of 20 ng/mL in all calibrators. Calibration curves were computed using liner regression and were forced to pass zero. As shown in Table 4 , coefficients of determination (R 2 ) for all compounds were above 0.99.
Method detection limit (MDL)
Method detection limit (MDL) were estimated from low concentration standards giving a signal-tonoise ratio of 3 in the blank matrix. The MDL for this pretreatment process varied from 9 pg/mL to 173 pg/mL and 29 pg/mL and 575 pg/mL, respectively (Table 5) . 
Carry-overs
Solvent blanks (i.e. n-decane) were injected right after the highest concentration of calibration curve to assess carry-overs, which were below 20% of the MDL for all analytes. Overall, the results obtained during method validation indicate that the protocol is adapted for the analysis of targeted POPs. Thus, the method is suitable to be applied in the experiment. The bold means that the principal component has a high positive/negative loading for that contaminant.
Data analysis method
The TEQs were calculated by multiplying the toxic equivalence factors (TEFs) for each DL-PCB congener concentration: TEQ S 12 DL-PCBs ¼ PCB 77 Â 0.0001 þ PCB 81 Â 0.0003 þ PCB 105 Â 0.00003 þ PCB 1114 Â 0.00003 þ PCB 118 Â 0.00003 þ PCB 123 Â 0.00003 þ PCB 126 Â 0.1 þ PCB 156 Â 0.00003 þ PCB 157 Â 0.00003 þ PCB 167 Â 0.00003 þ PCB 169 Â 0.03 þ PCB 189 Â 0.00003 [4] . Odds ratios (ORs) and 95% confidence intervals (CIs) for the risk of POI in association with TEQs levels were calculated by unconditional logistic regression models. The covariates included age, BMI, parity, history of breast-feeding, age at menarche, smoking, alcohol intake, education and annual household income [5, 6] . POPs concentration variables that were detected in >40% samples were subjected to principal components analysis (PCA) to produce a few number of summary PCA predictor variables. The data analysis were conducted using SPSS (version 20.0, IBM, Chicago, IL, USA).
