In the last years, an increasing number of computing systems are being realized taking advantage of autonomous agents. Traditional software engineering methodologies are insufficient to be used in the development of such systems because of the particular characteristics of autonomous agents. Therefore, a lot of work has been done to extend traditional software engineering methodologies for agent systems and its result has been the definition of new methodologies of agent-oriented software engineering. This chapter introduces the basic concepts of agent-oriented software engineering showing the new artefacts that we introduced to analyse, design and implement multi-agent systems. In particular, we present a set of agent-oriented diagrams that support the modelling of: (i) the architecture of the multi-agent system, ( ii) the ontology followed by agents and ( iii) the interaction protocols used to coordinate agents. These artefacts are described exploiting an UML-based notation that exploits stereotypes to provide agent-oriented semantics to class and collaboration diagrams.
Introduction
The ever-increasing importance of the Web in everyday life is driving the need of software capable of coping with open and dynamic environments. More than other technologies, software agents seem to have the necessary characteristics to support the development of open and flexible software systems [22, 32, 44] . This is the reason why the research on agents and multi-agent systems has come to a new life in the recent years, leaving artificial intelligence laboratories to reach the realm of real-world software development. The creation of FIPA, the decision of OMG to raise the status of the Agent Working Group to special interest group and the agent-oriented software engineering workshop (AOSE) at ICSE are only indications of the importance that this technology is gaining. In particular, the creation of FIPA -the Foundation for Intelligent Physical Agents -in 1996 seems to be one of the major causes for the interest that nowadays industry is having for agent technologies. FIPA's mission is to promote "technologies and interoperability specifications that facilitate the
end-to-end inter-working of intelligent agent systems in modern commercial and industrial
settings" and its goal is "to overcome the destructive competition between incoherent concurrent proprietary technologies in the marketplace". Surprisingly, the community of agent technologies has not yet adopted an accepted definition for the word agent and many, and somehow opposite, definitions are available. In this paper we do not take this debate into account and we restrict the agent abstraction only to express the characteristics that make agents ideal for the development of open and flexible software systems. This chapter introduces the fundamental concepts of agent-oriented s oftware engineering taking the pragmatic approach of showing the new artefacts that the architect can exploit to model a system at the agent level of abstraction. The next section introduces softwarec agents. Section three presents the main works on agent-oriented software engineering. Section four describes how UML diagrams can be used as basis for agent-oriented software engineering. Finally, section five presents some conclusions.
Software Agents
We introduce our informal characterisation of software agents emphasising the features that we will exploit in the definition of the artefacts described in the following sections. The definition presented here is adapted from [44] : an agent is a software system that is ( i) situated in some environment, ( ii) capable of autonomous actions in order to meet its objectives and (iii) capable of communicating with other agents. This definition raises several points that should be discussed to show that agents can be naturally used in software engineering as a first-class abstraction. Such a discussion involves the unresolved debate on the differences between objects and agents, as it should be clear that they are somehow similar abstractions.
Agents are situated systems and the environment provides to agents the essential information to work. This emphasises that agents are intended to work with non-agentized entities and the importance of reification is weaken with respect of the object-oriented approach. In the object-oriented picture, everything must be reified, as objects are not intended to interact with the environment. Agents naturally interact with their environment and take advantage of this possibility to bring about their objectives.
The most important characteristic that we associate with agents is the ability to act in complete autonomy, i.e., agents have their own objectives and they are capable of acting to bring about them without any external coercion. This is sometimes summarised with the phrase: "agents can say go" [29] , to emphasise that they are not requested to wait for an external command to act, but they can decide to act because they have an explicit goal to achieve. As a direct consequence of this characteristic, agents are allowed to refuse acting if they believe that the outcome of an action may prohibit them to achieve their goals, and we say that "agents can say no" [29] .
Autonomy is probably the most important difference between agents and concurrent or active
objects. An object is not explicitly associated with a goal and its role in the system is implicitly defined by when and how the other objects send messages to it. An agent is explicitly associated with a goal and its interaction with the environment and w ith the other agents are mainly directed to achieve this goal.
Another characteristic that we associate with agents is the so-called social ability, i.e., the possibility that agents have to communicate with other agents. Various communication models are available, but all these models mainly derive from speech act theory [39] . KQML (Knowledge Query Manipulation Language) is the probably the most known agent communication language [ 12, 13] . KQML is a protocol for exchanging information and knowledge whose main feature is that all the information for understanding the content of the message is included in the communication itself.
FIPA ACL -Agent Communication Language -is a language for the communication between agents that is proposed by FIPA consortium [14] . The syntax of the FIPA ACL is very close to the syntax of KQML. However, despite syntactic similarity, there are fundamental differences between KQML and FIPA ACL, the most evident being the existence of a formal semantics for FIPA ACL which should eliminate any ambiguity and confusion from the usage of the language.
Each FIPA ACL message is structured in two parts: a communication part and a content part.
The communication part carries content-independent information such as the identification of the sender and the receiver. On the contrary, the content part bares the meaning of the message and it is structured as a performative and a domain content. The performative is a domain-independent verb that specifies the meaning that the sender of the message wanted to associate with the domain content. FIPA specifies a set of performatives, such as inform, request and query, that agents can use to communicate. The domain content of the message is a sentence expressed in some language and following some ontology that actually bares the meaning of the message. FIPA does not prescribe any language for expressing domain contents and when an agent receives a message, it comes to know the language and the ontology used in the domain content exploiting the communication part of the message. The structure of a FIPA ACL message introduces some overhead because the data sent may be redundant in some cases, however, the advantage is that message processing is simpler and may be easily used for the interaction of heterogeneous agents.
FIPA communication model is not limited to isolated messages exchanged by agents, but it
also allows messages to be grouped i nto interaction protocols. Interaction protocols are domain-independent courses of messages that can be instantiated in concrete conversations between agents. They are intended to abstract a common path of performatives from the set of possible conversations to ease the realisation of agents. FIPA provides a set of generalpurpose interaction protocols and it also provides guidelines for the realisation of applicationspecific interaction protocols [14] .
FIPA guarantees interoperability because the syntax and the semantic of FIPA ACL are standardized and communicating agents are supposed to share a common ontology and a common language for expressing domain contents. At the moment, only a few systems [3, 37] 
Agent-oriented Software Engineering
The research on agent-oriented software engineering is based on the possibility to model a software system at the agent level of abstraction [4, 7, 20, 21, 26, 42, 47, 46] . This level of abstraction considers agents as atomic entities that communicate to implement the functionality of the system. Various initiatives [26, 47] are devoted to establish a methodology for an agent-oriented development process and this work shows a brief overview of the common ideas behind such methodologies to demonstrate how the introduction of the agent level of abstraction can change the software development cycle. In the following of the section, some of most interesting agent-oriented methodologies to develop multi-agent systems are described.
The AAII methodology for agent-oriented analysis and development [24] is based on objectoriented methodologies enhanced with some agent-based concepts. This methodology derives from a long experience in realizing multi-agent systems through the belief-desire-intention technology [ 34] . A multi-agent system is represented through both internal and external models. The external models mainly described the interactions between agents while the internal models is entirely dedicated to the description of the internal of the different agents in term of their beliefs, desires and intentions.
Cassiopeia methodology [9] is based on a bottom up development process. In particular, the methodology proposes three steps. The first step identifies the elementary behavious that are implied by the overall system task. The second step identifies the relationships between elementary behaviours. Finally, the third step identifies the "organizational behaviours" of the system representing the way in which agents form themselves into groups.
MAS-CommonKADS methodology [19] extends the models defined in CommonKADS [38] adding technology from object-oriented methodologies and from protocol engineering for describing the agent protocols [ 36] . This methodology starts with a conceptualisation phase from which defines a first description of the system from the user point of view. Then it uses a set of models for the analysis and design of the system through a risk-driven life cycle. The models used are: the agent model, describing the main features of agents, the task model, describing the tasks carried out by agents, the expertise model, describing the knowledge that agents need to carry out their tasks, the coordination model, describing interactions between agents, the organisation model, describing the organization of the agent society, the communication model, describing the interaction between humans and agents, and, finally, the design model, that collects the previous models.
The Gaia methodology [ 47] tries to build a multi agent system through a process of organisational design. This methodology borrows some terminology and notation from object-oriented analysis and design and, in particular, from FUSION [8] . The objective of the analysis stage is to capture the system organization as a collection of roles that stand in certain relationships to one another and that take part in a set of systematic interactions with other roles. There are not a mapping one-to-one between roles and individuals (agents), but often an individual can take on many roles. A role is defined by four attributes:
responsibilities, permissions, activities and protocols. Responsibilities determine functionality and are the key role attributes. Permissions are the "right" associated with a role. Activities are computations associated with a role that an agent can take without interacting with other agents. Finally, protocols define the way that a role interact with other roles.
Using UML for Developing Agent Systems
Even if the agent level is the natural level of abstraction for describing a multi-agent system, the lack of accepted diagrammatic notations and design tools might prevent architects from exploiting its benefits. The research community of agent-oriented software engineering is currently addressing this problem investigating the possibility of extending UML [ 5] to support the basic agent-oriented concepts such as agent, ontology and interaction protocol.
This research trend has led to various extensions of UML [10, 15, 28, 29] , but such notations are not completely accepted because they are not yet supported by CASE tools. It is worth noting that one of the main goals of the AUML initiative [29] is to encourage CASE-tools vendors to support an agent-oriented notation in their products. In the remaining of this section we introduce the basic concepts of agent-oriented s oftware engineering taking the pragmatic approach of showing the new artefacts that the architect can realize and introducing an UML-based notation to describe such artefacts. Our UML-based notation does not require extensions to the usual UML diagrams and any off-the-shelf CASE tool can support it. This approach has the advantage of allowing architects using our notation without either the need for agent-enabled CASE tools or, when the CASE tool support UML extensions (e.g., Rational Rose Case tool) the need for extending the CASE tool with new diagrams and for learning to use such kinds of diagrams.
Agent-oriented Analysis
The analysis phase is intended to examine the domain of the problem to specify what the software system is intended to do. In general, this phase should be reasonably independent from the technology used to develop the system and the system itself should be seen as a black box interacting with its environment. This is the reason why talking about agentoriented analysis may seem an oxymoron. Nevertheless, some kinds of agents, such as personal assistants or information agents, are directly in contact with the user and they provide pieces of functionality that must be considered during the analysis. Therefore, we introduce agent-oriented use cases to allow the architect specifying the interactions that some kinds of agent have with the user, with the environment and with the rest of the system. Even if they are modelled out of the black box bounding the system, such agents are part of the system under construction and they are analysed separately only to take their special role in providing functionality into account. In order to represent agent-oriented use case diagrams, we introduce the stereotype agent, easing the implementation of tools managing such diagrams, and we treat agents as common actors. Figure 1 shows a simple agent-oriented use case diagram describing a system implementing a personal assistant capable of buying CDs on behalf of its user. We will discuss this example in more detail in the rest of this section, as we will use it to introduce other agent-oriented diagrams.
Another reason for introducing agent-oriented analysis is the importance of data modelling in the realisation of multi-agent systems. Agents use ontologies to a ssociate a meaning to messages and the most important ontology-description languages, such as Ontolingua [13] , allow describing the domain of the problem in terms of entities and relations between entities.
The kinds of artefacts produced during the modelling of an ontology are similar to the ones produced during the usual data-modelling phase. This is due to the fact that ontologies are not engineered, to avoid constraining how agents can be realised, and therefore they are simply a description of the domain data. The similarity between data modelling and ontology modelling suggests using similar notations. We propose to use a variant of conceptual diagrams [25] , that we call ontology diagrams, to model ontologies. An ontology diagram is a class diagram where classes model classes of entities defined in the ontology. We tag the classes in ontology diagrams, i.e., entity classes, with the stereotype entity. Entities are structured using public attributes. Ontology diagrams allow defining relations between classes and we use such relations to model the predicates provided by the ontology. Figure 2 shows the ontology of the CD shop example. This diagram comprises three classes of entities: CDs, prices and payment conditions. CDs are characterized by a title and by an author; prices are characterized by an integer value, while payment conditions comprise only a credit card number. The diagram shows also four predicates: two has predicates and two price predicates defined over different entity classes.
Agent-oriented Design
Designing a multi-agent system at the agent level requires modelling the architecture of the multi-agent system and the interactions between agents. Such elements can be modelled using some UML class diagrams, we call architecture diagrams that identify the roles [23] that agents play in the system. Each role is associated with a class, that we call agent class, and we introduce the stereotype agent to tag such classes because they equals the ones used in agent-oriented use case diagrams. Associations between agent classes describe possible associations between agents playing different roles. Such associations are basically used to express a cquaintance because it is common to promote flexibility in the multi-agent system avoiding the use of associations to spread responsibilities across agents.
An agent class can be used to associate a set of actions with a role. Actions are represented as public m ethods of the class. Such methods must be declared void because no concept of return value is defined for actions performed by agents. Moreover, the parameters of such actions must belong to entity classes defined in ontology diagrams. The list of actions associated with an agent class does not include the performatives of the agent communication language because we suppose to use FIPA ACL and its performatives.
Object protocols, the object-oriented counterpart of interaction protocols, are not included in UML because our approach allows modelling only known protocols and the developer is implicitly requested to use only the set of FIPA general-purpose interaction protocols, so the possible ways agents interact are "predefined". This is the reason why we have no means to annotate agent classes with the list of supported interaction protocols except for using comments. The motivation of this choice is simply to preserve interoperability. In fact, introducing application-specific interaction protocols may lead to the following problems.
Even if we provide agents with a run-time description of a protocol, it is extremely difficult to implement an agent capable of taking such a description and learning how to use the protocol without any explicit help from the developer. Therefore, agents using applicationspecific protocols may not be able to run in open systems where third-party agents join and leave the system dynamically. Moreover, the semantics of the paths of a protocol must be coherent with the semantics of the employed performatives. This coherence is very difficult to achieve and only well-studied and accepted protocols can guarantee this property. If an application-specific interaction cannot be expressed as a combination of general-purpose protocols, we can use the notation introduced by Odell et al. [28, 29] to create new interaction protocols from scratch. Figure 3 shows the architecture diagram for the CD shop example. It shows two classes of agents: personal assistants and CD shop agents. Agents belonging to such classes support the FIPA contract net protocol [14, 41] the FIPA request protocol [14] . Moreover, C D shop agents can be requested to perform an action called sell. Such an action requires the identification of the personal assistant buying the CD, the description of the CD it wants to buy and its payment conditions.
Agent-oriented Implementation
The need of an agent-oriented support to develop software was felt long before the introduction of agent-oriented software engineering with the definition of agent-oriented programming languages such as Agent0 [40] and Telescript [43] . Nowadays, the approach of agent-oriented languages is no longer adopted and the greater majority of agents are Agent platforms, such as Jade [1] and Fipa-Os [33] , provide only a transport layer and some basic services, but they do not provide any support for a utonomy. Moreover, they lack support for service-level interoperability because they do not take into account the semantics of the agent communication language. Therefore, another kind of development tool, called agent-development toolkit, was introduced t o provide the developer with high-level abstraction from the BDI agent architecture [44] . These tools, such as dMars [11] , Jack [6] , AgentBuilder [35] , Jam [18] and Zeus [27] , provide a way for rapidly prototyping agents but they do not seem to produce sufficiently robust and efficient agents for their adoption in industrial-strength projects mainly because of their immaturity.
Recently, we implemented an agent-development toolkit called P arADE (Parma Development Environment) [3] to support autonomy and inter-operability over e xisting FIPA-compliant platforms. Even if ParADE could have been implemented over any existing agent platform, its current implementation works on top of Jade [1] to take advantage of its services. The goal driving the work on ParADE is providing the agent developer with a hybrid agent architecture capable of promoting interoperability and supporting autonomy exploiting the semantics of FIPA ACL. Such an architecture is basically goal-oriented but it also integrates reactive behaviours. This approach is chosen because goal-orientation is a fundamental key in supporting the semantics of FIPA ACL and we think that reactive agents are easier to design and to implement. Goal-oriented agents are inherently autonomous because they act to achieve their goals without requiring the developer to foresee all possible flows of events.
ParADE is composed of a set of development tools supporting the developer at the agent level and at the object level. The agent level allows describing agents in terms of their BDIlike characteristics such as beliefs, goals and social organization. At this level of abstraction, the developer can produce UML models as described in this paper to generate code for agents. This code relies on ParADE development library and on the services provided by the underlying agent platform. It is worth noting that ParADE does not integrate any CASE tool because the code generator works with XMI [30] files that any off-the-shelf CASE tool should be able to produce. The code generated from agent-level models is only a skeleton and the developer is requested to complete it at the object level integrating application-specific behaviours. Such behaviours are implemented by using the ParADE development library to access ParADE components such as the knowledge base and the planning engine. This two-level approach has the advantage of supporting the production of code from UML models at the agent level without taking implementation details into account. Moreover, it allows integrating legacy code and supporting application-specific optimisations at the object level.
Conclusions
Software engineering is founded on the possibility to model a system at different levels of abstraction. Agent-oriented software engineering introduces a new level, called agent level, to allow the software architect describing a system in terms of interacting agents. At this level of abstraction, an agent is considered as an atomic entity that communicates with other agents to implement the functionality of the system. This work introduces the basis of agent-oriented software engineering exploiting the pragmatic point of view of showing the new artefacts provided to the architect to model systems at the agent level. Such artefacts can be produced using an UML-based notation supported by any off-the-shelf CASE tool to allow architects adopting it without the need for agent-enabled CASE tools.
Three agent-oriented diagrams are introduced to model the basic elements characterising the agent level of abstraction: the interactions between agents and the environment, the architecture of the multi-agent system and the ontology followed by agents. Agent-oriented use case diagrams are simple extensions of usual use case diagrams that allow introducing agents and modelling their interactions with the user, with the environment and with the rest of the system. Architecture diagrams allow modelling the architecture of the multi-agent system in terms of a set of agent classes connected through relations. Each class is characterised b y the actions that an agent belonging to it can be requested to perform. The relations between classes may be used to express the network of acquaintance that an agent can build at runtime. Ontology diagrams allow defining a model of the environment composed of entities and relations. These relations can be used to specify the predicates that agents can use to communicate and therefore ontology diagrams can be used to model the domain-content of messages. 
