Abstract-The Earth Observing System (EOS) Data and Information System (EOSDIS) has been serving a broad user community since 1994. Most of NASA's Earth science data are currently being archived, managed and distributed by EOSDIS. Also, EOSDIS commands and controls EOS spacecraft and instruments, captures data from the instruments and processes them into a set of standard products. As of March 2006, the archives of EOSDIS held over 4.3 petabytes of data from over 90 instruments and over 2000 distinct science products. The distribution of data to end users amounts to approximately 2 TB a day. The community receiving data from EOSDIS is on the order of 200,000 distinct users from a diverse set of organizations and scientific disciplines.
I. INTRODUCTION
The Earth Observing System (EOS) Data and Information System (EOSDIS) has been serving a broad user community since 1994. Most of NASA's Earth science data are currently being archived, managed and distributed by EOSDIS. Also, EOSDIS commands and controls EOS spacecraft and instruments, captures data from the instruments and processes them into a set of standard products. As of March 2006, the EOSDIS archives held 4.3 petabytes of data from over 90 instruments and over 2000 distinct science products. The distribution of data to end users amounts to approximately 2 TB a day. The community receiving data from EOSDIS is on the order of 200,000 distinct users from a diverse set of organizations and scientific disciplines.
In the larger context of the Earth Science data systems supported by NASA's Science Mission Directorate, EOSDIS is a major component, with other entities such as smaller volume discipline specific science data systems, the Research, Education and Applications Solution Network (REASoN) and the Advancing Collaborative Connections for Earth-Sun System Science (ACCESS) projects playing significant complementary roles. The satellite-borne Earth-observing instruments, the ground systems capturing the data, EOSDIS and the other science data systems form a "value chain" to generate end products suitable for scientific research as well as benchmarking operational applications.
While EOSDIS is effectively managing a large amount of data and successfully serving a broad user community, its design and development originated more than 10 years ago during which many advances have occurred in information technology. Although there has been on-going technology infusion, incremental improvements in processing and performance, and new functionality added in user access, distribution, and archive management over the years, the underlying design has remained essentially the same. During this time frame, data volumes have grown dramatically and the science community has gained considerable experience in processing and analyzing the data. More recently, through examination of current operations and a series of lessons learned, there has been a desire to re-examine current operations for significant improvements in a variety of areas. To this end, NASA convened two groups: an EOSDIS Elements Evolution Study Team to provide an external viewpoint and offer guidance, and an EOSDIS Elements Evolution Technical Team to develop an approach and implementation plan that would begin to fulfill the objectives set forth in a 2015 Vision developed by the Study team. The objectives that were part of the 2015 Vision included: Increasing end-to-end data system efficiency and autonomy while decreasing operations costs; Increasing data interoperability and usability by the science research, application, and modeling communities; Improving data access and processing; and Ensuring continued safe stewardship.
The purpose of this paper is to describe the process used to facilitate development of an evolution plan, the initial step to be implemented in the immediate future and the key expectations from evolution.
II. EOSDIS ELEMENTS EOSDIS consists of two major parts: the Mission System and the Science System. The part of EOSDIS that commands and controls satellites and instruments, performs data capture and initial (Level 0) processing, and delivers the data to other EOSDIS elements is referred to as the Mission System. The part of EOSDIS that processes, archives, manages and distributes the data is referred to as the Science System. The focus of this paper is on the Science System, and, for simplicity, henceforth we shall use the term EOSDIS to refer to the Science System of EOSDIS.
EOSDIS consists of four key elements: Distributed Active Archive Centers (DAACs), Science Investigator-led Processing Systems (SIPSs), the EOSDIS Core System (ECS), and the Information Management System (IMS). The DAACs process the data from some of the EOS instruments, and are responsible for archiving, managing and distributing EOS and other Earth science data products. There are eight DAACs, each specializing in a subset of Earth science disciplines, distributed across the U.S.A. Fourteen SIPSs, co-located with the respective instrument teams' facilities, process data from most of the EOS instruments and deliver the resulting science data products to one or more of the DAACs for archive and distribution. The ECS is the common hardware and software system deployed at four of the eight DAACs. It is a combination of Commercial Off-The-Shelf (COTS) and custom software that was centrally designed and developed for handling large quantities of data for the EOS spacecraft. The Information Management System provides the interface for the user and ensures interoperability among the DAACs to allow users to locate and order/access data regardless of their physical location. The primary method of access is through a NASA developed client called the EOS Data Gateway (EDG). However, NASA fosters development of DAAC-unique clients that allow access to their holdings, as well as clients built for discipline specific communities. An interoperability middleware package, called EOS Clearing House (ECHO) is currently being deployed, under which clients tailored to individual disciplines can be developed. Data providers publish their data in ECHO providing a rich source of EOS data from a variety of sources.
III. STUDY AND ANALYSIS PROCESS
The EOSDIS Elements Evolution Study Team (along with the Technical Team) formulated a vision (see http://eosdisevolution.gsfc.nasa.gov) for Earth science data systems and operations in the year 2015. This provided the tenets under which the Technical Team conducted its analytical work. These tenets and the Vision 2015 goals are shown in Table I .
The approach to the Technical Team's analytical work consisted of developing a baseline for current operations through workshops and questionnaires, identifying cost drivers, exploring a range of ideas, concepts and differing operating paradigms to explore the full range of potential options for meeting the vision tenets. Through a series of brainstorming sessions that included developing, scenarios, predicting outcomes and soliciting ideas from the technical team that consisted of representatives from each of the EOSDIS elements, the Technical Team performed an analysis of alternatives to target the best set of options for a first step in the evolution process while keeping risk at a manageable level. Archive Management
• NASA will ensure safe stewardship of the data through its lifetime.
• The EOS archive holdings are regularly peer reviewed for scientific merit.
EOS Data Interoperability
• Multiple data and metadata streams can be seamlessly combined.
• Research and value added communities use EOS data interoperably with other relevant data and systems.
• Processing and data are mobile.
Future Data Access and Processing
• Data access latency is no longer an impediment.
• Physical location of data storage is irrelevant.
• Finding data is based on common search engines.
• Services invoked by machine-machine interfaces.
• Custom processing provides only the data needed, the way needed.
• Open interfaces and best practice standard protocols universally employed.
Data Pedigree
• Mechanisms to collect and preserve the pedigree of derived data products are readily available.
Cost Control
• Data systems evolve into components that allow a fine-grained control over cost drivers.
User Community Support
• Expert knowledge is readily accessible to enable researchers to understand and use the data.
• Community feedback directly to those responsible for a given system element.
IT Currency
• Access to all EOS data through services at least as rich as any contemporary science information system.
The key ideas resulting from this effort included:
• Reduction in growth of the data archive by conducting a series of science product reviews with the science community (along with examining data product usage metrics) for the purpose of identifying potentially little used or lower value products for deletion from the archive,
• Increasing on-line storage (data pools) with the goal of improving access for key and frequently used data products
• Utilizing processing on demand for selected data
• Rearchitecting elements of the existing systems to transition from enterprise class systems to commodity based hardware, now available with comparable reliability, performance, and lower acquisition and maintenance costs; automating more functions; streamlining functions to reduce custom code • Consolidation of data operations into a single system at a given DAAC to reduce operations and maintenance costs
• Transition of some responsibilities for selected functions to science team organizations to allow improved alignment with day-to-day science activities
• Improving middleware services including performance, easier access, and to provide improved methodologies to facilitate users to become value-added data providers IV. INITIAL STEP Key considerations in any implementation plan were that the current day-to-day operations and services to the user community could not be disrupted and the risk of failure had to be minimized by having mitigation strategies. The evolution changes described below are planned for implementation over a period of two to three years, while maintaining on-going operations. The four specific elements of EOSDIS that will undergo changes in the initial step are: the Moderate Resolution Imaging Spectro-radiometer (MODIS) Adaptive Processing System (MODAPS -the SIPS for MODIS), the NASA Goddard Earth Science (GES) DAAC, the NASA Langley Research Center's (LaRC) Atmospheric Sciences Data Center (ASDC) DAAC, and the ECS. These changes are discussed briefly below.
A. MODAPS
Currently, MODAPS processes MODIS data to generate all higher level (i.e., geophysical parameters -level 2 and above) atmospheric, land and snow/ice products and sends them for archiving and distribution to the GES DAAC (atmospheric), Land Processes DAAC (land) and the National Snow and Ice Data Center DAAC (snow/ice). Level 1 MODIS data (calibrated radiances) are produced and archived at the GES DAAC. Level 0 MODIS data are archived at the GES DAAC. The initial step will transition all the functions currently being performed for MODIS data at the GES DAAC to MODAPS. The resulting archive at MODAPS will be a fully disk-based archive. The Level 1 products that contribute a high volume (54% of daily production) will be held on line for a short period for users to download and be produced on demand after that initial period. Benefits of this transition include:
• Reduction in archive growth through on-demand processing
• Faster access to products, reduced reprocessing time from all on-line storage
• Reduced costs due to use of commodity disks and simplification of operations
• Closer involvement and control by the science community, greater responsiveness to scientific needs, products, tools, and processing
B. GES DAAC
Currently, the GES DAAC operates two different systems. The first, used for pre-EOS "heritage" data, is based on the Simple, Scalable, Script-Based, Science Processing Archive (S4PA) architecture. The second, based on the ECS, is used for processing, archiving and distributing the data products from the Atmospheric Infrared Sounder (AIRS) instrument on the EOS Aqua spacecraft, and for archiving and distributing data products from several other EOS instruments. At the end of the initial step, the ECS at the GES DAAC will be phased out and all of the functions will be performed using a single system (with multiple strings) based on the S4PA architecture. The ECS-based archive uses tapes in robotic silos. Given the reduction in volumes due to transfer of MODIS data archiving to MODAPS as indicated above, the robotic silos will be phased out. All of the data will be archived using on-line disk systems. The benefits of these changes include:
• Reduction in operations costs due to consolidation of multiple systems into one software system
• Increased system automation due to a single system with simpler operational scenarios
• Reduction in sustaining engineering costs due to use of simpler, scalable software and reduction in dependency on COTS products
• Improved data access due to planned use of increased online storage and commodity disks/platforms
• Phased transition provides risk mitigation for MODAPS effort (see section IV.A above)
C. LaRC ASDC DAAC
The LaRC ASDC DAAC uses two systems for its processing, archiving and distribution functions. The first, called the Langley Tropical Rainfall Measuring Mission (TRMM) Information System (LaTIS), is used for processing, archiving and distributing the Clouds and the Earth's Radiant Energy System (CERES) instrument data products and to archive and distribute all the pre-EOS data products held at the DAAC. The second, based on the ECS, is used for processing, archiving and distributing the data products from the Multi-angle Imaging Spectro-Radiometer (MISR) instrument on EOS Terra spacecraft, and for archiving and distributing data products from several other EOS instruments. This DAAC will consolidate its systems into one system by transitioning the functions into a LaTIS-rearchitected new system called Archive, Next Generation (ANGē) and first hosting the CERES data as a proof of value step before taking on the transition of other data. Upon completion of this transition, the DAAC will transition the functions in the ECS-based system into ANGē, thus reducing its operation and maintenance to one system. The benefits of these changes include:
• Reduction in operations and COTS costs due to elimination of multiple systems
• Increased system automation due to single system, simpler operational scenarios
D. ECS
As stated in section II, ECS is deployed at four DAACs. It is a common (core) software package with 1.2 million lines of code. It also uses 38 COTS packages. The initial step will sim-plify the ECS software architecture by reducing the number of LOC by 750K. Also, the hardware architecture will be simplified to use commodity based computing platforms and increase the use of on-line disks. At the end of the initial step, the simplified ECS will be operating at the Land Processes DAAC and the National Snow and Ice Data Center DAAC. The benefits of this simplification plan include:
• Low risk approach based on proven data pool technology
• Reduction in operational costs at the four DAACs due to simplified hardware/software configuration
• Improved data access due to increased on-line storage and commodity disks/platforms
• Risk mitigation for ECS phase out efforts at GES DAAC and LaRC ASDC DAAC (see above)
V. INTEROPERABILITY One of the key tenets in the vision shown in Table I above is interoperability. This applies to interoperability at various levels. These are indicated below with examples of systems or technologies that provide the specific levels of interoperability:
• Directory level -Locating data and service providers (e.g., Global Change Master Directory -GCMD) [1] • Inventory level -Searching and ordering/accessing specific data granules or files irrespective of where they are held (e.g., EOS Data Gateway, EOS Clearing House -ECHO -middleware and clients using ECHO [2] , [3] )
• Data level -Accessing data records from multiple locations and delivering them to a user in a convenient format (e.g., OPeNDAP [4] )
• Data and Computational Level -Accessing data records from a distributed set of locations, performing computations and providing results to a user (e.g., GRID [5] )
Each of the above levels of interoperability is needed in achieving the "2015 Vision" articulated in Table I . The Directory and Inventory levels of interoperability are currently being supported by EOSDIS. Key to achieving interoperability is an appropriate set of standards. Community accepted standards work more effectively than centrally defined and imposed standards. As a part of the overall plan to obtain community participation and inputs, NASA has established a set of Earth Science Data System Working Groups [6] . One of these working groups, the Standard Processes Group, focuses on assessing standards and recommending adoption of selected standards to NASA Headquarters. These standards, if approved, apply to the broad community of Earth science data and service providers funded by NASA. This broader set of standards takes time to evolve and be adopted to facilitate the various levels of interoperability mentioned above. In the meanwhile, it is important to preserve the data and metadata that will facilitate and improve the degree of interoperability as desired in the 2015 Vision.
Within the EOSDIS environment, this has been done by requiring each of the DAACs to provide Directory Interchange Format (DIF) documents to the GCMD and to provide metadata compliant with the Federal Geographic Data Committee (FGDC) metadata content standard [7] to ECHO. In the initial step of evolution discussed in section IV above, MODAPS, GES DAAC and LaRC ASDC DAAC will satisfy the above requirements.
VI. CONCLUSION EOSDIS today is effectively managing a large amount of science data and successfully serving a broad user community. Many advances in information technology, software methodologies and middleware have occurred since its original design. In an effort to take advantage of these changes, improve data access, reduce operations costs and look broadly at new methods for managing the data more effectively for the science community, NASA has taken a step forward with its EOSDIS evolution plan. This paper has provided a brief description of the plans for this initial step. This step addresses at least 11 of the 16 "Vision 2015 Goals" shown in Table I .
