Neural sequence to sequence models are well established for applications which can be cast as mapping a single input sequence into a single output sequence. In this work, we focus on cases where generation is conditioned on both a short query and a long context, such as abstractive question answering or document-level translation. We modify the standard sequence-to-sequence approach to make better use of both the query and the context by expanding the conditioning mechanism to intertwine query and context attention. We also introduce a simple and efficient data augmentation method for the proposed model. Experiments on three different tasks show that both changes lead to consistent improvements.
Introduction
Many traditional natural language processing tasks can be formulated as a sequence transduction problem, where a system is given an input text sequence and asked to provide a corresponding natural language output. In recent years, the development of neural sequence-to-sequence (seq2seq) models with attention mechanisms has lead to significant progress on such tasks. These include for example machine translation when mapping text from one language to another, dialogue agents which read the last few utterances and produce a next chat, or text summarization systems.
The success of these models in context-free seq2seq applications has paved the way for systems which consider more complex inputs. For example, while sentence-level machine translation models have made great strides, they struggle at handling cases where the meaning of a word depends on the previous context in the document being translated. Similarly, while question answering can be formulated as a seq2seq problem, it also usually relies on context provided in the form of one or many supporting documents containing external knowledge.
In this work, we consider the problem of adapting the traditional seq2seq approach to the context-aware setting, where a model is given both a source and some context containing relevant information and required to produce the corresponding output. First, we explore different ways of combining the source and context when decoding the output, including alternating and interleaving attention layers. We * Work done while interning at FAIR NY then present a data augmentation technique which takes advantage of the proposed models' structure.
We apply our approach to three context-aware seq2seq tasks: neural machine translation with document-level context, long form question answering, where the system needs to provide a paragraph-length answer to a complex question given a support document, and knowledge-grounded dialogue, where the system is given a short fact and a dialogue history, and required to provide a next dialogue utterance given the provided fact. We show that our models consistently improve over standard seq2seq modeling as well as strong baselines for each of the tasks by helping the model make better use of both source and context.
Related Work
The development of neural seq2seq models with attention, which were first applied to the task of sentence-level machine translation (Bahdanau, Cho, and Bengio 2015; Luong, Pham, and Manning 2015b) , has lead to significant advances in several other natural language processing tasks which can be formulated as producing a sentence or paragraph output given a single text input. These include for example summarization (Rush, Chopra, and Weston 2015; See, Liu, and Manning 2017) , or dialogue agents which take a chat history as input to produce a next utterance (Serban et al. 2016) . Following the success of recurrent (Bahdanau, Cho, and Bengio 2015) and convolutional seq2seq (Gehring et al. 2017 ) approaches, the Transformer architecture which generalizes the use of attention to the encoder and decoder has recently lead to further improvements on these applications (Vaswani et al. 2017) .
In this work, we consider tasks which, in addition to the main input sequence, rely on external information provided in the form of a context document. For example, abstractive question answering tasks make use of information found in web pages (Nguyen et al. 2016; , or even full books (Kociský et al. 2018) , and the WikiSum dataset ) challenges a system to write a Wikipedia article given a title and a set of supporting web documents. This family of problems also includes a versions of machine translation which looks at both the current sentence and past document history, as leveraging contextual information beyond the sentence being considered to improve translation is an outstanding challenge (Popescu-Belis 2019; (Dinan et al. 2019) .
The most straight-forward approach to applying encoderdecoder seq2seq models to these problems is to simply concatenate the source and context sequences and treating them as a single input. However, find that this approach struggles with handling longer contexts. ) obtain some promising results using this architecture, but their approach requires a computation intensive multitask training strategy.
One of the main challenges of these tasks is the length of the context relative to the source sequence. Approaches to addressing this issue have included memory networks (Sukhbaatar et al. 2015) , or combining recurrent and attention-based representations at different levels to incorporate longer context in language models (Wang and Cho 2016; Dai et al. 2019) . For contextual machine translation, recent works have also proposed using a memory cache (Tu et al. 2018) or hierarchical document representation to encode additional context information (Werlen et al. 2018 ).
Context-Aware Sequence-to-Sequence Tasks
In this Section, we start by formalizing the problem of context-aware sequence to sequence modeling and outlining some of its inherent challenges. We then review the Transformer encoder-decoder architecture (Vaswani et al. 2017) , propose structural modifications to adapt it to the contextaware setting, and introduce a data augmentation method to help train the proposed models more efficiently.
Problem Description
In this work, we consider the family of context-aware sequence to sequence tasks. In the standard seq2seq setting, the goal is to generate an answer or target sequence T = {t 1 , t 2 , . . . , t p } with p tokens given a query or source sequence S = {s 1 , s 2 , . . . , s m } with m tokens. In the context-aware setting, the model is also required to make use of an additional sequence C = {c 1 , c 2 , . . . , c n } which contains information relevant to the query (or source) S.
Proper utilization of both the query S and context C introduces several challenges. On the one hand, context sequences tend to be much longer and in some cases noisier than the queries. For example, in the case of long form QA, the context sequences are made up of passages of Internet pages coming from all sorts of domains that could be relevant for answering the question . Each context sequence is a concatenation of potentially (but not always) useful information segments and can be as long as 1000 words. Therefore, the encoding of the context C should allow the model to focus on the most important information.
On the other hand, ensuring that the model produces outputs that are relevant to the query S, rather than generic answers has been shown to be challenging in conditional text generation tasks (Sordoni et al. 2015; Li et al. 2016) . Additionally, in the context-aware setting, we ask the model not only to produce an output that is germane to the input, but also to take into account the relative importance of the source and context when writing it (in most cases, relying chiefly on the source S and using C as secondary support).
Finally, collecting data for context-aware sequence to sequence tasks can be more difficult than for contextfree applications. For question answering, gathering relevant supporting documents can represent a significant investment (Nguyen et al. 2016) . Even for machine translation where context-aware data is relatively easy to collect, most of the standard datasets available now are still contextfree (Popescu-Belis 2019; ). This makes model over-fitting even more of a concern in this setting.
Transformer Sequence-to-Sequence Model
Based on the challenges outlined above and drawing inspirations from recent advances seq2seq modeling, we propose several models for context-aware seq2seq problems. Our architectures are based on the Transformer encoder-decoder model (Vaswani et al. 2017) ; we review both their encoder and decoder architecture next.
Attention The main component of the Transformer model is an attention module attn(·, ·, ·) which takes as input a set of N query vectors of size D, as well as a set of M key and value vectors: Q ∈ R N ×D , K ∈ R M ×D , and V ∈ R M ×D respectively. For each query vector, the module computes an attention distribution α over the key vectors:
where P Q ∈ R D×D and P K ∈ R D×D are model parameters. The module then returns a corresponding convex combination of the value vectors:
Encoder The Transformer encoder consists of L E identical layers, where each layer consists of a self-attention module (attn(·, ·, ·)) which uses the output of the previous layer as queries, keys, and values, followed by a feed forward module (F F (·)). That is:
(3) Where the first layer attends over the initial encoding of the source sequence:
Decoder The decoder architecture is similar to the encoder, with two major differences. First, since the model needs to be used to decode the output sequence one word at a time, the self-attention for each time step can only be computed over previous time steps. We denote this version of the attention as attn(·, ·, ·). Secondly, the decoder layers add an attention module over the encoder output between the self-attention and feed-forward modules. That is, for a decoder with L D layers, ∀l ∈ {1 . . . L D }:
Where the first layer attends over the initial encoding of the target sequence:
Adding Context As mentioned above, the standard Transformer architecture is designed for a single input and output. In order to apply this setting to context-aware tasks, one common approach consists in simply concatenating the query and context with a special separator token between them, and feeding this extended source sequence to the model, as in ). This method is illustrated in Figure 1 and referred to in the rest of this paper as the sequential approach.
Context-Aware Encoding Strategies
While the sequential encoding outlined above has led to promising results on some tasks, show that its performance starts decreasing when the input is longer than a few hundred tokens. One particular limitation is that the decoder treats the source and context in a roughly similar fashion even though they have different roles. Next, we propose several alternative architectures which separate the encoding of the source and context and combine them in various ways for decoding. The different models are illustrated in Figure 2 . Combining Source and Context In all of the proposed architectures, we apply the encoder separately to S and C and leave the job of combining their information to the decoder. Note that while the source and context have different roles, they are both natural language sequences, so that we choose to use the same encoder for both. We denote as E(S) and E(C) the outputs of the encoder applied to the source and context respectively. We propose three approaches to combining these encodings in the decoder: concatenate, alternate, and interleave.
The most straight-forward way to combine these encodings is the concatenate approach: the decoder attention is applied to the concatenation of the source and context encoder, denoted as [E(S); E(C)]. Equation 5 then becomes:
Note that while this approach looks similar to the sequential approach, the concatenate removes the cross-attention between the source and context, and the information in both sequences can only be combined by the decoder. Additionally, we can now apply different constraints to the source and context self-attentions as discussed later in this Section.
The alternate approach is inspired by the document-level NMT decoder of , which adds an extra attention module in each decoder layer to attend over the context C before attending over the context S. This extends Equations 4-5 so that ∀l ∈ {1 . . . L D }:
Finally, we propose a model to interleave the source attention and context attention. In this setting, some decoder layers only attend to the source S and others only attend to the context C after the self-attention module. Let L S be the set of layers which attend over the source and L C the ones which attend over the context, Equation 5 becomes:
Now that we have presented different ways of combining the source and context, let us consider how else we can take advantage of the separate encoding. Focused Context Attention Although the S and C representations are computed with the same set of encoder parameters, we apply two modifications to the encoder selfattention when processing C, to encourage better utilization of the often long and noisy context. First, we help the model ignore some of the noise in the context by adding a temperature term to the regular self-attention function, so that Equation 1 becomes:
where τ is the temperature hyper-parameter that controls the peakiness of the self-attention distribution for the context C. Intuitively, a bigger τ would skew the distribution towards words with higher scores, thus making the model focus on more important information when encoding the relatively long context C. Secondly, the context C is often much longer than S, which might make it difficult to learn a shared set of encoder parameters. Inspired by the local attention in (Luong, Pham, and Manning 2015a) , we add a localized window for the self-attention scores in C to remedy this:
where σ is a soft attention window size centered around the current word c i . Thus, the effective size of the encoder selfattention window is about the same for S and C.
Data Augmentation
Finally, since our model encodes S and C separately, we can easily perform data augmentation by randomly removing or swapping any of the S, C and T sequences. Specifically, we propose to randomly change the decoding task for some of the examples. With probability p S-T , we randomly remove C from the input so that the model learns to generate T using S only, which we believe will help the model produce outputs which are relevant to the source. Then, with probability p S-C , we ask the model to predict the context C conditioned on S. This has the double advantage of letting the encoder learn which parts of a query are related to the support documents and acting as a form of language model pre-training for the decoder, since the context is typically longer than the standard output sequence. 
Experiments
We validate our approach on three different tasks which involve making use of a context document: long form question answering (LFQA), knowledge-grounded dialogue, and document-level machine translation. Table 2 presents basic statistics for all three datasets. We first describe the three task settings along with relevant baselines, then compare these to the results of our approach, and finally present additional analysis to investigate how each of our proposed method's components contributes to its performance gains. We report results for the sequential baseline and the author's multitask system. The latter is trained on 10 different tasks, including predicting using all combinations of S, C, and T as input and output, as well as a BERT-like (Devlin et al. 2019) masked word prediction task. This leads to a Table 3 : Results on the ELI5 dataset. significant improvement in both ROUGE and perplexity. Finally, since the model is only tested on the setting where the model predicts the target T given the source S and context C, we fine-tune a multitask-trained model using both the standard sequential approach and our interleave setting. Results for these systems, as well as for all our proposed encoding strategies, are presented in Table 3 .
Datasets and Baselines

Wizards of Wikipedia: Knowledge Grounded Dialogue
Next, we test our framework on the Wizards of Wikipedia dataset (Dinan et al. 2019) . We consider the gold-knowledge setting, where the system is provided both with a dialogue history and with a sentence or short passage from Wikipedia, and required to provide a next dialogue utterance using the information contained in the passage. Given the relative sizes of both inputs (see Table 2 ), we choose to use the Wikipedia fact as the source S, and the longer dialogue history as context C. We re-implemented the authors' End2End system, which is most similar to our concatenate setting without the focused context attention or data augmentation, and report the unigram F1 score between the model generation and the gold response 2 and the perplexity in Table 4 .
Document Level Machine Translation
Finally we test our method on a document-level MT task. We use the IWSLT Fr-En dataset, which contains 220K parallel sentences from 1,824 TED talk documents (Mauro, Christian, and Marcello 2012) . Following the setting of (Zhang et al. 2018), we translate each source sentence S in the French document into the corresponding sentence T in the English document, using the previous 2 French sentences as the document context C. We use the IWSLT 2010 development and test sets, and report the BLEU score to measure the quality of the translation model. ) propose a Transformer architecture which first encodes the context, uses the context representation to encode the source, then uses both of the context and source encoding when decoding by alternating attention modules similarly to our alternate architecture. We re-implement their model and refer to it as doc-NMT, and present its BLEU numbers as well as the sequential baseline (with and without document context) and our proposed architectures in Table 5 . 2 We use the F1 calculation script from Parlai (https://parl.ai/). ), but use a length penalty of 1.5, as we found that this decoding strategy results in fewer repetitions in generation. For document-level MT, we follow the approach of Werlen et al. 2018; Tu et al. 2018) in first training the model to convergence on sentence pairs only, then fine-tuning using the context.
Summary of Results
Comparing the results from Tables 3, 4, and 5, a few trends emerge. First, all of our proposed approaches always outperform the standard sequential seq2seq training as well as the end2end and doc-NMT models on the Wizards of Wikipedia and document-level MT respectively. These results validate the importance of the data augmentation method, as well as the separate source and context encoding with focused context attention. Between the three proposed architectures, interleave consistently outperforms concatenate and alternate, with a slightly higher perplexity on Wizards of Wikipedia. This is especially notable as it is the architecture with the least number of operations, since each layer only attends to one of the sources. On the ELI5 dataset, interleave still lags a little behind multitask in terms of perplexity but achieves better ROUGE, which, according to (Fan et al. 2019) , correlates better with human judgements. Note also that while our data augmentation method randomly samples a different input and output setting in up to 50% of cases, the multitask setting has to go through 10 different versions of each example, leading to much slower convergence (24 hours for interleave, 5 days for multitask). Further, since the interleave architecture uses the same set of parameters as the standard encoderdecoder transformer, we can easily fine-tune a trained multitask model using our framework. Table 3 shows that this approach significantly improves over the regular multitask (as well as over fine-tuning with the sequential setting), indicating that our approach and the multitask training of (Fan et al. 2019) are complementary. The difference between the three architectures is least pronounced on the Wizard of Wikipedia dataset. One significant difference between this and the other tasks is that whereas the source has a larger role in guiding the answer in question answering or sentence-level translation with documentlevel context, the chat history context may be more relevant than the supporting fact in knowledge-grounded dialogue. Finally, we note that in the document-level MT task, the sequential setting is actually the strongest baseline, performing better than doc-NMT. Still, our interleave model retains an advantage over that approach as shown in Table 5 .
Further Analysis
We have shown that our proposed approach leads to consistent improvement over strong baselines in a variety of context-aware tasks. In the rest of this Section, we run further experiments to better understand where the performance gains come from.
Ablation Studies We start with ablation experiments to determine the relative importance of the soft attention window (as described in Equation 11), attention temperature (Equation 12), and data augmentation. We remove one component at a time from the training process for the interleave architecture for all three tasks, and provide results in Tables 6 and 7. Overall, we can see that each of the components contributes to the model's success, with the data augmentation having the most impact, especially on ELI5. The attention window also seems more important on Long Form QA, which we attribute to the fact that its contexts are an order of magnitude larger than in the document-level MT and knowledge-grounded dialogue tasks.
Effect on Source and Context Utilization Next, we evaluate how much our approach affects the model's utilization of the source S and context C. We propose two metrics to measure these effects, focusing on the long form QA task for this part of the analysis. First, we report the backward perplexity (bw PPL) of the source question S given the generated answerT . To measure the backward perplexity, we first train a seq2seq Transformer model on the training data to predict an example's source (question) given the gold answer. We then generate answers on the full test set for each of the considered models, and report the perplexity of the questions conditioned on these generations under the trained model. Intuitively, the more relevant to a question a generated answer is, the lower the perplexity should be.
Next, we define the context use percentage (U ctx ) as a measure of how well the model utilizes the relevant information from the context. We run a part-of-speech tagger on the context, extract the set of nouns from the context which are present in the gold answer, and compute the percentage of these nouns that are present in the generated output:
Essentially, the context percentage measures how much of the "useful" information present in the context is utilized by the model to generate the target. Higher U ctx indicates that the model is better at identifying an using the relevant information in C. that's a good idea. i love reading because it is often called high frequency words, which is commonly used for young children that are encouraged to memorize as a whole sight.
i'm not sure, but i do know that reading is often called high frequency words, which is commonly used words that young children are encouraged to memorize as a whole sight.
MT là, ils comprenaient l'importance du prototypage.
nous avons refait l'exercice avec les mêmesétudiants. que pensez-vous qu'il est alors arrivé ?
there they understood the importance of prototyping.
now, they understood the importance of prototyping.
QA Why do some people prefer sleeping on their sides while others prefer sleeping on their stomach or back?
People who have obstructed breathing problems will find themselves sleeping in different positions than others. . . But some sleep positions can be better for you than others, depending on what kind of ailment you may have. . . Some people prefer sleeping on their sides, while others prefer to sleep on their back.
Some people prefer to sleep on their sides because it's easier to fall asleep on their back than on their side. Some people are more comfortable with their sides than others. Table 10 : Example generations of our model and the best baseline for each task.
The backward perplexity and context usage percentage of the baselines as well as the interleave, concatenate, and alternate methods for the ELI5 dataset are given in Table 8 . First, we note that the multitask model performs better than sequential on both metrics, which is coherent with the findings from (Fan et al. 2019)'s human evaluation of the model outputs, and validates the use of the proposed metrics. While all of our models perform better than the sequential baseline in terms of backward perplexity and than both baselines on context use percentage, interleave is ahead of all of the other settings on both fronts, confirming the ROUGE numbers of Table 3 . Additionally, the difference in U ctx appears to be the more significant of the two, indicating that our method especially improves over multitask in terms of making good use of the context.
Effect of Encoder Attention Constraints
We introduced two constraints to the self-attention of our model encoders. First, while the encoder in the sequential setting represents the source and context as a single sequence and can thus have cross-attention between S and C, all of our architectures encode both separately, preventing this from happening. Secondly, we introduced a soft localized window in the context encoder, which means that each token encoding depends on fewer neighbors than in the sequential setting.
We investigate how these restrictions affect our models by analysing the encoder attention patterns for the sequential and multitask baselines for long form QA in Table 9 . Specifically, we measure how much of the attention weights used to compute the source token representations is spent on context tokens (S attn-C ), and how much the encoding of context tokens attends over the source tokens (C attn-S ), as well as how much of the self-attention falls within a localized window of 40 tokens (Win attn ).
At first glance, these constraints appear to significantly limit the model's representation power, especially when looking at the sequential setting where 74% of the source token encoding attention is spread over context tokens and only 17% of the attention in general falls within a 40-tokens local window. However, we note that multitask training, which performs better on all measures, significantly reduces the source-to-context cross-attention (S attn-C dropping from 74% to 48%) and has a more strongly localized attention (Win attn rises from 17% to 27%). This indicates that the proposed constraints act as a positive inductive bias rather than as a limitation of the model's capacity.
Qualitative Analysis Finally, we provide some representative example outputs for our model and the best baseline for each of the tasks. The source, context, and both generations are shown in Table 10 . While both generations for the Wizards of Wikipedia example overly rely on the source, our model does provide an answer which is more fluent given the context (answering "what is your favorite genre" with "'I don't know" rather than "that's a good idea"). In the document-level MT example, the system needs to translate the word "là", which can mean either "now" or "there". Our system identifies the word "alors" ("then") in the context as a cue for this translation, and correctly chooses the temporal over the geographical meaning. Lastly, in the ELI5 example, our model makes better use of the question word "why" and provides an actual explanation instead of simply rephrasing the question as an assertion.
Conclusion
In this work, we have examined the general problem of training models for seq2seq tasks that conditioned on both a source sequence and a context document. We first identified some challenges specific to this family of problems, then proposed a new model architecture which separates source and context encoding and interleaves source and context attention when decoding, as well as a data augmentation strategy to address these challenges. We have shown that our approach yields consistent overall improvements over strong baselines on three different tasks, and conducted an extensive investigation of the mechanisms underlying these improvements, confirming that the proposed architecture and training procedure lead the models to make more efficient use of both the source and context sequences.
Implementation Details
Our code is implemented on top of the Fairseq toolkit. For our method, we search over the attention temperature of τ = {2, 4, 32} and window size of σ = {40, 80, 100}. For data augmentation, we use {p S-T = 0.3, p S-C = 0.2} or {p S-T = 0.2, p S-C = 0.1}.
Long-form QA
Here are the detailed hyperparameters for our method:
• We follow the hyperparameter settings for the transformer model in (Fan et al. 2019 ). The transformer model has 6 layers, 16 attention heads. The word embedding is set to 1024, and the feed-forward layer has the dimension of 4096. • We use the Adam optimizer with learning rate of 10 −4 .
The warmup steps is set to 4K, and the initial warmup learning rate is 10 −7 . • We use Byte Pair Encoding (BPE) to process the inputs and outputs, using the BPE codes provided by . The ovearall vocabulary size is about 53K. • We share all the embeddings in the transformer model.
• For decoding, we use a beam size of 5, and length penalty of 1.5. We set the maximum length to be 500. We also make sure that the model does not have repeated 3-gram. • We use τ = 32, σ = 40, {p S-T = 0.3, p S-C = 0.2} as hyperparameters.
Knowledge-grounded Dialogue
• We mostly follow the hyperparameters of the transformer model for (Dinan et al. 2019) in Parlai (parl.ai). We use a transformer model of 5 layers and 2 attention heads. The embedding size is set to 256, and the dimension of the feed-forward layer is set to 512. • We use the Adam optimizer with learning rate of 5×10 −4 .
The warmup steps is set to 5K, and the initial warmup learning rate is 10 −7 . • We use Byte Pair Encoding (BPE) to process the inputs and outputs, using the BPE codes provided by (Dinan et al. 2019) . We also lowercase all the data, following the settings in (Dinan et al. 2019) . The final vocab size is about 26K. We find that using the same vocabulary is important to replicate the PPL metric. • We share all the embeddings in the transformer model.
• We use τ = 4, σ = 80, {p S-T = 0.2, p S-C = 0.1} as hyperparameters.
Document-level NMT
• We mostly follow the hyperparameters of the transformer model in ). The transformer model has 6 layers and 8 attention heads. We use an embedding size of 512, and the feed-forward layer has size of 1024. • We use the Adam optimizer with learning rate of 10 −4 .
The warmup steps is set to 4K, and the initial warmup learning rate is 10 −7 . • We use BPE to process the input and output. We directly use the processed data from ). • We share all the embeddings in the transformer model.
• We use τ = 2, σ = 100, {p S-T = 0.3, p S-C = 0.2} as hyperparameters.
Backward PPL model
We train a backward model to analyze how well the generation is conditioned on the source S. Here we provide the details of the backward model we used. We use a vanilla transformer model that takes the target T as input, and the source S as output. The hyperparameters of the backward transformer model are the same with the forward model described in the previous section.
Effect of Data Augmentation Components
In this Section we analyze the different effects of the two types of data augmentations at targeting the challenges facing the query-context conditioned generation. We remove either of the S-T or the S-C data augmentations, and check how that affects the model's ability at conditioning on the query and utilizing the document. We check the quantitative measures of bw PPL and U ctx on the ELI5 QA task after removing either of the data augmentations. The results are listed in Table 11 . Removing the S-T data augmentation hurts the bw PPL the most, which indicates that sampling S-T data helps the model to generate targets that better adress the query S. On the other hand, removing the S-C data augmentation significantly reduces the context utilization U ctx , which indicates that sampling S-C is critical to utilizing the context effectively.
