It has been shown that while multiple unrelated meanings of a word (e.g. bank) increase processing latency, polysemy, that is multiple related word senses (e.g. paper) produce faster responses (Rodd, Gaskell & Marslen-Wilson, 2002; Klepousniotou, 2002 
Word ambiguity is one of the factors that influence processing of isolated words. Depending on the inter-relations of the word meanings two main forms of word ambiguity can be described. On the one hand, there is homonymy, which denotes words with unrelated meanings (for example "bank" -financial institution, and "bank" -river bank). On the other hand, there is polysemy, which denotes words with related senses, formed by extending the field of the original meaning of a given word (for example "paper" -material, and "paper" -scientific paper) /Lyons, 1977; Gortan-Premk, 2004 /. Numerous researches demonstrated that words with multiple meanings are processed faster compared to unambiguous words (Azuma & Van Orden, 1997; Borowsky & Masson, 1996; Hino, Lupker & Pexman, 2002; . A more detailed investigation of the processing of the two forms of ambiguity revealed that polysemy decreases, while homonymy increases processing time (Rodd, Gaskell & Marslen-Wilson, 2002; Klepousniotou, 2002) . Since word ambiguity has not been subjected to experimental research in Serbian language, we conducted a study on processing of Serbian polysemous words. Having in mind general similarity between polysemy, and derivation, we proposed information residual as a measure of word ambiguity. This measure, which will be described in more detail in the following text, has proved to be a significant predictor of processing time of words with derivational suffixes (Mosocoso del Prado Martin, Kostić & Baayen, 2004) .
THE EFFECT OF POLYSEMY
Research of processing of ambiguous words demonstrated that an increase in number of meanings is followed by a decrease in processing time in a lexical decision task (Azuma & Van Orden, 1997; Borowsky & Masson, 1996; Hino, Lupker & Pexman, 2002; . However, in previous research, the difference between homonymy and polysemy was neglected. Recent research revealed that decrease in reaction time is bound to polysemy, that is to processing words with related senses (Rodd, Gaskell & Marslen-Wilson, 2002; Klepousniotou, 2002) . Rodd and colleagues manipulated both number of meanings/senses, and type of ambiguity (homonymy/polysemy). In their experiment, homonymous words were processed more slowly than unambiguous words, while number of related senses (polysemy) facilitated processing (Rodd et al. 2002) . The same design and the same stimuli were presented in a MEG study (Beretta, Fiorentino & Poeppel, 2005) . The following of the component of magnetoencephalogram that is commonly associated with lexical activation (M350) confirmed the pattern of results observed by Rodd et al. (2002) . Having in mind processing differences between two types of ambiguity, we will restrict our research to investigating the effect of polysemy.
Much attention in ambiguity processing research has been dedicated to a relation between number of meanings, and lemma frequency. However, these investigations led to conflicting results. On the one hand, in a lexical decision experiment, Jastrzembski observed a stronger ambiguity effect for the low frequency words (Jastrzembski, 1981) . On the other hand, more recent studies demonstrated that the effects of the two variables on lexical decision times were independent Hino, Lupker, Sears & Ogawa, 1998) . However, our interest in the relation of the two variables is inspired by application of information residual as a measure for describing polysemy.
INFORMATION RESIDUAL
Early quantitative research of language revealed that words occurring more often tend to have more meanings (Zipf, 1945) . A similar tendency was observed in the research of derivational morphology -the more frequent a lemma, the larger the number of the derivatives based on that word (Moscoso del Prado Martìn, Kostić & Baayen, 2003) . Considering the fact that collinearity of predictors poses a problem in statistical data analysis, numerous variable control techniques are being applied. One of the solutions to this problem is achieved by finding a unique predictor based on the combination of correlated predictors. By applying this principle, Moscoso del Prado Martìn and colleagues approached the investigation of the derivational family size effect by proposing a new information theory measure, the so-called "informa- Information residual (equation 1) represents a difference between the amount of information derived from lemma frequency (calculated as proportion) /equation 2/ and the sum of the entropies of morphological paradigms of the given word (equation 3) 2 . The higher the amount of information carried by a certain lemma, the longer the processing time. Whereas the higher the sum of the entropies of the words' paradigms, the shorter the processing time. Consequently, the effect of information residual would represent a resultant of the effect of the lemma information load, and of the effect of the sum of the entropies of it morphological paradigms.
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2 The original research was conducted in Dutch, which is not a language of rich inflectional morphology. Therefore, only the derivational paradigms were taken into account, although the equation would predict taking into account inflectional paradigms, as well (for example, different inflected forms of a noun of a certain gender).
It should be noted that certain similarities exist between polysemy, and derivational paradigms that enable us to apply the information residual in describing polysemy. First similarity concerns the nature of derivational paradigms, and polysemy: both are based on the extension of the word's semantic field. In case of derivation, semantic variation is marked by a derivational affix, while in case of polysemy, semantic change is revealed strictly through context. The second similarity can be observed in the empirical findings, recorded in the research of the effects of the size of derivational paradigms, on the one hand, and the effects of polysemy, on the other hand. It is demonstrated that the size of the derivational paradigm (family size), that is the number of words that can be derived from a given lemma, is inversely correlated with processing time (Schreuder & Baayen, 1997) . Polysemy affects processing time in a similar way (Borowsky & Masson, 1996; Hino, Lupker & Pexman, 2002) . In addition, it is shown that facilitatory effect of the number of derivatives is restricted to the derivatives that are semantically related to a given lemma, while the number of unrelated derivatives inhibits processing (Moscoso del Prado Martìn, Deutsch, Frost, Schreuder, De Jong, & Baayen, 2005) . Likewise, polysemy facilitates, while homonymy inhibits processing (Rodd et al., 2002; Klepousniotou, 2002) .
When applied to polysemy, information residual represents a difference between the amount of information derived from lemma frequency (calculated as proportion) /equation 2/ and the sum of entropies of the clusters of related senses of a given word. Considering the lack of data on the probabilities of individual senses of a word, in this research the sum of the entropies of the sense clusters will be approximated by maximum entropy that is the logarithm of the number of senses (equation 4).
The amount of information based on lemma frequency (I) is positively correlated with reaction time, while, by analogy with the effect of the size of the derivational cluster, maximum entropy of the polysemic cluster should be negatively correlated with reaction time. There are two advantages to applying of the information residual in describing polysemy. On the one hand, this descriptor represents a potential solution to collinearity problem. On the other hand, if it could be demonstrated that information residual represents a cognitively relevant description of the complexity of the polysemous words, information residual would have a more global application in description of various aspects of the language.
We conducted three lexical decision experiments in order to explore the effect of number of related senses, and the possibility of applying information residual in describing polysemy. In the first experiment, we compared the groups of polysemous, and words with only one sense. Given the contradictions in the results of experiments exploring the relation between ambiguity, and lemma frequency effects, we manipulated the two in a factorial design. Finally, in the third experiment, we explored the relation between number of senses, and processing time in more detail.
EXPERIMENT 1
The main goal of this experiment was to explore the effect of polysemy that is the number of related senses on processing time, and accuracy. Participants were presented with two groups of verbs: verbs with only one sense, and verbs with as many senses as possible, given the restriction of matching the two groups for lemma frequency.
Method
Participants: Twenty-nine first-year students from The Department of Psychology, at the Faculty of Philosophy in Belgrade participated in the experiment.
Stimuli: Thirty Serbian verbs and thirty Serbian pseudoverbs were presented. Number of senses was determined based on the Rečnik Matice srpske dictionary, and frequency counts were based on Frequency Dictionary of Serbian Language (Kostić, 1965) .
Design: Two factors were manipulated in the experiment: lexicality (word, pseudoword) and polysemy (unambiguous word, polysemous word). Both factors were repeated by participants, and unrepeated by stimuli. Only words were included in the analyses. Dependent variables were reaction time (in milliseconds), and percent of errors. Two groups of stimuli were matched for lemma frequency, word length in letters, and number of syllables. The description of the two groups of stimuli are presented in Table 1 .
Procedure: Stimuli were presented in a visual lexical decision task. They remained on the screen until response, or time limit of 1500 ms. Prior to experiment, participants were presented with a trial session of 4 verbs, and 4 pseudoverbs. 
Results and discussion
Average reaction times and error percentages are presented in Figure 1 . For each participant, within each cell of the experimental design, we excluded reaction times that were outside of -2/+2 standard deviation units interval. By-participant analysis of variance of reaction time revealed significant effect of polysemy: F(1,28)=64.030, p<0.01. The same effect was observed in by-participant analysis of error percentages: F(1,28)=17.402, p<0.01. However, in by-item analysis of variance none of the effects was significant. Error %
The results demonstrate that words with large number of related senses tend to be processed faster, and more accurately than words with only one sense.
EXPERIMENT 2
Experiment 2 aimed at determining the relation between lemma frequency, and number of senses. Participants were presented with four groups of Serbian verbs. Lemma frequency and number of senses were combined in a 2x2 factorial design.
Method
Participants: Twenty-seven first-year students from The Department of Psychology, at the Faculty of Philosophy in Belgrade participated in the experiment.
Stimuli: Sixty Serbian verbs and 60 Serbian pseudoverbs were presented. Number of senses was determined based on the Rečnik Matice srpske dictionary, and frequency counts were based on Frequency Dictionary of Serbian Language (Kostić, 1965) .
Design: Three factors were manipulated, but only two were included in the analysis. Factor lexicality had two levels (word, pseudoword), but only words were included in the analyses. The second factor was lemma frequency (low frequency words, high frequency words), and the third factor was polysemy (unambiguous word, polysemous word). All factors were repeated by participants, and unrepeated by stimuli. Dependent variables were reaction time (in milliseconds), and percent of errors. The four groups of stimuli were matched for word length in letters. The description of the four groups of stimuli are presented in Table 2 .
Procedure: The same procedure was used as in Experiment 1. Prior to experiment, participants were presented with a trial session consisting of 8 verbs, and 8 pseudoverbs. 
Results and discussion
Average reaction times, and error percentages are presented in Figure 2 . For each participant, within each cell of the experimental design, we excluded reaction times that were outside of -2/+2 standard deviation units interval. Analysis of variance of reaction time revealed significant main effects of lemma frequency: F(1,26)=198.96, p<0.01 (by-participant), F(1,56)=184.87, p<0.01 (by-item), and number of senses: F(1,26)=28.384, p<0.01 (by-participant), F(1,56)=14.711, p<0.01 (by-item). The interaction was not statistically significant. In error analysis, there was a significant main effect of lemma frequency: F(1,26)=88.511, p<0.01 (byparticipant), F(1,56)=19.486, p<0.01 (by-item), and number of senses: F(1,26)=17.370, p<0.01 (by-participant), F(1,56)=4.244, p<0.05 (by-item), while interaction was not significant in this analysis, neither. Participants responded faster, and more accurately to high frequency words, and words with many senses. If we compared the results of Experiment 2 with the results of the first experiment, we would notice that the effect of number of senses is smaller in the second experiment. Having in mind that this difference is followed by a smaller difference in number of senses, we could pose a question on the form of functional relation between number of senses, and processing time. Therefore, in Experiment 3 we presented words with larger range in number of senses, and minimum differences in number of senses between the subsequent groups in order to explore the nature of the number of senses effect on processing time, and accuracy.
EXPERIMENT 3
Results of Experiment 1, and Experiment 2 enabled us to pose a question of the nature of relation between number of senses, and processing time. In order to interpolate, that is to describe a functional relation between the two variables, we needed a larger range of number of senses, and smaller differences between subsequent levels of the number of senses. In this experiment, reaction time, and error rates were measured on nine levels of number of senses. In addition, the findings of the previous experiment in relation to facilitatory effect of lemma frequency enabled the application of information residual as a measure of complexity of polysemous words.
Method
Participants: Twenty-four first-year students from The Department of Psychology, at the Faculty of Philosophy in Belgrade participated in the experiment.
Stimuli: Ninety Serbian nouns and ninety Serbian pseudonouns were presented. Number of senses was determined based on the Rečnik Matice srpske dictionary, and frequency counts were based on Frequency Dictionary of Serbian Language (Kostić, 1965) .
Design: Two factors were manipulated in the experiment: first factor, lexicality had two levels (word, pseudoword), but only words were included in the analyses. The second factor, number of senses, had nine levels (one sense, two senses, nine senses). Both factors were repeated by participants, and unrepeated by stimuli. Lemma frequency was kept constant as much as possible, considering the general collinearity of frequency, and number of senses in language. Although there were differences in lemma frequencies across the four levels of number of senses, they showed not to be significant in analysis of variance. Dependent variables were reaction time (in milliseconds), and percent of errors. The four groups of stimuli were matched for word length in letters. The description of the four groups of stimuli are presented in Table 3 .
Procedure: The same procedure was used as in Experiment 1, and Experiment 2. Prior to experiment, participants were presented with a trial session consisting of 9 nouns, and 9 pseudonouns. 
Results and discussion
Average reaction times and error percentages are presented in Figure 3 . For each participant, within each cell of the experimental design, we excluded reaction times that were outside of -2/+2 standard deviation units interval. By-participant analysis of variance of reaction time revealed significant main effects of number of senses: F(8,184)=4.142, p<0.01, while this effect was at the very limit of significance in by-item analysis of variance: F(8,81)=2.010, p=0.05. In error analysis, the effect of number of senses was significant only in by-participant analysis: F(8,184)=4.058, p<0.01. In addition, a linear regression analysis on nine average reaction times revealed that number of senses accounted for 49% of the processing latency variance: F(1,7)=6.821, p<0.05. Proportion of variance of error percentages was not accounted for significantly by number of senses (however, if we excluded average reaction time for words with two senses, number of senses would account for 64% of error percent variance: F(1,7)=10.539, p<0.01). Since the nine groups were matched for lemma frequency, the effect of frequency was not significant in this analysis. Linear regression analysis was applied to a full set of 90 points, as well. In this analysis we evaluated effects of three predictors of the reaction latencies: (log) lemma probability, number of senses, and information residual, which was calculated by subtracting (log) number of senses from (log) lemma probability (derived from lemma frequency) for each of the presented stimuli (Figure 4) . Results revealed that significant proportion of reaction time variance was accounted for by (log) lemma probability: r 2 =0.108, F(1,88)=10.604, p<0.01, as well as (log) number of senses: r 2 =0.084, , F(1,88)=8.054, p<0.01. In multiple regression analysis (log) lemma probability, and (log) number of senses taken together, accounted for 22% of variance: r 2 =0.223, F(2,87)=12.517, p<0.01. The same proportion of variance was accounted for by information residual, which was calculated by combining the two predictors into a single measure: r 2 =0.221, F(1,88)=24.933, p<0.01. The results demonstrated that an increase in number of senses was followed by a decrease in reaction time. Based on this, it can be deduced that processing time would be inversely proportional to a maximum entropy of the sense probability distribution, as well 3 . At the same time, processing time increased with an increase in the logarithm of lemma probability that is amount of information derived from lemma frequency. Based on the directions of these effects, we could deduce that the two predictors could be combined in a single measure of information residual, which was confirmed in the results of multiple regression analysis.
GENERAL DISCUSSION
We conducted three experiments to explore the effect of polysemy in processing of Serbian language. In addition to polysemy (number of senses), we looked at it's relation to lemma frequency, and suggested a unique measure which would combine the two.
In the first experiment, unambiguous, and polysemous verbs were compared for processing latencies, and errors. The two groups were matched for word length in letters, and lemma frequency, and were selected to represent the two extremes on the number of senses continuum. The results revealed the processing advantage of the polysemous verbs.
In the second experiment, groups of verbs were selected to have either one, or many senses, and either low or high lemma frequency. Fifteen polysemous nouns were selected to fill each cell of the factorial design, in such a way that the number of senses was matched across each level of lemma frequency, and lemma frequency was matched across each level of number of senses. The four groups of words were matched for length in letters, and number of syllables. The results revealed a processing advantage for the verbs with many senses, and verbs of high lemma frequency. Although the effect of number of senses was to a certain extent stronger in case of low frequency verbs, the interaction of the two factors was not statistically significant. The observed results are in accordance with recent studies conducted in English (cf. .
Having in mind that the reduced difference in average number of senses between the unambiguous words, and polysemous words presented in two experiments was followed by the reduced difference in processing time we opened a question of the more detailed description of the number of senses effect. Therefore, in Experiment 3, we presented nine groups of nouns that were matched for lemma frequency, and differed in number of senses. Results of linear regression analysis revealed that number of senses accounted for significant proportion of processing time variance. However, significant deviations from the predicted values suggest that number of senses based on Rečnik Matice srpske dictionary was not a reliable estimate. Thus, the future research would aim at finding alternative ways in estimating the number of senses.
One of the main problems in studies of polysemy effect is a high correlation between number of senses, and lemma frequency. A similar problem was encountered in the study of the effect of derivational family size (cf. Moscoso del Prado Martìn, Kostić & Baayen, 2003) . Moscoso del Prado Martìn, and colleagues proposed a solution to collinearity problem; they suggested that derivational family size, and lemma frequency should be combined in a single measure of information residual. This measure is calculated as a difference between the amount of information based on lemma frequency, and the sum of the entropies of the derivational paradigms of a given word. The effect of information residual presented a resultant of the inhibitory effect of lemma's information load, and the facilitatory effect of the sum of the entropies of the word's derivational paradigms.
There are certain similarities between polysemy, and morphological family size. On the one hand, both number of senses, and morphological family size are negatively correlated with processing time Schreuder & Baayen, 1997) . On the other hand, an inhibitory effect of the unrelated meanings, and a facilitatory effect of the related meanings is observed, both in word ambiguity processing, and in derivational morphology. (Rodd et al., 2002; Moscoso del Prado Martìn et al., 2005) . Having in mind the observed similarities, we suggested to solve the collinearity problem by combining lemma frequency, and number of senses in a single measure (information residual). Lacking the data for probabilities of the individual senses, entropy of the sense probability distribution was approximated by maximum entropy that is by logarithm of the number of senses. The results of Experiment 3 demonstrated that information residual accounted for the same proportion of reaction time variance as did lemma frequency, and number of senses taken together. The advantage of information residual is expected in the studies dealing with material of high collinearity between lemma frequency, and number of senses. Based on the results of our study, we concluded that the measure of information residual, which was initially proposed as a measure of morphological complexity of a word, could also be successfully applied in describing cognitive complexity of polysemous words. Based on the mentioned similarities between derivational morphology, and ambiguity, we would predict a successful application of the appropriate modification of this measure to homonymy, or words with unrelated meanings, as well.
The main weaknesses of the current study are related to the way of estimation of the number of senses, on the one hand, and of the entropy of sense probability distribution, on the other hand. We based our estimations of number of senses on Rečnik Matice srpske unabridged dictionary. Some investigations have demonstrated that number of dictionary senses does not represent cognitively relevant measure of ambiguity (Gernsbacher, 1984; Lin & Ahrens, 2005) . As the most common argument against relying on dictionary senses, it is stated that dictionaries often encompass senses that are unfamiliar to the majority of the speakers, and miss listing senses that the speakers are highly familiar with. However, there are studies in which ambiguity effect was demonstrated based on dictionary senses (Jastrzembski, 1981; Rodd, Gaskell & Marslen-Wilson, 2005; Beretta, Fiorentino & Poeppel, 2005) . The results of our research demonstrated that dictionaries could provide a rough approximation of the number of senses. This approximation could be enough for comparing the groups of unambiguous and highly polysemous words in a factorial design. The limits of dictionary-based approximations would manifest if number of senses would be approached as a continuous variable, in a correlation design.
Another weakness of the current research is related to the entropy estimation. Lacking the data on probabilities of individual senses, we approximated entropy of sense probability distribution by a logarithm of the number of senses. Consequently, we treated all of the polysemous words as words with maximum entropy of sense probability distribution, that is, as words with a given number of equally frequent senses. By doing so, we lost information on the actual sense probabilities. In spite of the mentioned weaknesses, the findings of the current research indicated that the application of information residual in describing of polysemy was sound. In addition to solving of the collinearity problem, information residual could be applied to various language phenomena, which opens a way towards a better understanding of possible cognitive mechanisms involved in processing of morphologically, and semantically complex words. 5  320  2  uspeh  5  374  2  uslov  5  422  2  dinar  5  894  2  odbor  5  1052  2  senka  5  1209  2  vlada  5  1452  2  suton  5  334  3  puška  5  335  3  seljak  5  335  3  sprat  5  348  3  minut  5  414  3  vidik  5  430  3  magla  5  631  3  miris  5  657  3  trava  5  1470  3  ulica  5  1847  3  zanos  5  278  4  obzir  5  280  4  pažnja  5  295  4  svest  5  314  4  potok  5  328  4  zvono  5  375  4  pomoć  5  484  4  grudi  5  831  4  grana  5  1256  4  vetar  5  2274  4  komad  5  262  5  lopta  5  270  5  igrač  5  281  5  priča  5  409  5  savez  5  517  5 
