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In this paper, a new input method that uses pressure sensors is proposed. Depending on the
force with which a mouse is grasped, a dierent emoticon is displayed in a chat window. In
order to test the eectiveness of an emoticon input interface controlled by a pressure sensor,
we implemented the new input method in a remote seminar support system called the Remote
Wadaman.
We used Remote Wadaman for one year without using pressure sensor. Although this system
is small-scale and consists only of PCs, it can support educational processes in almost the
same way as a large-scale system. However, the stability of the system was found to depend on
network conditions. When movie and voice communication were used, the system was not stable
when the network trac load was high. Thus, we determined that text-based communication is
important in a remote seminar support system.
Note that, text-based communication has become universally important, because new network
applications, such as Twitter and instant messaging, are text-based. Therefore, we propose a
new input method that allows advanced text-based communication.
The proposed input method uses a pressure sensor attached to the side of a mouse. We im-
plemented this input method in a text-based chat function of Remote Wadaman. We conducted
experiments in which participants rated presentations and seminars using this system. The
results were as follows:
 Participants who used the pressure sensor input function considered the system interesting
signicantly, whereas those who did not use the function did not evaluate the system highly.
Because the former can participate in the seminar using a sensor and they also can see the
feedback by the emoticons. therefore they satised the system.
 A method that can input strengths of emotion is more eective than one that can input
dierent types of emoticons.
 In application to presentation, using emoticons with comments is better than using only
emoticons. In this case, emoticons are used as a hint of situation of comments.
 In the experiment using presentation ratings, the ratings of the presenters were better than
that of evaluator signicantly.
Then, we considered whether the input method using a pressure sensor can be applied to other
applications, and in particular, to content evaluation. We applied the system to a content-rating
system that enables users to express their degree of amusement by using the functions provided
by the system and conducted experiments using two types of manzai (Japanese stand-up comedy)
content. We found that
i
 Analysis of the system logs reveals that the structure of the two contents is dierent.
Because a pattern of the strength of emoticons was dierent.
 Particularly, the function of other participants's evaluation sharing are rated high by the
users. This function is a character of the system.
 The appearance of emoticons and the recorded laughter in the content do not necessarily
match. The results between experiments watching video contents and experiments watch-
ing performance itself will be dierent. There sense of reality may aect the results of
evaluation at on-site or recording.
In the study described above, we developed an input method that uses a pressure sensor that
can input several types of emoticons. The developed method is a basic method and it can be
able to apply various application. Experiments showed that the system is eective, in particular,
when applied to contents rating.
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また，伊藤ら [22]は，スマートフォンでの顔文字入力支援機能として，Robert Plutchik の提唱



























































ピクス (PICS: Pictogram Ideogram Communication System)[37]は林らが提案する視覚シンボ



























 図 2.7: 絵文字によるコミュニケーションツールの画面例
(文献 [42])
 































































































































し，携帯電話を用いて講義の音声を聞きながら，The Virtual Meeting (RTZ社)を用いて進
められる．質疑応答は The Virtual Meetingを使って行われた．









 FirstClass: 電子メール，Usenet newsgroupsの参照，テキストによるチャット機能な
どを備えた SoftArc社の電子会議システム
 NCSA Mosaic 1.0.3: WWWを参照する
 CU-SeeMe: インターネットを介した動画像通信を用いた電子会議システム
 The Virtual Meeting: プレゼンテーションの際のスライドやムービーを接続されてい
るマシンで同期させる機能，遠隔地の参加者の画像を表示する機能，ホワイトボード，
質疑応答機能などの機能を持ったRTZ社のシステム
　これらのソフトウェアをMacintoshで，CU-SeeMeの reectorを 3台の Sun社のマシン
で常駐させておくものであった．
2. Blackboard Learning System
　Blackboard Learning System[50]は，ネットワーク上での教育環境を提供している学習支












などがある．iPadや Androidでは専用のアプリケーションを使い Web 上では使用しない．





Webアプリケーションである (図 2.16)．eラーニ ングを運用する際の基盤となるシステム























たプレゼン機能)，(11) Prole/Roster(参加者の写真等を閲覧)，(12)Repository Search (コ
ンテンツ検索)，(13)Schedule，などがある．スマートデバイスでの使用については言及され
ていない．



























































































































































テムは intel Proshare，Microsoft NetMeetingなど多数開発されているが，これらを用いてイン
ターネットを介して遠隔地の学生を長期間，定期的に指導した報告例はなかった．







する学生は大阪大学では学部 4年生が 3人，大学院修士課程 1年生の学生が 3人の計 6人，鹿児島







































































































表 3.2に大阪大学と鹿児島大学間で行った 2地点のゼミの結果を，表 3.3に東北大学を加えた 3
地点で行ったゼミの結果を示す．
 カードの 1人あたりの平均の枚数は 2地点で 2.0枚，3地点で 3.0枚である．
 1人あたりゼミにかかった平均時間は 2地点で 10分 12秒，3地点で 10分 24秒である．こ
こでの平均時間はネットワークの不調や先生への来客などの中断時間は除外してある．
 1人あたりの平均会話数は 2地点が 129.5会話，3地点が 121.5会話であるが，これを細かく
見てみると発表者以外の学生が割り込んでする発言数は 2地点の 3.3会話に比べて 3地点が
7.0会話と約 2倍に増加しているまた，教員の 1人当たりの発言数が 2地点の場合は 62.4会
話であるのに対し，3地点では 51.4会話と若干減少している．



















96.04.12 0:11:09 2.5 165.5 86.8 76.5 2.3 15.1
96.04.19 0:14:14 2.5 182.3 94.8 86.3 1.3 12.8
96.04.24 0:14:31 4.0 190.0 75.0 95.0 20.0 13.1
96.05.02 0:07:36 2.0 103.3 51.3 47.7 4.3 15.5
96.05.10 0:06:57 1.9 79.4 39.0 40.0 0.4 14.8
96.05.17 0:07:20 1.6 93.3 47.3 44.1 1.9 13.3
96.05.24 0:09:42 1.6 69.9 31.9 35.0 3.0 7.2
96.05.31 0:10:13 2.3 66.1 32.4 33.0 0.7 6.3
96.06.21 0:08:40 2.0 118.0 63.0 55.0 0.0 11.9
96.06.28 0:06:27 1.0 99.3 48.7 48.5 2.2 15.4
96.08.01 0:08:28 1.5 119.5 57.0 59.7 2.8 14.1
96.09.12 0:11:01 2.7 160.0 80.8 78.5 0.7 14.5
96.10.04 0:13:02 1.8 156.0 76.2 79.5 0.3 12.0
96.10.16 0:13:02 2.0 178.2 88.3 87.8 2.0 13.7
96.10.30 0:09:10 1.4 140.0 73.3 66.1 0.6 15.3
96.11.07 0:16:27 4.0 217.8 111.5 101.3 5.0 12.1
96.11.13 0:13:29 2.2 182.4 84.2 84.2 14.0 13.5
96.12.02 0:05:57 1.0 77.0 40.0 36.3 0.7 12.9
97.01.08 0:06:17 1.3 63.2 33.7 29.2 0.3 10.0
97.01.16 0:10:25 1.3 129.5 61.8 65.0 2.8 12.4














96.07.26 0:10:30 2.6 133.7 67.9 60.1 5.7 12.7
96.10.26 0:08:08 3.0 80.0 41.0 34.0 5.0 9.8
96.11.20 0:10:07 3.6 106.9 57.8 40.1 9.0 10.6
96.12.12 0:10:26 2.6 132.9 69.3 59.6 4.0 12.7
97.01.23 0:12:48 3.3 154.2 79.8 63.0 11.4 12.0




遠隔ゼミ (2地点) 10分 12秒 2.0枚 (B6判) 105名
遠隔ゼミ (3地点) 10分 24秒 3.0枚 (B6判) 41名






























項目 平均 阪大 鹿大 総平均
感想 どのくらい離れていると感じるか 2.8 3.0 2.1 2.6
全体的にコミュニケーションが取れたと思うか 3.9 3.6 3.9 3.7
画像でコミュニケーションが取れたと思うか 3.4 3.2 3.3 3.2
音声でコミュニケーションが取れたと思うか 3.9 3.6 3.9 3.7
チャットでコミュニケーションが取れたと思うか 1.9 2.2 1.6 2.0
多人数でゼミを行っている雰囲気だったか 1.9 3.0 3.4 3.2
他の人の発表に割り込みやすかったか 1.8 2.0 2.3 2.1
遠隔ゼミは研究に役立ったか 4.1 3.4 4.3 4.0
利点 教員が遠くにいてもゼミが行える 100% 100% 100% 100%
データの再利用 31% 20% 40% 31%
レポート中のデータの再利用が容易 8% 0% 10% 8%
他大学の人と知り合える 23% 80% 40% 54%
専門家の意見が聞ける 8% 20% 30% 31%
助言がもらえる 38% 20% 60% 38%
他の人の発表に触発されアイデアが浮かぶ 15% 20% 40% 31%
その他 23% 0% 30% 15%
欠点 レポートの作成が面倒 31% 20% 40% 31%
ゼミの準備が面倒 46% 20% 70% 46%
教員がいないのでサボりがちになる 23% 0% 10% 8%
通信が切れる 62% 80% 100% 92%
声が聞き取りにくい 54% 80% 70% 77%
話，意思が十分伝わらない 38% 60% 30% 38%
発表時間以外が手持ちぶさた 38% 60% 40% 46%
発表時間以外に遊んでしまう 31% 0% 30% 23%
待ち時間が長い 23% 60% 60% 62%
関係ない話をしてしまう 15% 40% 0% 23%







機能 阪大 鹿大 総平均
発表者用カーソル 4.8 4.6 4.7
教員用カーソル 4.4 4.6 4.5
連動ページめくり 4.6 4.3 4.5
画像通信 4.2 3.9 4.0
音声通信 5.0 4.7 4.8
テキスト雑談 2.2 2.4 2.4
質問機能 3.2 3.3 3.3


























機能 阪大 鹿大 平均
NetGearをつないでおくとWadamanがボタン一つで自動的につながる 3.8 4.0 4.0








箱を複数選択すると自動的に圧縮され，受信時には自動的に解凍する 4.4 4.1 4.3
共有ホワイトボード 3.4 3.3 3.4




3本以上の共有カーソル 3.4 2.7 3.0
NetGearを使わずにWadaman単体でファイル送信ができる 2.6 3.1 2.9
Wadamanカードのデータベースとしての検索機能 3.4 4.0 3.6
NetGearのように通信相手を登録して選ぶだけで接続できる 3.8 4.0 4.0
再接続のときに自動で前の状態に戻る 4.6 3.9 4.2








ゼミ終了時に箱が自動的に圧縮されバックアップされる 2.8 3.3 3.2
インターネットメール，ネットニュース，WWWが利用できる 2.8 3.3 3.2
オンラインマニュアル 3.6 3.5 3.6
バルーンヘルプ 2.0 2.9 2.5








日付 切断回数 切断時間 切断時間/全体の時間 音切れ発生回数
96.07.26 2 0:30:11 30.57% 2
96.10.26 0 0:00:00 0.00% 0
96.11.20 8 0:18:34 15.15% 1
96.12.12 1 0:03:43 3.12% 0









のものが切断されてしまうケースも多くみられた．表 3.8は 3地点間を結んで行った 5回の遠隔
ゼミで，ネットワークの混雑やそれが原因だと思われるマシンの不調により発生したゼミの中断
の様子を示している．ここで全体の時間とは表 3.2，表 3.3と違い中断時間を含んだ全時間である．
この表より 1996年 11月 20日の実験では全体の時間の約 15.2%がこれらの原因による中断に費や







音声が届いていないという現象は 20回中 2回，うち 1回は通信の切断をともなった．2地点，3地
点ともそれ以外は快適にゼミを行うことができた．





























3.6.3 OpenUniversityにおけるVirtual Summer Schoolとの比較








































































































































































































































































て，ポジティブな感情を 6段階で表した顔文字を表示するシステムも開発した [92]．表 4.3にセン
56





































(12) 教員用共有カーソル 教員用の共有カーソル．教員の PC上のマウスカーソルに追随
して全員の画面に表示される．







表 4.2: 操作と顔文字の対応表 (5種類)
表 4.3: 操作と顔文字の対応表 (6種類)
強さ� 顔文字�
1� (-_-) �
2� (^ ^) �
3� ( ⌒▽⌒ ) �













2. アプリケーションの有効性検証 (実験 1,2)
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図 4.6: 実験 1の様子 (教員側)
 通常行っているゼミナールでのテキストチャットへの適用
 プレゼンテーション演習での発表評価への適用














図 4.7: 実験 1の様子 (学生側)
実験環境
実験は大学の研究室でゼミナールの時間に行った．おおよそ，1回 1時間半程度である．実験









実験 1-a: 学生 4人が 2つのセンサを組み合わせて 5種類の顔文字を使った．















(^ ^) � 4�
＼(^_^)／ � 5�
表 4.5: 実験 1-aのアンケート結果












































 強さ 5と 6の順番が分かりにくい (表 4.3参照)．





表 4.7: 実験 1-bのアンケート結果










 強さ 3と 4が似ているので，どちらかを少し違うものにした方が良い (表 4.3参照)．
 (・_・)のような普通の状態を表す顔文字があってもよい．





























































































































表 4.9: 実験 1-aと 1-bのアンケート結果
No. 質問内容 実験 1-a 実験 1-b
Q1 この実験は面白かったか 3.5 3.9
Q2 これまでのチャットシステムと比べてどう感じたか 3.2 3.5
Q3 チャットでコミュニケーションがとれたか 3.2 3.1
Q4 ゼミナールに集中できたか 3.1 3.0
Q5 この機能はゼミナール支援に必要だと思うか 2.5 3.0
Q6 複数人の顔文字でのチャットへの参加はどうか 3.5 3.5
表 4.10: 圧力センサを使った実験参加者とその他の参加者の評価の違い (実験 1-a,1-b合計)
設問内容 センサ利用者 センサ非利用者
(15人) (14人)
Q1 この実験はおもしろかったか 4.2 3.1
Q2 これまでのチャットシステムと比べてどう感じたか 3.9 2.9
Q3 チャットでコミュニケーションがとれたか 3.3 3.1
Q4 ゼミナールに集中できたか 3.3 2.8


















図 4.10: 実験 2の様子 (発表者)
 
図 4.11: 顔文字による評価の画面例
実験 2の様子を図 4.10，図 4.11に示す．
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4.4.5 実験結果 (実験 2)
実験 2の結果を以下に示す．
実験 2では，演習で発表した学部 1年生 (発表者)と，発表を聴いてコメント・評価を行った大















表 4.14: アンケートの自由記述欄 (実験 2，発表者)
感想 特になし

















2:393; p < 0:05)で，有意な差があった．このことから本システムは発表者にとって有用である．
個々の設問について確認すると，まず，「コメント」に関する発表者からの評価が非常に高かった
(表 4.13)．一方，それぞれの顔文字が何を表しているかわかるか (表 4.13)，の質問に対しての評
価が”3.5”と，それほどは高くないことを考えると，コメントの主体はあくまでテキストで，顔
71
表 4.15: 発表者と評価者のアンケート結果の違い (実験 2)
設問内容 発表者 評価者
(8人) (8人)
Q1 システム全体をどう思うか 4.3 3.1
Q2 この機能は発表評価に必要だと思ったか 3.3 2.8
Q3 通常の質疑応答形式よりもよいか 3.9 3.0










































4.4.8 実験結果 (実験 3)
実験 3の結果を示す．
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図 5.2: 実験 1の様子
(文献 [98])
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図 5.3: 実験 2の様子
(文献 [98])






















実験 1では，コンテンツAを使用した実験を 5回，コンテンツ Bを使用した実験を 4回実施し
た．実験 2では，コンテンツA，Bともに 5回ずつ実験を実施した．
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表 5.2: 入力された顔文字の平均値，分散値 (実験 1)
コンテンツA
グループ 1 グループ 2 グループ 3 グループ 4 グループ 5 全体
平均 3.250 3.067 4.071 3.818 4.737 3.892
分散 0.388 1.396 2.066 1.785 0.510 1.469
コンテンツ B
グループ 6 グループ 7 グループ 8 グループ 9 全体
平均 3.500 1.125 4.333 3.400 3.179















使用した顔文字の個数が異なっているため，顔文字の強さの値は実験 1では図 5.5のとおり 1～6
とし，実験 2では 3段階の顔文字の値をそれぞれ 2,4,6という値でプロットした．
上記で得られた数値化したログから，各参加者ごとの「入力した顔文字の平均値」と「分散値」





2. コンテンツ Bは実験 1と 2で評価が変わらない
　コンテンツBでは，平均値，分散値ともに，実験 1と 2で評価が変わらない結果となった．
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表 5.3: 入力された顔文字の平均値，分散値 (実験 2)
コンテンツA
グループ 10 グループ 11 グループ 12 グループ 13 グループ 14 全体
平均 3.667 3.709 2.604 2.692 4.585 3.469
分散 2.111 2.243 1.145 0.905 3.365 2.524
コンテンツ B
グループ 15 グループ 16 グループ 17 グループ 18 グループ 19 全体
平均 2.700 3.043 3.037 2.182 4.000 3.051
分散 1.310 1.346 0.999 0.331 3.111 1.725
3. コンテンツAの方がコンテンツ Bより分散値が大きい
　コンテンツ Aでは，分散値が 0点台，1点台，2点台，3点台と様々な値を取っているの
















実験 1のログから得られたグラフを図 5.6に，実験 2のログから得られたグラフを図 5.7に示す．
グラフの縦軸は，「顔文字入力回数」及び顔文字の「強さ」を表す．顔文字の強さは，上で述べた
通り数値化している．また，グラフの横軸は，相対時刻を表しており，コンテンツの開始を 0 秒
とし，単位は 10秒である (横軸で「10」はコンテンツ開始 100秒後)．
グラフに示す通り，コンテンツ Aと Bで，表示される顔文字の「強さ」の傾向に違いが出た．
コンテンツ Bについては，有意な近似線は得られなかったが，コンテンツ Aの結果については，











































































































































































 Cardらによると，心的準備に TM = 1:35s，また，マウスを握る操作については，ク
リックと同等と考えると平均的なユーザーで TK = 0:2s必要である．
 システム応答時間は，マウスを握り始めてから顔文字表示を判定するまで 1.6s．チャッ
トを配信するまで 0.2sとする．従って，システム応答時間はR(t) = 1:8sとなる．
　以上の前提で，顔文字が入力されるまでの時間を見積もると，以下のようになる．










ると考えた．すなわち，おもしろいと思う時刻を TF，笑い声が発生した時刻を TV とする
と，以下の関係が成り立つと定義する．
 2s  TF   TV  2s
　以上の検討より，顔文字が表示される時刻を TE とすると， TE = TF +3:35s であること
から，TV と TE が以下の条件を満たす場合に，その笑い声と顔文字は対応するものと定義
する．
 2s  (TE   3:35s)  TV  2s
) TV + 1:35s  TE  TV + 5:35s
　ただし，ログに記録されている時刻は秒の単位までであるため，ログ解析上，以下の条件
を満たす場合に，その笑い声と顔文字は対応するものとする．
TV + 1s  TE  TV + 5s
上記で述べたルールに従って対応付けを判定した結果を表 5.5に示す．本表では，顔文字の種類
に関わらず，時間内に顔文字が出現した回数を示している．コンテンツAに比べコンテンツ Bの
方が顔文字が少ないのは，コンテンツの長さによる (コンテンツAは約 5分 20秒，コンテンツ B







集計人数 全顔文字数 笑い声に対応する顔文字数 対応する割合
実験 1 コンテンツA 5人 102 34 33.3%
コンテンツ B 4人 39 18 46.2%
実験 2 コンテンツA 5人 211 118 55.9%











































































図 5.11: 顔文字の強さと笑い声の大きさの対応 (実験 2，コンテンツ B)
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表 5.6: アンケート結果
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