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In the last years there has been an inreasing interest in disrete stru-
tures suh as graphs, trees and strings that appear in Mathematis and
Computer Siene but also in many other interdisiplinary areas inlud-
ing bioinformatis, pattern mathing and data ompression. We investi-
gate several types of regularities and harateristis appearing in these
strutures, as well as algorithms for their omputation.
Graphs are probably the most popular objets of study in disrete
mathematis. We show some progress in extremal graph theory, i.e.
problems whih investigate extremal graphs satisfying ertain proper-
ties (maximizing planar graphs under girth onstraints, degree/diameter
problem for trees and pseudo trees, bipartite Ramsey numbers involving
stars, stripes and trees).
Words, also alled strings, are also strutures that have aquired great
importane in reent years mainly due to their use in DNA modelling.
We show some new results regarding the identiation and appearane
of seeds in strings (a linear time algorithm that omputes the minimal
left-seed array of a given string, an O(n logn) time algorithm that om-
putes the minimal right-seed array of a given string x, a linear-time solu-
tion to ompute the maximal left-seed/right-seed array, the appearane
of quasiperiodi strutures in Fibonai words and general words). We
also show some progress regarding the identiation and appearane of
abelian regularities in strings (quadrati time algorithms for the identi-
ation of all abelian periods of a string, a linear time algorithm for the
identiation of all abelian borders of a string, bounds on the number of
abelian borders a word and bounds on the length of the shortest border
of a binary string). Furthermore, we investigate the average number of
Part
regularities in a word and we are reveal some interesting properties of
Padovan words, a family of words related to the Fibonai sequene. Fi-
nally we present a problem on trees: how to output all subtree repeats
of a tree in linear time using a string representation of the tree.
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Disrete strutures suh as graphs and words are an essential element
in the eld of Computer Siene. These objets, also being studied in
the eld of Disrete Mathematis, may appear as huge data strutures in
several elds suh as data ompression and bioinformatis (see [184, 185℄).
As a onsequene, there is a lot of interest about algorithms that
identify any form of regularity in these strutures. An example is the
modelling of the DNA strand in the area of Computational Biology as a
word on a four letter alphabet (the letters A, C, G and T stand for the
nuleobases adenine, ytosine, guanine and thymine respetively). Re-
peats in the DNA are of great importane in Biology and strongly related
to periodiities in words. For example squares, two idential subwords
next to eah other, in DNA help to determine inherited harateristis
and thus are useful in determining parentage. Furthermore songs an
be onsidered as large words omposed of notes and algorithms relevant
to regularities in words an be used in several appliations, e.g. in song
identiation servies. Additionally nding repeats in words is ruial
in ompressing them and hene pitures or other type of data that are
stored using words an be stored more eiently. Trees, a speial type of
graphs is used to represent hierarhial data and have many appliations
in biology (phylogeneti trees). A graph is the easiest way to represent
a network, suh as the world wide web, road networks, soial networks,
publi utility networks, logistial networks et. Charateristis of graphs
are often employed in order to onstrut eient networks or identify
strutures of interest within them.
Words, also alled strings, appear in many areas of Mathematis and
Computer Siene as well as in several interdisiplinary areas. Some fun-
damental periodiities in a word inlude the runs and powers ourring
in it, suh as squares and ubes. Apart from algorithmi interest, in the
last years a lot of researh has been done on bounds on the maximum
15
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number of distint periodiities in a word. These bounds are essential
elements of the analysis of some algorithms on words.
This thesis ontains results on harateristis and regularities in words.
Some omputational results are shown like algorithms for the omputa-
tion of seed arrays and algorithms for the identiation of the overlapping
fators of word.
The frequeny of appearane of regularities in words is also investi-




n2 + o(n2) and 1
4
n2 + o(n2) and the maximum number of
distint overlapping fators in a word is also studied. Furthermore, some
bounds for the average number of powers with exponent r in a word are
given, whih are then extended for runs and palindromes as well as for
some of their abelian varieties (abelian squares and ubes). Finally it is
proved that a word has O(n) seeds on average.
The appearane of abelian regularities in words is also investigated.
Several algorithms for the omputation of all abelian periods of a string
x, for the omputation of all weak abelian periods of a word and for the
omputation of all abelian borders of a word x are given. It is proved that
the average length of abelian borders of a word x is n
2
, if it exists, and
that a binary word of length n has Θ(
√
n) abelian borders on average.
Finally, we investigate the number of binary words whose shortest abelian
border has a given length, by identifying relations with Dyk words, and
we give some bounds on the number of abelian border-free words of a
given length.
The appearane of regularities in speial words is also investigated.
We identify all overlapping fators, left/right seeds, overs, seeds and
abelian borders of a Fibonai string, as well as all overs of a irular
Fibonai string. We give further omments on the number of distint
seeds in Fibonai strings. We identify all borders of a Padovan word,
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we give an elementary analysis of fators of the Padovan word, we iden-
tify all overs of Padovan words and we give some omments regarding
the squares and ubes in a Padovan word. We also omment on the
appearane of abelian borders in Thue-Morse words. Finally a string
representation of a tree is used to identify all the repeating subtrees of a
tree with n nodes in O(n) time.
Graphs arise in many areas of mathematis and omputer siene,
having appliations in many other elds as well. Extremal graph theory
problems usually ask for the maximum or minimum size or order of a
graph having ertain harateristis. Suh questions are often quite nat-
ural in the onstrution of networks or iruits. Throughout this thesis
we investigate extremal graph theory problems suh as the degree/diam-
eter problem, the EX-problem and the Ramsey problem on speial types
of graphs like planar graphs, trees and speial types of trees and bipartite
graphs. Some extremal solutions and bounds are given, as well as some
onstrutions.
The rest of the thesis is strutured as follows. Firstly, in Part II we
give the mathematial bakground and the terminology used throughout
this thesis. Next, in Part III we show some results regarding regularities
in words and in Part IV we analyse some extremal graph theory problems
on speial types of graphs. Finally we give some onluding remarks and









We dene an alphabet Σ as a nite, non-empty set of symbols. An order-
ing an be dened via a bijetion φ : Σ → {1, 2, . . . , σ}, where |Σ| = σ.
A ranked alphabet is a ouple A = (Σ, ϕ), where Σ is a nite, non-empty
set of symbols and ϕ is a mapping ϕ : Σ 7→ N.
Throughout this thesis we onsider a word, also alled string, x of
length |x| = n, n ≥ 0, on a xed alphabet Σ = {a1, a2, . . . , aσ}. The
word with zero symbols is denoted by ε. The set of all words over the
alphabet Σ is denoted by Σ∗. A word x of length n is represented by
x1x2 . . . xn, where xi ∈ Σ for 1 ≤ i ≤ n. Whenever x is a non-empty
word it is represented as x[1 . . n]. If u and v are words then uv is the
word obtained by onatenating the symbols of v after the symbols of u.
A word w is a fator (also alled substring or subword) of x if x = uwv
for two words u and v; it is a prex of x if u is empty and a sux of x if
v is empty. A proper fator of x is a fator whih is not equal to x itself;
proper prexes, suxes and borders are dened similarly. We denote the
longest ommon prex of two words x and y as LCP (x, y).
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1.2 Periodiity
A word u is a border of x if u is both a proper prex and a sux of x. The
border of x, denoted by Border(x), is the length of the longest border of
x. However, a word is never a border of itself, i.e. Border(x) < n. A
non-empty word u is a period of x if x is a prex of uk for some positive
integer k (xk is the onatenation of k opies of x), or equivalently if x
is a prex of ux. The length of u is also alled a period (or an integer
period) of x. The period of x, denoted by Period(x), is the length of the
shortest period of x.
As follows from the above denitions, for any string x, Period(x) +
Border(x) = |x|. The exponent of x is the rational ratio |x|/Period(x).
A word w is a square of x if it is a fator of x and w = yy for some
non-empty word y. A word w is a ube of x if it is a fator of x and
w = yyy for some non-empty word y. More generally a word w is an
r-power of x if it is a fator of x and w = yr, for some non empty word
y, and r ∈ {2, 3, 4, . . .}.
A non-empty word w is a palindrome of x if it is a fator of x and
w[i] = w[|w|+ 1− i] for 1 ≤ i ≤ ⌊w+1
2
⌋.
A run is a maximal (non-extendible) ourrene of a repetition of
rational exponent at least two. This means that the fator x[i . . j] is a
run if it has the following three properties:
• x[i . . j] has period p and j − i+ 1 ≥ 2p
• x[i− 1] 6= x[i+ p− 1] (if x[i− 1] is dened), x[j +1] 6= x[j − p+ 1]
(if x[j + 1] is dened)
• x[i..i + p− 1] is primitive, that is, it is not a proper integer power
(2 or larger) of another word.
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1.3 Quasiperiodiity
For two words u = u[1 . .m] and v = v[1 . . n] where a sux of u equals
a prex of v, u[m− ℓ + 1 . .m] = v[1 . . ℓ] for some 1 ≤ ℓ ≤ m, the word
u[1 . .m]v[ℓ + 1 . . n] = u[1 . .m − ℓ]v[1 . . n] is alled a superposition of u
and v with an overlap of length ℓ.
A word w is a quasiperiodi square of x if it is a fator of x and
w = yv = uy, where y and v are non-empty words and |y| > |v|. In this
ase, the fator y is alled an overlapping fator of x.
A word y of length m is a over of x if both m < n and there exists a
set of positions P ⊆ {1, . . . , n−m+1} that satises both x[i . . i+m−1] =
y for all i ∈ P and ⋃i∈P{i, . . . , i + m − 1} = {1, . . . , n}. A word x is
superprimitive if its only over is itself, otherwise it is quasiperiodi. A
word v is a seed of x, if it is a over of a superword of x, where a superword
of x is a word of form uxv and u, v are possibly empty words. A left seed
of a word x is a prex of x that is a over of a superword of x of the form
xv, where v is a possibly empty word. Similarly, a right seed of a word x
is a sux of x that is a over of a superword of x of the form vx, where
v is a possibly empty word.
The following example shows all left seeds, right seeds, overs and
seeds of the word F6 = abaababaabaab and Figure 1.1 illustrates that
aba is the shortest seed of F6.
Figure 1.1: aba is the shortest seed of abaababaabaab
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Example
Covers of F6 abaab, abaababaabaab
Left seeds of F6
aba, abaab, abaaba, abaababa, abaababaa,
abaababaab, abaababaaba, abaababaabaa,
abaababaabaab
Right seeds of F6
abaab, abaabaab, babaabaab, ababaabaab,
aababaabaab, baababaabaab, abaababaabaab
Seeds of F6




Denitions relative to Parikh vetors are as in [74, 114℄. The Parikh
vetor of a string x, denoted by Px, enumerates the number of times
eah letter of Σ ours in x. That is Px[i] is the number of ourrenes
of ai in x, where 1 ≤ i ≤ σ. The sum of the omponents of a Parikh
vetor is denoted by |P|. Given two Parikh vetors P,Q we write P ⊆ Q
if P[i] ≤ Q[i] for every 1 ≤ i ≤ σ. The string x is said to have an abelian
period (h, p) if x = u0u1...uk−1uk suh that:
Pu0 ⊆ Pu1 = · · · = Puk−1 ⊇ Puk , |Pu0| = h and |Pu1 | = p
Fators u0 and uk are alled the head and the tail of the abelian period
respetively. Moreover, x is said to have a weak abelian period p if |Pu0 | =
|Pu1| = p.
A string y of length |y| = m < n is an abelian border of x if Py =
Px[1..m] = Px[n−m+1..n]. A string that has only the empty abelian border
is alled an abelian border-free string.
22
Part II Chapter 1. Words
Figure 1.2: All abelian borders of the string x = caabbacabbca
Example String x = caabbacabbca has abelian borders of length 2, 5, 7
and 10, as shown in Figure 1.2.
Example String x = aabacaabcacba has (2, 5) as an abelian period and
5 as a weak abelian period as shown in the gure below.
Figure 1.3: (2, 5) is an abelian period of x and 5 is a weak abelian period
of x, where x = caabbacabbca
A natural order an be dened on abelian periods as follows: let (h, p)
and (h′, p′) be abelian periods of a word y, then (h, p) < (h′, p′) if p < p′
or (p = p′ and h < h′).
An abelian square, also alled a weak repetition, is a word of form yz,
where y and z are non-empty words having the same letter omposition
(same number of ourrenes of eah letter). The denition extends to
other powers.
1.5 Speial words
Sturmian words are innite words over a binary alphabet that have ex-
atly n + 1 fators of length n for eah n ≥ 0. They form a large family
of words, inluding the Fibonai words desribed below.
The nth Fibonai number denoted by fn is dened by the following
reurrene and initial onditions:
f0 = 1, f1 = 1, fn = fn−1 + fn−2 n ∈ {2, 3, 4, . . . }
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The rst few terms are: 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, . . . We dene a (nite)
Fibonai string Fk , k ∈ {0, 1, 2, . . .} , as follows:
F0 = b, F1 = a, Fn = Fn−1Fn−2 n ∈ {2, 3, 4, . . . }
Notie that |Fn| = fn, the nth Fibonai number. A (nite) irular Fi-
bonai string C(Fk) , k ∈ {0, 1, 2, . . . } , is made by onatenating the
rst letter of Fk to its last letter. The innite Fibonai word is the in-
nite word F∞ = abaababaabaababaababa . . . whih has every Fibonai
















The Thue-Morse words are binary words dened as follows:
T0 = 0, Tn = Tn−1Tn−1, where n ∈ Z+ and Tn−1 is the bitwise negation
of Tn−1.
The Thue-Morse words an be also generated from the substitution
map m where:
m(0) = 01 and m(1) = 10,
then T0 = 0 and Tn = m(Tn−1[1])m(Tn−1[2]) . . .m(Tn−1[|Tn−1|]), for n ∈
Z+.
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Figure 1.6: The rst seven Thue-Morse words
A hole (also alled a do not know or a do not are symbol or a wild
ard) is a symbol (usually represented by a .) that is one of the letters
from our alphabet Σ but we don know whih (not neessarily the same
eah time). A partial word is a word that may ontain some holes. More
formally a partial word is a partial funtion f : 1, 2, . . . , n → Σ. At





We onsider an undireted graph G(V,E), where V is the set of verties,
also alled nodes, and E is the set of edges. The omplement graph
G(V,E) ofG has the same verties asG but edges that appear inG do not
appear in G and edges that do not appear in G appear in G. The order
of a graph is the number of its verties. The size of a graph is the number
of its edges. A path Pn = Pn(V,E) is a graph with V = {x1, x2, . . . , xn}
and E = {x1x2, x2x3, . . . , xn−1xn}. The end verties of Pn are x1 and xn
and the length of Pn is equal to n − 1. A graph is onneted if there is
a path from any node of the graph to any other node in the graph. In
the ase that two nodes of the graph are not onneted with a path the
graph is disonneted. The diameter of a graph is the length of a longest
shortest path between any two verties of the graph. The eentriity
ǫ(v) of a vertex v in a onneted graph G is the maximum distane
between v and any other vertex u of G, where the distane between two
verties is the length of a shortest path that onnets them (in the ase
that there is no suh path their distane is innite). For a disonneted
graph, all verties are dened to have innite eentriity. Note that the
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maximum eentriity over all verties of a graph is the diameter of the
graph. The minimum eentriity over all the verties of the graph is
alled the radius of the graph. A yle Cn = Cn(V,E)(n ≥ 3) is a graph
with V = {x1, x2, . . . , xn} and E = {x1x2, x2x3, . . . , xn−1xn, xnx1}. The
length of Cn is equal to n. A yle is alled odd/even if its length is
odd/even. The girth g = g(G) of a graph G is the length of its shortest
yle. A graph ontaining no yles is alled an ayli graph. The
degree of a vertex v ∈ G is denoted by d(v) and is equal to the number
of verties to whih v is joined by an edge.
A subdivision of a graphG is a graph resulting from the subdivision of
edges in G (H is also alled a subdivided graph G), where the subdivision
of some edge e with endpoints {u, v} yields a graph ontaining one new
vertex w, and two new edges {u, w} and {w, v} replaing e.
A vertex olouring of a graph is a labelling of the graph's verties
with olours suh that no two adjaent verties have the same olour.
2.2 Speial graphs
A regular graph is a graph in whih all the verties have the same degree.
A graph is planar if it an be drawn in a plane without its edges rossing.
A fae is a region surrounded by a yle in a planar embedding of a graph
without any path rossing the yle. A tree Tn is a maximal (in terms
of size) ayli graph on n verties. A forest is a disonneted ayli
graph. A rooted tree has a distinguished node whih is alled the root. In
suh a tree, if a node x is one edge away from a node y and the distane
of x from the root of the tree is one edge more that the distane of y
from the root of the tree, then x is a hild of y and y is the parent of x.
A leaf is a node with no hildren. Nodes having the same parent node
are alled siblings. The height of a tree Tn, denoted by Height(Tn), is
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dened as the maximum length of a path from the root of Tn to a leaf of
Tn.
A Cayley tree is a tree in whih eah non-leaf vertex has the same
degree. A aterpillar is a tree in whih every vertex is on a entral path
or only one edge away from the entral path (in other words, the removal
of its leaves leaves a path). A lobster is a tree having the property that
the removal of its leaves leaves a aterpillar. A star Sn (or n-star graph)
of order n, is a tree on n nodes with one node having degree n − 1 and
the other n − 1 nodes having degree 1. A (n, k)-banana tree is a graph
obtained by onneting one leaf of eah of n opies of a k-star graph with
a single root vertex whih does not belong to any of the stars. A (n, k)-
reraker is a graph obtained by the onatenation of n stars Sk by
linking one leaf from eah to a path. A pseudotree, also alled a uniyli
graph, is a onneted graph with exatly one yle. A atus graph,
sometimes also alled a atus tree, is a onneted graph in whih any
two yles have no edge in ommon. Equivalently, it is a onneted graph
in whih any two (simple) yles have at most one vertex in ommon. A
Halin graph is a graph onstruted from a plane drawing of a tree having
four or more verties, no verties of degree two, by onneting all leaves
of the tree by a yle (see Figure 2.1). It is important to mention that
leaves are onneted in the order they are found in a post order traversal
of the anestor tree of the Halin graph. The rst leaf is then onneted
to the last one (Figure 2.2 illustrates that dierent orderings of the nodes
of a tree may produe dierent Halin graphs). A generalized Halin graph
is a Halin graph where we do not have the restrition that verties do
not have degree two. Obviously in the ase that only one leaf is present
at the anestor tree of the Halin graph there is no yle joining its leafs.
A omplete graph on n verties, denoted by Kn, is a graph in whih all
n verties are adjaent to eah other. A bipartite graph (or bigraph) is a
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graph whose verties an be divided into two disjoint sets U and V suh
that there exists no edge joining two verties in U or two verties in V .
Equivalently, a bipartite graph is a graph that does not ontain any odd-
length yles. Obviously if a graph admits a 2-olouring of its verties
it must be bipartite and vie-versa. The omplete bipartite graph on n
and m verties, denoted by Kn,m is the bipartite graph G = ({V, U}, E),
where V and U are disjoint sets, |U | = n, |V | = m and every vertex
of V is onneted to all verties of U . A nP2 stripe graph is the graph
onsisting of 2n verties and n independent edges.
Figure 2.1: A Halin graph with its anestor tree at its right
Figure 2.2: A dierent ordering of the tree of Figure 2.1 produes a
dierent Halin graph
2.2.1 Trees
Almost always in Computer Siene, trees are rooted and their nodes are
redited with many attributes as shown below.
An ordered direted graph G is a pair (N,R), where N is a set of nodes
and R is a set of linearly ordered lists of edges suh that eah element of
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R is of the form ((f, g1), (f, g2), . . . , (f, gm)), where f, g1, g2, . . . , gm ∈ N ,
m ≥ 0, gi 6= f for every 1 ≤ i ≤ m and gi 6= gj for i 6= j . This element
would indiate that, for node f , there are m edges leaving f , the rst
entering node g1, the seond entering node g2, and so on.
A sequene of nodes (f0, f1, . . . , fm), n ≥ 1, is a direted path of length
m from node f0 to node fm if there is an edge whih leaves node fi−1
and enters node fi for 1 ≤ i ≤ n. A yle is a path (f0, f1, . . . , fn), where
f0 = fn. An ordered dag (dag stands for Direted Ayli Graph) is an
ordered direted graph that has no yle. A labelling of an ordered graph
G = (A,R) is a mapping of A into a set of labels drawn from a nite
alphabet.
Given a node f , its out-degree is the number of distint pairs (f, g) ∈
R, where g ∈ A. By analogy, the in-degree of node f is the number of
distint pairs (g, f) ∈ R, where g ∈ A.
An ordered tree t is an ordered dag t = (N,R) with a speial node
r ∈ A alled the root suh that
(1) r has in-degree 0,
(2) all other nodes of t have in-degree 1,
(3) there is just one path from the root r to every f ∈ N , where f 6= r.
A tree t is unordered if no ordering is given on the edge lists of its
nodes.
A tree t is labelled if every node f ∈ N is labelled by a symbol a ∈ Σ,
Σ a nite alphabet.
A tree t is ranked if for every node f ∈ N the out-degree of f is given.
The number of nodes of a tree t is denoted by |t|.
The height of a tree t, denoted by Height(t), is dened as the maxi-
mum length of a path from the root of t to a leaf of t.
Let a list of edges of a node f of a tree t be ((f, g1), (f, g2), . . . , (f, gn)),
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Figure 2.3: Tree t from Example 2.2.1 having postx notation post(t) =
a0 a0 a0 a1 a2 a0 a1 a3 a0 a1 a1 a1 a0 a0 a1 a2 a2 a0 a0 a2 a0 a0 a1 a2 a4
where f, g1, g2, . . . , gn ∈ N , n ≥ 0. Then {g1, g2, . . . , gn} are siblings; they
are hildren of f and f is their parent.
The postx notation post(t) of a labelled, ordered, ranked tree t is
obtained by applying the following Step reursively, beginning at the
root of t:
Step: Let the urrent node be node v. If v is a leaf, list the label of v and
halt. If v is an internal node having desendants v1, v2, . . . , vϕ(v), apply
Step to v1, v2, . . . , vϕ(v) in that order and then list the label of v.
Example An illustration of the labelled tree t, having postx notation
post(t) = a0 a0 a0 a1 a2 a0 a1 a3 a0 a1 a1 a1 a0 a0 a1 a2 a2 a0 a0 a2 a0 a0 a1 a2 a4
is presented in Fig. 2.3.
A subtree p mathes a tree T at node n if p is equal to the subtree of
t rooted at n.
A subtree repeat in a tree T , represented by its postx notation x =
post(T ), is a tuple:
Mx,u = (p; i1, i2, . . . , ir), r ≥ 2
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where i1 < i2 < . . . < ir and
u = xi1 . . . xi1+|p|−1 = xi2 . . . xi2+|p|−1 = . . . = xir . . . xir+|p|−1
and u = post(p). If the tuple inludes all the ourrenes of u in x, then
Mx,u is said to be omplete and is written M
∗
x,u.
2.3 Extremal graph theory
A graph G of order n is an extremal Ct-free graph if G has maximum
size and girth g at least t + 1. The set of extremal Ct-free graphs is
denoted by EX(n; t) = EX(n;C3, C4, . . . , Ct) and the size of the graph is
the extremal number ex(n; t) = ex(n;C3, C4, ..., Ct). The largest known
lower bound for ex(n; t) is denoted by exl(n; t) and the smallest upper
bound known by exu(n; t).
The Ramsey number R(m,n) is the smallest integer p suh that any
blue-red olouring of the edges of the omplete graph Kp fores the ap-
pearane of a blue Km or a red Kn. The bipartite Ramsey number
Rb(m,n) is the smallest integer p suh that any blue-red olouring of the
edges of the omplete bipartite graph Kp,p fores the appearane of a
blue Km,m or a red Kn,n. More generally the bipartite Ramsey number
Rb(H,G), where H and G are bipartite graphs, is the smallest integer p
suh that any blue-red olouring of the edges of the omplete bipartite
graph Kp,p fores the appearane of a blue H or a red G.
Zarankiewiz numbers involve bounds on the maximum number of
edges in a bipartite graph without a partiular subgraph. We denote by
z(p;F ) the maximum number of edges in a bipartite graph on p verties







The notion of periodiity in words is well studied in many elds like om-
binatoris on words, pattern mathing, data ompression and automata
theory (see [184, 185℄), beause it is of paramount importane in several
appliations, let alone its theoretial aspets.
Algorithms for their identiation are an essential part of the researh
done on words (see [80, 224, 225℄ for some surveys around the topi). In
that diretion the KMP algorithm [165℄ outputs the periods of all prexes
of a word in linear time. Deiding whether or not a word is square-free
was rst ahieved in O(n logn) time by Rabin [204℄ using randomiza-
tion tehniques. Later Crohemore [76℄ desribed a simpler linear algo-
rithm. Independently, Main and Lorentz [188℄ have also ahieved linear
time reognition of square free strings. Leung et al. [180℄ have worked
on online identiation of square-free words and they have proposed an
O(h log2 h) algorithm, where h is the length of the shortest prex of the
word that ontains a square. Chen et al. [47℄ have managed to do the
above task using an O(h logβ) algorithm, where β is the number of dis-
tint haraters in x[1 . . h]. Finally, Jansson and Peng [157, 158℄ gave
another O(h log h) solution.
Identifying all squares of a word is more ompliated (appliations
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of square reognition inlude DNA tests to determine parentage). An
O(n logn) algorithm, that uses a partitioning of the word into its fators
(an idea similar to Hoproft's partitioning [148℄), has been proposed by
Crohemore [75℄. Using a method based on sux trees, Apostolio and
Preparata [11℄ suggested an O(n logn) algorithm for nding all right-
maximal repetitions and therefore they were able to identify all squares
of a word in that manner. Main and Lorentz [187℄ proposed another
O(n logn) algorithm whih relies on a linear proedure to nd all squares
of two words when the two words get onatenated and on a variation
of the KMP algorithm [165℄. A few years later, Kosaraju[171℄ desribed
a linear time algorithm whih nds the shortest square starting from
eah position of a word. Furthermore, he laims that a modiation of
his algorithm ould output all primitively rooted squares of a word x
in O(n + Π(x)) time, where Π(x) is the number of primitively rooted
squares in x. Finally, Guseld [136℄ has provided a linear time solution
by using the sux tree of the word and marking on it the endpoint of
every square that ours in the word (some early work an be found in
[226, 227℄).
In 1981, Slisenko [222, 221℄ proposed a linear solution for the identi-
ation of all runs in a word. In 1989, using a speial type of fatorization
alled s-fatorization, Main [186℄ proposed a linear time algorithm whih
nds all leftmost ourrenes of distint runs in a word. More reently,
Kolpakov and Kuherov [168, 169℄ have designed a linear time algorithm
for the identiation of all runs of a word that uses the sux tree of the
word. This algorithm an be used to identify all squares of the word
as well. Crohemore et al. [84℄ have also designed an O(n logn) al-
gorithm for the omputation of all runs of a string. A modiation of
Crohemore's algorithm[75℄ allows the omputation of runs [122, 121℄ in
O(n logn) time.
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Palindromes are a speial ase of periodiity. Identifying the shortest
initial palindrome of a word an be done in linear time [189℄. Computing
the longest palindrome an also be done in linear time [125℄. Finally, the
problem of identifying all palindromes of a word has been solved in O(n)
time [160, 135, 132℄, using sux tree tehniques. Pan and Lee have also
given another algorithm for the same problem [200℄. Furthermore, some
of the earlier work of the author of [160℄ on the same problem an be
found in [159℄. A probabilisti lower bound on palindrome reognition
has been disovered in [240℄.
Apart from algorithmi interest, in the last years a lot of researh has
been done on bounds on the maximum number of distint periodiities
in a word. These bounds are essential elements of the analysis of some
algorithms on strings. The runs onjeture, proposed by Kolpakov
and Kuherov [168℄, states that the number of ourrenes of maximal
repetitions (runs) in a word of length n, is at most n. The rst upper
bound given was 5n [214℄, whih was improved to 3.48n [202℄, to 3.44n
[215℄, to 1.6n [81℄, to 1.52n for binary words [129℄ and nally to 1.048n
[82℄. Regarding the lower bound a rst estimate of 0.927n was given
in [123℄ and improved further to 0.944542n [192℄, to 0.94457567n [191℄
and eventually to 0.944575712n [220℄. Furthermore, Puglisi and Simpson
[203℄ gave a limit for the expeted number of runs in a word in the ase
that the word length approahes innity. The exat bounds are still
unknown. The maximum number of ubi runs in a word was found to
be between 0.5n and 0.406n [83℄.
Regarding the maximum number of squares in a word, Fraenkel and
Simpson showed that it is at most 2n [117℄, a result proved later in a
simpler way by Ilie [149℄ and improved to 2n−Θ(logn) [150℄. The same




Kuherov et al. [174℄ showed that a binary word must ontain at least
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0.55080n square ourrenes. The maximum number of ubes in a word






[172℄. In a more general senario,
Crohemore et al. [77, 78℄ proved a Θ(n logn) bound on the maximum
number of ourrenes of primitively rooted kth powers in a word.
As a means to provide more insight into the frequeny of appear-
ane of these regularities in words we study the average number of pow-
ers and runs of a word of length n using probabilisti methods. We
give some bounds for the average number of powers with exponent r
in a word, whih we then extend for runs and palindromes as well as
for some of their abelian varieties (abelian squares and ubes). Finally,
as a onsequene, we show that a binary word of length n has almost
surely O(n
3
2 ) abelian squares, where by almost surely we mean that
P (x has O(n
3
2 ) abelian squares) tends to 1 as n goes to innity.
3.1 On the average number of regularities in
a word
3.1.1 Properties
As expeted, ounting powers and runs make use of several types of
ombinatorial equalities. In this setion we quote some ombinatorial and
arithmeti properties relevant to the problems that we are onsidering.






















A sequene with terms [a+(k−1)d]rk−1, where k ∈ Z+ and a, r, d ∈ R,
is alled arithmetio-geometri and it is the result of the multipliation
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of the terms of a geometri sequene with the orresponding terms of an
arithmeti sequene.
Lemma 3.1.3 [210℄ The sum of the rst n terms of an arithmetio-
geometri sequene with terms [a + (k − 1)d]rk−1, where k ∈ Z+
and a, r, d ∈ R, is given by Sn =
∑n





We also use the inequalities stated in the next two lemmas whose












2 ≤∑ni=1√i ≤ 23((n + 1) 32 − 1).
Proof Due to f(x) =
√
x having a positive rst derivative and a nega-
tive seond derivative the above inequality follows when onsidering the
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i ≤ ∫ n+1
1
√
x dx for n = 10
Theorem 3.1.6 (Markov's Inequality) [96℄ If x is a random variable
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3.1.2 Powers, runs and palindromes
It seems that regularities appear frequently in a word. In order to om-
ment on that frequeny we will study the behaviour of the average num-
ber of regularities in Σn, the set of words of length n. This average is the
same as the expeted value of the number of suh regularities when we
onsider a word x, |x| = n with the letters of the word drawn indepen-





, . . . , 1
σ
) on letters.
We show that a word has
n
σ(r−1)−1+o(n) r-powers on average by using
some ombinatorial properties and series relations.
Theorem 3.1.7 On average a word of length n has Θ(n) r-powers. More
preisely this number is (n+1)σ
1−r(1−σ(1−r)⌊nr ⌋)







Proof Let x be a word of length n, with its letters drawn independently




0, x[i . . j] is not an r-power
1, x[i . . j] is an r-power



























[j + 1− i ≡ 0 mod r]
39








[k ≡ 0 mod r]













































(1− σ1−r)2 ) (Lemma 3.1.3) 
The theorems below give some bounds on the average number of runs
in a word.
Theorem 3.1.8 On average a word of length n has O(n) runs. More




Proof Let y=number of runs in x. By proeeding as in the proof of
















P (x[i . . j] is a run) +
n−1∑
i=2





































































































+ o(n) (ℓ is the









































σ−i − [n ≡ 1 mod 2]σ−n−12
− σ
−1(σ−(n−2) − 1)












Lemma 4.2.3 suggests that the above series are bounded by onstant
terms, thus proving the theorem. 
Puglisi and Simon [203℄ using Möbius funtions and several ombina-
torial properties, instead of probabilisti tools, showed that the expeted






σ2i−1−1 as the word length approahes innity. Here µ is the
Möbius funtion (µ : Z+ → {−1, 0, 1}), where µ(1) = 1 and if n ≥ 2
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i then µ(n) = 0 if ai > 1 for


















σ−1 , whih veries our result.
Similarly we get some bounds on the average number of palindromes
in a word.
Theorem 3.1.9 On average a word of length n has Θ(n) palindromes.
More preisely this number is
σ+1













Proof Let y =number of palindromes in x. By proeeding as in the
proof of Theorem 3.1.7 we get:






















⌋ (k is the length of the fator)




































+ [n mod 2 = 0]
n
2 · σ n2
= n + (n+ 1)
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+ [n mod 2 = 0]
n
2 · σ n2 (Lemma 3.1.3)
=
σ + 1





· [n mod 2 = 0]) · nσ−⌊n2 ⌋
+
2
σ − 1 · ⌊
n
2
⌋σ−⌊n2 ⌋ − 2
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3.1.3 Abelian powers
Reall that an abelian square is a word of the form yz for two nonempty
words y and z having the same letter omposition (same number of o-
urrenes of eah letter). The denition extends to other powers.
Theorem 3.1.10 A binary word of length n has Θ(n
3
2 ) abelian squares







· n 32 + o(n 32 ).
Proof Let y be the number of abelian squares in x. By proeeding as in






































































































· n 32 + o(n 32 ) (Lemmas 3.1.4 and 3.1.5) 
Before proeeding with the following theorem, let us reall that Franel








where i ∈ Z+
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Theorem 3.1.11 The average number of abelian ubes in a binary word
of length n an be expressed as a sum involving Franel numbers, namely∑⌊n
3
⌋
m=1(n+ 1− 3m)Frm23m .
Proof Let y be the number of abelian ubes in x. By proeeding as in
























































By applying Markov's inequality and using Theorem 3.1.10, we observe
that a large word almost surely has O(n
3
2 ) abelian squares. More for-
mally:
Theorem 3.1.12 In the ase that x is a binary word, the probability
P (x has O(n
3
2 ) abelian squares) tends to 1 as n goes to innity.
Proof Let y be the number of abelian squares of x. Applying Markov's
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, where b ∈ R+ and ǫ ∈ (0, 1
2
], gives:
































→ 0 as n→ +∞
The last statement shows that P (x has ω(n
3
2 ) abelian squares) → 0 as
n→ +∞, deduing the statement in the beginning of the theorem. 
It is worth noting that one an get similar results for other regularities
using the same tehniques.
We summarize our results in the following table:





















2 ) (holds for binary words)
It is important to mention that for the derivation of our results similar
methods are used. The results are numerially derived with no strutural
properties of strings used. Therefore they ould be summarised in the




The onept of quasiperiodiity is a generalization of the notion of peri-
odiity. In a periodi repetition the ourrenes of the single periods do
not overlap. In ontrast, the quasiperiods of a word may overlap. For
some surveys on the topi see [7, 8℄.
There are many algorithms for deteting quasiperiodiities. An O(n)
superprimitivity testing was proposed by Apostolio et al. in 1991 [10℄.
Independently, Breslauer [33℄ gave another linear time algorithm for the
same problem. His algorithm is not only online but it omputes also
the over array of the given string (ontaining the length of the short-
est over of eah prex of the given string). The same author gave also




proessors. Apostolio and Ehrenfeuht [9℄ man-
aged to detet maximal quasiperiodi subwords in O(n log2 n) time. In
1999, Iliopoulos and Mouhard [155℄ and later Brodal and Petersen [36℄
proposed O(n logn) algorithms for identifying all maximal quasiperiod-
iities in a string. Groult and Rihomme [133℄ proved the optimality of
the above algorithms.
A fundamental problem is to nd all the overs of a string y of length
n. Linear-time algorithms were given by Moore and Smyth in [196, 197℄,
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and by Li and Smyth in [181℄. An O(log(logn))-time work-optimal par-
allel algorithm was given later by Iliopoulos and Park in [153℄. A lose
and also fundamental problem is that of omputing the shortest (resp.
longest) over of every prex of a string. This gives rise to the so-alled
minimal over (resp. maximal over) array. An integer array C is the
minimal over (resp. maximal over) array of y, if C[i] is the minimal
(resp. maximal) length of overs of y[0 . . i]. Apostolio and Breslauer
[7, 33℄ gave an online linear-time algorithm for omputing the minimal
over array of a string, using the algorithm by Knuth, Morris and Pratt
[165℄ for omputing the period of every prex of a string in linear time. In
addition, Li and Smyth in [181℄, provided an algorithm, having the same
harateristis, for omputing the maximal over array of a given string;
this algorithm gives also all the overs for every prex of the string.
Seeds were rst dened and studied by Iliopoulos, Moore and Park
in [154℄. An O(n logn) algorithm for the orresponding problem on seeds
was given in [154℄ and later a linear time algorithm has been proposed
by Koiumaka et al. [166℄. Reently Christou et al. gave a linear-time
algorithm for omputing the minimal/maximal left-seed array of y [61℄
(i.e. the length of the shortest left seed of eah prex of the string), an
O(n logn)-time algorithm for omputing the minimal right-seed array of
y (i.e. the length of the shortest right seed of eah prex of the string),
and a linear-time solution for omputing the maximal right-seed array
of y [57℄. A quadrati time algorithm for the omputation of the seed
array has been proposed in [61℄ while Christodoulakis et al. gave some
polynomial time algorithms for the approximate seed problem [54℄.
Muh researh has onentrated around algorithms for the omputa-
tion of quasiperiodiities in strings while not muh is known about bounds
on their number of ourrenes in words. Some researh has been done
in that diretion, mainly related to Fibonai words, e.g. identiation
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of all overs of a irular Fibonai word [152℄ and identiation of all
maximal quasiperiodiities in Fibonai words [133℄. Furthermore, the
innite Thue-Morse word was the rst example of an innite overlap-free
word [6, 232, 233℄, proven to be the only innite binary word having
that property [219℄. Additionally, it was shown that there is an innite
number of overlap-free innite partial words with one hole, but none in
innite words with more than one hole [139℄.
Regarding seeds, we show a linear-time algorithm for omputing the
minimal left-seed array of x [64, 59, 65℄, a linear-time solution for om-
puting the maximal left-seed array of x[64, 59, 65℄, an O(n logn) time
algorithm for omputing the minimal right-seed array of x[58, 59℄ and
a linear-time solution for omputing the maximal right-seed array of
x[58, 59℄. Our algorithms have used other algorithms for omputing
the period array [165℄ and the over array of a string ([7, 33℄). It is im-
portant to note that all of the proposed algorithms use linear auxiliary
spae. We also study the frequeny of appearane of seeds in words.
Using ombinatorial properties of words we prove that a word has O(n)
seeds on average [50℄. Furthermore we show that the maximum number
of distint seeds in a word is between
1
6
n2 + o(n2) and 1
4
n2 + o(n2) and
we reveal some properties for the struture of an extremal word for the
last ase [50℄. It is important to note that we restrit seeds to be fators
of the given word. Furthermore, we study the overlapping fators of a
word as a means to provide more insight into quasiperiodi strutures
of words. We propose a linear time algorithm for the identiation of
all overlapping fators of a word and we provide some bounds on the
maximum number of distint overlapping fators in a word [52℄.
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4.1 Left-seed and Right-seed arrays
Before showing the algorithms for the omputation of left-seed arrays
and right-seed arrays we need to introdue some more denitions.
The border array B of x is the array of integers B[1 . . n] for whih B[i],
1 ≤ i ≤ n, stores the length of the border of the prex x[1 . . i].
The period array P of x is the array of integers P[1 . . n] for whih P[i],
1 ≤ i ≤ n, stores the length of the period of the prex x[1 . . i].
The minimal over array C of x is the array of integers C[1 . . n] for
whih C[i], 1 ≤ i ≤ n, stores the length of the shortest over of the
prex x[1 . . i]. The maximal over array CM of x is the array of integers
C
M[1 . . n] for whih CM[i], 1 ≤ i ≤ n, stores the length of the longest
over of the prex x[1 . . i] whih is smaller than x (0 if none).
The minimal left-seed array LS of x is the array of integers LS[1 . . n]
for whih LS[i], 1 ≤ i ≤ n, stores the length of the minimal left seed of
the prex x[1 . . i]. The maximal left seed of x, denoted by Mls(x), is the
longest prex of x that is a over of a superstring of x. The maximal left-
seed array LS
M
of x is the array of integers LSM[1 . . n] for whih LSM[i],
1 ≤ i ≤ n, stores the length of the maximal left seed of the prex x[1 . . i],
whih is smaller than i (0 if none). The minimal right seed of x, denoted
by mrs(x), is the shortest sux of x that is a over of a superstring of y.
The minimal right-seed array RS of x is the array of integers RS[1 . . n]
for whih RS[i], 1 ≤ i ≤ n, stores the length of the minimal right seed
of the prex x[1 . . i]. The maximal right seed of x, denoted by Mrs(x), is
the longest sux of x that is a over of a superstring of y. The maximal
right-seed array RS
M
of x is the array of integers RSM[1 . . n] for whih
RS
M[i], 1 ≤ i ≤ n, stores the length of the maximal left seed of the prex
x[1 . . i], whih is smaller than i (0 if none).




, RS, and RS
M
for the
string x = abaababaabaabab.
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i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
x[i] a b a a b a b a a b a a b a b
B[i] 0 0 1 1 2 3 2 3 4 5 6 4 5 6 7
P[i] 1 2 2 3 3 3 5 5 5 5 5 8 8 8 8
C[i] 1 2 3 4 5 3 7 3 9 5 3 12 5 3 15
C
M[i] 0 0 0 0 0 3 0 3 0 5 6 0 5 6 0
LS[i] 1 2 2 3 3 3 3 3 3 3 3 3 3 3 13
LS
M[i] 0 0 2 3 4 5 6 7 8 9 10 11 12 13 14
RS[i] 1 2 2 3 3 3 5 3 5 5 3 8 5 3 8
RS
M[i] 0 0 2 3 4 5 6 7 8 9 10 11 12 13 14
4.1.1 Properties
In this subsetion, we prove some useful properties of left seeds, of right
seeds, and of overs of a given string x.
The following lemma gives the ondition for a string to be a left seed
of another string.
Lemma 4.1.1 ([64℄) A string z is a left seed of x i it overs a prex
of x whose length is at least the period of x.
Proof Diret: Suppose a string z overs a prex of x, say uv, larger or
equal to Per(x), where |u| = Per(x) and v is a possibly non empty string.
Let k the smallest integer suh that x is a prex of uk. Then z is a over
of ukv = xwv, for some string w, possibly empty. Therefore z is a left
seed of x.
Reverse: Let z be a left seed of x.
• if |z| ≤ Border(x). Then a sux v of z, possibly empty, is a prex
of the border (onsider the left seed that overs x[Per(x)]). Then z
is a over of uv, where u is the period of x.
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• if |z| > Border(x). Let z not a over of a prex of x larger or equal
to Per(x). Let v a border of x suh that |v| = Border(x). Then v
is a fator of z, suh that z = uvw, where u and w are non empty
words (onsider the left seed that overs x[Per(x)]). This gives uv
a longest border for x, whih is a ontradition.

Similarly, the following lemma gives the ondition for a string to be
a right seed of another string.
Lemma 4.1.2 ([58℄) A string z is a right seed of x i it overs a sux
of x whose length is at least the period of x.
Proof Diret onsequene of Lemma 4.1.1. 
Lemma 4.1.3 ([196℄) Let u be a proper over of x, in our ase some
prex x[1 . . i] of x, and let z 6= u be a substring of x suh that |z| ≤ |u|.
Then z is a over of x if and only if z is a over of u.
Proof Clearly if z is a over of u and u a over of x then z is a over of
x. Suppose now that both z and u over x. Then z is a border of x and
hene of u (|z| ≤ |u|); thus z must also be a over of u. 
The following lemma shows that an aperiodi string has no left seeds
other than itself.
Lemma 4.1.4 ([64℄) Let x be a string of length n and Per(x) = n, then
the minimal left seed of x is x.
Proof By denition of the minimal left seed: |mls(x)| ≤ n. Let |mls(x)|
< n. Then, in order to over x, a non-empty prex of mls(x), say w, is
a sux of x (onsider the left seed that overs x[n]). Then n− |w| gives
a shorter period for x, whih is a ontradition. 
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The following lemma shows that values in the left seed array of a
string are inreasing.
Lemma 4.1.5 ([64℄) Let LS[i] = |mls(x[1 . . i])|, for all 1 ≤ i ≤ n, then
LS[i] ≤ LS[i+ 1], for all 1 ≤ i ≤ n− 1.
Proof Let LS[i] > LS[i+1]. By denition of the minimal left seed: LS[i]
overs some superstring x[1 . . i]u, where u is a possibly empty string,
and LS[i+ 1] overs some superstring x[1 . . i+ 1]v, where v is a possibly
empty string. In other words LS[i+1] overs x[1 . . i]x[i+1]v. Therefore,
by denition of the minimal left seed, LS[i + 1] is a minimal left seed
of x[1 . . i]. But then we get a shorter left seed for x[1 . . i], whih is a
ontradition. 
The following lemma shows the maximal left seed of a string depend-
ing whether the string is aperiodi or not.
Lemma 4.1.6 ([64℄) Let x be a string of length n and Per(x) = k, then
• if k = n, then there is no maximal left seed for x
• if k < n, then the maximal left seed of x is x[1 . . n− 2]
Proof
• if k = n, then, by denition of the maximal left seed, it holds
that |mls(x)| < n. Let x[1 . . j] be the maximal left seed of x, with
1 ≤ j ≤ n. Then, in order to over x, a non-empty prex of
x[1 . . j], say w, is a sux of x (onsider the maximal left seed that
overs x[n]). Then n− |w| gives a shorter period for x, whih is a
ontradition.
• if k < n, then the maximal left seed of x is x[1..n − 1], as it is a
over of the superstring xx[Border(x) + 1 . . n − 1] of x and it has
the maximum length allowed, whih is n− 1.
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
The following lemma shows the maximal right seed of a string de-
pending whether the string is aperiodi or not.
Lemma 4.1.7 ([58℄) Let x be a string of length n and Per(x) = k, then
• if k = n, then there is no maximal right seed for x.
• if k < n, then the maximal right seed of x is x[1..n− 1].
Proof Similar to the proof of Lemma 4.1.6. 
4.1.2 Computing the minimal and the maximal left-
seed array
In this subsetion, we desribe our algorithms for omputing the mini-
mal and maximal left-seed array of a string. In order to nd the minimal
left-seed array of a string, we use the algorithm for omputing the min-
imal over array by Apostolio and Breslauer [7, 33℄ in linear time, and
Lemma 4.1.1, whih gives the neessary and suient ondition for a
prex of a string to be a left seed of that string. Finding the maxi-
mal left-seed array redues to deteting border-free prexes of the given
string.
Algorithm R-Array omputes an array R, whih stores the length
of the longest prex of x that is overed by x[1 . . i], 0 if none. It takes as
input the minimal over array C.
ALGORITHM R-Array(C, n)
1: for i← 1 to n do R[i]← 0;
2: for i← 1 to n do R[C[i]]← i;
3: return R[1 . . n];
AlgorithmMinimal-Left-Seed-Array omputes an array LS, whi-
h stores the length of the minimal left seed of x[1 . . i]. It takes as input
the array R and the period array P.
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ALGORITHM Minimal-Left-Seed-Array(x, n, P,R)
1: for i← 1 to n do
2: if P[i]← i do LS[i]← i;
3: else
4: ls← LS[i− 1];
5: while R[ls] < P[i] do ls← ls+ 1;
6: LS[i]← ls;
7: return LS[1 . . n];
Then, we proeed to ompute the array LS. There are two ases:
• if P[i] = i, then by Lemma 4.1.4, LS[i] = i
• if P[i] < i, then by Lemma 4.1.5, we must look for LS[i] in the set
{LS[i− 1], ..., n}
Lemma 4.1.1 gives the neessary and suient ondition (R[ls] ≥
P[i]), i.e. the length of the longest prex of x that is overed by x[1 . . ls]
to be greater than or equal to the period of x[1 . . i], where ls is the
andidate length of the minimal left seed of x[1 . . i].
Before proeeding with the following theorem we must introdue the
indiator funtion:
I : X → {0, 1}
suh that as I(x ∈ A) = IA(x) =


1 if x ∈ A
0 if x /∈ A,
where X is a set and A a subset of X .
Theorem 4.1.8 Computing the minimal left-seed array of a string x of
length n an be done in linear time.
Proof Arrays C, P and R an be omputed in linear time as of [7, 33, 79,
165℄. Then, we only have to prove that the proess to ompute array LS
runs in linear time, as well. Let ci be the number of omparisons done
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in the seond loop at step i. Then learly:
T = Time needed
= 2n+ 2 +
n∑
i=1
(1 + I(P[i] = i) + I(P[i] 6= i) ∗ (2 + 2ci − 1))
= 2n+ 2 +
n∑
i=1
(2 + I(P[i] 6= i) ∗ 2ci)









Let si be the set of values heked in the seond loop at step i. Clearly
si ∩ si+1 = 1 given by the 1st value to be heked in si+1, whih is the
same as the last value in si. Then
ci + ci+1 = |si|+ |si+1| = |si ∪ si+1|+ |si ∩ si+1| (4.2)
ci + ci+1 = |si ∪ si+1|+ 1 (4.3)
By Equations 4.1 and 4.3:






i=1 si is at most {1, ..., n} then |
⋃i=1
n si| ≤ n, and so T ≤ 8n.
Therefore T = O(n). 
For the omputation of the maximal left-seed array, we an use
Lemma 4.1.6 to obtain the following two ases.
• if P[i] = i, then LSM[i] = 0
• if P[i] < i, then LSM[i] = i− 1
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Hene, we obtain the following result.
Theorem 4.1.9 Computing the maximal left-seed array of a string x of
length n an be done in linear time.
4.1.3 Computing the minimal and the maximal
right-seed array
In this subsetion, we desribe our algorithms for alulating the mini-
mal and the maximal right-seed array of a string. In order to identify the
minimal right-seed array of a string, we use a variant of the partitioning
algorithm in [75, 154℄ to nd the sets of ending positions of all the our-
renes of eah fator in the string. We are then able to nd whih sux
of eah prex of the string is overed by that fator, and hek for right
seeds using Lemma 4.1.2. Computing the maximal right-seed array of a
string redues to deteting border-free prexes of the given string.
In the following lines, we give a brief desription of the partitioning
algorithm used for solving the rst problem mentioned.
For a fator w in x, the set of end positions of all the ourrenes of
w in x, gives us the end set of w. We dene an equivalene relation ≈ℓ
on positions of x suh that i ≈ℓ j i x[i − ℓ + 1 . . i] = x[j − ℓ + 1 . . j].
Therefore, depending on the length of the fator, we get equivalene
lasses for eah length ℓ, 1 ≤ ℓ ≤ n. Equivalene lasses for ℓ = 1 are
found by going over x one, and keeping the ourrenes of eah letter
in separate sets. For larger ℓ, we onsider lasses of the previous level to
make a renement on them, and alulate the lasses of that level. So
on level ℓ, 1 < ℓ ≤ n, we rene a lass C by a lass D, by splitting C in
lasses {i ∈ C : i − 1 ∈ D}, {i ∈ C : i − 1 /∈ D}. In order to ahieve a
good running time, we do not use all lasses for renement; only lasses
of the previous level, whih were split two levels before, are used. From
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those, we an omit the largest siblings of eah family, and use only the
small ones for the omputation. We terminate the algorithm when all
lasses reah a singleton stage.
In Figure 4.1, the lasses of ≈ℓ, ℓ = 1, 2, . . . , 8, for the string x =
abaababaabaabab are illustrated. The partitioning algorithm reates
two types of sets at eah round of equivalent lasses: the old and the new
ones (see Fig. 4.1). A set is alled old, if it has been reated by deletion
of elements from its parent set, i.e. it onsists of remaining elements
only. A set is alled new, if it is omposed from deleted elements from its
parent set. Hene, the partitioning algorithm on x will give us distint
end sets Ei with their orresponding fator length range (ℓmini, ℓmaxi), as
shown in the example below.
Example Let us onsider x = abaababaabaabab, the example string
from Figure 4.1. Then, in level order, E3 is the set {4, 9, 12} with orre-
sponding fator length range (2, 4).
Proposition 4.1.10 ([154℄) The number of distint end sets in the par-
titioning for a string of length n is O(n).
Proposition 4.1.11 ([75℄) The omplexity of the partitioning algori-
thm for a string of length n is O(number of elements of new sets), where
the number of elements of new sets in the partitioning is bounded above
by n logn.
While exeuting the partitioning algorithm, we also maintain the fol-
lowing data strutures:
• For eah end set Ei = {a1, a2, . . , ak}, with orresponding fator
length ℓ, of x, suh that k > 1.
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i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
x[i] a b a a b a b a a b a a b a b
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15












{3, 6, 8, 11, 14}
ba














{2, 5, 7, 10, 13, 15}
b
























Figure 4.1: Classes of equivalene and their renements for string
x = abaababaabaabab. The sets onsidered for the omputation of the
partitioning are shown in bold.
1. Gapi,ℓ list
Gapi,ℓ(aj) = aj+1 − aj , j ∈ {1, 2, . . . , k − 1} (4.5)
2. cover i,ℓ value
An end set Ei, with orresponding fator length ℓ, is said to
have cover i,ℓ value equal to the rst element of the set, say aj ,
suh that Gapi,ℓ(aj) > ℓ, otherwise a value equal to the last
element of the set. This value gives the last element overable
in eah set by its equivalent fator, starting from the rst
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element of the set.
• For eah distint end set Ei = {a1, a2, . . , ak}, with orresponding
fator length range (ℓmini, ℓmaxi), of x, suh that k > 1.
1. CVi array
An array CVi, suh that CVi[j] is the j
th cover i,ℓ value, for
some ℓmini ≤ ℓ ≤ ℓmaxi, appeared in Ei in asending order.
2. FLi array
An array FLi, suh that FLi[j] = ℓ, where ℓ is the fator length
of Ei when the j
th cover i,ℓ value, for some ℓmini ≤ ℓ ≤ ℓmaxi ,
rst appears.
3. first i value
A value first i, whih gives the rst element that has not been
assigned a minimal right seed in the set or any of its anestors.
Below, we show how to update the above mentioned data strutures
in time O(n logn).
• In new sets:
When a new set of size m is reated, we an update all relevant
data strutures in O(m) time. By running over the elements of the
set in order, we an easily update the cover value, Gap list, and
the CV and FL arrays.
• In old sets:
An old set is reated from its parent set, by the deletion of d ele-
ments from it. When an element aj is deleted from its parent set,
we an easily update the Gap values of its neighbours. All these
operations take time O(d), where d is the number of elements of
new sibling sets of the old set. Updating the cover value is more
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diult, as new data strutures have to be reated, but is still un-
der ontrol, as of Lemma 4.1.12, below. The CV and FL arrays are
updated when a new cover value is found.
Lemma 4.1.12 In a hain of old sets with a new set of size m as root,
the cover values are alulated in the whole hain in O(m) time.
Proof We reate a queue Q that initially inludes the Gap list of the
rst old set in the hain. When a new gap is reated by deletion of an
element in subsequent old sets, two gaps are merged. Then, we stak the
new gap on top of the seond gap, that is used to form it in Q, and so
on (those gaps have the same element on their right edge). We also keep
pointers on the new gaps, formed in the orresponding First-appear(ℓ)
list (those lists are kept in a dierent queue), where ℓ is the length of the
orresponding fator of the set. Pointers for deleted gaps are added in
the orresponding Delete(ℓ) list (those lists are kept in a dierent queue,
as well).
We then go over the First-appear and Delete queues, whih mark the
beginning of a distint old set. Gaps in the orresponding First-appear(ℓ)
list are moved to the right of the element at their bottom, and gaps
that are in the orresponding Delete(ℓ) list are deleted, maintaining the
struture of Q. We then searh for cover value in Q, by popping out
gaps from Q, until the rst gap in Q is greater than ℓ (cover value is the
element on the left edge of the last gap onsidered), or Q beomes empty
(cover value is the element on the right edge of the last gap onsidered).
Whenever a gap, that has staked elements on it, is popped out of Q,
its staked elements are passed to an element out of the queue alled
start, whose right element is taken to be the rst gap in Q . If cover
value found is smaller than next length to be enountered in First-appear
queue, we hek for more cover value hanges as before.
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It is easy to observe that Q has at most 2s− 1 elements, where s is
the size of the Gap list of the rst old set in the hain. Thus, we an
reate the lists First-appear, Delete and queue Q in O(m) time, as s < m.
We hek for cover value when a distint old set is enountered for the
rst time (at most m suh sets, i.e. sets of size m,m − 1, . . . , 1 made
by removal of an element at eah step). While inside that set, cover
value hanges are made i the gap after a cover value gets equal to the
fator length (overall at most |Q| suh ases, one for eah element of Q).
Failed attempts are made one when a distint old set is enountered for
the rst time and at most one for eah element of Q, therefore at most
|Q|+m failed attempts. 
Therefore, the maintenane of the above data strutures takes time
O(number of elements of new sets), where the number of elements of new
sets in the partitioning is bounded above by n log n, as in Proposi-
tion 4.1.11.
Example Consider the example string from Fig. 4.1. Starting with the
set for fator a, and ontinuing just with old sets (atually the rst set
in not exatly an old set here), we get the data strutures in Fig. 4.2.
ℓ = 1 1 3 4 6 8 9 11 12 14
ℓ = 2 3 6 8 11 14
ℓ = 4 6 11 14
ℓ = 7 14
(a) End sets
ℓ = 1 2 1 2 2 1 2 1 2
ℓ = 2 3 2 3 3
ℓ = 4 5 3
(b) Gap lists
Figure 4.2: End sets and orresponding Gap lists
In Fig. 4.3(a), we show how queue Q will look for ℓ = 1.
First-appear(1) keeps pointers at the bottom of the queue.
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First-appear(2) keeps pointers at the elements staked a level above them.
First-appear(4) keeps pointers at the elements staked two levels above
them. In Fig. 4.3(b) and 4.3(), we show how the queue Q will look for





2 1 2 2 1 2 1 2
(a) Queue Q for ℓ = 1
5
|
3 2 3 3
(b) Queue Q for ℓ = 2
5 3
() Queue Q for ℓ = 4
Figure 4.3: Queue Q
We are now in a position to alulate cover values.
Before proeeding with alulating the minimal right-seed array of x,
we also prove the following auxiliary lemma.
Lemma 4.1.13 Let an end set Ei = {a1, a2, . . . , ak} of x with orre-
sponding fator z, |z| = ℓ. Then z is a right seed for some set {x[1 . . a1],
x[1 . . a2], . . . , x[1 . . as]}, where 1 ≤ s ≤ k and s = 0 gives us the empty
set. There is no other prex of y with its end position in Ei having z as
a right seed.
Proof Let at be the rst element of Ei suh that z is not a right seed of
x[0 . . at]. If there exists no suh element, then s = k and z is a right seed
for {x[0 . . a1], x[0 . . a2], . . x[0 . . ak]}. If there exists no element aq ∈ Ei
greater than at, suh that z is a right seed of x[0 . . aq], then s = t − 1,
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∅, if s = 0
{x[1 . . a1], x[1 . . a2], . . x[1 . . at−1]}, otherwise
(4.6)
Suppose that there exists an element aq ∈ Ei greater than at suh that z is
a right seed of x[1 . . aq], i.e. it overs a superstring u, where u = vx[1 . . aq]
and v is a possibly empty string. Therefore, there exists an ourrene
of z in u ending in some p ∈ {x[at − ℓ], . . , x[at − 1]}. Thus z is a over
of vx[1 . . p]. But there also exists an ourrene of z in x ending in
x[at]. This shows that z is a over of vx[1 . . at], and hene a right seed
of x[1 . . at], whih gives a ontradition. 
We are now in a position to alulate the minimal right-seed array
of x by operating on the distint end sets, while running over them in a
level order traversal of the partition tree. The value first is passed from
a parent set to the hild set. If first value is in the set, we do not need
to update the value. If first value is not in a new hild set, it an be
easily updated by searhing for the smallest element whih is greater or
equal to first value in the new set; running over the elements of the set
(Lemma 4.1.13), takes time O(size of the new set). If first value is not in
the old hild set, we need to nd the value just after it (Lemma 4.1.13),
by searhing in the elements of the parent set after first value; this takes
time O(k), where k is the number of elements of new sibling sets of
the old set. Keeping first value inreases the time requirements for the
partitioning algorithm only by a onstant fator.
The period of x[1 . . i], P[i], gives also the minimal right seed that an
our only one (that is why, in the next lines, we exlude distint sets of
size one; if they have not been assigned a right seed yet, then P[i] gives
the length of their minimal right seed).
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Let δ denote the rst element of eah distint end set Ei, with orre-
sponding fator length range (ℓmini, ℓmaxi), then the following hold.
• If first i ≤ cover i,ℓmini , by Lemma 4.1.2, the length of the minimal
right seed for y[1 . .first i] is
max{ℓmini,P[first i]− (first i − δ)} (4.7)
If there are no suh lengths in the fator length range of Ei, we
stop operations in that set (as a onsequene of Lemma 4.1.13).
• If first i > cover i,ℓmini , we move to the smallest fator length, de-
noted by γ, suh that first i ≤ cover i,γ. This is easily found using
the orresponding arrays CVi and FLi. By Lemma 4.1.2, the length
of the minimal right seed for y[1 . .first i] is
max{γ,P[first i]− (first i − δ)} (4.8)
If there are no suh lengths in the fator length range of Ei, we
stop operations in that set (as a onsequene of Lemma 4.1.13).
If the minimal right seed of x[1 . .first i] is found, we assign the small-
est element of Ei whih is greater than first i, as a new value for first i,
and ontinue searhing from Ei with orresponding fator length the
last length assigned as a minimal right seed length (as a onsequene of
Lemma 4.1.13).
Reporting minimal right seeds takes time Θ(n), i.e. one report for
eah position, as onstant time is needed for eah report. Failed attempts
are made:
• at most one per report (when after the report, the next element
of the set does not give a minimal right seed)
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• at most twie per distint set (one at the start of searhing in the
set, and one on a failure nding a suitable lass for a future minimal
right seed)
Therefore failed attempts are of O(n), and as onstant time is needed
for eah report, the overall time needed for failed attempts is O(n). Also
going over the cover hanges takes time proportional to reporting cover
values, whih is O(n log n).
Theorem 4.1.14 Computing the minimal right-seed array of a given
string x of length n an be done in O(n logn) time.
Proof By Proposition 4.1.11, exeuting the partitioning algorithm takes
time O(n logn). Maintaining the Gap list and the value cover inreases
the time requirements for the partitioning algorithm by a onstant fa-
tor. Maintaining the array CV and the array FL is of no extra ost to
maintaining the value cover . Maintaining the value first also inreases
the time requirements for the partitioning algorithm by a onstant fa-
tor. The KMP algorithm, used for omputing the period array P, runs in
linear time [165℄. Reporting the minimal right seeds requires Θ(n) time,
i.e. one report for eah position. Failed attempts are at most O(n). Go-
ing over the cover hanges, while searhing for minimal right seeds, takes
time proportional to reporting cover values, whih is O(n logn). Hene,
overall, the desribed algorithm runs in O(n logn) time. 
Surprisingly the algorithm for omputing the minimum right seed
array is of higher time omplexity than the algorithm for omputing the
minimum left seed array. This is due to the fat that all left seeds have
ommon prexes, they are built on a previous one, while right seeds do
not have a ommon start and so they grow independently.
Example An overview of the algorithm for omputing the minimal right
-seed array of string x = abaababaabaabab is shown in Fig. 4.4.
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It is easy to see that the problem of nding the maximal right-seed
array is solved similarly to the problem of omputing the maximal right-
seed array (observe the similarity of Lemma 4.1.6 and Lemma 4.1.7), and
so we obtain the following result.
Theorem 4.1.15 Computing the maximal right-seed array of a given

































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
{1, 3, 4, 6, 8, 9, 11, 12, 14}
ℓ = 1
CV[1] = 1,FL[1] = 1
RS[1] = 1,rst = 3
{4, 9, 12} 2 ≤ ℓ ≤ 4
CV[1] = 4,FL[1] = 2
RS[4] = 3,rst = 9
{12}
5 ≤ ℓ ≤ 12
RS[12] = 8
{9}
5 ≤ ℓ ≤ 9
RS[9] = 5
{3, 6, 8, 11, 14} 2 ≤ ℓ ≤ 3
CV[1] = 3,CV[1] = 14
FL[1] = 2,FL[2] = 3
RS[3] = 2,RS[6] = 3
RS[8] = 3,RS[11] = 3,
RS[14] = 3,rst =∞
{6, 11, 14} 4 ≤ ℓ ≤ 6
CV[1] = 6,CV[2] = 14
FL[1] = 4,FL[2] = 5
rst =∞
{14} 7 ≤ ℓ ≤ 14 {11} 7 ≤ ℓ ≤ 11
{8} 4 ≤ ℓ ≤ 8
{2, 5, 7, 10, 13, 15} 1 ≤ ℓ ≤ 2
CV[1] = 2,FL[1] = 1
RS[2] = 2,rst = 5
{5, 10, 13} 3 ≤ ℓ ≤ 5
CV[1] = 5,CV[2] = 13
FL[1] = 3,FL[2] = 5
RS[5] = 3,RS[10] = 5,
RS[13] = 5,rst =∞
{13}
5 ≤ ℓ ≤ 13
{10}
5 ≤ ℓ ≤ 10
{7, 15} 3 ≤ ℓ ≤ 7
CV[1] = 7,FL[1] = 3
RS[7] = 5,rst = 15
{15} 8 ≤ ℓ ≤ 15
RS[15] = 8
Figure 4.4: Computing the minimal right-seed array of string x = abaababaabaabab (see also Fig. 4.1)
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4.2 On the appearane of seeds in words
4.2.1 Average ase
In this setion we study the behaviour of the average number of seeds in a
word of Σn, the set of words of length n. This number is given by the ex-
peted value of the number of seeds when we onsider a word x = x[1 . . n]





We show that a word of length n has O(n) seeds on average by using
some ombinatorial properties and series relations. However, before that,
we need to prove the following basi lemma:
Lemma 4.2.1 A seed of length ℓ whih appears only one in x implies




and period at most ℓ.
Proof Let s = x[i . . i + ℓ − 1] be a non-trivial seed of x ourring only
one in x. Therefore, x = usv with 0 ≤ |u| < ℓ and 0 ≤ |v| < ℓ, where
not both u and v are empty strings.
Let's assume rst that both |v| > 0 and |u| > 0. Then a prex of s
must our after position i, say at i + j (1 ≤ j ≤ ℓ), and onsequently
x an be written as x = u(s[1 . . j])
n−|u|
j
. Hene the sux of x of length
n−|u| is periodi with period at most ℓ. Similarly, a sux of s must end
before position i+ ℓ− 1, yielding a periodi prex of x of length n− |v|





If only |u| = 0 or only |v| = 0 then x has period at most ℓ and our
requirements are met. 
In a similar manner, we an prove the following lemma.
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Lemma 4.2.2 A seed y = x[i . . i + ℓ − 1] of length ℓ, where 1 ≤ i ≤
n− ℓ+1 and 1 ≤ ℓ ≤ n− 1, whih appears at least twie in x implies the
appearane of a square of form x[i . . i+2ℓ−1] = yy or x[i−ℓ . . i+ℓ−1] =
yy or the appearane of a quasiperiodi square of form x[i . . i+ℓ+k−1] =
yv or x[i− k . . i+ ℓ− 1] = vy, where 1 ≤ k ≤ ℓ− 1 and v is a substring
of x suh that |v| = k , in x.
Proof As there exist at least two ourrenes of y in x and y is a over
of a superstring of x then there should be a y starting at position j ∈
{i+ 1, . . . , i+ ℓ} or ending at position j ∈ {i− 1, . . . , i+ ℓ− 2}. Those
two ourrenes form the required square (if they are onseutive) or
quasiperiodi square (if they overlap). 
The following lemma regarding the polylogarithm funtion will also
be required to prove further results.






Using the above lemmas, we are now able to prove the main result of
this setion.
Theorem 4.2.4 On average a word of length n has O(n) seeds.
Proof Let x be a word of length n, with its letters drawn independently
from (a1, a2, . . . , aσ) with a onstant probability distribution (
1
σ
, . . . , 1
σ
).
E(number of seeds in x) = E(# of seeds appearing only one in x)
+ E(# of seeds appearing at least twie in x)
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As of Lemma 4.2.1 we get:






















































2 − σ− ℓ2 )
≤ 2σn























(σ − 1)(√σ − 1)n + o(n)
As of Lemma 4.2.2 we get:















P (x[i . . i+ ℓ− 1 + k] is a quasiperiodi square)
+ P (x[i . . i+ 2ℓ− 1] is a square) +
ℓ∑
k=1
P (x[i− k . . i+ ℓ− 1] is a



























































Lemma 4.2.3 suggests that the last series are bounded by onstant terms,
thus proving the theorem. 
4.2.2 Maximum number of distint seeds in a word
It is easy to see that there exist words in whih every fator is a seed,
e.g. an. In this setion we are investigating how many distint seeds an
appear in a word. We denote the maximum number of distint seeds in
a word of length n by Seeds(n).
Lower Bound
Fibonai words provide us with a rst lower bound.
Lemma 4.2.5 There exists an innite family of words for whih
Seeds(n) ≥ φ2+1
2φ6
n2 + o(n2), where φ is the golden ratio.







= 0.100813061875578 . . .

Next we show that periodi words are quite rih in word regularities.
In partiular, words that are squares have more seeds than Fibonai
words.
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Proof When n is even we onsider the word (a1a2 . . . an
2
)2. Obviously
every fator of length greater than
n
2
is a seed of the word. There are
n
2
































In the following lemma, we prove that among all words having similar
struture to the squares onsidered in the proof of the previous lemma
(i.e. words of form (a1a2 . . . a|p|)c = pc, where c|p| = n and 1 ≤ |p| < n),
ubes or words lose to being ubes (i.e. words in whih |p| = n
3
+ o(n))
ahieve maximum number of distint seeds.
Lemma 4.2.7 Seeds(n) ≥ 1
6
n2 + o(n2).
Proof We onsider the word (a1a2 . . . a|p|)c = pc, where c|p| = n and
1 ≤ |p| < n. Obviously every fator of length greater than |p| or equal
to |p| is a seed of the word. There are n − |p| + 1 suh fators starting
from the rst position in the word, n − |p| suh fators starting from
the seond position of the word, et. Due to fators repeating, we only
onsider fators starting from the rst period of the word. We distinguish




























≤ |p| < n, it follows that 1 < c ≤ 2 and the
above expression maximizes for c = 2, giving 1
8
n2 + o(n2) dierent seeds.
For 1 ≤ |p| < n
2




(n− |p|+ 1)(n− |p|+ 2)
2






























As 2 < c ≤ n the above expression maximizes for c = 3, giving 1
6
n2+o(n2)
dierent seeds. Even when c = 3 annot be ahieved, hoosing p = ⌊n
3
⌋
gives the required bound. 
Upper Bound
A rst upper bound is given using the restrition that a seed must be a
fator of the word.




, where |x| = n.








In the following lemma we prove a better upper bound using more
ombinatorial properties.
Lemma 4.2.9 Seeds(n) ≤ 1
4
n2 + o(n2).
Proof We rst onsider n to be even. A seed of length ℓ, n/2+1 ≤ ℓ ≤ n,
appears at least one in x (as it is a fator of x). Therefore, x has at
most n− ℓ+ 1 seeds of length ℓ. Overall:
n∑
ℓ=n/2+1
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A seed of length ℓ, 1 ≤ ℓ ≤ n/2, has at least one starting position








By summing the two expressions we get
1
4
n2 + o(n2) as an upper bound.
The proof for odd n is similar. 
Struture of the extremal word
The bounds revealed in the previous subsetions help us to get some in-
formation for a word that maximizes Seeds(n). In partiular, we are able
to restrit the length of repeating fators and the period and exponent
of a run in suh a word.
Theorem 4.2.10 A word x of length n having the maximum number of
seeds Seeds(n) ontains no repeating fators of length cn + o(n), where√
2
3
< c ≤ 1.
Proof For large n, a repeating fator of length cn would mean more than
1
3







n2 andidate seeds, ontraditing Lemma 4.2.7. 
Theorem 4.2.11 There are no runs of period p and exponent c in a













































We onlude by showing the existing best bounds for the maximum
number of distint regularities in a word in the following table:
Regularity Maximum number in a word
Runs Between 1.048n [82℄ and 0.944575712n [220℄
Cubi runs Between 0.5n and 0.406n [83℄















4.3 Overlapping fators in words
4.3.1 An algorithm for the omputation of all over-
lapping fators of a word
In this setion we show the relation between runs and overlapping fators
of a word, thus giving a linear time algorithm for their omputation.
The following lemma sheds some light on the periodi struture of
quasiperiodi squares.
Lemma 4.3.1 A fator w of a string x is a quasiperiodi square if and
only if Period(w) < |w|
2
.
Proof (⇒) Let w = x[i . . j] = zk, where k > 2. Then w = zk−1v =
uzk−1, where zk−1 and v are non empty words and |zk−1| > |v| = |z| and
hene w is a quasiperiodi square.
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(⇐) Let w = x[i . . j] = yu = vy, where y, u and v are non empty
words and |y| > |v|. As both y and v are prexes of w and |y| > |v| then
v is also a prex of y. Therefore w = yu = vy = vvp, where p is a non





|v| > 2. 
Runs are maximal periodiities, therefore by knowing all the runs of
a word we an identify all its periodi fators, its quasiperiodi squares
and overlapping fators. Therefore, the following lemma will prove quite
useful in the identiation of all overlapping fators in a word.
Lemma 4.3.2 [168℄ There exists a linear time algorithm that identies
all runs in a string x.
Using the above lemma we are now in a position to desribe a linear
time algorithm for the identiation of all overlapping fators in a word.
Theorem 4.3.3 There exists a linear time algorithm that identies all
overlapping fators in a string x.
Proof Immediate onsequene of Lemma 4.3.1 and Lemma 4.3.2.
Any quasiperiodi square of period |z| that appears in y implies the
appearane of a run of period |z| in y whih must inlude it and vie
versa. Hene, suppose y[i . . j] = zk is a run, then every fator of y[i . . j]
of length ℓ, where 2|z| < ℓ ≤ j − i + 1, is a quasiperiodi square with
period at most |z|. If y[k . . k+ ℓ− 1] is suh a quasiperiodi square then
y[k . . k+ ℓ− |z| − 1] and y[k+ |z| . . k+ ℓ− 1] are some of its overlapping
fators. Any longer ones imply the appearane of a run with a shorter
period (and will be identied with its help). Suppose y[k . . k + m − 1]
and y[k+ℓ−m. . k+ℓ−1], with 0 < m < ℓ−|z|, are shorter overlapping
fators of this quasiperiodi square. Then y[k . . k+m− 1] and y[k+ ℓ−
m. . k+ ℓ− 1] reappear as a prex of y[k+ |z| . . k+ ℓ− 1] and a sux of
y[k . . k+ℓ−|z|−1] respetively. Hene, they are overlapping fators of the
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quasiperiodi squares y[k . . k+m+|z|−1] and y[k+ℓ−m−|z| . . k+ℓ−1]
respetively whih are indiated by this run. 
4.3.2 Bounds on the maximum number of distint
overlapping fators in a word
In this setion we investigate the maximum number of overlapping fators
in a word. We show a simple upper bound by onsidering basi ombi-
natorial properties. Fibonai words give a rst lower bound. Then we
provide a more omplex example, giving a better lower bound.
Theorem 4.3.4 The number of distint overlapping fators in a word
y, denoted by OF (y) is bounded above by n
2−n
4
, where |y| = n.






fator overlaps with another it means that it appears at least twie in y.










Fibonai words give a rst lower bound. It is easy to observe that
periodiity auses the appearane of many overlapping fators. The fol-
lowing example makes use of that observation to give a better lower
bound on OF (y). Using simple alulus one an verify that a period of
|y|
5
gives maximum number of overlapping fators. We then allow periods
to have similar struture to get a higher lower bound as shown in the
following theorem.
Theorem 4.3.5 The maximum number of distint overlapping fators
in a word y over the square of its length |y| = n, i.e. OF (y)
n2
, is at least
5
48
= 0.1041666667 . . . .
Proof Consider the following family of words (see also Figure 4.5):
yi = y
4
i−1yi−1[1 . . |yi−1| − 1]ai with y0 = a0
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number of overlapping fators with
length ℓ, where |yj−1| ≤ ℓ < |yj|)
In order to searh for overlapping fators with length ℓ, where |yj−1| ≤
ℓ < |yj|, it is enough to restrit our attention to the word yj (as we
an't inlude yj[|yj|] in suh a fator). Then ounting suh fators from
the seond ourrene of yj−1 in yj we get 3|yj−1| − 1 fators starting
from position yj[|yj−1| + 1], 3|yj−1| − 2 fators starting from position



























































































Muh researh has been onentrated on lassial periods, e.g. algorithms
for nding all periods of a string, algorithms for the omputation of the
period array of a string [165℄, et. Abelian periods are more exible
than lassial ones and are dened in terms of Parikh vetors as in [74℄.
Relevant researh has onentrated on their ombinatorial properties, on
algorithms for their eient omputation and on abelian borders (the
omplementary notion of the period). For a detailed survey of the area
and also on some related appliations see [48℄.
Abelian periodiity has been extensively studied over the last years
[13, 14, 26, 28, 45, 87, 94, 217℄. In 2006 Constantinesu and Ilie [74℄
proved a variant of Fine and Wilf's theorem for abelian periods, later
extended for abelian periods in partial words [28℄. Furthermore Avgusti-
novih et al. [14℄ attempted to give an abelian analogue of the Critial
Fatorization Theorem. Later, Fii et al. [113℄ investigated the appear-
ane of abelian repetitions in sturmian words. Early eient algorithms
for abelian pattern mathing were given in [100, 101℄ and later some lin-
ear time algorithms have been designed in [38, 39, 71℄. Reently Fii
et al. gave ve algorithms for the omputation of all abelian periods of
a word [114℄. They have proposed two oine algorithms, a brute fore
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algorithm and one that uses a selet array, that run in O(n2σ) and three
online algorithms, where the rst two run in O(n3σ) and the other one
runs in O(n3σ logn). Experimentally the o line algorithm that makes
use of the selet array is said to be the fastest in pratie. Finally, in a
reent paper, Fii et al. [115℄ gave a quasi-linear time algorithm for the
omputation of a speial type of abelian periods of a word together with
some other algorithms.
Erd®s [104℄ has proposed the problem of onstruting an innite word
on an alphabet as small as possible suh that the word does not ontain
any abelian squares. Pleasants [201℄ gave a onstrution on 5 letters
until more reently Keränen [164℄ ame with a onstrution on 4 letters.
Furthermore Cummings and Smyth [86℄ showed a Θ(n2) algorithm for the
omputation of all abelian squares of a word. Sine then a lot of researh
has been onentrated around similar problems and their generalisations
([13, 14, 26, 45, 87, 94, 217℄).
Rihmond and Shallit [207℄ ounted the number, fσ(n), of dierent
abelian squares of length n over an alphabet of size σ, using basi om-





Callan [41℄ presented a bijetion between Barruand deals and abelian
squares, by showing a bijetion between Barruand deals and abelian
matries (a representation of an abelian square). We remind the reader
how a Barruand n-deal is formed: we start with a dek of 3n ards, n
oloured red, n oloured green and n oloured blue, in denominations
1 through n,we then hoose an arbitrary subset of the denominations
and deal all ards of the hosen denominations into 3 equal-size hands
to players designated red, green and blue in suh a way that no player
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reeives a ard of his own olor. In the same paper the Barruand deal
is then related to other speial numbers and ombinatorial identities,
thus revealing their onnetions to abelian squares. Domaratzki and
Rampersad [94℄ showed that the set of abelian primitive strings is not
ontext-free (i.e. that language an not be formed by only using rules
or form v → w, where v is a non terminal symbol and w is a set of
terminal and non terminal symbols). Furthermore, ontrary to the las-
sial ase, they proved that a string an have more than one abelian root
and they gave some bounds on that number. Regarding the problem of
determining whether a string is abelian primitive, they showed a worst
ase linear time algorithm involving prime fatorisation. Karaman [161℄
showed a worst ase linear time algorithm for the omputation of all weak
repetitions (abelian powers) in a Sturmian string by introduing a spe-
ial enoding for the output. Later, Rihomme et al. [208℄ showed that
all Sturmian strings are everywhere abelian k-repetitive for all integers
k ≥ 1, i.e. every suiently long fator of the string has an abelian kth
power as a prex. Furthermore, given a natural number k they proved
that any position of a Sturmian string t starts with an abelian kth power
with abelian period ℓ1 or ℓ2. In the same ontext, Avgoustinovih et
al. [14℄ showed that Sturmian strings have bounded right k-powers for
every k, and they do not have bounded entral powers. It is also in-
teresting that the Fibonai string, itself a Sturmian string, begins with
arbitrarily high abelian powers [88℄. Regarding the Thue-Morse word,
Avgoustinovih et al. [14℄ proved that it has bounded abelian squares
entered at every position in it and bounded abelian ubes to the right
of every position in it. However there are no bounded abelian 4-powers
entered or to the right of every position of the word. Finally, Fraenkel
et al. [119, 120℄ studied the appearane of abelian squares in irular
binary strings. They proved that the longest string with only k distint
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abelian irular squares ontains 4k+2 bits and has the form (01)2k+1 or
its omplement. Cummings et al. [86℄ showed a rather straight-forward
Θ(n2) algorithm for the omputation of all abelian squares of a string,
the only one at the moment.
In this setion, we show two O(n2) algorithms for the omputation of
all abelian periods of a string y [60℄, an improvement to the algorithms
in [114℄, where the fastest one runs in O(n2σ) time. Furthermore our
algorithms use O(n) spae in ontrast to the O(n2) spae algorithms in
[114℄. The rst of our algorithms maps eah letter to a suitable number
suh that eah fator of the string an be identied by the unique sum of
the numbers orresponding to its letters. The other one maps eah letter
to a prime number suh that eah fator of the string an be identied
by the unique produt of the numbers orresponding to its letters. We
are then able to perform the required heks of Parikh vetors, neessary
to identify abelian periods, with just one operation. Additionally we
dene weak abelian periods on strings and give an O(n logn) algorithm
for their omputation [60℄. Some other algorithms for basi problems on
identiation of periods whih form the basis of the previous ones are
also analyzed [60℄. We show a linear time algorithm for the omputation
of all abelian borders of a word x, whih identies the abelian borders
of x by keeping trak of the dierene between Parikh vetors of prexes
and suxes of the word of the same length [49℄. We also omment on
the appearane of abelian borders in Thue-Morse words [49℄. Finally we
prove that the average length of abelian borders of a word x is n
2
, if it
exists, and also that a binary word of length n has Θ(
√
n) abelian borders
on average in order to reveal more about their ourrene in words [49℄.
We also investigate the number of binary words whose shortest border
has a given length, by identifying relations with Dyk words. Next, we
give some bounds on the number of abelian border-free words of a given
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length and on the number of abelian words of a given length that have
at least one abelian border. Finally we provide an algorithm that nds
the shortest abelian border of a non-abelian-border-free binary word in
time Θ(
√
n) on the average.
5.1 Identifying all abelian periods of a
word and relevant problems
5.1.1 Denitions and Problems
In this setion we formally dene the problems that we are onsidering.
We rst give some introdutory problems, whih will help us to solve
more omplex problems that are dened later.
Before proeeding we need to introdue some more denitions.
Given a mapping p : Σ → A, where A is the set of the rst σ prime
numbers, suh that p(Σi) = ith prime number, the P-signature of a word
y is dened to be equal to
∏|y|−1
i=0 p(y[i]). We remind the reader that
a prime is a positive integer greater than 1 having exatly one positive
divisor other than 1.
Given a mapping s : Σ→ B, where B is the set of the rst σ−1 powers




0, i = {1}
(n+ 1)(i−2), otherwise,
(5.1)
, where the S-signature of a word y is dened to be equal to
∑|y|−1
i=0 s(y[i]).
The array Pr, where Pr[i] =
∏i
j=0 p(y[j]), is useful in omputing the
P-signature of substrings of y, as:
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P-signature(y[q . . k]) =


Pr[k]/Pr[q − 1], q 6= 0
Pr[k], q = 0
(5.2)
The array LS, where LS[i] =
∑i
j=0 s(y[j]), is useful in omputing the
S-signature of substrings of y, as:
S-signature(y[q . . k]) =


LS[k]− LS[q − 1], q 6= 0
LS[k], q = 0
(5.3)
We onsider the following problems:






+ 1) and 1 ≤ p ≤ n, is an abelian period of some
string y.
Problem 2 (String-Abelian period deision) Deide if a string x,
where |x| = m < n, omposed from the same alphabet Σ as a string y
an be an abelian period of y, i.e. there exist an abelian period (h, p) of
y suh that y[h . . h+ p− 1] is a permutation of x.
Problem 3 (String-Abelian periods) Output all abelian periods
(h, p) of y suh that y[h . . h+p−1] is a permutation of a string x, where
|x| = m < n and x is omposed from the same alphabet Σ as y.
Problem 4 (Computing all weak abelian periods of a string)
Compute all weak abelian periods of some string y.
Problem 5 (Computing all abelian periods of a string)
Compute all abelian periods of some string y.
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5.1.2 Properties
In this setion, we prove some useful properties for abelian periods and
we also quote some fundamental properties of primes that prove to be
useful for the analysis of our algorithms.
The following lemmas and theorems are related to prime numbers
and they will prove useful in the analysis of our algorithms that use the
P-signature.
Theorem 5.1.1 (Fundamental Theorem of Arithmeti)[140℄
Every positive integer, exept 1, an be represented in exatly one way
apart from permutations as a produt of one or more primes.
Theorem 5.1.2 (Prime Number Theorem)[140℄
π(n) ∼ n
lnn
, where π(n) is the number of primes less than n.
Corollary 5.1.3 [140℄ pn ∼ n log n, where pn is the nth prime number.
Theorem 5.1.4 [12℄ There exists an algorithm that gives the prime num-
bers up to a natural number N in time O( N
log logN
).






→ ln(n) + γ, where γ is the Euler-
Masheroni onstant.
Lemma 5.1.6 There exist an algorithm that gives the rst n primes in
time O( n logn
log log(n logn)
).
Proof Immediate onsequene of Theorem 5.1.2 and Corollary 5.1.3. 
The following lemmas prove that the P-signature and the S-signature
are abelian harateristis of a word and an be used to distinguish it
from another word of the same length (in the abelian sense).
Lemma 5.1.7 Two strings x, y of same length are represented by the
same Parikh vetor i they share the same P-signature.
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Proof Immediate onsequene of Theorem 5.1.1. 
Lemma 5.1.8 Two strings x, y of same length are represented by the
same Parikh vetor i they share the same S-signature.
Proof Diret: Suppose x and y are strings of the same length and share











i=0 bi(n + 1)
i
,
where ai is the ardinality of Σi+1 in x and bi is the ardinality of Σi+1
in y.





i=0 bi(n + 1)
i ≤ n(n + 1)q as bi ≤ n
and so S-signature(y) < (n+ 1)q+1
Therefore q = k and by using similar arguments:∑q−1
i=0 bi(n+ 1)
i ≤ n(n+ 1)q−1 < (n + 1)q and so ak = bq.
Similarly it follows that aj = bj for every j ∈ {0, 1, . . . , k}.
Reverse: Trivial

The following lemmas give us some properties of the Parikh vetors
of prexes and suxes of a word, that simplify our omputations later.
Lemma 5.1.9 Let rs[i] = minimum j suh that P(y[0 . . i− 1]) ⊂
P(y[i . . j]), where i ∈ {1, 2, . . . , n}. Then P(y[0 . . i − 1]) ⊂ P(y[i . . q])
for all q ∈ {rs[i], rs[i] + 1, . . . , n − 1} and rs[i] ≤ rs[i + 1] for all i ∈
{1, 2, . . . , n− 1}.
Proof First part:
Let rs[i] = minimum j suh that P(y[0 . . i − 1]) ⊂ P(y[i . . j]) for some
i ∈ {1, 2, . . . , n}.Then for q ∈ {rs[i], rs[i] + 1, . . . , n − 1} holds that
P(y[i . . q]) = P(y[i . . rs[i]]) + P(y[rs[i] + 1 . . q]) and hene P(y[0 . . i −
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1]) ⊂ P(y[i . . q).
Seond part:
By denition rs[i+1] =minimum j suh that P(y[0 . . i]) ⊂ P(y[i+1 . . j])
= minimum j suh that P(y[0 . . i− 1]) ⊂ P(y[i . . j]) +max(0, minimum
k suh that (P(y[i+ 1 . . i+ k])− P(y[0 . . i]))[y[i]] > 0− rs[i]) ≥ rs[i].

Lemma 5.1.10 Let re[i] = maximum j suh that P(y[n− i . . n−1]) ⊂
P(y[j . . n− i− 1]), where i ∈ {1, 2, . . . , n}. Then P(y[n − i . . n− 1]) ⊂
P(y[q . . n− i− 1]) for all q ∈ {re[i], re[i]− 1, . . . , 0} and re[i] ≥ re[i+1]
for all i ∈ {1, 2, . . . , n− 1}.
Proof Similar to the proof of Lemma 5.1.9. 
5.1.3 The algorithms
In this setion, we desribe our algorithms for solving Problems 1-5.
Firstly we desribe some data strutures that are used throughout the
algorithms. Then we show how to solve the more basi problems and we
extend these ideas to solve Problem 4 and Problem 5, ending with some
omments on the analysis of the given algorithms.
Preproessing
Before proeeding with the algorithms we will need some preproessing
to ompute the following:
• The S-signature of eah prex of y is preomputed and stored in
array LS, suh that LS[i] = S-signature(y[0 . . i]) for 0 ≤ i ≤ n− 1.
The neessary powers of n+ 1 an be omputed in O(σ) time and
stored in an array s.t. they don't have to be omputed every time
they are alled. Then we ll the array using the properties LS[0] =
s(y[0]) and LS[i] = LS[i− 1] + s(y[i]) for 1 ≤ i ≤ n− 1.
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• The P-signature of eah prex of y is preomputed and stored in
array Pr, suh that Pr[i] = P-signature(y[0 . . i]) for 0 ≤ i ≤ n − 1.
We assume that the neessary primes an be easily found from a
library in the omputer. Otherwise we an produe them fast using
a prime sieve as in [12℄ (see also Theorem 5.1.4). Then we ll the
array using the properties Pr[0] = p(y[0]) and Pr[i] = Pr[i−1]p(y[i])
for 1 ≤ i ≤ n− 1.
• The array rs, where rs[i] = minimum j suh that P(y[0 . . i−1]) ⊂
P(y[i . . j]) is omputed in linear time using the properties rs[i+1] ≥
rs[i] (Lemma 5.1.9 ). We use a simple sliding window approah
keeping P(y[h . . rs[h]])−P(y[0 . . h−1]) in PV array. When trying
to nd rs[h], if PV [φ[y[h−1]]] ≥ 0 then rs[h] = rs[h−1], otherwise
we searh for y[h − 1] in {y[rs[h] . . n − 1} and use that length as
an answer, if not found we assign n to rs[h] (Lemma 5.1.9 ).
• The array re, where re[i] = maximum j suh that P(y[n− i . . n−
1]) ⊂ P(y[j . . n − i − 1]) is omputed in a similar manner to the
way we ompute rs so we only give the algorithm to nd rs.
Preliminary problems
In this setion, we desribe algorithms for solving Problems 1-3. These
problems are quite basi and our algorithms for Problem 4 and Problem
5 use similar ideas. The weak abelian period version of the rst two
problems is solved in the same manner.
Problem 1 is solved in O(n) time by heking the required onditions
for (h, p) to be an abelian period, i.e. the neessary Parikh vetors, using
either the S-signature or the P-signature of fators of y (as of Lemmas
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ALGORITHM rs(y, n,σ,φ)
1: rs[0]← 0;
2: for i← 0 to σ − 1 do
3: PV [i]← 0;
4: PV [φ[y[h− 1]]− 1]← 1;




6: PV [φ[y[h− 1]]− 1]← PV [φ[y[h− 1]]− 1]− 2;
7: if (PV [(φ[y[h− 1]]− 1] ≥ 0) or (rs[h− 1] = n)) then
8: rs[h]← rs[h− 1];
9: else
10: q ← rs[h− 1];
11: while (PV [φ[y[h− 1]]− 1] 6= 0) and q < n− 1 do
12: q ← q + 1;
13: PV [φ[y[q]]− 1]← PV [φ[y[q]]− 1] + 1;




5.1.7 and 5.1.8). A areful sliding window implementation would also be
able to solve the problem in O(n) time.
Problem 2 is solved in O(n) time by the following steps:
• If P(x) 6⊂ P(y[0 . . 2|x| − 1]) then the answer is immediately no.
• We alulate the array Pr or LS for rapid omparison of Parikh
vetors.
• We hek eah (h,m) , where 0 ≤ h < min(m, ⌊n−1
2
⌋
+ 1), if it is
an abelian period of y until we nd the rst one that is. Clearly we





fators during eah period hek. We hek
at most m dierent periods and hene the algorithm is linear.
Problem 3 is solved in the same way but in the last step we keep






fators during eah period hek. We hek m dierent
periods and hene the linearity of the algorithm.
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Identifying all weak abelian periods
This algorithm uses basi ideas from the above preliminary algorithms to
solve Problem 4. Before proeeding with the algorithm the S-signature or
the P-signature of eah prex of y is preomputed and stored in the array
LS or the array Pr respetively. We also preompute the array re, where
re[i] = maximum j suh that P(y[n− i . . n − 1]) ⊂ P(y[j . . n − i − 1])
in linear time using the properties of Lemma 5.1.10. We only show the
version of the algorithm that uses the S-signature as it is almost the same
as with the version using the P-signature.
ALGORITHM All-Weak-Abelian-Periods-S(y, n,LS,re)
1: for p← 1 to n do
2: if p ≥ n− re(n mod p)− n mod p then
3: i← 1;





) and (LS[(i+1)∗p−1]−LS[ip−1]) = LS[p−1])
do
5: i← i+ 1;







Theorem 5.1.11 Algorithm All-Weak-Abelian-Periods-S runs in
time O(nlogn).
Proof Computation of the arrays LS and re is done in linear time as
it is easy to see that eah letter is heked at most one during that
phase of preproessing. During the exeution of the main algorithm we
go over only from some fators of y whih are heked at most one.
These determine the omplexity of our algorithm:∑|y|






⌋ ≤ n∑|y|i=1 1i






→ ln(n)+γ, where γ is the Euler-
Masheroni onstant, and so we get the above result. 
Theorem 5.1.12 Algorithm All-Weak-Abelian-Periods-S has
Θ(n) best ase running time.
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Proof Consider an alphabet Σ. It is easy to see that the word y =
Σ[1]Σ[2] . .Σ[σ], where Σ[i] is the ith letter of Σ, has no abelian periods.
On exeuting our algorithms re is full of −1 and therefore we never enter
the if part of the main loop of the algorithm, thus only ounting from
p ← 1 to n. No better running time is possible as preproessing needs
Θ(n) time. 
Identifying all abelian periods
We propose two algorithms for the solution of Problem 5. The rst
one maps eah letter to a suitable number suh that eah fator of the
string an be identied by the unique sum of the numbers orresponding
to its letters (S-signature). The other one maps eah letter to a prime
number suh that eah fator of the string an be identied by the unique
produt of the numbers orresponding to its letters (P-signature). We
are then able to perform the required heks of parikh vetors, neessary
to identify abelian periods, with just one operation using ideas from
algorithms from the preliminary problems.
S-Signature algorithm
This algorithm makes use of the S-signature of fators of y in order to
make rapid omparison of Parikh vetors. It takes as input the string
y, its length n and the arrays LS, rs and re and outputs all the abelian





we hek all possible values of p from rs(h)− h + 1 to n− h. For (h, p)
to be an abelian period we need:
1. P(y[0 . . h− 1]) ⊂ P(y[h . . h+ p− 1]),
i.e. p ≥ rs(h)− h+ 1.
2. P(y[h . . h + p − 1]) = P(y[h + p . . h + 2p − 1]) = · · · = P(y[h +
(((n− h) mod p)− 1)p . . h + ((n− h) mod p)p− 1]),
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i.e. (LS[(i+1)∗p+h−1]−LS[ip+h−1]) = LS[p+h−1]−LS[h−1])
for all i ∈ {2, 3, . . . , ((n− h) mod p)− 1}.
3. P(y[h+ ((n− h) mod p)p . . n− 1]) ⊂ P(y[h . . h + p− 1]),
i.e.p ≥ n− re((n− h) mod p)− (n− h) mod p.
ALGORITHM All-Abelian-Periods-S(y, n,LS,rs,re)




2: for p← rs(h) to n− h do
3: if p ≥ n− re((n− h) mod p)− (n− h) mod p then
4: i← 1;





) and (LS[(i+1)∗p+h−1]−LS[ip+h−1]) =
LS[p+ h− 1]− LS[h− 1]) do
6: i← i+ 1;






8: Output (h, p);
Theorem 5.1.13 Algorithm All-Abelian-Periods-S runs in O(n2)
time.
Proof Computation of the arrays LS, rs and re is done in linear time
as it is easy to see that eah letter is heked at most one during that
phase of preproessing. The neessary powers of n + 1 are omputed in
Θ(σ) time, where σ ≤ n. During the exeution of the main algorithm
all the fators of y (n(n+1)
2
) are heked at most one whih gives time
omplexity O(n2). 
P-signature algorithm
This algorithm makes use of the P-signature of fators of y in order to
make rapid omparison of Parikh vetors. It takes as input the string
y, its length n and the arrays Pr, rs and re and outputs all the abelian





we hek all possible values of p from h+ 1 to n− h. For (h, p) to be an
abelian period we need:
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1. P(y[0 . . h− 1]) ⊂ P(y[h . . h+ p− 1]),
i.e. p ≥ rs(h)− h+ 1.
2. P(y[h . . h + p − 1]) = P(y[h + p . . h + 2p − 1]) = · · · = P(y[h +
(((n− h) mod p)− 1)p . . h + ((n− h) mod p)p− 1]),
i.e. (Pr[(i+1) ∗ p+ h− 1]/Pr[ip+ h− 1]) = Pr[p+ h− 1]/Pr[h− 1])
for all i ∈ {1, 2, . . . , ((n− h) mod p)− 1}
3. P(y[h+ ((n− h) mod p)p . . n− 1]) ⊂ P(y[h . . h + p− 1]),
i.e. p ≥ n− re((n− h) mod p)− (n− h) mod p.
ALGORITHM All-Abelian-Periods-P(y, n,Pr)




2: for p← rs(h) to n− h do
3: if p ≥ rs(h)− h+ 1 then
4: i← 1;





) and (Pr[(i+1)∗p+h−1]/Pr[ip+h−1]) =
Pr[p + h− 1]/Pr[h− 1]) do
6: i← i+ 1;






8: Output (h, p);
Theorem 5.1.14 Algorithm All-Abelian-Periods-P runs in O(n2)
time.
Proof Computation of the arrays Pr, rs and re is done in linear time
as it is easy to see that eah letter is heked at most one during that
phase of preproessing. During the exeution of the main algorithm
all the fators of y (n(n+1)
2
) are heked at most one whih gives time
omplexity O(n2). 
An example
We provide an example, providing the data strutures build for the exe-
ution of our algorithm on the string y = acabbacabbca.
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i 0 1 2 3 4 5 6 7 8 9 10 11
y[i] a  a b b a  a b b  a
LS[i] 0 13 13 14 15 15 28 28 29 30 43 43
Pr[i] 2 10 20 60 180 360 1800 3600 10800 32400 162000 324000
rs[i] 0 2 6 7 7 9 12 12 12 12 12 12
re[i] 11 7 6 6 3 2 -1 -1 -1 -1 -1 -1
In order to alulate the P-signature of fators of y we use the mapping
p : {a, b, c} → {2, 3, 5}, suh that:
p(a) = 2 p(b) = 3 p(c) = 5
In order to alulate the S-signature of fators of y we use the mapping
s : {a, b, c} → {0, 1, 13}, suh that:
s(a) = 0 s(b) = 1 s(c) = 13
All abelian periods of y are:
(0, 5), (0, 7), (0, 8), (0, 9), (0, 10), (0, 11), (0, 12), (1, 6), (1, 7), (1, 8),
(1, 9), (1, 10), (1, 11), (2, 5), (2, 6), (2, 7), (2, 8), (2, 9), (2, 10), (3, 5),
(3, 6), (3, 7), (3, 8), (3, 9), (4, 5), (4, 6), (4, 7), (4, 8), (5, 6), (5, 7)
5.1.4 Further omments on the omplexity of the
above algorithms
In this subsetion we give more details on the omplexity of the suggested
algorithms. We laim that they are optimal under the natural enoding
suggested by the denition of the abelian period and that they have a
best ase linear running time. We also observe that a large alphabet
size may lead to the reation of large numbers during the exeution of
our algorithms. However when dealing with appliations σ is very small
ompared to n and so our algorithms are eient.
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Theorem 5.1.15 Algorithm All-Abelian-Periods-P and Algorithm
All-Abelian-Periods-S are optimal.
Proof Consider the word an. As suggested in [114℄ it has O(n2) abelian
periods, whih is also the worst ase running time of our algorithms. 
Theorem 5.1.16 Algorithm All-Abelian-Periods-P and Algorithm
All-Abelian-Periods-S have Ω(n) best ase running time.
Proof Consider an alphabet Σ. It is easy to see that the word y =
Σ[1]Σ[2] . .Σ[σ], where Σ[i] is the ith letter of Σ, has no abelian periods.
On exeuting our algorithms rs is full of n and therefore we never enter




. No better running time is possible as preproessing needs Θ(n)
time. 
As mentioned before a large alphabet size may lead to the reation
of large numbers during the exeution of our algorithms. In partiular it
is the signatures of the fators that might grow too large. The following
theorems show the worst ase size that they an have.
Theorem 5.1.17 The number of digits of variables used during the ex-
eution of Algorithm All-Abelian-Periods-P is O(n log( σ
log(σ))
)).
Proof Consider an alphabet Σ.
The biggest variable enountered during the exeution of the algorithm
is the P-signature of the word y = (Σ[σ|])n, where Σ[i] is the ith letter of
Σ.
That means P-signature(y) = (ith prime number)
n
.
As suggested by Corollary 5.1.3, P-signature(y) is O(( σ
log(σ)
)n). 
Theorem 5.1.18 The number of digits of variables used during the ex-
eution of Algorithm All-Abelian-Periods-S is O(σ log(n)).
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Proof Consider an alphabet Σ.
The biggest variable enountered during the exeution of the algorithm
is the S-signature of the word y = (Σ[σ|])n, where Σ[i] is the ith letter of
Σ. That means S-signature(y) = n(n+ 1)σ−2 
Fortunately the numbers formed when we exeute Algorithm All-
Abelian-Periods-P an be further redued by taking logarithms of
the signatures as shown in the denitions below:
• The P ′-signature of a word y is dened to be equal to log(∏|y|−1i=0
p(y[i])).
• The array Pr′ is given by Pr′[i] = log(∏ij=0 p(y[j]))
The array Pr
′
is useful in omputing the P ′-signature of substrings of
y, as:
P ′-signature(y[q . . k]) =


Pr[k]− Pr[q − 1], q 6= 0
Pr[k], q = 0
(5.4)
As before the array Pr
′
an be easily alulated using the proper-
ties Pr
′[0] = log(p(y[0])) and Pr′[i] = Pr′[i − 1] + log(p(y[i])) for 1 ≤
i ≤ n − 1. As of Theorem 5.1.17 the number of digits of variables
used during the exeution of Algorithm All-Abelian-Periods-P is
O(log(n log( σ
log(σ)
))) = O(logn), while the running time of the algorithm
is the same.
To onlude, the algorithms that use the S-signature, seem to be faster
than the algorithms that use the P-signature. This is a onsequene of
the last two theorems, where it is shown that in the same problem the
algorithms that use the S-signature are usually smaller than their orre-
sponding P-signatures. Furthermore in order to ompute S-signatures we
need to perform additions and subtrations instead of multipliations and
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divisions, whih are required to ompute P-signatures and are generally
more time onsuming.
5.2 Abelian borders in words
5.2.1 Properties
In this setion we prove some properties regarding the abelian borders of
a word. We also quote some results from the literature that are relevant
to the struture of Thue-Morse words.
The following lemma shows that the abelian borders of a word x our
in omplementary pairs, i.e. pairs whose lengths sum up to n.
Lemma 5.2.1 The abelian borders of a word x our in omplementary




, if it exists.
Proof Diret onsequene of the denition of the abelian border. 
The following lemma shows that the shortest abelian border and the
longest abelian border of a word are also omplementary, i.e. the sum of
their lengths is equal to the length of the word.
Lemma 5.2.2 The length of the longest abelian border of a word x[1 . . n],
b, is equal to n − b′, where b′ denotes the length of the shortest abelian
border of x.
Proof Let x[1 . . b], where 1 ≤ b < n, be the longest abelian border of x.
By denition x[b + 1 . . n] is an abelian border of x.
Suppose there exists a shorter abelian border x[j . . n], where b+1 < j ≤
n. Then x[1 . . j − 1] is an abelian border longer than x[1 . . b] (ontradi-
tion). 
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Corollary 5.2.3 The longest abelian border of a word x[1..n] has length
greater than or equal to ⌈n/2⌉, if it exists.
The following lemmas provide us with information about the struture
of Thue-Morse words.
Lemma 5.2.4 [25℄ T2n is a palindrome for any n > 1.
5.2.2 Identifying all abelian borders
In this setion we will show a Θ(n) algorithm for the identiation of all
abelian borders of a word. However, before proeeding with the algorithm
we need to introdue the vetor V (i), whih gives the dierene between
the Parikh vetors of the prex and the sux of x of length i, i.e.
V (i) = P(x[1 . . i])− P(x[n− i+ 1 . . n]).
Algorithm All-Abelian-Borders omputes the vetor V (i) intro-
dued before for 1 ≤ i < ⌊n
2
⌋ and outputs i (the length of a prex/sux
whih is an abelian border of x) if V = 0. Due to omplementarity of
the abelian borders (Lemma 5.2.1) the length of the rest of the prexes
that are abelian borders of x is given by
n− the length of an abelian border found before.
This algorithm implements ideas presented in the algorithm in [?℄,
whih outputs all the abelian squares in x. An abelian border of a word
x is simply an abelian square in xx having its entre in the entre of
xx. The algorithm of Cummings and Smyth in [?℄ an identify suh
squares in linear time. Similar algorithms an also be designed using the
P-signature or the S-signature of fators of x (as dened in [60℄).
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ALGORITHM All-Abelian-Borders(x, n, σ, f)
1: V ← 0;
2: zeros← σ;
3: V [f(x[1])]← V [f(x[1])] + 1;
4: V [f(x[n])]← V [f(x[n])]− 1;
5: if V [f(x[n])] = 0 then
6: Output 1;
7: else
8: zeros← σ − 2;
9: for i← 2 to ⌊n
2
⌋ do
10: V [f(x[i])]← V [f(x[i])] + 1;
11: if V [f(x[i])] = 0 then
12: zeros← zeros + 1;
13: if V [f(x[i])] = 1 then
14: zeros← zeros− 1;
15: V [f(x[n− i+ 1])]← V [f(x[n− i+ 1])]− 1;
16: if V [f(x[n− i+ 1])] = 0 then
17: zeros← zeros− 1;
18: if V [f(x[n− i+ 1])] = −1 then
19: zeros← zeros + 1;
20: if zeros = σ then
21: Output i;
5.2.3 Abelian borders in Thue-Morse words
In this setion we investigate the appearane of abelian borders in Thue-
Morse words. More speially we identify all the abelian borders of
Thue-Morse words, using their denition via morphism.
Theorem 5.2.5
All abelian borders of Tn are:


all prexes of Tn − {∅, Tn}
, ifn is even
all prexes of Tn of even length
−{∅, Tn}, ifn is odd
Proof The rst ase is a diret onsequene of Lemma 5.2.4. In the
ase that n is odd we will use the denition of a Thue-Morse word via
morphisms. Let a(x) be a funtion giving the number of zeros that exist
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in a word x. Then:
a(Tn[1 . . 2k]) = a(m(Tn−1[1])m(Tn−1[2]) . . .m(Tn−1[k]))
= a(m(Tn−1[|Tn−1| − k + 1])m(Tn−1[|Tn−1| − k + 2])
. . .m(Tn−1[|Tn−1|])]))
= a(Tn[|Tn| − 2k + 1 . . |Tn|]))
Therefore all non-empty prexes of Tn of even length are abelian borders
of Tn. In the ase of a prex of odd length the Parikh vetors of the
prex minus its last letter and the sux minus its rst letter math (as
shown above). Lemma 5.2.4 suggests that the last letter of the prex
and the rst letter of the sux result from the ation of the morphism
on the same letter of Tn−1, thus produing a dierent letter. 
5.2.4 Average ase analysis
In this setion we investigate properties of the abelian borders of a word
in the average ase. More speially we omment on the average length
of the abelian borders of a word and the frequeny of abelian borders in
a binary word in the average ase.
The average length of the abelian borders of a word is found using the
omplementarity property of abelian borders as shown in the theorem
below.
Theorem 5.2.6 The average length of the abelian borders of a word x
of length n, in the ase that x has abelian borders, is n
2
.
Proof Obviously if x has no abelian borders then the average length
of its abelian borders(ℓ) does not exist. In the ase that x has abelian
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borders Lemma 5.2.1 holds and therefore:
ℓ =
Sum of the lengths of abelian borders of x
number of abelian borders of x
=
(number of abelian borders of x)n
2





It seems that abelian borders appear frequently in a word. In order
to omment on that frequeny we will study the behaviour of the average
number of abelian borders in Wn, the set of binary words of length n.
This average is the same as the expeted value of abelian borders when
we onsider a binary word x, |x| = n with the letters of the word drawn





Bounds on the expeted number of abelian borders of a binary word
x of length n are given below using ombinatorial identities for entral
binomial oeients as well as simple alulus.
Lemma 5.2.7 A binary word of length n has Ω(
√
n) abelian borders on
average.
Proof Let x be a binary word of length n, with its letters drawn inde-








0, x[1 . . i] is not an abelian border of x
1, x[1 . . i] is an abelian border of x
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Proof Lemma 5.2.7 suggests that the expeted number of abelian bor-
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dx for n = 10
We summarise the above results in the following theorem.
Theorem 5.2.9 A binary word x of length n has Θ(
√
n) abelian borders
on average. In fat if this quantity is denoted by EAB(x) we have:
√
2(n+ 1)− 2 ≤ EAB(x) ≤ 2√n− 1, if n is odd
or
√
2n− 2 + 1√
2n
≤ EAB(x) ≤ 2√n− 2 + 1√
n
, if n is even.
5.2.5 Abelian borders in binary words
Before proeeding we need to introdue some more denitions. A Dyk
word of length 2n is a binary string onsisting of n zeros and n ones
suh that no prex of the string has more ones than zeros. It is known
that Catalan numbers enumerate Dyk words ([144℄). The nth Catalan
number is given in terms of binomial oeients:
105
















for n ≥ 0
Let Wn denote the set of binary words of length n, and Sn denote the
subset of Wn having no abelian borders. The rst elements of Sn are:
S1 = {0, 1}, S2 = {01, 10}, S3 = {001, 011, 100, 110},
S4 = {0001, 0011, 0111, 1000, 1100, 1110}
Similarly, we denote by S
′
n the omplementary set of Sn, the set of




2 = {00, 11}, S
′
3 = {000, 010, 101, 111},
S
′
4 = {0000, 0010, 0100, 0110, 1001, 1011, 1101, 1111, 0101, 1010}
In the following lemma, we establish the relation of abelian borders
to Dyk words.
Lemma 5.2.10 A binary word x of length n has a shortest abelian border
of length k, 2 ≤ k ≤ ⌊n
2
⌋, i x[1 . . k] is the shortest prex of x that
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a, if x[i] = x[n + 1− i]
b, if x[i] = 0 and x[n + 1− i] = 1
c, if x[i] = 1 and x[n + 1− i] = 0
Let z be a subsequene of y of length ℓ, onstruted by removing all
a's from y. If z begins with a b, then every prex z[1 . . j] of z, where
1 ≤ j ≤ ℓ − 1, ontains more b's than c's. But, sine x has an abelian
border of length k, the number of b's in z is the same as the number
of c's. Therefore, z is a Dyk word (with b orresponding to 0 and c
orresponding to 1). When z begins with a c the situation is similar.
(If ase)
Following the reverse proedure, we an onstrut every word having
a shortest abelian border of length k by nding the appropriate Dyk
word and interspersing its symbols with zeros and ones, as shown above.

In [144℄ it was established that the number of Dyk words of length
















The following lemmas provide bounds on the number of words in Wn
that have shortest abelian border of length k.
Lemma 5.2.11 The number of binary words of length n with a shortest
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Proof Clearly, if k = 1 the binary words of length n with shortest abelian
border of length 1 are of form 0x0 or 1x1 where x ∈ Wn−1. The number
of these words is 2n−1, whih veries the above statement.
For k ≥ 2, Lemma 5.2.10 suggests that the shortest border x[1 . . k]
ontains a Dyk word (or its binary negation) as a subsequene. There-
fore, the number of binary words of length n with shortest abelian border






(number of Dyk words of length 2i)×
(number of ways for their plaement)×
(words for the rest of the positions of the borders)×




























































































































Lemma 5.2.12 The number of binary words of length n with a shortest





). In fat that number is at least
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Proof The ase for k = 1 is overed in Lemma 5.2.11.

































































































































































πk(k − 1)(−5 · 2
k−1 + 2
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We summarize the above results in the following theorem.
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Theorem 5.2.13 The number of binary words of length n with shortest


















One an apply the above results diretly to get bounds on the size
of Sn or S
′
n. However, this would yield very broad bounds. In order
to get tighter bounds, we employ redution tehniques as shown in the
following propositions.
Proposition 5.2.14 |S ′n| is Θ(2n). In fat, |S ′n| lies between 23 · 2n − 23
and 2n, when n is even, and between 1
3
· 2n − 2
3
and 2n, when n is odd.
Proof The upper bound is obvious. For the lower bound, we will on-
sider how to onstrut the entries that belong to S
′
n:
• 0x0 and 1x1, where x is a binary word with length n− 2.
• 01x01 and 10x10, where x is a binary word with length n− 4.
• 001x001 and 110x110, where x is a binary word with length n− 6.
• . . .
• x1x1 and y0y0, where x is a word omposed by n
2
− 1 zeros and y







n ≥ 2 · 2n−2 + 2 · 2n−4 + 2 · 2n−6 + · · ·+ 2 · 2n−2 + 2 · 22 + 2 · 20










Similarly, when n is odd we get that |S ′n| ≥ 13 · 2n − 23 . 
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Proof First, onsider that n is even with n = 2k, k ≥ 3 and x ∈ Sn.
Then, x an be written as the onatenation x = x1x2x3, where x1x3 ∈
Sn−2, |x1| = |x3| = k − 1, and |x2| = 2. Obviously, if x1[1] = 0 then
x3[k − 1] = 1 and x2 ∈ {00, 01, 11} always gives a valid ase. On the
other hand, if x1[1] = 1 then x3[k − 1] = 0 and x2 ∈ {00, 10, 11} always
gives a valid ase. Therefore, Sn ≥ 3Sn−2.
Similarly, x an be written as x = x1x2x3 where x1x3 ∈ Sn−4 and
|x2| = 4. In this ase, if x1[1] = 0 then x3[k−1] = 1 and x2 = 0101 always
gives a valid ase. On the other hand, if x1[1] = 1 then x3[k−1] = 0 and
x2 = 1010 always gives a valid ase. Therefore |Sn| ≥ 3|Sn−2|+ |Sn−4|.
Solving the above reurrene relation with initial onditions |S2| = 2

















In the ase that n is odd, n = 2k + 1 with k ≥ 3 and x ∈ Sn, we
have x = x1x2x3 where x1x3 ∈ Sn−1, |x2| = |x3| = k and x2 ∈ {0, 1}.
Therefore:

















































By using Theorem 5.2.13 we obtain bounds for the average size of the
shortest border of words in S
′
n, as shown below.
Theorem 5.2.16 On average a word in S
′
n has shortest border of length
Θ(
√






2(n+ 2)− 2) and 6n√
π
.
Proof As in Theorem 5.2.13, on average a word in S
′
n has shortest border
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5.2.6 Identifying the shortest abelian border
The results shown in the previous setion have appliations to the anal-
ysis of algorithms identifying abelian borders. More speially, we give
an algorithm that nds the shortest abelian border of a word, thus iden-
tifying whether a word is abelian border-free, and we prove that it has
Θ(
√














 0  1  2  3  4  5  6  7  8  9  10
y
x













dx for n = 10
Before proeeding with the algorithm, we need to introdue the vetor
Vx(i), whih gives the dierene between the Parikh vetors of the prex
and the sux of x of length i, i.e.
Vx(i) = P(x[1 . . i])− P(x[n− i+ 1 . . n]).
ALGORITHM Shortest-Abelian-Border(x, n, σ, φ)
1: V ← 0;
2: zeros = σ;
3: V [φ(x[1])]← V [φ(x[1])] + 1;
4: V [φ(x[n])]← V [φ(x[n])]− 1;
5: if V [φ(x[n])] = 0 then
6: Output 1 and HALT;
7: else
8: zeros = σ − 2;
9: for i← 2 to ⌊n
2
⌋ do
10: V [φ(x[i])]← V [φ(y[i])] + 1;
11: if V [φ(x[i])] = 0 then
12: zeros = zeros + 1;
13: if V [φ(x[i])] = 1 then
14: zeros = zeros− 1;
15: V [φ(x[n− i+ 1])]← V [φ(x[n− i+ 1])]− 1;
16: if V [φ(x[n− i+ 1])] = 0 then
17: zeros = zeros + 1;
18: if V [φ(x[n− i+ 1])] = −1 then
19: zeros = zeros + 1;
20: if zeros = σ then
21: Output i and HALT;
22: Output n and HALT;
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Algorithm Shortest-Abelian-Border omputes the vetor Vx
and outputs i (the length of a prex/sux whih is an abelian border
of x) whenever V = 0. The abelian borders of a word x our in om-




, if it exists [49℄. Due to this omplementarity of




It is easy to observe that the algorithm works in O(n) time. In the
next lines we will prove that in the ase that a string from S
′
n is given as
input the algorithm works in Θ(
√
n) time on average.
Theorem 5.2.17 Algorithm Shortest-Abelian-Border omputes




n) time on average.
Proof Clearly, the running time of Algorithm Shortest-Abelian-
Border is proportional to the length of the shortest border of x, whih
is Θ(
√




Fibonai words are important in many onepts [24℄ and are often ited
as a worst ase example for many string algorithms. Over the years muh
researh has been done on them, e.g. loating all fators of a Fibonai
string [69℄, haraterizing all squares of a Fibonai string [118, 151℄,
identifying all runs of a Fibonai string[167, 169℄, loating all maximal
quasiperiodiities of a Fibonai string [133℄, identifying all overs of
a irular Fibonai string [152℄, identifying all borders of a Fibonai
string [85℄, nding palindromes of a Fibonai string [97℄, et. Some
researh has also been extended to Tribonai strings [209, 211, 228℄.
Unfortunately not muh is known about quasiperiodiities in Fibonai
words. We prove some properties of seeds, overs, periods and borders
used later for nding quasiperiodiities in Fibonai strings. We are then
able to identify quasiperiodiities in Fibonai strings (Setion 6.1.2) and
irular Fibonai strings (Setion 6.1.3). We give further omments on
the number of distint seeds in Fibonai strings and [62, 63℄ we inves-
tigate the appearane of overlapping fators in Fibonai words whih
will help to provide some bounds on the maximum number of distint
overlapping fators in a word [52℄. Furthermore we omment on the
appearane of abelian borders in Fibonai words [49℄.
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After a series of eorts in the last years ([81, 82, 123, 129, 168, 192,
191, 202, 214, 215℄) modied Padovan words have provided the urrent
lower bound for the maximum number of runs in a word [220℄. However
Simpson [220℄ altered the denition of the Padovan words using some
reversing funtions to produe run riher words. In this hapter, we
give the rst formal study of the Padovan word. We formally dene it
similarly to [220℄ and we identify all its borders and overs as well as
revealing some interesting properties regarding its fator struture, its
squares and its ubes using tehniques similar to the ones in [62, 63, 52℄.
6.1 Quasiperiodiities in Fibonai strings
6.1.1 Properties
In this setion, we quote from the literature some properties for the
borders and the fator struture of Fibonai words that will prove useful
later on. We also prove some additional fats about the fator struture
of Fibonai words.
Lemma 6.1.1 [223℄ The letters a of F∞ an be found at the positions
given by the suessive values of the Lower Wytho sequene (OEIS
A000201): ⌊nφ⌋
Lemma 6.1.2 [223℄ The letters b of F∞ an be found at the positions
given by the suessive values of the Upper Wytho sequene (OEIS
A001950): ⌊nφ2⌋
116
Part III Chapter 6. Fibonai words
Lemma 6.1.3 [85℄
All borders of Fn are:


{}, n ∈ {0, 1, 2}
{Fn−2, Fn−4, Fn−6, . . . F1}, n = 2k + 1,k ≥ 1
{Fn−2, Fn−4, Fn−6, . . . F2}, n = 2k,k ≥ 2
(6.1)
Lemma 6.1.4 [85℄ For n ≥ 1, the set of nonâempty borders of Fn is
{Fn, Fn−2, Fn−4, Fn−6, . . . Fk}
where k = 1 if n is odd and k = 2 if n is even.
Lemma 6.1.5 [151℄ Fk = Pkδk, where Pk = Fk−2Fk−3 . . F1, k ≥ 2 and
δk = ab if k is even or δk = ba otherwise.
Proof Easily proved by indution. 
It is sometimes useful to onsider the expansion of a Fibonai string
as a onatenation of two Fibonai fators. We dene the (Fm, Fm−1)-
expansion of Fn, where n ∈ {2, 3, . . . } and m ∈ {1, 2, . . . , n − 1}, as
follows:
• Expand Fn using the reurrene formula as Fn−1Fn−2.
• Expand Fn−1 using the reurrene formula as Fn−2Fn−3.
• Keep expanding as above until Fm+1 is expanded.
Lemma 6.1.6 The (Fm, Fm−1)-expansion of Fn, where n ∈ {2, 3, . . . }
and m ∈ {1, 2, . . . , n− 1} is unique.
Proof Easily proved by indution. 
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Lemma 6.1.7 The starting positions of the ourrenes of Fm in Fn
are the starting positions of the fators onsidered in the (Fm, Fm−1)-
expansion of Fn, where n ∈ {2, 3, . . . } and m ∈ {1, 2, . . . , n − 1} exept
from the last Fm−1, if it is a border of Fn.
Proof
Using the reurrene relation we an get the (Fm, Fm−1)-expansion of Fn
as shown before:
Fn = FmFm−1FmFmFm−1FmFm−1Fm . . .
We an now observe many ourrenes of Fm in Fn. Any other o-
urrene should have one of the following forms (note that there are no
onseutive Fm−1 in the above expansion):
• xy, where x is a nonempty sux of Fm and y a nonempty prex
of Fm−1. Then both x and y are borders of Fm. It holds that
|x| + |y| = |Fm| = |Fm−1| + |Fm−2|, but |x| ≤ |Fm−2|, |y| ≤ |Fm−2|
and so there exists no suh ourrene of Fm in Fn.
• xy, where x is a nonempty sux of Fm−1 and y a nonempty prex
of Fm. Then y is also a border of Fm and so belongs to {Fm−2, Fm−4,
. . . F1}, if n is odd, or to {Fm−2, Fm−4 . . . F2}, otherwise. But |x|+
|y| = |Fm| and 0 < |x| ≤ |Fm−1| so in either ase the only solution
is x = Fm−1 and y = Fm−2 giving the ourrenes of Fm at the
starting positions of Fm−1 in the above expansion.
• xFm−1y, where x is a nonempty sux of Fm and y a nonempty
prex of Fm. Then both x and y are borders of Fm. It holds that
|x|+ |y| = |Fm−2|, but as both x and y are nonempty |x| ≤ |Fm−4|,
|y| ≤ |Fm−4| and so there exists no suh ourrene of Fm in Fn.
• xy, where x is a nonempty sux of Fm and y a nonempty pre-
x of Fm(note that there is no suh ourrene in the Fn−2, Fn−1
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expansion). Then both x and y are borders of Fm. It holds that
|x| + |y| = |Fm|, but as both x and y are nonempty |x| ≤ |Fm−2|,
|y| ≤ |Fm−2| and so there exists no suh ourrene of Fm in Fn.

Lemma 6.1.8 For every integer n ≥ 5, Fn[1 . . |Fn−1| − 1] is not a left
seed of Fn.
Proof Using the reurrene relation we an expand Fn , n ≥ 5, in
the following two ways:
Fn = Fn−2Fn−3Fn−2 = Fn−2Fn−2Fn−5Fn−4
Then one an see that x = Fn[1 . . |Fn−1| − 1] = Fn−2Pn−3δn−3[1]
(Lemma 6.1.5). Using Lemma 6.1.7 we an see that by expanding x from
the prex and sux positions of Fn−2 we over Fn exept Fn[|Fn−1|]. Ex-
panding Fn−2 from its middle ourrene yields the fator y = Fn−2Fn−5
Pn−4δn−4[1] = Fn−2Pn−3δn−4[1]. It is easy to see that x and y dier at
their last letter and hene the above result follows.

Lemma 6.1.9 For every integer n ≥ 5, xFn−4, where x is a sux of
Fn−3 and 0 < |x| < Fn−3, is not a right seed of Fn.
Proof Using the reurrene relation we an expand Fn, n ≥ 5, in the
following way:
Fn = Fn−4Fn−5Fn−4Fn−4Fn−5Fn−4Fn−5Fn−4
Then any right seed of the form xFn−4, 0 < |x| < |Fn−3|, has x as a sux
of Fn−4Fn−5. Clearly the 3 ourrenes of Fn−4 at the starting positions
of Fn−5 (Lemma 6.1.7) annot be expanded to their left to give right
seeds as an Fn−4 is to their left, whih has a dierent ending than that
of Fn−5 (Lemma 6.1.5). Then Fn[|Fn−4|+ |Fn−5|+ |Fn−4|+ 1] annot be
overed by expanding the other 5 ourrenes of Fn−4 in Fn. 
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Lemma 6.1.10 There is no Fm−1Fm−1 in the Fm, Fm−1 expansion of Fn,
where n ∈ {2, 3, . . . } and m ∈ {1, 2, . . . , n− 1}.
Proof Any Fm−1 in the expansion omes from an expanded Fm+1 =
FmFm−1. Therefore, any Fm−1 in the Fm, Fm−1 expansion of Fn must be
preeded by a Fm. 
Lemma 6.1.11 There is no FmFmFm in the Fm, Fm−1 expansion of Fn,
where n ∈ {2, 3, . . . } and m ∈ {1, 2, . . . , n− 1}.
Proof The above statement holds for m = n − 1, sine |Fn| < 3|Fn−1|.
For m < n−1, Lemma 6.1.10 shows that any Fm in the Fm+1, Fm expan-
sion of Fn, where n ∈ {2, 3, . . . } and m ∈ {1, 2, . . . , n − 2}, is preeded
by a Fm+1 and followed by a Fm+1 or nothing, giving the following ases:
• Expanding Fm+1FmFm+1 to FmFm−1FmFmFm−1 gives no FmFmFm
in the expansion as FmFm−1FmFmFm−1 ontains no FmFmFm and
it an be preeded by at most one Fm (Lemma 6.1.10).
• Expanding Fm+1Fm to FmFm−1Fm gives no FmFmFm in the expan-
sion as FmFm−1Fm ontains no FmFmFm and it an be preeded by
at most one Fm (Lemma 6.1.10).

The following lemmas show some fats regarding the Fibonai se-
quene that will prove useful later on the solution of the problems that
we are onsidering.
Lemma 6.1.12 [99℄ The sum of the rst n Fibonai numbers is the
(n+ 2)th Fibonai number minus 1, i.e.
∑n
i=1 fi = fn+2 − 1.
Lemma 6.1.13 [99℄ The sum of the squares of the rst n Fibonai
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2n+1 − 1.
6.1.2 Quasiperiodiities in Fibonai strings
In this setion we identify quasiperiodiities in Fibonai strings (left
seeds, right seeds, seeds, overs).
Identifying all overs of a Fibonai string is made possible by iden-
tifying the longest over of the string and then applying Lemma 6.3.2 as
shown in the theorem below.
Theorem 6.1.17
All overs of Fn are:


Fn, n ∈ {0, 1, 2, 3, 4}
{Fn, Fn−2, Fn−4, Fn−6, . . . F3}, n = 2k + 1,k ≥ 2
{Fn, Fn−2, Fn−4, Fn−6, . . . F4}, n = 2k,k ≥ 3
(6.2)
Proof It is easy to see that the theorem holds for n ∈ {0, 1, 2, 3, 4}.
Using the reurrene relation we an expand Fn , n ≥ 5 , in the following
two ways:
Fn = Fn−2Fn−3Fn−2 = Fn−2Fn−2Fn−5Fn−4
It is now obvious that Fn−2 is a over of Fn. By Lemma 6.1.3 Fn−2 is
also the longest border of Fn and therefore the seond longest over of
Fn (after Fn). Similarly Fn−4 is the longest over of Fn−2, Fn−6 is the
longest over of Fn−4, et. Hene by following Lemma 6.3.2 we get the
above result. 
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Corollary 6.1.18
The number of overs of Fn is:


1, n ∈ {0, 1, 2, 3, 4}
n−1
2
, n = 2k + 1,k ≥ 2
n
2
− 1, n = 2k,k ≥ 3
(6.3)
Identifying left seeds of a Fibonai string Fn is made possible for
large n by haraterizing eah possible left seed as a fator of the form
Fmx, where m ∈ {3, . . . n − 1} and x a possibly empty prex of Fm−1.
We then use the (Fm, Fm−1)-expansion of Fn along with Lemma 6.1.8
and the following result follows.
Theorem 6.1.19 All left seeds of Fn are:
• Fn, if n ∈ {0, 1, 2}
• {ab, aba}, if n = 3
• {Fn−1x: x a possibly empty prex of Fn−2} ∪n−2m=3{Fmx: x a possibly
empty prex of Fm−1[1 . . |Fm−1| − 2]}, if n ≥ 4
Proof It is easy to see that the theorem holds for n ∈ {0, 1, 2, 3, 4}.
For even n ≥ 5 by Theorem 6.1.17 {Fn, Fn−2, Fn−4, . . . F4} are ov-
ers of Fn and therefore left seeds of Fn. Again by Theorem 6.1.17
{Fn−1, Fn−3, Fn−5, . . . F3} are all overs of Fn−1 whih is the period of Fn
and hene by Lemma 4.1.1 {Fn, Fn−1, Fn−2, . . . F3} are left seeds of Fn. By
making similar observations for odd n ≥ 5 we get that {Fn, Fn−1, Fn−2, . . . F3}
are all left seeds of Fn in either ase. Only a and ab might be shorter
left seeds but they are rejeted as they are not left seeds of F4 and so
they are not left seeds of any longer Fibonai string (F4 is a prex of
every other Fn, n ≥ 5). Therefore the remaining left seeds are of the
form Fmx, where m ∈ {3, 4, . . . , n− 1} and 0 < |x| < |Fm−1|. Using the
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reurrene relation we an get the (Fm, Fm−1)-expansion of Fn for any
m ∈ {3, 4, . . . , n− 1} as shown before:
Fn = FmFm−1FmFmFm−1FmFm−1Fm . . .
We then try to expand the seed from eah Fm, Fm−1 in the above expan-
sion as of Lemma 6.1.7 (note that there are no onseutive Fm−1 in the
above expansion).
FmFm−1 = FmPm−1δm−1
FmFm = FmFm−1Fm−2 = FmPm−1δm−1Fm−2
Fm−1Fm = Fm−1Fm−2Fm−3Fm−2 = FmFm−3Pm−2δm−2 = FmPm−1δm−2
It is now obvious that any Fmx, where m ∈ {3, 4, . . . , n − 1} and 0 <
|x| ≤ |Fm−1| − 2 is a left seed of Fn. Fn−1Fn−2[1 . . |Fn−2| − 1] is the
only other left seed as it overs the period of Fn (Lemma 4.1.1). That
there are no left seeds of form Fmx, where m ∈ {3, 4, . . . , n − 2} and
|x| = |Fm−1| − 1 follows from Lemma 6.1.8.

Corollary 6.1.20
The number of left seeds of Fn is:


1, n ∈ {0, 1, 2}
2, n ∈ {3}
|Fn| − n + 3, n ≥ 4
(6.4)
Identifying right seeds of a Fibonai string Fn is made possible for
large n by haraterizing eah possible right seed as a fator of the form
xFm, where m ∈ {3, 5, . . . n − 2} if n is odd or m ∈ {4, 6, . . . n − 2} if
n is even, and x is a possibly empty sux of Fm+1. We then use the
(Fm, Fm−1)-expansion of Fn along with Lemma 6.1.9 and the following
result follows.
Theorem 6.1.21 All right seeds of Fn are:
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• Fn, if n ∈ {0, 1, 2}
• {Fn, Fn−2, Fn−4, Fn−6, . . . F3} ∪ {xFn−3Fn−2: x a possibly empty
sux of Fn−2}, if n = 2k + 1, k ≥ 1
• {Fn, Fn−2, Fn−4, Fn−6, . . . F4} ∪ {xFn−3Fn−2: x a possibly empty
sux of Fn−2}, if n = 2k, k ≥ 2
Proof It is easy to see that the theorem holds for n ∈ {0, 1, 2, 3, 4}.
For even n ≥ 5, by Theorem 6.1.17 {Fn, Fn−2, Fn−4, . . . F4} are overs
of Fn and therefore right seeds of Fn. Only {baab, aab, ab, b} might be
shorter right seeds but they are rejeted as they are not right seeds of
F6 and so they are not right seeds of any Fn, where n even and n ≥ 5
(F6 is a sux of every other Fn, n even and n ≥ 5). Similarly for odd
n ≥ 5 {Fn, Fn−2, Fn−4, . . . F3} are right seeds of Fn and F3 is its shortest
right seed. Therefore the remaining right seeds are of the form xFm,
where 0 < |x| < |Fm+1| and m ∈ {4, 6, . . . , n − 2}, if n is even, or
m ∈ {3, 5, . . . , n− 2}, otherwise.
The only other right seeds are of the form xFn−3Fn−2 ,where x is a sux
of Fn−2 and 0 ≤ |x| < Fn, as it is easy to see that they over the period
of Fn (Lemma 4.1.2).
The fat that there are no right seeds of form xFn−2, where 0 < |x| <
|Fn−3|, follows from Lemma 6.1.7. Clearly the middle ourrene of Fn−2
annot be expanded to the left as an Fn−2 is to its left, whih has a
dierent ending than that of Fn−3 at the left of the last Fn−2. Then
Fn[|Fn−2| + 1] annot be overed by expanding the other 2 ourrenes
of Fn−2 in Fn.
The fat that there are no right seeds of the form xFm, where 0 < |x| <
|Fm+1| and m ∈ {4, 6, . . . , n − 4}, n is even, or m ∈ {3, 5, . . . , n − 4},
otherwise, follows from Lemma 6.1.9. 
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Corollary 6.1.22
The number of right seeds of Fn is:


1, n ∈ {0, 1, 2}
|Fn−2|+ n−12 , n = 2k + 1,k ≥ 1
|Fn−2|+ n2 − 1, n = 2k,k ≥ 2
(6.5)
Identifying all seeds of a Fibonai string Fn is made possible for
large n by haraterizing eah possible seed as a fator of the form xFmy,
where m ∈ {3, 4, . . . n−1} and x, y follow some restritions suh that Fm
is the longest Fibonai fator in the seed and no ourrene of Fm in the
seed starts from a position in x. We then use the (Fm, Fm−1)-expansion
of Fn along with Lemma 6.1.7 and the result below follows.
Theorem 6.1.23 All seeds of Fn are:
• all left/right seeds of Fn, if n ∈ {0, 1, 2, 3}
• all left/right seeds of Fn and baa, if n = 4
• all left/right seeds of Fn,
strings of form {xFmy: x a sux of Fm,y a prex of Fm−1, 0 <
|x| < |Fm|, 0 < |y| < |Fm−1| − 1, |x| + |y| ≥ Fm−1 and m ∈
{3, . . . , n− 3}},
strings of form {xFm−1Fmy: x a sux of Fm,y a prex of Fm−1,
|x|+ |y| ≥ Fm and m ∈ {3, . . . , n− 3}},
strings of form {xFn−2y: x a sux of Fn−2,y a prex of Fn−5Fn−4,
0 < |x| < |Fn−2|, 0 < |y| ≤ |Fn−3| and |x|+ |y| ≥ |Fn−3|}, if n ≥ 5
Proof It is easy to see that the theorem holds for n ∈ {0, 1, 2, 3, 4}. For
n ≥ 5 it is obvious that all left seeds of Fn and all right seeds of Fn are
also seeds of Fn.
Therefore the remaining seeds are of the form xFmy, suh that Fm is the
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leftmost ourrene of the longest Fibonai string present in the seed,
m ∈ {3, 4, . . . , n− 2}, |x| > 0 and |y| > 0.
Form = n−2 the expansion of Fn = Fn−2Fn−3Fn−2 = Fn−2Fn−2Fn−5Fn−4
is very small so we onsider it separately. By expanding the middle
ourrene of Fn−2 we get the seed xFn−2y, where 0 < |x| < |Fn−2|,
0 < |y| ≤ |Fn−3| and |x| + |y| ≥ |Fn−3|. As of Lemma 6.1.7 the re-
maining seeds of form xFmy, suh that Fm is the leftmost ourrene of
the longest Fibonai string present in the seed, m ∈ {3, 4, . . . , n − 3},
|x| > 0 and |y| > 0, have their leftmost Fm fator ourring in the
start position of either an Fm or an Fm−1 in the (Fm, Fm−1)-expansion of
Fn = FmFm−1FmFmFm−1FmFm−1Fm . . . We onsider the following ases
(note that there are no onseutive Fm−1 in the above expansion):
• A seed of form xFmy, suh that Fm has a Fm−1 to its left in the
(Fm, Fm−1)-expansion of Fn and 0 < |x| < Fm−1 (otherwise there
exist a new leftmost ourrene of Fm in the seed). The ourrenes
of Fm that we are onsidering have starting positions only from a
Fm in the expansion of Fn, then y an be up to Fm−1[1 . . |Fm−1| −
1] (otherwise a Fm+1 is reated). But suh a seed fails to over
Fn[|FmFm−1FmFm−1| − 1].
• A seed of form xFmy, suh that Fm has a Fm to its left in the
(Fm, Fm−1)-expansion of Fn and 0 < |x| < Fm (otherwise a Fm+1
is reated). If the ourrenes of Fm that we are onsidering have
starting positions both from a Fm and a Fm−1 in the expansion
of Fn, then y an be up to Fm−1[1 . . |Fm−1| − 2] (otherwise the
fators dier). Furthermore |x| + |y| ≥ |Fm−1| ,suh as to over
Fn[|FmFm−1|+1 . . |FmFm−1Fm|]. Suh a seed overs Fn as Fm+2 =
FmFm−1Fm = FmFmPm−1δm−2 is a left seed of Fn (Theorem 6.1.19)
omposing Fn with onatenations of overlap 0 (fators are joined
by onsidering the seed that its leftmost Fm starts from the next
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Fm+2) or Fm (fators are joined as |x| + |y| ≥ Fm−1). If the o-
urrenes of Fm that we are onsidering have starting positions
only from a Fm in the expansion of Fn, then y an be up to
Fm−1[1 . . |Fm−1| − 1] (otherwise a Fm+1 is reated). But suh a
seed fails to over Fn[|FmFm−1|]. If the ourrenes of Fm that we
are onsidering have starting positions only from a Fm−1 in the ex-
pansion of Fn, then |y| an be up to 2|Fm−1|−1] (otherwise a Fm+1
is reated). Furthermore |x| + |y| ≥ |Fm| + |Fm−1| = |Fm+1| ,suh
as to over Fn[|FmFm−1|+1 . . |FmFm−1FmFm|]. Suh a seed overs
Fn as Fm+2 = FmFm−1Fm = FmFmPm−1δm−2 is a left seed of Fn
(Theorem 6.1.19) omposing Fn with onatenations of overlap 0
(fators are joined as |x| + |y| ≥ |Fm+1|) or Fm (fators are joined
as |x|+ |y| ≥ |Fm+1| > |Fm−1|).

Corollary 6.1.24 The number of seeds of Fn is Ω(|Fn|2).
6.1.3 Quasiperiodiities in irular Fibonai
strings
Finding all overs of a irular Fibonai string is now obvious, we just
need to hek the seeds of the relevant Fibonai string. Those whih are
overs of a superstring of form xFny, where x is a possibly empty sux
of Fn and y is a possibly empty prex of Fn are overs of C(Fn).
Theorem 6.1.25 All overs of C(Fn) are:
• Fn, if n ∈ {0, 1, 2, 3}
• Fn and Fn−1, if n = 4
• Fn, strings of form {Fmx: x a possibly empty prex of Fm−1[1 . .
|Fm−1| − 2] and m ∈ {3, . . . , n− 1}},
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strings of form {xFmy: x a sux of Fm, y a prex of Fm−1, 0 <
|x| < |Fm|, 0 < |y| < |Fm−1| − 1, |x| + |y| ≥ Fm−1 and m ∈
{3, . . . , n− 2}},
strings of form {xFm−1Fmy: x a sux of Fm, y a prex of Fm−1,
|x|+ |y| ≥ Fm and m ∈ {3, . . . , n− 3}}, if n ≥ 5
Proof It is easy to see that the theorem holds for n ∈ {0, 1, 2, 3, 4}. For
larger n the overs of C(Fn) are at most the seeds of Fn. A seed is a
over of C(Fn) i it overs a superstring of Fn of form xFny, where x is
a possibly empty sux of Fn and y is a possibly empty prex of Fn. We
onsider the following ases:
• Left seeds of form Fn[1 . . |Fk| + i], where i ∈ {0, 1, . . . , |Fk−1| −
2} and k ∈ {3, 4, . . . n − 1}, are overs of FnFk[1 . . i] ,if Fk is a
over of Fn, or overs of FnFk[1 . . |Fk−2| + i] otherwise, and hene
overs of C(Fn) in both ases. Clearly Fn is also a over of C(Fn).
Fn[1 . . |Fn| − 1] is not a over of C(Fn) as it fails to over a prex
of FnFn longer than |Fn| − 1 (onsider the Fn−1, Fn−2 expansion of
Fn along with Lemma 6.1.7).
• The only right seeds of Fn that are overs of C(Fn) are the overs of
Fn (inluded above). Right seeds of form xFn−3Fn− 2, where x is
a possibly empty sux of Fn−2 and 0 ≤ |x| < |Fn−2|, fail to over
a sux of FnFn = Fn− 2Fn−3Fn− 2 longer than |xFn−3Fn−2|
(onsider the Fn−2, Fn−3 expansion of Fn along with Lemma 6.1.7),
and so they are not overs of C(Fn).
• Seeds of form xFmy where x a sux of Fm and y a prex of Fm−1,
0 < |x| < |Fm|, 0 < |y| < |Fm−1| − 1, |x| + |y| ≥ Fm and m ∈
{3, 4, . . . , n − 3} are overs of xFnFmy ,if Fm is a over of Fn, or
overs of xFm−1FnFm−2y otherwise, and hene overs of C(Fn) in
both ases.
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• Seeds of form xFm−1Fmy where x a sux of Fm and y a prex
of Fm−1, 0 < |x| < |Fm|, 0 < |y| < |Fm−1|, |x| + |y| ≥ Fm and
m ∈ {3, 4, . . . , n−3} are overs of xFm−1FmFny ,if Fm is a over of
Fn, or overs of xFm−1FnFmy otherwise, and hene overs of C(Fn)
in both ases.
• Seeds of form xFn−2y where x a sux of Fn−2 and y a prex
of Fn−5Fn−4 suh that 0 < |x| < |Fn−2|, 0 < |y| < |Fn−3| − 1
and |x| + |y| ≥ |Fn−3| are overs of xFnFn−2y and hene overs
of C(Fn). When y = Fn−5Fn−4 or Fn−5Fn−4[1 . . |Fn−4| − 1] the
seed fails to over xFnFn−2y, the rst Fn−2 of Fn annot be ex-
panded further to the right. Trying to fore an overlap of xFn−2y
to the left of FnFn−2y gives the superstrings xFn−3FnFn−2y and
xFn−2Fn−5FnFn−2y (onsider the ourrenes of Fn−4 in Fn), whih
are not made of suxes of Fn, as learly Fn−3 and Fn− 5 are not
borders of Fn (Lemma 6.1.3), and so they are not overs of C(Fn).

Corollary 6.1.26 The number of overs of C(Fn) is Ω(|C(Fn)|2).
6.1.4 Bounds on the number of seeds of a string








, where |x| = n.








We have seen that the number of seeds a Fibonai string Fn is
Ω(|Fn|2) (Theorem 6.1.23). The following theorem proves that as n →
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Proof Summing all the seeds of Theorem 6.1.23 and onsidering only



























4|Fn|2 (2|Fn−3||Fn−2|+ |Fn−2|(|Fn−2|+ |Fn−3|)
















= 0.100813061875578 . . . 
6.1.5 Overlapping fators in Fibonai words
In this setion we investigate the appearane of overlapping fators in
Fibonai words. By onsidering the expansion of a Fibonai string as
a onatenation of two onseutive Fibonai substrings we are able to
identify Fibonai subwords in a Fibonai word and the positions of their
ourrenes, thus being able to derive information for the overlapping
fators of Fibonai words. More speially we identify all overlapping
fators of a Fibonai word and we provide a limit for the ratio of the
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number of distint overlapping fators in a Fibonai word Fn over the
square of its length.
The following lemmas identify some overlapping fators in Fibonai
words by looking in the expansion of Fibonai strings as a onatenation
of two onseutive Fibonai substrings.
This lemma shows that fators of Fn of form xFmy, where x is a non
empty sux of Fm, y is a non-empty prex of Fm−1, 1 ≤ |x| ≤ |Fm|−1and
1 ≤ |y| ≤ |Fm−1| − 2 are overlapping fators of Fn in ertain ases.
Lemma 6.1.29 Fators of Fn of form xFmy, where x is a non empty
sux of Fm, y is a non-empty prex of Fm−1, 1 ≤ |x| ≤ |Fm| − 1,
1 ≤ |y| ≤ |Fm−1| − 2 and 3 ≤ m ≤ n − 4, are overlapping fators of Fn
for n ≥ 6.
Proof We onsider the Fm, Fm−1 expansion of Fn. Suppose that there
are two ourrenes of the required fator (see also Figure 6.1) that over-
lap. There are three ases:
• The Fm that appears in the seond fator starts k positions (1 ≤
k ≤ |Fm| − 1) after the Fm that appears in the rst fator. As
in Lemma 6.1.7 k an only be |Fm−1|. Then the fators x1Fmy1
and x2Fmy2 form a quasiperiodi square of the form x1Fm−1Fmy2,
whih is a ontradition as x2 is a sux of Fm−1.
• The Fm that appears in the rst fator and the Fm that appears in
the seond fator are onseutive. Hene overlapping fators of this
form must lie in a quasiperiodi square of the form FmFmFm−1Fm.
Then y an be up to:
LCP (Fm−1, Fm−3Fm−2) = LCP (Pm−1δm−1, Fm−3Pm−2δm−2)
= LCP (Pm−1δm−1, Pm−1δm−2)
= Pm−1
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. . . Fm Fm Fm 1 Fm . . .
x y
q
The Fm of q starts here
x y
q′
The Fm of q
′ starts here
Figure 6.1: Fators of Fn, q and q
′
(with q = q′), of the form xFmy,
where x is a non empty sux of Fm and y is a non empty prex of Fm−1.
Notie that the ourrenes of Fm in q and q
′
are onseutive.
Clearly, 1 ≤ |x| ≤ |Fm| − 1 and 1 ≤ |y| ≤ |Fm−1| − 2.
• The Fm that appears in the rst fator and the Fm that appears
in the seond fator are separated by a non-empty fator z. Hene
overlapping fators of this form must lie in a fator u of the form
xFmzFmy, where z is a non empty word. Then z = vFm whih
fores y to be of the form Fmw or Fm−1s whih ontradits the
length of y (v, w, s are non empty words).

The following lemma shows that fators of Fn of the form xFmy, where
x is a non empty sux of Fm−1 and y is a non empty prex of Fm−1,
with 1 ≤ |x| ≤ |Fm−1| − 1, 1 ≤ |y| ≤ |Fm−1| − 1 and |x| + |y| > |Fm−1|
are overlapping fators of Fn in ertain ases.
Lemma 6.1.30 Fators of Fn of the form xFmy, where x is a non empty
sux of Fm−1 and y is a non empty prex of Fm−1, with 1 ≤ |x| ≤
|Fm−1| − 1, 1 ≤ |y| ≤ |Fm−1| − 1, |x|+ |y| > |Fm−1| and 3 ≤ m ≤ n− 5,
are overlapping fators of Fn for n ≥ 8.
Proof Lemmas 6.1.7, 6.1.10 and 6.1.11 suggest that quasiperiodi squares
ontaining overlapping fators of the required form must lie in a fator of
the form Fm−1FmFm−1FmFm−1 in the FmFm−1 expansion of Fn. Clearly,
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1 ≤ |x| ≤ |Fm| − 1 and 1 ≤ |y| ≤ |Fm−1| − 1 with the restrition that
|x|+ |y| > |Fm−1|, so that the fators overlap. 
The following lemma shows that fators of Fn of the form xFmy,
where x is a non empty sux of Fm−1, y is a non empty prex of Fm and
2 ≤ m ≤ n− 4, are generally not overlapping fators of Fn.
Lemma 6.1.31 Fators of Fn of the form xFmy, where x is a non empty
sux of Fm−1, y is a non empty prex of Fm and 2 ≤ m ≤ n − 4, are
not overlapping fators of Fn for n ≥ 6.
Proof Lemmas 6.1.7, 6.1.10 and 6.1.11 suggest that quasiperiodi squares
ontaining overlapping fators of the required form must lie in a fator
of the form Fm−1FmFmFm−1FmFm in the FmFm−1 expansion of Fn but
this auses no overlap of the squares. 
The following lemma shows that fators of Fn of the form xFm−1y,
where x is a non empty sux of Fm and y is a non empty prex of Fm+1,
with 1 ≤ |x| ≤ |Fm| − 1, |Fm−2|+1 ≤ |y| ≤ |Fm+1| − 1, |x|+ |y| > |Fm−1|
and 3 ≤ m ≤ n− 5, are overlapping fators of Fn in ertain ases.
Lemma 6.1.32 Fators of Fn of the form xFm−1y, where x is a non
empty sux of Fm and y is a non empty prex of Fm+1, with 1 ≤ |x| ≤
|Fm| − 1, |Fm−2|+ 1 ≤ |y| ≤ |Fm+1| − 1, |x|+ |y| > |Fm−1| and 3 ≤ m ≤
n− 5, are overlapping fators of Fn for n ≥ 8.
Fators of Fn of the form xFn−5y, where x is a non empty sux of
Fn−4 and y is a non empty prex of Fn−3, suh that either (1 ≤ |x| ≤
|Fn−4| − 1, |Fn−6| + 1 ≤ |y| ≤ |Fn−4| − 2 and |x| + |y| > |Fn−5|) or
(1 ≤ |x| ≤ |Fn−4| − 1, |Fn−6| + 1 ≤ |y| ≤ |Fn−3| − 1, |x| + |y| > |Fn−3|),
are overlapping fators of Fn for n ≥ 6.
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Proof Lemmas 6.1.7, 6.1.10 and 6.1.11 suggest that quasiperiodi squares
ontaining overlapping fators of the required form must lie in a fator
of the FmFm−1 expansion of Fn having one of the following forms:
• FmFm−1FmFm−1FmFm, where 3 ≤ m ≤ n− 5.
Clearly, 1 ≤ |x| ≤ |Fm| − 1 and |Fm−2|+ 1 ≤ |y| ≤ |Fm+1| − 1 with
the restrition that |x|+ |y| > |Fm−1|.
• FmFm−1FmFmFm−1, where 3 ≤ m ≤ n− 4.
Clearly, 1 ≤ |x| ≤ |Fm| − 1 and |Fm−2| + 1 ≤ |y| ≤ |Fm| − 2 with
the restrition that |x|+ |y| > |Fm−1|.
• FmFm−1FmFmFm−1FmFm−1, where 3 ≤ m ≤ n− 4.
Clearly, 1 ≤ |x| ≤ |Fm| − 1 and |Fm−2|+ 1 ≤ |y| ≤ |Fm+1| − 1 with
the restrition that |x|+ |y| > |Fm+1|.

The following lemma gives all the overlapping fators in a Fibonai
word by identifying fators in the Fm, Fm−1 expansion of Fn, where n ∈
{2, 3, . . . } and m ∈ {1, 2, . . . , n−1}, and by using the results of Lemmas
6.1.29, 6.1.30, 6.1.31 and 6.1.32.
Lemma 6.1.33 The overlapping fators of Fn are:
• ∅, if n = {0, 1, 2, 3}
• fators of the form Fmy, where y is a possibly empty prex of Fm−1,
0 ≤ |y| ≤ |Fm−1| − 1 and 3 ≤ m ≤ n− 4, fators of Fn of the form
xFm, where x is a possibly empty prex of Fm, 0 ≤ |x| ≤ |Fm| − 1
and 3 ≤ m ≤ n−4 and fators mentioned in Lemmas 6.1.29, 6.1.30
and 6.1.32, if n ≥ 6.
Proof It is easy to see that the lemma is valid for 0 ≤ n ≤ 5.
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For larger n, we observe that any overlapping fators are of the form
xFmy, suh that Fm is the leftmost ourrene of the longest Fibonai
word present in the fator, withm ∈ {3, 4, . . . , n−1}, |x| ≥ 0 and |y| ≥ 0.
Clearly, form = n−1 there are no fators of the above form that ompose
a quasiperiodi square. (Lemma 6.1.7 shows that Fn−1 ours in Fn only
as a prex of it).
For m = n − 2, onsider the Fn−2, Fn−3 expansion of Fn: Fn =
Fn−2Fn−3Fn−2 = Fn−2Fn−2Fn−5Fn−4. Then x = 0 and y an be up to
LCP (Fn−2, Fn−5Fn−4) = LCP (Pn−3δn−3, Fn−5Pm−4δn−4)
= LCP (Pn−3δn−3, Pn−3δn−4)
= Pn−3
For m = n − 3, onsider the Fn−3, Fn−4 expansion of Fn: Fn =
Fn−3Fn−4Fn−3Fn−3Fn−4 = Fn−3Fn−3Fn−6Fn−5Fn−3Fn−4. As before, x =
0 and y an be up to LCP (Fn−4, Fn−6Fn−5) = Pn−4. Considering the
seond ourrene of Fn−3 we get quasiperiodi squares omposed by
fators of the form xFn−3y, where x is a possibly empty sux of Fn−3
and y is a possibly empty prex of Fn−4, with 0 ≤ |x| ≤ |Fn−3| − 1,
0 ≤ |y| ≤ |Fn−4| − 1 and |x|+ |y| > |Fn−4|.
For m ≤ n− 4, we get the following ases:
• Fators of Fn of the form Fmy, where y is a possibly empty prex of
Fm−1, 0 ≤ |y| ≤ |Fm−1| − 1 and 3 ≤ m ≤ n− 4 form quasiperiodi
squares of Fn.
• Fators of Fn of the form xFm, where x is a possibly empty prex
of Fm, 0 ≤ |x| ≤ |Fm| − 1 and 3 ≤ m ≤ n − 4, form quasiperiodi
squares of Fn.
• Fators of the form xFmy, where |x| > 0 and |y| > 0 are given by
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Lemmas 6.1.29, 6.1.30, 6.1.31 and 6.1.32. 
The following theorem ounts the number of distint overlapping fa-
tors in a Fibonai word Fn, denoted by OF (Fn) and shows that its
limit over the square of its length tends to a onstant number.
Theorem 6.1.34 limn→+∞
OF(Fn)
|Fn|2 = 0.0597933994 . . .
Proof By summing up the number of overlapping fators given by Lemma
6.1.33 and onsidering only the quadrati terms (as Lemma 6.1.12 shows






















where the rst two terms ome from the ase of m = n − 3 in Lemma
6.1.33, the next three terms ome from Lemmas 6.1.29 and 6.1.32 and































(By applying Lemma 6.1.14)
= 0.0597933994 . . .

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6.2 Abelian borders in Fibonai words
In this setion we investigate the appearane of abelian borders in Fi-
bonai words. We give the neessary and suient ondition for a prex
of a Fibonai word to be an abelian border of it and we reveal how many
abelian borders exist in a Fibonai word by using basi reurrene rela-
tions.




Proof Let a(x) be a funtion giving the number of letters a that exist
in a word x.
As in Lemma 6.1.1:
a(F∞[1 . . i]) = max{k : k ∈ Z, ⌊kφ⌋ ≤ i}
= max{k : k ∈ Z, kφ < i+ 1}






Fn[1 . . i] is an abelian border of Fn i:
a(Fn[1 . . i]) = a(Fn[fn−i+1 . . fn]), i.e. i a(F∞[1 . . i]) = a(F∞[1 . . fn])
−a(F∞[1 . . fn − i]). Substituting the previous established relation gives
the above result. 
Theorem 6.2.2 The number of abelian borders of Fn is −(−1)n + (1−
1√
5
)φn + (1 + 1√
5
)(1− φ)n − 1.
Proof Let AB(x) be a funtion giving the number of abelian borders of
a word x (here we also ount x in AB(x) to simplify some alulations
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in the next lines). Using the expansion of Fn we get:
Fn = Fn−2Fn−3Fn−2
Therefore:
AB(Fn) = 2AB(Fn−2) + AB(Fn−3)
The above relation is a linear reurrene relation whih has a solution of
the form crn. Substituting in the above relation we get:
rn = 2rn−2 + rn−3 ⇐⇒ rn−3(r3 − 2r − 1) = 0
⇐⇒ rn−3(r(r2 − 1)− (r + 1)) = 0
⇐⇒ rn−3(r + 1)(r2 − r − 1) = 0
whih yields the solutions r = {0,−1, φ, 1 − φ}. Hene AB(Fn) =
c1(−1)n+c2φn+c3(1−φ)n. Substituting the initial onditions (AB(F0) =




−1 φ 1− φ

















By multiplying both sides with the inverse of the rst matrix we get:
c1 = −1, c2 = 1 − 1√5 and c3 = 1 + 1√5 and hene the above result. (We
show the rst ten Fibonai words with their orresponding number of
abelian borders in Table 6.1) 
Fibonai word f0 f1 f2 f3 f4 f5 f6 f7 f8 f9
Number of abelian borders 0 0 0 2 2 6 8 16 24 42
Table 6.1: The rst ten Fibonai words with their orresponding number
of abelian borders
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6.3 Padovan words
The nth Padovan number denoted by pn is dened as:
p0 = 1, p1 = 1, p2 = 1, pn = pn−2 + pn−3 n ∈ {3, 4, 5, . . . }
The rst few terms are: 1, 1, 1, 2, 2, 3, 4, 5, 7, 9, . . .
We dene a (nite) Padovan string Pk , k ∈ {0, 1, 2, . . .} , as follows:
P0 = c, P1 = b, P2 = a, Pn = Pn−2Pn−3, n ∈ {3, 4, 5, . . . }
We mention that |Pn| = pn, the nth Padovan number.
The above sequene an be also dened using the following morphism:
P0 = c, Pn = f(Pn−1) = f(Pn−1[1])f(Pn−1[2]) . . . f(Pn−1[|Pn−1|]) n ≥ 1












Figure 6.2: The rst eleven Padovan words
6.3.1 Properties
In this setion, we prove and also quote some properties for the borders
and overs of a given string as well as some fats on Padovan strings
that will prove useful later on the solution of the problems that we are
onsidering.
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The following two lemmas give the relations between borders/overs of
a word and provide a way of identifying all borders/overs of a word.
Lemma 6.3.1, whih we give without proof, is used in almost every pub-
liation regarding periodiity.
Lemma 6.3.1 Let u be a border of x and let z 6= u be a substring of x
suh that |z| ≤ |u|. Then z is a border of x if and only if z is a border of
u.
Lemma 6.3.2 [196℄ Let u be a over of x and let z 6= u be a substring
of x suh that |z| ≤ |u|. Then z is a over of x if and only if z is a over
of u.
Proof Clearly if z is a over of u and u is a over of x the z is a over
of x. Suppose now that both z and u are overs of x. Then z is a border
of x and hene of u (|z| ≤ |u|); thus z must also be a over of u.
Before analysing further the Padovan words we give a proof of equivalene
of its dierent denitions.
Lemma 6.3.3 The following sequene of strings P ′k , k ∈ {0, 1, 2, . . .} ,
whih is dened using the following morphism:








n−1[2]) . . . f(P
′
n−1[|P ′n−1|]) n ≥
1, where f(a) = bc, f(b) = a, f(c) = b, gives us the Padovan sequene
of strings.
Proof We use indution on n. The two denitions agree for n = {0, 1, 2}.
Suppose that they also agree for n ≤ k, where k ≥ 2. Then using the
rst denition we get that Pk+1 = Pk−1Pk−2. Using the seond de-













k−2 = Pk−1Pk−2 and therefore the two denitions are equivalent for
n ∈ {0, 1, 2, . . .}.
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6.3.2 Borders of Padovan words
In this setion we identify all borders of a Padovan word by nding the
longest border (Lemma 6.3.4) and then applying Lemma 6.3.1.
Lemma 6.3.4 The longest border of Pn is Pn−6, where n ≥ 7.
Proof Use indution on n.
It is easy to see that the above statement is valid for n ∈ {7, 8, 9}.
The above statement together with Lemma 6.3.1 suggests that the bor-
ders of Pn are:
• no borders, if n = {0, 1, 2, 3, 4, 5, 6}
• Pn−6, Pn−12, . . . Pn mod 6, if n ≥ 7 and n mod 6 6= 0
• Pn−6, Pn−12, . . . P6, if n ≥ 7 and n mod 6 = 0
For n > 9 we onsider the following expansion of Pn:
Pn = Pn−6Pn−7Pn−5Pn−5Pn−6
Obviously Pn−6 is a border of Pn. Suppose there exists a border longer
than |Pn−6|, i.e. a substring of form Pn−6x = yPn−6, where |x| = |y|.
Then we get the following ases on x:
• 0 < |x| ≤ |Pn−7|: Then we have y a sux of Pn−5 and Pn−2 and
a prex of Pn, Pn−2, Pn−4 and Pn−6, therefore a border of Pn−2.
x is a prex of Pn−7, Pn−5, Pn−3, Pn−1 and a sux of Pn, Pn−3
and Pn−6, therefore a border of Pn−3. In order to satisfy the length
restritions (x, y) ∈ {(P3, P4), (P1, P2), (P0, P1)}. However in any of
those ases x ontains more letters ℓ, some ℓ ∈ {a, b, c}, than y .
• |Pn−7| < |x| ≤ |Pn−5|: Then we have y a sux of Pn−5 and Pn−2
and a prex of Pn, Pn−2 and Pn−4, therefore a border of Pn−2.
By the indutive hypothesis |y| ≤ |Pn−8| and therefore we get a
ontradition.
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• |Pn−5| < |x| ≤ |Pn−5|+ |Pn−7|: Then we have y = wPn−5, where w
is a sux of Pn−5 and Pn−2 and a prex of Pn, Pn−2, Pn−4 and Pn−6,
therefore a border of Pn−2. x = Pn−7z, where z is a prex of Pn−5,
Pn−3, Pn−1 and a sux of Pn, Pn−3 and Pn−6, therefore a border of
Pn−3. However this ontradits |w|+ |Pn−5| = |z| + |Pn−7| as then
|z| − |w| = Pn−8 and by the indutive hypothesis |z| ≤ Pn−9.
• |Pn−5| + |Pn−7| < |x| ≤ 2|Pn−5|: Then we have y = wPn−5, where
w is a sux of Pn−5 and Pn−2 and a prex of Pn, Pn−2 and Pn−4,
therefore a border of Pn−2. x = Pn−7Pn−5z, where z is a prex of
Pn−7, Pn−5, Pn−3, Pn−1 and a sux of Pn, Pn−3 and Pn−6, there-
fore a border of Pn−3. However this ontradits |w| + |Pn−5| =
|z|+ |Pn−5|+ |Pn−7| as then |w| − |z| = Pn−7 and by the indutive
hypothesis |w| ≤ Pn−8.
• 2|Pn−5| < |x| ≤ 2|Pn−5| + |Pn−7|: Then we have y = wPn−5Pn−5,
where w is a sux of Pn−7, Pn−4 and Pn−1 and a prex of Pn, Pn−2,
Pn−4 and Pn−6, therefore a border of Pn−4. x = Pn−7Pn−5z, where
z is a prex of Pn−7, Pn−5, Pn−3, Pn−1 and a sux of Pn, Pn−3
and Pn−6, therefore a border of Pn−3. However this ontradits
|w|+ 2|Pn−5| = |z| + |Pn−5| + |Pn−7| as then |z| − |w| = Pn−8 and
by the indutive hypothesis |z| ≤ Pn−9.
• 2|Pn−5|+|Pn−7| < |x| < |Pn|−|Pn−6|: Then we have y = wPn−7Pn−5
Pn−5, where w is a sux of Pn−6, Pn−3 and Pn and a prex of Pn,
Pn−2, Pn−4 and Pn−6, therefore a border of Pn−6. Similarly x is a
prex of Pn−7Pn−5Pn−5z, where z is a prex of Pn−6, Pn−4, Pn−2 and
Pn and a sux of Pn, Pn−3 and Pn−6, therefore a border of Pn−6.
Considering the rst ourrene of Pn−6 in y we get Pn−6 = wPn−7u,
where u is a border of Pn−9. Considering the last ourrene of
Pn−6 in x we get Pn−6 = vPn−8z, where v is a border of Pn−4. Then
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|w|+ |Pn−7|+ |u| = |v|+ |Pn−8|+ |z| and hene |v| − |u| = |Pn−12|,
whih means that v = Pn−10 and |u| = |Pn−13| = |Pn−15| (indutive
hypothesis). The equation |w|+ |Pn−7|+ |u| = |Pn−6| together with
the above relation gives us |w| = |Pn−14|. It is now possible to see
that there is no suh ase as |Pn−13| = |Pn−15| and |Pn−12| = |Pn−14|
(as it implies that both Pn−15 = P0 and Pn−14 = P0).

Theorem 6.3.5
The borders of Pn are:


∅, n ∈ {0, 1, 2, 3, 4, 5, 6}
Pn−6, Pn−12 . . . Pn mod 6, n ≥ 7, n mod 6 6= 0
Pn−6, Pn−12, . . . P6, n ≥ 7, n mod 6 = 0
(6.6)
Proof Diret onsequene of Lemma 6.3.4 and Lemma 6.3.1. 
Corollary 6.3.6
The number of borders of Pn is:


0, n = 0
⌈n
6
⌉ − 1, n ≥ 1
(6.7)
6.3.3 Fator struture of Padovan words
In this setion we give an elementary analysis of the fators of Padovan
words. By making extensive use of Theorem 6.3.5 and by onsidering
the expansion of a Padovan string as a onatenation of three onseu-
tive Padovan substrings we are able to identify Padovan subwords in a
Padovan word and the positions of their ourrenes, thus getting infor-
mation for all the fators of the Padovan word.
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We begin by investigating the appearane of a, b, c in Padovan words.
In fat the number of as/bs/cs in Pn are the Padovan numbers Pn−4, Pn−3
and Pn−5 respetively. We will only give the proof for as. A similar result
is also stated in [237℄ without proof.
Lemma 6.3.7 The number of ourrenes of the letter a/b/c in Pn is
the Padovan number pn−4/pn−3/pn−5 respetively, where n ≥ 5.
Proof It is easy to verify the above statement for n ∈ {4, 5}, where the
number of as in P4/P5/P6 is 1/1/1, the rst three Padovan numbers. For
n ≥ 7 it holds that Pn = Pn−2Pn−3 and therefore the number of as in Pn
is the number of as in Pn−2 plus the number of as in Pn−3 (the Padovan
reurrene relation). A similar argument gives equivalent results for the
number of bs and the number of cs. 
Another remarkable fat is that there are two innite Padovan words:
abbcbcabcaabbcaababbcbcaababbcabbcbcabcaababbcabbcbca . . .
and
bcaababbcabbcbcaabbcbcabcaababbcbcabcaabbcaababbcabbc . . .
We remind the reader that the innite Fibonai word is an innite
word that has every Fibonai word as a prex. Here the rst innite
word shown has every even Padovan word as a prex (exept P0) whereas
the seond one has every odd Padovan word as a prex. Both words are
reated by suessive appliation of the morphism f on the letter c, where
f(a) = bc, f(b) = a, f(c) = b.
Furthermore it is sometimes useful to onsider the expansion of a
Padovan string as a onatenation of three Padovan substrings. We dene
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the Pm, Pm−1, Pm−2 expansion of Pn, where n ≥ 4 and m ∈ {2, 3 . . . , n−
2}, as follows:
• Expand Pn using the reurrene formula resulting to Pn−2Pn−3.
• Expand Pn−2 using the reurrene formula resulting to Pn−4Pn−5
Pn−3.
• Expand Pn−3 using the reurrene formula resulting to Pn−4Pn−5
Pn−5Pn−6.
• Keep expanding as above until Pm+1 is expanded.
In order to identify positions of Padovan subwords in a Padovan word we
prove the following two lemmas.
Lemma 6.3.8 There is no ourrene of Pn−1 in Pn, where n ≥ 1.
Proof It is easy to observe that the statement holds for 1 ≤ n ≤ 6. For
n ≥ 7 we onsider the following expansion of Pn:
Pn = Pn−4Pn−5Pn−3
Suppose there is an ourrene of Pn−1 in Pn. Then it should be of form
xPn−5y, where x is a proper sux of Pn−4 and y is a prex of Pn−3.
This means x and y are borders of Pn−1, as Pn−1 = Pn−3Pn−4. Theorem
6.3.5 shows that 2Pn−7 ≥ |x| + |y| = |Pn−1| − |Pn−5| = Pn−4 + Pn−6 =
2Pn−6 + Pn−7, whih is impossible. 
Lemma 6.3.9 Pn−2 ours in Pn only as a prex of it, where n ≥ 3.
Proof It is easy to observe that the statement holds for 3 ≤ n ≤ 10. For
n ≥ 11 we onsider the following expansion of Pn:
Pn = Pn−2Pn−5Pn−6
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Suppose there is another ourrene of Pn−2 in Pn. Then it should be of
form:
• xy, where x is a sux of Pn−2 and y is a non-empty prex of
Pn−5. This means x is a border of Pn−2 and y is a border of Pn−5,
as Pn−2 = Pn−4Pn−5. Theorem 6.3.5 shows that Pn−8 + Pn−11 ≥
|x|+ |y| = |Pn−2| = Pn−4 + Pn−5, whih is impossible..
• xPn−5y, where x is a sux of Pn−2 and y is a prex of Pn−6. This
means x and y are borders of Pn−2. Theorem 6.3.5 shows that
2Pn−8 ≥ |x| + |y| = |Pn−2| − |Pn−5| = Pn−4 = Pn−6 + Pn−7, whih
is impossible.

Lemma 6.3.10 The starting positions of the ourrenes of Pm in Pn are
the starting positions of Pm and Pm−2Pm−1 onsidered in the Pm, Pm−1,
Pm−2 expansion of Pn, where n ≥ m and m ∈ {4, . . . , n− 2}. In the ase
that m ∈ {2, 3} the starting positions of the ourrenes of Pm in Pn are
the starting positions of Pm onsidered in the Pm, Pm−1, Pm−2 expansion
of Pn.
Proof Using the reurrene relation we an get the Pm, Pm−1, Pm−2 ex-




PmPm−1Pm−1Pm−2Pm−1Pm−2Pm . . . , m ≡ n mod 2
Pm−1Pm−2PmPmPm−1PmPm−1Pm−1 . . . , m 6≡ n mod 2
(6.8)
We an now observe the ourrenes of Pm in Pn mentioned in the be-
ginning of this lemma. Any other ourrene should have one of the
following forms (by Lemmas 6.3.8 and 6.3.9 and the fat that before any
Pm−2 in the above expansion there is always a Pm−1 , as Pm−2 is the
result of the expansion of Pm+1):
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• xy, where x is a non-empty sux of Pm and y a non-empty prex
of Pm. Then both x and y are borders of Pm. Theorem 6.3.5 shows
that 2Pm−6 ≥ |x|+ |y| = |Pm| = Pm−2+Pm−3, whih is impossible.
• xy, where x is a non-empty sux of Pm and y a non-empty prex
of Pm−1. Then x is a border of Pm. Theorem 6.3.5 shows that
|Pm−6| + |Pm−1| = |Pm−6| + |Pm−3| + |Pm−4| ≥ |x| + |y| = |Pm| =
|Pm−2| + |Pm−3| = |Pm−3| + |Pm−4| + |Pm−5| and therefore that
|Pm−5| = |Pm−6|. This implies that m ∈ {6, 7, 8, 9} whih gives Pm
not of form Pm−6y.
• xy, where x is a non-empty sux of Pm−1 and y a non-empty
prex of Pm. Then y is a border of Pm. Theorem 6.3.5 shows that
|Pm−6| + |Pm−1| = |Pm−6| + |Pm−3| + |Pm−4| ≥ |x| + |y| = |Pm| =
|Pm−2| + |Pm−3| = |Pm−3| + |Pm−4| + |Pm−5| and therefore that
|Pm−5| = |Pm−6|. This implies that m ∈ {6, 7, 8, 9} whih gives Pm
not of form xPm−6.
• xy, where x is a non-empty sux of Pm−1 and y a non-empty pre-
x of Pm−1. As Pm−1Pm−1 = Pm−3Pm−4Pm−3Pm−4 the ourrene
takes one of the following forms:
1. zPm−4w, where z is a sux of Pm−3 and w is a non-empty
prex of Pm−3. Then w is a border of Pm−3. Theorem 6.3.5
shows that |Pm−3| + |Pm−9| ≥ |z| + |w| = |Pm−3| + |Pm−5|,
whih is impossible.
2. zPm−4Pm−3w, where z is a sux of Pm−3 and w is a non-empty
prex of Pm−4. As Pm−3 is a sux of Pm there is an ourrene
of Pm−3 of form qw, where q is a sux of Pm−3. Then q is a
border of Pm−3 and w is a border of Pm. Theorem 6.3.5 shows
that |Pm−9| + |Pm−6| ≥ |q| + |w| = |Pm−3| = |Pm−5| + |Pm−6|
and so |Pm−9| ≥ |Pm−5|, whih is impossible.
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3. zPm−3w, where z is a sux of Pm−4 and w is a non-empty
prex of Pm−4. Then z is a border of Pm−4 and w is a border
of Pm. Theorem 6.3.5 shows that |Pm−10|+|Pm−6| ≥ |z|+|w| =
|Pm−2| = |Pm−4|+ |Pm−5|, whih is impossible.
• xy, where x is a non-empty sux of Pm−1 and y a non-empty prex
of Pm−2. Then y is a border of Pm. Theorem 6.3.5 shows that there
is no suh ase (situation is similar to the 3rd ase).
• xy, where x is a non-empty sux of Pm−2 and y a non-empty
prex of Pm. Then x is a border of Pm−2 and y is a border of Pm.
Theorem 6.3.5 shows that |Pm−8| + |Pm−6| ≥ |x| + |y| = |Pm| =
|Pm−2|+ |Pm−3|, whih is impossible.
• xy, where x is a non-empty sux of Pm−2 and y a non-empty prex
of Pm−1. Then x is a border of Pm−2. Theorem 6.3.5 shows that
|Pm−8| + |Pm−1| ≥ |x| + |y| = |Pm| and so |Pm−8| ≥ |Pm−5|. This
implies that m = 8 whih gives Pm not of the form Pm−8y.

6.3.4 Covers of Padovan words
In this setion we prove that a Padovan word has no overs exept itself
by proving that its longest border (given by Lemma 6.3.4) is not a over
of it (Lemma 6.3.11) and then applying Lemma 6.3.2.
Lemma 6.3.11 Pn−6 is not a over of Pn, where n ≥ 14.
Proof Consider the Pn−5, Pn−6, Pn−7 expansion of Pn:
Pn = Pn−6Pn−7Pn−5Pn−5Pn−6
Expanding further the last Pn−5 gives:
Pn = Pn−6Pn−7Pn−5Pn−11Pn−12Pn−10Pn−8Pn−6
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To over the position |Pn| − |Pn−6| in Pn with an ourrene of Pn−6 we
need Pn−6 to be a substring of the form:
• xy, where x is a non-empty sux of Pn−8 and y is a prex of
Pn−6. Then x is a border of Pn−8 and y is a border of Pn−6 with
|x|+ |y| = |Pn−6|. As of Lemma 6.3.5 there is no suh ase.
• xPn−8y, where x is a non-empty sux of Pn−10 and y is a prex of
Pn−6.Then x is a border of Pn−10 and y is a border of Pn−6 with
|x|+ |y| = |Pn−9|. As of Lemma 6.3.5 there is no suh ase.
• xPn−10Pn−8y, where x is a non-empty sux of Pn−12 and y is a
prex of Pn−6.Then x is a border of Pn−12 and y is a border of Pn−6
with |x|+ |y| = |Pn−14|. As of Lemma 6.3.5 there is no suh ase.

Theorem 6.3.12 Pn is the only over of Pn, where n ≥ 0.
Proof With the help of Theorem 6.3.5 it is easy to observe that the
theorem holds for n ≤ 13. For n ≥ 14 the theorem is a diret onsequene
of Lemma 6.3.11 and Lemma 6.3.2. 
6.3.5 Powers in Padovan words
In this setion we identify those Padovan subwords that are also squares
in another Padovan word by using the reursive formula and Lemma
6.3.10. We also observe that there are no Padovan words that are also
ubes in Pn.




n−8 . . . , P
2
1 are the only squares of Pado-
van words that our in Pn, where n ≥ 0.
Proof It is easy to observe that the statement holds for 0 ≤ n ≤ 7.
For n ≥ 8 we will rst show that the squares of the Padovan words not
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onsidered above (namely Pn−1, Pn−2, Pn−3, Pn−4, Pn−6 and Pn−0) are




n−2 are not squares in Pn (see Lemma
6.3.8 and Lemma 6.3.9). By Lemma 6.3.10, there is only one ourrene
of Pn−3 in Pn (Pn = Pn−2Pn−3) and so Pn−32 is not a square in Pn.
Similarly by Lemma 6.3.10, there is only one ourrene of Pn−4 in Pn
(Pn = Pn−4Pn−5Pn−3) and so P 2n−4 is not a square in Pn. Furthermore
Lemma 6.3.10 shows that there are three ourrenes of Pn−6 in Pn (Pn =
Pn−6Pn−7Pn−7Pn−8Pn−7Pn−8Pn−6) that are not onseutive and so P 2n−6
is not a square in Pn. Having a look at the denition of the Padovan
word via the given morphism shows that in every Padovan word c = P0
follows a b and thus no P0P0 ours in any Padovan word.
We will show now that the Padovan words onsidered in the beginning
of this theorem are squares of Pn. In order to ahieve that we onsider
the following expansion of Pn:
Pn = Pn−4Pn−5Pn−5Pn−6
This reveals that P 2n−5 is a square of Pn. Pn ontains Pn−2, Pn−3, . . . , P6
as subwords and hene ontains the above set of squares. 
Theorem 6.3.14 There are no ubes of Padovan words that our in
Pn, where n ≥ 0.
Proof It is easy to observe that the statement holds for 0 ≤ n ≤ 3.
For n ≥ 4 we onsider the Pm, Pm−1, Pm−2 expansion of Pn, where m ∈
{2, 3 . . . , n − 2}. Any Pm omes from either an expanded Pm+3 and
therefore it follows a Pm−1Pm−2 = Pm+1 or from an expanded Pm+2
and it is therefore followed by a Pm−1. By using similar arguments any
Pm−2Pm−1 follows a Pm−1 or and it is followed by a Pm−2, i.e. fores
the appearane of Pm−1Pm−2Pm−1Pm−2 = Pm−1PmPm−4Pm−2. Obviously
there the Pm above does not follow a Pm as Pm and Pm−1 have dierent
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endings. Lemma 6.3.9 shows that the above Pm is not followed by a Pm.
Ourrene of a PmPmPm in the word would appear from the rst two
ases but this violates at least one of the above statements as Pm−2 is no
sux of Pm and Pm−1 is no prex of Pm, leading to a ontradition. It
is left to hek P0P0P0, P1P1P1, Pn−1Pn−1Pn−1. Theorem 6.3.13 suggests
that P0P0P0 does not our in Pn. Having a look at the denition of the
Padovan word via the given morphism shows that P1P1P1 = bbb appears
via the ation of the morphism on ccc or acc. However Theorem 6.3.13
shows that there is no cc in any Padovan word. Lemma 6.3.8 shows that
Pn−1Pn−1Pn−1 does not our in Pn. 
6.3.6 Conlusion and Future Work
Our main tool in proving the results of this artile is Lemma 6.3.10
whih gives an expansion of Pn in three smaller onseutive Padovan
words. This expansion may not always be optimal but it provides a good
framework to work on. Furthermore the following Lemma ould have
been useful to provide shorter proofs in some ases:
Lemma 6.3.15 Pm ours in Pn only as the image of Pm−1, where n ≥ 5
and 5 ≤ m ≤ n.
Proof Any P5 = bca in Pn an only be the image of P4 = ab. Any
P6 = abbc in Pn an only be the image of P5 = bca. Any P7 = bcaab
in Pn is either the image of P6 = abbc or omes from a abba, whih
does not our in any Padovan word (easy to prove by indution). For
m ≥ 8, any Pm in Pn an be expanded as Pm−2Pm−3 and by indution
Pm = f(Pm−3)f(Pm−4) = f(Pm−3Pm−4) = f(Pm−1) and therefore Pm
ours in Pn only as the image of Pm−1. 
In this setion, inspired from the use of modied Padovan words (aris-
ing from a generalization of the Fibonai sequene) to provide the ur-
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rent lower bound for the maximum number of runs in a word, we gave
the rst formal study of Padovan words. We have dened them formally,
we have identied all their borders and overs and we have revealed some
interesting properties regarding their fator struture, their squares and
ubes.
Beyond their obvious theoretial interest, those results might prove
useful in testing algorithms that nd periodiities or quasiperiodiities
in strings and giving worst ase examples on them. After some mod-
iations one ould be also able to provide good lower bounds on the
number of periodiities and quasiperiodiities in words as in the paper




String representations of trees
In this hapter we are investigating the use of words in attaking problems
related to trees. More speially we are investigating a problem related
to tree pattern mathing, a way of nding all repeating subtrees of a tree.
Tree pattern mathing has been intensively studied over the past
deades beause of its various appliations, among others, in mehanial
theorem proving, term-rewriting, instrution seletion, and non-proedural
programming languages [146, 98, 170℄. In addition, tree pattern mathing
has diret appliations in omputational biology, e.g. glyan lassia-
tion [173℄, exat and approximate pattern mathing and disovery in
RNA seondary struture [193℄.
In many appliations, it is essential to extrat the repeated patterns
in a tree within a mathematial struture [95, 116, 162℄. In partiular, the
ommon subtrees problem onsists of nding all of the subtrees having
the same struture and the same labels on the orresponding nodes of
two ordered labelled unranked trees [131℄. This problem of equivalene,
whih is stritly related to the ommon subexpression problem [95, 116℄,
arises, for instane, in the ode optimisation phase of ompiler design, or
in saving storage for symboli omputations [5, 95, 116℄.
In this hapter, we onsider a slightly dierent problem, and provide
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a ompletely dierent solution to what has be done so far. We fous
on nding all the repeating subtrees  the subtrees ourring more than
one  in a tree struture. Notie that this problem an be solved by
the algorithm presented in [131℄ in linear time. However, that solution
requires the onstrution of a sux tree, whih is time onsuming in
pratial terms. This problem is analogous to the well-known problem of
nding all the repetitions in a given word [75℄. Apart from its pleasing
theoretial features, nding all the repeating subtrees, ould be applied
as an alternative solution, on the maximum agreement subtree (MAST)
problem for trees representing the evolutionary history of a set of speies
[134℄. That is, given a set of evolutionary leaf-labelled trees on the same
set of taxa, the MAST problem onsists of nding a subtree homeomor-
phially inluded in all input trees, and with the largest number of taxa.
Furthermore our solution should prove useful in data ompression (by
using ompat representation of trees) or tree pattern mathing.
The proposed algorithm is divided into two phases: the preproessing
phase and the phase where all the repeating subtrees are omputed. The
preproessing phase transforms the given tree to a string representing
its postx notation, and then omputes arrays that store the height of
eah node of the tree, the parent of eah node, and an indiator showing
whether a node is the rst hild of its parent. The seond phase, for
omputing all the repeating subtrees, is done in a bottom-up manner,
using a partitioning proedure. The importane of the proposed algo-
rithm is underlined by the fat that it an be applied in both unlabelled
and labelled ordered ranked trees. Its linear runtime, as well as the use
of linear auxiliary spae, are important parts of its quality.
In what follows, we give some useful properties of trees in postx
notation. Subsetion 7.1.2 desribes the algorithm for nding all the re-
peating subtrees in unlabelled and labelled ordered ranked trees. Finally,
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in Setion 7.1.3 we present some experimental results [56, 55℄.
7.1 Subtree repeats
7.1.1 Preliminaries
In this subsetion we present and prove some basi properties of trees in
their postx notation.
The following lemma shows that subtrees of a tree appear as sub-
strings in its postx notation.
Lemma 7.1.1 Given a tree t and its postx notation post(t), the postx
notations of all subtrees of t are substrings of post(t).
Proof By indution on the height of the subtree:
1. If a subtree t′ onsists of only one node a (|t′| = 1 and h(t′) = 0),
where ϕ(a) = 0, then post(t′) = a and the laim holds for that
subtree.
2. Assume the laim holds for subtrees t1, t2, . . . , tp, where p ≥ 1 and
h(ti) ≤ m, 1 ≤ i ≤ p, m ≥ 0. We must prove that the laim holds
also for eah subtree t′ = t1t2 . . . tpa, where ϕ(a) = p, h(t′) = m+1:
As post(t′) = post(t1) post(t2) . . . post(tp) a, the laim holds for sub-
tree t′.

The following lemma shows that the sum of arities of all nodes of a
tree of order n is n− 1.
Lemma 7.1.2 Given a ranked tree t of size n and its postx notation
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Proof The sum of arities of all nodes is the sum of the number of hildren
of all nodes whih is the sum of the edges hanging from eah node. Eah
parent does not share hildren with any other node therefore eah edge
is ounted only one. It is easy to see that there are n − 1 edges in the
tree (eah node is hanging from an edge exept the root of the tree). 
However, not every substring of a tree in postx notation is a subtree
in postx notation. This is obvious due to the fat that for a given tree
with n nodes in postx notation, there an be O(n2) distint substrings
but there are just n subtrees, eah node of the tree is the root of one
subtree. Just those substrings whih themselves are trees in postx no-
tation are subtrees in postx notation. This property is formalised by
the following denition and lemma.
Denition Let w = a1a2 . . . am, m ≥ 1, be a string over a ranked alpha-




Lemma 7.1.3 Let post(t) and w be a tree t in postx notation and a
substring of post(t), respetively. Then, w is the postx notation of a
subtree of t, if and only if ac(w) = 0, and ac(w1) ≥ 1 for eah w1, where
w = xw1, x 6= ε.
Proof For any two subtrees t1 and t2 it holds that post(t1) and post(t2)
are either two dierent strings or one is a substring of the other. The
former ase ours if the subtrees t1 and t2 are two dierent trees with no
shared part and the latter ase ours if one tree is a subtree of the other
tree. No partial overlapping of subtrees is possible in ranked ordered
trees. Moreover, for any two adjaent subtrees it holds that their postx
notations are two adjaent substrings.
• If: By indution on the height of subtree t, where w = post(t):
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1. Assume that h(t) = 1, whih means we onsider the ase w =
a, where ϕ(a) = 0. Then, a(w) = 0 and the laim holds for
h(t) = 1.
2. Assume that the laim holds for subtrees t1, t2, . . . , tp where
p ≥ 1, h(t1) ≤ m, h(t2) ≤ m, . . ., h(tp) ≤ m, a(post(t1)) = 0,
a(post(t2)) = 0, . . ., a(post(tp)) = 0. We are to prove that
it holds also for a subtree of height m + 1. Assume w =
post(t1)post(t2)
. . . post(tp)a, where ϕ(a) = p. Then a(w) = a(post(t1)) +
a(post(t2)) + . . . + a(post(tp)) + p − (p + 1) + 1 = 0 and
a(w1) ≥ 1 for eah w1 , where w = xw1, x 6= ε.
Thus, the laim holds for the ase h(t) = m+ 1.
• Only if : Assume a(w) = 0, and w = a1a2 . . . ak, where k ≥ 1,
Arity(ak) = p. Sine a(w1) ≥ 1 for eah w1, where w = xw1, x 6= ε,
none of the substrings w1 an be a subtree in postx notation. This
means that the only possibility for ac(w) = 0 is that w is of the form
w = post(t1) post(t2) . . . post(tp) a, where p ≥ 0, and t1, t2 . . . tp are
adjaent subtrees. In suh a ase, a(w) = 0 + p− (p+ 1) + 1 = 0.
No other possibility of the form of w for a(w) = 0 is possible.
Thus, the laim holds.

For the validity of our algorithm we also prove the following ondition
for a substring in postx notation to be a subtree.
Lemma 7.1.4 Let post(t) and w be a tree t in postx notation and a
substring of post(t), respetively. Then w = w1 . . . w|w|, wi ∈ A, is the
postx notation of a subtree of t i:
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• w is omposed by one leaf, or
• ac(w) = 0, w1 orresponds to a node whih is both a leaf and a rst
hild, |w| ≥ 2
Proof First part is obvious.Now for the seond part we need to prove:
Diret: Let w be the postx notation of a subtree of t. Then w1 orre-
sponds to both a leaf and a rst hild as (due to postorder traversal of
the tree). Also ac(w) = 0 as of Lemma 7.1.2.
Reverse: Let w be a substring of post(t), suh that ac(w) = 0, w1 is both
a leaf and a rst hild, and |w| ≥ 2. Substrings of post(t) starting from
w1 might end:
• on a node z whose subtree has w1 as a leftmost leaf
Then that substring is the postx notation of the subtree rooted at
z (we onsider postorder traversal of the tree) and by Lemma 7.1.2
the arity heksum of that subtree is 0.
• on a node z whose subtree has a leftmost leaf found before w1 in
post(t)
Then that substring is the postx notation of the subtree rooted at
z, whih ontains the largest subtree, say s, having w1 as a leftmost
leaf. However the siblings of s are missing and it is obvious to see
that the sum of arities is greater that the size of the substring
minus 1 (more hildren than the number of nodes minus 1) and so
the arity heksum of that substring is greater than 0.
• on a node z whose subtree has a leftmost leaf found after w1 in
post(t)
Then that substring ontains a subtree, say s, having w1 as a left-
most leaf and a olletion of leaves and subtrees found later in the
postorder traversal of the tree. It is obvious to see that the sum of
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arities is less that the size of the substring minus 1 (less hildren
than the number of nodes minus 1) and so the arity heksum of
that substring is less than 0.

7.1.2 Algorithms
We onsider the following problems:
Problem 6 Find the omplete subtree repeats of an unlabelled ordered
ranked tree t onsisting of n nodes.
Problem 7 Find the omplete subtree repeats of a labelled ordered ranked
tree t onsisted of n nodes.
In this setion, we present algorithms solving Problems 6 and 7. The
algorithms are divided in two phases: the preproessing phase and the
searhing phase.
We divide the rest of this setion in three subsetions: rst, we present
the preproessing part of the algorithm; then, we show a method for
solving Problem 6 whih we then extend to solve Problem 7.
Preproessing
Given a tree t, its postx notation is rst omputed using a simple pos-
torder traversal of the tree.
While not neessary in general, a new identier an be enoded for
eah node of the subjet tree, based on its label and rank. These iden-
tiers, along with the arity of the respetive nodes, form the ranked
alphabet. In this way, the ase that the tree onsists of nodes having the
same label but dierent arity, an be easily handled.
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Let post(t) = x1x2 . . . xn be the postx notation of tree t. The pre-
proessing phase ompletes by omputing 3 auxiliary arrays, whih will
be used during the searhing phase:
1. The height of eah subtree of t, having node xi as its root, is stored
in array H , for 1 ≤ i ≤ n.
2. An array P of n elements, with the i-th element having the value
p if xp is the parent of xi.
3. A binary array FC onsisting of 1s and 0s, where the i-th element
is set to 1 in ase xi is the rst (leftmost) hild of its parent node
xP [i].
Finding subtree repeats
ALGORITHM Subtree-Repeats(post(t) = x1x2 . . . xn over ranked
alphabet A = (Σ, ϕ))
1: sc← 1;
2: for i← 1 to n do
3: if ϕ(xi) = 0 then
4: S ← S⋃{i};
5: T [i]← sc;
6: TL[i]← 1;
7: else
8: T [i]← 0;
9: TL[i]← 0;
10: for i← 1 to H [n] do
11: while LA[i℄ is not empty do
12: Partition(Dequeue(LA[i]))
13: return Sets of starting positions of substrings of post(t) and their
lengths, representing subtrees from t;
We are now in a position to present Algorithm Subtree-Repeats,
solving Problem 6. The omputation is based on a bottom-up traversal
of the input tree t, desribed by its postx notation post(t) = x1x2 . . . xn.
The algorithm, at eah step (level) i, loates and outputs all repeating
subtrees of height i. We also introdue an auxiliary array alled level
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array (LA), whih keeps trak of queues of triplets. These triplets de-
sribe fators of post(t), and are of the form (S, ℓ, a), where S is a set
ontaining the starting positions of the ourrenes of the fator, ℓ is the
fator's length, and a is its arity heksum, whih, in ase is 0, indiates
that the fator orresponds to some subtree of t.
The algorithm starts by onstruting a triplet (S, 1, 0), representing
all leaves, i.e. subtrees of height 0 (lines 3-6), with its set S ontaining
all positions of the unary symbol in post(t). The triplet is then passed
to the funtion Assign-Level, whih splits the elements of S in several
subsets, aording to the height of the subtree speied by the parent
(stored in H [P [root]]) of eah element in S (line 4). Elements whih
do not orrespond to subtrees being leftmost hildren (rst hildren) of
their parent nodes are disarded. The resulting subsets are then wrapped
into triplets and appended in the appropriates queues of LA aording
to H [P [root]]. Note, that funtion Assign-Level takes as input only
triplets desribing fators that orrespond to subtrees.
At eah step i of the algorithm, the triplets in LA[i] are passed to
the funtion Partition, whih partitions a triplet aording to the next
fator, starting at position r (line 2), that is to be onatenated with the
fator desribed by the triplet. The next fator either represents a subtree
of t in postx notation, in ase its rst symbol marks the beginning of a
subtree (lines 3-5), or a single symbol (lines 6-8). Triplets are reursively
partitioned (line 18) until they desribe fators representing subtrees in
postx notation (lines 10-16). When a triplet nally desribes a fator
representing a subtree, starting positions of those fators are assigned
an index (stored in array T ), and their lengths are stored in an array
TL (lines 14-15). This is to indiate that the fator starting at position
i i having length TL[i] was found to orrespond to a subtree. Those
triplets are then proessed by Assign-Level, whih partitions them in
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levels and stores them in the appropriate queues of LA. As stated before,
only the elements i of the set S of a triplet E = (S, ℓ, 0), suh that the
subtree orresponding to the fator xi . . . xi+ℓ is the rst hildren of the
subtree speied by its parent node, are onsidered (Lemma 7.1.4). The
algorithm terminates when the level array LA is empty.
ALGORITHM Assign-Level(E = (S, ℓ, a))
1: for i ∈ S do
2: root = i+ TL[i]− 1;
3: if FC[root] = 1 then
4: SH[P [root]] ← SH[P [root]] ∪ {i};
5: L← L ∪H [P [root]];




8: return Partitioning of E in levels;
ALGORITHM Partition(E = (S, ℓ, ac), post(t) = x1x2 . . . xn)
1: for i ∈ S do
2: r = i+ ℓ;
3: if T [r] 6= 0 then
4: ET [r] ← (ST [r] ∪ {i}, ℓ+ TL[r], a− 1);
5: L← L ∪ {ET [r]};
6: else
7: Exr ← (Sxr ∪ {i}, ℓ+ 1, a− 1 + ϕ(xr));
8: L← L ∪ {Exr};
9: for Ei = (Si, ℓi, ai) ∈ L do
10: if aci = 0 then
11: Output(Si, ℓi);
12: s = s+ 1;
13: for j ∈ Si do





19: return Partitioning of E in lasses orresponding to next element
to be onsidered;
Theorem 7.1.5 The algorithm Subtree-Repeats omputes all sub-
tree repeats of a given tree t in Θ(n) time, where |t| = n.
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Proof The preproessing phase, i.e. the omputation of post(t), arrays
P ,H and FC, is done in Θ(n) time. During the expansion of the subtrees
performed in the funtion Partition, the algorithm does not read a sym-
bol more than one, but rather reads the previously expanded subtrees.
Merging the subtrees is done in n− 1 operations (number of hildren of
the tree). 
Solving the problem for labelled ordered ranked trees
The algorithm desribed in the previous setion an be adapted to solve
Problem 7 using a slight modiation, whih we present in this setion.
During initialization we should pay attention to form dierent sets of
leaves aording to their label. Additionally, partitioning should be done
aording to the label, rank and subtree of the next element that is to
be onsidered. In that way we will require a (Σ+1)n× 1 array of sets to
be formed in order to obtain the partitioning. However we an do better
than this by separating the partitioning in the following ases:
• When we partition with respet to subtree starting from next ele-
ment to be onsidered we use an auxiliary n× 1 array of sets.
• When we partition with respet to next element to be onsidered
we rst use an auxiliary n×1 array of sets to partition with respet
to the arity of the element and then an auxiliary Σ × 1 array of
queues to partition with respet to the label of the element. We
an restrit to the dierent labels that appear in the tree, say k
(learly k ≤ n), thus using an auxiliary k × 1 array of queues at
the seond step of the partitioning, thus using Θ(n) spae during
the exeution of the algorithm.
The proedures that dier from the previous algorithm are given in the
Appendix.
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Figure 7.1: Number of operations performed by Algorithm Subtree-
Repeats, aording to the size of the input tree
7.1.3 Experiments
We have onduted an experiment to verify the linear runtime of the pro-
posed algorithm omputing subtree repeats in unlabelled ordered ranked
trees, in pratie. For the experiment we have used randomly generated
trees with their size ranging from 100 to 10000 nodes with a step of 100
nodes and a bounded alphabet with the arity of the symbols ranging
between 0 and 5. Figure 7.1 shows the number of operations arried out
by our implementation of the algorithm against the number of nodes of
the tree instanes. The resulting graph learly indiates the linear rela-







Graphs arise in many areas of mathematis and omputer siene having
appliations in many other elds as well. Extremal graph theory prob-
lems usually ask for the maximum or minimum size or order of a graph
having ertain harateristis (see also [29℄). Suh questions are often
quite natural in the onstrution of networks or iruits.
We onsider variants of the following problems:
• Degree/diameter problem: What is the maximum number of ver-
ties nd,k that an be ontained in a graph of maximum degree d
and diameter at most k? (The order of suh a graph is between 2
(a P2) and the Moore bound [145℄.)
• EX-problem: Given a graph of order n what is the maximum num-
ber of edges, denoted by ex(n; t), that an exist in the graph suh
that it ontains no yle Ck, where 3 ≤ k ≤ t?
• Ramsey [206℄ showed that in a blue-red olouring of the edges of
a suiently large omplete graph (Kn) there must exist either a
blue or a red omplete subgraph of a given order (a blue Km or a
red Km). The minimum order (n) of a omplete graph that must
ahieve that is known as a Ramsey number.
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• Degree/girth problem: Given natural numbers d ≥ 2 and g ≥ 3,
nd the smallest possible number n(d, g) of verties in a regular
graph of degree d and girth g. A rst proof for the existene of suh
graphs was given by Sahs [216℄. That upper bound was further
improved by him in a ollaboration with Erd®s a few months later
[107℄.
• Zarankiewiz problem: what is the maximum number of edges that
an exist in a bipartite graph G, whose disjoint sets U and V have
size m and n respetively, suh that Ks,t is not a subgraph of G?
8.1 Degree/diameter problem for trees
and pseudotrees
In this setion we onsider the degree/diameter problem whih asks:
What is the maximum number of verties nd,k that an be ontained
in a graph of maximum degree d and diameter at most k? Moore [145℄
initially posed the problem and introdued the upper bound alled the
Moore bound. Graphs that attain the Moore bound are alled Moore
graphs.
For most values of d and k, the degree/diameter problem is open;
we only have general upper and lower bounds for the values of nd,k. In
an eort to tighten the gaps between the upper and lower bounds, re-
searh ativities related to the degree/diameter problem fall into two
main streams. On the one hand there are proofs of non-existene of
graphs of order equal to the urrent best upper bounds, thereby improv-
ing (lowering) the upper bounds[19, 106, 175℄. On the other hand, there
is a great deal of ativity in the onstrutions of large graphs, furnishing
better lower bounds on nd,k[40, 102, 195℄.
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The study of Moore graphs was initiated by Homan and Singleton
[145℄, their pioneering paper was devoted to Moore graphs of diameter 2
and 3. In the ase of diameter 2, they proved that Moore graphs exist for
d ∈ {2, 3, 7} and possibly 57 but for no other degrees, and that for the
rst three values of d the graphs are unique. For diameter 3 they showed
that the unique Moore graph is the heptagon (for d = 2). The proofs
exploited eigenvalues and eigenvetors of the adjaeny matrix (and its
prinipal submatries) of graphs.
It turns out that no Moore graphs exist for d ≥ 3 and k ≥ 3. This was
shown by Damerell [90℄ by way of an appliation of his theory of distane-
regular graphs to the lassiation of Moore graphs. An independent
proof of this result was also given by Bannai and Ito[18℄.
The main results onerning Moore graphs an be summed up as
follows. Moore graphs for diameter k = 1 and maximum degree d ≥ 1
are the omplete graphs Kd+1. For diameter k = 2, Moore graphs are
the yle C5 for degree d = 2, the Petersen graph for degree = 3 and the
Homan-Singleton graph for degree d = 7. The existene or otherwise of
a Moore graph of degree 57 and diameter 2 is still unknown. Finally, for
diameter k ≥ 3 and degree d = 2, Moore graphs are the yles on 2k+ 1
verties C2k+1.
Sine the general degree/diameter problem is diult, researh has
been also onentrated on various related problems. These inlude stud-
ies of the degree/diameter problem for speial types of graphs suh as
Cayley[89, 238℄, planar[112, 124, 235℄, bipartite[20, 72℄, direted[21, 35,
163℄ and toroidal[234℄ graphs (for a general survey of the degree/diameter
problem see [194℄). Several other areas of researh in graph theory turn
out to be related or inspired by the theory of Moore graphs; examples
inlude ages, antipodal graphs, Moore geometries and Moore groups.
Reall that a (k; g)-age is a graph of degree k and girth g, with the
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minimum possible number of verties. Connetions between ages and
Moore graphs are explained in a survey paper on ages by Wong [239℄.
In this setion we onsider the degree/diameter problem on strutures
that have not been explored before, trees, speial types of trees suh as
Cayley trees, aterpillars, lobsters, banana trees and reraker trees, as
well as for tree-like strutures suh as pseudotrees, giving the extremal
numbers and onstrutions[68℄.
8.1.1 Denitions and Problems
In this paper we onsider the following problems.
Problem 8 Given natural numbers d ≥ 1 and k ≥ 1 nd the largest
possible number of verties nd,k in a tree of maximum degree d and diam-
eter at most k. Within this problem we onsider also the spei ases of
Cayley trees, aterpillars, lobsters, banana trees and reraker trees.
Problem 9 Given natural numbers d ≥ 2 and k ≥ 1 nd the largest
possible number of verties nd,k in a pseudotree of maximum degree d
and diameter at most k.
8.1.2 Degree/diameter problem on trees
In this setion we investigate the degree/diameter problem on trees, and
in partiular on some speial types of trees suh as Cayley trees, ater-
pillars, lobsters, banana trees and reraker trees, as well as for tree-like
strutures suh as pseudotrees, giving the extremal numbers and on-
strutions. Unlike the general ase when the Moore bound is usually
not ahieved, in the ase of banana trees, aterpillars and lobsters, we
an always onstrut the orresponding Moore graph as well as for trees,
Cayley trees and pseudotrees in the ase that k is even.
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We attak the degree/diameter problem on a tree by onsidering a
maximal shortest path and maximizing the order of hanging subtrees on
it. Before going further we introdue the following helpful notation:
• Fd,h is the tree where all non-leaf nodes have degree d and all its
leaves are at height h from the root. (|Fd,h| = d(d−1)h−2d−2 )
• F ′d,h is the tree where all non-leaf nodes have degree d, exept its
root whih has degree d− 1, and all its leaves are at height h from
the root. (|F ′d,h| = (d−1)
h+1−1
d−2 )
• F ′′d,h is the tree where all non-leaf nodes have degree d, exept its
root whih has degree d− 2, and all its leaves are at height h from
the root. (|F ′′d,h| = (d− 1)h)





2, d = 1 or k = 1
k + 1, d = 2 and k ≥ 2
2(d−1)k+12 −2
d−2 , k odd, k ≥ 3 and d ≥ 3
d(d−1)k2 −2
d−2 , k even, k ≥ 2 and d ≥ 3
(8.1)
Proof For d = 1 or k = 1 we have n1,k = 2 and nd,1 = 2, ahieved by
P2.
For d = 2 and k ≥ 2 we have n2,k = k + 1, ahieved by Pk+1.
For d ≥ 3 and k ≥ 2, we onsider a maximal shortest path of length r.
We then number its verties from 0 to r.
No subgraph hanging from any one of these verties has ommon verties
with a subgraph hanging from another vertex as then we would have a
yle.
It is easy to see that these hanging subgraphs are also trees.
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An end vertex has no hanging tree attahed as that would mean a larger
maximal shortest path.
The tree hanging from eah non-end vertex i has height at mostmin(i, r−
i) (onsider distane of the leaves from the end verties 0 and r).
Therefore, there is at most one F ′′d,min(i,r−i) hanging from the vertex i.
Summing the verties gives the required upper bound:∑r
i=0 |F ′′d,min(i,r−i)|












nd,k = |F ′′d, k
2
|+ 2∑k2−1i=0 |F ′′d,i| = (d− 1) k2 + 2∑k2−1i=0 (d− 1)i






Observe that the extremal ase for any general tree is a Cayley tree
and therefore the upper bound for Cayley trees is the same as for general
trees; it is in fat the (unique) solution of the degree/diameter problem for
Cayley graphs. However, this is not the ase for other types of trees. The
next theorems deal with the degree/diameter problem for aterpillars,
lobsters, banana trees and reraker trees.
The extremal ases for aterpillars and lobsters are found by onsid-
ering the limitations of the tree as in Theorem 8.1.1 and then applying
the limitations for the spei tree. We give the extremal ases without
proof.
Theorem 8.1.2 For a aterpillar tree: nd,k = 2 + (k − 1)(d− 1)
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2, k = 1 or d = 1
d+ 1, k = 2 and d ≥ 2
(k − 3)d2 + (8− 2k)d+ k − 3 k ≥ 3 and d ≥ 2
(8.2)
The extremal ases for banana and reraker trees are found by
onsidering the dierent type of onstrutions of those trees. Again we
give the extremal ases without proof.




2, k = 1 or d = 1
d+ 1, (k ∈ {2, 3} and d ≥ 3) or (k = 4 and d ≥ 5)
k + 1, d = 2 and k ≥ 2
2k − 2, k = 4 and d ∈ {3, 4}
(k − 3)(d+ 1), k ≥ 5 and d ≥ 3
(8.3)
Proof For the general ase, there are four onstrutions to onsider:
• A Sd+1
• k + 1 opies of S1 joined in a path
• k − 1 opies of S2 joined in a path
• k − 3 opies of Sd+1 joined in a path
When d = 1 or k = 1 the only possible graph is a P2, whih has diameter
1 (a S2 or 2 opies of S1 joined in a path). When d = 2 and k ≥ 2 the
seond onstrution gives the extremal ase. For d ≥ 3, we are able to
pik any of the above onstrutions (depending on k only). Hene:
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• when (k ∈ {2, 3} and d ≥ 3) or (k = 4 and d ≥ 5), the rst
onstrution gives the extremal ase.
• when k = 4 and d ∈ {3, 4}, the third onstrution gives the ex-
tremal ase.
• when k ≥ 5 and d ≥ 3, the fourth onstrution gives the extremal
ase.




2, k = 1 or d = 1
d+ 1, k = 2
d+ 2, k = 3
2d+ 1, k = {4, 5}
1 + d+ d2, k ≥ 6
(8.4)
Proof For the general ase, there are four onstrutions to onsider:
• a Sd+1, i.e. d opies of S1 attahed on the root
• a Sd+1 attahed on the root
• d opies of S2 attahed on the root
• d opies of Sd+1 attahed on the root
When d = 1 or k = 1, the only possible graph is a P2, whih has
diameter 1 (a S1 attahed on the root). When k = 2, the rst onstru-
tion gives the extremal ase. When k = 3, the seond onstrution gives
the extremal ase. When k ∈ {4, 5}, the third onstrution gives the
extremal ase. When k ≥ 6, the fourth onstrution gives the extremal
ase.
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Although a pseudotree is very lose to being a tree, it appears that
a deeper ombinatorial analysis is needed to nd the extremal ases of
the degree/diameter problem on a pseudotree. To attak the problem
we onsider ases on the maximum height of subtrees hanging from the
yle of the pseudotree, thus deriving our results.
The following upper bound will be very helpful as it will allow us
to disregard onstrutions with subtrees of small maximum height h on
their yle.
Lemma 8.1.6 A pseudotree of maximum degree d, diameter at least k,
having subtrees of maximum height h on its yle and at least one subtree
ahieving that height has at most 2(k − 2h)(d− 1)h + d(d−1)h−2
d−2 verties,
where h ≤ ⌊k
2
⌋, d ≥ 3 and k ≥ 2.
Proof Clearly all subtrees hanging from the yle of the pseudotree must
be of the form F ′′d,q, where 0 ≤ q ≤ h. On the right side of the subtree of
height h there an be at most k − 2h subtrees of max height h, then the
height of the subtrees gradually dereases as h− 1, h− 2, . . . , 1, 0. Same
on the left of the entral subtree of height h. One an observe that
n ≤ 2(k − 2h)|F ′′d,h|+ |Fd,h|
= 2(k − 2h)(d− 1)h + d(d−1)h−2
d−2 . 
The next lemma gives the extremal ase for k even, k ≥ 2, and d ≥ 4
using the upper bound of Lemma 8.1.6.
Lemma 8.1.7 When k is even, a pseudotree of maximum degree d and
diameter at most k has at most the same number of nodes as the extremal
tree of maximum degree d and diameter at most k, where k ≥ 2 and d ≥ 4
or k ≥ 4 and d = 3.
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Clearly, on the right side of the subtree of height
k
2
the height of the





− 2, . . . , 1, 0. Same on the left




Observe that n = Fd, k
2
.
Subtrating from that the upper bound of Lemma 8.1.6 we get:
|Fd, k
2













−h − d− 2(k − 2h)(d− 2)]




− h = x transforms the above to d(d − 1)x − d − 4(d − 2)x ≥
d((d− 1)x− 1− 4x) so it is enough to show that ((d− 1)x− 1− 4x) ≥ 0.
It is easy to see that this holds for all feasible values exept for the pairs
(d, x) = (3,1), (3,2), (3,3), (3,4), (4,1) and (5,1). Trying these pairs in
d(d−1)x−d−4(d−2)x, only (d = 3, x = 1) gives a negative value. We will
next show that the pair (d = 3, x = 1) does not give onstrutions with
more nodes than the extremal tree of maximum degree 3 and diameter
at most k, where k is even and k ≥ 4.




With a little ombinatorial analysis we end up with the following ases:
• C5 with 5 F ′′d, k
2
−1 attahed to it.
• C5 with 4 F ′′d, k
2




−2 attahed to it.
• C7 with 3 F ′′d, k
2




−2 attahed to it.
• Ck with 2 F ′′d, k
2




−2 attahed to it.
• In the ase that we are dealing with one suh subtree we get as































its left and right sides (order is |Fd, k
2
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Clearly, the rst ase gives the maximum order.




| − 5|F ′′
3, k
2
−1| = 3 · 2
k
2 − 2− 5 · 2 k2−1 = 2 k2−1 − 2 ≥ 0. 
Figure 8.1: Cases onsidered in Lemma 8.1.7, a △ with an h next to it






The following lemma will be useful when onsidering the problem for
k odd.
Lemma 8.1.8 For k odd, a pseudotree of maximum degree d ≥ 4, diam-
eter at most k, having subtrees of maximum height k−1
2
on its yle, and








. With a little ombinatorial analysis we arrive at the following
ases:
• C3 with 3 F ′′d, k−1
2
attahed to it.
• C5 with 2 F ′′d, k−1
2
and 3 F ′′
d, k−3
2






















• In the ase that we are dealing with one suh subtree we get as an
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Clearly, the rst ase gives the maximum order. 
Figure 8.2: Cases onsidered in Lemma 8.1.8 a △ with an h next to it






Using the upper bound of Lemma 8.1.6, the next lemma gives the
extremal ase for k odd, k ≥ 3, and d ≥ 4.
Lemma 8.1.9 When k is odd, a pseudotree of maximum degree d and
diameter at most k has at most 3|F ′′
d, k−1
2
| nodes, where d ≥ 4 and k ≥ 3.
























−1| − 2(k − 2h)(d − 1)h +
d(d−1)h−2
d−2 = 3(d − 1)
k−1




> (d− 1)h[3(d− 1) k−12 −h − 2(k − 2h)− d
d−2 ]
Consider:
3(d− 1) k−12 −h − 2(k − 2h)− d
d−2 ≥ 3(d− 1)
k−1
2
−h − 2(k − 2h)− 3
Substituting x = k−1
2
−h the above expression beomes 3(d−1)x−4x−5.
It sues to prove that 3(d− 1)x − 4x− 5 ≥ 0.
It is easy to see that this holds for all valid values exept for the pairs
(d = 3, x = 1) and (d = 3, x = 2). 
The following lemma proves useful when onsidering the problem for
k odd, d = 3 and k ≥ 5.
177
Part IV Chapter 8. Extremal graph theory
Lemma 8.1.10 For k odd, a pseudotree of maximum degree 3, diameter
at least k, having subtrees of maximum height k−3
2
on its yle and at









With a little ombinatorial analysis we identify all the possible ases as
follows.
• C7 with 7 F ′′3, k−3
2
attahed to it.
• C7 with 6 F ′′3, k−3
2




• C7 with 5 F ′′3, k−3
2




• C9 with 4 F ′′3, k−3
2




• C9 with 3 F ′′3, k−3
2




• In the ase that we are dealing with 2 suh subtrees we get as an
upper bound the onstrution for the ase below with one of F ′′
3, k−5
2
















• In the ase that we are dealing with one suh subtree we get as









































Clearly, the rst ase gives the maximum order. 
Using Lemmas 8.1.9 and 8.1.10, the following lemma gives the ex-
tremal ase for k odd, k ≥ 5, and d = 3.
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Figure 8.3: Cases onsidered in Lemma 8.1.10, a △ with an h next to it






Lemma 8.1.11 For k odd, k ≥ 3, a pseudotree of maximum degree 3
and diameter at most k has at most the same number of nodes as the
orresponding extremal tree.




(Lemma 8.1.8) gives the same order sine:




|) = 4 · 2 k−12 − 2− 3 · 2 k−12 + 2− 2 k−12 = 0





(2 · 2 k+12 − 2)− 7|F ′′
3, k−3
2
| = (2 · 2 k+12 − 2)− 7 · 2 k−32
= 2
k−3
2 − 2 ≥ 0
Upper bound for the remaining ases is also less:




−h − 2k + 4h− 3)− 2.
Letting x = k+1
2
− h transforms the above expression to 2h(2x+1 − 4x−
1)− 2.
It sues to show that 2x+1 − 4x − 1 > 0, whih learly holds for all
x ≥ 3. 
We are now ready to present the main result of this paper.
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Theorem 8.1.12 A pseudotree of maximum degree d and diameter at
most k, where d ≥ 2 and k ≥ 1, has order at most:
• 2k + 1, if d = 2
• 3, if k = 1
• 5, if k = 2, d = 3




d− 2 , if (k is even, k ≥ 2, d ≥ 4)
or (k is even, k ≥ 4, d = 3)
• 2 · 2 k+12 − 2, if k is odd, k ≥ 5, d = 3
• 3(d− 1) k−12 , if k is odd, k ≥ 3, d ≥ 4
Proof For d = 2 the only valid graph is a yle and the extremal ase is
the C2k+1.
For k = 1 the only valid graph is C3.
For k = 2 and d = 3 it is easy to see that the extremal ase is the C5.
(by onsidering ases aording to the girth of the onstrution)
For k = 3 and d = 3 it is easy to see that the extremal ase is the C7.
(by onsidering ases aording to the girth of the onstrution)
The fth ase follows from Lemma 8.1.7.
The sixth ase follows from Lemma 8.1.11.
The last ase follows from Lemma 8.1.9. 
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8.2 Maximizing the girth of a planar graph
under girth onstraints
We onsider the EX-problem, a problem whih asks given a graph of
order n what is the maximum number of edges, denoted by ex(n; t), that
an exist in the graph suh that it ontains no yle Ck, where 3 ≤ k ≤ t.
The set of those extremal Ct-free graphs (not to be onfused with graphs
that have no yles of length t) is denoted by EX(n; t). Erd®s [105℄
initially posed the problem with t = 4. Sine then a lot of researh has
been done trying to obtain exat solutions for the problem on general
graphs, or obtaining good lower and upper bounds [1, 2, 3, 4, 15, 17, 46,
93, 127, 128, 176, 229, 230℄.
Researh has also onentrated around speial types of graphs, suh
as bipartite graphs [126, 16℄. For n ≤ t, it is easy to show that all trees
inluding stars K1,n−1 and paths Pn are extremal graphs and ex(n; t) =
n − 1. For t + 1 ≤ n ≤ ⌊3t/2⌋ the yles Cn are extremal graphs and
ex(n; t) = n. These values are inluded in the tables as folklore. The
problem of nding the extremal number ex(n; 3) is solved by Mantel's
theorem [190℄ whih states that the maximum size of a triangle free graph
of order n is ⌊n2/4⌋. The extremal graphs EX(n; 3) are the omplete
bipartite graphs K⌊n/2⌋⌈n/2⌉. For t ≥ 4 no exat general formula is known
for ex(n; t). There are however general lower and upper bounds for t = 4.





, given by Garnik and Neuwejaar





n− 1 , given by Garnik, Kwong
and Lazebnik [127℄.
The bipartite ase of the problem has been also studied. Early work
had onentrated on avoiding yles up to length 4 [37℄ or 6 [91, 92,
179, 199℄. Later researhers tried to give bounds for general t. Hoory
[147℄ and Lam [177℄ investigated the maximum number of edges in a
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bipartite graph of arbitrary girth g whose left and right sides are of size
nL and nR and gave some bounds. Later, Lam [178℄ improved his results
and showed that if G has no yles of length 2ℓ, for all ℓ ∈ [2, 2k], and






L + O(nL). Furthermore,
Balbuena et al. [16, 126℄ showed that an extremal bipartite graph of
girth at least 2t + 2 must ontain a C2t+2 whenever t = 2, 3 or when m
and n are large enough in omparison with t. They also gave the exat
value of the extremal funtion ex(m,n; {C4, . . . , C2t}) in the ase that
m = n = 2t and in the ase that m = n = 2t + 1 and showed that all
extremal graphs are maximally onneted. A similar problem asks for
the maximum size of a graph of given order without a C2k. Erd®s [103℄
showed some bounds and onjetures for the ase of k = 3; one of these
onjetures has been proved to be true later by Györi [138℄. Sárközy
et al. [218℄ investigated a speial ase of this problem giving an upper
bound. Finally, Naor et al. [198℄ gave an upper bound on the number of
edges in a bipartite graph without a yle of length 2k.
A relevant problem is whether or not a given graph ontains yles
of all lengths [30℄. Suh graphs are alled panyli and muh researh
has been onentrated around them as well. There are also obvious
onnetions with the age problem [110℄, also known as the degree/girth
problem, as well as with the Zarankiewiz problem. Goddard et al. [130℄
investigated the ase when the subgraph to be avoided is a C4, thus
showing some extremal values for the Ct-free problem in the ase that
t = 4.
In this setion we onsider the EX-problem for strutures that have
not been studied before, planar graphs and speial types of planar graphs
suh as pseudotrees, ati, Halin, generalized Halin graphs and graphs
lying in an innite square grid, giving the extremal numbers and some
onstrutions [66℄. We also onsider the problem on bipartite graphs,
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based on results and tehniques from [66℄. We give the extremal ases
for a bipartite graph of low order and girth, where 1 ≤ n ≤ 20 and
4 ≤ t ≤ 10, exept for a few instanes of the problem. We use these
results to obtain the extremal ases for bipartite graphs of high girth
and for the problem in the general ase.
8.2.1 Pseudotrees and Cati
For a pseudotree the situation is easy to handle as the removal of one
edge from the yle of the pseudotree leaves a tree.
Theorem 8.2.1 An extremal pseudotree of size n and girth at least t+1
has ex(n, t) = n, where 3 ≤ t ≤ n− 1.
Proof The only limitation is that the yle of the pseudotree must have
length at least t + 1. It is then lear that |E| = n as removal of an edge
from the yle of the pseudotree leaves a tree whih has n− 1 edges, no
matter the arrangement of the verties lying on the hanging subtrees of
the yle. 
Cati graphs are more omplex than pseudotrees as they are allowed to
have more than one yle.







⌋+ n, 3 ≤ t ≤ n− 1
n− 1, t ≥ n
Proof The number of edges of the atus graph is:
|E| = (number of yles in the graph)+ n− 1,
as removal of an edge from eah yle of the atus graph leaves a tree
whih has n − 1 edges (or onsider Euler's formula with n verties and
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number of faes equal to the number of yles in the graph plus the
unbounded fae).
Maximizing E is then equivalent to maximizing the number of yles in
the atus graph.
Cyles of the atus graph must have length at least t + 1.
Therefore we an have at most ⌊n−t−1
t
⌋ + 1 yles (t + 1 verties make
the rst yle, then the remaining yles are made by using t verties).
So ex(n, t) = ⌊n−(t+1)
t
⌋+ n. 
8.2.2 Generalized Halin graphs
Halin graphs are another tree-like struture. The limitation for the min-
imum degree of their verties to be more than 2 fores the existene of a
C3. Atually it has been proved that Halin graphs are almost panyli,
i.e. they ontain yles of all lengths 3 ≤ l ≤ n exept possibly for one
even value of l [31℄. This fat implies the following theorem.
Theorem 8.2.3 There are no extremal Ct-free Halin graphs for any t ≥
3.
As the restrition for the minimum degree of a Halin graph to be more
than 2 leaves no spae for our problem we onsider the generalized Halin
graph, where we allow verties of the graph to have degree 2. We relate
the number of edges of the graph to the number of leaves of the anestor
tree of the Halin graph thus being able to derive onlusions.
Lemma 8.2.4 A generalized Halin graph of order n and girth at least
t+ 1 has at most ⌊2n−2
t
⌋ + n− 1 edges if 3 ≤ t ≤ ⌊2n−2
t
⌋ − 1.
Proof The number of edges of a generalized Halin graph is |E| =length
of yle joining the leaves of the Halin graph + number of edges in the
anestor tree = number of leaves in the anestor tree + n− 1,
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as the generalized Halin graph is made from an anestor tree whih has
n− 1 edges and one edge per leaf whih join the tree leaves in a yle.
Maximizing E is then equivalent to maximizing the number of leaves in
the anestor tree.
The number of leaves of the generalized Halin graph is the number of
its faes (exluding the outer one). Maximizing E is then equivalent to
maximizing the number of its faes.
One an observe that every generalized Halin graph has all its nodes at-
tahed to the yles mentioned above exept if it is a path.
That path gives no ontribution to the number of the faes formed, there-
fore we an onsider only the rest of the ases.
Let us denote the boundaries (yles) of the faes based on the ith and
i+1th leaf as CYi (leaves are ordered in the way they are found in a post
order traversal of the anestor tree of the Halin graph).
By ounting the number of nodes of eah suh yle we observe that eah
node is ounted twie exept maybe their roots.
The root is ounted as many times as is the number of yles hanging
from it.
Inner roots are ounted as many times as is the number of yles hanging
from them plus 2 (for their neighbour yles).
Let the number of the yles mentioned above be c. Then
∑c
i=1 |CYi| =
2(nodes that are ounted twie) + number of roots= 2(n − 1) + c =
2n+ c− 2
Cyles of the generalized Halin graph must have length at least t + 1.
Therefore 2n + c− 2 ≥ c(t+ 1)
and c ≤ ⌊2n−2
t
⌋ 
Lemma 8.2.5 A generalized Halin graph of size n and girth at least t+1
an have ⌊2n−2
t
⌋+ n− 1 edges if 3 ≤ t ≤ ⌊2n−2
t
⌋ − 1.
Proof It is easy to see that the bound introdued in the theorem above
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is ahieved by the following onstrution:









Any remaining verties are added to the last path (see also Figure 8.4).
Then c = 2⌊n−1
t
⌋+ ⌈(n− 1) mod t− ⌈ t
2
⌉ + 1)⌉ = ⌊2n−2
t
⌋
(When (n − 1) mod t ≥ ⌈ t
2
⌉ the seond term of the expression is 1, 0
otherwise)











⌋+ n− 1, 3 ≤ t ≤ ⌊2n−2
t
⌋ − 1
n− 1, t ≥ ⌊2n−2
t
⌋
Proof By Lemmas 8.2.4 and 8.2.5 we get the above result for 3 ≤ t ≤
⌊2n−2
t
⌋ − 1. However if t ≥ ⌊2n−2
t
⌋ the only valid onstrution is Pn, a
path starting from the root ending at a single leaf, as it has no onneted
leaves whih would result to a yle of length at least ⌊2n−2
t
⌋. 
Figure 8.4: An extremal generalized Halin graph of order 14 and girth
at least 5
8.2.3 Retangular grid graphs
It appears that to maximize the number of edges of a graph of order n in
the grid we need to minimize the perimeter of a losed shape ontaining
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all n verties. Thus the situation beomes easier to handle and we are able
to draw onlusions for extremal numbers and give some onstrutions.
We note that we onsider only ases for odd t, as due to the fat that no
odd yles an exist in the grid ex(n, 2k) = ex(n, 2k + 1) for k ≥ 2.
Theorem 8.2.7 A graph of order n and girth at least t + 1 that lies in
an innite square grid an have at most:
• n− 1 edges ,if 1 ≤ n ≤ t
• ⌊2n−t−3










t−1 ⌋+n− 1 edges, if ⌈ t+14 ⌉⌊ t+14 ⌋+1 ≤ n and ⌈
√
n⌉⌊√n⌋+
1 ≤ n ≤ ⌈√n⌉⌈√n⌉
Proof For 1 ≤ n ≤ t our graph must be ayli and any maximal ayli
graph is by denition a tree with n− 1 edges. If t+1 ≤ n there must be
yles present in our graph.
Let us denote the number of faes of the graph by c.
Using Euler`s formula for planar graphs we get |E| = c+ n− 1.
By summing the edges of eah of the boundaries of eah fae (exept the
outer fae) we get:∑c
i=1 |Cyi| = 2x + y, where x is the number of edges of the graph that
are ounted twie, y is the number of edges of the graph that are ounted
one and {Cy1, Cy2, . . . , Cyc} is the set of yles that are the boundaries
the faes (exept the outer fae) present in our graph.
Let us denote the number of the edges that do not belong to any of
{Cy1, Cy2, . . . , Cyc} by h. As |E| = x+y+h,
∑c
i=1 |Cyi| = 2|E|−y−2h.
By Euler's formula we get:
∑c
i=1 |Cyi| = 2c+ 2n− 2− y − 2h
As these yles must have length at least t+ 1:
c(t+ 1) ≤∑ci=1 |Cyi| = 2c+ 2n− 2− y − 2h
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i.e. c ≤ ⌊2n−2−y−2h
t−1 ⌋
In order to maximize |E| our graph must be onneted (otherwise we
an free a node and reate more edges by onneting the rightmost node
(take the lowest if they are many) of a maximally onneted subgraph
of G to the leftmost node (take the highest if they are many) of another
maximally onneted subgraph of G).
Then y is the perimeter of a two dimensional shape in the grid (exluding
any hanging edges).
Hanging edges do not ontribute to the number of faes formed and so
we should avoid them (an even number of nodes an be added in an
existing yle with a side on the outer boundary, reduing the graph to
another with one or none hanging edges). Therefore, in deriving an upper
bound for E we assume that there exist at most one hanging vertex in
our onstrution. It is easy to see that any suh shape is ontained in a
retangle whih touhes its leftmost, rightmost, top and bottom edges.
This retangle has same or smaller perimeter than the ontained shape
and maybe some more area.
It is ruial that the shape ontains at least n verties.
In the ase that h = 0, minimizing y means that we hoose a retangle
with sides ⌈√n⌉−1, ⌊√n⌋−1 and if we an not t all n verties in it we
hoose a square with sides of length ⌈√n⌉ − 1. In the ase that h = 1,
we an get no better upper bounds as we an maybe redue y by 2 but
we have to subtrat 2 from the numerator of the expression for the upper
bound. 
The following theorem suggests that the above upper bounds an be
ahieved if we somehow avoid no non-simple yles of length less than
t+ 1 in our onstrutions.
Theorem 8.2.8 The upper bounds of Theorem 8.2.7 an be ahieved
188
Part IV Chapter 8. Extremal graph theory
if no non-simple yles (yles other than the boundaries of the faes
formed) of length less than t + 1 are present in our onstrutions.
Proof To ahieve the upper bounds of Theorem 8.2.7 we need to tes-
sellate the retangle mentioned in Theorem 8.2.7 with as many yles






squares of the grid). Then we get c ≤
⌊Area of retangle
(t−1)/2 ⌋ and hene the above upper bounds. (as long as no non-
simple yles of length less than t + 1 are present in our onstrutions)

Below we show that the upper bounds that we have introdued an be
ahieved in ertain ases.
Theorem 8.2.9 The above upper bound an be ahieved for n ≥ ( t+1
2
)2.















t−1 ⌋+ n− 1, ⌈
√
n⌉⌊√n⌋+ 1 ≤ n ≤ ⌈√n⌉⌈√n⌉
Proof To ahieve the upper bound introdued in the above theorem we
need to tessellate the retangle mentioned above with as many yles of
length t+1 as possible as Theorem 8.2.8 suggests. This an be obtained




− 1) square with t+1
2
− 1 yles in the
form of a olumn of thikness 1. We then spiral the rest of the yles
around it until all verties are exhausted as shown in Figure 8.5. It is
easy to see that no yle of length less than
t+1
2
is formed due to yles
touhing eah other. 
8.2.4 Planar graphs
Using similar arguments we are now able to give the extremal numbers
and some extremal graphs for the problem on any planar graph.
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spiral around the entral square
Figure 8.5: Constrution of an extremal graph for n = 42 and girth at
least 6
Lemma 8.2.10 A planar graph of order n and girth at least t + 1 an
have at most:
• n− 1 edges, if 1 ≤ n ≤ t
• ⌊2n−t−3
t−1 ⌋+ n− 1 edges, if t + 1 ≤ n
Proof For 1 ≤ n ≤ t our graph must be ayli and any maximal ayli
graph is by denition a tree with n− 1 edges. If t+1 ≤ n there must be
yles present in our graph.
Let us denote the number of faes of the graph by c (exluding the outer
fae).
Using Euler`s formula for planar graphs we get |E| = c+ n− 1.
By summing the edges of eah yle (whih is a boundary of a fae) we
get:∑c
i=1 |Cyi| = 2x+y, where x is the number of edges of the graph that are
ounted twie and y the number of edges of the graph that are ounted
one.
Edges that do not belong to these yles do not ontribute to the num-
ber of faes formed in the graph and so we should not inlude them in
our onstrutions. Any suh hanging edge ould be added in an exist-
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ing yle, thus reduing the graph to one with no hanging edges. Then
|E| = x+ y, ∑ci=1 |Cyi| = 2|E| − y.
By Euler's formula we get:
∑c
i=1 |Cyi| = 2c+ 2n− 2− y
As yles must have length at least t + 1:
c(t+ 1) ≤∑ci=1 |Cyi| = 2c+ 2n− 2− y
i.e. c ≤ ⌊2n−2−y
t−1 ⌋
Using similar arguments as in Theorem 8.2.7, our graph must be on-
neted in order to maximize |E|. Then y is the perimeter of a two di-
mensional shape.
Following the restrition for the girth we get y ≥ t + 1 and hene the
above upper bound. 





n− 1, 1 ≤ n ≤ t
⌊2n−t−3
t−1 ⌋+ n− 1, n ≥ t+ 1
Proof For 1 ≤ n ≤ t our graph must be ayli and any maximal ayli
is by denition a tree with n− 1 edges, so any tree on n verties gives a
lower bound onstrution.
For n ≥ t+ 1 we onsider the following ases:
• If t is odd the following onstrution gives the upper bound. Con-
net the rst t+ 1 verties to make a Ct+1. Number those verties





. Insert any remaining verties in the latest added path,
obtaining 1 + ⌊n−(t+1)t−1
2
⌋ = ⌊2n−t−3
t−1 ⌋ yles (see also Figure 8.6).
• If t is even the following onstrution gives the upper bound (a-
tually it works also for odd t but the above onstrution is muh
simpler). Connet the rst t + 1 verties to make a Ct+1. Number
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those verties from 1 to t+1. Connet a path of length t
2
on verties
1 and 1+ t
2




starting from the seond vertex of the latest added path (ount





is its end) ending at vertex 2+ t
2
if latest added path was ending at
vertex 1 + t
2
or otherwise at vertex 1 + t
2
, meeting the outer fae.
Connet a path of length
t
2
on the same verties as the previous
path, meeting the outer fae. Repeat until no verties are left to
make suh paths. Insert any remaining verties in the latest added
path, obtaining 2⌊n− t−12 −2
t−1 ⌋+ I(n− t−12 − 2 mod t− 1 ≥ t2 − 1) y-
les.
The number of yles an be at most ⌊2n−t−3








t−1 ⌋+ I(n− t−12 − 2 mod t− 1 ≥ t2 − 1)
(see also Figure 8.7).
It is easy to see that no yle of length less than
t+1
2
is formed due to
yles touhing eah other. 
Figure 8.6: Step by step onstrution of an extremal planar graph of
order 11 and girth at least 6
By onsidering planar graphs we are now able to give a lower bound for
the problem on its general ase.
Theorem 8.2.12 A graph of order n and girth at least t+1 has ex(n, t)
at least:
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Figure 8.7: Step by step onstrution of an extremal planar graph of
order 11 and girth at least 5
• n− 1, if 1 ≤ n ≤ t
• ⌊2n−t−3
t−1 ⌋+ n− 1, if t + 1 ≤ n
Proof Consider the planar graph onstrutions used in the proof of The-
orem 8.2.11. 
8.3 Ct-free bipartite graphs
8.3.1 Ct-free bipartite graphs of low order and girth
Before proeeding with our results we need to reall the following theo-
rems.
The following theorem gives the neessary and suient ondition for
a graph to be planar.
Theorem 8.3.1 (Kuratowski's theorem) A nite graph G is planar if
and only if it ontains no subgraph that is a subdivided K5 or a subdivided
K3,3.
The following theorem gives us the ex(n; t) numbers in the ases that
our graph is planar.




n− 1, 1 ≤ n ≤ t
⌊2n−t−3
t−1 ⌋+ n− 1, n ≥ t+ 1
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The extremal onstrution for planar graphs an be extended for a
bipartite planar graph, thus helping us to get a lower bound for the EX
problem on bipartite graphs.
Corollary 8.3.3 [66℄ When t is odd, t ≥ 5 and G is both bipartite and
planar we have ex(n; t) = ex(n; t− 1). Furthermore when t is odd, t ≥ 3




n− 1, 1 ≤ n ≤ t
⌊2n−t−3
t−1 ⌋+ n− 1, n ≥ t+ 1
Proof As in Theorem 8.2.11, for 1 ≤ n ≤ t, our graph must be any tree
on n verties and it is well known that a tree is both planar and bipartite.
For n ≥ t + 1 Theorem 8.2.11 provides us with an extremal graph on-
struted by using the following steps.
• Connet the rst t + 1 verties to make a Ct+1.
• Number those verties from 1 to t+ 1.
• Keep onneting paths of length t−1
2
on verties 1 and 2 + t−1
2
.





In this ase we skip the last step and instead we onnet any remaining
verties in a path starting from vertex 1 (see also Figure 8.8.) 
In the ase that the order of our graphs is small the searh for extremal
graphs an be limited to planar graphs with the help of Kuratowski's the-
orem, as shown below. Therefore Theorem 8.2.11 gives us the extremal
number when n is small enough.
The following lemmas investigate the appearane of Kuratowski sub-
graphs, subgraphs that are subdivisions of a K3,3 or a K5, in bipartite
graphs of girth at least 8.
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Figure 8.8: Step by step onstrution of an extremal bipartite planar
graph of order 11 and girth at least 6, where a two olouring of the
verties of the graph is shown in the last step.
Lemma 8.3.4 There is no subdivided K3,3 in a bipartite graph of girth








= 9 C4s in K3,3. By subdividing a K3,3 suh
that it has girth at least 8, those C4s result in yles of length at least 8.
Added verties are part of 4 suh yles. Therefore n ≥ 6 + 9·4
4
= 15. 
Lemma 8.3.5 There is no subdivided K5 in a graph of girth at least 8






= 10 triangles in K5. By subdividing a K5 suh
that it has girth at least 8, those triangles result in yles of length at






Figure 8.9: An extremal bipartite graph of order 15 and girth at least 8
where a two olouring of the verties of the graph is shown.
The following lemma investigates the appearane of Kuratowski sub-
graphs in bipartite graphs of girth at least 10.
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Lemma 8.3.6 There is no subdivided K3,3 in a bipartite graph of girth








= 9 C4s in K3,3. By subdividing a K3,3 suh
that it has girth at least 10, those C4s result in yles of length at least





In the ase that n = 20 we will try to see if suh a graph is fea-
sible. Suppose we have a K3,3 with its verties partitioned in two sets
A = {a1, a2, a3} and B = {b1, b2, b3}. Let xi,j = number of verties that
subdivide the edge aibj , where i, j ∈ {1, 2, 3}. Suppose that at least one
edge is not subdivided, i.e. without loss of generality we assume that
x1,1 = 0. By onsidering the C4s reated by a1, a2, b1, b2 and a1, a3, b1, b3
and having in mind that eah C4 must be subdivided by at least 6 ver-
ties we get that x2,3 + x3,2 = 2. By onsidering the C4s reated by
a1, a3, b1, b2 and a1, a2, b1, b3 and the subdivision restritions we get that
x1,2 + x3,1 + x3,2 + x1,3 + x2,1 + x2,3 ≥ 10. Combining this with the re-
stritions for the C4 reated by a1, a2, b1, b2 we get that x1,2+x3,1+x3,2+
x1,3 + x2,1 + x2,3 + x1,1 + x1,2 + x2,1 + x2,2 ≥ 16 (ontradition as then
n ≥ 22). 
With the help of the above lemmas we are now in a position to show
the main result of this setion.
Theorem 8.3.7 The ex(n; t) values for a bipartite graph of order 1 ≤
n ≤ 20 and girth at least t + 1, where 4 ≤ t ≤ 10 exept for n ∈
{17, 18, 19, 20} and t ∈ {6, 7}, are given in Table 8.1. In the ase that
n ∈ {17, 18, 19, 20} and t ∈ {6, 7} we give a lower bound attained by the
planar onstrution of Corollary 8.3.3.
Proof is a onsequene of Lemmas 3.4-3.6. In the ase that t = 4
the extremal values are the Zarankiwikz numbers z(n;K2,2) = z(n;C4)
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[130℄. In the ase that n = 15 and t = 6, the non planar onstrution
of Figure 8.9 gives the extremal value. In the ase that n = 16 and
t = 6 the planar onstrution of Corollary 8.3.3 gives ex(16; 6) ≥ 19.
A subdivided K3,3 with 16 nodes has 19 edges as well. The remaining
ase is a subdivided K3,3 of order 15 with a node x attahed on it. If
the degree of x is 1 then m = 19. Let d(x) ≥ 2 and suppose that we
have a K3,3 with its verties partitioned into two sets A = {a1, a2, a3}
and B = {b1, b2, b3}. Then x must be attahed to at least one edge of
the subdivided K3,3. Suppose it is attahed to at least 2 edges of the
subdivided K3,3. W.l.o.g. we onsider x to be attahed to a3b3 and a2b3.
The subdivided yles a2b3a3x and a1b1a2b2 must have order at least 8
whih leaves the subdivided path b1a3b2 to have order 3 or 4. In the ase
that the subdivided path b1a3b2 has order 3, the subdivided paths b1a1b2
and b1a2b2 must eah have order at least 7, whih gives a ontradition.
In the ase that the subdivided path b1a3b2 has order 4 the subdivided
paths b1a1b2 and b1a2b2 must eah have order at least 6, whih gives a
ontradition. The proof is similar when x is attahed to only one edge
of the subdivided K3,3. 
8.3.2 Ct-free bipartite graphs of high girth
Using similar tehniques we are now able to give the extremal values
when t is large ompared to n.
The following lemmas investigate the appearane of Kuratowski sub-
graphs in bipartite graphs of girth at least t+ 1.
Lemma 8.3.8 There is no subdivided K3,3 in a bipartite graph of girth










= 9 C4s in K3,3. By subdividing a K3,3 suh
that it has girth at least t+1, those C4s result in yles of length at least
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n/t 4 5 6 7 8 9 10
1 0 0 0 0 0 0 0
2 1 1 1 1 1 1 1
3 2 2 2 2 2 2 2
4 3 3 3 3 3 3 3
5 4 4 4 4 4 4 4
6 6 6 5 5 5 5 5
7 7 7 6 6 6 6 6
8 9 9 8 8 7 7 7
9 10 10 9 9 8 8 8
10 12 12 10 10 10 10 9
11 14 14 12 12 11 11 10
12 16 16 13 13 12 12 12
13 18 18 14 14 13 13 13
14 21 21 16 16 15 15 14
15 22 22 18 18 16 16 15
16 24 24 19 19 17 17 16
17 26 26 20∗ 20∗ 18 18 18
18 29 29 21∗ 21∗ 20 20 19
19 31 31 22∗ 22∗ 21 21 20
20 34 34 24∗ 24∗ 22 22 21
Table 8.1: Summary of exat values of ex(n; t) for bipartite graphs.
Starred values indiate a lower bound.






Lemma 8.3.9 There is no subdivided K5 in a graph of girth at least t+1









= 10 triangles in K5. By subdividing a K5 suh
that it has girth at least t+1, those triangles result in yles of length at
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Based on the above lemmas we are now able to give the extremal
values for bipartite graphs of high girth. It is easy to see that these are
the extremal values for the problem on general graphs as well.
Theorem 8.3.10 Whenever t > 4n+21
9
, ex(n; t) is given by the onstru-




n− 1, 1 ≤ n ≤ t
⌊2n−t−3
t−1 ⌋+ n− 1, n ≥ t+ 1





) then ex(n; t) is given by the onstrution of Corollary 8.3.3.








In this setion we have onsidered the EX problem for bipartite graphs.
We have given the extremal ases for a bipartite graph of low order and
girth, i.e., when 1 ≤ n ≤ 20 and 4 ≤ t ≤ 10 (Table 8.1) exept for
n ∈ {17, 18, 19, 20} and t ∈ {6, 7}. We have used our results to obtain
the extremal ases for bipartite graphs of high girth and for the problem
in the general ase. More speially, whenever t > 4n+21
9
, we found




n− 1, 1 ≤ n ≤ t
⌊2n−t−3
t−1 ⌋+ n− 1, n ≥ t+ 1
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When G is bipartite, t > 4n+21
9
, t is even and t ≥ 6 then ex(n; t) is
given by the above onstrution; in the ase that t is odd and t ≥ 5 we
have ex(n; t) = ex(n; t− 1).
8.4 Bipartite Ramsey numbers involving
stars, stripes and trees
Ramsey theory explores the question of how big a struture must be to
ontain a ertain substruture or substrutures (for a list of appliations
see [212℄).
Ramsey [206℄ showed that in a blue-red olouring of the edges of a
suiently large omplete graph there must exist either a blue or a red
omplete subgraph of a given order. The minimum order of a omplete
graph that must ahieve that is known as a Ramsey number. Sine then
large amount of researh has been done trying to obtain exat values for
Ramsey numbers, or to obtain good lower and upper bounds[205℄.
There are many generalizations of Ramsey theory. Multiolour Ram-
sey theory deals with the same problem involving more than two olours.
Innite Ramsey theory investigates similar problems on innite graphs.
Ramsey numbers also exist for monohromati graphs other than om-
plete subgraphs, e.g. trees, stars, bipartite graphs, yles, paths, et.
Bipartite Ramsey problems deal with the same questions but the graph
explored is the omplete bipartite graph instead of the omplete graph.
Additionally, there are many similar questions for direted graphs.
The bipartite ase has been studied extensively. In partiular, re-
searh has been done to obtain exat values for small Ramsey numbers
([22, 109, 141, 183℄). A rst general upper bound was given by Irving
[156℄ by exploring the similarity of the problem with Zarankiewiz`s prob-
lem. Subsequent work on general bounds for the problem was given by
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Thomason et al. [231℄, by Hattingh et al. [141℄, by Goddard et al. [130℄,
by Caro et al. [44℄, by Conlon [73℄ and Lin et al. [182℄. Exat solutions
were given for simpler ases of the problem suh as path-path bipartite
Ramsey numbers [111, 137℄, star-star bipartite Ramsey numbers [183℄,
star-path bipartite Ramsey numbers [142℄, K2,2-K1,n and K2,2-K2,n bi-
partite Ramsey numbers [42℄, C2m-K2,2 bipartite Ramsey numbers [213℄
and bipartite Ramsey numbers for multiple opies of K2,2 [143℄. Some
variations of the bipartite ase suh as multiolour problems [43, 70℄ and
rainbow olouring problems [108℄ (the bipartite rainbow ramsey number
BRR(G1;G2) is the smallest integer n suh that any olouring of the
edges of Knn with any number of olours ontains a monohromati opy
of G1 or a rainbow opy of G2, where rainbow means that no two edges
of the graph an have the same olour) have been also studied.
In this setion we onsider speial ases of the bipartite Ramsey prob-
lem that have not been studied before. More speially we investi-
gate the appearane of simpler mono-hromati graphs suh as stripes,
stars and trees under a 2-olouring of the edges of a bipartite graph.
We give the Ramsey numbers Rb(mP2, nP2), Rb(Tm, Tn), Rb(Sm, nP2),
Rb(Tm, nP2) and Rb(Sm, Tn) [67℄.
8.4.1 Bipartite Ramsey numbers involving stars,
stripes and trees
In this subsetion we will give solutions to the problems that we are
onsidering. For the rst four problems we rst give an upper bound and
then we prove that it is tight. However the bipartite Ramsey numbers
for trees appear to be smaller in the ase that both of the onsidered
trees are of even order. In the last ase we rst give an upper bound,
then we show when it an be ahieved and we give the exat solutions
for the rest of its ases.
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The solution to the bipartite Ramsey stripe problem is an immediate
onsequene of the following theorem.
Theorem 8.4.1 Rb(mP2, nP2) = m+ n− 1.
Proof We will rst prove that Rb(mP2, nP2) ≤ m+n−1 by onsidering
a 2-olouring of Kb,b, where b = m + n − 1. We pik a maximal Kk,k
ontaining a blue kP2. If k ≥ m we have a bluemP2 otherwise maximality
fores a red Kb−k,b−k made from the remaining verties. That means a
red (b − k)P2. But k < m and so b − k > (n + m − 1) − m. Hene
b− k ≥ n.
The following lower bound shows that Rb(mP2, nP2) > m + n − 2.
We onsider the following 2-olouring of Km+n−2,m+n−2 (see also Figure
8.10):
• Let the independent sets of Km+n−2,m+n−2 be A and B.
• We olour the edges joining the rst m − 1 verties of A to the
verties of B.
• We olour the rest of the edges red.

Figure 8.10: A 2 olouring of K6,6 without a blue (ontinuous line) 5P2
or a red (dashed line) 3P2
The solution for the bipartite Ramsey tree problem is broken into ve
lemmas as shown below, depending on whether the onsidered trees are
both of even order and whether the orders of the onsidered trees are
lose enough.
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Proof W.l.o.g. we onsider 2 ≤ m ≤ n. The general upper bound is
given by Lemma 8.4.3. The onstrution of Lemma 8.4.4 gives the lower
bound for the ase m < ⌈n
2
⌉. The onstrution of Lemma 8.4.5 gives the
lower bound for the ase m ≥ ⌈n
2
⌉, with the restrition that m and n
annot be equal if they are both even. A striter upper bound in the
ase that m is even and m = n is given by Lemma 8.4.6 and nally the
onstrution of Lemma 8.4.7 gives the lower bound for this ase. 
The following lemma gives us the general upper bound for this problem.
Lemma 8.4.3 Rb(Tm, Tn) ≤ max(m, ⌈n2 ⌉), where 2 ≤ m ≤ n.
Proof Consider a 2-olouring of Kb,b, where b = max(m, ⌈n2 ⌉). Let the
independent sets ofKb,b be A and B. Consider a maximal red Tk. W.l.o.g.
say it is made by the rst x verties in A and the rst k − x verties of
B. If k = b we get a red T2b (i.e. at least a Tn), otherwise maximality
fores a blue Kb−x,k−x (omposed by the last b− x verties of A and the
rst k − x verties of B) and a blue Kx,b+x−k (omposed by the rst x
verties of A and the last b+ x− k verties of B) and so a blue Tb−2x+k
and a blue Tb+2x−k.
Therefore, there is at least one blue Tb (even k) or at least one blue Tb+1
(odd k) and hene in either ase there exists at least a blue Tm. 
The following lemma gives us a lower bound for this problem for the ase
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Lemma 8.4.4 Rb(Tm, Tn) > ⌈n2 ⌉ − 1, where 2 ≤ m < ⌈n2 ⌉.




⌉−1 ontains at most a red Tn−2 (even n) or at
most a red Tn−1(odd n). 
The following lemma gives us a lower bound for this problem for the ase
where 2 ≤ ⌈n
2
⌉ ≤ m < n or 2 < n = m = 2k + 1 with k ∈ Z+.
Lemma 8.4.5 Rb(Tm, Tn) > m−1, where 2 ≤ ⌈n2 ⌉ ≤ m < n or 2 < n =
m = 2k + 1 with k ∈ Z+.
Proof Consider the following 2-olouring of Km−1,m−1 (see also Figure
8.11a):
• Let the independent sets of Km−1,m−1 be A and B.
• Colour the edges joining the rst ⌊m−1
2
⌋ verties of A with the rst
⌈m−1
2
⌉ verties of B blue.
• Colour the edges joining the last ⌈m−1
2
⌉ verties of A with the last
⌊m−1
2
⌋ verties of B blue.
• Colour the rest of the edges red.

The following lemma gives us a lower upper bound for this problem for
the ase where m = n = 2k with k ∈ Z+.
Lemma 8.4.6 Rb(Tm, Tm) ≤ m− 1 if m is even.
Proof Consider a 2-olouring of Km−1,m−1. Let the independent sets
of Km−1,m−1 be A and B. By previous lemma it ontains either a blue
Tm − 1 or a red Tm − 1. W.l.o.g. say a blue Tm − 1 made by the rst
x verties in A and the rst m− 1 − x verties of B. Maximality fores
a red Km−1−x,m−1−x (omposed by the last m− 1 − x verties of A and
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the rst m− 1− x verties of B) and a red Kx,x (omposed by the rst
x verties of A and the last x verties of B) and so a red T2(m−1−x) and
a red T2x. Therefore, there is at least one red T2⌈m−1
2
⌉ = Tm (as m− 1 is
odd). 
The following lemma shows that the upper bound established in the
previous lemma an be ahieved.
Lemma 8.4.7 Rb(Tm, Tm) > m− 2 if n = m = 2k.
Proof Let b = min(m,n).
Consider the following 2-olouring of Km−2,m−2 (see also Figure 8.11b):
• Let the independent sets of Km−2,m−2 be A and B.
• Colour the edges joining the rst ⌊m−1
2
⌋ verties of A with the rst
⌊m−1
2
⌋ verties of B blue.
• Colour the edges joining the last ⌊m−1
2
⌋ verties of A with the last
⌊m−1
2
⌋ verties of B blue.
• Colour the rest of the edges red.

(a) A 2 olouring ofK5,5
without a blue (ontin-
uous line) T6 or a red
(dashed line) T8
(b) A 2 olouring of
K6,6 without a blue
(ontinuous line) T8 or
a red (dashed line) T 8
Figure 8.11: Lower bound onstrutions onsidered in Theorem 8.4.2
The solution to the bipartite star vs stripes problem is an immediate
onsequene of the following theorem.
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Theorem 8.4.8 Rb(Sm, nP2) = m+ ⌊n−12 ⌋ − 1.
Proof We will rst prove that Rb(Sm, nP2) ≤ m+ ⌊n−12 ⌋− 1. Let's on-
sider a 2-olouring of Kb,b, where b = m+⌊n−12 ⌋−1. Let the independent
sets of Kb,b be A and B. Consider a maximal red kP2, k ≤ n−1. W.l.o.g.
say it is made by the rst k verties in A and the rst k verties of B.
Maximality fores a blue Kb−k,b−k (omposed by the last b − k verties
of A and the last b− k verties of B) and so a blue Sb−k+1. Maximality
of the red kP2 also fores at least one of the two verties of a P2 in the
upper sets to be joined with only blue edges to the lower sets. Therefore
there exists a vertex in the lower sets with b − k + ⌈k
2
⌉ = b − ⌊k
2
⌋ blue
edges attahed on it, i.e. at least a blue Sb−⌊k
2
⌋+1. As k ≤ n − 1 we
get at least a blue Sb−⌊n−1
2
⌋+1 = Sm. We will now show an upper bound
revealing that:
Rb(Sm, nP2) > m+ ⌊n− 1
2
⌋ − 2.
Let c = m+⌊n−1
2
⌋−2. We onsider the following 2-olouring of Kc,c (see
also Figure 8.12):
• Let the independent sets of Kc,c be A and B.
• Colour the edges joining the rst m− 2 verties of A with the rst
m− 2 verties of B blue.
• Colour the rest of the edges red.

The solution to the bipartite tree vs stripes problem is an immediate
onsequene of the following theorem.
Theorem 8.4.9 Rb(Tm, nP2) = max(n, ⌈m+n−12 ⌉).
Proof We will rst show that Rb(Tm, nP2) ≤ max(n, ⌈m+n−12 ⌉). We
onsider a 2-olouring ofKb,b, where b = ⌈m2 ⌉+n−1. Let the independent
206
Part IV Chapter 8. Extremal graph theory
Figure 8.12: A 2 olouring of K6,6 without a blue (ontinuous line) S6 or
a red (dashed line) 5P2
sets of Kb,b be A and B. Consider a maximal red kP2. W.l.o.g. say it is
made by the rst k verties in A and the rst k verties of B. If k = b
then we get a red nP2 otherwise 0 < k < b and maximality fores a blue
Kb−k,b−k (omposed by the last b − k verties of A and the last b − k
verties of B) and so a blue T2b−2k. Therefore there exists at least one
blue T2b−2n+2 in our graph, i.e. at least one blue Tm. Maximality of the
red kP2 also fores at least one of the two verties of a P2 in the rst
sets of A and B to be joined with only blue edges to the lower sets. This
fores the appearane of at least a blue T2(b−k)+k = T2b−k omposed by
the verties of the last sets of A and B and at least k verties from the
upper sets of A and B, i.e at least a blue T2⌈m+n−1
2
⌉−n+1 (whih means a
blue Tm if m+ n− 1 is even or a blue Tm+1 if m+ n− 1 is odd).
We will now show thatRb(Tm, nP2) > ⌈m+n−12 ⌉−1. Let c = ⌈m+n−12 ⌉−
1. Consider the following 2-olouring of Kc,c (similar to the olouring
given in Figure 8.12):
• Let the independent sets of Kc,c be A and B.
• Colour the edges joining the rst ⌊m−1
2
⌋ verties of A with the rst
⌈m−1
2
⌉ verties of B blue.
• Colour the rest of the edges red.
The lower bound onstrution for the ase n > ⌈m+n−1
2
⌉ is a redKn−1,n−1.

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The solution for the bipartite Ramsey tree vs star problem is broken into
several lemmas. We rst establish a general upper bound, whih an be
ahieved in ertain ases, and then we provide a solution for the rest of
the ases.
The following lemma gives us the general upper bound for this problem.
Lemma 8.4.10 Rb(Tm, Sn) ≤ n+ ⌊m−12 ⌋ − 1.
Proof Consider a 2-olouring of Kb,b, where b = n+ ⌊m−12 ⌋ − 1. Let the
independent sets of Kb,b be A and B. Number the verties in eah set
from 1 to b. Consider a maximal blue Tk, k ≤ m − 1. W.l.o.g. say it
is made by the rst x verties in A and the rst k − x verties of B. If
k = 2b we get a red T2b = T2(n+⌊m−1
2
⌋−1) (i.e. at least a Tm), otherwise
maximality fores a red Kb−x,k−x (omposed by the last b− x verties of
A and the rst k−x verties of B) and a red Kx,b+x−k (omposed by the
rst x verties of A and the last b + x − k verties of B) and so a red
Sb−x+1, a red Sk−x+1, a red Sx+1 and a red Sb+x−k+1. The red Sb−x+1 and
the red Sb+x−k+1 guarantee at least a red Sb−⌊m−1
2
⌋+1 = Sn. 
The above upper bound an be ahieved in ertain ases, as the next
lemma shows.
Lemma 8.4.11 Rb(Tm, Sn) > n + ⌊m−12 ⌋ − 2, if (n + ⌊m−12 ⌋ − 2) =
x⌊m−1
2
⌋ + y(m− 1) where {x, y} ∈ Z∗.
Proof Let b = n+ ⌊m−1
2
⌋− 2. Consider the following 2-olouring of Kb,b
(see also Figure 8.13):
• Let the independent sets of Kb,b be A and B.
• Number the verties in eah set from 1 to b.
• Colour the edges joining the rst ⌊m−1
2
⌋ verties of A with the rst
⌈m−1
2
⌉ verties of B blue.
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• Colour the edges joining the next ⌈m−1
2
⌉ verties of A with the next
⌊m−1
2
⌋ verties of B blue.
• Repeat olouring in this manner until we olour 2y sets.
• Colour the edges joining the next ⌊m−1
2
⌋ verties of A with the next
⌊m−1
2
⌋ verties of B blue.
• Repeat olouring in this manner until we reah the end of set A.
• Colour the rest of the edges red.

Figure 8.13: A 2 olouring of K6,6 without a blue (ontinuous line) T4 or
a red (dashed line) S7
The following theorem summarizes the above lemmas and provides us
with the solution for the rest of the ases.
Theorem 8.4.12 Rb(Tm, Sn) = n + ⌊m−12 ⌋ − 1 − i, where i ∈ Z∗ and
{y, x0, . . . , xi} ∈ Z∗ suh that i is minimum and (n + ⌊m−12 ⌋ − 2 − i) =
y(m− 1) +∑ij=0 xj(⌊m−12 ⌋ − j).
Proof If i = 0 the theorem is an immediate onsequene of Lemmas
8.4.10 and 8.4.11. The ase of i = 1 implies that n + ⌊m−1
2
⌋ − 2 is not
a sum of ⌊m−1
2
⌋ and m− 1 terms and we annot use the same olouring
as in Lemma 8.4.11. Any other olouring will lead to the reation of
either a blue Tm or a red Sn and so Rb(Tm, Sn) ≤ n + ⌊m−12 ⌋ − 2 − 1.
Let n+ ⌊m−1
2
⌋ − 2− i = y(m− 1) +∑1j=0 xj(⌊m−12 ⌋ − j). The following
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olouring proves that Rb(Tm, Sn) > n + ⌊m−12 ⌋ − 3.
Consider the following 2-olouring of Kb,b, where b = n+ ⌊m−12 ⌋ − 3:
• Let the independent sets of Kb,b be A and B.
• Number the verties in eah set from 1 to b.
• Colour the edges joining the rst ⌊m−1
2
⌋ verties of A with the rst
⌈m−1
2
⌉ verties of B blue.
• Colour the edges joining the next ⌈m−1
2
⌉ verties of A with the next
⌊m−1
2
⌋ verties of B blue.
• Repeat olouring in this manner until we olour y sets.
• Colour the edges joining the next ⌊m−1
2
⌋ verties of A with the next
⌊m−1
2
⌋ verties of B blue.
• Repeat olouring in this manner until we olour x0 sets.
• Colour the edges joining the next ⌊m−1
2
⌋ − 1 verties of A with the
next ⌊m−1
2
⌋ − 1 verties of B blue.
• Repeat olouring in this manner until we olour x1 sets.
• Colour the rest of the edges red.
Following similar arguments we an prove the statement for all possible






Disrete strutures suh as graphs and words are an essential element
in the eld of Computer Siene. In what follows we summarize our
results and provide the reader with a list of open problems.
This thesis ontains results on harateristis and regularities and
words. Some omputational results were shown:
• a linear-time algorithm for omputing the minimal left-seed array
of x [64℄
• a linear-time solution for omputing the maximal left-seed array of
x [64℄
• an O(n logn) time algorithm for omputing the minimal right-seed
array of x [58℄
• a linear-time solution for omputing the maximal right-seed array
of x [58℄
• a linear time algorithm for the identiation of all overlapping fa-
tors of a word. [52℄
• a linear time algorithm that identies all the repeating subtrees in
a tree using a string representation of the tree[56, 55℄
The frequeny of appearane of regularities in words was also investi-
gated:
• some bounds for the average number of powers with exponent r in
a word were given, whih were then extended for runs and palin-
dromes as well as for some of their abelian varieties (abelian squares
and ubes) [51℄
• it was shown that a binary word of length n has almost surely
O(n
3
2 ) abelian squares [51℄
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• we proved that a word has O(n) seeds on average. [50℄






n2+o(n2) and we revealed some properties
for the struture of an extremal word for the last ase. [50℄
• we provided some bounds on the maximum number of distint over-
lapping fators in a word [48℄.
The appearane of abelian regularities in words was also investigated:
• two O(n2) algorithms for the omputation of all abelian periods of
a string x [60℄
• an O(n logn) algorithm for the omputation of all weak abelian
periods of a word [60℄
• a linear time algorithm for the omputation of all abelian borders
of a word x [49℄
• an algorithm that nds the shortest abelian border of a non-abelian-
border-free binary word in time Θ(
√
n) on the average [53℄
• it was proved that the average length of abelian borders of a word
x is n
2
, if it exists [49℄
• it is proved that a binary word of length n has Θ(√n) abelian
borders on average [49℄
• we investigated the number of binary words whose shortest abelian
border has a given length, by identifying relations with Dyk words
[53℄
• we gave some bounds on the number of abelian border-free words
of a given length and on the number of abelian words of a given
length that have at least one abelian border [49℄
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The appearane of regularities in speial words was also investigated:
• We identied all overlapping fators, left/right seeds, overs and
seeds of a Fibonai string as well as all overs of a irular Fi-
bonai string. [62, 63℄
• we gave further omments on the number of distint seeds in Fi-
bonai strings [63℄.
• we identied all borders, we give an elementary analysis of fators of
the Padovan word, we identify all overs of Padovan words and we
give some omments regarding the squares and ubes in a Padovan
word.
• We also ommented on the appearane of abelian borders in Fi-
bonai and Thue-Morse words [49℄.
We have also used string representations of trees to solve the problem of
nding all repeating subtrees in a tree in linear time [56, 55℄.
Graphs arise in many areas of mathematis and omputer siene
having appliations in many other elds as well. Extremal graph the-
ory problems usually ask for the maximum or minimum size or order of
a graph having ertain harateristis. Suh questions are often quite
natural in the onstrution of networks or iruits. Throughout this the-
sis we investigated extremal graph theory problems on speial types of
graphs:
• we onsidered the degree/diameter problem on trees, speial types
of trees suh as Cayley trees, aterpillars, lobsters, banana trees
and reraker trees, as well as for tree-like strutures suh as pseu-
dotrees, giving the extremal numbers and onstrutions [68℄.
• we onsidered the EX-problem for planar graphs and speial types
of planar graphs suh as pseudotrees, ati, Halin, generalized Halin
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graphs and graphs lying in an innite square grid, giving the ex-
tremal numbers and some onstrutions [66℄. We also onsidered
the problem on bipartite graphs. We gave the extremal ases for
a bipartite graph of low order and girth, where 1 ≤ n ≤ 20 and
4 ≤ t ≤ 10, exept for a few instanes of the problem. We use
these results to obtain the extremal ases for bipartite graphs of
high girth and for the problem in the general ase.
• we onsidered speial ases of the bipartite Ramsey problem. More
speially we investigated the appearane of simpler monohro-
mati graphs suh as stripes, stars and trees under a 2-olouring
of the edges of a bipartite graph. We gave the Ramsey numbers
Rb(mP2, nP2), Rb(Tm, Tn), Rb(Sm, nP2), Rb(Tm, nP2) and Rb(Sm,
Tn) [67℄.
Finally, to onlude we give a list of open problems in the area:
Problem 10 The maximum number of distint runs in a word of length
n lies between 0.944575712n and 1.048n. Can better bounds be found?
Problem 11 The maximum number of distint runs in a word of length
n lies between 0.406n and 0.5n. Can better bounds be found?
Problem 12 The maximum number of distint squares in a word of
length n lies between n − o(n) and 2n − Θ(logn). Can better bounds
be found?
Problem 13 The maximum number of distint ubes in a word of length





. Can better bounds be found?
Problem 14 The maximum number of distint seeds in a word of length
n lies between n
2
6
+ o(n2) and n
2
4
+ o(n2). Can better bounds be found?
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Problem 15 The maximum number of distint overlapping fators in a






. Can better bounds be found?
Problem 16 Is there an o(n logn) algorithm that an onstrut the
right-seed array of a string?
Problem 17 Is there an o(n2) algorithm that identies all abelian peri-
ods of a string?
Problem 18 Is there an o(n log n) algorithm that identies all weak
abelian periods of a string?
Problem 19 Is there an o(n2) algorithm that an onstrut the abelian
border array of a string?
Problem 20 Is there an o(n log n) algorithm that identies all weak
abelian periods of a string?
Problem 21 The number of binary words of length n with no abelian






2 ). Can better bounds be found?
Problem 22 The number of binary words of length n with at least one




· 2n − 2
3
and 2n, when n is odd. Can better bounds be found?
Problem 23 Whih fators of Pn are runs?
Problem 24 Whih fators of Pn are abelian powers?
Problem 25 Whih are the abelian periods of Pn?
Problem 26 What is the maximum number of verties nd,k that an be




Problem 27 What is the maximum number of verties nd,k that an be
ontained in a blok graph of maximum degree d and diameter at most
k?
Problem 28 The maximum number of edges in a bipartite graph of girth
at least t + 1 is at least ⌊2n−t−3
t−1 ⌋+ n− 1, when t is even and t ≥ 6, and
at least ⌊2n−t−4
t−2 ⌋+ n− 1, when t is odd and t ≥ 5. Can better bounds be
found?
Problem 29 What is the value of Rb(Cm, Cn)?
Problem 30 What is the value of Rb(Cm, Sn)?
Problem 31 What is the value of Rb(Cm, Pn)?
Problem 32 What is the value of Rb(Cm, nP2)?
Problem 33 What is the value of Rb(Cm, Tn)?
Problem 34 (Validity Problem) Let A be an integer array of length
n. Deide if A is the minimal left (resp. right) seed array of some string.
Problem 35 (Constrution Problem) Let A be an integer array of
length n. When A is a valid minimal left-seed (resp. right-seed) array,
exhibit a string over an unbounded alphabet whose minimal left-seed (resp.
right-seed) array is A.
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Additional details for the
Subtree repeats problem
In this setion more details on the solution of the Subtree repeats problem
are given. In partiular we show the proedures of the preproessing
phase, an example for the unlabelled ase and the proedures for solving
the labelled version of the problem.
A.1 Preproessing phase
In this subsetion, the proedures of the preproessing phase are pre-
sented.
ALGORITHM Compute-Node-Parents(ϕ, n)
1: S ← ∅;
2: for i← 1 to n do
3: for j ← 1 to ϕ[i] do
4: r ← Pop(S);
5: P [r]← i;
6: Push(S, i);
7: return Array P [1 . . . n− 1];
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ALGORITHM Compute-Subtree-Height(ϕ, n)
1: S ← ∅;
2: for i← 1 to n do
3: if ϕ[i] = 0 then
4: Push(S, 0);
5: H [i]← 0;
6: else
7: r ← 0;
8: for j ← 1 to ϕ[i] do
9: r ← max(r, Pop(S));
10: H [i]← r + 1;
11: Push(S, r + 1);
12: return Array H [1 . . . n];
ALGORITHM First-Child(ϕ, n)
1: S ← ∅;
2: for i← 1 to n do
3: if ϕ[i] = 0 then
4: Push(S, i);
5: else
6: for j ← 1 to ϕ[i]− 1 do
7: r ← Pop(S);
8: FC[r]← 0;




13: return Array FC[1 . . . n];
A.2 Example
In this subsetion, we show how the proposed algorithm omputes all the
subtree repeats of the tree in Fig. 4.1.
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index 1 2 3 4 5 6 7 8 9 10111213141516171819202122232425
post(t)a0a0a0a1a2a0a1a3a0a1a1a1a0a0a1a2a2a0a0a2a0a0a1a2a4
P 8 5 4 5 8 7 8 2510111217161516172520202524232425-
H 0 0 0 1 2 0 1 3 0 1 2 3 0 0 1 2 4 0 0 1 0 0 1 2 5
FC 1 1 1 0 0 1 0 1 1 1 1 1 1 1 0 0 0 1 0 0 1 1 0 0 -
Table A.1: Preproessing output
index Sets
0 {1, 2, 3, 6, 9, 13, 14, 18, 19, 21, 22}1
1 {3, 6, 9, 14, 18, 22}1




Table A.2: Level array






































































Level 0 {1, 2, 3, 6, 9, 13, 14, 18, 19, 21, 22}a0
Level 1 {3, 6, 9, 14, 18, 22}a0
{3, 6, 9, 14, 22}a0a1 {18}a0a0
{18}a0a0a2
Level 2 {9}a0a1 {2, 13, 21}a0
{9}a0a1a1 {2, 13, 21}a0a0
{2, 13, 21}a0a0a1
{2, 13, 21}a0a0a1a2
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A.3 Proedures for labelled ordered
ranked trees
In this subsetion, the proedures for omputing all the subtree repeats
of a given labelled ordered rank tree are given.
ALGORITHM Partitioning-L(E)
1: for i ∈ S do
2: next = i+ ℓE;
3: if T [next] 6= 0 then
4: ET [next] ← (ST [next]
⋃{i}, ℓE + TL[next], acE − 1);
5: else
6: Eϕ(post(t)[next]) ← (Sϕ(post(t)[next])
⋃{i}, ℓE + 1, acE − 1 + ϕ[next]);
7: for every class reated in the seond step of the above loop do
8: for i ∈ Sclass do
9: next = i+ ℓEclass − 1;
10: Elabel(post(t)[next]),class ← (Slabel(post(t)[next]),class
⋃{i}, ℓEclass, acEclass);
11: for every class onsidered do
12: if acclass = 0 then
13: Output Sclass, ℓclass;
14: sc = sc+ 1;
15: for i ∈ Sclass do





21: return Partitioning of E in lasses orresponding to next element
to be onsidered;
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ALGORITHM Subtree-Repeats-L(post(t), FC, P,H, n, ϕ)
1: sc← 1;
2: for i← 1 to n do
3: if ϕ(post(t)[i]) = 0 then
4: Elabel(post(t)[i]) ← (Slabel(post(t)[i])
⋃{i}, 1, 0);
5: T [i]← sc;
6: TL[i]← 1;
7: else
8: T [i]← 0;
9: TL[i]← 0;
10: for every class onsidered do
11: Output Sclass, 1;
12: sc = sc+ 1;
13: Assign level(Eclass);
14: for i← 1 to H [n] do
15: while LA[i℄ non empty do
16: E ← pop(LA[i]);
17: Partition E;
18: return Sets of starting positions of Subtrees in post(t) together with
their length;
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