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We introduce a theoretical framework for resource-efficient characterization and control of non-Markovian
open quantum systems, which naturally allows for the integration of given, experimentally motivated, control
capabilities and constraints. This is achieved by developing a transfer filter-function formalism based on the gen-
eral notion of a frame and by appropriately tying the choice of frame to the available control. While recovering
the standard frequency-based filter-function formalism as a special instance, this control-adapted generalization
affords intrinsic flexibility and allows us to overcome important limitations of existing approaches. In particular,
we show how to implement quantum noise spectroscopy in the presence of non-stationary noise sources, and
how to effectively achieve control-driven model reduction for noise-tailored optimized quantum gate design.
Accurate characterization and control (C&C) of open quan-
tum systems coupled to realistic – temporally correlated
(“non-Markovian”) – noise environments are vital for ex-
ploiting the full potential of quantum technologies. Open-
loop control-engineering methods, based on tailored time-
dependent modification of the open-system dynamics, offer
a versatile and experimentally accessible approach to tackle
this challenge. While techniques employing dynamical de-
coupling or dynamically-corrected gates [1–3] are proven to
be useful even under minimal knowledge about the uncontrol-
lable noise-inducing degrees of freedom, quantitative charac-
terization of the noise spectral properties is essential for de-
signing protocols that are optimized for specific environments
and more efficient than general-purpose ones [4, 5]. Detailed
knowledge of the time-domain noise correlation functions or
frequency-domain noise spectra is also a prerequisite for the
viability of numerical quantum optimal control algorithms [6–
8]. This has motivated the recent push for developing charac-
terization schemes whereby the target spectral information is
inferred from the reduced dynamics of the system only, under
the effects of the noise and user-defined control – broadly re-
ferred to as “quantum noise spectroscopy” (QNS), see e.g. [9–
23]. Despite these advances, existing characterization ap-
proaches are not applicable to arbitrary (e.g., non-stationary)
noise nor directly extensible to large qubit networks.
We pose that many of the difficulties in current C&C ap-
proaches stem from the lack of a sufficiently general formal-
ism permitting efficient integration of the control capabilities
from the outset. In this Letter, we introduce a new transfer
filter-function (FF) formalism [24–26], which is built on the
notion of a frame [27–31], and prioritizes the role of control.
This leads to a model-reduced representation of the target dy-
namics, by identifying the noise components that are relevant
to a given set of control capabilities, dubbed C henceforth.
Our results advance C&C of realistic, non-Markovian open
quantum systems in several ways. By leveraging the intrin-
sic flexibility that frames offer, we show how QNS may be
extended to noise models beyond the reach of existing pro-
tocols – notably, non-stationary noise, which is characterized
directly in the time domain. Most importantly, our approach
provides a control-adapted (CA) framework for resource-
efficient C&C, namely, one in which CA QNS extracts pre-
cisely the information that is needed (and suffices) to optimize
the implementation of a control task, given C. We showcase
our approach via two paradigmatic examples.
Problem setup.– We consider a controlled d-dimensional
open quantum system S evolving in the presence of an in-
accessible environment (bath) B. In the interaction picture
associated to the free bath evolution, the joint system-bath dy-
namics is governed by a Hamiltonian of the form H(t) =
HS + HSB(t) + Hctrl(t), where the Hamiltonian HS deter-
mines the free evolution of S, HSB(t) couples S and B, and
Hctrl(t) describes open-loop control modulation acting on S
only. We may write H(t) ≡ H0(t) + He(t), with H0(t)
representing the intended, error-free controlled dynamics and
the error componentHe(t) accounting for unwanted evolution
due to environmental and control noise, as well as possibly
HS . Let {Λ0 ≡ IS ,Λu} denotes a generalized (Hermitian)
Pauli basis for the operator space on S, with Tr(ΛuΛv) = δuv ,
we consider a broad class of Hamiltonians given by
H(t) =
∑
u6=0
Λu ⊗B(a)u (t) +
∑
v 6=0
hv(t)[1 + β
(m)
v (t)]Λv.
Here, B(a)u (t) ≡ B˜(a)u (t) + β(a)u (t)IB describe always-on
additive (a) noise from quantum and classical sources, re-
spectively, with B˜(a)u (t) being bath operators (not necessar-
ily traceless in order to account for evolution due to HS)
and β(a)u (t) stochastic processes. {hv(t)} are control profiles
which, subject to system-dependent constraints (e.g., max-
imum amplitude, finite time-bandwidth product) determine
the control capabilities C in the error-free scenario, whereas
the stochastic processes β(m)v (t) introduce multiplicative (m)
control noise, as often arising in realistic settings [13, 17, 32].
Our main objects of interest are the time-dependent ex-
pectation values of system observables O = O†, given by
E[O(T )]ρSB =
〈
TrS,B [U(T )ρSBU
†(T )(O ⊗ IB)]
〉
c
, where
ρSB is the initial joint state. The unitary propagator for
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2evolution generated by H(t) is given (in units ~ = 1) by
the time-ordered exponential U(t) = T+e−i
∫ t
0
dsH(s), and
〈·〉c denotes the average over realizations of the stochas-
tic processes. The evolution due to unwanted contribu-
tions in He may be isolated by moving to the interaction
(toggling) frame associated to the ideal Hamiltonian H0(t)
[e.g., H0(t)=Hctrl(t) if HS=0=β
(m)
v (t)]. That is, we
let U(t) = U0(t)U˜(t), where U0(t)=T+e−i
∫ t
0
dsH0(s) and
U˜(t) = T+e−i
∫ t
0
dsH˜(s), with the toggling-frame Hamiltonian
H˜(t)=U†0 (t)He(t)U0(t). Explicitly, we may write
H˜(t) ≡
∑
α=a,m
∑
u,v
y(α)u,v (t)Λv ⊗B(α)u (t), (1)
where we have defined B(m)u (t) ≡ β(m)u (t)IB and the
elements y(α)u,v (t) of the control matrix Y(α)(t) capture
the effect of the control modulation on the noise terms
in He(t); explicitly, y
(a)
u,v(t)=TrS [U
†
0 (t)ΛuU0(t)Λv]/d and
y
(m)
u,v (t)=hu(t)y
(a)
u,v(t). Assuming that ρSB=ρS⊗ρB (see
Ref. [33] for a more general treatment), and that O is invert-
ible, with O˜(T ) ≡ U†0 (T )OU0(T ), we have
E[O(T )]ρS⊗ρB = TrS [VO(T )ρSO˜(T )], (2)
where VO(T ) ≡ 〈TrB [O˜−1(T )U˜†(T )O˜(T )U˜(T )ρB ]〉c cap-
tures all the unwanted effects due to He(t) up to time T ; that
is, VO(T ) = IS represents noiseless dynamics.
The operator VO(T ) may be computed perturbatively, for
instance through a Dyson or cumulant expansion [21, 34]. Re-
gardless of what technique is chosen, it turns out that, due to
time ordering, the dynamics depends only on certain linear
combinations, say, L~v(~t ), of the multi-time bath correlation
functions {〈Bv1(tµ(1)) · · ·Bvk(tµ(k))〉} with respect to the
combined quantum and classical averages, 〈·〉 ≡ 〈TrB [·ρB ]〉c,
with µ being an arbitrary permutation of k elements, k ∈ N.
While the specifics of the linear combinations which enter the
expectations in Eq. (2) depends on both O and the details of
the system and control setting, the possible contributions are
determined by overlap integrals of the form [35]
I(k)~α;~u,~v(T ) =
∫ T
0
d>~t[k]
[ k∏
j=1
y(αj)uj ,vj (tj)
]
L~α;~v(~t ), (3)
with αj ∈ {a,m},
∫ T
0
d>~t[k] ≡
∫ T
0
dt1
∫ t1
0
dt2 · · ·
∫ tk−1
0
dtk.
A frame-based filter-function formalism.– Rewriting the
above time-ordered integrals in the frequency domain leads
to the standard FF formalism [24–26, 35]. However, to
achieve our goal we require a more flexible language, which
prompts us to move beyond the frequency domain and resort
to frames [27–31]. Frames have a long tradition in signal pro-
cessing, with properties particularly relevant to signal recon-
struction (e.g., robustness to noise [36]), and are successfully
exploited in different quantum applications [33, 37, 38].
While the mathematical theory of frames is quite sophisti-
cated and a rigorous account is beyond our scope, the basic
notion is simple: a family F≡{φn}n of vectors in a (finite-
dimensional or separable) Hilbert spaceH with inner product
(·, ·) is called a discrete frame if there exist constants 0 <
A ≤ B < ∞ such that A‖f‖2 ≤ ∑n | (φn, f) |2 ≤ B‖f‖2,
for all f ∈ H. In the more general case where frame elements
are labelled by a continuous index x ∈ X and the counting
measure is replaced by a (positive) measure µ, a continuous
frame is obtained. Frames are redundant (linearly-dependent)
spanning sets for H, in an appropriate sense. Importantly, for
any frame F one can build a canonical dual frame F˜, with el-
ements φ˜n, such that any f ∈ H can be expressed in terms
of expansions f =
∑
n (f, φ˜n)φn =
∑
n (f, φn) φ˜n [39]. An
orthonormal basis is simply a self-dual frame which is also
tight, that is, A=B=1. Prominent examples of continuous
frame expansions are the continuous wavelet transform and
the (finite-time) Fourier transform [31], whereas Fourier se-
ries are a special case of discrete Gabor frames [28, 29, 35].
By using the frame formalism, we can rewrite each of the
time-ordered integrals of Eq. (3) in two dual ways, formally,
I(k)~α;~u,~v(T ) =
∑
~n
F
(k)
~α;~u,~v(~n, T )S
(k)
~α;~v(~n) (4)
=
∑
~n
[ k∏
j=1
F (1)αj ;uj ,vj (nj , T )
]
S¯
(k)
~α;~v(~n). (5)
Eq. (4) represents the direct generalization to the (dis-
crete) frame language of the “standard-picture” (SP)
frequency-domain representation [35]: the kth-order
frame FFs and power spectra are given, respectively,
by F (k)~α;~u,~v(~n, T )≡
∫
d>~t[k]
∏
j y
(αj)
uj ,vj (tj)φ˜
(αj)
nj (tj)
∗, and
S
(k)
~α;~v(~n) =
∫
dk~tL~α;~v(~t)
∏k
i=1 φ
(αi)
ni (ti), where we allow
for different frames F(α) for α ∈ {a,m}. Eq. (5) provides
instead a “control-adapted” (CA) representation, in which
F (1)αj ;uj ,vj (nj , T )≡
(
y(αj)uj ,vj , φ˜
(αj)
nj
)
=
∫ T
0
dt y(αj)uj ,vj (t)φ˜
(αj)
nj (t)
∗,
S¯
(k)
~α;~v(~n)=
∫
d>~t[k] L~α;~v(~t )
k∏
i=1
φ(αi)ni (ti),
are the F(α)-fundamental FFs and the CA-spectra.
While in the CA picture the complication of the time-
ordering is moved from the FFs to the CA-spectra, the latter
still encode all the information about noise correlations that
influence the system dynamics. The power of the CA picture
is that – when combined with a “finiteness condition” we in-
troduce below – it provides a straightforward way to formalize
the link between C and the noise components that are relevant
to them, that is, the model-reduced framework we seek.
Definition [Finite-size frame (FSF) condition] Let C spec-
ify fixed control capabilities, which determine a (possibly in-
finite) set of control matrix elements, y(α)u,v (t) ∈ L2([0, T ]),
α ∈ {a,m}. We say that the FSF condition holds if one can
build finite-size frames F(α)# ≡ {φ(α)n }, n = 1, . . . , N (α)# , and
3dual frame F˜(α)# , such that for all y
(α)
u,v (t) allowed by C,
y(α)u,v (t)=
N
(α)
#∑
n=1
F (1)α;u,v(n)φ
(α)
n (t). (6)
We say that the FSF condition is satisfied to tolerance ε ≥ 0
over [0, T ] if the above equality can be approximately obeyed
with error no larger than ε (in the L2 norm).
The key implication of the FSF condition is that it en-
sures any integral I(k)~α;~u,~v(T ) entering the controlled sys-
tem dynamics is expressible as a finite sum, up to an error
O(εk). Thus, only knowledge of a finite set of CA-spectra,
S¯|C = {S¯(k)~α;~v(~n)}, nj ∈ [1, N (αj)# ] (or specific combinations
thereof), is needed to determine observable expectations as in
Eq. (2). This also implies that, given C, only S¯|C can be pos-
sibly inferred from the system dynamics. Crucially, however,
this limited information is precisely what (and all) is needed to
optimally control the system, under the resource constraints.
Frame-based approach to single-qubit controlled open
dynamics.– To demonstrate the usefulness of our formal-
ism, we focus on a single qubit exposed to temporally cor-
related additive dephasing, described by Bz(t)=B˜
(a)
z (t) +
β
(a)
z (t), along with multiplicative control noise, which for
simplicity we take to be isotropic, B(m)u (t)≡β(m)(t)IB ,
u=x, y, z. By choosing {Λu}≡{σu/
√
2}, we further
assume that C comprises M non-overlapping pulses of
duration τ≡T/M applied over [0, T ], implemented by
Hctrl(t)=(1 + β
(m)(t))
∑M
j=1 θjh(tj , t)~n
(j) · ~σ/2, where
h(tj , t), tj≡(j−1/2)τ , is a fixed (normalized) control pro-
file proportional to a window function Wj,τ , which is
non-zero only over [(j−1)τ, jτ ], and ~n(j), θj specify the
axis and rotation angle of the jth pulse. The toggling-
frame Hamiltonian in Eq. (1) reads H˜(t)=
∑
u[y
(a)
u (t)σu⊗
B
(a)
z (t) +y
(m)
u (t)β(m)(t)σu], where y
(a)
u (t)≡y(a)u,z(t) is a lin-
ear combination of {Wj,τ cos[θjψ(j)t ],Wj,τ sin[θjψ(j)t ]},with
ψ
(j)
t ≡
∫ t
(j−1)τ ds h(tj , s) and y
(m)
u (t)∝h(tj , t), (see [35]).
The structure of the above y(α)u (t) suggests using the frames
F
(a)
# ≡{Wj,τ cos[ηψ(j)t ],Wj,τ sin[ηψ(j)t ]}, F(m)# ≡{h(tj , t)},
j ∈ [1,M ], η = 2pik/N˜#, k ∈ [0, N˜#],
where N˜# is a free parameter controlling the tolerance ε.
While a finite N˜# implies a non-zero ε, ε decreases as N˜#
grows: if F(α)# contains all admissible y
(α)
u,v (t), the FSF is ex-
actly (ε = 0) satisfied. Moreover, the non-overlapping nature
of the pulses implies that the error ε|M for anM -pulse control
matrix grows only linearly with M , i.e., ε|M ∼ O(M ε|1) for
a frame with N# = M(2N˜# + 1) elements. A larger N˜# can
be chosen so that ε|M is below a user-defined error tolerance
as M increases. Thus, a frame such that the FSF condition is
approximately satisfied to a desired ε can always be built.
An important limiting case arises if control comprises per-
fect, instantaneous pulses, in which case β(m)(t)=0 and
h(tj , t) = δ(t−jτ), leading to piecewise-constant “switching
functions” {y(a)u (t)}. In this scenario, F(a)# can be chosen to
be a collection of window functions {Wj,τ}Mj=1, for which the
FSF holds exactly, with N# = M . Thus, while any digital
basis suffices as a finite F(a)# , an especially compelling choice
is provided by the Walsh functions, thanks to their potential
for minimizing sequencing complexity [40–42].
A main benefit of the frame language is the flexibility it
provides – e.g., by allowing for each h(tj , t) to be a dif-
ferent (in principle arbitrary) pulse profile. For concrete-
ness, we consider here a windowed Gaussian control profile,
h(tj , t) = Wj,τe
−(t−tj)2/2σ2 , with σ = 1µs, τ = 10µs,
although other possibilities, such as square or Slepian pulses
[17], can be easily accommodated. With M = 1 and F(a,m)#
as above, one finds that ε|N˜#=2 = 2.4 ·10−5 i.e., a 1.1% rela-
tive error [43], whereas ε|N˜#=4 = 2.8 · 10−8, i.e., a 0.0014%
relative error. That is, a modest size frame ensures the FSF
condition is basically satisfied. Exemplifying the M and N˜#
interplay, for M = 100 pulses a value of N˜# = 4, i.e., a
N# = 900 elements frame, ensures an overall error∼ 0.15%.
In order to analyze the qubit reduced dynamics, we as-
sume for simplicity here that the multiplicative and additive
noise sources are uncorrelated, i.e., 〈B(m)(t1)B(a)(t2)〉=0.
We do not, however, require stationarity nor Gaussianity.
In a suitable weak-coupling regime [44], Eq. (2) im-
plies that E[O(T )]ρS⊗ρB ≈ 〈TrS [(IS−D(2)O (T ))ρSO˜(T )]〉,
where the second-order Dyson term D(2)O (T ) can be written
as a functional of CA-spectra. Specifically, one finds S¯|C =
{S¯(+)α (n, n′), S¯(−)α (n, n′) − S¯(−)α (n′, n)}, for n ∈ [1, N#]
and α ∈ {a,m} [35], where S¯(±)α (n, n′) are associated to
the “classical” (+) and “quantum” (−) two-point bath correla-
tion functions, C(α)± (t1, t2) ≡ 〈[B(α)(t1), B(α)(t2)]±〉, with
[A,A′]± ≡ AA′±A′A. Since only FFs {F (1)α;u(n, T )} allowed
by C can be generated, only the above noise parameters can be
inferred from the reduced dynamics, via CA-QNS. Still, such
finite information suffices for the prediction - and eventual op-
timization - of the qubit dynamics at time T under any of the
(potentially infinite) control sequences allowed by C.
QNS beyond frequency domain.– Regardless of whether
multi-pulse or continuous control modulation is employed
(such as, respectively, in comb-based [16] or Slepian [17] and
spin-locking-based [12, 18] protocols), existing QNS meth-
ods largely rely on the possibility to describe the noise prop-
erties in the frequency domain. Beside entailing smoothness
assumptions on the target (Fourier) spectra, this prevents ap-
plicability to non-stationary noise sources, which are often
encountered in practice and are described in the time domain.
To illustrate how such limitations are overcome in
the frame-based approach, consider a scenario where
the qubit sensor couples to a two-mode bosonic envi-
ronment, initially in a state ρB∝e−
∑
`=1,2 ~Ω`a
†
`a`/kBT` ,
via a periodically varying coupling operator, that is,
B˜
(a)
z (t)=
∑
` g`(t)(e
iΩ`ta†` + e
−iΩ`ta`), g`(t)= g¯` cos[w`t].
4-2
-1
0
1
2(a)
(b) (c)
FIG. 1. (Color online) (a) Theoretical two-point quantum corre-
lation function C(a)− (t1, t2) = −i
∑
` |g¯`|2[cos (w`(t1 + t2)) +
cos (w`(t1 − t2))] sin(Ω`(t1 − t2)) of a non-stationary two-mode
bosonic environment (see [35] for C(a)+ (t1, t2)) and correspond-
ing digital reconstructions with M = 16 and (b) low-resolution
(T = 1536 ps); (c) high resolution (T = 16 ps). Color-scale in
units of 1018Hz2. Combining S¯|C and the model assumptions, we
can estimate the parameters w1 = 125pi/96 GHz, w2 = 7.5w1,
Ω2 = 60Ω1, where Ω1 = 125pi/128 GHz, g¯1/~ = 976.56 MHz,
g¯2/~ = 345.27 MHz,T1 = 0.12 K,T2 = 3.73 K with a (worst
case) relative error of 16% and 0% using, respectively, the low- and
high-resolution information and assuming no other error sources.
This time dependence makes the noise non-stationary, as
〈B(a)(t1)B(a)(t2)〉 is manifestly a function of t1 + t2 and
t1 − t2, although periodic in the former. Assuming access to
perfect instantaneous pulses, we implement QNS by choosing
θj ∈ {0, pi/2, pi} and ~n(j) = (0, 1, 0), for all j, sufficient to
generate {y(a)u (t)} that are linear combinations of Walsh func-
tions. As in standard QNS, the target spectra S¯|C are then in-
ferred as solution of a linear system of equations. This permits
a digital reconstruction of C(a)± (t1, t2), with a sampling grid
determined by τ=T/M . Fig. 1 shows such reconstructions
for fixed M and two values of T , corresponding to lower and
higher resolution. Using such information, one can further in-
fer the parameters of the model: the more control – here, a
smaller minimum inter-pulse time τ – the more information
can be inferred. Concretely, we can both estimate the bath pa-
rameters g¯`,Ω`,w`, and perform thermometry on the bosonic
modes, by inferring T` (see Fig 1). Notably, we can do so us-
ing a single qubit probe in a “short-time” regime, in contrast
with existing approaches for stationary noise, requiring either
a steady-state regime [45] or multiple probes [15].
Gate Model-reduced, (θ∗1 , θ∗2) Full model, (θ∗1 , θ∗2)
I (± 136
100
pi,∓ 136
100
pi) (± 138
100
pi,∓ 138
100
pi)
ei
pi
8
σx ( 120
80
pi,− 100
80
pi) ( 126
80
pi,− 106
80
pi)
TABLE I. Optimal control parameters as found by minimizing
model-reduced vs. full error functional. ForG = I , E$ = 5.06·10−4
vs. E$ = 4.99 · 10−4, whereas for G = eipi8 σx , E$ = 4.37 · 10−4
vs. E$ = 4.13 · 10−4. For reference, the shortest implementation
of the pi/8 gate allowed by C, i.e., a “bare” gate with θ1 = pi/4 and
duration T/2, yields E$ = 0.0321, which is larger than the optimal
implementation of length T . Similar to dynamically corrected gates
[2] and composite pulses [3], multiple segments of evolution are cru-
cial to enable error cancellation, despite the gate taking longer.
Control-adapted noise-tailored optimized gate design.–
A key task in control is executing a target quantum gate (say,
G) with the highest fidelity possible, subject to noise and op-
erational constraints. In the non-Markovian setting we con-
sider, this implies minimizing an appropriate error functional
(say, E$), whose form depends on the perturbative expan-
sion of choice, of the overlap integrals in Eq. (3). For our
single-qubit example, a gateG is specified by the expectations
E[σu]σv = TrS [GσvG
†σu] ≡ eu,v;G, u, v ∈ {0, x, y, z}.
Thus, optimizing its execution over time t = T given C is akin
to finding FFs {F (1)α;u,v(n, T )}, which depend upon the control
parameters, such that E$(T )≡
∑
u,v |eu,v;G−eu,v;ctrl(T )|2 is
minimized, where eu,v;ctrl(T ) is a fixed-order (e.g., as above,
k = 2) perturbative expansion of E[σu(T )]σv⊗ρB .
We illustrate this strategy in the relevant case of
bounded-strength (non-instantaneous) control scenario, for
M=2=N˜#, assuming that stationary, uncorrelated additive
and multiplicative noise sources are present, both character-
ized by (unknown to the experimenter) correlation functions
C
(α)
+ (t1−t2), α=a,m. To perform CA-QNS, we proceed
as described before, by using only four pulse directions and
five pulse angles [35], and by allowing for initialization in
any of the Pauli eigenstates, along with measurements at any
multiple of T/M . Once the CA-spectra S¯|C are estimated,
this information is used to determine the control parameters
{θ∗j , ~n(1)∗=~n(2)∗} for optimally implementing G under the
given noise environment and allowable controls. To demon-
strate that our model-reduced representation is accurate, we
compare the optimal parameters obtained in this way with
those resulting from minimizing the same error functional un-
der the exact noise correlation function C(α)+ (t1−t2). We find
that even for a modest N˜#=2 and optimizing only over the
pulse angles, the frame-based model-reduced approach entails
a minimal reduction in performance as compared to the ideal-
ized full-knowledge scenario (see Table I and [35] for details).
Conclusion.– We have introduced a framework for con-
structing a model-reduced representation of open quantum dy-
namics relative to given control capabilities, which consider-
ably simplifies the task of C&C for general non-Markovian
noise environments. While we have focused on two paradig-
matic applications – QNS of non-stationary noise and model-
5reduced C&C of a single qubit – our results also formally jus-
tify the success of the machine-learning enhanced approach
of Ref. [46]. Our framework lends itself to a number of gen-
eralizations – including, multiaxis and non-Gaussian noise,
and multiqubit or qudit systems, on which we will report else-
where. We believe that the use of frames will ease the integra-
tion of signal processing tools into quantum control and prove
instrumental to develop efficient model-reduced approaches to
C&C of realistic open quantum systems of growing complex-
ity, as needed by NISQ-era devices and beyond.
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