We consider the collocation method for linear, second-order elliptic problems on rectangular and general two-dimensional
INTRODUCTION
We consider a linear two-dimensional partial differential equation (PDE), Lu = uuxx + bu,, + cuyy + du, + eu, + fu = g, (1.1) over a two-dimensional domain R in the x, y plane. It is assumed that the coefficients a, b, c satisfy the ellipticity condition 6' -4ac c 0 and that R is given by the boundary aR with clockwise orientation given parametrically as follows:
x = Xi(P) Y = Yib) for bli 5 p 5 bzi, for bl; 5 p 5 bzi, ' i = 1, 2, . . . , nbound.
(1.
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To copy otherwise, or to republish, requires a fee and/or specific permission. R is the interior of the domain defined by these nbound pieces; R need not be simply connected, but we ignore that case in this paper in order to simplify the discussion. In the case of a rectangular domain R = [AX, BX] x [AY, BY], the boundary dR is implicitly defined by the end points AX, BX, AY, BY. Further, we assume that the solution u of (1.1) is subject to the boundary conditions Au = au + pux + yu, = 6
for (x, y) E aR. (1.3) All the coefficients and right-hand sides in (1.1) and (1.3) may depend on x and y. A large class of methods for approximating the solution u of (Ll), (1.3) involves first, the partition of R into a finite-element mesh fi and, second, the determination of a piecewise polynomial approximation U defined over the partition R. This paper describes such a method, called collocation, and discusses specific implementations.
OVERVIEW OF THE COLLOCATION METHOD
Collocation is a finite-element method for approximating the solution u(x, y) of (l.l), (1.3) , consisting of the following three conceptual phases. See [7, 8, 151 for further discussion. We now present a more detailed, but still very-high-level, description of an implementation of the collocation method. The procedure is broken into seven steps given below and these are then described individually.
(1) Define the problem and I/O requirements (2) Discretize the domain (3) Generate the finite-element mesh Following the ELLPACK framework [19] , an elliptic PDE problem is specified by a set of functions as follows: In case of Neumann boundary conditions, a unique solution is determined by knowing the solution at a boundary mesh point (unqx, unqy). The information is supplied by the function unqu(unqx, unqy). (e) Output specifications.
The output is specified by two arrays OUTFNC and OUTTYP as follows. The user specifies one of three functions for the ith output through OUTFNC(i) as follows:
where TRUE(x, y) is tlne exact solution of (l.l), (1.3), a function which must be supplied by the user. Other information for the ith output is specified by OUTTYP(i) as follows:
A grid for output of type 2 and 4 is specified by the parameters tubx, taby: vector of x and y coordinates of the grid, ntubx, ntuby: number of grid lines in tubx and tuby.
Finally, the number of output specifications desired is specified by the parameter NOUT.
For example, if OUTFNC(1) = 2,OUTTYP(l) = 1, and NOUT = 1, then one requests the max, L', and L2 norms of the error U-TRUE on the discretization grid.
Domain Discretization
Information must be generated that relates the problem domain R to the rectangular grid G. This geometric information must be fairly detailed, otherwise large amounts of code will appear in other parts of the implementation just to do a basic analysis of the geometry. We use the two-dimensional domain processor of [l?', 181 and, for completeness, briefly describe its input and output here. 
type of boundary point (horizontal, vertical, both or interior), pointer to interior grid point neighbors of Bi, ix + 1000 * jy if Bi is in the grid element with lower left corner (ix, jy) in G.
The domain processor sets the (NBNDPT + 1)st value of the arrays to the initial values (i = 1) and it also requires that NBDIM be set to the actual dimension of above arrays.
Our implementation of the collocation method is based on this information. In the absence of the domain processor, this information must be provided directly as input. In the special case of rectangular domains, the domain discretization is implicitly defined by the vectors GRIDX and GRIDY, and no domain processing is required.
Finite-Element-Mesh Generation
In the case of rectangular regions, the finite-element mesh Q coincides with the rectangular overlay G, and no further processing is needed. For nonrectangular regions each element is identified by the indices (ix, jy) of the lower left corner grid point, where 1 I ix < NGRIDX and 15 jy < NGRIDY.
There may be boundary elements whose intersection with R is very small. In extreme cases, the use of these elements can make later computations numerically unstable. In any case, it is intuitively plausible that very small elements should be discarded just for the sake of efficiency. We thus define the finite-element Figure 2 for an example.) The mesh lines of R define a partition of aR into boundary segments that are used to locate the boundary collocation points.
The construction of the finite-element mesh thus consists of the following three steps: For steps 2.3.2 and 2.3.3 the elements of G are classified as interior, boundary, or exterior, depending on whether they are completely inside R, intersect dR, or are completely outside R. Some elements may be changed from boundary to exterior or from interior to boundary by the discard procedure. Our implementation of the above procedure depends very much on the following assumptions:
Assumptions for the finite-element mesh generation al. A boundary element does not contain an entire boundary piece, and there are at most two boundary pieces associated with it. a2. If a boundary element has exactly two boundary sides, then they must be adjacent; a boundary element cannot have all its sides be boundary sides. a3. If a boundary element is discarded, then no more than two of the four (4) neighboring elements can be without any boundary segment associated with them. a4. The domain is parameterized clockwise. a5. The boundary does not enter an element more than once, except when it leaves the element and reenters it without crossing a grid line and where the neighboring element it enters is discarded.
These assumptions are usually satisfied for a reasonably fine mesh. We present a code outline for the finite-element mesh generation. discarded segments are shared with neighboring elements. The default values of DSCARE and GIVOPT are 0.05 and .TRUE. respectively.
Definition of the Approximate Solution
Consider an interior element of the finite-element mesh 0, it has the associated nodes numbered i, i + 1, j, j + 1 as shown in We have, for example, q1 =: U(node(i)), Q = U,(node(i)). The global numbering used for the four degrees of freedom (2.1) at the mth node is
Formation of the Collocation Equations
The generation of the collocation equations is outlined by the following code skeleton. To generate the operator collocation equations for the interior elements in R', one first determines the interior collocation points Pi, i = 1 to 4, as the Gauss points of the rectangle and then forces U to satisfy the differential equation at these points. The collocation equations are represented by a data structure with two-dimensional arrays:
COEF(n, 1) = Ith coefficient value of equation n, IDCOEF(n, 1) = index of the unknown associated with COEF(n, I).
These arrays have 17 columns, 16 for the coefficients and the 17th for the value of the right side g at the collocation point. The map in the procedure boundary element from dE to d(E fl R) depends on several aspects of the geometry and is too complicated to give in complete detail here. However, most of the maps are variants of the four cases shown in Figure  5 . See [6] for a discussion of linear blending in two dimensions.
It appears that if E n R is convex, then the map from E to E rl R is one-toone and onto. If E n R is not convex, then the map might not be one-to-one and, if there is a strong concavity, might even map points from E to points outside E n R. However, a proper choice of grid will keep the images of the Gauss points inside E n R. An example for a portion of an actual domain is shown in Figure 6 .
To generate the boundary condition collocation equations, one has to determine the location of the boundary collocation points Qj, j = 1, . . . , n(E) associated with each boundary element E of the finite element mesh a. It can be shown that the method described gives 2s + 4 boundary collocation points, where s is the number of boundary element sides of 0. The process of the distribution of boundary points on the actual boundary is implemented in two passes.
The first pass is to place collocation points on the boundary sides of 8 (not on the boundary itself). Four collocation points are associated with each grid node, Figure 7 for an example.
The second pass is to map the boundary sides of a rectangular element onto the pieces of the boundary associated with the element; the images of the l E. N. Houstis, W. F. Mitchell, and J. R. Rice boundary-side collocation points are the boundary collocation points used in the discretization procedure.
There are two parameters, BCPl and BCP2, to adjust the placement of the boundary collocation points in a boundary side. These allow one to vary placement from the two Gauss points to nodes and midpoints, etc. The default case (BCPl = BCP2 = 0) selects the Gauss points on an element boundary side. A skeleton code for the placement of the boundary collocation points (BCPs) in the element E follows. The numbering of the equations and unknowns used in the previous section results in a system of linear equations that is banded in nature. If R is rectangular or close to rectangular, then the system has bandwidth about 4 * NGRIDY. As the domain R deviates more and more from being rectangular, the structure of the linear system becomes less and less regular and very little can be said for a completely general region.
The reordering generated in the actual algorithms discussed here is the natural extension of the finite-element ordering [21] to general domains. That is, if R were rectangular, this ordering would be obtained. There is a second ordering natural to collocation called the collorder ordering. This ordering is defined for rectangular domains in [4] ; it can be extended to general domains in a straightforward way. The finite element ordering is attractive because it gives minimum band width in the rectangular case. The collorder ordering is attractive because it gives a non-zero diagonal and provides maximum numerical stability in the rectangular case. An example of these two ordering for a triangular domain is given in [l5] and reproduced in Figure 8 .
Solution of the Collocation Equations
It is customary for the linear equations arising from finite-element methods (such as this collocation method) to be solved by some form of Gauss elimination. If R is not far from rectangular, then the system can be made banded by a variety of orderings and considerable efficiency achieved compared to Gauss elimination for a general system of equations. The widely used frontal method [21] often provides the efficiency of bandedness even when R is far from rectangular, even though it is not guaranteed to do so.
A recent study by Rice [16] indicates that iterative methods are much more efficient than elimination methods for the Galerkin method equations (on a rectangle), and it is plausible that this is also true for the collocation equations. The usual finite-element ordering prevents iterative methods from being applied to collocation because there are mostly zeros on the diagonal. The collorder ordering remedies this, but the usual iterative methods diverge rapidly when At this time the only reliable way to solve the collocation equations in general is by Gauss elimination with scaled partial pivoting.
THE SPECIAL CASES OF RECTANGULAR DOMAINS
The method described in Section 2 can be considerably simplified in case: (i) the domain R is rectangular and further simplified if (ii) the problem has uncoupled The collocation method for rectangular domains with general mixed boundary conditions is called throughout Hermite collocation, while for rectangular regions with uncoupled boundary conditions it is called interior collocation. For rectangular domains, some of the collocation steps are implicitly defined by the input data. First, the domain discretization process is implicitly defined by the vectors GRIDX, GRIDY. Second, the finite-element mesh generator process is not needed, since the nodes of Q coincide with the grid points of rectangular overlay G. The same local definition of the approximate solution is used, but the steps of generating the collocation equations are considerably simplified. We describe these steps for both interior and Hermite collocation.
Interior Collocation
In the case of uncoupled boundary conditions the boundary collocation equations can be solved explicitly during the discretization of the boundary conditions. Thus, one need only generate and solve the interior collocation equations. This step can be implemented by two parallel asynchronous processes and it is based on the assumption that the boundary conditions only change type at the boundary nodes.
A code skeleton for the two processes follows. Figure 9 shows the numbering of active d.o.f. at the end of the boundary discretization process. Finally, the nonactive d.o.f. predetermined in the boundary discretization process are eliminated from equations generated in the operator discretization process.
Hermite Collocation
In the case of mixed bound.ary conditions the boundary condition collocation equations are explicitly generated along with the operator collocation equations. 
EXAMPLES
A wide class of elliptic PDEs have been solved by GENCOL, INTCOL, and HERMCOL. Many results can be found in the references [7, 8, 9, 12] . We include a set of problems to illustrate the use of this software and to give a general indication of its applicability.
Example 1: Incompressible Flow in a Circular Tube
This example involves an elliptic PDE that models an incompressible Newtonian fluid flow in an internally finned circular tube [13] . The problem is defined by PDE: u,, + -$ U, + 1 u, = -1; x DOMAIN: (0, 1) x (0, a);
BC: u=O at x=1 and Ory~cr, u=o at y=a and 1 I xl 1, uy=o at y=ar and O<n<l, u, = 0 at x=0 and Ory~cu, u,=o at y=O and O<x<l.
We choose (Y = ?r/4,1= .5 and a uniform spaced 32 X 17 mesh. Note that for this example all three algorithms can be applied. The one used is INTCOL (interior collocation), as it is the most efficient whenever it is applicable. Figure 10 presents a contour plot of the approximation to the unknown solution of this problem. This problem has been solved with a variety of meshes, and the agreement between the solutions for finer meshes is quite good, which suggests that the solutions are accurate.
Example 2: Distribution of Diffused Particles
This example involves a non-self-adjoint problem used to model the distribution of diffused particles [20] . The problem is defined by PDE: U, + -$ h + : u, + (l/(x tan y))u, = g, DOMAIN:
(0, 1) x (0, l),
In order to test convergence,, the functions g and h are chosen so that u = ex+y. In this case, all three algorithms can be applied. The problem is solved for various meshes, and for each mesh various performance indicators are computed. These data are summarized in Table I . These data indicate that the rate of convergence of the collocation method is of order 3.8. This is similar to the fourth-order convergence in the approximation with bicubic Hermite polynomials; order 4 is "Time-D is the time in seconds on a VAX 11/780 for discretization, Time-T is the total time for problem solution (excluding I/O). Error and order are estimates of the maximum error and the order of convergence as a function of AZ. The same band Gauss elimination solver was used for each discretization, and the same errors were obtained.
the highest possible order of convergence. The order is estimated at the ith grid by order = log(error(i)/error(i -1) lOg(AXi/AXi-1) '
Recall that INTCOL has fewer equations and produces an insignificantly different solution.
This example is modified to make the domain nonrectangular. The Dirichlet boundary condition is kept the same so the problem is defined by u = I&c, y) on ' The notation is the same as for Table I .
The performance results of GENCOL for this modified problem are given in Table II . These data suggest that the rate of convergence of the collocation method is about 3.7. There is no theoretical basis upon which to base a conjecture about the rate one should expect here, but this example suggests that the convergence may be about the same as collocation on rectangular domains.
Example 3: Flux Distribution in Magnetic Materials (Nonlinear) Problem
The calculation of flux distribution in magnetic material with saturation leads to the nonlinear elliptic PDE where $ is the flux function and p is the permeability which can be expressed as the ratio of the magnitudes of the flux vector B and field vector H. It is shown by Poritsky [14] that B = (@ + #f)"' and H = (~$2 + &J1", where 4 is the potential function. In [14] a number of methods are applied to determine the distribution of magnetic flux in a transformer core with periodic circular bolt holes (Figure lla) , for an (H, B)-relation shown in Table III and average flux density B. = 15,000 lines per centimeter across a 6-inch lamination width. We denote by Ho, p. the values of H, p corresponding to Bo(Ho = 3.1, I.CO = 5,000).
Because of symmetry, it is sufficient to solve the PDE in the domain shown in Figure lib with The nonlinear problem is solved by the following simple iteration. The four methods used in [14] were (1) ordinary finite differences, (2) a graphical method, (3) an analog device, and (4) a hodograph method. None were very satisfactory, but that is no surprise since the paper is more than 30 years old. The simple iteration converges very well. Table IV 
Example 4: Gas Lubrication (Nonlinear Problem)
The Navier-Stokes equations for compressible, nonviscous fluid flow in thin films reduce to Reynolds equation. It models the pressure distribution in the gas films that lubricate high speed devices such as gyroscope bearings or magnetic read heads. The PDE is (Uh3U,) + (uh3uJ, + c(uh)x = 0, with boundary conditions u = 1.0 everywhere. The function h(x, y) is the height of the thin lubrication film. The parameter c is a physical constant, when c is small (low speed), the problem is easy, and when c is large (high speed), the problem becomes quite difficult. This problem is solved by Newton's method, see [Eland [19] for a derivation of this iteration. The Newton iteration is GUESSU'(X,Y) FORK=OTOLDO:
( f(x, y) = L&g + ug + 3(dk' + uck)) ch x h y + $,
We choose as an example a simple slider bearing, that is, h(x, y) is linear in x and constant in y. The bearing geometry is a square pad with a half disk on the leading edge. With the initial guess of u(O) = 1.0 (no motion at all) the values of DIFF as defined in Example 3 are given in Table V for a 12 by 9 grid. We see that the Newton iteration converges rapidly. A contour plot of the final U(X, y) is shown in Figure 13 . The problem has been solved again with a 16 X 12 grid; the contour plot is essentially the same and the error using the 12 X 9 grid is about 9.6 X 10w4. This is estimated by comparing with a solution on a 10 X 10 grid. Its solution is the shape a soap film takes on a wire loop defined by the boundary conditions (see [2] ). We select the example of an elliptical domain and boundary condition that have an upward peak at the top of the ellipse and a downward peak at the bottom of the ellipse. Specifically, the domain and boundary conditions are given by u = e-4x2 on x = 2 sin t, y = cos t for t = -;to;, u = e-4x= on x = 2 sin t, y = cos t for t = 5 to $. derivation of the following iteration: Table VI shows the differences between iterates for a 17 x 9 grid. Figure 14 shows the contour plots of the solution for the first three iterations. The plot of the final solution is nearly identical to the third plot.
PERFORMANCE EVALUATION
There are four principal performance questions for software such as considered here: (1) How much time does it take to run? (2) How much memory does it use? (3) How much accuracy does it achieve? (4) How reliable is it? We do not attempt a scientific analysis of reliability at all. We merely note that the three algorithms have been used on a large number of varied problems. The only difficulty that has been observed is in GENCOL's handling of nonrectangular geometry. Sometimes a grid used does not satisfy the assumptions stated in Section 2.3 and must be modified. Less frequently, but still possible, there are domains with sharp corners where considerable care must be taken in selecting the grid overlay so that reasonably accurate results are obtained. We have also noted for very large problems that linear equation solvers which do not do scaling (such as the LINPACK software) may produce unacceptable magnification of round-off errors [5] . Time and memory use are the standard and most easily handled measures of performance. The algorithms INTCOL and HERMCOL are parameterized by the grid sizes NGRIDX and NGRIDY, and time and memory can be expressed in terms of these two parameters. We distinguish two phases of the solution: the l E. N. Houstis, W. F. Mitchell, and J. R. Rice discretization (which is fixed for each algorithm) and the solution of the linear system (which may be changed by the user). Table VII presents basic estimates of performance for these two algorithms. We use the following notation in this  table: NX,NY = NGRIDX-1, NGRIDY-1, Time-D = Time to discretize problem (in units of one arithmetic operation), Time-T = Time to solve problem using Gauss elimination software for band matrices (in units of one arithmetic option), Memory-D = Memory used to discretize problem, Memory-T = Memory used to solve problem.
The orders given in Table VII do not distinguish much between INTCOL and HERMCOL; INTCOL is more efficient in both time and memory. The paper [3] gives specific data for a large number of problems.
Collocation Software for Second-Order PDEs Time and memory use for GENCOL are less easily parameterized because the shape of the domain R enters. The orders given in Table VII for HERMCOL are applicable provided (a) the domain is reasonably "compact" and (b) the grid G just covers R. In Table VIII we give specific performance data for four of the examples from Section 5.
Accuracy achieved is perhaps the most important measure of performance, and yet it is sometimes not considered at all. High efficiency is only meaningful when related to accuracy achieved. Accuracy performance is highly problem-dependent, whereas time and memory performance are almost problem-independent. Therein lies the difficulty of measuring accuracy performance in a broadly meaningful way; see [12] for more details on this topic. There is theoretical reason to expect that collocation on rectangular domains is a fourth-order method. That N = min(NGRIDX, NGRIDY), provided the problem is well-behaved. This expectation is correct; the data in [3, 7, 8, 9] provides ample evidence of this and there is much more such evidence elsewhere; see, for example, [19] .
The accuracy to be expected by GENCOL is unknown at present. It surely should be at least 0(1/N'); it should sometimes be as good as 0(1/N4) and one can hope that it is usually O(l/N3), or even O(l/N4). Figures 15 and 16 show accuracy versus NX and versus total computing time for GENCOL applied to Examples 2-5 of Section 5. The error data is plotted on a log-log scale and the slopes of the data estimate the order of convergence. These figures strongly suggest fourth-order convergence (error versus grid size or computer time). The reliability of this suggestion is suspect because this is a very small sample and the errors for three of these examples are only estimates because the true solutions are unknown.
