In this paper, we provide a novel way to estimate the out-of-sample predictive ability of a trading rule. Usually, this ability is estimated using a sample-splitting scheme, true out-of-sample data being rarely available. We argue that this method makes poor use of the available data and creates data-mining possibilities. Instead, we introduce an alternative .632 bootstrap approach. This method enables building in-sample and out-of-sample bootstrap datasets that do not overlap but exhibit the same time dependencies. We show in a simulation study that this technique drastically reduces the mean squared error of the estimated predictive ability. We illustrate our methodology on IBM, MSFT and DJIA stock prices, where we compare 11 trading rules specifications. For the considered datasets, two different filter rule specifications have the highest out-of-sample mean excess returns. However, all tested rules cannot beat a simple buy-and-hold strategy when trading at a daily frequency.
INTRODUCTION
Whether technical trading rules can consistently generate profits is a question that has been investigated by researchers, for a variety of reasons. In particular, it can be used to study whether a market is efficient or not. Indeed, profitable technical trading rules would be in opposition to the market efficiency hypothesis, which states that all available information must be contained in the price of a security (Bajgrowicz and Scaillet, 2012) . Besides, the profitability of trading rules may also be used to detect a time-varying risk premium (Kho, 1996) . Moreover, as a high proportion of practitioners rely on technical trading rules to trade, it may be interesting to know whether these investment strategies have any economic value (see Park and Irwin, 2007 , for a review).
However, answering this question poses several econometric challenges. Until now, the literature has focused mainly on multiple testing (also called data-mining) issues; see Lo and MacKinlay (1990) , White (2000) , Sullivan et al. (1999) , Hansen (2005) , Romano and Wolf (2005) and Hsu et al. (2010) for more discussion of this question), whereas it neglected the issue of computing an adequate estimator of the out-of-sample predictive ability of a trading rule. By out-of-sample predictive ability, we mean the ability of a rule, with its parameters determined ex ante on in-sample data, to generate buy-and-sell signals that correctly predict the future ups and downs of an asset price.
information at hand to select ex ante the best parametrizations of the rules (as an investor would likely do in the real life), and therefore we usually decrease the quality of this selection. Note also that some authors (Bajgrowicz and Scaillet, 2012; Kuang et al., 2014) do not assume parameter uncertainty and consider all parameters as a priori fixed: they assume that each parametrization is a rule in itself, and their selection of the best rules (or of the profitable ones) is made across all rule specifications. Oddly, to the best of our knowledge and despite the apparent weaknesses of this technique, no study in the field of technical trading rules tries to focus on these issues and to solve them. This is surprising, as one could expect evolved investors to search for trading rules that correctly forecast the future, not the past.
In this work, we introduce a methodology that avoids these weaknesses. We propose a way to improve the basic sample splitting technique by adapting advanced cross-validation and bootstrap techniques to the time series context. Our goal here is to obtain a better measure of the out-of-sample predictive ability of a trading rule. This idea is briefly suggested in White (2000) , when the author tells us that 'cross-validation represents a more sophisticated use of hold-out data. It is plausible that our methods may support testing that the best cross-validated model is no better than a benchmark'. Cross-validation techniques are quite common in the field of neural networks modeling and classification problems but did not attract a lot of attention from researchers in the area of technical trading. Moreover, few adaptations to the time series context currently exist.
Among the best-known techniques in the regression context, one method is to split the sample not into two parts but into k parts (Efron and Tibshirani, 1993) . Hence we estimate the parameters on k 1 parts and compute the out-of-sample prediction error (or the value of the score function) on the last part. This operation is performed for the k different parts, before averaging to obtain our final estimator of the prediction error. This technique is called k-fold cross-validation. The roll-over month-by-month approach followed by Bajgrowicz and Scaillet (2012) and Taylor (2014) can be linked to this idea. Now, if k is equal to the size of the sample, we perform a leave-one-out cross-validation. A second method relies on the bootstrap (Efron and Tibshirani, 1993) . With a resampling procedure, we build a statistical world replicating the properties of the true world, where we are able to estimate B sets of parameters. Then, the initial sample is used as a validation (out-of-sample) set. It is as if we had at hand multiple realizations of the same stochastic process for estimation purposes and the opportunity to validate these results on the whole population. The disadvantage of this method is the large overlap between training sets and validation sets, which causes a bias. To solve this issue, the bootstrap .632 and +.632 techniques (Efron, 1983; Tibshirani, 1993, 1997) can be used to compute estimators based on validation sets that do not overlap with the training sets. Overall, these techniques must be seen as generalizations of the sample splitting technique.
In the next section we present an adaptation to the time series context of the .632 bootstrap technique. Our procedure is based on the idea that, to correctly assess the predictive ability of a trading rule, we need a large number of the possible outcomes of the underlying stochastic process. Using the .632 resampling technique, we are able to build a large number of both training sets (in-sample data) and validation sets (out-of-sample data). Also, we can simultaneously control for non-overlapping datasets and keep intact the intrinsic time dependencies of the original data. In the bootstrap world, we fit the rules on the training sets and then use the bootstrap validation sets to compute an estimator of the out-of-sample predictive ability of the rules. The bootstrap training samples are generated as in a regular bootstrap procedure for time series data: by block, or using a nonparametric resampling of the residuals, which are used to build recursively new data with the estimated model. The bootstrap validation samples, for their part, are drawn using the residuals (or blocks of data) not used in the training samples. Indeed, an elementary calculation tells us that, if we draw a sample of size n with replacement from an initial set of n observations, a single observation has roughly a probability ..n 1/=n/ n of not being selected in the resample. This means that, on average, around one third of the data would stay unused in each resample. We use these unselected observations to create bootstrap validation samples that do not overlap with the training samples. These validation samples can be used to assess the out-of-sample performance, avoiding an overfitting bias. When a good stationary time series model can be found, the residual-based bootstrap is preferred to the block bootstrap of Politis and Romano (1994) . Indeed, the residualsbased bootstrap has been shown to produce very good results when the hypotheses of the underlying model are met. Also, it is interesting to note that our approach could easily be extended to all data frequencies (especially very high frequencies). However, our approach differs slightly from the traditional one. Here, we estimate the out-of-sample predictive ability of a trading rule with its best parametrization determined ex ante on in-sample data. In Brock et al. (1992) , Allen and Karjalainen (1999) , Bajgrowicz and Scaillet (2012) and Kuang et al. (2014) , the authors are interested in computing the out-of-sample performance of the combination parameters-trading rules that perform best in-sample. In other words, our perspective takes into account the parameter uncertainty around a trading rule, whereas the traditional approach assumes no parameter uncertainty. As an example, imagine that we consider two rules (let us say cross-over moving average and support and resistance rules), each with 10 possible parametrizations. We have 20 combination parameters-trading rules. Whereas Brock et al. (1992) , Sullivan et al. (1999) and Bajgrowicz and Scaillet (2012) try to find the combination(s) that generates the highest mean excess return (or those that generate a profit), we aim at finding, among the two rules, the one that can generate the highest out-of-sample mean excess return (see below the section 'Resampling procedure' for more comments regarding this perspective).
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To sum up, our procedure allows us:
to select the optimal parameters of the rules on in-sample data (i.e. a training set), regarding a given scoring rule (e.g. the mean excess return of the positions in the asset, over time); to compute, for this rule with its optimal parameters, the value of the scoring rule on new out-of-sample data (i.e. a validation set built during the resampling procedure); and to average over all the bootstrap samples to get our final estimator of the predictive ability of the considered rules.
With this estimator, we can compare trading rules between each other and identify the one that has the highest predictive ability. We can also identify those that have a predictive ability above a pre-specified threshold.
More generally, we provide an alternative to the sample-splitting technique (with or without rolling window), traditionally used by researchers to estimate the out-of-sample performance of trading rules (see, for example, Allen and Karjalainen, 1999; Lukac et al., 1988; Bajgrowicz and Scaillet, 2012; Kuang et al., 2014) . Our method has the advantage of not being dependent on some subjective cut-off points. Because we use a resampling procedure, we offer a convenient way to generalize the splitting of the dataset into multiple subsamples. Moreover, by working with a random resampling procedure instead of a subjective sample-splitting procedure, we can incorporate, in our measure of the out-of-sample performance, new scenarios (i.e. new patterns of prices). These scenarios are useful to assess a trading rule on artificial but totally new data. In particular, using a residuals-based resampling, we are able to create new patterns of (stochastic) shocks and simultaneously to keep the time dependencies intact. In this configuration, we can combine a large number of different pasts (our bootstrap training sets) with a large set of different futures (the bootstrap validation sets), although these sequences of events do not exist in our original time series. Eventually, we also provide a way to create bootstrap in-and out-of-sample time series of interest rate data via the dynamic NelsonSiegel model of Diebold and Li (2006) . This procedure can be helpful when we use the mean excess return criterion as a measure of the rules' performance.
Below ('Empirical illustration'), we illustrate our methodology on three time series: the daily stock prices of IBM, Microsoft (MSFT) and the Dow Jones Industrial Average (DJIA), for the period 20 September 2002 to 16 May 2014. We compare 11 trading rule specifications, used by Sullivan et al. (1999) and Bajgrowicz and Scaillet (2012) . These rules rely on daily past prices. We do not consider rules based on high-frequency prices or volumes. We compare the results of the bootstrap estimations to those obtained with a classical in-sample prediction error and a buy-and-hold (BH) strategy. To resample the data, we use simple autoregressive moving average-generalized autoregressive conditional heteroskedasticity (ARMA-GARCH) models, as our data appear to exhibit heteroskedasticity and stationary mean processes. We show that, despite a good in-sample performance (measured with a mean excess return criterion and a Sharpe ratio criterion), these rules do not have an out-of-sample performance that beats the BH strategy. Our results are in line with studies (Bajgrowicz and Scaillet, 2012; Sullivan et al., 1999; Brock et al., 1992; Kuang et al., 2014; Fang et al., 2014) that detect an in-sample superior performance of some trading rules but cannot reproduce this result on out-of-sample data. In particular, our results for the DJIA data are similar to those of previous studies focusing on this stock index. These results appear to be robust to the resampling method (either block or residuals-based) and to the different measures of the performance (either a mean excess return criterion or a Sharpe ratio criterion).
Finally, to investigate the validity of our results, we perform a simulation study see the section ('Simulation'). We show that under the correct specification of the parametric model used in the resampling procedure our bootstrap estimator of the predictive ability has a mean squared error (MSE) that is up to 93.9% lower than that obtained with a sample-splitting procedure. Besides, the bootstrap distribution of the out-of-sample prediction error is very close to its true distribution (obtained by Monte Carlo simulation), suggesting that our approach is effective.
We conclude and discuss these results extensively in the last section ('Conclusion').
METHODOLOGY

Resampling procedure
In this subsection, we detail the resampling procedure used to compute our estimator of the out-of-sample predictive ability. The goal here is to build a statistical world where the time dependencies are similar to those in the true world. We want the asymptotic distribution of the considered statistic in the bootstrap world to be close to its distribution in the true world (Kreiss and Paparoditis, 2011) . Remember also that we want to build training sets and validation sets that do not overlap, to control for a possible overfitting bias. While the initial bootstrap in Efron (1979) was developed for inference with i.i.d. data, many extensions have been provided in the context of stationary time series. Besides stationary block bootstrap methods (Kunsch, 1989; Politis and Romano, 1994) , parametric residuals-based bootstrap methods are known to work well for stationary dependent data, when the assumptions of the underlying model are met (Kreiss and Paparoditis, 2011) . The general idea is to resample the residuals of the model, instead of the original data. Owing to its simplicity, the absence of 'tuning parameters' (in opposition to the average length of the blocks in the block bootstrap approach) and the availability of a lot of good models for stock returns, we focus on this kind of resampling procedure.
First, we apply some transformations to the initial time series, to obtain data that can be modeled by stationary time series models (for daily stock prices, taking the log difference is often enough). Assume that the data-generating process (DGP) of these data (i.e. the stock log returns) has a representation of the form R t D Â .R t 1 ; : : : ; R t p / C Â .R t 1 ; : : : ; R t q / ´t ; t 2 Z
where Â is the conditional mean function with parameters Â , Â the conditional variance function with parameters Â and´t are i.i.d. innovations with zero-mean and unit variance (see Politis and Romano, 1994; Kreiss and Paparoditis, 2011) . For the rest of the paper, we hypothesize that the parametric forms of Â and Â are given by an ARMA.p; q/-GARCH.p 0 ; q 0 / model:
We do not assume any particular distribution on f .:/ but simply the existence of at least the four first moments, for inference purposes. In the bootstrap procedure, we perform a nonparametric resampling of the residuals. It has the advantage of avoiding wrong assumptions on f .:/, the choice of an error distribution being a delicate step in a modeling process (see, for example, Engle and Gonzalez-Rivera, 1991, for a discussion on the subject). If needed, we can use more complex parametric structures (EGARCH, GJR-GARCH, M-GARCH, etc.) to capture the dependencies of our data, without loss of generality. We follow the procedure of Hall and Yao (2003) to obtain i.i.d. residuals that may be resampled. For an initial sample R D ¹R 1 ; : : : ; R n º of size n: 
for the starting conditional volatility, and observed values of R t (Davidson and MacKinnon, 2006) .
Each bootstrap sample is used to estimate the optimal parameters that minimize the in-sample prediction error, for a given trading rule. In the context of trading rules, the predictive ability can be measured throughout a prediction error like a misclassification rate or a score function. If the score function has a positive economic signification (e.g. the mean excess return), then we need to maximize it. Each rule l D 1; : : : ; L is used to make n h one-stepahead predictions (h being the larger number of past values needed for a single forecast), using the parameters Â l . A prediction error is associated to each forecast throughout a function Q. /. The value of Â l (as suggested before, for example, the window sizes of the moving averages) that generates the lowest mean prediction error is adopted as an estimator N Â b;l of the optimal parameters, for the bth bootstrap sample and the lth rule. Analytically, for b D 1; : : : ; B and l D 1; : : : ; L, we compute
The selection of N Â b;l is performed over a finite set . For a given rule l, by averaging 1 n h P n t DhC1 Q.R b;t ; N Â b;l / over the B resamples, we would obtain an estimator of the expected in-sample prediction error, but we are interested in the true predictive ability of a rule, i.e. the performance of a rule l with parameters N Â b;l , measured on a totally new dataset, ideally very large. How do we obtain new values of R b;t without an excessive overlapping with the training data? This is where the bootstrap procedure starts to make sense. For a given resample, the bootstrap innovations are drawn from ¹Ó 1 ; : : : ; Ó n º with replacement. A quick calculation shows that, for n sufficiently large, the probability of one single innovation (let us say innovation k) not to be selected in the resample is n 1 n n ' :368. This means that more than a third (on average) of the innovations are 'wasted', for a single resample. Following the idea of the bootstrap .632 described in Efron (1983) and Efron and Tibshirani (1997) , we propose to take advantage from the fact that we know exactly how the resamples are built. With these out-of-sample data at hand, we take the average of the sum of the scores over the B resamples to obtain a measure of the predictive ability of rule l:
However, due to the independence between training and validation datasets, this estimator tends to be too large (for Q having a negative meaning, like a prediction error). To correct for this effect, Tibshirani (1993, 1997) propose two ways to combine this quantity with the in-sample prediction error S 0 l obtained on the initial sample. Let us define N S l , a new estimator of the out-of-sample prediction error of the lth rule:
with
where N Â l is the estimated optimal set of parameters for rule l, for the initial sample. The origin of the weights in N S l are discussed at the end of this section. Nevertheless, when the in-sample overfitting is high, these weights may no longer be appropriate. Therefore, Efron and Tibshirani (1997) proposed also a second weighting between S 0 l and S l , a function of the in-sample overfitting. Let us define N S C l
, also an estimator of the out-of-sample prediction error of the lth rule:
with w D :632 1 :368J
and
where J is defined as the relative overfitting rate and is constrained to take values between 0 and 1. w takes values between 0.632 and 1 (hence N S C l is bounded by S l and N S l ). is defined as the no information error rate, i.e. the expected error rate of the rule when the predictors are independent from the predicted variables. Intuitively, estimates the expected prediction error of the rule in a sort of worst case scenario, i.e. when there are no relationships between the explicative and the predicted variables. In fact, it is similar to the performance of a rule that predicts randomly the ups and downs of the considered time series. Hence S is influenced by a high overfitting and should not be used in N S l . See Appendix D for more details regarding the computation of . Our empirical study in the next section indicates that is close to 1. Also, our simulations emphasize that N S l seems to be closer to the true predictive ability than N S l . Therefore we decide to use preferably S l or N S C l .
Some words regarding the notion of trading rule
Finally, some words regarding the notion of trading rule. In Brock et al. (1992) , Sullivan et al. (1999) and Bajgrowicz and Scaillet (2012) , the parameters of the considered trading rules are fixed a priori: there are no estimated parameters. When Sullivan et al. (1999) explained that they tested a universe of 7846 trading rules, this universe stems, in fact, from five different rule specifications (see Appendix A of their study): filter rules, moving averages, support and resistance, channel breakouts and on-balance volume averages. Falbo and Pelizzari (2011) speak about classes of technical trading rules, or trading styles, instead of rule specifications. In our approach, 'trading rule' must be seen as 'a mathematical relationship with some parameters, producing buy and sell signals', i.e. a rule specification in the sense of Sullivan et al. (1999) . By naming 'trading rule' as a particular parametrization of a rule specification, Sullivan et al. (1999) adopt a narrow notion of a rule. In our opinion, it seems more interesting to quantify the predictive ability of a rule specification with its best ex ante parametrization, because what really matters is to find the mathematical relationship that correctly predicts price variations. By using a bootstrap procedure, we take into account the parameter uncertainty, considered as non-existent in other approaches. In fact, it is because we assume this parameter uncertainty that the .632 resampling is useful. Indeed, the initial bootstrap training samples are used to get estimators of the best parameters, whereas the validation sets are used to estimate the out-of-sample performance. If the parameters were treated as fixed, then a classical bootstrap approach would have been sufficient to get estimators of the out-of-sample performance, for each parametrization. Also, we are well aware that most trading rules use prices (P t ) and not returns as inputs, to generate their buy and sell signals. Until now, we have only discussed the resampling of log returns, but the recursive computation of the prices is straightforward. Using an initial price P 0 , we obtain series of prices P D ¹P 1 ; : : : ; P n º with the equation
that is obtained from the definition of the log returns R t D log.P t =P t 1 /.
Alternative to the residuals-based bootstrap: the block bootstrap As mentioned before, when no parametric model seems suitable to model the data, one can simply use the classical stationary block bootstrap approach of Romano and Wolf (2005) for strictly stationary and weakly dependent time series. Under these assumptions, for a broad class of nonlinear statistics, this technique provides consistent estimators of the considered statistics (see Kreiss and Paparoditis, 2011 , for more details). Starting from the initial series of log returns R, we build block bootstrap training samples by executing the following steps (Sullivan et al., 1999; Bajgrowicz and Scaillet, 2012 
Repeat step 3.
Similarly to the procedure explained above, for each bootstrap sample b D 1; : : : ; B, we use the V b unselected observations to build validation sets. Because the drawing is made by blocks, the unselected observations are also a set of blocks of average length 1=a, but with their original order of appearance conserved. Here, we select a D 0:1 as in Sullivan et al. (1999) and Bajgrowicz and Scaillet (2012) , after a trial-and-error phase. This stage could be improved by using an automatic procedure of selection, as in Politis and White (2004) , but this question is beyond the present research.
A notable difference (even if it should not impact significantly the final conclusions) with the residuals-based resampling is that the probability of being in the training sample is now different. Indeed, by performing a block resampling, this probability increases. Figure 1 shows Monte Carlo estimations of this probability as a function of the block length, for samples of size 2000. This difference seems minimal for small blocks (up to block of average length 10, we observe a difference in probability of around 0.1%), but for large average block lengths (i.e. above 10) it increases. Here, we use an average block length of 10, but if one wishes to use larger blocks we propose to use a Monte Carlo estimator of this probability instead of the weights .368 and .632, in equations (12) and (16).
EMPIRICAL ILLUSTRATION
In this section, we illustrate our methodology by applying it on three time series: IBM, MSFT and DJIA stock prices. We use data from the period 20 September 2002 to 16 May 2014. We compare 11 different rule specifications with the goal of finding the one that has the highest predictive ability. We also want to know if some rules can generate a profit higher than a simple BH strategy. We focus on the rule specifications used in Sullivan et al. (1999) . We do not treat the case of on-balance volume averages specifications and focus on price-dependent rules only. To the best of our knowledge, no formal mathematical descriptions of the rules are available in the literature. Therefore, our implementations of the rules could vary a bit compared to other studies on the subject, even though we mainly reproduced the implementation of Bajgrowicz and Scaillet (2012) (available at http://jfe.rochester.edu/data.htm). Overall, we implemented 11 rule specifications (four filter rules, two moving averages rules, four support and resistance rules and one channel breakout rule), with a total of 11,668 parametrizations (4320 for the filter rules, 3780 for the moving average rules, 1008 for the support and resistance rules and 2560 for the channel breakout rule). A brief description of the considered rules specifications (largely inspired by those made in Sullivan et al., 1999, and Bajgrowicz and Scaillet, 2012) can be found in Appendix A. For all selected specifications, we use the same sets of parameters as in Sullivan et al. (1999) . Those parameters are also reproduced in Appendix A. First, we discuss the two different score functions used in our application: a mean excess return criterion and a Sharpe ratio criterion. Then, we present the data and finally we apply our procedure. For the resampling of interest rate data, we use the historical correlation structure between risk-free rates and log returns, thanks to a joint resampling procedure. We check whether the results obtained with the residuals-based bootstrap are similar to those obtained with a block bootstrap procedure.
The interest in working with these three time series is twofold. First, DJIA, IBM and MSFT are popular stocks, frequently traded by private investors and fund managers who may rely on these kinds of rules to take investment decisions. It is therefore of interest to know if they can really expect significant profits from such investment techniques or if excess returns are solely due to luck. Second, working with the DJIA enables us to compare our results (to a certain extent) with those obtained previously in popular studies (mainly, Sullivan et al., 1999; Bajgrowicz and Scaillet, 2012) .
Prediction error and optimality criterion
An important question in the analysis of trading rules is to determine what kind of prediction error (or score function) Q. / is used as an optimality criterion. Sullivan et al. (1999) , Bajgrowicz and Scaillet (2012) and Kuang et al. (2014) use the mean excess return over the risk-free rate, as an economic indicator of the performance of a trading rule. More formally, for r f t , the risk-free rate at time t, s t taking value 1, 0 or 1 according to the fact that we are long, neutral or short in the asset at time t, 1.s t ¤ 0/ taking value 1 if we are not neutral, 0 otherwise, we define
where R 0 t is the arithmetic return at time t. This definition is used in equations (10)- (14). In this paper, we use the same risk-free rate as in Sullivan et al. (1999) and Bajgrowicz and Scaillet (2012) , i.e. the daily federal funds rate (available on the web site of the Federal Reserve Bank of New York: http://www.newyorkfed.org). An issue with this criterion is that, in the bootstrap world, we do not have values of the risk-free rate at our disposal. This said, how can we proceed to compute values of the criteria on the training samples (Q.R b;t ; Â b;l /) and on the validation samples We can draw these bootstrap data exactly in the same way we draw R b;t and R b;t : either we suppose a parametric model for r f t and we perform a residuals-based bootstrap, building recursively time series using resampled residuals, or we perform a block bootstrap resampling as above ('Alternative to the residuals-based bootstrap: the block bootstrap'). If we suppose that r f t and R t are independent processes, then the resampling procedures are made independently. Conversely, if we assume some common driving factors, we can perform a paired resampling of the residuals. Mathematically, for a residuals-based paired resampling procedure, we build risk-free rate training samples throughout the following steps: Similar to what is proposed above ('Resampling procedure'), risk-free rate validation sets are built using the unselected innovations. Transposition of these steps to a block bootstrap procedure is straightforward. Eventually, in this application, we use the Nelson-Siegel model with autoregressive latent factors of Diebold and Li (2006) . This model is parsimonious and the estimation of its parameters is straightforward. Other models (such as the CoxIngersoll-Ross model (Cox et al., 1985) , or simple ARMA-(E)GARCH models) can be used without any loss of generality. An excellent review on the subject of short-term interest rates dynamics, providing comparisons between a large set of models, can be found in Bali and Wu (2006) . Also, Sarno et al. (2005) studied specifically the daily federal fund rate (for another period, though) and concluded that a simple univariate reaction function has the best predictive ability. Here, we do not use their model but stick to their recommendation by choosing a simple model. See Appendix C for details regarding the selected model.
As an optimality criterion, one could also use some kind of Sharpe ratio criterion, where the mean excess return is divided by the standard deviation of the excess returns over the considered period:
This criterion has been used by Bajgrowicz and Scaillet (2012) and Sullivan et al. (1999) . Both criteria have also been used in Kuang et al. (2014) . This criterion is interesting, because rational investors are expected to maximize their ratio risk/return. This criterion can be a good proxy of it.
Data
We apply our methodology to the three time series (IBM, MSFT and DJIA). Figure 2 shows the evolution of these prices for the period from 20 September 2002 to 16 May 2014, such as their log returns. For IBM log returns, no sample autocorrelation function seems to be significantly different from 0 (taking into account the heteroskedasticity). The mean is assumed to be a constant. However, a typical GARCH effect (volatility clustering, significant sample autocorrelations of the squared returns at multiple lags) is observed. A simple GARCH(1,1) model seems to be a reasonable assumption for this series. For MSFT log returns, we observe significant sample autocorrelation functions at lag 1 and 2, as well as a GARCH effect. After testing various AR.p/, MA.q/ and ARMA.p; q/ models (with p and q taking values from 0 to 2), it appears that an ARMA(2,2)-GARCH(1,1) specification could be the best model. For DJIA data, we select an ARMA(3,3)-GARCH(2,1) specification. This specification seems to remove all time dependencies. We obtain consistent estimations of Â and Â using quasi-maximum likelihood techniques. The obtained values are displayed in Table I . Figure 3 shows the estimated volatility and residuals of the model for all time series. Additional information regarding the model selection can be found in Appendix B.
If we apply the rules to the original time series only, we obtain various combinations of optimal parameters for each rule. Tables II-VII give the optimal parametrizations for each rule, all time series and both criteria (mean excess returns and Sharpe ratios). Note that searching for good parameters can be difficult, owing to the nonlinear and nonconvex nature of the score function. Figure 4 shows the response surface of the mean return criterion of a simple filter rule, obtained using the IBM data. We observe multiple local extrema. It illustrates that the delimitation of the parameters space strongly influences the results. Therefore, it is important to take into account the estimation procedure of the parameters. The resampling of the innovations for both the prices and the interest rates are paired, to take into account the empirical structure of the correlation. Figure 5 shows some of the generated patterns, in-sample and out-of-sample. We observe that the out-of-sample mean excess returns are lower than the in-sample values, for all time series. This is the case for all rules. Also, we see that the ranking between trading rules can vary between in-sample and outof-sample results: for IBM data, whereas the filter rule with modified extrema has the highest in-sample value of the score function, S l and N S l reveal that the highest out-of-sample value of the score function is obtained with the simple filter rule. For MSFT data, the highest in-sample mean excess return is obtained for the filter rule with a constant holding period, whereas the best out-of-sample value is obtained with the simple filter rule. For DJIA data, the best rule in-sample is the modified filter rule, whereas the best rule out-of-sample is the simple filter rule. Thus, being good in-sample does not guarantee being good out-of-sample. The in-sample mean excess returns are positive for all considered rules except for the Channel Breakout rule for IBM data. Conversely, the out-of-sample mean excess returns of respectively 8, 11 and 9 rules are negative for IBM, MSFT and DJIA time series. Using the N S l estimator, should take values between N S l and S l , but the relative overfitting is so high that N S C l ' S l for almost all rules. Thus it seems more appropriate to use N S C l or S l instead of N S l , as a measure of the out-of-sample predictive ability. Overall, it seems that all the tested rules have a poor out-of-sample performance. The out-of-sample mean excess return (measured by S l ) of the best rule in-sample for IBM is equivalent to an annual performance of 2.03% (these values are 2.62% for MSFT data and 0.27% for DJIA data), a poor performance regarding the computational efforts. Can these rules beat a simple BH strategy? For IBM, the lowest bootstrap out-of-sample estimation of the BH performance is 16% (11.86% for MSFT data and 2.55% for DJIA data). The mean excess returns computed using this rule, over the initial datasets and in the bootstrap worlds, are displayed in Table XI . Focusing only on in-sample results, most of the rules would be able to beat the BH strategy. For IBM data, nine rules perform better (if we use the bootstrap in-sample measure of the performance). For MSFT and DJIA, respectively ten and eight rules provide better results. However, whereas the BH strategy always exhibits a positive mean excess return, most strategies have a negative out-of-sample mean excess return when measured by S l or N S C l ( Figure 6 ). We do not have a formal statistical test to compare the strategies, but the BH strategy has a (daily) mean excess return twice as big as the highest (out-of-sample) positive mean excess return ( N S C l
). This seems to indicate that none of the tested rules is able to beat this simple benchmark. It would be almost certain if we had included transaction costs. Overall, these results indicate that selecting a priori a rule and its optimal parametrization using the mean excess return criterion does not lead to a good out-of-sample profit. If some investors can make large profits using this approach, it may be due mostly to luck. These conclusions are the same as those obtained by Bajgrowicz and Scaillet (2012) (for the DJIA) and Kuang et al. (2014) , who could not find any trading rule with a good out-of-sample performance. However, as pointed out in Bajgrowicz and Scaillet (2012) , our results say little about the existence of profitable strategies in other markets, using different trading frequencies or more sophisticated rules. 
Filter rule simple 5:556e Using a Sharpe ratio criterion instead of the mean excess return, results are similar: the out-of-sample performances of all rules are lower than that of a BH strategy, and negative most of the time. For IBM and DJIA, the best rules stay the same in-sample as well as out-of-sample, compared to the mean excess return criterion. For MSFT, the rule with the best out-of-sample Sharpe ratio is the modified filter rule, even though the simple filter rule and filter rule with a constant holding period have a very similar performance.
Regarding a possible difference between the residuals-based resampling and the block bootstrap procedure, results are globally alike. For the IBM data, we only observe a large difference for the moving average rules (both with band filter and with time delay), where the block bootstrap gives out-of-sample values much lower than those obtained with the residuals-based method. For the MSFT data, a similar effect occurs for the simple filter rule. For the DJIA data, the block bootstrap procedure gives us much lower out-of-sample values for the simple filter rule than the residualsbased bootstrap procedure. Overall, these differences do not impact the final conclusions that all rules cannot beat the BH strategy if we look at their out-of-sample performance, measured by S l .
SIMULATIONS
Eventually, we perform a small Monte Carlo study. The goal here is to determine if our bootstrap procedure provides an improvement compared to the sample splitting procedure, and to assess whether our bootstrap estimators of the predictive ability are close the true predictive ability of the tested rules.
Simulation set-up
We simulate samples of prices where the log returns follow some ARMA-GARCH models. We assume that the innovations follow a standardized Student's t-distribution, to reflect the excess kurtosis found in empirical residuals (see Bai et al., 2003 , for a discussion of the subject). We generate the data using the same models and the same parameters as those estimated for IBM, MSFT and DJIA data: DGP1: GARCH(1,1) with T .5/ innovations; DGP2: ARMA(2,2)-GARCH(1,1) with T .4/ innovations; DGP3: ARMA(3,3)-GARCH(2,1) with T .8/ innovations. For each DGP, we generate N D 250 samples of size n D 1500. The first 1000 observations are used as in-sample data (n is D 1000) whereas the 500 last observations are used as out-of-sample data (n oos D 500). For each sample, we select the optimal parameters of each rule using the pseudo in-sample data and we compute an estimator of the predictive ability for each rule with the pseudo out-of-sample data. By averaging over the N samples, we obtain a Monte Carlo estimator of the true predictive ability:
where Q.R i;t ; N Â
/ is the value of the score function associated with the tth trading day of the i th sample, with the optimal parameters N Â MC i;l of the lth rule estimated on the i th pseudo in-sample dataset. We use this quantity as a benchmark: it is the best possible estimation of the predictive ability that we could obtain, if we were sure that the data follow exactly the supposed model. In practice, the sample-splitting procedure is similar to using a single run of the Monte Carlo simulation to estimate the predictive ability. The mean squared error (MSE) between the Monte Carlo estimator and the estimations of the predictive ability based on single samples can be found in Table XII  (MSE  SS ) . This quantity measures how far we are (on average) from the true predictive ability when we use the splitting procedure. It is given by
For the score function Q. /, we use the mean excess return criterion with an annual risk-free rate of 0.7% (0.002% on a daily basis), assumed constant for simplicity.
What is the gain obtained with our bootstrap procedure, in terms of MSE? For each sample, we use a residualsbased resampling procedure with B D 100 (we keep the number of bootstrap samples low to limit the computing time). We use the true models but the parameters are estimated on the pseudo in-sample data (i.e. on the first 1000 observations). Note that, by doing so, we use less data than the splitting procedure (i.e. we use n is observations instead of n observations). In practice, both the sample splitting and our procedure would rely on the same number of observations. Therefore, we can expect our procedure to be more efficient. We use both S l (given by equation (11)) and N S l (given by equation (12)) as bootstrap estimators of the predictive ability. We compute 
Simulation results Table XII shows the MSE obtained with both procedures and the sample-splitting approach (see Table A .I. in Appendix A for more details on the rules' abbreviations). The RMSE columns give the ratio of the mean squared errors computed with the bootstrap approach and the sample-splitting approach. They are computed in the following way: A ratio below 1 indicates that our bootstrap approach has an MSE lower than that obtained with the sample-splitting procedure. We see that, for all trading rules and all DGP, our procedure decreases the MSE sharply compared to a sample-splitting procedure, for all three DGPs and the 11 trading strategies. MSE 43.2% (for the simple filter rule in DGP2) to 93.9% (for the channel breakout rule in DGP3). Similarly, MSE N S l decreases in the range between 37.4% (for the filter rule with constant holding period in the first DGP) and 80.8% (for the S&R rule with modified time delay). Overall, the decrease is stronger with the S l estimator (the average decrease over all rules and all DGP is 80.7% for MSE S l , whereas it is 63.9% for MSE N S l ). Therefore, it seems more interesting to use S l instead of N S l , to estimate the predictive ability. These results illustrate the superiority of our procedure over the sample-splitting procedure. In particular, our bootstrap estimators of the predictive ability are much more efficient than that obtained by splitting the samples into two parts. Figure 7 shows the out-of-sample mean excess returns of the rules for time horizons of varying lengths (from 1 day to 500 days), for DGP1. We see that the mean excess returns vary a lot for small time horizons, before converging to some values for horizons longer than 100 days. A similar effect is observed for the two other DGPs (they have been omitted for space considerations but are available upon request to the authors). It illustrates that, for ARMA-GARCH-type models, the predictive abilities of the tested rules appear independent of the time horizon considered. Indeed, because the log returns are driven by a stationary process, the only thing that matters is the sample size, of both the training set and the validation set: the larger the training set, the more accurately we can capture the time dependencies in our estimation of the parameters; the larger the validation set, the more precisely we are able to estimate the expected value of the score function, for a given training sample size. Hence, using a rolling window with shorter subsamples of the training and validation sets should not improve the assessment of the true predictive ability. It would only increase the volatility of the estimator of the predictive ability. Hence, if the data follow exactly the specified GARCH process, none of the tested rules can beat the BH strategy, similar to the conclusions of our empirical study.
Finally, we pick at random one of the 250 samples. Then, we compare the Monte Carlo distribution of the predictive ability (obtained on the 250 samples) with that obtained with the bootstrap procedure on this particular sample. Figure 8 shows this comparison for the 11 trading rules considered. We see that both distributions are quite close to one another. This illustrates the fact that our bootstrap procedure can be a good substitute for the Monte Carlo simulation, impossible to perform in practice without supposing a distribution for the stochastic shocks.
CONCLUSION
In this paper, we introduce a robust method to compute an estimator of the out-of-sample predictive ability of a trading rule. This measure is useful to compare different trading rules between each other, taking into account the parameter selection. More precisely, we adapt a .632 bootstrap resampling procedure to the time series context. This enables us to draw non-overlapping training sets and validation sets of data. We propose two ways to resample the data: either with a residuals-based resampling when some models can correctly fit the data, or with a block resampling when the modeling task is too difficult. With these resampling techniques, we are able to keep intact the intrinsic time dependencies of the original data. Moreover, we provide a way to create bootstrap in-and out-of-sample time series of interest rate data, if a mean excess return criterion or a Sharpe ratio criterion is used as a measure of the rules' performance.
Our method is an alternative that has several advantages over the simple sample-splitting technique (with or without rolling window) traditionally used by researchers (see, for example, Sullivan et al., 1999; Lukac et al., 1988; Allen and Karjalainen, 1999; Bajgrowicz and Scaillet, 2012; Kuang et al., 2014) . First, the obtained results are not dependent on some subjective cut-off points, because we use the whole dataset in the resampling procedure. Second, our bootstrap estimation is more robust because it does not rely on a single realization of a stochastic process. Instead, it offers a convenient way to generalize the splitting of the dataset into multiple subsamples exhibiting the same time dependencies and the same length. Moreover, thanks to the random resampling procedure, it incorporates new 'scenarios' in our measure of performance. These scenarios are useful to assess a trading rule on artificial but totally new data. Throughout a residuals-based resampling, we create new patterns of (stochastic) shocks and simultaneously keep the time dependencies intact. In this configuration, we can combine a large number of different pasts (our bootstrap training sets) with a large set of different futures (the bootstrap validation sets), although these sequences of events do not exist in our original time series.
We illustrate our methodology on three datasets (IBM, Microsoft and Dow Jones Industrial Average index daily stock returns), by comparing 11 trading rule specifications (which encompass 11,668 different parametrizations). We identify the best in-sample parametrizations and show that none of these parametrized rules seems able to beat a simple buy-and-hold strategy on out-of-sample data. Our results are in line with studies (Bajgrowicz and Scaillet, 2012; Sullivan et al., 1999; Brock et al., 1992; Kuang et al., 2014) that detected an in-sample superior performance of some trading rules but could not reproduce these results on out-of-sample data (Allen and Karjalainen, 1999; Bajgrowicz and Scaillet, 2012; Kuang et al., 2014) . These results appear to be robust to the resampling method used (block or residuals-based). However, these results say nothing about trading rule profitability in other markets, using other trading frequencies or more sophisticated rules.
One could argue, as in Bajgrowicz and Scaillet (2012) , that shorter time horizons should be considered (e.g. a monthly basis) to better stick to practitioners' practices, instead of the very long time intervals that are used (i.e. 12 years of training sets and on average 6 years of validation sets). This is clearly one limitation of the empirical part of our study. Nevertheless, our procedure could be easily adapted to these requirements by using a smaller initial dataset. However, as pointed out above (and illustrated by Figure 7) , if the returns are driven by some stationary processes this exercise is pointless: reducing the sample size will only increase the variability of the results and will decrease the precision of the estimated parameters.
Eventually, a simulation study suggests that, under the assumption of a correctly specified model, our estimator of the out-of-sample performance is fairly good. On one side, our simulations show that our bootstrap measure of the performance is much better than the sample-splitting measure, in terms of MSE. On the other side, we observe that the bootstrap distribution of the out-of-sample performance is very close to the true distribution. These results illustrate that our bootstrap procedure is quite accurate and can be useful in ranking trading strategies, as well as in measuring their predictive ability.
Last, note that we do not provide a valid statistical test to compare our bootstrap estimator of the prediction error across all rules. We believe that developing an extension of the reality check test might be a solution to this problem. However, it raises statistical questions that are beyond the scope of this paper. Nevertheless, such an interesting topic might be investigated in further research.
APPENDIX A: TRADING RULE DESCRIPTIONS AND PARAMETERS
Filter rules
A filter rule generates buy and sell signals when it detects a sufficient large price reversal, compared to an upper (respectively lower) threshold. The filter rule is supposed to smooth the price shift detection to ignore too small price variations, considered as noise. When we record a sufficient decrease, compared to the upper threshold, we sell the asset because it indicates a downward trend. Similarly, when we register a sufficient increase compared to the lower threshold, we buy the asset to benefit from the upward trend. We use two different methods to compute these threshold along time. The first method consists in taking the most recent price that is higher (respectively lower) than its e preceding closing prices. The second one consists in taking the highest (respectively lowest) price registered while holding a long (respectively short) position in the asset. Every time the position is changed, upper and lower thresholds are updated. Other features are also included: a minimal holding period (i.e. when entering a position, we are obliged to keep it at least c time periods) or the possibility of a neutral position (i.e. the possibility of not having any position in the asset). 
Moving averages rules
There are numerous specifications of trading rules based on moving averages, but the most well known are the moving average crossover rules. We focus on that type of rule, where buy and sell signals are generated by crossovers of a slow moving average by a fast moving average. A fast moving average is based on fewer days than a slow moving average. The moving average with a window size n for a particular time t is simply the arithmetic mean of the closing prices over the previous n days, including the current day. We include two refinements of this rule: a band filter, which imposes to the slow moving average to be b% higher (lower) than the fast moving average, to generate a signal; and a time delay, which imposes to the signal to persist d days before effectively entering a new position (in the case of a buy signal, the slow moving average must be above the slow one d days before effectively buying). ; 5; 10; 15; 20; 25; 50; 100; 150; 200; 250º; e D ¹2; 3; 4; 5; 10; 20; 25; 50; 100; 200º 
Channel breakouts rule
A channel breakouts rule is based on the difference between local minimum and local maximum prices. A channel is said to occur when the highest price over the previous n days (excluding the price at time t) is within x% of the lowest price over the same n previous days. A breakout occurs when the price at time t is higher or lower than these high or low prices, generating buy or sell signals. 
where˛r i is the AR parameter of factor i and i;t are i.i.d. mean-zero stochastic innovations of the i th factor at time t. Diebold and Li (2006) propose the following procedure to obtain estimators ofˇr i;t and˛r i , i D 1; : : : ; 3 and t D 1; : : : ; n:
1. for t D 1; : : : ; n, get OLS estimators ofˇr i;t , i D 1; : : : ; 3;
2. fit AR(1) models on the obtained series of Ǒ r i;t , i D 1; : : : ; 3. In our application, we are interested in the yield for a single maturity. However, we need several yields (at least three) at each time t, to obtain an OLS estimator ofˇr i;t , i D 1; 2; 3. Therefore, we add 10 other daily time series with different maturities (1, 3, 6, 12, 24, 36, 60,84, 120 and 240 months) , which are Treasury rates time series extracted from the web site of the US Federal reserve (http://www.federalreserve.gov). Figure C .1 shows these interest rates. Figure C .2 shows the estimated latent factors using this method and these datasets. Figure C. 3 shows the residuals of this model. We observe that, for the daily maturity, the data during the last financial crisis (2008-2010) seem not well filtered. This is a limitation of this approach.
Using augmented Dickey-Fuller tests at various lags, we cannot reject the hypothesis of a unit root in the processes driving the latent factors. A random walk could be a suitable model, but we prefer to use an AR(1) model, with its parameters estimated using classical maximum likelihood techniques. Table C.I shows the estimated parameters. Despite the presence of heteroskedasticity, we prefer to use a parsimonious model to stay in line with Diebold and Li's approach. In our simulation framework, we resample the empirical residuals to create new series of stochastic innovations. To prevent the yields becoming negative, we also apply the following constraint on the slope coefficients:ˇr 
APPENDIX D: ADDITIONAL RESULTS
First, some words regarding the .632 weights. As explained earlier ('Resampling procedure'), the factors .632 and .368 arise because S l is too pessimistic (for a prediction error, S l S 0 l will be too large, by a factor of approximately 1/.632). Indeed, in practice, it is likely that in-sample and future data are very 'close' (i.e. similar) to each other. If we use S l as an estimator of the predictive ability, we consider only the situations where the predicted points are far from their training set. Conversely, if we use only S 0 l , we consider only the situation where the predicted points are also in the training set. Multiplying by .632 corrects roughly for this bias (see Efron and Tibshirani, 1997 , for a more theoretical discussion on the subject). Nevertheless, when the considered rule overfits much of the data, S 0 l is artificially too low (still for a prediction error), driving N S l to be too low as well. To offset this effect, Efron and Tibshirani (1997) proposed the use of w. / instead of .368.
As explained in the 'Methodology' section, must be viewed as the expected error rate when predictors and predicted variables are independent, i.e. as if we were predicting using an independent random process. In the case of a binary classification problem, Efron and Tibshirani (1997) give us the following expression for : 
Filter rule simple 5:610e 
Filter rule simple 4:078e 
