Abstract. Let g be an untwisted affine Kac-Moody algebra of type A
Introduction
Recently, Khovanov-Lauda ( [20] ) and Rouquier ([38] ) independently introduced the quiver Hecke algebras which categorify the negative half of quantum groups. More precisely, if U q (g) is a quantum group associated with a symmetrizable Kac-Moody algebra g, then there exists a family of graded algebras {R(n)} n∈Z ≥0 such that the Grothendieck ring of the category consisting of finite-dimensional graded R(n)-modules is isomorphic to the integral form U On the other hand, in [19] Hernandez and Leclerc proposed another categorification of C[N] for a simply-laced finite-dimensional simple Lie algebra g by using representations of quantum affine algebras. Let us briefly recall their construction. Let g be an untwisted affine Lie algebra associated with the finite-dimensional semisimple Lie algebras g 0 which is simply-laced. Let U ′ q (g) be the quantum affine algebra corresponding to g and let C g be the category of finite-dimensional integrable U ′ q (g)-modules. For each Dynkin quiver Q of type g 0 , Hernandez and Leclerc defined an abelian subcategory C Q of C g which contains some evaluation modules of fundamental representations parameterized by the vertices of Auslander-Reiten quiver Γ Q of Q. The category C Q is stable under taking tensor product so that the Grothendieck group K(C Q ) is endowed with a ring structure. They showed that the complexified Grothendieck ring C ⊗ Z K(C Q ) is isomorphic to the coordinate ring C[N] of the maximal unipotent group N associated with g 0 . Moreover, under this isomorphism, the set of isomorphism classes of simple objects in C Q corresponds to the upper global basis of C [N] .
To summarize, we have two different categorifications of the algebra C[N] and its upper global basis; one via quiver Hecke algebras and the other via quantum affine algebras. Hence it is natural to ask whether they are related or not. More precisely, Hernandez and Leclerc asked whether there is a tensor functor from the category consisting of finite-dimensional graded R(n)-modules to the category C Q which sends a simple module to a simple module (see [19, §1.6 
]).
In this paper, we answer the above question affirmatively. The desired functor is an example of the generalized quantum affine Schur-Weyl duality functors, which are developed in [22] . Suppose that we have a set J of pairs of good U ′ q (g)-modules and invertible elements in the base field. It is equivalent to saying that we have a set of evaluation modules of some good U ′ q (g)-modules. One can associate a quiver Γ J with J, and hence a symmetric quiver Hecke algebra R J , by investigating the pole distribution of the normalized R-matrices between the evaluation modules. Then we have a tensor functor F m : R J (m)-gmod → C g , which enjoys several nice properties. For example, if the underlying graph of Γ J is of finite simply-laced type, then the functor F m is exact. To apply this general scheme to the above question, we first need to know the denominators of normalized R-matrices between fundamental representations. While all the denominators are already known for the type A (1) n (see, for example [9] ), only partial cases were known for the type D (1) n . So we calculate all the unknown denominators for type D (1) n in the appendix. For the type E (1) n , we provide a conjecture on the order of poles of normalized R-matrices (Conjecture 4.3.2). Next, we take a set J consisting of some evaluation modules of fundamental representations in C Q , which correspond to the simple representations of the quiver Q in the Auslander-Reiten quiver Γ Q (see 1 . Quiver Hecke algebras and quantum affine algebras 1.1. Quantum groups and global basis. In this section, we recall the definition of quantum groups and global basis. Let I be an index set. A Cartan datum is a quintuple (A, P, Π, P ∨ , Π ∨ ) consisting of (a) an integer-valued matrix A = (a ij ) i,j∈I , called a symmetrizable generalized Cartan matrix, which satisfies (i) a ii = 2 (i ∈ I), (ii) a ij ≤ 0 (i = j), (iii) a ij = 0 if a ji = 0 (i, j ∈ I), (iv) there exists a diagonal matrix D = diag(s i | i ∈ I) such that DA is symmetric, and s i are positive integers. (b) a free abelian group P , called the weight lattice, (c) Π = {α i ∈ P | i ∈ I}, called the set of simple roots, (d) P ∨ := Hom(P, Z), called the co-weight lattice, (e) Π ∨ = {h i | i ∈ I} ⊂ P ∨ , called the set of simple coroots, satisfying the following properties: (i) h i , α j = a ij for all i, j ∈ I, (ii) Π is linearly independent, (iii) for each i ∈ I, there exists Λ i ∈ P such that h j , Λ i = δ ij for all j ∈ I. We call Λ i a fundamental weight. The free abelian group Q := i∈I Zα i is called the root lattice. Set Q + = i∈I Z ≥0 α i ⊂ Q and Q − = i∈I Z ≤0 α i ⊂ Q. For β = i∈I m i α i ∈ Q, we set |β| = i∈I |m i |.
Set h = Q⊗ Z P ∨ . Then there exists a symmetric bilinear form ( , ) on h * satisfying (α i , α j ) = s i a ij (i, j ∈ I) and h i , λ = 2(α i , λ) (α i , α i ) for any λ ∈ h * and i ∈ I.
Let q be an indeterminate. For each i ∈ I, set q i = q s i .
Definition 1.1.1. The quantum group U q (g) associated with a Cartan datum (A, P, Π, P ∨ , Π ∨ ) is the algebra over Q(q) generated by e i , f i (i ∈ I) and q h (h ∈ P ∨ ) satisfying the following relations:
q h e i q −h = q h,α i e i , q h f i q −h = q − h,α i f i for h ∈ P ∨ , i ∈ I, e i f j − f j e i = δ ij
, where We have a comultiplication ∆ : U q (g) → U q (g) ⊗ U q (g) given by ∆(q h ) = q h ⊗ q h , ∆(e i ) = e i ⊗ K
Let U + q (g) (resp. U − q (g)) be the subalgebra of U q (g) generated by the e i 's (resp. the f i 's), and let U 0 q (g) be the subalgebra of U q (g) generated by q h (h ∈ P ∨ ). Then we have the triangular decomposition
and the weight space decomposition
where U q (g) β := x ∈ U q (g) ; q h xq −h = q h,β x for any h ∈ P . We have the following automorphisms on U q (g): (a) Q-algebra involution − : U q (g) → U q (g) given by
For any i ∈ I, there exists a unique Q(q)-linear endomorphisms e
For each i ∈ I, any element x ∈ U − q (g) can be written uniquely as
and set
where A 0 = {g ∈ Q(q) ; g is regular at q = 0}.
The set B(∞) is a Q-basis of L(∞)/qL(∞) and the natural map
Let us denote the inverse of the above isomorphism by G low . Then the set
forms an A-basis of U − A (g) and is called by the lower global basis of U − q (g). Recall that there exists a unique non-degenerate symmetric bilinear form ( , ) on U
∨ has an A-algebra structure as a subalgebra of U [24, 25] ). Define the dual bar involution b
. By the definition, we have b
1.2. Quiver Hecke algebras. In this section, we recall the definition of the quiver Hecke algebras introduced in [20, 38] . Let k be an arbitrary base field. Let J be a finite index set and A = (a i,j ) i,j∈J a symmetrizable generalized Cartan matrix as in the preceding subsection. Let Q + = i∈J Z ≥0 α i be the positive root lattice of the symmetrizable Kac-Moody Lie algebra corresponding to A.
For i, j ∈ J such that i = j, set
. Let us take a family of polynomials (Q ij ) i,j∈J in k [u, v] which are of the form
with t i,j;p,q ∈ k. We assume that they satisfy t i,j;p,q = t j,i;q,p (equivalently, Q i,j (u, v) = Q j,i (v, u)) and t i,j:−a ij ,0 ∈ k × . We denote by S n = s 1 , . . . , s n−1 the symmetric group on n letters, where s i := (i, i + 1) is the transposition of i and i + 1. Then S n acts on J n by place permutations. Definition 1.2.1. The quiver Hecke algebra R(n) of degree n associated with the generalized Cartan matrix A and the matrix (Q ij ) i,j∈J is the associative algebra over k generated by the elements {e(ν)} ν∈J n , {x k } 1≤k≤n , {τ m } 1≤m≤n−1 satisfying the following defining relations:
ν∈J n e(ν) = 1,
The above relations are homogeneous by assigning
and hence R(n) has a Z-graded algebra structure.
There is an algebra involution ψ on R(n) given by
where ν denotes the reversed sequence (ν n , ν n−1 , . . . , ν 2 , ν 1 ).
For n ∈ Z ≥0 and β ∈ Q + such that |β| = n, we set
Then e(β) is a central idempotent in R(n) and the algebra R(β) := e(β)R(n)e(β) is called the quiver Hecke algebra at β.
We call q the grading shift functor on the category of graded R(n)-modules. For m, n ∈ Z ≥0 , let
be the k-algebra homomorphism given by e(µ) ⊗ e(ν) → e(µ * ν) (µ ∈ J m , ν ∈ J n ),
Here µ * ν is the concatenation of µ and ν; i.e.,
is called the convolution product of M and N . Let us denote by R(n)-gmod the category of finite-dimensional graded R(n) module, and set
It is known that quiver Hecke algebras categorify the negative half of the corresponding quantum group and global bases. More precisely, we have the following theorem. 20, 38] , [41, 39] ). For a given symmetrizable generalized Cartan matrix A, let us take a parameter matrix (Q ij ) i,j∈J satisfying the conditions in (1.1). Consider the corresponding quantum group U q (g) and the corresponding quiver Hecke algebra R(n). Then there exists an A-algebra isomorphism
where the multiplication and the A-action on K(R-gmod) are given by the convolution product and the grading shift functor, respectively.
Assume further that A is symmetric and Q i,j (u, v) is a polynomial in u−v. Then under the above isomorphism, the upper global basis corresponds to the set of isomorphism classes of self-dual simple modules in K(R-gmod).
1.3. Quantum affine algebras and the category C g . In this section, we will review the quantum affine algebras and their finite-dimensional integrable modules. Hereafter, we take the algebraic closure of C(q) in ∪ m>0 C((q 1/m )) as a base field k for quantum affine algebras.
Let A = (a ij ) i,j∈I be a generalized Cartan matrix of affine type; i.e., A is positive semi-definite of corank 1. We choose 0 ∈ I as the leftmost vertices in the tables in [23, pages 54 , 55] except A (2) 2n -case in which we take the longest simple root as α 0 . Set I 0 = I \ {0}. We take a Cartan datum (A, P, Π, P ∨ , Π ∨ ) as follows. The weight lattice P is given by P = i∈I ZΛ i ⊕ Zδ and the simple roots are given by
Also, the simple coroots h i ∈ P ∨ = Hom Z (P, Z) are given by
Let {c i } i∈I , {d i } i∈I be families of relatively prime positive integers such that
We call c and δ by the canonical central element and the null root, respectively. Note that we have c, λ = (δ, λ) for any λ ∈ P. Let us denote by g the affine Kac-Moody Lie algebra associated with the affine Cartan datum (A, P, Π, P ∨ , Π ∨ ). We denote by g 0 the subalgebra of g generated by e i , f i , h i for i ∈ I 0 . Then g 0 is a finite-dimensional simple Lie algebra.
Let us denote by U q (g) the quantum group associated with the affine Cartan datum (A, P, Π, P ∨ , Π ∨ ). We denote by U ′ q (g) the subalgebra of U q (g) generated by
. . , n). We call U ′ q (g) the quantum affine algebra associated with (A, P, Π, P ∨ , Π ∨ ). Set P cl = P/Zδ and call it the classical weight lattice. Let cl : P → P cl be the projection. Then P cl = i∈I Zcl(Λ i ) and we have
can be regarded as the quantum group associated with the quintuple (A,
u for all i ∈ I , (ii) the actions of e i and f i on V are locally nilpotent for all i ∈ I. We denote by C g the category of finite-dimensional integrable U (1) the weights of V (̟ i ) are contained in the convex hull of
cl , we can associate a non-zero vector u µ of weight µ such that
Recall that the simple objects in C g are parameterized by I 0 -tuples of polynomials π = (π i (u) ; i ∈ I 0 ), where π i (u) ∈ k[u] and π i (0) = 1 for i ∈ I 0 ([6], [8] ). We denote by π V,i (u) the polynomials corresponding to a simple module V , and call π V,i (u) the Drinfeld polynomials of V . The Drinfeld polynomials π V,i (u) are determined by the eigenvalues of the simultaneously commuting actions of some Drinfeld generators of U ′ q (g) on a subspace of V (e.g., see [6] for more details). Assume that g is an untwisted affine Kac-Moody algebra. Then the Drinfeld generators depend on the choice of a function o : 
where h := i∈I d i and h ∨ := i∈I c i denote the Coxeter number and the dual Coxeter number, respectively.
A U ′ q (g)-module V ∈ C g is called good, if V admits a bar involution, a crystal basis with simple crystal graph, and a global basis. For the precise definition of good modules see [26] . For a good module V , there exists a non-zero weight vector v ∈ V such that wt(V ) ⊂ wt(v) + i∈I 0 Z ≤0 cl(α i ). We call wt(v) the dominant extremal weight and v a dominant extremal weight vector, respectively. A dominant extremal weight vector for a good module V is unique up to constant multiple. For example, the fundamental representations
Generalized quantum affine Schur-Weyl duality functors
In this section, we recall the functor constructed in [22] , which is a generalization of quantum affine Schur-Weyl duality functor.
2.1. Generalized quantum affine Schur-Weyl duality functors. Let U ′ q (g) be a quantum affine algebra over k and let {V s } s∈S be a family of good U ′ q (g)-modules. For each s ∈ S, let λ s be a dominant extremal weight of V s and let v s be a dominant extremal weight vector in V s of weight λ s .
Assume that we have an index set J and two maps X :
For each i and j in J, we have a U
. Here (V s ) aff denotes the affinization of the good module V s , and
which is the monic polynomial in z j /z i of the smallest degree such that
We define a quiver Γ J associated with the datum (J, X, s) as follows:
(1) we take J as the set of vertices, (2) we put d ij many arrows from i to j, where d ij denotes the order of the zero of
We also define a symmetric Cartan matrix
Note that (a 
4]).
Set
Let R J (n) (n ≥ 0) be the symmetric quiver Hecke algebras associated with the Cartan matrix A J and the parameters
We denote by R J (n)-gmod the category of graded R J (n)-modules which is finitedimensional over k.
The following theorem is one of the main result of [22] .
Theorem 2.1.1. For each n ∈ Z ≥0 , there exists a functor
with the following properties:
Then we have
From now on, we assume that g is a simply-laced affine Kac-Moody algebra; i.e., g is of type A (1)
8 . We denote by g 0 the associated finite-dimensional semisimple Lie subalgebra of g. After reviewing the definition of the category C Q introduced in [19] , we construct a quiver Hecke algebra R J associated with a set J consisting of some simple modules in C Q . Here Q is a quiver whose underlying graph is the Dynkin diagram of g 0 . It turns out that the underlying graph of the quiver Γ J coincides with the Dynkin diagram of g 0 and the functor F constructed in [22] is an exact functor from R J -gmod to C Q . Moreover, the ring homomorphism induced by the functor F coincides with the homomorphism introduced in [19, Theorem 1.2].
3.1. Repetition quiver Q. Let I = {0, 1, . . . , n} and I 0 = {1, . . . , n} be the index sets of the simple roots of g and g 0 , respectively. We denote by W 0 the Weyl group of g 0 and by w 0 ∈ W 0 the longest element in W 0 . We denote by ∆, ∆ + and Π 0 the set of roots, the one of positive roots and the one of simple roots of g 0 , respectively. The standard invariant bilinear form of g 0 on h * 0 , the dual of the Cartan subalgebra of g 0 , is denoted by ( , ) 0 ; i.e., we have (α i , α j ) 0 = a i,j for i, j ∈ I 0 , where (a i,j ) i,j∈I 0 is the Cartan matrix of g 0 .
Let Q be a quiver whose underlying graph is the Dynkin diagram of g 0 . For i ∈ I 0 , we denote by s i (Q) the quiver obtained from Q by changing the orientation of every arrow with source i or target i. We have
, where Q 1 is the set of arrows of Q. Since Q is connected, any two height functions on Q differ by a constant. We fix such a function ξ.
The repetition quiver Q of Q is the quiver with I 0 as the set of vertices and its arrows are
for all i → j ∈ Q 1 and for all p, q such that p − ξ i , q − ξ j ∈ 2Z. Note that Q does not depend on the choice of orientation of Q.
A reduced expression
It is known that for each orientation Q, there exists a unique Coxeter element (a product of all simple reflections) τ ∈ W 0 which is adapted to Q.
where B(i) denotes the set of vertices j in Q such that there exists a path from j to i. We define a bijection φ : I 0 → ∆ inductively as follows.
3.2. Auslander-Reiten quiver Γ Q . Let CQ-mod be the category of representations of the quiver Q over C and let dim(X) denote the dimension vector of a representation X of Q. Then the full subquiver with vertices φ −1 (∆ + × {0}) in Q is isomorphic to the Auslander-Reiten quiver Γ Q of CQ-mod and the vertex φ −1 (β, 0) corresponds to the isomorphism class of M Q (β), the indecomposable representation whose dimension vector is β ( [19, §2.3] ). In particular, γ i is the dimension vector of the injective envelope I Q (i) of the simple representation S Q (i) supported on vertex i. The dimension vector of the projective cover
The arrows in Γ Q represent homomorphisms in a special class, so called irreducible morphisms, and any non-isomorphism between indecomposable modules in CQ-mod is a sum of compositions of irreducible morphisms ([1, Corollary IV 5.6]). It is known that Γ Q has no cycles and has no multiple arrows. The subquiver of Γ Q with vertices {I Q (i) ; i ∈ I 0 } is isomorphic to Q rev , the quiver obtained by reversing all the arrows of Q. The isomorphism is given by I Q (i) → i. The subquiver of Γ Q with vertices {P Q (i) ; i ∈ I 0 } is also isomorphic to Q rev by mapping
The repetition quiver Q itself is isomorphic to the Auslander-Reiten quiver of the category D b (CQ-mod), the bounded derived category of CQ-mod ( [16] ). The isomorphism sends the vertex φ −1 (β, m) to the isomorphism class of the complex M(β)[m], which is concentrated in degree −m.
We have the following description of the Auslander-Reiten quiver inside the repetition quiver Q:
There exists a bijective map ν : Q → Q, so called Nakayama permutation, given by
where h = i∈I d i denotes the Coxeter number of g 0 ; i.e., h = n + 1 for A n , 2n − 2 for D n , 12 for E 6 , 18 for E 7 , and 30 for E 8 . See [14, § 6.5] and [30, (3.4) ] with attention to the different labeling of vertices of Q from ours. Since
, we obtain
for any i, j ∈ I 0 . Here, d(i, j) denotes the distance between i and j in the Dynkin diagram of g 0 , Proof. By (3.2) it is enough to show that
Then we have {β 1 , . . . , β r } = ∆ + . Moreover, if 1 ≤ k < ℓ ≤ r and β k + β ℓ = β j for some 1 ≤ j ≤ r, then we have k < j < ℓ ( [37] ). We will use the following lemma later. Lemma 3.2.2. Assume that the reduced expression s i 1 s i 2 · · · s ir of w 0 is adapted to Q. If k < ℓ and β k + β ℓ ∈ ∆ + , then there is a path from
Proof. In this proof, we set M(β):=M Q (β). It is enough to show that there exists a path form
Note that Ext
Recall that there is a bilinear form , on the root lattice of g 0 such that
Hence we have
In particular, M(β k ) is not projective and hence τ (β k ) ∈ ∆ + . By [1, Corollary IV. 2.14], we have
we have a path from M(β p ) to M(β q ) in the Auslander-Reiten quiver Γ Q , because the arrows in Γ Q represent irreducible morphisms and any non-zero non-isomorphism between indecomposable modules in CQ-mod is a sum of compositions of irreducible morphisms.
Hence there exists a path from M(β ℓ ) to M(τ (β k )) in Γ Q . Since there always exists a path (of length 2) from M(τ (β k )) to M(β k ), we conclude that there is a path from
Recall that the dimension vector is an additive function on Γ Q ( [14] ); i.e., for each vertices
where X − denotes the set of vertices Z in Γ Q such that there exists an arrow from Z to X. For Y ∈ Γ Q let Y + denote the set of vertices Z in Γ Q such that there exists an arrow from Y to Z. Then we have X − = (τ X) + whenever X is not projective (for example, see [1, §IV. 4 
]).
The proof of following lemma is due to Bernard Leclerc. 
Hence we may assume that the vertex k is neither a source nor a sink. We take a subquiver of type A as follows: Assume that k has two neighbors. Then take an extremal vertex i in Q such that between k and i there is no vertex with three neighbors. Take the connected full subquiver of Q whose extremal vertices are i and k. Let k ′ be the only neighbor of k in the subquiver. Note that if g 0 is of type A, then there are two choices for such subquivers.
Assume that k has three neighbors. Then either k has one incoming arrow and two outgoing arrows or has two incoming arrows and one outgoing arrow. Let k ′ be a unique neighbor of k such that there exists an arrow k ′ → k (resp. k → k ′ ) in the first (resp. second) case. Let i be the extremal vertex of Q such that k ′ lies between k and i. Take the connected full subquiver of Q whose extremal vertices are i and k.
Thus we have chosen i and k ′ satisfying the following conditions:
(i) i is an extremal vertex, (ii) there is no vertex with three neighbors between k and i, (iii) k ′ is a neighbor of k between i and k, (iv) one of the following two conditions holds:
(a) k ′ is a unique vertex such that there exists an arrow k
′ is a unique vertex such that there exists an arrow k → k ′ .
For the case (a), the following subquiver is contained in Γ Q by Lemma 3.2.1.
for some indecomposable representations M 1 , . . . , M t−1 , N 1 . . . , N t such that M t−1 and N t are in the τ -orbit of I Q (i). Here the vertex τ X is illustrated immediately below X.
The last equality follows from the fact that k ′ is a unique vertex such that there exists an arrow k ′ → k. Hence we have N t = S Q (k) and
where t denotes the number of edges between k and i. In the case (b), we have the following subquiver contained in Γ Q by Lemma 3.2.1:
The last equation comes from the fact that dimP Q (k) = j∈C(k) α j , where C(k) is the set of vertices j in Q such that there exists a path from k to j. Hence we have
where u denotes the number of edges between k and i.
(ii) is immediate from the arguments above.
We use the results in the appendix in the course of the proof of the following lemma. 
Proof. If g is of type A
n , then all the normalized R-matrices between two fundamental representations have at most simple poles (for example, see [9] ). Hence we may assume that g is of type D 
s for s ≤ 0, we can assume r > p. From the denominators in the appendix (Theorem A.1.1), we know that
has at most a simple pole at z j /z i = (−q) s . Hence, without loss of generality, we may assume that 2 ≤ i, j ≤ n − 2, i + j ≥ n, and it is enough to show that r − p < 2n − i − j or r − p > i + j. In particular, i and j are not extremal vertices in Q. On the other hand, it is known that k * = k and m k = n − 2 for all k ∈ I 0 ([14, Section 6.5]). It follows that (i, p) = φ −1 (α i , 0) and (j, r) = φ −1 (α j , 0) and p ∈ {ξ i , ξ i −(2n−4)}, r ∈ {ξ j , ξ j −(2n−4)} by Lemma 3.2.3 (ii). From the definition of the height function ξ, we know that |ξ i − ξ j | ≤ |i − j| for any 1 ≤ i, j ≤ n − 2. Now we have the following four cases:
Then we have 2n − i − j ≤ |i − j| so that max(i, j) ≥ n, which contradicts i, j ≤ n − 2.
Hence we obtain r − p < 2n − i − j. Case (iii) : we have r − p = −2n + 4 + ξ j − ξ i ≤ −2n + 4 + |i − j| ≤ −n, which contradicts r − p > 0. Case (iv) : In this case, i is a sink of Q and j is a source of Q. Assume that
and hence 2n − 4 = i + j + ξ i − ξ j = 2max(i, j). On the other hand, we have
so that i = j = n − 2. It contradicts the fact that i is a sink of Q and j is a source of Q. We conclude that r − p > i + j.
3.3.
The category C Q . We fix a function o : I 0 → {1, −1} using the height function in §3.1 as
where h denotes the Coxeter number of g.
, the Laurent polynomial ring generated by the indeter-
, we denote by L(m) the simple module whose Drinfeld polynomials are given by
In particular, we have
since π (Va),i (u) = π V,i (au) for any simple V ∈ C g , i ∈ I 0 and a ∈ k × (see, for example [7] ).
Consider a partial order on I 0 given by (i, p) < (j, q) ⇔ p < q. Then for each dominant monomial m = (i,p)∈ I 0 Y n i,p i,p , the decreasingly ordered tensor product
is well-defined up to isomorphism. We call M(m) the standard module corresponding to the dominant monomial m. By [26, Theorem 9.2], we know that L(m) is isomorphic to the head of M(m). Let us define the category C Z as the full subcategory of C g whose objects V satisfy that every composition factor V is isomorphic to a module in
The category C Z is closed under taking submodules, quotient modules, and extensions.
Recall that there exists an injective ring homomorphism
where K(C g ) denotes the Grothendieck ring of C g and Y denotes the Laurent polynomial ring Z[Y
±1
i,a ] i∈I 0 ,a∈k × which is generated by the variables
Since χ q (M) ∈ Y Z for every module M ∈ C Z ([18, Proposition 5.8]), we know that C Z is closed under taking tensor products. Hence Irr Z is the set of isomorphism classes of simple subquotients of tensor products of the modules in
It follows that the Grothendieck ring K(C
. Define the category C Q as the full subcategory of C Z whose objects V satisfy that every composition factor of V is isomorphic to a module in
The category C Q is closed under taking submodules, quotient modules, and extensions. By [19, Lemma 5.8 ], C Q is closed under taking tensor products so that Irr Q is the set of isomorphism classes of simple subquotients of tensor products of the modules in
Let us denote by K(C Q ) the Grothendieck ring of C Q . Then we have
From now on, we identify K(C Q ) with the above polynomial ring.
The functor F
Let us keep the notations g and g 0 as in the preceding sections. In particular g and g 0 are simply-laced. [32] which are given by
PBW basis and dual PBW basis. We recall the Q(q)-algebra automorphisms
i e j e (r) i
for i = j,
Fix a reduced expression w 0 = s i 1 · · · s ir of the longest element w 0 in the Weyl group W 0 of g 0 and set β k := s i 1 · · · s i k−1 (α i k ) ∈ ∆ + . Then, for each 1 ≤ k ≤ r, the element
We call F (β k ) the root vector corresponding to the root β k . For each c = (c 1 , . . . , c r ) ∈ Z r ≥0 , set
,
Note that
where F up (β j ):=F (β j )/(F (β j ), F (β j )). Let i be the sequence (i 1 , . . . , i r ) corresponding to the reduced expression s i 1 · · · s ir of w 0 . As shown in [32] the sets
and P 
The homomorphism Φ is surjective and Ker Φ = (q − 1)U − A (g 0 ) ∨ . Moreover, Φ sends the dual PBW basis and the upper global basis to the set of isomorphism classes of standard modules and the one of simple modules, respectively. Proof. In [19] , Hernandez and Leclerc constructed a C(t 1/2 )-algebra isomorphism
where K t,Q denotes a C(t 1/2 )-algebra whose specialization at t 1/2 = 1 is isomorphic to C ⊗ Z K(C Q ), and U
] is an A-algebra by the map q → t. The algebra K t,Q has two distinguished C(t 1/2 )-bases
]-submodules of K t,Q generated by these bases coincide ( [34] , see also [19] ). Let us denote it by
, see also [19] ). On the other hand, the algebra U Recall that we have a Q-algebra isomorphism
given by f i → e i , q → q 
for some m ∈ 1 2 Z (see the proof of [19, Theorem 6.1] ). Let ev t 1/2 =1 : K t,Q → C⊗ Z K(C Q ) be the surjective C-algebra homomorphism induced by mapping t 1/2 → 1. Note that the (q, t)-characters of simple and standard modules in C Q are mapped to the q-characters of those under ev t 1/2 =1 . Hence the upper global basis (respectively, dual PBW basis) elements in U
∨ are mapped to the q-characters of simple (respectively, standard) modules under the homomorphism ev t 1/2 =1 •Φ −1 . We identify the isomorphism class of a module in C g with its q-character. Then we obtain a surjective ring homomorphism
∨ . Finally, we define the map Φ as
Then Φ satisfies all the desired properties.
Homomorphism induced by the functor F .
The following theorem is one of the main result in this section.
Theorem 4.3.1. Let g be a simply-laced affine Kac-Moody algebra, i.e., of type A
(1)
8 . Fix a reduced expression w 0 = s i 1 · · · s ir of the longest element w 0 in the Weyl group W 0 of g 0 , which is adapted to Q. Set
where φ is the map given in (3.1). Let s : J → {V (̟ i ) ; i ∈ I 0 } and X : J → k × be the maps given by
We assume the following conditions:
for any (i, p), (j, r) ∈ J, the normalized R-matrix R norm V (̟ i ),V (̟ j ) (z) has at most a simple pole at z = (−q) r−p .
(4.4)
Then the corresponding Cartan matrix in (2.2) to the datum (J, s, X) is of type g 0 . Moreover, we have a quiver isomorphism Q rev ∼ −→ Γ J given by
Here, Γ J is the quiver defined in (2.1).
Proof. Let α s and α t be two simple roots of g 0 . Assume that 
Then we have
It is not difficult to see that
where a = (a 1 , . . . , a r ) is the only element in KP(c) − {c} in the case of (α s , α t ) 0 = −1. It is explicitly given by
where j is given by
Since Φ(B up (c)) and Φ(B up (a)) are isomorphism classes of non-isomorphic simple modules, we conclude that
Hence the underlying graph of the quiver Γ J is the Dynkin diagram of g 0 . For the orientation of Γ J , observe that p k > p ℓ by Lemma 3.2.2. Hence the arrow in the quiver Γ J between (i k , p k ) and (i ℓ , p ℓ ) is given by
On the other hand, we have a non-split short exact sequence
in CQ-mod by (3.5). In particular, we have a non-zero homomorphism M Q (α s + α t ) → S Q (s). It implies that the arrow between s and t in Q is given by s → t. Hence we obtain the quiver isomorphism
We conjecture that 
6 , E 
where φ(i, p) = (α t , 0) (t ∈ I 0 ). Since every module in R J -gmod can be obtained from {S(α t ) ; t ∈ I 0 } by taking convolution products, extensions, and subquotients, we have
A pair (β k , β ℓ ) of positive roots is called a minimal pair of β j if k < ℓ, β j = β k + β ℓ and there exists no pair (
. We call the module S(β j ) the dual root module of weight β j (see also [27] ). In [3, 4] , it is shown that the family {S(β j ) ; j = 1, . . . , r} in R J (n)-gmod enjoys the following property: for each β j ∈ ∆ + and a minimal pair (β k , β ℓ ) of β j , there exists an exact sequence in
Moreover, we have
and Im(f ) is a simple R J (β j )-module. (ii) The dual root module L(β j ) in [4] is isomorphic to S(β j ) ψ , the module obtained from S(β j ) by twisting the R J (|β j |)-action via the automorphism ψ in (1.2). (iii) In [3] , the first and the last term in (4.9) are only described as some modules whose composition factors are isomorphic to S(β j ) up to grading shift. In [4, Theorem 4.7] , it is proved that they are simple.
(iv) If β j = α i for some i ∈ I 0 , then the module S(α i ) given by (2.5) is isomorphic to S(β j ) so that the notation is consistent.
Theorem 4.3.4. For j = 1, . . . , r, we have
where φ(i j , p j ) = (β j , 0).
Proof. We will use induction on |β j |. When |β j | = 1, the assertion follows from (4.7). Assume that |β j | ≥ 2 and (β k , β ℓ ) is a minimal pair for β j with k < j < ℓ. By induction hypothesis, we have
By (4.9) and (4.10), we have
On the other hand, applying F to (4.9), we obtain the following exact sequence:
is a constant multiple of the normalized R-matrix. Thus we have
Comparing with (4.11), we have [F (S(β j ))] = [L(Y i j ,p j )] and hence we conclude that n . In this appendix, we will calculate the denominators of the normalized R-matrices between the fundamental representa-
n ). We will use C(q) as the base field k. Let g be the affine Kac-Moody algebra of type D (1) n (n ≥ 4). The Dynkin diagram of g is given as follows:
The weight lattice P cl and the dual weight lattice P ∨ cl for U ′ q (g) is given by
The null root and the center is given by
and c, ρ = 2n − 2. Set (P cl ) 0 = {λ ∈ P cl ; c, λ = 0}. Then (P cl ) 0 has a basis ̟ i (1 ≤ i ≤ n) where
For an orthonormal basis {ǫ 1 , . . . , ǫ n } of Q ⊗(P cl ) 0 with respect to the bilinear form induced from (·, ·) on P , we have
Let g 0 be the Lie subalgebra of g whose Dynkin diagram is obtained by removing the 0 vertex from the Dynkin diagram of g. Then g 0 is a simple Lie algebra of type D n . We may regard (P cl ) 0 as a weight lattice of g 0 . Let W 0 be the Weyl group of g 0 and w 0 the longest element of W 0 . Let * be the automorphism of the Dynkin diagram of D n arising from the action of the longest element w 0 ∈ W 0 given by ̟ i * = −w 0 ̟ i for i ∈ I 0 . Then we have i * = i for 1 ≤ i ≤ n − 2, and (n − 1) 
For example, we have
We denote the denominator
. By [2, (A.6)] and [11, Proposition 6.15 ] (see also [5] ), we have
Our main result in this appendix is the following theorem.
Theorem A.1.1. For n ≥ 4, we have
vector space and let B = {1, 2, . . . , n,n, . . . ,2,1} be the index set for the basis of V with an ordering given by
We define the U ′ q (g)-module action on V as follows: n n ( ( P P P P P P P P P P P n n−1 x x
Following [10] , we recall the explicit form of the normalized R-matrix
where
and |j| = j if j = 1, 2, . . . , n n − j if j = 1, 2, . . . , n.
Here and in the sequel, we set j = k if j = k for k = 1, . . . , n.
Observe that the denominator
and define a U ′ q (g)-module homomorphism
where R i (x i+1 /x i ) denotes the homomorphism
(a) We have
Hence we obtain 
otherwise, and set m(i, j) = m(i) (j). In [10] , the following explicit form of the normalized R-matrices are presented: For i ∈ B, and m ∈ B
sp ,
and for some non-zero constants b i,j,m and b i,j,m . For the precise description of b i,j,m and b i,j,m , see [10] . Observe that
The denominators of the normalized R-matrices between the spin representations are calculated in [36] :
where [k] denotes the largest integer that does not exceed k.
The following proposition is proved in [31] .
and an injective homomorphism
The following lemma will be used in the next section.
Let ϕ be the composition of the following U ′ q (g)-module homomorphisms:
We shall show that ϕ does not vanish. Let v be a U q (g 0 )-lowest weight vector of V (̟ k ) (−q) l of weight −̟ k and w a U q (g 0 )-highest weight vector of V (̟ l ) (−q) k of weight ̟ ℓ . Then by the crystal basis theory, we have, up to constant multiple
where u −̟ n ′′ is the lowest weight vector of
Hence ϕ is non-zero. Since 13] ). Then the universal R-matrices satisfy the following property:
Let λ and µ be the dominant extremal weights of finite-dimensional irreducible U The following useful lemma appeared in [2] .
Proof. Consider the following commutative diagram:
Then we have n , and hence a n,k (z) = a n,k−1 (−q −1 z) a n,1 ((−q) k−1 z) (A.27) for 2 ≤ k ≤ n − 2. By (A.25) and induction on k, we have the desired result. Now we can determine the denominators between the spin representations and the other fundamental representations. Proof. The case k = l = 1 is already proved in (A.24).
We shall first calculate a 1,k (z). Assume that 2 ≤ k ≤ n − 2. Consider the following commutative diagram:
Then we have Now we shall calculate a k,l (z) for 2 ≤ l ≤ k ≤ n − 2. Consider the following diagram:
Then we have 
for 2 ≤ l ≤ k ≤ n − 2. Because a k,l (z) = a l,k (z), we obtain the desired result. Hence it is enough to show that z = (−q) 2n−k−l−2 is not a zero of ψ k,l (z) when k + l ≥ n − 1. The relation (A.35) implies that ψ k,l (q 2n−2 z −1 ) ≡ ψ k,l (z). Hence it is enough to show that z = (−q) k+l is not a zero of ψ k,l (z) when k + l ≥ n − 1. It is a consequence of (A.53) if k + l > n − 1.
Assume that k + l = n − 1. Then Lemma A.3.2 implies that z = (−q) k+l is a zero of d k,l (z). Since z = (−q) k+l is a simple zero of D k,l (z), we conclude that z = (−q) k+l is not a zero of ψ k,l (z) when k + l = n − 1.
