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Although modern computer codes based on density functional theory (DFT) allow the reliable
prediction of many surface and bulk properties of solids, they cannot be applied, when the prob-
lem of interest demands a consideration of huge configuration spaces or model systems con-
taining many thousand atoms. Important examples are precipitation and segregation in metal
alloys where substitutional ordering phenomena on a mesoscopic scale are involved. Moreover,
in general first-principles methods based on DFT do not allow for exchange processes between
atoms and therefore, do not consider configurational enthalpies being a prerequisite for mod-
elling the temperature-dependence of decomposition reactions or segregation phenomena. In
this contribution, recent developments, possibilities and limitations to study ordering phenom-
ena and ground-state properties based on first-principles methods will be discussed. It will
be demonstrated how the combination of DFT calculations with so-called Cluster Expansions
and Monte-Carlo simulations allows for a quantitative prediction of alloy properties from the
miscroscopic up to the meso-, and even macroscale without any empirical parameters.
1 Introduction: The Definition of “Order”
If A- and B-atoms are forced to crystallize on a common lattice, they may either order (AB-
bonds) or cluster (AA- and BB-bonds) depending on whether the occupation of neighbor-
ing lattice sites by identical or different species is energetically favoured. However, the
situation becomes more complex, when temperature comes into play: The temperature-
composition phase diagram of a binary solid state alloy, A1−xBx, may consist of homo-
geneous single-phase regions (such as ordered compounds AmBn) as well as heteroge-
neous, phase-coexistence regions1. Besides intermetallic compounds, i.e. long-range or-
dered (LRO) phases, which are mostly observed at low temperatures, in many binary metal
systems so-called “solid solutions” exist. Although such solid solutions are often described
by a lattice grid randomly occupied by A and B atoms, more or less all solid solutions
show substitutional short-range order (SRO). Indeed, SRO may have a tremendous influ-
ence on the energy and stability of this alloy phase. Consequently, the physical properties
of solid solutions must be modelled by a disordered alloy which is not necessarily a random
alloy. In fact, SRO makes a quantitative, theoretical description of alloys on a quantum-
mechanical basis rather complex. One may ask, if it is really necessary to consider SRO
for a quantitative description of an alloy’s stability. Fo this, we consider the solid solution
of α-brass (Cu-rich Cu-Zn). For this phase, it well-known from experiment2 and theory3
that characteristic SRO occurs. This can be seen in Figure (1) which compares calcu-
lated mixing enthalpies3, ∆Hmix(x, T ), for different temperatures with experimental data
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Figure 1. Calculated mixing enthalpies of α-brass for different temperatures3 , in comparison with experimental
data4 (bold line).
taken from Hultgren’s book4. The mixing enthalpy, ∆HDFTf per atom of configuration σ
is defined as
∆Hmix(σ) =
1
N
Etot(A1−xBx, σ)− xEtotA (aA)− (1− x)EtotB (aB) (1)
with N being the total number of atoms in the disordered alloy. Etot(A1−xBx, σ) is the
total energy of the geometrically fully relaxed configuration σ with concentration x of B-
atoms (0 ≤ x ≤ 1). Furthermore, aA and aB are the equilibrium lattice constants of the
elements A and B, EtotA (aA) and EtotB (aB) are the respective total energies. Since all total
energy values are negative, a positive sign of ∆Hmix stands for phase-separation, while a
negative sign of ∆Hmix stands for ordering (as in the case of α-brass). The theoretical cal-
culations in Figure (1) are performed by combining density functional theory with methods
from statistical physics which will be explained in the next section: We start with the ran-
dom alloy (T → ∞) and go down to temperatures where short-range order sets in. Figure
1 shows that the calculation neglecting ordering phenomena (T = 105K, corresponding
to a random alloy) leads to much higher mixing enthalpies than in experiment. For higher
Zn concentrations a good agreement between experiment and calculated mixing enthalpies
can only be reached, if ordering phenomena are taken into account.
Before we discuss, how to calculate SRO, we need a a measure how to quantify it. Zi-
man5 nicely described the difficulty to handle ordered zones in a disordered matrix by Fig.
(2): For the given configuration, we cannot decide, if the atom marked by an arrow belongs
to a “cluster of pure A-atoms” or to a “region of perfect AB-order”. He demonstrated by
applying percolation theory that almost every A-atom belongs to an infinite cluster of A
atoms. Paradoxically, if we are looking for ordered domains (Fig. (2)), then almost every
atom belongs to an infinite domain with perfect AB-ordering. Help comes by introducing
statistical concepts5–7: For a system consisting of N sites each surrounded by M neigh-
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Perfect AB
Pure A
Figure 2. The dilemma in describing ordering (taken from Ziman5): Does the atom marked by an arrow belong
to “a cluster of pure A-atoms”, or to a “region of perfect AB-order”?
bors, the probability of a bond being of AB-type is given by
PAB = limN→∞
(
NAB
1
2MN
)
(2)
with NAB being the total number of AB-type bonds. The denominator gives the total
number of bonds in the system. If we assume that each site of the system is independently
occupied by an A- or B-atom with probability xA or xB (xA + xB = 1), then PAB would
be 2xAxB . Then, the nearest-neighbor correlation parameter ΓAB can be defined as
ΓAB =
1
2
PAB − xAxB.
Dividing ΓAB by −xAxB leads to the well-known Warren-Cowley short-range order pa-
rameter8
αj = 1− P
j
AB
2xAxB
. (3)
Here, αj is already extended to arbitrary neighbor distances j. The sign of αj indicates
whether atoms in a given distance j prefer AB-ordering (αj < 0) or clustering (αj > 0).
The SRO parameter are normalized such that−1 ≤ αj ≤ +1. Since αj can be determined
from diffuse X-ray and neutron diffraction experiments9–11, a quantitative comparison be-
tween calculation and measurement is possible.
If we wish to describe and understand the properties of different solid phases and their
stability on a quantum-mechanical basis, we have to solve three fundamental problems
(Fig. 3):
(i) The configurations-space problem: In general, first-principles calculations only con-
siders atomic relaxations in the unit cell, but do not allow for exchange processes between
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Figure 3. Comparison between predicted and measured precipitation in Al-rich Al-Li alloys. The theoretical
description demands to overcome the four fundamental problems in materials modelling.
individual atoms. The latter is a prerequisite for an efficient and reliable ground-state
search, i.e. for finding the configuration being lowest in energy for a given concentration.
(ii) The multiscale problem: The quantitative prediction of short-range order phenomena
often requires models with giant unit cells. Model systems containing up to 106 atoms
may be demanded, i.e. much more than the about 500 metal atoms treatable by today’s
computers.
(iii) The temperature problem: The temperature-dependence of ordering phenomena must
not be neglected. However, in general, electronic structure theories are constructed to study
T = 0K properties.
In principle, there is a fourth problem, namely the fact that many properties of alloys are
not understandable in the framework of thermodynamics. In order to go beyond equilib-
rium properties of the system, kinetic approaches have to be considered. As a consequence
the system’s properties become time-dependent. As will be demonstrated in section 2, it is
not an easy task to transform kinetic simulation results into a real-time scale.
The main aim of this lecture is to study the bulk and surface properties of metal alloys
without any experimental parameters as input. As already mentioned in the Introduction,
we use Density Functional Theory (DFT)12, 13 as starting point for our studies. Although
DFT permits one to calculate alloy properties with an accuracy that often allows for a
quantitative comparison with experimental data, it is usually limited to a small subset of
the configuration space. The geometric relaxation of unit cells consisting of more than 100
atoms already becomes extremely difficult, and even impossible for some cases. So, com-
pared to the 2N configurations of a binary system containing N atoms, we are restricted
to a very small part of the parameter space. Normally, a set of “intuitive structures” is
chosen and that with the minimal energy is postulated as ground-state configuration. This,
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Figure 4. The concept of cluster expansions: The crystal is separated in characteristic figures (here, shown for
the fcc-lattice). The energy of any configuration can then be written as linear combination of the characteristic
energies Jf of the figures.
however, fails to allow for surprises, only one of the chosen input structures can result as
ground-state. In order to circumvent this problem, the accuracy of DFT is extended to
huge configuration spaces by combining DFT with concepts from statistical mechanics.
The basic idea by Sanchez, Ducastelle and Gratias14 is called “Cluster Expansion” (CE),
and sketched in Fig. (4): For a given underlying lattice, the crystal structure is divided into
characteristic figures such as pairs, triangles, etc. Then, the energy of any configuration σ
on this lattice can be uniquely written14 as linear combination of the characteristic energies
J of each individual figure. In practice, the only error we make is that the sum must be
truncated at some point. The Πf ’s in Fig. (4) are structure-dependent factors and will be
discussed in detail in section 2.2.
2 Methods
2.1 Elastic properties of alloys from density functional theory
Density functional theory (DFT) represents the probably most important many-particle ap-
proach in solid-state physics with respect to applications. Since there exists a number of
excellent review articles (see e.g.15, 16) and books (see e.g.17–19) about DFT, only some
general remarks will be given: DFT is based on the Hohenberg-Kohn-theorem12 stating
that the energy of a system of interacting electrons in an external potential depends only
on the ground state electronic density. In our case, namely the investigation of solid struc-
tures, the external potential is the Coulomb potential caused by the nuclei in a solid. The
ground-state density can in principle be calculated from a variation ansatz, i.e. without any
Schro¨dinger-equation, however for treating real problems the variational approach is un-
practicable. Help came in 1965 by Kohn and Sham13 who showed that the density wanted
is given by the self-consistent solution of a set of single particle equations, called Kohn-
Sham equations:[
− ~
2
2m
∇2 + Ve−nuc(r) + VH(r) + VXC(r)
]
Ψi(r) = ǫiΨi(r) (4)
In this Schro¨dinger-like equation, the first term on the left side represents the kinetic en-
ergy operator, Ve−nuc the Coulomb potential due to the nuclei, VH the Hartree potential,
and VXC is the exchange correlation potential. The latter comes from replacing the kinetic
energy of interacting particles by that of non-interacting particles (which can be treated
exactly) plus a term containing all correlation and exchange effects (which is unknown,
but small compared to the other energy contributions). Well-known approximations for
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VXC are the Local Density Approximation (LDA)20, 21 and the Generalized Gradient Ap-
proximation (GGA)22 . In LDA, the energy density of the inhomogeneous system is ap-
proximated by the density of the homogeneous electron gas which possesses exactly the
same density as the actual inhomogeneous system. Although this sounds like a very rough
approximation, especially for systems with strongly varying density, it works astonishing
well for a huge number of problems. In GGA, additionally the gradient of the density is
considered which can be important for systems where n(r) changes dramatically with r.
In practice, we can distinguish between more or less two different types of strategies:
Methods using complex, but efficient basis sets for the wavefunctions, as the Linearized
Augmented Planewave method (LAPW) and methods based on so-called pseudopotentials
(PP) using plane waves as basis set (for a survey see e.g. the book by Singh23). The con-
cept of pseudopotentials is roughly spoken that most physical properties of a solid are
determined by the valence electron structure. Then, the number of plane waves necessary
to describe the system can be tremendously decreased by replacing core electrons and ionic
potential by a pseudopotential which is energetically much weaker and corresponds to a
node-free wavefunction. Thereby, the pseudopotential has to fulfil the conditions that (a)
the scattering properties of the elements are conserved and (b) outside the core-region pseu-
dopotential and pseudo-wavefunction are identical to the corresponding full potential and
wavefunction. Until some years ago, it was a very delicate task to study transition-metals
by “classical”, norm-conserving pseudopotentials24, 25. With the development of ultrasoft
pseudopotentials26, 27 and more recently, so-called PAW-potentials (“Projector Augmented
Wave”)28, 29 concepts from LAPW entered in PP-codes and allow for an accurate and fast
treatment of practically all metal-system by a plane wave basis set.
In many cases, results retrieved from DFT calculations are used as input for other nu-
merical and analytic models to describe a certain class of properties of an alloy system.
One important example is the use of the DFT energetics in elasticity theory in order to
calculate the strain behaviour of metal alloys. In Subsection (2.2), we will see, how the
following concept permits one to understand the size versus shape relation of characteristic
microstructures in metal alloys. Since strain is determined by the mechanical behaviour
of the system, we separate the two components by creating an interface in a well-defined
orientation between A- and B-atoms and demand that the whole system act as a pseu-
domorphic, epitaxial system, i.e. there are no dislocations at the interface. The idea to
compare a binary alloy with an epitaxial film/substrate system allows to specify two types
of quantities30:
(i) The hydrostatic deformation energy ∆EhydroA (a) being the energy required to hydro-
statically deform the solid element A to the lattice constant a of the alloy.
(ii) The epitaxial strain energy∆EepiA (a, Gˆ), representing the energy of the elemental solid
A epitaxially (or, biaxially) deformed to the “substrate” lattice constant a in the two direc-
tions orthogonal to Gˆ and relaxed along Gˆ.
The ratio of these two energies defines the epitaxial softening function30, 31
q(a, Gˆ) =
∆EepiA (a, Gˆ)
∆EhydroA (a)
. (5)
Since it is always easier to deform a material epitaxially (biaxially) than hydrostatically
(triaxially), q ≤ 1. Small values of q(a, Gˆ) indicate elastically soft directions Gˆ. As an
example, Fig. (5)(b) shows calculated softening functions, q(a, Gˆ), for the fcc-elements Al
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Figure 5. (a) Low index crystal orientations of the fcc-lattice indicated by hatched areas. (b) Epitaxial softening
function q(a, Gˆ), Eq. (5), for Cu and Al calculated via LDA. The shaded areas mark the lattice parameter range
between the two components of the corresponding alloy. Arrows denote the position of the equilibrium lattice
constant aeq of each element. The lines are drawn merely to guide the eye.
and Cu along the crystal directions indicated in Fig. (5)(a). Obviously, the crystallographic
order of elastic softness can change as function of the lattice parameter. For example, an
only 2% compression of Al (Fig. (5)(b)) is softer along (110) than along (100), while at the
equilibrium the opposite is true. This clearly indicates that for a description of strain effects
in metals, not only the direction dependence of strain (anisotropic strain effects), but also
the dependence of strain on the lattice parameter (anharmonic strain effects) must be taken
into account32, 33. In the harmonic elasticity theory, q depends only on the direction Gˆ, but
not on the substrate lattice constant a30, 34, 35:
qharm(Gˆ) = 1− B
C11 +∆γharm(Gˆ)
(6)
with bulk modulusB = 13 (C11+2C12) and anisotropy parameter∆ = C44− 12 (C11−C12).
The harmonic constants C11, C12, and C44 can be easily calculated from first-principles
calculations30 and consequently, ∆ and B, too. γharm is a geometric function of the
spherical angles Θ (polar angle) and Φ (azimuth angle) formed by Gˆ:
γharm(Φ,Θ) = sin
2(2Θ) + sin4(Θ)sin2(2Φ) (7)
=
4
3
√
4π
[
K0(Φ,Θ)− 2√
21
K4(Φ,Θ)
]
Here, Kl is the Cubic harmonic of angular moment l. If anharmonic effects become im-
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Figure 6. Parametric three dimensional presentation of the constituent strain ∆Eeq
CS
, Eq. (10), of Al-Cu for
compositions of 10%, 50%, and 90% Al. The distance from the surface to the centre of the cube represents the
amount of the strain energy.
portant as in metal alloys, q additionally depends on the lattice parameter a:
γ(a, Gˆ) = γharm(Gˆ) +
lmax∑
l=0
bl(a)Kl(Gˆ). (8)
This equation now also includes higher order cubic harmonics as necessary to go beyond
the harmonic approximation (more details are given by Ozolins et al.32). Then, Eq. (6)
becomes
q(a, Gˆ) = 1− B
C11 +∆γ(a, Gˆ)
. (9)
With q(a, Gˆ) resulting from DFT calculations as displayed in Fig. (5)(b), the quantity
γ(a, Gˆ) can be taken from Eq. (9) and, in turn, the coefficients bl(a) results via Eq.
(8). The determination of bl(a) permits one to generalize calculated epitaxial energies,
∆EepiA (a, Gˆ) for a discrete set of directions to arbitrary directions Gˆ.
We will apply it to parameterize the equilibrium constituent (or coherency) strain en-
ergy ∆EeqCS(x, Gˆ) which is defined as the strain energy required to maintain coherency
between a “piece” of material A and a “piece” of material B along an interface with orien-
tation Gˆ. This structure represents a so-called superlattice AnBn along a certain direction
Gˆ with n → ∞. In practice, the calculated elemental epitaxial energies are used to de-
termine the constituent strain energy that is determined by the equilibrium value of the
composition-weighted sum of the epitaxial energies of A and B:
∆EeqCS(x, Gˆ) = minap
[x∆EepiA (ap, Gˆ) + (1− x)∆EepiB (ap, Gˆ)] (10)
where ap(x) is the lattice constant that minimizes ∆EeqCS at each x. The constituent strain
can be illustrated by a three-dimensional parametrization in terms of a sum of Kubic har-
monics, as shown in Fig (6) for for three different Al-concentrations of the system Al-Cu.
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Here, the distance from the surface to the centre of the cube represents the strain energy
in this crystallographic direction. For Al0.1Cu0.9, we see that this distance is maximal
along the body diagonal (marked by a bold circle), i.e. the crystallographic [111] direction,
whilst the distance is shortest along the square face diagonal (marked by a thin circle),
i.e. the [110] direction. With increasing Al composition the situation changes: Al0.5Cu0.5
owns the smallest constituent strain for [100], while [111] is still the hardest direction. For
90% Al, the figure has a “depression” in the very soft [100] direction, but a protrusion
in the hard [111] direction. As we will see next, the concept of constituent strain is very
important to describe morphological properties of alloys.
2.2 Controlling configuration space and length scales: The UNCLE code
As discussed in Section II, the idea of cluster expansions14 is to express the atomically
relaxed energy, E(σ), of arbitrary lattice configurations σ on a given, underlying lattice as
linear sum of energies characteristic of geometric figures, such as biatoms, triatoms, etc.
(see Fig. (4)). To realize this idea, we transform the “alloy problem” to an Ising model.
Each atom i of an A1−xBx alloy is assigned to a spin-value Si = −1, if i is an A-atom,
and to Si = +1, if i is a B-atom. Then, the energy of each configuration can be expressed
by an Ising-expansion:
E(σ) = J0+
∑
i
JiSi(σ)+
∑
j<i
JijSi(σ)Sj(σ)+
∑
k<j<i
JijkSi(σ)Sj(σ)Sk(σ)+ ... (11)
The first two terms on the right define the energy of the random alloy (with zero mutual
interactions), the third term contains all pair interactions, the fourth all three-body inter-
actions, etc. This equation can be brought to a compact form by introducing a correlation
function Π¯F for each class of symmetry-equivalent figures F 36:
Π¯F (σ) =
1
NDF
∑
f
Si1(σ)Si2 (σ)...Sim (σ) (12)
Here, DF gives the number of figures of class F per site. The index f runs over the NDF
figures in class F and m denotes the number of sites of figure f . Then, Eq. (11) becomes35
E(σ) =
∑
F
DF Π¯F (σ)JF (13)
The coefficients JF of the cluster expansion are determined by fitting to an input database.
This input database consists of a set of atomic configurations, whose energy has been deter-
mined, e.g., using ab-initio methods. An efficient cluster expansion method will facilitate
the exchange of structural information between the fitting routines and the first-principles
code. This decreases the amount of user time required and reduces the chances for human
error.
Our new computer code UNCLE (UNiversal CLuster Expansion)37 has been designed
to adapt the output of the pseudopotential code VASP27, 28, 38–40 and the FLAPW code
FLAIR41–43. It should be mentioned though, that the source of the input values in the
database can be arbitrary, and do not necessarily have to originate from first-principles
calculations. For every input value in the database, the corresponding structural informa-
tion is given as follows: real-space coordinates of the supercell B, the number of each
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chemical atomic species in the cell, and positions of the basis atoms within the superstruc-
ture. The latter is given either in direct or Cartesian coordinates. Following the structural
information, the corresponding value of the observable to be expanded is given.
After the input structures have been read in, UNCLE checks whether all their basis
atoms lie on the lattice and whether there are symmetry-equivalent structures within the
input list. As trivial as this step may seem, in practice this becomes an extremely use-
ful feature; converged cluster expansions typically require around 50–150 input structures,
which tend to contain subsets of similar, though symmetrically-distinct, atomic configura-
tions. This can cause unintentional duplication of input structures, which not only wastes
calculation time, but also falsely overweights the structure during the fitting.
The choice of atomic configurations, from which the effective cluster interactions are
extracted, affects the ECIs. To avoid biasing the input database, and thus the ECIs, we
systematically increase the database. We begin with a hand-chosen set {σ} of usual sus-
pects, small-unit-cell structures derived from the parent lattice, and some quasi-random
structures. The first cluster expansion determined from this initial set makes predictions,
perhaps not accurately, for the ground states and other structures with a “low” enthalpy of
formation. One efficient tool to find structures with important “structure information” for
the determination of the interactions is a ground-state search44, 45 in the early stage of the
construction: For a “starting set” of about 20 DFT energies of arbitrary input-structures,
a CE fit is performed. The resulting interactions are then used to predict the energy of all
possible structures with e.g. up to 20 atoms per unit cell (the latter is indeed a very rea-
sonable restriction, since most known stable structures in binary metal alloys own clearly
less than 20 atoms per unit cell). Such an analysis based on Eq. (13) takes only some
hours on a high-performance PC. Afterwards, the CE energies of all structures are plotted
as function of composition, and a ground-state line is constructed. This is schematically
shown in Fig. (7): An individual structure σ only contributes to the ground-state line, if the
linear energy average between the stable structures at next higher and lower concentration
is energetically less favourable than the energy of σ. More precisely, for three structures
α, σ and β with x(α) < x(σ) < x(β) which are the lowest in energy for their individual
concentrations, the structure σ has to fulfil the condition
E(σ) <
x(σ) − x(β)
x(α) − x(β)E(α) +
x(σ) − x(α)
x(β) − x(α)E(β) (14)
in order to be the ground-state at x(σ). If Eq. (14) holds, a mixture of the phases α and
β would be higher in energy than structure σ. With the ground state line constructed,
UNCLE automatically checks for all structures which lie on it, whether they are already
considered as input structures for the CE. If not, their DFT energy is calculated and added
to the input-structure set. This cycle is repeated, as shown in Fig. 8, letting the current
cluster expansion itself pick new structures to add to the database.
In practice, the prediction of the energy (or any other observable) over a system’s con-
figuration space (e.g., ground state searches) by the help of UNCLE requires only minimal
user input. We have implemented an algorithm46 that automatically generates all possible
atomic configurations within all geometrically possible supercells for an arbitrary number
of basis atoms on a given lattice. The algorithm removes all symmetry-equivalent struc-
tures and still scales linearly with the number of unique configurations. For a ground state
search based on the cluster-expansion Hamiltonian, Eq. (13), the user only has to provide
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Figure 7. Schematic ground-state diagram of a binary alloy A1−xBx. The ground-state line was constructed
from 60 energies of relaxed structures (given by dots) by use of Eq. (14). Besides the pure elemental crystal
the ground-state line is formed by three structures α, σ, and β for concentrations x = 0.25, 0.50, and 0.75,
respectively. If σ would lie energetically above the dashed tie line between α and β, a mixture of α and β would
be more stable than σ.
(i) the maximum number of basis atoms up to which configurations are to be considered
and (ii) the figure set chosen by a previous genetic algorithm run, along with the corre-
sponding effective cluster interactions J . With this input, UNCLE automatically generates
all possible superstructures (configurations) and determines their energy as predicted by
the cluster expansion. The resulting ground state diagram and convex hull essentially con-
stitute the T = 0 K phase diagram of the system.
We apply a new mathematical formalism to the cluster expansion that considerably
simplifies aspects. Two places where this is particularly useful is in calculating the cor-
relations (needed to perform the sum in Eq. (13)) and in Monte Carlo simulations. The
new formalism works in the “space” of 3 × 3 integer matrices and provides an alternative
representation for structures and figures.
Any supercell of the parent lattice is an integer multiple of the parent cell. So if the
vectors of the parent lattice are the column vectors of a matrix A, there exists a matrix N ,
with all integer elements, such that B = AN . The columns of B are the lattice vectors
of the supercell and the determinant of N will be the multiplicative factor; that is, if the
supercell has twice the volume of the parent cell, then |N | = 2.
Because B = AN , the integer matrix N is an alternative representation for the super-
lattice. Realizing this, we can then map the superlattice and its atomic sites to this alternate
representation, the g-representation, where the calculation of correlations is greatly sim-
plified. In the g-representation, the atomic sites lie on an integer lattice, Z3, and the shape
of the supercell is always orthorhombic. This simplifies the algorithm and thus makes the
code much more efficient, both in time and memory.
Mapping to the g-representation is accomplished by decomposing N into its Smith
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Figure 8. Illustration of the self-consistent “outer loop”, which chooses the input structures of the cluster-
expansion.
normal form (SNF). The SNF is a diagonal form with special properties (for details, see
ref.46, 37). and forms the key for efficient computation of correlation:. The lattice vectors
and lattice points are represented by integers rather than floating point variables. No logic
statements in the loops are required; no comparison of floating point numbers are needed.
This improves both the efficiency and the robustness of the implementation.
Our implementation of UNCLE can be generalized to treat multinary systems. The
treatment of ternary compounds has already been implemented and used. The extension
beyond ternary systems is relatively simple and will be made as soon as required. To handle
multinary expansions, the correlations must be calculated over a set of cluster functions.
Formally there is also a set of cluster functions for a binary expansion, but there is only
one function in the set and it can be taken to be the occupation itself, that is θ(si) = si.
In the binary case, the correlation is computed merely by taking the product of each
occupation value (±1) over each vertex of a figure:
Π =
k∏
i=1
si (15)
and there is one ECI, J , for each figure. But in the case of a n-ary system (n-components
represented by n spin values), the complete description of the correlations requires (n−1)
cluster functions θl. Therefore, a figure with k vertices is no longer connected with a single
correlation function, but instead (n − 1)k correlation functions Π(j). The ith entry of the
superscript vector (j), which contains k entries, defines the cluster function θl, which is to
be applied to the ith vertex of the figure
Π(j) =
k∏
i=1
θl=(ji)(si) (16)
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Figure 9. Illustration of the Genetic Algorithm, which helps to safely identify the relevant figures that need to be
included in the CE-sum.
The full set of correlation functions of a figure consists of all the 2k possible vectors (j).
This number can be reduced according to the symmetry of a figure. The general multi-
nary formalism was laid out by Sanchez et al. in14, and later applied by Wolverton and
de Fontaine47. Along the lines of the latter, we use Chebychev polynomials as cluster
functions in the ternary case, an example for their application is given in section 3.2.
The cluster expansion approach is exact only when all possible figures are included in
the cluster expansion sum, Eq. (13). But including such an (astronomic) number of terms in
the expansion is impractical. To be useful, the expansion must be truncated to a relatively
small number of terms without losing the expansion’s predictive power. Choosing which
figures to retain is the most critical step of the cluster expansion method. Nevertheless,
finding a good selection of figures is a formidable task: There may be thousands of figures
to choose from. Selecting a few dozen interactions from a pool of thousands is impossible
to do exhaustively.
So far an evolutionary approach based on a genetic algorithm (GA) has proven to be
the most effective way to choose the figures. The set of figures chosen by the GA results in
a cluster expansion that has better predictive power than if chosen using other approaches.
The details of the algorithm, which is implemented in UNCLE, have been described in48, 49.
Its basic principle is illustrated in Fig. 9.
The fitness criterion for the selection of figures is a leave-many-out cross validation
score (see e.g.50, 51). This fitness score SCV is a measure of the predictive power for a
given choice of figures. Its value is calculated by the following scheme:
1. Randomly chooseN sets {σ}iprediction , (i ∈ {1...N}) of n different structures out of the
total pool of input structures.
2. For each of the N prediction-sets {σ}iprediction , perform a cluster expansion based
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on all input structures except for those contained in {σ}iprediction . The resulting ECIs are
not influenced by the energetics of {σ}iprediction.
3. Use the resulting ECIs to predict the energy of every member of {σ}iprediction and com-
pare it to the energy calculated by density functional theory.
4. Calculate the expectation value of the root-mean-square error for all the predicted
structures:
SCV =
√
1
N · n
∑
N
∑
n
|EDFT (σ) − ECE(σ)|2 (17)
Other successful applications of the genetic algorithm within a cluster expansion can
be found, e.g., in Ref.52. The GA has already been compared to the tetrahedron method
proposed in53 and the Variational Cluster Expansion54, 55, and proved to be the most reliable
in finding the choice of figures with the best SCV.
The determination of Effective Cluster Interactions (ECI) is performed as follows: For
a given choice of figures and a set of N input structures {σ}, the effective cluster interac-
tions J are extracted by minimizing56
∑
N
(
EDFT (σ)−
∑
F
DFJFΠF (σ)
)2
+
∑
F
tFJF
!
= min , (18)
where the last term is a damping term, which penalizes figures with large spatial extent (the
spatial extent is determined as the average distance of the vertices from a figure’s center of
mass) rF:
tF = c · (rF)λ (19)
The scaling variables c and λ are set independently for pair figures and higher-order figures.
They are not chosen by the user, but optimized within the genetic algorithm.
For the fitting of the interactions according to equation 18, a set of constraints is in-
troduced as proposed by Garbulsky and Ceder57. These constraints maintain the energetic
hierarchy of the input structures within the hierarchy of the predicted energetics:
∆HDFT(σ) − δ1(σ) < ∆HCE(σ) < ∆HDFT(σ) + δ1(σ) (20)
∆HDFTGSL (σ) − δ2(σ) < ∆HCEGSL (σ) < ∆HDFTGSL (σ) + δ2(σ) (21)
∆HDFTlowest (σ) − δ3(σ) < ∆HCElowest(σ) < ∆HDFTlowest (σ) + δ3(σ) (22)
The first constraint simply requires that the enthalpy ∆H(σ) of every structure σ, as cal-
culated by DFT and predicted by the CE, matches within the error bars δ1(σ). Independent
error bars δi(σ) are set up for the energy distance of the enthalpy of a structure to the
value of the ground state line at the respective concentration ∆HGSL(σ), as well as for the
energy distance between a structure’s enthalpy and the enthalpy of the energetically low-
est structure at this concentration ∆Hlowest(σ). For the actual fitting of Eq. (18) within the
constraints of Eq. (20), an algorithm proposed by Goldfarb and Idnani58 is implemented.
In some cases it may be more important to conserve the energy hierarchy for low-
energy input-structures than for less stable structures. Thus, the error bars δi(σ) defined
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in equation 20 depend on each structure’s energy difference to the lowest structure at the
respective concentration ∆HDFTlowest (σ), determined from first principles:
δ{1,2,3}(σ) = δ
const
{1,2,3} · exp
(
−∆H
DFT
lowest (σ)
kB · T
)
, (23)
The constant part δconst{1,2,3} is specified at runtime. The Boltzmann-like energy-dependence
can be varied through the term kBT , and effectively turned off if desired.
While the fitting process is automatic, it introduces a set of new parameters for the fit
itself (c and λ) as well as the Garbulsky-Ceder constraints. While the variables c and λ are
optimized automatically within the genetic algorithm, δi(σ) and kBT have to be specified
by the user. Nevertheless, it is simple to make sure that the constraints are set correctly by
checking if the hierarchy predicted by the cluster expansion correctly reflects the hierarchy
as determined by density functional theory. If this is not the case, then the constraints are
lowered until the energetic hierarchy is preserved.
The selection and determination of the effective cluster interactions becomes challeng-
ing for low-symmetry systems such as surfaces. In the case of a surface, there is a loss of
translational symmetry in one dimension. Consequently, the number of independent fig-
ures increases significantly because the ECIs become layer dependent. Compared to a bulk
case, a larger number of input structures is necessary in order to determine the ECIs. How-
ever, it is possible to circumvent a part of this problem by treating the surface interactions
as “correction” of the bulk interactions.
Because energies are additive, we may write
∆HCEf = ∆H
V ol
f +∆H
Surf
f . (24)
This ansatz was first applied by Drautz et al. to study the energetics of Ni-rich Ni-Al sur-
faces59. The advantage in treating the surface interactions as correction of the bulk inter-
actions comes from the fact that the DFT calculations for different surface terminations
and segregation profiles do not have to account for an infinite bulk reservoir. We only have
to make sure that the DFT slab model is thick enough that the center layer of the slab is
bulk-like. The energy of a structure σ can then be written as
E(σ) =
N∑
i=1


NF∑
dFΠF (σ)JF +
N ′F∑
d′F (Ri)Π
′
F (Ri)δJF (Ri)

 . (25)
We see that for the surface part the interactions become site dependent. Here, Ri defines
the position of the atom i with respect to the alloy surface. So, for an atom i within the
segregation profile, every individual interaction JF to neighboring atoms will be corrected
to JF + δJf (Ri). Naturally, with increasing distance from the alloy surface, δJF → 0 and
consequently the surface term (second term) in Eq. (25) becomes zero. In the case of e.g.
a Pt25Rh75(111) surface it turned out δJF → 0 already by the fourth layer52, 60.
In practice, for more complex surface problems, even this partition of the energy may
be an insufficient strategy. In some cases, finding a sufficiently predictive set of ECIs may
still require an unreasonably large number of DFT calculations. We are currently devel-
oping an additional concept to be implemented in UNCLE that will provide an improved
reference energy as starting point for surface investigation. The mixed space cluster ex-
pansion35, 36 is applied to incorporate strain effects into the reference energy part. Next,
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the energies of individual surface configurations are built from fully relaxed 1 × 1 sur-
face structures, and, again, added to the reference energy part. We call this the concept of
“structural bricks”. After its implementation, it will be described in detail in Ref.61.
There remains one critical point: As shown by Laks et al.35, any CE in real space
fails to predict the energy of long periodic coherent superlattices. For a given superlattice
AnBn, Eq. (13) predicts a formation enthalpy ∆Hf = 0 as n → ∞. This indeed is an
intrinsic fault of any finite CE and easy to understand: If we consider an A atom of an
AnBn superlattice “far” away from the A/B interface so that all figures f connect the A
atom exclusively to otherA atoms, then the finite CE interprets theA atom as a bulk crystal
atom and consequently, ∆Hf = 0. However, as discussed in Section III.A, the formation
enthalpy of an infinite superlattice should be defined as the equilibrium constituent strain
energy, because in the limit n→∞ the superlattice formation enthalpy depends only on its
strained constituents, and not on the interface properties. The problem can be solved36, 35
by transforming a group of interactions to the reciprocal space and adding the constituent
strain term explicitely. This is easiest to do for the pair interactions. For this, we intro-
duce the Fourier transform of real-space pair interactions, Jpair(k) and the structure factor
S(k, σ):
Jpair(k) =
∑
j
Jpair(Ri −Rj) exp (−ikRj) (26)
S(k, σ) =
∑
j
Sj exp (−ikRj) (27)
Then the formation enthalpies for any arbitrary atomically relaxed configuration σ are
expressed by36
∆HCE(σ) =
∑
k
Jpair(k)|S(k, σ)|2 +
∑
F
DFJF Π¯F (σ) + ∆ECS(σ). (28)
This solution was introduced by Zunger and co-workers36, 35 and is called Mixed-Space
Cluster Expansion (MSCE). The first term includes all pair figures in k-space. The second
term represents many-body interactions and runs over symmetry inequivalent clusters con-
sisting of three or more lattice sites. It also includes J0 and J1 from Eq. (11). DF again
stands for the number of equivalent clusters per lattice site, and Π¯F (σ) are the structure-
dependent geometrical coefficients given by Eq. (12). The last term represents the con-
stituent strain energy of the structure σ, ∆ECS(σ), and can be calculated by expanding the
equilibrium constituent strain energy (Eq. (10) ), ∆EeqCS(x, kˆ), as35, 62
∆ECS(σ) =
∑
k
JCS(x, kˆ)|S(k, σ)|2 (29)
with
JCS(x, kˆ) =
∆EeqCS(x, kˆ)
4x(1 − x) . (30)
Now, JCS contains the correct long-periodic superlattice limit, namely the constituent
strain energy a.
aIt has been found62 that attenuating the constituent strain term can be important in strongly anharmonic, ordering
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2.3 Extension to finite temperature and time-dependent properties
For finite temperature studies, Eq. (28) can be used in Monte-Carlo simulations. The code
we applied for studying thermodynamic properties is a simple Metropolis algorithm63 al-
lowing for flipping pairs of A and B atoms in arbitrary distance mutual with the aim to
reach the equilibrium configuration as fast as possible. The procedure is as follows:
1. Select randomly a pair of A and B atoms.
2. Calculate the energy difference δE caused by exchanging the two atoms. If δE < 0,
flip the two spins; if δE > 0, flip the two spins with a probability of exp(−δE/kT )
[again, E is obtained from Eq. (28)].
3. Go to 1.
Besides the temperature dependence of the alloy’s free energy, MC simulations can be used
to calculate coherent phase boundaries in the phase diagram. Following the fluctuation-
response theorem64 , the specific heat cv of the system at a certain temperature can be
calculated by the fact that cv is proportional to the equilibrium fluctuations of the energy,
〈E2〉 − 〈E〉2. Since the energy exhibits a point of inflection for a second-order phase tran-
sition at the transition temperature Ttrans, its response function cv = (∂E/∂T )v has a
maximum at Ttrans (Fig. (10)(a)). Although a phase transition is –strictly spoken– only
defined for an infinite system, one usually also speak from a phase transition of a finite sys-
tem, given by the maximum of cv at the transition temperature as illustrated in Fig. (10)(a).
If the MC simulations are applied for different concentrations x, the resulting Ttrans val-
ues can be used to construct the coherent phase boundary of a system as displayed in Fig.
(10)(b) for the Al-rich side of the Al-Cu phase diagram65. The open circles are measured
values66. A small piece of the incoherent phase boundary is also shown. Yet, this boundary
cannot be calculated by our method which is restricted to coherent alloy problems.
Another important application of MC simulations is the prediction the system’s or-
dering. Of special interest are short-range order effects in disordered alloys which can
quantitatively expressed in terms of SRO parameters as introduced in Section 1. For this,
we rewrite Eq. (3) to the equivalent form
αlmn(x) = 1− P
A(B)
lmn
x
(31)
where PA(B)lmn is the conditional probability that given an A atom at the origin, there is
a B atom at (lmn). For comparison with experimental data, the so-called “shells” lmn
are introduced which are defined by the distance between A and B atoms in terms of
half lattice parameters, (l a2 ,m
a
2 , n
a
2 ), e.g. for an fcc-lattice the nearest-neighbor distance
would be described by the shell (110), the second neighbor distance by (200) and so on.
As already mentioned, the sign of α indicates whether atoms in a given shell prefer to order
(α < 0) or cluster (α > 0). The SRO parameter may be written in terms of the cluster
expansion pair correlations as32
αlmn(x) =
〈Π¯lmn〉 − q2
1− q2 (32)
type systems. This is realized by an exponential damping function. However, since attenuating the constituent
strain has no significant effect on the systems considered in this paper, this will be not discussed here.
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Figure 10. (a) Specific heat as function of temperature near a second-order phase-transition. cv exhibits a max-
imum at Ttrans. (b) Calculated coherent phase boundary for Al-rich Al-Cu and comparison to experimental
data66 (open circles).
where q = 2x − 1 and 〈Π¯lmn〉 is the pair correlation function, Eq. (12), for shell (lmn).
In diffraction experiments the diffuse scattering due to SRO is proportional to the lattice
Fourier transform of αlmn(x)9, 10
α(x, k) =
nR∑
lmn
αlmn(x)e
i·k·Rlmn (33)
where nR stands for the number of real space shells used in the transform. Equation (32)
together with (33) opens the possibility to compare both, experimental and theoretically
predicted diffuse diffraction patterns (reciprocal space) and SRO-parameters (real space).
This concept will be applied in Section 3.1 to understand SRO phenomena in binary metal
alloys quantitatively.
Similar to the calculation of the input structures’ correlations for the cluster expan-
sion, the determination of the starting energy of the Monte Carlo cell is done within the
g-representation provided by the Smith normal form. The Monte Carlo cell is thus repre-
sented by the tensor G. Changing the atomic occupation of a site corresponds to changing
the corresponding integer value of one element of G. In a Monte Carlo simulation, the
calculation of the energy changes due to changes in the occupation (atom swaps) can be
computed efficiently as only the energy contribution of those interactions “touched” by the
swapped sites needs to be evaluated. The tensorG is the only large entity stored at runtime,
requiring only one byte per site within the Monte Carlo cell; the correlations do not have
to be stored at runtime. The minimal memory footprint allows for Monte Carlo cells of
billions of sites, cpu time, rather than memory, becoming the limiting factor. A parallel
implementation is planned to take advantage of this approach.
Besides the problem of bridging length scales, many materials properties require sim-
ulation times reaching from fractions of a second to weeks. One important example is
the decomposition of an alloy into its constituents by precipitation. Precipitates represent
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Figure 11. Schematic crystal-plane of an A1−xBx alloy with characteristic islands formed by B (black) atoms
during the aging process.
an important part of the microstructure of many alloy systems. Hereby, the dynamic evo-
lution of precipitates takes place on a time scale of several hours, days or even months
(see e.g.69, 45). The CE Hamiltonian can help to solve this second scaling problem, too, by
using the effective interactions in Kinetic Monte-Carlo (KMC) simulations which is one
of the most successful approaches to describe diffusion, growth and microstructure evolu-
tion in alloy systems67. The combination of CE and KMC simulations can be applied to
simulate the aging of coherent precipitates in binary alloy systems. This decomposition
reaction is sketched in fig. (11) by a simplified two-dimensional presentation: A quenched
solid-solution (left frame) is aged at a given temperature. During this aging process islands
are formed (right frame) which may show a characteristic size- and shape distribution (it
is assumed that islands are formed by black B-atoms in an A-rich A1−xBx alloy). The
question is whether the distribution of these islands as a function of aging time can be
calculated from first-principles.
The activations barrier for the exchange process can be expressed in terms of the
temperature-dependent diffusion constant D(T ). In order to calculate D(T ) by a first-
principles approach, it is assumed that the exchange of atoms is given by a vacancy-
controlled diffusion. Therefore, in a first step, activation barriers must be calculated as a
function of the structural environment. In the case of precipitation in which the alloy con-
tains only a tiny amount (typically 1-5%) of the precipitating element, one often restricts
the calculation of activation barriers to the case of the dilute limit (atom B in an A crystal)
and the structural environment at the interface between solid-solution and precipitate. Al-
though such activation barriers can -in principle- directly be used in KMC programs, they
do not allow for a consideration of the temperature dependence as well as a transformation
to real time scales. For this purpose, the complete phonon spectra for the relaxed structure
corresponding to the vacancy formation, migration and the final configuration have to be
calculated. This might be used in the framework of a transition state theory to predict the
temperature dependent diffusion constant of the system, D(T ). Following classical dif-
fusion theory the exchange frequency is proportional to the square of the atomic distance
divided by the diffusion constant and the number of possible “jump directions” (e.g. six
in a simple cubic lattice). If an exchange process between two certain neighbored atoms
has been already chosen, then, consequently, the frequency 1/τ0 for a chosen exchange
process as a function of temperature T is connected to D(T ) by the relation
τ0(T ) =
a2nn
Dexp(T )
, (34)
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Figure 12. Basic assumption in our simulations45 : While the energy difference between two neighboring atoms
can be easily derived from the MSCE, an average and temperature dependent activation barrier is calculated from
experimental temperature dependent diffusion data.
with ann being the average nearest-neighbor distance between atoms. Now, one can easily
transform KMC steps to real time.
The strength of the CE to control a huge configuration space can now be utilized to
calculate the energy difference for all possible exchange processes even, if there a millions
of them. This allows to force atoms to move and to calculate the time which corresponds
to this individual exchange process. The more unlikely an exchange process is, the longer
is the corresponding time for this process. The concept is related to the “residence-time
algorithm”68 as discussed in chapter 12. for nearest-neighbor exchange processes only69.
For the analysis of the shape of nanoclusters and precipitates, it is often helpful to apply
the mixed-sace form of the cluster expansion (MSCE), because it allows for a quantitative
separation of chemical and elastic energy parts70. Then, an accepted spin-flip would de-
mand a recalculation of S(k, σ) in eqn. (28). However, as shown by Lu et al.71, the MSCE
method helps to avoid the necessity of recalculating S(k, σ) after each atomic movement
by directly calculating the change in Jpair(k)|S(k, σ)|2 for each movement in real-space71.
In the applied algorithm, a single KMC step is now not longer a constant real time unit,
but depends on the corresponding probability Wtot. A single kinetic MC step corresponds
indeed to only a single exchange of one B atom with one A atom and not to one trial-flip
for each B atom. Since the “flip channel” i is always chosen randomly and usually a large
number of B atoms (typically 103−105) is considered to describe real aging processes, the
probability that the same B atom is chosen in step i -when chosen already in step (i− 1)-
is extremely small. Due to the large system size it is not necessary to forbid certain ex-
changes between A and B atoms, i.e. we do not have to give up the restriction that the
algorithm should be based on the Markovian process.
3 Applications
3.1 Ground-state search and short-range order
Our notions of the phase stability of compounds rest to a large extent on the experimen-
tally assessed phase diagrams. Long ago, it was assumed that in the Cu-Pd system for
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Figure 13. [Color online] The ground state structures S1, S2 and S3, all related to L12 directly or to an L12-
superstructure incorporating antiphase boundaries. These structures belong to the space group P 4
m
mm (i.e.
D1
4h
in Schoenflies nomenclature).
xPd ≤ 25% there are at least two phases at high temperature (L12 and a L12-based
superstructure), which evolve into a single, L12-ordered phase at low temperature. By
constructing a first-principles Hamiltonian via the approach described above, a yet undis-
covered Cu7Pd ground state at xPd = 12.5% (referred to as S1 below) and an L12-like
Cu9Pd3 superstructure at 25% (referred to as S2). We find that in the low-temperature
regime, a single L12 phase cannot be stable, even with the addition of anti-sites. Instead
we find that an S2-phase with S1-like ordering tendency will form. Previous short-range
order diffraction data is quantitatively consistent with these new predictions (details can be
found in ref.72, 73). This study exemplifies how even well-established phase phenomena in
classic alloy systems can be challenged via first principles statistical mechanics and calls
for further experimental examination of this prototypical system.
Figure 14 shows the energies of ≈ 220 ordered configurations and indicates the break-
ing points of the convex hull, i.e. the ground state structures. Figure 13 gives the structural
description of the ground states. We find (a) The Cu7Pd (S1) structure at xPd = 12.5%, (b)
the Cu3Pd (S2 or LPS 3) structure at 25% and (c) the Cu8Pd4 (S3) structure at xPd = 33%.
We find that at xPd = 25% and T = 0K S2 is considerably stabilized over L12 as ground
state.
Finding (b) is in agreement with Refs.74, 75, 71, 76 ; S2 is predicted as a ground state
at x = 1/4, lower in energy than L12: ∆Hf (S2) = −102.6meV/atom, ∆Hf (L12) =
−99.8meV/atom. At 12.5% Lu et al.77 predicted the D1 structure, which, though not
identical to S1, is also similar to L12. The S1 ground state is related to the L12 structure
by a simple exchange of Cu and Pd rows along [100] as shown in Fig. 13. Previous studies
(e.g.78–80) that obtained L12 as ground state at ≈ 18% referred to the ANNNI Ising model,
or performed an electronic mean field approach74. However, negligence of S1 in the first-
principles input (Ref.76) will favour interactions that are “blind” for S1.
Given that we predict at an S1 phase T = 0K at 12.5% Pd and an S2 phase at 25% Pd,
it is interesting to characterize the phase(s) at intermediate concentrations. In order to
examine the energies ECE(σ) of structures with cells bigger than 20 atoms (Fig. 3), we
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Figure 14. [Color online] Ground state diagram in the Cu-rich regime. Each triangle represents the predicted
energy for one specific crystal structure. The solid line is the convex hull of all O(106) energies. The ground
state structures are depicted in Fig. 13. L12 is not a ground state, but rather the L12-related superstructure S2
(LPS 3).
constructed large 24×24×24 cells and sample their energies via Monte Carlo (vibrational
entropy was not taken into account). Due to the variety of incommensurate superstructures
with non-coherent phase boundaries, we have to restrict our study to low temperatures
b
—a more thorough thermodynamic study may not be feasible with Monte Carlo. Never-
theless, the critical temperature Tc ≈ 800K for the phase transition from A1 to S2 is in
good agreement with experiment (TExp.c ≈ 780K). Simulated annealing in the intermedi-
ate region provides indication of a transition from the disordered high temperature phase to
a lower temperature S1-like S2 structure. The latter resembles LPS 3-like ordering, perme-
ated with an S1-like pattern c. An investigation of the energetic hierarchies of these phases
supports the hypothesis of the formation of an S1-like S2 structure.
Unfortunately, in the S1-like S2 region, no recent diffraction data are available in order
to directly compare experimental with our calculated results, hence we examine SRO data
from the region of coherency. In Fig. 15 we show our calculations of the SRO parameters
αlmn for 29.8% Pd, where several studies yielded comparable data.
The study above is a characteristic example, how ab-initio based studies can help to
clarify uncertain, low-temperature regions in alloy phase diagrams: Contrary to previous
bIncoherencies, originating from smoothened APB profiles and wetting around the phase transition cannot be
accounted for by our MC simulation, which is restricted to the fcc lattice.
cNarrow regions of two-phase coexistence could not be captured by our MC simulation. However, such two-
phase regions, even if very narrow, due to Gibbs’ phase rule.
312
Figure 15. (a) Experimental81 vs. theoretical short-range order for Cu0.702Pd0.298 at T=773 K in reciprocal
space. The SRO exhibits peaks of the fundamental wave vector k = (1, 1/2M, 0) at M = 3, in excellent
agreement to the superstructure period of S2. (b) Real space SRO for neighboring pairs separated by [hkl].
assessments, Cu-Pd does not have an L12 ground state, but the Cu3Pd S2 structure is more
stable at 25% composition. Furthermore, a new ground state S1 is predicted at lower
composition with Cu7Pd stoichiometry, hence the features of L12-like ordering observed
experimentally at 17%78 are due to a S2 with S1-like defects, not due to an L12 phase.
3.2 Point-defects at grain boundaries
For the Ni-Al system, it is well known that the ordering of defects plays a fundmental role.
Understanding the defect structure and stability within the NiAl B2 phase and the Ni2Al3
phase is key to understanding the system. In the sense of the cluster expansion lattice, both
phases can be described as bcc-based superstructures. It is well known82–85 that on the
simple cubic Ni sublattice of the B2 NiAl phase, vacancies are the dominant defect type
in Ni-poor NiAl. Also, if Ni2Al3 is to be described as a decoration of Ni and Al atoms on
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a bcc lattice, then 16 of the lattice sites are left vacant. Therefore, in order to study defect
order with NixAl1−x in the concentration range 0.4 ≤ x ≤ 0.5, the cluster expansion
needs to explicitly treat vacancies as a third component.
In order to obtain a converged cluster expansion for this system, 129 structures were
calculated using VASP. Based on a total number of 711 figures with up to six vertices, the
genetic algorithm chose a set of figures with a total of 82 ECI JF . Two hundred prediction
sets, each with n = 10 predicted structures, were used to compute the cross-validation-
score, resulting in a CV score of SCV = 6.0 meV.
Figure 16 shows the resulting ground state diagram as predicted by UNCLE. The
ground state diagram shown in Fig. 16 has been limited to NixAl(1−x) concentrations
0.4 < x < 0.6, as this is the only concentration regime, whithin which bcc-based su-
perstructes are observed experimentally82, 86. Furthermore this investigation exclusively
focused on the description of point defects within this concentration regime, which is why
the cluster expansion only required convergence for this concentration range. The con-
figuration space search included all ternary bcc-superstructure with 16 sites or less and
with less than 21% vacancies. The number of unique configurations is nearly 13 million.
To compute these energies of all these configurations using UNCLE requires less than 36
hours on a single 2.8 GHz processor.
Each “” in Fig. 16 indicates the enthalpy of a structure that was calculated by DFT
and included in the cluster expansion to extract the ECIs. Every “+” in the figure corre-
sponds to the cluster expansion prediction for one atomic configuration. Consistent with
the observed phase diagram, Ni2Al3 and B2 are predicted to be stable at x = 0.4 and
x = 0.5 respectively. The third stable ground state within the converged part of the cluster
expansion is Ni2Al at x = 0.6, which can be observed experimentally to be a metastable
Figure 16. Calculated ground state diagram of all bcc-based superstructures with up to 16 sites occupied by Ni,
Al and less than 21% vacancies.
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state86.
The cluster expansion Hamiltonian corresponding to the ground state diagram of Fig.
16 can also be applied to study the defect order at finite temperature. More than the ground
state search (which holds no surprises), it is in this context that the cluster expansion is
useful for the Ni-Al system. As one example, Fig. 17 provides a view into the ordering of
B2-NiAl for T ≈ 4900K (left) and room temperature (right) resulting from Monte Carlo
modelling. The (100) plane shown in the figure is one layer of a Monte Carlo cell consisting
of one million lattice sites. The concentration of the three constituents have been fixed to
50% Ni, 45% Al and 5% vacancies.
In full global thermodynamic equilibrium, a Monte-Carlo cell containing 50% of both
Ni and Al should exhibit a single B2-ordered domain. Thus a cut along a (100) plane would
only contain either Ni- or Al-atoms, depending on whether it lies within the Ni- or the Al-
sublattice. Fig. 17 shows that the (100)-plane consists of both Ni- and Al-domains. These
regions of Ni and Al belong to different B2-domains, which coexist within the Monte Carlo
cell. By changing the external parameters of the simulation, the Monte-Carlo cell can be
brought into thermal equilibrium and the different domains visible in Fig. 17 merge into
a single B2-domain. While strongly increasing the required calculation time, this does
not add any new scientific insight, as the presence of the anti-phase boundaries between
different B2 domains does not interfere with the observation of short-ranged vacancy order
in the bulk of the respective B2-domains. The important point is to note, that Fig. 17
shows B2-domains with a stacking fault in between them and not domains of pure Ni or
Al. This allows us to observe Al-subplanes of the B2-structure (light-grey domain) and the
Ni-subplanes (dark-grey domains) within a single cut along (100).
For the high temperature case the formation of different B2-domains (dark and light
gray) on the lattice can already be observed. The vacancies (white) occupy nearly random
sites within Ni- and Al-subplanes. At room temperature the formation of the different B2-
domains is complete and the vacancies form diagonal chains within the Ni-subplanes of
Figure 17. B2-NiAl with 5% vacancies: Cut along the (100) orientation through a 100×100×100 Monte-Carlo
cell for T = 4936 K (left) and T = 294 K. It can be seen that for lower temperatures all vacancies (white) short
range order in the Ni-domains (black).
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the B2-phase only. These chains can be interpreted a starting growth of the Ni2Al3 phase,
where the vacancies are ordered in the same way. Thereby such simulations allow for a
quantitative analysis of the phase stability of these alloy phases. A detailed interpretation
and evaluation of the structural properties can be found in reference87.
3.3 Surface Segregation
As known from experimental studies on Pt25Rh75(111)88, 89, this surface possesses a char-
acteristic segregation profile: While the top layer shows a Pt enrichment, Pt depletion is
found for the layer underneath. The existence of an equilibrium segregation profile is
manifested by chemically resolved STM images88, Low Energy Ion Scattering (LEIS) and
quantitative Low Enery Electron Diffraction (LEED) analyses89. These studies unambigu-
ously show that for annealing temperatures above ∼ 1000 K the observed segregation
profile does not longer depend on the experimentally chosen annealing temperature of the
sample.
Considering the energetics of the alloy system Pt-Rh, the pronounced segregation pro-
file appears to be a surprise, because formation enthalpies of intermetallic compounds are
all between 0 and about -20 meV/atom, i.e. smaller than kT at room temperature. This
is in agreement with the bulk phase diagram of this binary system which does not show
any long-range ordered structures in the experimentally accessible temperature regime. In-
stead, a fcc-based solid solution is stable for all concentrations. As a consequence of this
small heterogeneous bonding, all constructed effective cluster interactions JF for bulk and
surface are unusually small, possessing energy values much smaller than 20 meV per atom,
and cannot explain the characteristic segregation profile found for the (111) surface. How-
ever, there is one relevant deviation between the energetic properties of the bulk and the
surface: Due to the symmetry break the onsite energies of individual atomic sites which are
defined by J0 and J1 in Eq.(11) are different for the near-surface layers compared to the
bulk. For only weakly ordering systems as the Pt25Rh75(111) surface these onsite energies
represent a good measure for the segregation behaviour. Actually, it turns out that the top
layer shows a tremendous tendency for an enrichment with Pt atoms reflected by an energy
gain of about 0.2 eV per atom! Interestingly the opposite is true for the layer underneath:
Here, the onsite energy speaks for a Pt depletion and clustering of Rh atoms.
In order to predict the segregation profile quantitatively, Monte-Carlo simulations were
performed. As displayed in Fig. 18(left) our constructed cluster expansion is able to repro-
duce the experimental segregation profile determined via quantitative LEED analysis89. It
turns out that for this surface system already a 40×40 atom cell per layer was sufficient for
a quantitative description of the segregation profile as well as the substitutional ordering.
For the latter, fig. 18(right) compares an STM image with atomic and chemical resolution88
with our predicited one. It can be seen that there is an excellent (quantitative) agreement
between experiment and theory.
4 Concluding Remarks
With the program package UNCLE, we present a tool that makes the cluster expansion
more accessible to non-specialists and applicable to a wide variety of physical problems.
Several extensions of the formalism were presented: Use of the g-representation simplifies
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Figure 18. Left: Experimentally determined and predicted segregation profile for Pt25Rh75(100) (Tanneal =
1400K). Right: Corresponding short range-order behaviour as found by STM and predicted by our CE approach.
and automates the “chores” of setting up and constructing a cluster expansion, performing
ground state searches, and using the ECIs in Monte Carlo simulations. By automating
much of the cluster expansion construction and use, problems arising from user errors are
less likely, resulting in more robust predictions. The treatment of surface alloys and related
systems is made possible through the separation of the cluster expansion Hamiltonian into
a bulk and surface part.
Since the approach used is only a few years old, its application potential is by no means
already reached. There are a number of solid properties which may be treated via DFT,
CE, and MC after some further development, as e.g. nucleation processes or cluster from
the gas phase. Since the approach allows to describe the behaviour of real alloy systems, a
strong interplay with experimental groups is highly desirable.
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