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ABSTRACT 
 
Optimizing Future Perfect: 





This paper describes the development of OM-Darwin, a generalized system for 
composing with genetic algorithms (GA), realized as a library for OpenMusic. It provides 
a simple GA engine, along with sophisticated devices for genotype encoding, phenotype 
mapping and modular fitness function design, while offering a collection of objects that 
represent common musical forms and rules. A comparison with other optimization 
methods reveals some advantages in the GA approach, in particular the capability of 
defining frequency-based rules and producing partial solutions to difficult musical 
problems. Reference is made to the author's Future Perfect (2010) for 13 instruments, 
composed entirely using OM-Darwin. 
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In the final chapter of The Selfish Gene (1976), Richard Dawkins proposed 
that the mechanism of natural selection, while most easily observable in the world of 
biology, could operate in any setting in which replication with error and competition 
for survival both occur. He gave as an example the propagation of ideas amongst 
human beings, and in so doing coined the term “meme” – the validity of his theory is 
perhaps given its best confirmation in the word’s newfound meaning in Internet 
culture. It so happens that in the year prior to that book’s publication, John Holland 
described for the first time what become to be known as genetic algorithms, in which 
the conditions necessary for evolution are simulated by a computer (Holland 1975). 
The genetic algorithm (GA) is one of many methods of optimization used in 
scientific and applied fields for solving complex problems. Such methods have also 
found uses in the arts, where computers have increasingly become part of the creative 
arsenal. Dawkins himself was a pioneer in devising genetic algorithms to create visual 
images (1996). See also Karl Sims’ Evolved Virtual Creatures (Ray 2001) and 
optimization of orchestrations in the Orchidée software (Carpentier and Bresson 
2010). 
OM-Darwin is a library for OpenMusic (Assayag, Rueda et al. 1999) that 
allows composition with genetic algorithms. It is written in LISP, and used by the 
composer either by writing project-specific code, or using the visual programming 
capabilities of OpenMusic. The library, which might be better described as a 
framework, is in the process of development and exists in a number of 
implementations, but its fundamental features are well established. This text is not a 
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users’ manual for the library, but rather a description of its capabilities and a guide to 
its possible use and further development. 
Future Perfect (2010) for 13 instruments, composed by the author and 
premiered by Wet Ink ensemble with Carl Bettendorf conducting, was realized almost 
entirely with OM-Darwin. During the course of this text I will draw examples from 
that work, and in the final chapter I describe more specifically the way in which the 
piece was assembled. 
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CHAPTER 1:  PRINCIPLES AND CHOICES 
1.1 DESCRIPTIVE VS. GENERATIVE APPROACHES TO COMPUTER-
ASSISTED COMPOSITION
We can identify two broad categories of computer algorithms for producing 
musical material: the descriptive, and the generative. By the descriptive approach, we 
control what properties the output must have. By the generative approach, we control 
by what process the output of the algorithm is produced.  
The descriptive approach requires an optimization strategy such as exhaustive 
search, constraint programming, hill climbing or genetic algorithms, all of which 
involve evaluating and comparing a large number of candidate solutions. The 
generative approach is taken by a great variety of computer-assisted composition 
(CAC) techniques: stochastic methods, frequency-based calculations, combinatorial 
processes, et cetera.  
This observation must be tempered by the fact that a composer choosing a 
generative procedure makes that choice according to the musical properties s/he 
wishes the output to possess – in that sense, a descriptive compositional method is 
always present. Nonetheless, only in what I am calling the descriptive approach are 
those musical properties made explicit as entry parameters to the system. 
Very commonly, a generative musical algorithm accepts basic dimensions as 
input parameters, i.e. length, range, cardinality, etc. – these are features of the final 
output. Evidently, an algorithmic system may well combine generative and 
descriptive strategies, in this or in other ways. We will see that to use OM-Darwin to 
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its full potential, the user has to strategically divide compositional tasks into 
generative and descriptive components.  
1.2 SPECIFIED AND EMERGENT TRAITS: EXAMPLES 
In a traditional CAC paradigm, the composer discovers value in certain 
emergent properties of generative procedures. For example, Nauert (2007) describes a 
first-order Markov process for generating rhythms, which with the right parameters 
can produce, among other desirable traits, “fast runs broken from time to time by an 
intervening long note”. The connection between the input parameters and this type 
of result could be analyzed, but it is certainly not explicit. There is not much of a 
descriptive element to this example – it is almost entirely generative.  
Take as another example the idea of sampling a Lorenz attractor function to 
obtain a chaotic curve, as described by Leach and Fitch (1995). The resulting values 
can then be assigned to one or more musical parameters. Again, this is a clearly a 
generative approach; the wanted trait emerges from the peculiar nature of that 
function. Conversely, a descriptive approach to the same problem would seek to 
measure the “chaotic-ness” of a parameter over time, and by means of constraint 
programming, a genetic algorithm or other optimization method, find a solution that 
is chaotic to the required degree.  
Both generative and descriptive strategies are present in an instructive way in a 
system devised by Agon and Andreatta (2011), which uses constraint programming to 
produce tiling rhythmic canons. Here, the canonic feature is the result of a generative 
procedure, whereas the tiling feature is described and optimized. That is, canons are 
generated from candidate solutions (each expressed as a rhythmic pattern plus the 
delay of entry for each voice), and results are evaluated to see if they satisfy the tiling 
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constraint. It is not unimaginable to reverse the generative and descriptive 
components of this algorithm: tiling patterns could be generated, and these could 
then be measured to see whether or not they are canons – or, as required by many 
optimization methods (including genetic algorithms), measured for how close they are 
to being canons. 
1.3 PROBLEM COMPLEXITY: THE SEARCH SPACE AND THE OBJECTIVE
FUNCTION
The speed of modern computers makes it possible to pursue computationally 
expensive methods for composition. Descriptive strategies, where we have the 
computer go looking for a result that has the properties we want, tend to be 
expensive, and thus have only recently become practical. Algorithms that conduct 
these searches will typically need to evaluate and compare a large number of 
candidates in order to find an optimal solution. Part of the challenge in designing 
such algorithms is to reduce the number of evaluations they are required to make, 
thus raising the practical limit to the complexity of the musical problem being solved. 
One way to measure that complexity is to consider the size of the search space, 
which is the set of candidate solutions. This size is determined by the dimensions of 
its candidates and how they are encoded. Consider an optimization problem that 
searches for a melody expressed in semitones, where the given dimensions are: a 
length of 10 notes, and a maximum span of one octave. These specifications define 
the solution model, which in this case results in a search space of 1210 (or 
61,917,364,224) candidates. 
The other aspect of the problem complexity is the objective function (known, in 
the case of genetic algorithms, as the fitness function). This function maps a candidate 
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solution to a Boolean (perhaps designating it as a “legal” or “illegal” solution) or real 
value (a kind of “score” that represents its relative adherence to criteria or rules). The 
optimal input argument is the candidate that produces the best value when the 
function is applied (so in this case, the optimal input argument is actually the output 
of the algorithm). The degree of sophistication of the objective function has a 
multiplicative effect on computation time.   
1.4 DETERMINING THE NECESSITY OF OPTIMIZATION 
Since the problem of computation time is a deterrent to working with a 
descriptive/optimization method, one should understand in what cases it is necessary 
to use one. Luckily this can be demonstrated even using a very simple case. 
Consider the task of producing a melody, where a single property is subject to 
a set of rules – for example, one might forbid certain pitch classes, or require that all 
the melodic intervals be major seconds, perfect fourths or fifths, and forbid 
consecutive leaps in the same direction. We can expect the algorithm for 
accomplishing this to be more or less trivial. It could be produced using a generative 
procedure, where each note is randomly chosen from those notes of an acceptable 
pitch class, or forming an acceptable interval with the previous note.  
The difficulty arises when we make requirements on pitch and melodic 
intervals simultaneously, because the two parameters will potentially interfere with 
one another. It is easy to imagine cases where no solution exists; for example, suppose 
we allow only melodic semitones, minor thirds, and perfect fourths, but also restrict 
the pitch classes to a single whole-tone scale! Such a case is also trivial.  
But there are many other cases, involving a great variety of measurable traits 
for a musical sequence, where solutions or quasi-solutions exist, but the search for 
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acceptable candidates is non-trivial because of this interference. Creating tiling 
rhythmic canons (Section 1.2) is a good example, captured even in its name: the 
properties of “tiling” and “being canonic” simply get in each other’s way – one will 
experience this acutely by attempting to produce them by hand. Generative 
procedures for creating sequences with interfering traits can be difficult or impossible 
to devise – the composer must therefore conduct an algorithmic search using a 
suitable method of optimization. 
1.5 A SURVEY OF OPTIMIZATION METHODS 
What follows is a sampling of optimization methods that progresses from the 
trivially simple to more sophisticated methods. The two methods that I mean to 
compare carefully are constraint programming, which is very commonly used in 
computer-assisted composition, and genetic algorithms, which I chose early on as my 
preferred method of optimization. Hill-climbing is described here as an overture to 
the discussion of genetic algorithms.  
1.5.1 EXHAUSTIVE SEARCH
The simplest optimization procedure is the exhaustive search, which is 
essentially a brute-force method that is useable only in instances where the search 
space is small. Following some logical ordering of all candidate solutions, the 
algorithm calculates the objective function for each one in turn. Because every single 
candidate is evaluated, the optimal input argument for the objective function is 
definitively determined. Unfortunately, for problems of any significant complexity, 
the search space is just too large to pursue this method of optimization.   
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1.5.2 STEPWISE EXHAUSTIVE SEARCH 
A more practical variation on the exhaustive search is the stepwise exhaustive 
search. If the solution model can be broken up into a logical series of steps, then a 
quasi-optimal solution can be found by iterating an exhaustive search of all possible 
continuations for a single step. For example, if the solution model is a chord 
sequence, then the stepwise exhaustive search would evaluate all possible chords at a 
single position, always choosing the best candidate and then moving on to the next 
position. This requires the objective function to produce a meaningful judgement of 
partial solutions – in this case, it must output a value when given the first n chords of 
the final sequence as an input.  
It is useful to consider the search space as a tree structure, where each node 
represents a possible continuation by one step of a partial candidate solution. This 
captures the stepwise algorithm as a sort of flow-chart of possibilities (Figure 1.1). 
Figure 1.1 – Tree structure for a stepwise search algorithm 
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1.5.3 BACKTRACKING 
A constraint-solving system also involves stepwise iteration, but it uses a more 
sophisticated strategy known as backtracking. This requires the objective function to 
return a Boolean value (true or false); for instance, testing the candidate solution for 
adherence to a rule or set of rules.  
Out of the set of new partial solutions generated by the candidate 
continuations at a given step, a certain number of them will satisfy the objective 
function – several, or just one, or perhaps none at all. If at step ! all possibilities for 
continuation result in a false output from the objective function, then the algorithm 
has reached a sort of “dead end”. This arises as a result of the choice made at step 
! ! !. The backtracking algorithm responds by going back to the previous step, and
if another viable continuation is available, then this is chosen instead, opening up a
new pathway in the search for a complete solution. It may be necessary to go
backwards by several steps before an alternative path is found. This is a methodical
search of a tree structure that will eventually either discover a solution, or will
determine definitively that no solution exists.
This is massively more efficient than an exhaustive search, since most complete 
candidates don’t have to be evaluated. That is also true of the stepwise exhaustive 
search, however in all but the simplest cases the backtracking algorithm is superior, 
since it accounts for potential complexities and interrelations between the nodes of 
the solution tree structure. For a survey of existing implementations of this strategy, 
see (Sandred 2010). 
9
1.5.4 HILL-CLIMBING 
Moving incrementally toward a solution can be done in a different way. 
Whereas the above methods will construct a solution by way of evaluating 
progressively larger partial candidates, others will incrementally modify complete 
solutions with the aim of improving the output of the objective function. This is true 
of genetic algorithms, but also of the related but simpler method of hill-climbing. 
This algorithm begins by storing a randomly generated candidate. There is no 
reason that this initial solution should be a particularly desirable one – it is likely to 
be quite poor. At each iteration of the algorithm, the stored candidate is altered 
slightly, and compared with the non-altered version. If the altered version is better 
(i.e. gets a higher value from the objective function), then it takes over as the stored 
candidate for the next iteration. 
The size of this small alteration defines a sort of immediate vicinity, or the set 
of solutions that can be reached in a single iteration. A drawback to the simple hill-
climbing algorithm becomes apparent when all solutions in the vicinity of the current 
best solution are inferior, but a better solution exists somewhere else, not attainable 
with a small alteration. This means that the process has stalled at a local maximum, 
while the global maximum is never reached.  
1.5.5 GENETIC ALGORITHMS: A FEW COMPARISONS 
The problem of getting stuck at local maxima can plague genetic algorithms as 
well, since the concept is fundamentally similar to that of hill-climbing. However, 
there is one primary feature of GA’s that eases this concern: that rather than storing 
the single current best solution, a GA maintains a population of candidate solutions. 
As long as this population has sufficient diversity (a method for maintaining diversity 
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will be discussed later), the variety of solutions reachable by small alterations will be 
wider than in the hill-climbing algorithm. The additional mechanism of crossover, 
which means that new solutions are created by combining two candidates from the 
existing population, further broadens the reach from one iteration to the next. 
The genetic algorithm is not subject to the same limitations as stepwise 
searches and backtracking algorithms. The objective function, or fitness function as it 
is called in GA parlance, doesn’t have to be able to evaluate partial candidates, because 
the algorithm operates on a population of complete solutions. The fitness function 
also doesn’t need to return Boolean values, since there’s no conditional test that 
triggers a return to a previous step. In fact it’s essential that the fitness function return 
a real number, otherwise the algorithm doesn’t work. That doesn’t mean that it can’t 
consist of a set of rules, since it’s easy to devise an equivalent function that measures 
the degree of satisfaction of those rules – the simplest solution being to count the 
number of instances in which each rule is broken, and return the sum of those counts. 
1.6 GENETIC ALGORITHMS APPLIED TO MUSIC: EXISTING WORK 
Although there is a higher proliferation of constraint-based compositional 
software, many systems for composition with genetic algorithms have been presented 
in the literature. The majority of these are case studies, demonstrating an application 
of GA’s to specific musical problems. They also tend toward an emphasis on the 
interactive possibilities of evolutionary concepts. 
GenJam (Biles 2003) is a learning system for automated jazz improvisation, 
that employs a feedback mechanism between the computer and the user to optimize 
the parameters for performance. As such the author classifies it as an “interactive 
genetic algorithm” (IGA), meaning that the fitness function depends on human input 
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in its evaluations. The necessary elements for soloing over a jazz standard are built 
into the algorithm; there is a Chord Progression file, tabulation of chord families, 
populations of phrases and measures, and so forth. Although the software itself is 
devoted to a narrow application, it demonstrates the effectiveness of an evolutionary 
procedure for emulating a stylistic paradigm. 
Tzimeas and Mangina (2009) present some technical innovations to the design 
of fitness functions, notably the application of damping theories from classical 
mechanics to enforce the stabilization of musical traits. They go on to describe two 
realized software systems that apply these theories – these are also geared toward the 
generation of specific musical idioms (traditional African rhythms, in the case of 
SENEgaL, and cross-genre transformation in the case of Jazz Sebastian Bach). 
The Orchidée software for orchestration optimization, as mentioned above, 
makes use of constraint programming – but it combines those methods with genetic 
algorithms. This is described by Carpentier, Assayag and Saint-James (2009).  
The successor of Orchidée, Orchis, abandons genetic algorithms in favour of 
techniques more specifically tailored to the challenge of orchesestration optimization. 
It may be that the most suitable application of genetic algorithms is within a flexible 
system that is less “problem-aware” than orchestration software or the other examples 
given above. OM-Darwin’s contribution is to apply genetic algorithm strategies to a 
generalized framework, in which the GA engine has no knowledge of the type of 
problem posed. This gives complete flexibility to the user, whose access to the 
parameters of the algorithm consists only of 1) the dimensions and structure of 
potential solutions, and 2) the fitness function by which candidate solutions are 
evaluated. 
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The next chapter deals with genetic algorithms in depth. Later I will return to 
the discussion of the choice between genetic algorithms over constraint programming 
– two processes whose input parameters appear similar, but that differ in the way they
go about producing an output.
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 CHAPTER 2:  GENETIC ALGORITHM DESIGN 
In this chapter I describe the essentials of a genetic algorithm before moving 
on to the features specific to OM-Darwin, which are tailored to the characteristic 
needs to computer-assisted composition. The definitions outlined in the first section 
are suitable for discussion of both GA theory in general, and the OM-Darwin 
infrastructure in particular. 
2.1 TERMINOLOGY 
From the fact that genetic algorithms simulate a well-understood biological 
phenomenon, it follows naturally that the features of the algorithm (data types, 
properties, subroutines, etc.) are named after their counterparts in the real world. In 
this text, and in the naming of classes and variables in the LISP code, I follow naming 
conventions from GA scholarship and other software – with one exception.  
A candidate solution is normally referred to as a chromosome. Instead, I call it a 
specimen. In my implementation, a solution can be expressed as a code (a list of 
numbers, which could be likened to the candidate’s DNA), or expressed as a musical 
object – that is to say, decoded. I find that the term “chromosome” emphasizes the 
encoded representation of a candidate, when as users/composers we are interested in 
the musical object. In any case, the term “specimen” is (somewhat) less arcane. 
Hence we have a population of specimens, which are stored in the computer and 
made to reproduce, creating new specimens or offspring. This happens either through 
duplication and mutation (slight alterations), or by combining in pairs to create new 
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solutions, a procedure called crossover (cross-breeding). Each iteration of the algorithm 
is called a generation. 
To add more terms from the natural sciences: the fitness of each specimen is 
calculated by the objective function, or fitness function. And going back to the variable 
expression of a solution: the encoded representation is called the genotype, and the 
decoded, meaningful representation is the phenotype. While not all GA systems 
include a distinction between genotype and phenotype, that feature of OM-Darwin 
adds a number of important capabilities. It does require an extra step for each 
evaluation, where the genotype is converted into the equivalent phenotype according 
to a certain translation procedure or mapping.  
OM-Darwin breaks mapping down into two steps, whereby the raw genotype is 
converted to a structured genotype, which is then converted to the phenotype. The raw 
genotype is a list of numbers, which I call nucleotides to distinguish them from other 
numerical expressions. The structured genotype is (typically) made up of building 
blocks called operons, taken from genetics to mean a functioning cluster of genes 
(Ramos, García-Salamanca et al. 2013).  Each operon is a list of parameters or genes, 
though in the object-oriented programming lexicon they would be called slots – 
similarly, the structure of the operon is defined by the operon class. 
I also use the term species, which is basically all the specialized definitions and 
subroutines necessary for a GA trial (other than the fitness function), bundled into 
one entity. It determines the format of an individual specimen, and its expression as 
various isomorphic data structures. A mutation will change the content of a specimen, 
but doesn’t change the species – similarly, crossover between two specimens of 
different species results in an undefined or meaningless result. 
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2.1.1 A NOTE ON SEMANTICS 
Dawkins treads carefully in The Selfish Gene (1976) when describing genes as 
independent agents: 
If we allow ourselves the licence of talking about genes as if they had 
conscious aims, always reassuring ourselves that we could translate our sloppy 
language back into respectable terms if we wanted to, we can ask the 
question, what is a single selfish gene trying to do? 
A similar problem arises in this text, not concerning genes per se. I sometimes 
have to describe fitness functions or their components as “trying” to accomplish 
something, even though this is a bit misleading. Like Dawkins, I allow myself the use 
of the metaphor. 
At least we can say that the composer is trying to accomplish something by 
assigning that function, but that is something of a truism. More problematical is the 
idea that the adaptive process of the GA “tries” to improve the population, and the 
fitness function’s design has a bearing on how that exactly happens. It’s better to say 
(though not convenient to say at every juncture) that improvement of the population 
under the lens of the fitness function occurs via adaptation – provided that certain 
conditions are met. These are outlined in the next section. 
2.2 BASIC GA OPERATION: THE ENGINE 
The theory of Universal Darwinism (Dawkins 1983) lays out the three 
essential features a system must have for progressive evolution to occur: transmission, 
variation, and selection. From this guideline we can outline the GA in its simplest 
form. Where ! represents the capacity or nominal size of the population, and ! 
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represents the fecundity or ratio of new specimens to existing ones at the reproductive 
stage, we have this algorithm:  
Since specimens are copied in a way that retains most of their characteristics, 
we have transmission, which could also be described as the combination of 
reproduction and inheritance (Bentley 1999). Mutation and crossover are the source of 
variation. Finally, the stage at which we evaluate and choose the best out of the 
offspring, while discarding the poorer candidates, is the GA equivalent of selection. So, 
running this algorithm will cause the fitness of the population to gradually improve 
with successive generations. Depending on the termination condition, the algorithm 
will stop either when a maximum number of generations is reached, or when a 
sufficiently good solution is reached.  
The core of OM-Darwin, or GA engine, departs very little from the procedure 
described above. There are many possible variations on the genetic algorithm1, often 
1 This may strike the reader as “meta”. In fact, there has been work done on evolving 
evolutionary algorithms, in order to discover the right parameters for selection and variation 
For each specimen ! in population ! (containing ! 
elements): 
- initialize ! to a random element of the search space
- evaluate the fitness function !!!! and store.
Repeat the following, until a termination condition is met. 
- create a new set of ! ! ! specimens !!, by means of
crossover and/or mutation on members of !.
- for each specimen !! in !!, evaluate !!!!! and store.
- set ! to the ! most fit specimens of !!.
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adding features that improve performance, or that prevent premature convergence at 
a local maximum – of these, OM-Darwin uses elitism and diversity maintenance which 
are described in Section 2.5. For others, see (Bentley 1999). 
The GA engine runs under the surface, concerning itself only with the raw 
genotypes in the population, and the results of the fitness function for each specimen. 
Meanwhile, the composer is concerned not at all with the raw genotype, but rather 
with phenotypes, and the fitness function which operates on them. The important 
infrastructure that OM-Darwin offers to composers is its specialized expression of 
specimens (species design) and modular iterative fitness functions (criteria – see 
Chapter 3). 
2.3 SPECIMEN EXPRESSION: RAW GENOTYPE, STRUCTURED GENOTYPE,
AND PHENOTYPE
OM-Darwin has three representations for a single specimen: 1) the raw 
genotype, which is a flat list of integers from 0 to 255 (or nucleotides), 2) the 
structured genotype or list of operon instances, each of which is a species-specific data 
structure with defined numerical ranges, and 3) the phenotype, which is a musical 
entity which is passed as an argument to the fitness function. See Figure 2.1. 
At the minimum, the user must provide two things to define a species: a 
decoder, and a mapping function. The fitness function uses the decoder to map the 
raw genotype to a structured genotype. It then applies the mapping function to the 
structured genotype to create the phenotype. This must be done after the creation of 
any new specimen by mutation or crossover. 
For most applications, a phenotype is made up of multiple components, or 
building blocks. A component can be a note, a melody, or a more complicated 
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structure. When the desired output is a chord progression, then a component 
probably refers to a single chord. Meanwhile, each operon (a constituent part of the 
structured genotype) contains the information necessary to generate one component 
of the phenotype. In the OM-Darwin LISP implementation, an operon is an object, 
whose information is organized into slots, each with a slot name, slot value, and range 
of acceptable values.  
I will mention here, and reiterate later, that the reproductive procedures 
(mutation and crossover) operate on the raw genotype, while the fitness function 
operates on the phenotype. This is at the core of the division between descriptive and 
generative components defined by the user, because the conversion from genotype to 
phenotype can potentially be a generative procedure (see Section 4.1.3). 
Figure 2.1: Conversions between specimen representations. 
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Each operon requires a certain number of nucleotides (!) to encode it. The 
user can specify the number of operons per specimen (!), without changing the 
definition of the species. The number of nucleotides necessary to encode one 
specimen is !" – so, a raw genotype will be a list of !" integers. 
The decoder is itself a sort of code – essentially a list of ranges, each of which 
refers to a single nucleotide. A range can be either a pair of integers such as (1 16) 
which specifies a range of values, or a list of options preceded by the keyword :set, as 
in (:set 1/4 1/8 1/16) or (:set :tenuto :staccato :sforzando). A decoder 
might look like this: 
((:set :up :down) (48 60) (5 8) (1 3) (1 3) (1 3) (1 3) (1 3) (1 3) (1 3)) 
This is a template that represents the totality of possibilities for one operon, expressed 
in a more meaningful way than the raw genotype, which makes it easier to work with 
while coding the mapping function. The above example might encode a scale of 
between 5 to 8 notes, either ascending or descending, with intervals between 1 to 3 
semitones and the lowest note in the octave below middle-C (a simplified version of 
the s-oboes specimen used in Future Perfect – see Chapter 3). Each operon would be 
encoded by 10 nucleotides, though depending on the length of the melody, which is 
determined by the second nucleotide, up to three of the last nucleotides may be 
ignored. 
A decoder element expressed as a range can contain a third number: the 
resolution, which defaults to 1. This is smallest possible change to the parameter, 
resulting from a change of 1 to its associated nucleotide. A range of (1 3) would 
allow values {1, 2, 3}, while the range (1 3 0.5) would allow {1, 1.5, 2, 2.5, 3}.    
The decode function converts a single nucleotide of a raw genotype into a slot 
value in the structured genotype. This means taking a number whose range is 0 to 
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255, regardless of its application, and convert it to a number with a smaller range, 
suited to a particular parameter. Rather than a geometric scaling from the nucleotide 
range to the output range, the function uses the modulo operator: 
This implementation results in a predictable relationship between a nucleotide 
mutation and its effect on the corresponding slot value in the structured genotype, 
which is important for developing effective strategies for mutation. 
2.4 THE VARIATION PHASE: CROSSOVER AND MUTATION 
It would take some dedicated programming to define the crossover operation 
(where parts of one specimen is combined with the complimentary parts of another) 
if it had to operate on a genotype with an arbitrary data structure. Here, the 
advantage of the raw genotype representation becomes apparent – the crossover 
operation couldn’t be simpler. The current implementation of OM-Darwin uses a 
one-point crossover: two specimens are chosen as “parents”, and an integer index is 
randomly generated. The new specimen concatenates the nucleotides before the index 
from the first parent with the nucleotides after the index from the second parent (see 
Figure 2.2). 
Because crossover and mutation occur at the level of raw genotype, those 
functions are blind to any characteristics of the structured genotype or phenotype. In 
a GA, it is important that the random mutation have some possibility of producing 
Given the nucleotide n, the range (a b) and resolution r:
return g(n) = a + ( n mod (r(b – a) + 1) ) 
OR, if the range is of the form {:set i0 i1 … ik}:
let a = 0, b = k, r = 1 and return ig(n) 
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an improvement. In the later stages of a trial especially, where the current best 
candidate is relatively well adapted, mutations need to make non-negligible changes 
that are not catastrophic. There are plenty of situations in which a simple point 
mutation (where a single nucleotide is altered by a small amount) will have 
cumulative changes over a wide swath of the phenotype. 
The default mutation method therefore employs a variety of strategies (such as 
the corrective mutation in Figure 2.2), alternating between them at random, which 
tends to be successful for most applications. An experienced and LISP-literate user 
can modify this function (or “specialize the method”, to use object-oriented 
crossover 
!"#$% ! !"#!!!!! 
!! ! !!"#!!"!!!"! !""!!"#!!!! 
!! ! !!"!!"!!!"#! !!!""!!"! 
!! ! !!"#!!"!!!"!!""!!""!!"! 
simple point mutation 
!"#$% ! !"#!!!!! 




!"#$% ! !"#!!!!! 
!! ! !"#!!!!""! 
!!! ! !!!!
! ! !!"#!!"!!!"!!""! !"#!!!!
!! ! !!"#!!"!!""!!"! !"#!!!!
Figure 2.2 Crossover and mutation operations.
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programming terminology) to optimize a GA for a particular species, which can be 
worth doing in the long run if computations become particularly expensive. 
2.5 ELITISM AND DIVERSITY MAINTENANCE 
As I mentioned in Section 2.2, OM-Darwin uses two strategies that improve 
the performance of the GA, though they don’t correspond to any equivalent 
phenomenon in nature. 
The first is elitism, which prevents the fitness of the population from 
decreasing from one generation to the next by allowing the best parent specimens to 
survive – not just the offspring. It means changing the last line of the basic algorithm 
to store the most fit specimens of ! ! !!, instead of !!. 
Another extra step added to the selection phase is a form of diversity 
maintenance. If the algorithm finds that two specimens have the same fitness, it 
discards the older specimen (age being defined as the number of generations since the 
specimen was created by mutation or crossover). Without this feature the population 
will tend to converge on a single solution at a local maximum, which means that any 
advantage over a hill-climbing algorithm is lost. It’s a digital lesson on the perils of 
monoculture. 
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 CHAPTER 3:  FITNESS FUNCTIONS IN OM-DARWIN 
OM-Darwin provides capabilities meant to facilitate the composition of fitness 
functions. These suggest certain conventions, based on what I see as the propensities 
for fitness functions in musical applications, which are as follows: 
1) they are designed to be minimized  through adaptation, rather
than maximized;
2) they tend to be modular, built out of component “sub-
functions”;
3) they can be hierarchical, where the component parts of the
function will contain others (e.g. “sub-sub-functions”); and
4) they tend to iterate over the phenotype, making multiple
evaluations of the same type of object, and either summing,
averaging, or counting the results.
The convention of minimizing functions must be followed, since it is assumed 
by the GA engine – but the others are merely suggested practices for fitness function 
design, supported by the capabilities described in the following sections. (They can be 
bypassed by using a function that evaluates each phenotype as a whole, in the case 
that the composer-programmer has other ideas entirely.) 
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3.1 MINIMIZATION VS. MAXIMIZATION 
Since the fitness function returns a real value, and the relative suitability of two 
candidates depends on a comparison of their respective fitness values, the only 
decision left to be made is whether the optimization aims to minimize or maximize 
the function. Commonly, the goal of optimization is minimization, including the 
classic “travelling salesman problem” in computer science (Croes 1958, Bellmore and 
Nemhauser 1968). In that problem the goal is to minimize the distance needed to 
visit each one of a list of cities, whose position on a 2D plane is known, by 
manipulating the order of cities visited. 
This same convention is followed in OM-Darwin: specimens with lower 
fitness values are considered to be superior. The fitness function always returns a 
positive real number, and thus a specimen with a fitness of zero represents a perfect 
solution2. This approach is convenient because it avoids having to calculate a goal 
fitness value for any given situation, and reaching a fitness of zero is a natural 
termination condition for the algorithm. 
Where a certain value !  is desired for a musical parameter, the fitness 
function need only measure the actual value ! and return  
! ! ! ! ! ! !
or, the distance between the goal and the actual measurement – this amounts to a sort 
of “penalty”. Since the algorithm attempts to minimize the fitness function, the value 
! will tend to approach !.
2 It might be better to call the fitness value the proximity to a perfect solution. I’ve 
chosen to stick with the traditional, though in this case counter-intuitive, nomenclature. 
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If, on the other hand, the composer is thinking more in terms of rules, a 
minimizing function is still no problem. As mentioned earlier, adherence to a rule can 
be expressed as a count of rule transgressions, which will tend toward 0. 
3.2 CRITERIA: MODULAR FITNESS FUNCTION DESIGN 
The criterion in OM-Darwin is the basic modular unit of a fitness function. It 
is a component fitness function (or fitness sub-function), outputting a numeric fitness 
value of its own. The global fitness function !!!! is then the sum of the output 
values of ! criteria, which can be represented by subfunctions !!! !!!! !! . There 
might be one criterion dealing with pitch class content, another applying melodic 
rules, and another controlling rhythmic density … each of these would return a real 
value to be minimized, which will tend to happen as their sum !!!! is minimized.  
3.3 EVALUATOR, SUBJECT, TEST VALUE AND RATE 
A criterion is defined using one or more of the following arguments: evaluator, 
subject, test value, and rate. Any meaningful combination of these arguments are 
interpreted as a fitness sub-function by OM-Darwin. These interpretations are meant 
to save work for the user, and also correspond logically to the criterion arguments 
being provided.  
The evaluator argument is a user-defined function, which can be applied 
iteratively to a musical object according to the subject argument. For example, if 
:note is given as the subject argument, then the evaluator function will be applied to 
each note of a candidate solution.  
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If a test value is given, then the output of the evaluator function will be 
compared to that value, rather than being interpreted as a component fitness score. 
The rate argument specifies a goal rate of occurrence, which makes sense as long as 
the evaluator output, or it’s comparison with a test value, is a boolean value.  
Interpreting the many logical combinations of arguments that can be given for 
a criterion is quite complex. For example, when no evaluator argument is provided, a 
default evaluator is applied to the other arguments provided. For a more more 
detailed description, see Appendix A. 
3.4 BALANCING WITH WEIGHTS, AND EXPONENTS 
Two criteria often interfere with one another, which means that an 
improvement with regards to one criterion tends to come at the disadvantage of 
another. This competition can often be misbalanced, with one criterion succeeding 
and another consistently failing. OM-Darwin allows the application of weights, where 
!! multiplies with the value !!!!! for each ! – this can be used to apply varying 
degrees of importance for different traits, but is also useful for correcting imbalances 
between competing criteria. 
This doesn’t work in every situation, however. Consider the following set of 
outcomes, for a fitness function !!!! with two component subfunctions: 
Each of these gives the same fitness value (1.0) – but in the interest of 
compromise, and of not having any one criterion too drastically broken, we may well 
prefer outcome #3 to outcomes #1 and #2. In many cases, finding suitable corrective 
Outcome #1: !!!!! ! !!!!, !!!!! ! !!!! 
Outcome #2: !!!!! ! !!!!, !!!!! ! !!!! 
Outcome #3: !!!!! ! !!!!, !!!!! ! !!!! 
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weights !!! for obtaining #3 is close to impossible, since we always ourselves on 
either side of a “tipping point”.  
OM-Darwin therefore allows the application of exponents to criteria, where 
exponent !! is applied to !!!!! for each !. If the values for the subfunctions in the 
above example are squared, for example, then !!!! comes to 0.82 (0.01 + 0.81) for 
outcomes #1 and #2, and 0.5 (0.25 + 0.25) for outcome #3. In general, a positive 
exponent for all criteria will tend to prioritize the correction of traits that are 
drastically off the mark. 
These elements taken together give the following as the fitness function: 
! ! ! !! ! !! ! !!
!
!!!
The default value for !! is 1, and the default for !! is 2, for all !! This 
argument is frequently manipulated by the user during GA trials – finding the right 
values for ! and ! is often a matter of trial and error. 
3.5 NESTED CRITERIA 
By giving criterion or list of criteria as the evaluator field of other criteria, a 
hierarchical fitness function can be constructed. This helps to organize the various 
components of the function, and can also improve efficiency by reducing the number 
of iterations required for evaluation.  
Nested criteria can be used to restrict the purview of a sub-function to a 
particular portion of the phenotype. The subject field can accept these restrictions, 
which are meaningful when the evaluator field is a criterion rather than a function. 
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Evaluations can be restricted to a particular range or set of indices, a span of time, or a 
single voice or set of voices. 
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 CHAPTER 4:  WORKFLOW FOR AN OM-DARWIN 
SESSION
In this chapter I describe how OM-Darwin is meant to be used by the user or 
composer-programmer. Where illustration is necessary, I will describe a species used 
extensively in Future Perfect (see Appendix A) called s-oboes. The workflow is 
summarized in Figure 4.1.  
This discussion is not implementation-specific, in that it does not assume that 
the work is being done as a visual program in OpenMusic (as in Figure 5.1), or coded 
in LISP (Figure 5.2). 
4.1 SPECIES DESIGN 
The conception of a species begins with the nature of the desired musical 
result: the phenotype. OpenMusic provides a variety of formats for musical objects, 
implemented as classes in LISP with associated visual editors: note, chord, chord-
seq (sequence of chords), measure, voice, and the polyphonic container objects for 
chord sequences and voices (multi-seq and poly). Although one of these is going to 
be appropriate for visualizing the results coming from the GA, in many cases they are 
not specialized enough to fully describe a phenotype in OM-Darwin. 
s-oboes can be visualized using a voice object, since it is monophonic and 
expressible in traditional note values. But it is more specifically defined: a melody 
consisting of sustained notes tempered in quartertones, in systematic alternation with 
quick scalar passages tempered in semitones (Figure 4.2).  
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Figure 4.1 Workflow for an OM-Darwin session 
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For most purposes, the musical object of the phenotype can be seen as a 
sequence of similar units or components. The mapping function has to iterate the 
creation of these units from the operons of the structure genotype, and then 
concatenate them, possibly in a specialized way. 
For a “custom” phenotype like this one, the composer has to decide how it 
should be divided into similar units – that is, we have to define a component. For s-
oboes this is fairly easily decided. Because of the systematic alternation, a component 
can consist of a long note, followed by a scale (with the further constraints described 
above). For s-oboes, the concatenation stage of the mapping function joins the 
components to form a continuous melody, without rests3. In another application, 
concatenation could be vertical, to create a polyphonic phenotype where each 
component is a voice. In other words, OM-Darwin makes no assumptions about how 
a phenotype is structured, other than to offer a framework for building one out of 
similar entities. 
The composer-programmer then decides how the properties of a component 
are to be encoded – here also, OM-Darwin makes no assumptions. The nature and 
meaning of the genotype parameters determine the structure of the search space, 
3 The concatenation procedure for s-oboes is actually a bit complicated, since it 
uses a specialized quantization method for handling conflicting note-values in the same beat 
(for example, quintuplets and sextuplets in the same beat would be renotated, and the length 
of the long notes are always slightly adjusted to form the simplest rhythm). 
Figure 4.2 The s-oboes phenotype 
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while the number, range and precision of their encoded values determine its size. 
Once the component has been parameterized, those parameters become slots of the 
operon class. Multiple operon instances make up the structured genotype. 
4.2 PHENOTYPIC AND ADAPTIVE CONTROLS 
This stage establishes a crucial division between the generative and descriptive 
parts of the system (see Section 1.1). If the phenotype is defined in such a way that a 
certain property is guaranteed, then that property results from a generative procedure 
in the mapping function. Other properties, which have to be achieved through 
adaptation, are the desired outcome of the descriptive part of the system. Seen this 
way, the composer has two ways of controlling properties of the output: phenotypic 
controls, and adaptive controls. 
For example, if the pitches of a chord are expressed in the genotype by their 
integer rank within a harmonic series, with the mapping function translating these 
into frequencies, then the property of belonging to a harmonic series is a phenotypic 
control. That means that all candidates of the search space have this property, and 
there is no way for mutation or crossover to alter the fact. If we wish to also control 
the adjacent harmonic intervals within the chord, we can use an adaptive control by 
adding a criterion to the fitness function. 
A reversal of the assignment of these two properties to phenotypic and 
adaptive controls is also possible, similar to the reversal of generative and descriptive 
strategies that I suggested for the tiling rhythmic canons in Section 1.2. That means 
that there are at least two approaches in this case, and the user must decides which is 
more efficient, either by instinct or by trial and error. 
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The operon class of an s-oboes component is described in Figure 4.3. The 
resolution column gives the precision to which a parameter can be expressed. Where 
the search space for a single parameter is a set of possibilities rather than a range of 
values, this set is given under the ‘elements’ column. In Future Perfect in general, 
durations are expressed in the phenotype as ratios, or fractions of a whole note, which 
correspond to traditional note values (quarter notes, eighth notes, etc.). This removes 
the necessity of general-purpose quantization at the moment of converting 
phenotypes to viewable score objects. 
The long note is expressed as an absolute pitch in quartertones, while the 
following scale is expressed as a series of intervals in semitones. The contour and 
intervallic content of each line is generated by the mapping function, and therefore 
guaranteed, letting the variation and selection parts of the algorithm deal with other 
aspects. In terms of contour, the genotype can only encode whether the scale is 
ascending or descending, and the precise sequence of intervals.  
It should be noted that certain ranges, such as the range of the “long note 
pitch” and that of “scale length” are customizable as arguments to a single trial – in 
Future Perfect this is done to automatically constrain pitches to the range of a 
particular instrument. Also customizable is the number of components, which is true 
for any species that uses the modular phenotype capability of OM-Darwin. In effect, 
slot name units range resolution elements 
long note pitch MIDI notes (21 108) 0.5 – 
long note duration ratios (1/8 5/4) 1/8 – 
scale direction – – – (:up :down) 
scale length – (1 14) 1 – 
scale intervals semitones (1 3) * 14 1 
scale note value – – – (1/12 1/16 1/20 1/24 1/28) 
Figure 4.3 Definition of an operon for the s-oboe species. 
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each change to one of these arguments gives rise to a new subspecies. Different 
subspecies of the same species share all structural properties, the mapping function, 
and the operon class, but because they have different dimensions, they have different 
decoders – furthermore, a crossover between two different subspecies would be 
meaningless4. 
4.3 THE DECODER AND MAPPING FUNCTION 
Decoders are described in Section 2.2. The decoder for a species (or 
subspecies) can be devised in a straightforward way based on the structure of an 
operon class. For example, using the information in Figure 4.3. we can give the 
appropriate decoder:  
((21 108 0.5) (1/8 5/4 1/8) (:set :up :down) (1 14) (1 3) (1 3) 
... (1 3) (1 3) (:set 1/12 1/16 1/20 1/24 1/28)) 
Only this information is necessary to translate a raw genotype to the structure 
genotype … the capability of doing that using the decoder is built-in to OM-Darwin, 
so no coding is necessary. Recent versions of the software determine the decoder 
automatically based on the operon class, so the very concept of “raw genotype” is 
relegated completely to the background.  
The mapping function, on the other hand, has to be coded. Because it has to 
be executed for every new specimen, it should be as efficient as possible. OM-Darwin 
gives it access to the phenotypes of its parent or parents, as well as a description of the 
mutation or crossover that produced it. Optionally, the programmer can use that 
4 Based on this observation, I ought to replace the term species with genus, and define 
a species as the genus plus the particular arguments for that trial. That would adhere more 
strictly to the biological metaphor (since by definition, members of the same species can 
interbreed), but in my opinion it would be less transparent for the user. 
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information to avoid building new phenotypes from scratch – for example, by only 
generating material at the point of mutation or crossover, and using the parent 
phenotypes to fill in the rest. 
4.4 FITNESS FUNCTION DESIGN 
The possibilities for building a modular fitness function are covered in 
Chapter 3. Considerations should be made for efficiency, since like the mapping 
function it needs to be evaluated for every new specimen.  
A good practice is to create the hierarchical fitness function by grouping 
criteria by subject. If there are multiple desired properties that deal with adjacent 
harmonic intervals, then a single criterion should be made with (:harmonic :adjacent) 
as the subject field, and a list of sub-criteria as the evaluator. The interpreter then 
does all evaluations for each harmonic interval in a single iteration. This is more 
efficient, and also makes for a more readable fitness function (whether it is defined in 
code or as a visual program in OpenMusic). 
4.5 EXECUTION OF THE GA 
Any new species or fitness function scheme needs to be tested, and probably 
revised. Early trials should be done using a small number of operons, perhaps even 
only a single one, to make sure the specimen behaves as expected, and that the fitness 
function results in viable path for adaptation. The smaller dimensions mean that this 
can be done quickly, because of shorter computation times for the mapping and 
fitness functions, and a manageable search space.  
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In the best-case scenario, the GA outputs a perfect result (a fitness of zero) in a 
reasonable amount of time. In other cases, we have to experiment with different 
weights and exponents to get a better result (see Section 3.6).  
It’s quite possible that a satisfactory result is not necessarily perfect. As stated 
in (Bentley 2000): 
The goal is to identify new and interesting solutions—normally more 
than one is desirable—and these solutions must be good. However, finding 
global optima may be undesirable, impractical, or even impossible. 
We know that a fitness of 0 is always a global optimum. But for a given 
problem, it’s possible that no perfect solution exists, which means that the global 
optimum fitness will be some positive value. In such cases it is generally unnecessary 
to find out what that value is, since there are likely many solutions which to are close 
enough to the optimum fitness to be acceptable … even “new and interesting”.  
However, it’s also possible that the GA will fail to make significant progress 
toward a decent solution. In this case there are a number of steps the composer can 
take: 1) restructure the fitness function; 2) rewrite the mapping function; 3) specialize 
the mutation and/or crossover algorithms; or 4) redistribute the phenotypic and 
adaptive controls. What follows is an example from Future Perfect in which the 
mapping function had to be changed in certain situations.  
In s-oboes, a change to the gene for ascending or descending (:set :up :down) 
can have a catastrophic effect on an already well-adapted specimen. If the long-note 
pitch is constant, and the intervals propagate in the opposite direction, then the range 
of the component and the pitch class content will be drastically changed. In situations 
where the sequence of long-note pitches is important to the fitness function, this 
might be a reasonable approach.  
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 An alternative approach would seem to make such a mutation less destructive 
in most cases: calculate the ascending case as usual, but in the descending case simply 
reverse the pitches. That retains the pitch content, but alters the long note pitch. In 
applications where the fitness function measures adherence to a particular set of 
pitches, this might give the algorithm more freedom to manipulate the sequence of 
ascending and descending versions of the component. 
From a feedback process of testing and redesign, possibly taking several tours 
around the circular paths shown in Figure 4.1, a composer can develop a productive 
system of species and fitness function. 
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 CHAPTER 5:  CONSTRUCTION OF FUTURE PERFECT 
Can the solution model for a GA be an entire composition – that is, can a 
species be devised whose phenotypic representation is a completed work of art? If one 
were to attempt such a thing, it’s clear that in most cases the mapping function would 
have to be very sophisticated. 
There’s a trade-off between the complexity of the mapping and the size of the 
search space. If a genotype encoded notes explicitly, the way a MIDI file does, then 
the phenotype would be very simple, and the search space extremely large – much too 
large for anything other than a conceptually minimalist work. On the other hand, a 
Figure 5.1 Subspecies, fitness function and GA execution in an OpenMusic patch 
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sufficiently small search space could be achieved using a complex mapping function 
that produces a large amount of musical information based on few parameters. 
This has its own problems, not the least of which is the computation time 
necessary to produce new specimens. There’s also the problem of volatility, because 
with a complex mapping a small change in the genotype can have a large impact on 
the phenotype. As we know, this makes it difficult for a moderately well-adapted 
specimen to be improved by crossover or mutation. 
Figure 5.2 Excerpt from LISP-coded fitness function 
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5.1 FUTURE PERFECT’S BROAD CHARACTERISTICS, AND ITS SUITABILITY
FOR A GA APPROACH. 
Owing to the above limitations, Future Perfect is not so ambitious as to be 
produced out of a single GA trial. Rather, it is a concatenation of quasi-optimal 
specimens from 41 different GA trials, each a subspecies of one of 7 or 8 species 
(depending on exactly how you define “subspecies” and “species”)5.  
My conception of the piece has its own purely intuitive genesis, but I did 
respond to the capabilities and limitations of OM-Darwin in its design. It has 
characteristics that lend itself to CAC in general, and the current state of the software 
in particular: 
1) It is very sectional. While a section of music of reasonable complexity can
be produced by a GA trial, it is limited in length by the issue of search
space size – also by the threat of monotony. Because the different GA trials
don’t communicate with each other (besides being coordinated and
arranged by the composer), it is difficult to make transitions between them.
The aesthetic of the piece consents to fairly homogenous sections,
delineated by abrupt transitions.
2) It has a relatively small  vocabulary of motives and surfaces. This allows
an economy of species design, which in turn gives the piece the cohesion of
self-similarity. Most notable is the s-oboes species and its derivatives. The
5 I’m tempted to call the piece an “ecosystem” in which multiple species 
coexist, but I think I’ll save the idea for some pie-in-the-sky prognostications in the 
concluding chapter.  
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species are nonetheless designed to accept a number of parameters for the 
definition of different subspecies.  
3) It has a mixture of quasi-diatonic, chromatic and quarter-tone
content. The pitch and intervallic content is based on a number of
concepts, from frequency-based calculations to set theory, making the
composition an interesting testing ground for various types of criteria.
This chapter delves somewhat into how Future Perfect was made using OM-
Darwin. Just as the preceding chapters don’t claim to be a user’s manual for the 
library, this chapter does not contain every detail of Future Perfect’s genesis. It offers 
some examples of what sort of work was done, and gives an idea of how a complete 
composition can be constructed from a variety of applications of the library. 
5.2 FITNESS FUNCTION EXAMPLE: DIATONIC MELODIC RULES 
Genetic algorithms are an ideal strategy for reconciling competing criteria, and 
a classic example of this is used in much of the melodic writing in Future Perfect. It 
takes the form of two simple rules, which can be applied to a non-rhythmic sequence 
of tempered pitches. Given two variables m and n, where m < n, they may be stated as 
follows: 
1. Any consecutive subset of m notes must belong to a diatonic set.
2. Any consecutive subset of n notes must not belong to any diatonic set.
 It follows that sequences with a length less than or equal to m should fit into 
some diatonic scale; likewise, any sequence of length more than or equal to n should 
not fit into any scale. In order to satisfy both these rules, a melody has to continually 
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“migrate” from one diatonic set to another, in a fluid manner. It will have tonal 
implications, but these will be unstable. 
I applied this pair of rules, with the arguments ! ! ! and ! ! !, to the 
excerpt in Figure 5.3. I also applied a criterion that tries to make 80% of the pitch 
classes belong to a C-minor melodic scale, in order to lend a certain amount of pitch 
focus to the passage. An analysis of the resulting passage in the score gives an idea of 
the level of success of this GA trial: 
Figure 5.3: Reduction excerpted from Future Perfect, mm. 129-148 
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diatonic 4-note segments: 78%      !   rate proximity 0.22 
non-diatonic 6-note segments: 83%         !   rate proximity 0.17 
pitch classes in (0 2 3 5 7 9 11): 68%   !   rate proximity 0.12 
While no perfect solution was forthcoming, the effect of these colliding criteria is 
powerful enough to give the desired effect.  
Another criterion had a successful effect on the run length of the components 
of this sequence. Here the rate changes over time, using a spline curve. Figure 5.4 
shows the degree of success with which this criterion is satisfied: the red line is the 
goal curve, and the blue line is the measured average run length. 
Figure 5.4 Scalar run length (10-operon running mean) in mm. 129-148: goal (red) vs. actual. 
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5.3 THE SPECIES OF FUTURE PERFECT 
Developed over several months of coding and composition, some of the species 
for the piece ended up with some idiosyncratic names. s-oboes are so-called because 
their format is roughly fashioned after the characteristic behaviour of the oboe in 
Kinok by Thierry de Mey (1993) (or, after my dim memory of that behaviour). The 
species s-massgen is named after an earlier algorithmic generator of block 
orchestrations created by the author, reimagined as an OM-Darwin species for this 
piece. cresc-section doesn’t reflect the nature of its phenotype very well, since 
dynamics were added after the fact – but it is a structure for a section that is used 
several times in the middle of the piece, always with a crescendo marking. 
A breakdown of the species in the piece and where they occur is given here 
(measures in bold indicate a series of instances of the same species): 
s-massgen   1-28, 34-44
s-oboes 30-33, 46-64 (5x), 129-140, 159-163
s-massgen+oboes 65-81, 259-269, 87-97
spectral-section 82-86, 98-114, 149-152, 217-257 (9x), 270-
274 
s-harmonize  112-128, 152-158
s-2instr-oboe 141-148
cresc-section 164-215 (12x)
spectral-section is another very often used species in Future Perfect. The 
phenotype is constructed from repeated-note gestures, each of which are defined by a 
pitch (with a resolution in quarter-tones), a start time, an end time, and note value 
indicating the rate of repetition. Note that the operons aren’t organized in a temporal 
order, and concatenation simply adds each gesture to a section of score as 
brushstrokes are added to a canvas. Their temporal relation to one another is designed 
using adaptive controls – for example, the increase and decrease in density of the 
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gestures in the “swells” of mm. 217-257 are controlled using a criterion of the fitness 
function, which applies an envelope to the desired cardinality (using the :simult 
subject keyword). 
The spectral-section operon also specifies the instrument that plays the 
gesture. So, like most of the other species in the piece, the final output of the GA trial 
is very close to a finished score; it is orchestrated, and the rhythms are fully notated 
(i.e., no quantization is necessary). 
5.4 ASSEMBLING THE FORM OF FUTURE PERFECT 
 For Future Perfect I devised a data type called ga-def, which bundles the 
subspecies (that is, species plus arguments), the fitness function, a tempo, and a 
finalizer, which converts the final best phenotype to a OpenMusic score object for 
visualization. This is not a native class of OM-Darwin, although perhaps it should be. 
Each ga-def instance was defined mostly in code, although I also used 
OpenMusic patches for experimentation (see Figures 5.1 and 5.2). I assigned variable 
names, some of which also took on an idiosyncratic flavour, to sections or groups of 
sections. I then organized these using the global parameter *MASTER-ORDER*, which 
specifies the order of the sections as well as the gap or overlap between them (Figure 
5.5). Each element of *MASTER-ORDER* is a list that contains a section name and the 
gap that precedes it in whole notes (a negative number results in an overlap with the 
previous section). 
I developed some further solutions for dealing with a large project. One issue 
was the storage of genotypes for the various sections of the piece. I wanted to be able 
to run an optimization on a particular species, and pick it up later, perhaps after 
changing the parameters slightly. I did this by using text files, rather than as LISP 
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variables, in order to have permanent storage of genotypes that could be organized 
using the computer file system. 
Figure 5.5 The *MASTER-ORDER* for Future Perfect 
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 CONCLUSIONS 
It is interesting to return to the comparison of genetic algorithms to constraint 
programming (backtracking). The two seem very similar in their use; both are 
methods of optimization, taking as their input a set of desired measurable traits, and 
outputting solutions or quasi-solutions to the given problems.  
Two capabilities of genetic algorithms that I personally would have difficulty 
doing without are the genotype-to-phenotype relationship, and the capability of 
measuring rates of occurrence in a logical way. A genotype/phenotype system for a 
backtracking strategy is possible, but for every application there would be some work 
involved in defining a “step” (see Section 1.5.2), and how taking that step affects the 
phenotype. The stepwise nature of backtracking also raises a conceptual difficulty 
when it comes to measuring rates of occurrence. How do you define the success or 
failure of a constraint that says that 10% of intervals must be perfect fifths, if the 
current partial solution has only 5 intervals so far? The genetic algorithm, which 
always considers complete candidates, will always be able to make a meaningful 
measurement of such a property.  
Nonetheless, the constraint-solver has advantages over the GA – notably, its 
ability to give a definitive result for the existence or non-existence of an optimal 
solution. For certain problems, it is also much more scalable than a GA. That is, the 
computation time required to find a solution may increase linearly with problem 
complexity, but not exponentially, as is virtually always the case with genetic 
algorithms. 
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It may be possible to create a unified model that includes multiple methods of 
optimization, and have a single algorithm that uses one or the other depending on the 
nature of the problem. One can already say that hill-climbing can be seen as a genetic 
algorithm with a population of one. Putting backtracking and GA’s into the same 
overarching category might take a bit more thought, but it could be very worthwhile. 
It is well known, in fact, that genetic algorithms do not scale well with 
problem complexity. It’s not uncommon for a species, in combination with a given 
set of criteria, to work very well with a subspecies of just 2 or 3 operons, but then to 
become unmanagable when that number is incresed to 10. Future Perfect 
demonstrates that a large-scale composition can be created using a number of GA 
trials. At the same time, the weakness of its multi-specimen, sectional approach is that 
the chosen quasi-optimal solutions do not interact with each other, even if they are 
adjacent. The stylistic limitation imposed on the piece by this fact underscores a need 
for new ideas for unification of specimens within large projects.  
Speculating on possible solutions to this, the metaphor of an ecosystem comes 
to mind. For two adjacent specimens to react to one another, the GA’s in which they 
are being produced need to run simultaneously. By some external factors, they would 
be made to be part of each other’s environment, and thus would have an impact on 
each other’s fitness functions.  
The specimens could then be organized into peer populations, with a single 
engine running multiple GA trials at once. Or, the formal structure of the piece could 
be controlled by a host population, and the hierarchical components of that structure 
could be something akin to parasites. 
Whether or not there is any promise in this proposal of unifying the large and 
small scales of optimization for a single piece, the idea of a “composition as 
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ecosphere” is compelling. It would at least result in some deep reflection on how form 
relates to content – much the way descriptive methods of composition, including 
genetic algorithms as implemented in OM-Darwin, invite reflection on one’s own 
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 APPENDIX A: CRITERION ARGUMENTS 
A.1 EVALUATOR AND SUBJECT
In the simplest case for a criterion, the evaluator is a function provided by the 
user that takes an entire phenotype as an argument (Figure A.1, line 1). It returns a 
real fitness value and it has to be a minimizing function. If the function returns a 
Boolean value, it is assumed that its desired output is “true” – and, because a fitness 
sub-function has to return a number, it converts a true value to 0 and a false value to 
a “penalty” of 1 (line 2). 
The subject argument addresses the fact that fitness functions are so often 
iterative. The argument is a keyword with optional qualifiers, chosen from a 
vocabulary of built-in subjects (new ones can be devised by the user): 
:pitch [:class]  
:melodic  [:signed] [:class]   
:harmonic [:signed] [:class] [:adjacent] 
:chord  
:sub-chord [cardinality] [:adjacent]  
 :fragment [length]  
:sub-seq [length] 
:block [length] [cardinality] [:adjacent] 
:voice 





ARGUMENTS PROVIDED FITNESS SUB-FUNCTION 
OUTPUT 
evaluator subject  tes t value rate 
(! = real-valued; 
T/F = boolean-
valued) 
(! = numeric; 
!! ! = set) 
! evaluator value 
T/F Single test  (true ! 0; false ! 1) 
! ! average evaluator value 
T/F ! failure rate 
! ! evaluator value disagreement 
! !! ! Single membership test (true ! 0; false ! 1) 
! ! average disagreement  (numeric subjects only) 
! !! ! rate of non-membership 
! ! ! proximity to goal rate of agreement (numeric subjects only) 
! !! ! ! proximity to goal rate ofmembership 
T/F ! ! proximity to goal rate of success 
! ! ! average disagreement of evaluator values 
! ! !! ! rate of non-membership of evaluator values 
! ! ! ! proximity to goal rate of agreement of evaluator values 
! ! !! ! ! proximity to goal rate ofmembership of evaluator values
Figure A.1 Possible interpretations of criterion definitions. 
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A simple example: for a test that must be applied to every chord of a 
progression and the results averaged, the user need only supply an evaluator function 
(it must accept a chord as its argument) and give :chord as the subject. The averaging 
is done automatically by the criterion interpreter (Figure A.1, line 3).  
The meaning of many of the other built-in subjects can be guessed. Some are 
meaningful only with certain types of phenotype; for example :sub-seq, which 
extracts a sequence of a given number of chords, doesn’t work with a polyphonic 
phenotype; and :time-span doesn’t work with a phenotype with no rhythmic 
information. 
:pitch, :melodic, and :harmonic all cause one number at a time to be 
passed to the evaluator (pitch, melodic interval, and harmonic interval respectively) – 
the others divide the phenotype into parts, in one way or another. :simult and 
:attacks do a useful kind of analysis of polyphonic phenotypes, the first iterating 
over all simultaneous sonorities created by the overlap of notes (up to a certain 
threshold duration), and the second iterates over all notes grouped by onset time. An 
evaluator that limits the cardinality of its input to 1, with a subject of :attacks, 
would attempt to prevent simultaneous onsets in a polyphonic texture. 
The :operons subject keyword means that the evaluator looks at the genotype 
directly. Take the species described in Section 2.2: to make an criterion that controls 
run length, it’s more efficient to read the gene for that parameter directly from the 
operon, rather than measuring the phenotype6. 
6 OM-Darwin doesn’t provide a subject keyword for examining the raw 
genotype, since I can’t imagine any application where that would be useful. 
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A Boolean-valued evaluator becomes a little more useful when combined with 
a subject argument. The fitness value to be minimized is then interpreted as the rate 
at which the iterated evaluation fails (Figure A.1, line 4). The desired rate of failure is 
of course zero – and unlike the Boolean evaluator that applies to the entire 
phenotype, the population can approach that ideal rate gradually, which gives the GA 
a better chance of success. 
A.2 CRITERION GOALS: TEST VALUE AND RATE
The third and fourth arguments for a criterion are responsible for the 
remaining 11 lines of Figure A.1. They provide a simple way of expressing (and 
adjusting) the goal of the criterion, and in many common cases (lines 7-10) they 
preclude the necessity of providing an evaluator at all. 
In lines 5 and 6, the evaluator returns some kind of measurement, rather than a 
fitness value. If the test value is a number, then the interpreted function returns the 
formula ! ! ! , where ! is the goal value and ! is the actual measured value. The 
fitness value is the disagreement of the evaluator output with the goal value. The test 
value can also be a range of values, !!"# and !!"#, in which case the disagreement 
is the amount by which the evaluator output falls outside the range: 
!! ! ! !
! ! !!"# !!!!!!!!!!!!!!!!!!!!!!!! ! !!"#
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"# ! ! ! !!"#
! ! !!"# !!!!!!!!!!!!!!!!!!!!!!!!! ! !!"#
Lastly, the test value can be a set of possibilities (line 6). Then the interpreted 
function returns the rate of non-membership over the iterated subject … this rate will 
tend to zero via the minimizing optimization, resulting in full membership. 
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If no evaluator is given for a criterion, then the comparisons shown above 
apply to the subject directly. It is the same as though the LISP function #’identity 
were given along with a subject keyword, which simply returns its own input. If the 
test value is numeric (a single goal value, or a range) then the subject must also be a 
single number. The only built-in subject keywords that suit this purpose are :pitch, 
:melodic, and :harmonic. If the test value is a set, then the subject keyword can be 
anything (although some choices would be rather ungainly, particularly :operon.) 
The optional fourth argument for a criterion, the rate, is meant to be a 
floating-point number between 0 and 1 (equivalent to a percentage rate from 0% to 
100%). If a rate is provided, then this becomes the goal for the criterion. The 
comparison to the test value, whether it is numeric or a set, becomes a Boolean value. 
The measured rate for a specimen, !, is a calculation of how often the evaluator 
output (or test subject) agrees with the test value. The fitness sub-function then 
returns the proximity of the measured rate to the goal rate ! with the minimizing 
formula ! ! ! . The rate is meaningless without a subject keyword, because it 
requires multiple evaluations by iteration. It also requires a test value, unless the 
evaluator returns a Boolean value (line 11 – an interesting special case, since it is the 
only unpaired combination of arguments in Figure A.1). 
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