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While phase response theory for limit cycle oscillators is a well established tool for the study
of synchronization with predictive powers beyond simple linear response, an analogous, unified
approach for the study of phase synchronization for autonomous chaotic oscillators has not been
developed so far. The main source of ambiguity for such an approach is chaotic phase diffusion and
the absence of a unique, geometrically meaningful phase. Here we present a new approach to phase
response theory for autonomous, structurally stable chaotic oscillators based on Lyapunov vectors
and shadowing trajectories. We also present an averaging technique for the slow dynamics of a
suitably defined geometric phase difference between a chaotic oscillator and a driving force which
can be used to estimate a phase coupling function in experiments. Our work opens the door for
systematic studies of synchronization control of chaotic oscillations across scientific disciplines.
PACS numbers: 05.45.Xt,05.45.Gg
Synchronization of self-sustained oscillators plays a vital
role in many systems, ranging from biological systems to
artificial devises [1–4], and its understanding is essential
for prediction and control of collective behavior. Syn-
chronization can manifest in many forms, weakly as a
resonance [5] or more strongly as a locking of oscillation
frequencies, phases, complete or generalized synchroniza-
tion [6]. Phase synchronization in weakly coupled, au-
tonomous limit cycle oscillators can be understood by
linear phase response theory, which describes the evolu-
tion of a phase ϕ = ϕ(t), defined on a circle with the
perimeter of its natural period 2pi/ω0, in linear order of
a perturbation ε~p(ϕ, t) as
ϕ˙ = 1 + ε~Z(ϕ) · ~p(ϕ, t). (1)
Note that in this convention, phase has the dimension
of time. Equations like (1) are sometimes referred to as
Winfree type phase equations in recognition of his uni-
fying works in mathematical biology [2, 7]. The func-
tion ~Z(ϕ) is called sensitivity function and its compo-
nents are proportional to phase response curves (PRCs).
The PRCs essentially determine a system’s synchroniza-
tion behaviour and are used in mathematical modelling
of weakly coupled oscillators across scientific disciplines
from biology, in particular neurosience [8] and chrono-
biology [2], chemistry, ecology to electrical engineering
and many others [1]. Based on the PRCs it is possible to
design perturbation protocols that may stabilize or desta-
bilize various cluster states in ensembles of oscillators in-
cluding complete synchronization and the asynchronous
state [9] or perform a certain control in an optimal way
[10]. While Eq. (1) describes the change of phase velocity
in linear order of ε, the equation is nonlinear in ϕ and
even small perturbations can aggregate to nonlinear syn-
chronization effects. There are three common approaches
to obtain the PRCs of autonomous limit cycle oscilla-
tors as described in the works of Winfree, Kuramoto and
Malkin, based on asymptotic phase shifts caused by sin-
gle impulses at a prescribed phase, as the gradient of
isochrones that are parameterized by the periodic phase
[3, 7], or as the solution to an adjoint linearized equation
[11]. Instead of measuring phase shifts caused by single
impulses one can also measure changes in the average
frequency ωε caused by phase dependent perturbations
ωε
ω0
= 〈ϕ˙〉t = 1 + ε
〈
~Z(ϕ) · ~p(ϕ)
〉
ϕ
. (2)
The perturbation may be pulsed to obtain the PRCs at
a prescribed phase, or harmonic in ϕ to measure the
Fourier components of the PRCs. Even simpler equa-
tions can be obtained by phase averaging [1, 3]. Suppose
a perturbation ~p = ~p(t) is periodic in time with the same
frequency ω0 as the unperturbed oscillator. Then, for
perturbations ε~p = ε~p(αt) with α ≈ 1 and ε 1, the 2pi
periodic angular phase difference ψ = ω0(ϕ−αt) evolves
slowly, so that one can average Eq. (2) over one period
with fixed ψ, resulting in
α+
ψ˙
ω0
≈ 〈ϕ˙〉ϕ = 1 + εg(ψ) =
ωε(ψ)
ω0
. (3)
with the so called phase coupling function
g(ψ) =
〈
~Z(ϕ) · ~p
(
ϕ− ψ
ω0
)〉
ϕ
=
1
ε
(
ωε(ψ)
ω0
− 1
)
. (4)
Phase synchronization occurs in a parameter region
called Arnold tongue when gmin < (α − 1)/ε < gmax,
where gmin and gmin are the minimum and maximum
values of g(ψ), respectively. Phase averaged equations
for slowly changing phase differences like Eq. (3) are
sometimes referred to as Kuramoto type. The Syn-
chronization transition in a heterogeneous ensemble of
oscillators predicted by Winfree [7] could be treated
analytically by Kuramoto using this coupling type [12].
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2Since the discovery of chaotic phase synchronization
[13] few approaches have been suggested to generalize
phase response theory to autonomous chaotic oscillators
and to define PRCs or phase coupling functions [14–18].
The main difficulty is, that due to mixing and chaotic
phase diffusion, usually no differentiable isochrones
exist in chaotic oscillators. Phase shifts caused by
pulsed perturbations are not asymptotically constant
and can therefore not be measured in a unique way. In
this Letter we show that Malkin’s method still defines
a meaningful phase response function on the chaotic
attractor, and frequency changes in response to phase
dependent perturbations give another, experimentally
accessible definition of an average PRC or phase coupling
function. In the following we first present the conjecture,
which is the basis for the phase and frequency response
theory, then generalize the averaging method for slowly
changing phase differences to chaotic oscillators and
finally demonstrate our methods numerically.
Phase response conjecture for shadowing trajecto-
ries: Given a trajectory ~x0(ϕ) on a uniformly hyperbolic
invariant set of a flow generated by a dynamics
d~x0/dϕ = ~f(~x0) and without any other continuous
symmetries than time-shift invariance, for any suffi-
ciently small perturbation ε~p(~x, t) of arbitrary but finite
duration, i.e. ~p(~x, t /∈ [t0, t0 + T ]) = 0, there exists a
unique time isomorphism ϕ = ϕ(t) with ϕ(t0) = t0
and a unique ε-close shadowing trajectory ~xε(t) such
that d~xε/dt = ~f(~xε) + ε~p(~xε, t) holds exactly and
limt→±∞ |~xε(t) − ~x0(ϕ(t))| = 0. The time derivative of
ϕ in linear order of ε is given by
ϕ˙ = 1 + ε~Z(~x0(ϕ)) · ~p(~x0(ϕ), t) = 1 + εQ(ϕ, t) (5)
where the linear phase response function ~Z(~x0) is the
unique vector field orthogonal to the stable and unstable
manifolds at ~x0 and normalized to ~Z(~x0) · ~f(~x0) = 1. 
A mathematical proof of the existence of a shad-
owing trajectory for flows was given in [19] and
equivalence of Lipschitz boundedness of the shadow
to structural stability was given in [20]. In addition,
by imposing the boundary condition ϕ(t0) = t0 and
requring asymptotic convergence of the shadow to the
unperturbed trajectory the isomorphism ϕ = ϕ(t) and
the shadow ~xε(t) are defined uniquely. Moreover, using
co-variant Lyapunov vectors [21], the phase and the
shadowing trajectory can be constructed explicitly in
the linear order of ε [28]. The conjecture is also valid
for structurally stable invariant sets of non-hyperbolic
dynamics, such as unstable periodic orbits (UPOs)
embedded into a non-hyperbolic chaotic attractor. It
generalizes the approaches of Malkin, Kuramoto and
Winfree to the case of uniformly hyperbolic chaotic
attractors. Isophases are defined locally as the product
space of the stable and unstable manifolds at ~x0(ϕ) and
the asympotic phase difference between an unperturbed
trajectory and its perturbed shadow is given by the time
shift caused by the perturbation. Equation (5) has the
same significance as Eq. (1) for periodic oscillators; it is
a nonlinear equation for the phase dynamics based on
linear response theory, separating the effect of a pertur-
bation into a product of a phase response function and
the perturbation itself. This makes it possible, to use
linear methods to construct perturbations that optimize
the response Q(ϕ, t) for some purpose [9, 10]. Note that
the phase and phase differences are no longer directly
associated with a periodic, dimensionless angle-like
coordinate, in the following called geometric phase ϑ or
geometric phase difference ψ, to distinguish it from ϕ.
Instead it plays the role of a nonlinear reparametrization
of time.
Yet most perturbed trajectories will not end up on the
stable manifold and will thus not converge to the unper-
turbed reference trajectory. The shadowing trajectory
is in general not a typical response of the system to a
perturbation. In fact, time averaged quantities along
the shadowing trajectory, which is an exact solution of
the perturbed dynamics, are not necessarily identical to
averages with respect to the natural SRB (Sinai, Ruelle
and Bowen) measure [22] of the perturbed system, an
assumption nevertheless used in the already widely
applied shadowing sensitivity method [23]. Can we thus
learn something about the synchronization of a typical
trajectory from the linear phase response of an atypical
trajectory? It has been argued that phase synchroniza-
tion of chaotic oscillators to a weak external driving
force occurs when sufficiently many UPOs synchronize
to the driving force [24]. But if sufficiently many UPOs
synchronize, the shadowing trajectory, which approaches
the UPOs in turns, will also synchronize. It is much
easier to construct the Lyapunov vectors along a typical
unperturbed trajectory, and from these the phase in
response to a perturbation, than to determine UPOs and
their individual Floquet vectors and Arnold tongues via
shooting and Newton method. Our method has therefore
a big computational advantage over any periodic orbit
expansion.
Because of chaotic phase diffusion, identical mean
frequencies of a chaotic oscillator and an oscillatory per-
turbation do not correspond to a fixed geometric phase
relation. In fact, the definition of a geometric phase for
chaotic attractors is not even unique in contrast to limit
cycles [14]. A geometric phase ϑ = ϑ~σ(~x) : Rd → S1
may be characterized by a tuple ~σ of parameters. If
phase velocity is positive everywhere on the attractor
and the phase increases by 2pi for every crossing of a
Poincare section ϑ~σ(~x) = Θ, the number of rotations,
and thus the average phase velocity and phase diffusion
constant, are independent of the particular choice of ϑ~σ.
Suppose, the deviations from a proto-phase ϑ0(~x) can
be expanded to some order into an appropriate set of
3non-constant, differentiable functions qk(~x)
ϑ = ϑ~σ(~x) = ϑ0(~x) +
∑
k
σkqk(~x) (6)
then with ϑ˙0 = ~∇ϑ0 · ~f and q˙k = ~∇qk · ~f we have
ϑ˙~σ(~x) = ϑ˙0 +
∑
k
σkq˙k = ω0 + η~σ(~x). (7)
The term η~σ(~x) quantifies the deviation of the phase ve-
locity from its mean and is responsible for chaotic phase
diffusion. Using the method of linear least squares [17] it
is possible to find the unique optimal set of parameters
~σ that minimizes the variance of η~σ on the attractor as
the solution ~σ of∑
k
〈q˙lq˙k〉σk =
〈
q˙l(ω0 − ϑ˙0)
〉
. (8)
For such an optimized geometric phase one can assume
an approximately fixed phase relationship between the
oscillator and a periodic driving force ~p(t) of frequency ω0
with a diffusively growing error of the order
√
t · std(η~σ).
We can now define the average phase coupling function
for the geometric phase difference ψ = ϑ− αω0t accord-
ing to Eq. (3). The phase coupling function g(ψ) can
be determined experimentally from frequency shifts in
response to a perturbation ~p(~x, ψ) = ~p
(
1
ω0
(ϑ(~x)− ψ)
)
which is not explicitly time dependent. Phase synchro-
nization within the Arnold tongue is predicted by the
maximum and the minimum of g(ψ). Equation (5) only
describes the full system’s frequency response to pertur-
bations in the stable and neutrally stable directions, but
the actual frequency shift in typical trajectories, as well
as in experiments will also have contributions from per-
turbations into the unstable directions. In general
ωε(ψ) =
〈
~∇ϑ ·
(
~f + ε~p
)〉
µε
, (9)
where µε = µ0 + εδµ is the SRB measure of the per-
turbed system. The perturbation can be split into the
three components: ~p−, ~p ∅, and ~p+ in the stable, neu-
tral, and unstable directions, respectively. These compo-
nents can be calculated explicitly using bi-orthonormal
co-variant Lyapunov vectors ~vk and co-vectors ~uk [28] as
~p =
∑
k p
k~vk =
∑
k ~v
k
(
~uk · ~p) , with ~uk · ~vk′ = δkk′ and
|~vk| = 1. The neutrally stable direction ~v ∅(~x)||~f(~x) cor-
responds to the time-shift invariance in the direction of
the flow. Furthermore, because ~Z||~u ∅ ⊥ ~p+, ~p− the fre-
quency response to perturbations in the stable and neu-
traly stable directions is given exactly by the frequency
change of the shadowing trajectory and the average of
~Z · ~p with respect to µ0. Note that this is the same re-
sponse obtained by the method described in [23]. How-
ever, this method fails to calculate the response to pertur-
bations into the unstable directions, which is is composed
of an averaged instantaneous frequency shift ~∇ϑ ·~p+ and
a frequency shift caused by changes δµ+ in the natural
SRB measure in response to ~p+
1
ε
(
ωε
ω0
−1
)
=
〈
~Z · ~p
〉
µ0
+
〈
~∇ϑ · ~p+
〉
µ0
ω0
+
〈
~∇ϑ · ~f
〉
δµ+
ω0
.
(10)
In the absence of chaotic phase diffusion, ~∇ϑ · ~f = ω0
holds identically and ~∇ϑ = ω−10 ~Z [2, 3, 11]. Then,
the second term on the r.h.s. in Eq. (10) vanishes be-
cause ~Z ⊥ ~p+. The third term also vanishes because
〈C〉µε = 〈C〉µ0 for any constant C so that 〈C〉δµ = 0. In
the presence of chaotic phase diffusion, these terms do
not vanish. In principle, the second term can be com-
puted as an average along the unperturbed trajectory
because ~p+ is available. The third term may be calcu-
lated using Ruelle’s linear response theory [25]. However,
a numerical method to calculate the response function
explicitly has not been developed so far. In fact, for a
system that is not structurally stable, where the SRB
measure is not differentiable into the unstable direction,
the third term may scale as a fractional power of ε, re-
flecting non-differentiable response. We therefore treat
these two terms as systematic error of unknown absolute
value and scaling in ε and formulate the estimation
g(ψ) =
〈
~Z · ~p
(
ϑ− ψ
ω0
)〉
µ0
+O
(
std(|~p+|) · std(ϑ˙)
)
. (11)
We are now ready to test our theory in numerical sim-
ulations using the Roessler system in the non-hyperbolic
chaotic regime. Most examples of autonomous chaotic os-
cillators in the literature are not hyperbolic, apparently
limiting the application of our theory to rare constructed
examples [26]. On the other hand, the convergence of
the algorithm to determine the co-variant Lyapunov vec-
tors [21] seems to be rather robust against infrequent
tangency of stable and unstable manifolds within the at-
tractor and linear response may still be a good approx-
imation for perturbations that cause structural transi-
tions with non-differentiable response [27]. In particular,
this would be the case if the main UPOs that participate
in the chaotic dynamics are structurally stable against
the applied perturbations. The forced Roessler system
we consider is
x˙ = −y − ez + εp(x, t),
y˙ = x+ ay, (12)
z˙ = e−zb+ (x+ c),
p(x, t) = A cos(αω0t)− x
with a = 0.25, b = 0.9 and c = 6.0 in the phase coherent
chaotic region, and with a weak periodic forcing ε~p(~x, t)
with A = 5.0. As proto-phase we use ϑ0 defined by x =
R cosϑ0, y = R sinϑ0 and R
2 = x2 + y2 and construct
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FIG. 1: Simulation results for the Roessler system (12). (a)
x-component PRC of ~Z(~x) as a function of ϑ(~x). (b) Un-
perturbed trajectory (thin black line), shadowing trajectory
(bold gray line) and perturbed trajectory (thin red line) in
the periodically forced system with ε = 0.005, α = 1.0. (c)
Phase coupling function g(ψ) from the frequency response to
a perturbation px = 5 cos(ϑ − ψ) − x for various perturba-
tion strengths and fit g(ψ) = A cos(ψ − ψ0) + B to the data
ε = 0.01 (solid black line). The bold gray curve ist the phase
coupling function predicted by (11). (d) Arnold tongue of the
periodically forced Roessler system (solid blue area), of the
shadowing trajectory (hatched area), and the borders of the
Arnold tongue predicted by the phase coupling function g(ψ)
obtained from the averaged phase response of the shadow-
ing trajectory ~Z · ~p (bold black lines) and from the frequency
response in the full Roessler system at ε = 0.01 (triangles).
a geometric phase ϑ~σ [Eq.(6)] optimized for uniformity
with q+klm = cos(kϑ0)R
lzm and q−klm = sin(kϑ0)R
lzm,
with k ≤ 4, l ≤ 3 and m ≤ 1. The constant terms
q+000 and q
−
0lm do not influence the variance of the angu-
lar velocity and are neglected in the optimization. We
use σ+000 = −2.1 to obtain a good correlation between
cosϑ0(~x), cosϑ(~x) and x [28]. Using this optimized geo-
metric phase the variance of the phase velocity is reduced
to 2% of the variance of ϑ˙0 [17, 28]. The phase of the forc-
ing can be locked to the geometric phase of the Roessler
oscillator as
p (~x, ψ) = A cos(ϑ(~x)− ψ)− x (13)
and the phase coupling function g(ψ) is determined from
the shift of the average frequency in response to this
time-independent perturbation. After we determined
the shadowing phase response function ~Z(ϕ) (Fig.1a),
we computes the average frequency of the shadowing
trajectory under periodic forcing directly from Eq. (5)
as a function of α and ε. In Fig.1b we compare
an unperturbed trajectory to a perturbed trajectory
with the same initial condition and the reconstructed
shadowing trajectory under periodic forcing with ω0.
The shadow deviates on average (geometric mean)
by 0.04 from the unperturbed trajectory but larger
deviations of order O(1) do occur intermittently [28] due
to non-hyperbolicity. In Fig.1c we show the frequency
response of the Roessler system to perturbations (13)
for different ψ and ε values, the phase coupling function
fitted to the data with ε = 0.01 (thin black line) and
the response (11) predicted by the shadowing conjecture
(thick gray line). The Arnold tongue in the α-ε plane,
where the full system and the forced shadow synchronize
are shown in Fig.1d as a blue and a hatched area
respectively. The Arnold tongue predicted from the
maximum and the minimum of phase coupling function
g(ψ) are shown as solid lines for frequency response of
the shadow and triangle markers for the full systems
frequency response.The agreement between the actual
Arnold tongue and the predictions based on the PRC
Z(~x) or based on the phase coupling function g(ψ)
determined from perturbation experiments or Z(~x)
(Fig.1c) is remarkable. However, errors between 5% and
15% in the slope predicted from the frequency response
(cf. Fig.1c) and from the perturbations in the unstable
directions (Eq. (11),[28]) may be expected using the
phase averaging method presented in this paper.
In conclusion, by identifying phase as a time isomor-
phism instead of an angle-like variable in state space we
were able to generalize phase response theory of stable
limit cycle oscillators to autonomous oscillations on arbi-
trary hyperbolic invariant sets, and chaotic attractors in
particular. The main results of this paper are the phase
response conjecture for shadowing trajectories, and an
averaging method for weakly perturbed autonomous
chaotic oscillators with small chaotic phase diffusion to
obtain a phase coupling function based on the frequency
response of the system. Our work gives a theoretical
justification for previously proposed phase descriptions
of chaotic oscillators [14–18] and opens the door for
systematic studies of synchronization control of chaotic
oscillations across scientific disciplines.
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Supplemental Material
Co-variant Lyapunov vectors of a hyperbolic map can be
determined using the method described in [21] which we
will briefly review in the following. Let ~xn+1 = ~M(~xn)
be an orbit within an invariant set of the unperturbed
system and Jn the map Jacobian at ~xn. Using repeated
Gram-Schmidt QR-decomposition on the orthogonal ma-
trices Qn
Qn+1Rn = JnQn (14)
during forward iteration the collumn unit vectors ~q kn of
Qn in sequence of the index k align to span the k-most
expanding subspaces according to the Lyapunov expo-
nents λk ≥ λk+1. We define the co-variant Lyapunov
unit vectors as the collumn vectors ~vkn of the matrices
Vn = QnCn (15)
with upper triangular matrices Cn of unit length collumn
vectors where
RnCn = Cn+1diag
(
Rkkn
)
. (16)
Note that since the Rn are upper triangular, the product
with Cn is also upper triangular and the factors R
kk
n used
to re-normalize the collumn vectors ~c kn+1 are the diagonal
elements of Rn. However, the matrices Cn are generated
by backward iteration
Cn = R
−1
n Cn+1diag
(
Rkkn
)
. (17)
During the backward iteration the co-variant Lyapunov
unit vectors ~v kn will align with the least expanding direc-
tion within the subspaces spanned by (~q 0, . . . , ~q k−1, ~q k).
Hence the co-variance of the Lyapunov vectors is ex-
pressed as
JnVn = Vn+1diag
(
Rkkn
)
. (18)
The Lyapunov exponents of the map are the average val-
ues λk =
〈
log
∣∣Rkkn ∣∣〉n. Convergence to matrices Qn that
are asymptotically independent from an initial orthog-
onal matrix Qn−m in the forward iterations and matri-
ces Cn that are asymptotically independent from an ini-
tial upper triangular matrix Cn+m with unit length col-
lumn vectors in the backward iterations is achieved by
an appropriatly long transient m in both directions. If
~x(t+τ) = ~M(~x(t), τ) is the solution of an ordinary differ-
ential equation ~˙x = ~f(~x, t) then the map Jacobian evolves
as ∂τJM = Jf and may be integrated along with the ODE
using a Runge Kutta method or an explicit Euler scheme
JM ≈ 1 + τJf for small time steps τ . Time shift sym-
metry of autonomous ODEs ~f(~x, t) = ~f(~x) and other
continuous symmetries correspond to subspaces of zero
Lyapunov exponents spanned by the vectors generating
the symmetries. In case of time shift symmetry the cor-
responding co-variant Lyapunov vectors are ~v ∅n ||~fn. The
co-variant Lyapunov co-vectors are simply the collumn
vectors of Un = V
−1>
n . These matrices evolve as
J−1>n Un = Un+1diag
(
1/Rkkn
)
. (19)
The transposed inverse of the map Jacobian
J−1>M ≈ 1 − τJ>f is the solution of ∂τJ−1>M = −J>f ,
i.e. the Lyapunov co-vectors are solutions of an adjoint
linearized equation.
The co-variant Lyapunov vectors and co-vectors
form a bi-orthonormal base with VnU
>
n = U
>
nVn = 1.
With ~hn+1 = Jn~hn We have
Vn+1U
>
n+1
~hn+1 = JnVnU
>
n
~hn = Vn+1diag
(
Rkkn
)
U>n~hn
(20)
6and thus
U>n+1~hn+1 = diag
(
Rkkn
)
U>n~hn (21)
The components hk = ~uk ·~h of a vector ~h in the directions
of the co-variant Lyapunov vectors ~vkn are decoupled, i.e.
hkn+1 = R
kk
n h
k
n. For flows, the Lyapunov exponents λ
k
are the Lyapunov exponents of the forward propagator
map divided by the step size in the infinitesimal step
size limit.
Using this method we obtain the co-variant Lya-
punov vectors ~v k(~x0) for the unperturbed Roessler
system (Eq. 12 with ε = 0). They point into the
neutrally stable, stable and unstable directions ~v ∅, ~v−
and ~v+ at the points ~x0 of an unperturbed trajectory.
The Lyapunov exponents are λ∅ = 0, λ− = −5.622
and λ+ = 0.093. The neutrally stable direction for the
autonomous Roessler system is in the direction of the
flow field. The Lyapunov co-vectors ~u ∅ are orthogonal
to the stable and unstable directions. Accordlingly we
define the phase response function as the vectors
~Z =
~u ∅
~u ∅ · ~f
. (22)
We have integrated the unperturbed Roessler system
in the main text over a time period ϕ1 − ϕ0 = 2000
with about 330 oscillations (ω0 ≈ 1.03) in time steps of
dϕ = 0.001. The dynamic variable z is the logarithm of
the third component in the usual Roessler system and
the ODE is modified accordingly. We use this unconven-
tional representation to prevent numerical instabilities
for very low values of the third component, making addi-
tive perturbations or numerical errors in the z-direction
effectively multiplicative in the original variables.
From the geometric proto-phase ϑ0(~x) with x = R cosϑ0,
y = R sinϑ0 and R = x
2 + y2 we construct a phase
ϑ = ϑ~σ(~x) as
ϑ~σ(~x) = ϑ0(~x) +
4∑
k=0
3∑
l=0
1∑
m=0
∑
±
σ±klmq
±
klm(~x) (23)
with
q+klm(~x) = cos(kϑ0)R
lzm,
q−klm(~x) = sin(kϑ0)R
lzm, (24)
σ−0lm = 0 and σ
+
000 = −2.1. The other coefficients σ±klm
were determined by the method of linear least squares,
minimizing the variance of ϑ˙~σ. We have ϑ˙0 = 1.0347 ±
0.52 and ϑ˙ = 1.0346 ± 0.07 (mean ± std.) leading to a
very uniform geometric phase velocity (Fig.S1d). We use
this optimized geometric phase in the determination of
the averaged phase coupling function from the frequency
response to a perturbation applied only to the x-variable
as
~p = ~ex [A cos (ϑ(~x)− ψ)− x] (25)
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FIG. 2: (a) Chaotic attractor of the Roessler system with
points colored according to the optimized geometric phase
ϑ = ϑ~σ in sclices between ϑ = Θk = 2pik/12. The bold line
marks ϑ = 0. (b) Geometric phase velocity as a function
of the geometric phase for the original polar angle ϑ0 (light
green) and the optimized geometric phase (dark blue). (c)
The geometric phase is shifted such that cosϑ and x correlate.
(d) Deviations h+(t) and h−(t) of the shadowing trajectory
from the unperturbed trajectory for a perturbation of short
duration (T = 6). (e) Local Lyapunov exponents in the un-
perturbed Roessler system. The solid horizontal lines mark
zero and the dashed lines the average. (f) Deviation of the
shadowing trajectory from the unperturbed trajectory in the
periodically forced system with ε = 0.005 and α = 1.0. The
geometric average of the distance is 0.04 (dashed line). Large
deviations are caused by repeated excursions to areas where
λ+(ϕ) is negative.
The frequency response is measured for the shadowing
trajectory from the average of ~Z · ~p and in addition from
the long time average of ϑ˙ in numerical integrations of
the fully perturbed system. The perturbation can be
decomposed as ~p = VU>~p =
∑
k p
k~vk. The standard
deviation of |~p+| depends on the phase shift ψ. We find
2.5 ≤ std(|~p+|) ≤ 16.3 and thus the error in the estima-
tion of g(ψ) from the frequency response of the shadowing
7trajectory
0.012 ≤ 1
ω20
std(|~p+|)std(ϑ˙) ≤ 0.082 (26)
corresponding to an error of 1% for gmin and 25% for
gmax.
Method to obtain the shadowing trajectory
All the following arguments are valid to the linear order
of ε. The evolution equation for the shadowing trajectory
is given as
d~xε
dt
= ~f(~xε) + ε~p(~xε(t), t) (27)
The shadowing trajectory is written as ~xε(t) = ~x0(ϕ(t))+
~h(ϕ(t)), where ~h is assumed to be O(). For small ε, there
is the one-to-one correspondence between t and ϕ, where
t(ϕ) is found by integrating the inverse of Eq. (5), i.e.,
dt
dϕ
= 1− ε~Z(~x0(ϕ)) · ~p(~x0, t). (28)
Because ε~p(~xε(t), t) = ε~p(~x0(ϕ(t), t) +O(ε
2), we may re-
gard ~p as a function of ϕ. We can thus decompose the
displacement h(ϕ) and p(ϕ) as
~h(ϕ) =
∑
k
hk(ϕ)~vk(ϕ), (29)
~p(ϕ) =
∑
k
pk(ϕ)~vk(ϕ). (30)
By linearizing Eq. (27), we obtain
d
dt
hk(ϕ(t)) = λk(ϕ(t))hk(ϕ(t)) + εpk(~x0(ϕ(t)), t). (31)
Further, because dh
k
dt =
dhk
dϕ
dϕ
dt =
dhk
dϕ + O(ε), we find
that the evolution of the displacements hk is given by
the decoupled, inhomogeneous linear ODEs
d
dϕ
hk(ϕ) = λk(ϕ)h
k(ϕ) + εpk(~x0(ϕ), t(ϕ)). (32)
In uniformly hyperbolic systems we can obtain O(ε)
bounded solutions for the boundary value problems
h−(ϕ0) = 0 and h+(ϕ1) = 0, i.e. a perturbed trajectory
that is fully contained in the unstable manifold at the
beginning of the perturbation and fully contained in the
stable manifold at the end of the perturbation by inte-
grating Eqs. (28) and (32) forward in time for the stable
components h− and backward in time for the unstable
components h+ (Fig. S2d). Since the shadow is obtained
in linear order of the perturbation strength it should
have the same accuracy as the long time linear least
squares shadow solution and could be used for the sensi-
tivity analysis based on that [23]. Note that because the
Roessler system is not uniformly hyperbolic (Fig. S1e)
the shaddow shows intermittent episodes of large devia-
tions from the unperturbed trajectory (Fig. S1f).
