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The fact that there is exactly one cubic graph irreducibly non-representable 
on a plane was demonstrated by C. Kuratowski in 1930. This paper gives 
bounds for the number of nodes in a cubic graph irreducibly non-representable 
on a surface S in terms of the number of nodes of subgraphs. An upper bound 
(866) is given for the number of nodes in a cubic graph irreducibly non-represent- 
able on a projective plane. 
1. INTRODUCTION 
An irreducible graph, of: one irreducibly non-representable on a surface S, 
is a graph G such that it is non-representable on S but every proper 
subgraph of G is representable on S. 
Any graph which cannot be represented on a surface obviously has at 
least one irreducible subgraph. 
1.1. Historical Notes 
The fact that there are only two graphs irreducibly non-planar was 
proved by Kuratowski [I]. The word irreducible was used by Frink and 
Smith [2], who stated without proof that they had conditions for a graph 
to be non-planar. Kagno [3] in discussing graphs irreducibly non- 
representable on a projective plane or torus gave a large incomplete list 
of examples. The introduction to his paper contains misleading historical 
remarks and erroneous statements about the connection of representability 
with coloring, but the proofs of his specific results, while hard to read, 
* This research was supported by Grant NGL-21-002-206, from the National Aero- 
nautics and Space Administration. 
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are mostly c0rrect.l He gives theorems on the genus of a graph as a function 
of the genus of subgraphs [3, pp. 54-561. These theorems are also 
by Battle et at. [4]. 
Attention was again directed to irreducible graphs by 
whose far-reaching results on map coloring on higher 
interest in this problem. Griinbaum [6] announced th 
finitely many irreducible graphs, non-representable on a projective plane, 
but gave no further details. 
Milgram [l I] gave, together with some unrelated results, a detaile 
proof that a cubic graph irreducibly non-representable in the projective 
plane can have at most 1194 nodes. The present paper contains a simplified 
version of the proof. No proof of the corresponding statement for general 
(i.e., non-cubic) irreducible graphs has yet appeared. 
The notation and terminology in this paper follows Youngs [7]. 
1.2. Some Notations 
A graph G is an ordered pair (GO, G1) where GO is a non-empty finite 
set of objects, and G1 is a set of unordered pairs of distinct elements of 
GQ. 
The objects in Go are called nodes and those in G1 are known as edges 
of the graph G. 
The number of objects in Gi is designated by jl Gi j/, i = 0, 1. 
If X is a surface, an edge or arc in X is a homeomorphic image of the 
closed unit interval; an open edge is an edge less its two end-points, the 
images of 0 and 1. 
If G is a graph where 
Go : n, ,..., nk , 
G1 : e, ?..., e, p 
I Theorems 2 and 4 [3, p. 561 are, however, false. Theorem 2 claims that if G1 is a 
graph irreducibly non-representable on a sphere with p cross-caps and 6, is a graph 
irreducibly non-representable on a sphere with q cross-caps, then the graph formed 
by the disjoint union of Gr and Gz is irreducibly non-representable on a sphere with 
p -k q + 1 cross-caps. Counterexamples can be made using graphs which are non- 
representable on a sphere with two cross-caps but which are representable on a torus. 
Let GI be such a graph and let G, be K3,3 which is irreducibly non-planar. Then GI f  G2 
can be represented on a sphere with three cross-caps because such a surface is also a 
sphere with a handle (a torus) and a cross-cap. Similarly, his Theorem 4 is incorrect. 
Kagno erred in overlooking the peculiar fact that replacing q cross-caps by 2-cells 
on a sphere with p +- q cross-caps need not result in a sphere with p cross-caps; if p. 
is even it can also result in a sphere with p/2 handles, since, if q > 0, a sphere with 
p -I- q cross-caps is homeomorphic to a sphere with p/2 handles and q cross-caps. 
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an imbedding of G in X is a subspace G(X) of X such that 
where: 
G(X) = 0 49 + U 4X), 
(1) dn..., n&C) are k distinct nodes of X, 
(4 edXL.., e,(X) are m open edges in X, disjoint in pairs; 
(3) cl(X) n q.(X) = Ca, i = l,..., k, j = l,..., m; 
(4) if eh = (nhl , nnz> then the open edge eh(X) has m&X) as end 
nodes, h = l,..., m. 
Given an imbedding G(X), of G in X, for simplicity of notation it is 
convenient occasionally to designate the node n<(X) by ni , i = l,..., k, 
and the open edge eh(X) by eh , h = l,..., m. Moreover, quite often, the 
terminology “an imbedding G(X), of G in X” will be shortened to “an 
imbedding of G in X” or a “representation of G on X.” 
Two graphs are edge-disjoint if there are no edges in their intersection. 
A cubic or trivalent graph is one in which all nodes are of degree three. 
The two properties of a cubic graph G which make it more tractable 
than arbitrary graphs are: 
(1) 2 /I G1 II = 3 II Go Il. 
(2) Two paths cannot cross and be edge-disjoint. 
1.2.1. Algorithms for Deciding Representability 
LEMMA 1.2.1.1. Given a surface S and a graph G, the question of 
whether G can be represented on S can always be decided by, essentially, 
trying out all possibilities (see Edmonds [lo]). A by-product of a complete 
list of graphs irreducibly non-representable on S is the alternative algorithm, 
which consists of checking for subgraphs homeomorphic to one of the graphs 
irreducibly non-representable on S. 
A complete list of only the cubic graphs irreducibly non-representable 
on S can still be used to obtain an algorithm, though a more laborious 
one, as follows: 
LEMMA 1.2.1.2. Let G’ be an arbitrary graph. We associate a set 
of cubic graphs Q(G) with G’ by replacing each node of degree greater 
than three by a tree whose nodes are all degree three. Let Q(G) consist 
of all graphs produced by using all possible combinations of trees. The 
graph G’ is non-representable on a surface S if and only if no member of 
Q(G) is representable on S. Since Q(G) consists of cubic graphs, its members 
may be checked for representability as above. 
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now define a concept closely related to that of an irreducibly non- 
re entable graph on a surface: 
A L&cell imbedding of a graph G on a surface S is an imbedding of G on S 
G(S) is a collection of open Z-cells. 
is a divider of a surface S if in every imbedd~~~ of 
edge separates two 2-cells. 
A graph B is a minimal divider of S if it is a divider and no proper 
subgraph is a divider. 
1.3. Description of the Proof 
While it is not yet certain whether the method of the present paper 
leads to definitive results for surfaces other than the projective plane and 
the torus, certain concepts and results will be formulated for a general 
surface S because this can be done without incurring any additional 
trouble, 
Before we make our basic definitions we have to establish the following 
rather obvious facts. 
LEMMA 1.3.1. Let i3 be a cubic graph which is a divider of a surface S. 
Let A be any subgraph of B formed by deleting one node and its attached 
edges and merging edges separated by nodes of degree two. Then, in arzy 
2-cell imbedding of B in S, the subgraph homeomorphic to A divides S 
into 2-cells. (We shall sometimes refer to A as a subgraph of B, even though, 
strictly speaking, B has a subgraph homeomorphic to A, because of three 
nodes of degree two which are left when three coulcurrent edges are removed 
.&ooJ In each 2-cell imbedding of B each node p touches three 
different regions C, , C, , C, since the corresponding edges e12 , ez3 ) e,, 
each separate two 2-cells. If we have two disjoint 2-cells and an open arc 
is on the boundary of both then the union of the cells and the arc is again 
a kell. Thus C, + C, + e12 is an open 2-cell. For the same reason we get 
a &cell when we further add the arc el, + p + es8 and the region C 
When A and B fulfill the conditions of Lemma 1.3.1, we say that A in 
divides S. In what follows, G will denote a ctibic graph irreducibly non- 
representable oy1 S. The surface S is to be understood from the context. 
A and B will always denote graphs such that A in B divides S. GB will 
always denote a subgraph of G which is homeomorphic to B. GA will be a 
subgraph qf Gs homeomorphic to A. Let C be any cubic graph and D any 
subgraph, then the d@erence C - D denotes the graph obliged by 
removing all edges of D from C and any nodes from which all edges have 
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been removed. With B suitably selected, it is our intent to examine all 
possible graphs G - GA . We will show that these graphs have a very 
simple structure. In every case, G - G, will be planar and our results 
will follow from knowledge of the representation of planar subgraphs of G. 
2. OUTSIDE GRAPHS 
A graph is O-free if there are at most two disjoint paths between any 
two nodes. Kuratowski [l, p. 2711 first used the term “0.” Physicists 
usually use the term “Husimi trees” (see Harary and Uhlenbeck [S]). 
A cubic tree is a tree all the nodes of which are of degree three or one. 
The free edges of a graph are those that have a node of degree one. 
A leaf of a graph is a subgraph maximal with respect to the property 
that all nodes in the leaf have at least two disjoint paths in the leaf to all 
other nodes in the leaf (cf. Ore [9, p. 821). 
Our major concern will be to show that the leaves of subgraphs disjoint 
from a GA cannot have a very complicated structure. 
A boundary node of a leaf is a node in the leaf which is adjacent to a node 
not on the leaf. 
An outside graph g is a planar graph such that there is a planar 
representation g with all free edges in one region. 
LEMMA 2.1. There are only two graphs with the property that: 
(1) all nodes are of degree three or one, 
(2) the graph is not outside, and 
(3) if an edge is removedfrom the graph the resulting graph is outside. 
Proof. Assume that we have such a graph, g. Then g”, formed by 
coalescing the nodes of degree one of all free edges of g, must be non- 
planar. Since at most one node of g” is not of degree three, every irreducibly 
non-planar subgraph of g” is homeomorphic to 3&S , but g” itself is 
irreducibly non-planar by the hypothesis so it must be homeomorphic 
to Km . Thus g can have at most three free edges. If g has three free edges 
it must be: 
FIGURE 2.1.1 
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If g has two free edges then g is: 
FIGURE 2.1.2 
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Ara outside representation of an outside graph is a representation such 
that all free edges are in the same region. 
(Basic result on outside graphs.) 
THEOREM 2.2. If an outside graph g is such that every boundary node 
of a leaf has a path disjoint from that leaf to a free edge (equivaiently, for 
cubic graphs, lyevery leaf which is connected to only oEe other leaf has a free 
edge), then there is a O-free subgraph g’ of g such that every outside repre- 
sentation of g’ may be extended to an outside representation of g without 
placing an edge in the region with the free edges. 
ProofI Consider an outside representation of g such that all free edges 
are in one region, say D. Let g’ be the subgraph ofg which consists of the 
circuits which bound the closure D of D together with all edges of g 
wholly in D (see Fig. 2.2.1). g’ is clearly &free. The edges in g - g’ are 
represented inside the circuits in g. 
b 
FIGURE 2.2.1 
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Now take any outside representation of g’ in the plane. Let P be a node 
of degree 3 on a circuit c of g’. By assumption there is a pathp from P to a 
free edge such that p is disjoint from 9. Since every free edge is in the 
infinite domain, p must lie outside c. In particular the edge attached to c 
at P must lie outside c. This holds for all boundary points, consequently 
the interior of any circuit c of g’ is empty in any representation of g’ in 
which the free edges are all in the infinite domain. Thus there is no 
obstruction to extending the representation of g’ to a representation of g 
by restoring the removed interiors of the circuits of g’. Theorem 2.2 will 
enable us to demonstrate that certain parts of an irreducible graph G 
can not contain a 8. It will be done by showing that in the contrary case a 
O-free piece of these parts, together with the rest of G, could be represented 
on S, and this representation could then be extended to a representation of 
G itself. 
&free graphs are of central importance because we can estimate the 
number of nodes in terms of the number of free edges. 
LEMMA 2.3. Let H be a triangle-free Husimi tree all of whose nodes 
are of degree three or one, and let F(H) be the number offree edges of H, then 
II Ho II < 3F(H> - 4. 
Proof. Let H have k circuits. Consider the tree H’ formed by removing 
one edge from each of the k circuits of H together with all nodes of degree 
two. Then 
(1) 11 H’O Ij = Jj Ho j] - 2k. But H’ is a cubic tree. Thus 
(2) [I H’O [I = 2F(H) - 2. But each circuit in H has at least four 
nodes or 
(3) k < (11 Ho jj - F(H))/4. Substituting (2) and (3) into (1) gives 
the result. 
3. DISCONNECTED AND 1 -CONNECTED IRREDUCIBLE GRAPHS 
A side of a subgraph H of a graph G is a path in H whose interior nodes 
have degree two (in H) and whose end nodes are not of degree two. 
LEMMA 3.1. Let G = G1 + G, be a disconnected irreducible graph. 
Then each connected cojnponent is an irreducible graph. 
Proof. This is Theorems 1 and 3 of Kagno [3, pp. 55 ff.]. See also 
Battle et al. [4, p. 5681. The proof in [4], while formulated for orientable 
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surfaces, is by a remark of Young5 [7, p. 3031 equally v&d when restated 
for general surfaces. 
A czlt e&z e of a connected graph G is an edge such that G - ,D is not 
connected. 
LEMMA 3.2. No connected component of an irredm 
have a cut edge. 
Proof. By Lemma 3.1 we may assume G is connected. Assume that G 
has a cut edge e. Battle et al. [4, p. 5681 show that a graph formed by 
identifying a node n, of a graph G, with a node PI% of a disjoint graph 6, ? 
is representable on S if and only if the disconnected graph G = GI + G, 
is representable. If G is one component of G - e and G, = G - pi, 
we can think of G as the result of identifying the node of degree one of Gz 
with the node of degree two of G1. Thus G is representable if G, together 
with a disjoint copy of G2 is representable. Since a grap 
edge is representable if and only if the graph without the free edge is 
representable, G is representable if and only if G1 +- (G, - e) is. This 
last subgraph is a proper subgraph of G, hence representable, a contsa- 
diction 
LEMMA 3.3. Let G be an irreducible graph, thea G has no circuit with 
three nodes with at least one node of degree three. 
P~oQ$ Assume the contrary. Then let the nodes of the circuit be 
n1 , 122 , and n, and let nzl be the node of degree three. Form 6’ by removing 
the edge (n, , n&. G’ is representable on S. But the node n, in any sueh 
representation is on the boundary of at most three regions. Thus n2 and n23 
are on the boundary of a single region and the edge (nz , nJ can be re~~ac~~ 
within that region. 
4. ILLUSTRATION OF THE METHOD; IRREDUCIBLE PLANAR &uwIs 
As an illustration of the method that we will use for bo~ud~~g the 
number of nodes in a cubic irreducible graph, we will show how one 
can use it to prove a weaker form of Kuratowski’s theorem as it applies 
to cubic graphs. To wit, we shall prove that an irreducible non-planar 
cubic graph has at most 14 nodes. Since Kuratowski’s theorem was used 
above to exhibit the two minimal non-outside graphs, we shall not make 
use of this knowledge in the demonstration below. 
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LEMMA 4.1. Let G be a cubic irreducibly non-planar graph. If C is any 
circuit in G, then G - C must be outside. 
Proof. If e is any edge of C, G - e is planar and in any planar 
representation of G - e the free edges of G - C must all be in the same 
region of the complement of G - C. 
Since G must be 2-connected by Lemma 3.2, the hypotheses of Theorem 
2.2 are satisfied. We use this to show that G - C is O-free. Suppose 
g = G - C has a 8. Let g’ be a subgraph with the properties given by 
Theorem 2.2. The graph C u g’ has a planar representation because of 
the irreducibility of G. But by Theorem 2.2 this representation could be 
extended to a representation of G itself. This is impossible. 
Since C has no free edge, G - C is a O-free graph with no node of 
degree two. It is easy to see that any connected component of such a graph 
has two free edges which are at most two nodes apart (i.e., one edge 
apart). 
LEMMA 4.2. The smallest circuit in a cubic irreducible non-planar 
graph G has no more than six edges. 
Proof. Let C be the smallest such circuit. Consider two free edges from 
a connected component in G - C which are separated by at most one 
edge in C. If one of the halves into which these free edges divide C had 
more than three edges it could be replaced by a shorter path in G - C, 
contrary to the assumption that C is a smallest circuit. Thus C has no 
more than six edges. 
THEOREM 4.3. A cubic graph G irreducibly non-planar has at most 
14 nodes. 
Proof. By Lemma 4.2, a smallest circuit C has six or fewer nodes. 
Thus G - C is a &free graph with 11 Co (1 free edges. Since every node of G 
is also a node of G - C, we get, from Lemma 2.3, 11 Go /j < 14. 
5. IRREDUCIBLE GRAPHS WITH EXTRA 6 
A graph G is irreducible with extra 8 if it is irreducible and for some 
subgraph G, of some G, , G - GA contains a 8.2 
LEMMA 5.1. If G is irreducible with extra 0, then G - GA is not outside. 
Proof. Assume the contrary. Then each of the connected components 
of G - G, is outside. Let g be one such component which has a 8. We can 
2 These graphs were called simple in Milgram [ll]. 
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find a proper subgraph g’ of g with the properties specific 
Consider the free edges of g n GB which are attached to G,, . There are 
at most three, since A is obtained from B by the removal of one node and 
its three attached edges. These three free edges can be connected by three 
concurrent paths in the subgraph g’ of g, since g’ is a connected subgraph 
of g which has all the free edges of g. Hence there is a subgraph g” of g’ 
such that GA + g” is homeomorphic to B. Thus G’ = (G - g) + g’ 
(see Fig. 51.1) still has a GB . Since 6’ is a proper subgraph of G it is 
FlGURE 5.1.1. 
representable on S. In any representation, the subgraph g’ of 6’ is in one 
of the 2-cells into which GA (which is also a subgraph of 6’) divides 5, 
and it must be an outside representation, since all the free edges of g’ end 
on G, . 
We wish to apply Theorem 2.2. The condition that every leaf of g which 
is connected to only one other leaf has a free edge is fulfilled because 
otherwise the edge connecting that leaf of g to the rest of g would be a cut 
edge not only of g but also of 6, which is rule out by Lemma 3.2. Tlms 
by Theorem 2.2 we can extend the representation of g’ to a representation 
of g which would yield an extension of the representation of 6’ on S to a 
representation of G which is impossible. 
LEMMA 5.2. Let the cubic graph H have a subgraph HB which in tzlrn 
has a subgraph HA . Then, if h = H - HA is not an oz.&side graph, H is 
not representable on S. 
PraoJ If H were representable, the h would be representable in one 
of the 2-cells into which A divides S. This would be an outside 
representation of h, contrary to hypothesis. 
We can now write the basic estimate for irreducible graphs with extra 6. 
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THEOREM 5.3. Let G be a cubic graph irreducibly non-representable 
on S. If G has an extra 0 then 
II Go II < II B” II + 10. 
Proof. We are going to show that G has a subgraph G’ with 
11 G’O jj < jj B” Ij + 10 nodes of degree 3 such that G’ is not representable 
on S. Since G is irreducibly non-representable on S, G’ will have to be G 
itself and the theorem will follow. 
By Lemma 5.1 G - GA is not outside. Hence it has a subgraph homeo- 
morphic to one of the two graphs Hz or H3 of Lemma 2.1, with the free 
edges attached to G, . If H is (edge) disjoint from GB , set G’ = GB + H. 
The number of nodes of degree 3 in G’ is II B” II + 8, and by Lemma 5.2 
G’ is not representable on S. 
Consider now the case in which H has some edges in common with 
GB - GA . Let Pl , P, , P, be the nodes where the 3 concurrent paths 
which form GB - GA are attached to GA . Let p1 be a path in GB - G, 
from PI to H n (G, - GA). (If Pl is a node of H, p1 = $4.) Let 
H’ = H + p1 . Now let pz be a path in GB - GA from Pz to H’. Let 
H”= H’+p,. Finally let p3 be a path from P, to H” and let 
IP = H” + p3 . Set G’ = GA + H”. 
Since P1 , P2 , and P3 belong to a connected component of G’ - GA , 
this subgraph contains 3 concurrent paths coming from Pl , P2 , and P3. 
Consequently G’ contains a subgraph homeomorphic to B, which has 
GA as a subgraph. Moreover G’ - G, = H” is not outside, hence by 
Lemma 5.2 G’ is not representable on S. 
The number of nodes of degree 3 in H + GA is at most I] A0 I/ + 8. 
Adding the three paths p1 , pz , and p3 increases this to at most I/ A0 Ij + 14, 
which is 1) B” jl + 10. Thus G’ has the required properties and the proof 
is complete. 
Remark. The number 10 in the theorem can be reduced to 8, since 
after we have added p1 it is possible to remove another side of H’ and 
still have an Hz or Hz disjoint from GA with all its free edges ending on 
GA . Since the theorem as it stands is good enough for our purposes, 
we omit the details of this refinement. 
Application to the Projective Plane 
In our study of graphs irreducibly non-representable on the projective 
plane the graph B will always be K3,3 . By Kuratowski’s theorem every 
irreducible cubic graph contains a subgraph homeomorphic to K3,3. 
We shall denote by Th the graph obtained by removing three concurrent 
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edges of KS,% . Th is of course nothing but a 6. We denote it by Th when it 
occurs in the role of the subgraph A, in order to avoid confusion with t 
other subgraphs of type 0 which occur in our arguments. TQ make sure 
they qualify for the roles of A and B, we have to check that Th in 
divides the projective plane (into 2-cells). It is known that there is onl‘; 
one way to represent the unlabeled graph K& in the projective plane 
(see Kagno [3, p. 501 or Milgram [ll, VI]). In this representation every 
edge separates two 2-cells. By Lemma 1.3.1 we can condude that Th 
in M divides the projective plane. It should perhaps be noted that a 0 
alone need not divide the projective plane into 2-cells. 
We have [j K” 11 = 6 and [j The Ij = 2. Theorem 5.3 gives: 
THEQREM 5.4. If G is irreducibly non-representable in the projective 
plane and has an extra 0, then I/ Go Ij < 16. 
6. IRREDUCIBLE GRAPHS WITHOUT EXTRA 6 
A graph is irreducible without extra 0 if it is irreducible but not 
irreducible with extra 8.3 In other words, for every G, C G and G, C GB , 
G - GA is o-free. 
Having found a bound for the number of nodes in graphs which are 
cnbic and irreducible with extra 8, we now turn to this more difficult case. 
Some of the estimates used here can be improved (see, for example 
[Xl, p. IV, 81). But since this method is unlikely to establish an estimate 
good enough to use as a practical algorithm to obtain a complete list of 
irreducible graphs, only the simplest estimates are given. They are used 
to establish bounds for the number of nodes in a cubic graph irreducibly 
non-representable on a surface. The reader need not be too concerned 
with the particular form of each estimate. The important feature of each 
is which quantity is estimated in terms of which others. 
It is our intent to create a list of configurations which cannot occur in 
G - GA ~ A 5, of course, cannot occur in G - GA by defmition. 
LEMMA 6.1. Let G be a cubic irreducible graph without extra 0 gad 
T(G,) be the number of nodes of degree two in GA . Thea 
II Go II -=c II A0 II + 3TCG.4). 
(Note that 11 A0 ]I = the number of nodes of degree three in GA *> 
3 These graphs were called normal in M&ram [Ill. 
582b/12/I-2 
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ProoJ G - G, is O-free. Lemma 2.3 shows that I/(G - G,J” /[ < 3F, 
where F is the number of free edges of G - GA . Each free edge of G - G, 
corresponds to a node of degree two on GA and the result follows. 
We may rephrase this result as: 
LEMMA 6.2. Let G be a cubic irreducible graph, then there is always 
some side s of G, such that 
/l so Il > 2(11 Go II - II Aa II> = 1 II Go/j ;I ii Aa II . 
9 II Aa II 3 
(Note that II so I/ is the number of points of degree two on s. Leaving out 
the end nodes of sides is somewhat inconsistent with our usual practice 
of counting nodes of degree one also, but it will simplify our formulae.) 
Proof. The number of sides /I A1 11 of GA is 3/2 // A0 (1. Therefore a side s 
for which Ij so 11 is largest must satisfy 
T(G,) d 3/2 II so II * II Aa Il. 
Placing this expression into the previous result (Lemma 6.1) gives the 
required estimate. 
LEMMA 6.3. Let G be a cubic irreducible graph without extra 0 and 
let T be a tree disjoint from a GB , Then (I To 11 < 6 II B” 11. 
Proof. Assume that II To 11 3 6 I/ B” /I. Then since the number F of 
free edges in T is F = // To II/2 + 1, F 3 3 I/ B” 11 + 1 = 211 B1 11 + 1, 
and thus three free edges must touch some side of GB , i.e., T has at least 
three paths to a single side of G, , say s. Since A is formed from B by the 
removal of any one node of B and its attached edges, s is disjoint from 
some G, . The paths from s to T are connected in T so that T, the three 
paths, and s form a 19 disjoint from GA which is impossible by definition. 
FIGURE 6.3.1 
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LEMMA 6.4. Let G be a cubic graph irreducible without extra 6 and 
let C be a circuit in G - GA . Then 
/I co jl < 9 I/ A0 /I. 
ProoJ There is a path from each node on C to GA . Any two such 
paths are disjoint or C together with those two paths would form a 0 
disjoint from G, . If jj Co /( > 9 jl A0 (/ = 6 I( Ai I/, then there are at least 
seven paths, disjoint in pairs from C all to one si e s of G, sillce 
2 11 Al /I = 3 /j A0 /I. 
Select the two paths p,. and pz which terminate in nodes farthest apart 
on s. Let s1 be the part of s between those two nodes. The paths p1 and ipz 
come from two nodes on C which separate C into C, and C, a One of 
these two pieces, say C, , has at least three paths to sI . Then the graph 
GA’ = (GA - sl) + (pl -t C, + pJ still is a subgraph of G homeo- 
morphic to A. (pr + C,; + pz) has replaced S, in forming a new GA . 
But now there is a 8 disjoint from this new 6, ) namely, s1 + C1 + the 
three paths between s, and C, . 
Li 
2 
FIGURE 6.4.1 
Let G be a graph and let GA be a subgraph homeomorphic to L. We call 
GE a smallest subgraph if every subgraph of G which is homeomorphic 
to L has at least as many nodes as GL . 
LEMMA 6.5. Let G be a cubic graph without extra 8 irreducibly non- 
representable on a surface S and let GB be a smallest subgraph homeo- 
morphic to B. Let s be a side of GB with at least three edges. Then “from 
every node of degree two of GB there is a path in G - Ga to a side of GB 
which is not adjacent to s. 
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Proof. Let 12’ and n” be the end nodes of s. Let m be an interior node 
of s. Then there do not exist two paths from m in G - G, whose end- 
points both lie on sides adjacent to n’, since otherwise there would be a 
0 disjoint from the GA obtained by removing the three sides at rz’ from G, . 
A similar statement holds with ~1” replacing n’. 
Thus, if the result is false and the end-points of all paths from m in 
G - GB to another node of Gs are on sides adjacent to n’ or n”, then there 
are at most two such paths. Since G - GB has no nodes of degree two, 
these paths must consist of fewer than three edges, since a path of three 
edges has at least two others branching off from it. We now show that the 
case of one path of one edge and the case of two paths of two edges are 
both impossible. 
Case of a single path of one edge, e. Let t be the other end node of e. 
If t is on s, there must be at least one node between m and t on s. But 
then we can obtain a subgraph of G homeomorphic to B with fewer 
edges than Gs by replacing the segment (t, m) of s by the single edge e. 
Assume then that t is on a side s’ adjacent to s, say at ~1’. By Lemma 3.3 
a circuit in G has at least four edges. Thus there are at least two edges 
between n’ and either m or t. Suppose without loss of generality that the 
segment (t, n’) on s’ contains two or more edges. Then G, - (t, n’) + e 
is homeomorphic to GB but has fewer edges, which is impossible. 
Case of Two Paths. The end-points t’, t” of the paths must be on two 
sides s’, S” of which one, say s’, is adjacent to n’ and the other is adjacent 
to n”. Now there is a pathp from t’ to t” which consists of two edges and 
is in G - Gs . Since s was assumed to have at least three edges, G, - s + p 
has fewer edges than GB and is homeomorphic to it, which is a contra- 
diction. 
Remark. By an argument similar to the one to be used to prove 
Theorem 7.4, one can eliminate the assumption that s contains at least 
three edges, but this is not needed for the purposes of the present paper. 
LEMMA 6.6. Let G be a cubic irreducible graph without extra i3 and let 
s be a side of GB . Then no three paths in G - GB starting in s can be 
mutually connected in G - GB . 
Proof. GB - s has a GA , and the 0 formed by s, the three paths and 
their mutual connection in G - GB would be disjoint from G, : 
LEMMA 6.7. Let G be a cubic irreducible graph without extra 0 and let 
p be an integer 32. If 
II Go II 2 9(p - l)(ll A1 II + 1) * II A0 II + II A0 II, 
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then any smallest subgraph GB has two sides s and s’ such that there are at 
least p mutually di?joint paths from s to sf in G - GB . 
PRX$ Let s be a side of GB which has a maximal number of nodes. 
GB has /I B1 // - 5 sides which are not adjacent to S. y Lemma 6.5, if s 
has at Least two nodes of degree two, then there is a path from each of 
these nodes to a side of G, not adjacent to s. Thus, if 
Ci> !I so II > G’P - 2)(/l B1 II - 5) 
there is one non-adjacent side to which there are paths from 2p - I 
nodes of s. By Lemma 6.6 at least p of these paths are mutually disjoint. 
FIGURE 6.6.1 
By Lemma 6.2 we have 
,, so /, > 2 II Go /I - II A0 Ii 
9 IlAo// ’ 
Hence (i) is satisfied and we have the p required paths if 
; ” Go i/ A0 /i Ao ” > (2p - 2)(ii B’ // - 5). 
Noting that /I B1 I/ - 5 = Ij A1 j/ + 1, the result follows. 
Three or more paths between two sides of 6, are parallel if they are 
mutually disjoint and they are attached to one side in the same order as to 
the other. 
7. GRAPHS IRREDUCIBLY NON-REPRESENTABLE ON A PROJECTIVE PLANE 
We have already a bound for the number of nodes in cubic graphs with 
extra B non-representable on a projective plane. We will now find bounds 
for cubic graphs without extra 8 which are irreducibly non-representable 
on the projective plane. 
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LEMMA 7.1. K,,, is a minimal divider of the projective plane. 
Proof. There is only one representation of K,,, on the projective plane 
(see Kagno [3, p. SO] or Milgram [ll]). In this representation, each edge 
is the common boundary of two 2-cells. Thus, by Lemma 1.3.1, & 
divides the projective plane. But if we remove any one edge of & we 
have a planar graph, K’, but K’ is planar and thus has a representation 
which does not divide the projective plane. 
LEMMA 7.2. Every cubic graph G, irreducibly non-representable on 
the projective plane, has a proper subgraph GK homeomorphic to K3,%. 
Proof. G must be non-planar so there must be a subgraph, GK , of G 
which is homeomorphic to K3,3 . But K3,3 is representable on the projective 
plane, so G, must be a proper subgraph of G. We can now use all the 
estimates established previously. 
Let Th be the graph formed by removal of a node of K3,3 and its 
attached edges. We take K3,3 as our graph of type B. The corresponding 
A’s are all isomorphic to Th. 
Th is of course nothing but a B. Since, however, we are much concerned 
with 8’s disjoint from B it is advisable to use a different symbol when we 
refer to the graph in its role as a subgraph A of B. 
LEMMA 7.3. Let S be either the torus or the projective plane. Let ABCD 
be a circuit on it which bounds a 2-cell. Then we can place another circuit 
A’B’C’D’ on S so that this circuit bounds a 2-cell disjoint from the first 
one and the nodes A’B’C’D’ can be connected to arbitrarily prescribed 
nodes on the second circuit by arcs which do not intersect each other or the 
two circuits. 
Proof. The truth of the statement can easily be verified for both 
surfaces in all pairings of the two sets of four nodes. Note that for the 
torus it may not be possible to prescribe the orientation of the second 
circuit. 
Actually, with a suitable labeling of the nodes, all cases reduce to one 
of the three shown in Fig. 7.3.1. 
THEOREM 7.4. Let G be a cubic graph without extra 8 irreducibly 
non-representable on the projective plane. Suppose there are edges e, , e2 , 
e3, e4 whose removal disconnects G into two connected components M and 
N. Let M’=M+e,+***+e, and let N’=N+e,+..*+e,. 
Then one of M’, N’ is O-free and the other is non-outside. 
Proof By Lemma 3.1 G must be connected. If both M’ and N’ are 
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outside, then by Lemma 7.3 G can be represented on a projective plane, 
a contradiction. Thus at least one of them, say M”, is non-outside. Thus 
by Lemma 2.1 A4’ contains a subgraph homeomorphic to Hz or Hz 1 
The free edges of this Hz or H3 can be joined in Ihe remainder of G to 
form a 6,. Hence there is a Th in M’ which is part of some subgraph 
GK of 6. Therefore N, which is disjoint from M’, contains no 8 and neither 
does N’. 
TORUS 
PLA,NE 
PRpc;IV& 
FIGURE 7.3.1 
Remark. By Lemma 3.3 G is triangle-free. Hence N is triangle-free 
and O-free and consequently it is nothing but a 4-circuit. 
Theorem 7.4 also holds for any surface S other than the plane, but the 
proof is a bit longer. 
LEMMA 7.5. Let G be a cubic graph without extra 8 irreducibility 
non-representable on the projective plane. Then there is no circuit iB 
G-GG,. 
ProoJ There must be at least four nodes on each circuit C in G by 
Lemma 3.3. Assume that C is disjoint from G, . Each node of C must 
have a path to GK disjoint from C and disjoint from the other paths or 
there would be a 0 disjoint from GK . But K3,3 has three nodes which are 
non-adjacent in pairs such that all edges of K3,3 are adjacent to one of 
these three nodes. Thus, of the four paths from C to GK , there must be 
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at least two to sides of GK which are adjacent to a node of degree three 
in GK. Form GTh by removing that node and its attached sides. But 
G - GTh contains a 9 formed by C, the two paths and the sides removed 
from GK, which is a contradiction. 
For our application to the projective plane we use: 
LEMMA 7.6. 11 The Ij = I/ A0 jj = 2. 
LEMMA 7.7. /j K& I] = I] Boll = 6. 
LEMMA 7.8. Let G be a cubic graph without extra 9, irreducibly non- 
representable on the projective plane. Then, for any GK in G, G - GK has 
no connected component with more than four nodes of degree three. In 
other words, such a component has at most 9 edges, since G - G, has no 
nodes of degree 2. 
Proof. Assume the contrary and let C be a component with at least 
five nodes of degree three. By Lemma 7.6 C is a tree and hence it must 
have at least 7 free edges. 
One can select three nodes in i&a such that every edge is adjacent to 
at least one of them. Thus GK has a set of three concurrent sides such that 
at least 3 of the 7 free edges of C are attached to these sides. Thus one can 
form a GTh by removing these 3 sides so that there is a 9 disjoint from it, 
contrary to hypothesis. 
For a circuit C disjoint from a G=J, Lemma 6.4 gives 
LEMMA 7.9. 11 Co /I < 18. 
LEMMA 7.10. Let G be a cubic graph irreducibly non-representable 
on the projective plane. Let s1 and sz be non-adjacent sides of GK . Let p1 , 
p2 , p3 be mutually disjoint paths in G - GK from s, to s2 . Let the nodes of 
contact of p1 , pz , and p3 on s1 be nil , n12 , and n13 in this order. Let the 
nodes of contact on s2 be nzl , nS2 , and nz3 , then nz3 cannot be between nzl 
and nS2 on s2 (see Fig. 7.10.1). “rc “12 
Ls2 
“2t “23 “22 
FIGURE 7.10.1 
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ProoJ M = GK - s1 - sg contains a 0. If nz3 were between ntl and 
nz2 , then I. = s1 + sp + pz + p3 would be non-outside and also disjoint 
from the 0 in M. By adding to L four suitable sides of M we can get a 
graph homeomorphic to K3,3 whose nodes of degree 3 are n,, I n13 , ngl , 
‘22 9 n23 and a node of degree 3 in G, . Thus L has a subgraph, homeo- 
morphic to Th, which is a subgraph of a graph homeomorphic to KS,, ~ 
ut L is disjoint from a 0 in M, contrary to the hypothesis that G is 
without extra e. 
LEMMA ‘7.11. Let G be a cubic graph without extra 0, ~rredu~~b~y 
non-representable on the projective plane. Let s1 and s2 be non-adjacent 
sides of a GK . Let p1 and p2 be two di$joint paths in G - GK from s1 to s2 . 
Let the node of contact of p1 on s, be n, and let the node of contact sf pe oy1 
s1 be n2 . If yzl is connected in G - GK by another path p, to a node n3 on sl s 
then n2 cannot be between n, and n3 on s1 (see Fig. 7.11.1). 
“r “2 “3 
S2 
FIGURE 7.11.1 
Proo$ GK - s, - s2 = A4 contains a 6. If n2 were between n, and n3 
then the subgraph L = sl + s, $ p1 + pz + p3 would be a non-outside 
graph and it is disjoint from the 0 in M. The proof can now be concluded 
as in Lemma 7.10. 
By Lemma 7.10 the paths guaranteed by Lemma 6.7 are, in the case of 
the projective plane, all parallel. Hence: 
LEMMA 7.12. Let G be a cubic graph ~rred~c~b~y non-representable 
on the projective plane without extra 8. Let p be any integer. If 
/I Go 11 > 9(p - 1) .4 .2 + 2 = 72~ - 70, 
then any smallest G, has two non-adjacent sides such that there are at 
least p mutually parallel paths in G - GK connecting them. 
Next we establish the existence of a rather elaborate co~~g~ration in 
graphs which have many nodes: 
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LEMMA 7.13. Let G be a cubic graph without extra 8, irreducibly non- 
representable on the projective plane. Let p’ be an integer such that 
and 
I/ Go 11 > 72(2p’ + 3) - 70 = 144~’ + 146. 
Then there are three sides s, , s2 , and sS of a smallest GK , non-adjacent 
in pairs, such that there are at least 2p’ + 3 mutually parallel paths in 
G - GK between s1 and sz and there is at least one path in G - GK between 
s2 and s3 . 
Proof. By Lemma 7.12 GK has two non-adjacent sides s1 and s2 with 
at least 2p’ + 3 mutually parallel paths from one to the other. The 
problem is to establish the existence of the path to a non-adjacent side. 
Examine the set of three middlemost paths. Let the end nodes of s, 
be nll and n12 . Let the nodes of contact of the three middlemost paths 
on s, be pi1 , plz , and piS , going from n,, to n12 . Let the node of contact 
of the path from pi1 with sz be pi1 , with pzz , p& similarly defined. If the 
end nodes of sg are suitably numbered nzl and nz2 then by Lemma 7.10 
pL1 , pzz , and pk3 will occur in the given order on s, going from ngl to nz2 . 
Definep,, to be that node of s, which is an end node of a path in G - GK 
from phl and which is closer to nil on s, than any other such end node. 
The nodes p13 , pzl , and pz3 are defined in a similar way. We note the four 
nodes pl1, pi1 , pzl , and pL1 belong to some connected component of 
G - GK . The same holds for p13 , p& , pz3 , and pi3 . 
The p’ paths from s1 to s2 , which we know end on the segment (nil , plJ 
of s1 , actually end on the subsegment (nil , p13 by Lemma 7.11. Thus the 
segment (nll , p&) contains at least p’ + 1 edges. The same is true of 
( p13 , n12), (n21 y PA and ( pz3 , n 23 ) on s2 . (This is all we need the outer p’ 
paths on either side for.) 
Let H (see Fig. 7.13.1) consist of: 
(1) The parts of s, between pX1 and p13 including pll and p13 , 
(2) The parts of s2 between pzl and pz3 including pzl and pS3 , 
(3) All parts of G - G, connected to parts (1) and (2), 
(4) The four edges at pll , p13 , pzl , and pz3 going in the direction 
of nil , n12 , nzl , and n22 along s1 and s, , respectively. 
We show H is outside. If it were not it would contain a subgraph I of the 
form Hz or H3 (Lemma 2.1). Since G’ = GK - s, - s2 is connected, 
the free edges of I can all be joined to some node in G’ by two or three 
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f321 p22 p25 n22 
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paths in G’. Thus we could get a graph homeomorphic to K,,, which would 
have a Grh within H. In G’, which is disjoint from H, there is a 6 which 
contradicts the assumption that G is a graph without extra 6. Thus H 
is indeed outside. 
The four edges named in (4) above do not decompose G into dis- 
connected components. Otherwise by Theorem 7.4 one of the two resulting 
components would have to be &free and clearly neither of them is. Let j 
be a node which still belongs to H after the four edges in (4) have been 
removed, and which belongs to G - H as weil. (j is a node where 
joitis G - El.) Let H’ consist of those edges of %I which are not on s1 or s2 
(and of course all the end nodes of these edges). H’ could also be defined 
as H n (4; - GK). By (3) in the definition of & j can be joined in N to 
any node of H, except perhaps the nodes which may be added under ( 
by a path not containing the edges added in (4). Hence after we remove 
the edges on s1 and sz to form H’, there must remain a path from j to a 
node i on either the segment (pl1 , p13) (end nodes included) or the 
segment (pzl , ~~4. 
Because of the symmetry of the configuration, we may assume without 
loss of generality i is on (pII, plJ (see Fig. 7.132). 
“21 p2i p22 %3 n22 
FIGURE 7.132 
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The proof will be completed by showing: 
(a) j cannot be on s, ; 
(b) j cannot be on a side of GK adjacent to s2 ; 
(c) j cannot be on s1 or a side of GK adjacent to s1 . 
We prove these statements as follows: 
(a) if a path q connecting i and j in H’ is disjoint from a path 
connecting prl and pzl in H’, then by Lemma 7.10 j cannot be between 
ylzl andp,, on s, . If on the other hand i and j belong to the same component 
of H’ as pl1 and pzl , then the definition of pzl tells us that j cannot be 
between nzl and pzl . A similar argument shows j cannot be between ps3 
and nz2 either, so that j would have to be on ( pzl ,p&. But the nodes of 
this segment are adjacent to edges of H only, whereas j is supposed to 
belong to G - H also. Thus j cannot be on s, . 
(b) Assume j is on a side s of GK adjacent to s, . We have two 
subcases: 
(ba) s is also adjacent to s1 . Without loss of generality assume s 
meets s1 at n12 . Let L be the graph formed from GK by removing 
the segment (n,, , plJ and adding the path q from i to j in H’ 
(see Fig. 7.13.3). L has a subgraph homeomorphic to K3,3. 
P P P n 1, 12 13 12 
"rr 
"21 P2l 
- 
9 
%3 
RGURE 7.13.3 
Hence by Lemma 7.8 no component of the graph G - L has at 
most 4 nodes of degree three. But the segment (nlz , p13) 
contains the end nodes of at least 5 parallel paths from S, to s2 
in G - G, and hence the component of G - L which contains 
this segment has at least 5 nodes of degree three, which is 
impossible. In Fig. 7.13.1, s could also be connected to nzl . 
(bb) s is not adjacent to s1 . The third side of GK at the node where 
s joins s2 is connected to one end of s, ; without loss of 
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generality let it be lzll I Now form the graph F, from GK by 
removing the segment (B 1a I p& and adding the path q from 
i to j in H’ and the path from pzl to pS1 in H’. L again has a 
subgraph homeomorphic to K,,, . But (n,, ,p13) is disjoint 
from L and has at least five nodes, a contra i&ion by Lemma 
7.8 (see Fig. 7.13.4). 
j "21 PZl p22 p23 n22 
rnGuRF 7.13.4 
(c) If j is on s1 or a side adjacent to s1 , then by Lemma 6.8 i can 
also be connected in G - GK to a node k of GK on a side of G, which 
is not adjacent to sl. Unlike j, k is not necessarily a node of G - 
(see Fig. 7.135). 
RGURJ? 7.13.5 
The argument (b} above shows that k cannot be on a side of Gg whicls 
is adjacent to sz . If k is on a side of G, adjacent to neither S, nor s2 , then 
Lemma 7.13 is satisfied. The only remaining side for k to be on is S, . 
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As in the proof of (a), k must be on the segment ( pzl , p.&. Having thus 
fixed the location of k we now note that, if we interchange the names of s1 
and s2 and of i and k, we get either case (a) or case (b), which we have 
already showed to be impossible. Lemma 7.13 is now proved. 
THEOREM 7.14. Let G be a cubic graph irreducibly non-representable 
on the projective plane. Then I/ GO /I < 144.5 + 146 = 866. 
Proof. If G has an extra 8, we already have a much better estimate in 
Theorem 5.4. So assume G is without extra 8, and jl Go I/ > 866. 
By Lemma 7.13 any smallest subgraph G, of G has three mutually 
non-adjacent sides s1 , s2 , 3 s such that there are at least 2 x 5 + 3 = 13 
mutually parallel paths from s1 to sg and a path q from s1 to s3 . The 
graph GK’ = G, + q - s, is still homeomorphic to KS,3 . By Lemma 7.8 
s2 cannot consist of more than four nodes of degree three. But the thirteen 
paths guarantee that there will be more than four nodes. The theorem 
is now proved. 
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