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A new formalism to express and operate on diversity measures of qualitative variables, built in a
Hilbert space, is presented. The abstract character of the Hilbert space naturally incorporates the
equivalence between qualitative variables and is utilized here to (i) represent the binary character of
answers to categories and (ii) introduce a new criterium for choosing between different measures of
diversity, namely, robustness against uncertainty. The full potential of the formulation on a Hilbert
space comes to play when addressing the reduction of categories problem, a common problem in
data analysis. The present formalism solves the problem by incorporating strategies inspired by
mathematical and physical statistics, specifically, it makes use of the concept of partial trace. In
solving this problem, it is shown that properly normalizing the diversity measures is instrumental to
provide a sensible interpretation of the results when the reduction of categories is performed. Finally,
the approach presented here also allows for straightforwardly measuring diversity and performing
category reduction in situations when simultaneous categories could be chosen.
I. INTRODUCTION
In a wide range of research fields, such as biology [1, 2],
economics [3], political science [4], marketing, communica-
tions [5, 6] and other social science, the statistical analysis
of qualitative variables is fundamental to construct mod-
els that predict the behaviour of systems of interest [see,
e.g., [3, 6–8]. There are two kinds of qualitative variables,
nominal and ordinal and from the statistical point of view,
they should be manipulated differently [9]. Particularly,
measuring variability among a set of qualitative variables
is different when the set is composed of ordinal or nominal
variables [10].
Computing the variability of a set composed of quan-
titative variables is straightforward: compute, e.g., the
standard deviation of the data to know how close or
spread the data is distributed [11]. Conversely, for a set
of qualitative variables, this is not a trivial matter and it
is not clear how the spreading of a given dataset should be
formally calculated. In the literature, there can be found
a copious number of approaches aimed to calculate the
variability of qualitative data [1, 4, 5, 12–18] proposing
a different kind of indices to do so. In the last years,
some efforts have also been devoted to that direction,
e.g., based on the underlying concept of diversity, some of
the mathematical expressions used to measure variability
have been discussed and justified (cf. e.g., [6, 7, 19]).
Some of the efforts also aimed at classifying variability
indices based on the structure of the expressions [6, 7] or
their type of measurement [19], such as separation variety
and disparity. But none of them has been formulated in
a basis independent manner.
Two problems related to the sensibility of the measures
are addressed here. The first is the robustness of the
measures under the presence of noise or uncertainty that
may arise, e.g., when analyzing data from a selected
fraction of a given community (sample). Hence, having
a classification of the variability indices based on their
robustness is pertinent when information is incomplete.
The second problem is the influence of the reduction of
categories on the variability measurements. Some work in
this direction has been done in the past [4, 6]. Specifically,
the proposal made in Ref. [4] consists in replacing by zero
the proportion of the category that will be reduced and
then redistribute the proportions equally among the other
categories. From an information science perspective, this
strategy violates Landauer’s principle or equivalently, it
violates the second law of thermodynamics (see below).
Alternatively, in Ref. [6] an approach based on performing
a linear regression of the data was suggested, it allows
for analyzing how sensible the measures are to the num-
ber of categories k and the maximum proportion among
categories Pmax. The Hilbert space formalism presented
here leads to a straightforward solution to this problem
in terms of the partial trace method [20], that contrary to
the previous ones [4, 6], it does not disregard information
because when the partial trace is applied the dimension of
the resulting state is smaller than the original but keeps
all the information provided by the tracedout states.
The dimension of the proportion matrix is increased
when mapped onto the Hilbert space, (see below), so that
this representation enables the analysis of the variability
when several categories may be selected simultaneously.
e.g., in a poll when several answers can be chosen at the
same time.
II. VARIABILITY MEASURES AND THE
DENSITY OPERATOR
Variability is a measure of how spread or localized a
set of variables is, i.e., it distinguishes if the frequency of
the variables are mainly localized in one variable or if is
distributed among them. The dataset can be composed
of qualitative or quantitative variables, here, interest is
on the former kind. Four different expressions, (σL, σE,
σS, σP), frequently found in the literature [3, 4, 14] are
reformulated here to calculate the variability of qualitative
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FIG. 1. Left panel: {~r1, ~r2, . . . , ~ri, . . . ~rk−1, ~rk} denotes an
abstract set of elements in a linear two-dimensional vector
space. Right panel: A particular Cartesian orthonormal basis
{~e1, ~e2}, that defines the identity “operator” (dyadic) 1ˆ =
~e1~e
1 + ~e2~e
2 with ~ei · ~ej = δij , is selected to represent the
abstract set. Thus, every element can be expressed as ~rl =
~rl · 1ˆ = (~rl · ~e1)~e 1 + (~rl · ~e2)~e 2. Note that any complete basis
{~1,~2} can be selected and that operations over the elements
~rl should be independent of the particular selection.
data sets and to allow comparisons among them.
A fundamental aspect towards the formulation of vari-
ability measures is the concept of a complete basis set
[21, 22]. To be concrete, consider a two-dimensional linear
vector space as in Fig. 1. Being elements of a linear vector
space, vectors {~r1, ~r2, . . . , ~ri, . . . ~rk−1, ~rk} are all equiva-
lent and there is not preferable sorting until a particular
complete set of basis vectors {~e1, ~e2}, with unit dyadic
1ˆ = ~e1~e
1 + ~e2~e
2, is selected to represent the initial vector
set. The unit vectors ~e i is the basis of the dual space
[21, 22]. This situation is certainly analog to the situation
of qualitative variables. Once the basis is selected, vectors
can be sorted, e.g., depending on their projection to any
of the basis elements, ~rl · ~ei. As any basis set can be uti-
lized, operations over the elements of the space should be
independent of the basis. A metric formulation in terms
of a basis set with operations that are independent of the
basis is the route followed here for qualitative variables.
In doing so, define k as the number of categories, ni
the number of answers associated to the ith−category,
N the total number of answers, i.e., N =
∑
ni and
pi = ni/N the proportion of answers. The central objects
towards a Hilbert space formulation are the “density oper-
ator” ρˆ and the complete basis {|01 . . . 1i . . . 0j . . . 0k〉}
in the Hilbert space H. Specifically, for k cate-
gories, the basis element |01 . . . 1i . . . 0j . . . 0k〉 represents
the situation when the ith-category was selected with
pi=1. Similarly, |01 . . . 0i . . . 1j . . . 0k〉 represents the sit-
uation when the jth-category was selected with pj=1.
Note that any other complete basis set could be se-
lected; however, the basis set {|01 . . . 1i . . . 0j . . . 0k〉}
intrinsically accommodates the proportion of answers
to each category. The identity operator reads 1ˆ =∑
i |01 . . . 1i . . . 0j . . . 0k〉〈01 . . . 1i . . . 0j . . . 0k|, where the
elements 〈01 . . . 1i . . . 0j . . . 0k| are elements of the dual of
the Hilbert space [21, 22].
The matrix representation of the density operator
ρ = 1ˆ · ρˆ · 1ˆ, in the present formulation, corresponds
to a diagonal matrix with entries pi and with
∑N
i pi = 1
(see below). Projections of the density operator onto a
particular basis allows for manipulating qualitative and
quantitative on the same ground; thus unifying opera-
tional tools. The present formulation may be utilized to
define probability distributions for qualitative variable
in the same form as probability distributions are defined
for finite dimensional Hilbert spaces [23, 24]. This may
be of great relevance in a wide range of scientific areas
such as, political science, marketing, sociology, biology
and economics, where the presence of qualitative variables
is of great importance. For the later, it is also impor-
tant a simultaneous manipulation of both, qualitative and
quantitative variables to enhance predictability models
[25]
In general, the matrix representation of ρˆ onto the
states defined above considers elements of the type
|01 . . . 1i . . . 1j . . . 0k〉 or |11 . . . 1i . . . 1j . . . 1k〉 that ac-
count for situations when several categories can be se-
lected simultaneously, i.e., situations when categories
ith and jth can simultaneously be selected (i.e., element
|01 . . . 1i . . . 1j . . . 0k〉) or when all the possible categories
may be selected (i.e., element |11 . . . 1i . . . 1j . . . 1k〉). For
simplicity and concreteness, those situations are disregard
here by assuming that their corresponding proportion is
zero. The resulting elements form a complete set for a
subspace that by analogy to quantum mechanics, it will
be referred to as the singly-excited manifold and its basis
elements as singly-excited states. After projecting the
density operator ρˆ, it takes the following form
ρ =

|0...0...0〉 |10...0〉 |0...1i...0〉 |0...0...1k〉 · · · |1...1i...1k〉
〈0...0...0| 0 0 0 0 · · · 0
〈10...0| 0 p1 0 0 · · · 0
〈0...1i...0| 0 0 pi 0 · · · 0
〈0...0...1k| 0 0 0 pk · · · 0
...
...
...
...
...
. . .
...
〈1...1i...1k| 0 0 0 0 0 0

. (1)
3Under this consideration, ρ is a diagonal matrix and only
one sector is non-zero, namely, the one for which only one
category may be selected.
Note that the present formulation resembles the One
Hot Encoding Algorithm [26], widely used in Artificial
Intelligence literature. However, as it is shown below, the
construction based on Hilbert spaces allows for making
use, in social sciences, of all analysis tools form, e.g.,
quantum mechanics. This fact opens the door for a more
formal and precise analysis of qualitative variables.
A. Variability measures in terms of the density
operator
Once the density operator is projected onto a particular
basis, the next step is to calculate its variability in a way
that is independent of the representation. This is achieved
below by introducing the trace operation, a basis invariant
operation, over the density operator ρˆ. In the literature,
it can be found several types of variability measures and
attempts to classify them [6, 7, 19]. In this work we are
going to focus in the following four:
Measure Type I – The first measure σL is associated
with the linear difference between all the answers and can
be written as
σL = 1− 1
2(k − 1)
k∑
α=1
k∑
β>α
tr
∣∣∣ρˆ−Παβ ρˆΠ†αβ∣∣∣ , (2)
where the matrix Παβ represents the permutation matrix
associated with the rows α and β, i.e., the matrix obtained
by permuting the rows α and β from the identity matrix
I of order 2k [27]. The trace operation tr(·) represents
the sum of the eigenvalues of the matrix and † refers to
the complex transposition.
With a different normalization and without the Hilbert
space formulation, an equivalent expression of the Eq. (2)
where mentioned before by Wilcox [4] as MDA, emphasiz-
ing that the main characteristic is that it is “dependent
on the spread of the variate-values among themselves and
not on the deviations from some central value”.
Measure Type II – The second measurement is similar
to the later, but the distance is calculated as an Euclidean
distance instead and has the form
σE = 1− 1
2(k − 1)
 k∑
α=1
k∑
β>α
tr(ρˆ−Παβ ρˆΠ†αβ)2
 12 . (3)
An equivalent measure was proposed by Tsui et al [28] in
1992 and named later in 2007 as MED (Mean Euclidean
Distance) by Harrison and Klein [19]. This measure
also has the same property of the Mean linear distance
mentioned by Wilcox.
The following two variability expressions are frequently
found and used in the qualitative statistics literature, even
though it has their ground in the physics literature.
Measure Type III –The Shannon or von Newman en-
tropy [29] can be directly extended to the present for-
malism after introducing a proper normalization factor.
Traditionally, the normalization factor is taken as 1/ log2 k
that corresponds to the maximum entropy encoded in a
density operator of dimension k × k. Because ρˆ may in-
clude multi-selection of categories, the maximum entropy
measurement corresponds to replacing k in favor of 2k.
Thus,
σS =
tr(ρˆ log2 ρˆ)
tr(ρˆmax log2 ρˆmax)
, (4)
where ρˆmax is the density matrix associated to the configu-
ration of maximum entropy of the singly-excited manifold,
i.e., a density matrix with the entries on the single excited
states equal to 1/k and the rest of them equal to zero.
In social contexts, the above index was first introduced
in the context of behavioral science by Senders [30] as
a measure of uncertainty, “which will be high when the
number of alternative possibilities is high, and low when
some of the possibilities are much more likely than others”.
Measure Type VI – The last measure type, also known
as the Index of Qualitative Variation (IQV), is the most
commonly used in literature ranging from psychology,
politics, economy and others. Its equivalent in physics,
particularly in quantum mechanics, is known as linear
entropy and corresponds to one minus the purity of the
density operator ρˆ, namely, 1−trρˆ2. Specifically, σP takes
the following form
σP =
1− trρˆ2
1− trρˆ2max
, (5)
where ρˆmax is defined as in Eq. (4). Traditionally, the
normalization used for the IQV is k/(k − 1), which also
corresponds to the maximum linear entropy of a density
matrix with dimension k × k. In practical terms, the de-
nominators of Eq. (4) and (5) are equal to the traditional
normalization factors −1/ log2 k and k/(k − 1), respec-
tively, but when the reduction of categories is applied,
the selection of a proper normalization factor becomes
not trivial (see below).
All previous measures of variability are normalized to
1 so that the limits bounds as 0 and 1. The lower limit
is reached when all the categories are zero except one
(see Fig. 2) and can be interpreted as no variability at all,
and in terms of information, a maximum knowledge of
the system. On the other hand, the upper limit appears
when all the categories have the same value 1/k, i.e., all
of them are equally distributed. Having all the indices
bounded by the same values, [0, 1], allows to make direct
comparisons among them and also permits a better inter-
pretation of the results. All the indices presented in Eqs.
(2) to (5), in some sense, measures how the bars in Fig. 2
are distributed among the categories and also take into
account the size of the bars. Interpreting the extremes
values of σ = 0 and σ = 1 as completely opposite char-
acteristics: Uncompetitive-Competitive, Homogeneous-
4Mental Youth Hybrid Domestic Tribal
Drug health Family specialty DWI/drug DWI violence Veterans wellness Other
Ark. 49 1 0 3 0 0 1 1 0 0
Wis. 18 3 2 7 8 11 1 10 2 1
TABLE I. The number of problem-solving courts for the states of Arkansas (Ark.) and Wisconsin (Wis.)
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FIG. 2. Pictorical representation of the extreme values of the
variability measurement σ in a five categories escenario named
{A,B,C,D,E} for one hundred answers. Left Panel σ = 0,
there is no variability among the categories, which means all
the information localized in one category. Central Panel
0 < σ < 1, a situation in between is also presented, where
the information is “randomly” spread among the categories.
Right Panel σ = 1, the variability is maximum, i.e., the
information is maximally spread and equally distributed.
Heterogeneous, Agreement-Disagreement, Segregated-
Integrated and Localized-Delocalized, mentioning some
of them suggested by Wilcox [4], the variability can be
understood as a measure of how equal or unequal is a set
of categories.
B. Robustness of variability measures under
uncertainty
All previous measure types provide an idea about how
spread the categories are and despite they have the same
bounds, their intermediate values may differ. Therefore,
interest here is in providing a new classification criterium
for selecting, when conceptually possible [6], one measure
over the others; specifically, the classification proposal is
based on the robustness against uncertainty. Motivation
for proposing this criterium is clear, when dealing with real
datasets uncertainty is always present, e.g., (i) elasticities
of commodity prices with respect to supply or demand
[31] represents uncertainty; (ii) the number of violent acts
in a society has uncertainty due to the unregistered acts;
(iii) when results of a poll are obtained from a sample
community there is uncertainty.
In this research, uncertainty was artificially introduced
by means of a stochastic variable, i.e., by adding noise to
the proportion pi. Specifically, this is done by adding up a
random number ζi selected from the noise domain. That
is to say, e.g., for a noise of amplitude 5%, a random num-
ber ζ1 is selected between [−0.05, 0.05] and added to the
proportion of the first category, p1; then, another random
number ζ2 is selected from the same range and added up
to the second category, p2; the same process is repeated
until the (k − 1)th-category is reached. For the last cat-
egory, pk, and with aim of preserve the normalization,∑k
i pi = 1, the number obtained by the summation of the
all previous proportions is subtracted from 1. Each set
of random numbers {ζ1, ζ2, . . . ζk−1} form a realization of
the random variable ζ. Since each number is random, each
realization ζ is random as well. Therefore, to guarantee
reproducibility and to simulate a more realistic situation,
thousands of realizations are averaged until no changes
above 10−4 are detected in the measures, i.e., until con-
vergence is reached. The number of realization to achieve
convergence varies from situation to situation and heavily
depends on the noise amplitude. For the cases considered
below, convergence was reached after averaging out over
104 realizations.
III. APPLICATION TO CENSUS OF
PROBLEM-SOLVING COURTS, 2012
As an application of the formalism introduced here,
consider the recently released dataset of the Problem-
solving Courts, by State and Selected U.S. Territories,
2012 published by the Bureau of Justice Statistics [32].
The problems solved by the courts in the U.S. are clas-
sified in ten different categories, namely, Drug, Mental
health, Family, Youth specialty, Hybrid DWI/drug, DWI,
Domestic violence, Veterans, Tribal wellness and Other
[32]. For the following analysis, each problem is con-
sidered as a category with a certain proportion pi and
variability analysis is performed by each state.
Table I presents two opposite states in terms of the
spreading of the problems-solving courts, Arkansas (Ark.)
and Wisconsin (Wis.). It can be seen that problems in
Arkansas are mainly due to drugs and the other categories
have not significant contribution; on the other hand, and
even though the main problem in Wisconsin is also drugs,
the other categories also have significant values. Hence,
Arkansas is expected to have a small variability and con-
trary, Wisconsin should have high variability values.
5σL σE σS σP
Ark. 0.0484 0.1195 0.2085 0.2248
Wis. 0.4973 0.7200 0.8497 0.9216
TABLE II. The numerical values of the four variability mea-
surements σL, σE, σS and σP for the states of Arkansas (Ark.)
and Wisconsin (Wis.)
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FIG. 3. σL, σE, σS and σP for the census of Problem-solving
Courts by State in the U.S.
The variability values of the four measurements σL, σE,
σS and σP for the two states are presented in Table II. As
anticipated, all measures have a smaller value for Arkansas
than for Wisconsin, but the values of the measurements
significantly differ among them. Therefore, a comparison
can be made among states with the same measurement,
but not between measures within the same state.
Figure 3 depicts the values of the four different mea-
sures of variability considered above for each territory in
the dataset. The horizontal organization of the territories
is presented in ascending order for the value obtained by
σL. An interesting fact can be addressed here: Although,
globally, all variability measures present a growing ten-
dency, locally, behaviour discrepancies are clearly visible.
This can be seen comparing the smoothness of the purple
line against the oscillation of the others. This implies
that a direct comparison of the results among variability
measures is not the best way to compare their perfor-
mance. This is another motivation to highlight that an
analysis of robustness of variability measures under un-
certainty is a better criterium to select the more accurate
and meaningful measure of variability.
Figure 4 depicts the results of the four different mea-
sures of variability considered in Fig. 3 with the intensity
of the noise 1% (upper panel) and 5% (lower panel) for
each of the territories. For the sake of comparison, the
continuous curves, on the left-hand-side panel, depict the
variability measure for U.S. states without noise whereas
the results in the presence of uncertainty are depicted by
single markers in the figures (see caption of the figure for
ΦL ΦE ΦS ΦP
1% 0.0138593 0.0073292 0.0283516 0.0090894
5% 0.0630688 0.0382758 0.0881197 0.0438631
TABLE III. Results of the measurement of the dispersion of
the values obtained for the different territories without and
with different values of noise, those results are obtained using
the Eq. (6)
more details). The right-hand panel shows the absolute
value of the difference between the variability with and
without noise for each value of noise intensity. It can be
easily seen that the green line is higher than the other
measures; therefore, σS can be interpreted as the most
sensitive measure of noise, followed by σL (purple line).
From the picture is not easy to identify whether σE (blue)
or σP (red) is more sensitive to the noise. Therefore, to
quantitative measure the difference between the curves
with and without noise, an measure equivalent to the
standard deviation is considered for this case. Specifically,
assume that the mean value will be given by the no-noise
case whereas the noisy situations are to be understood as
“experimental” data. The robustness against noise is then
quantified by
Φx(θ) =
√√√√ Λ∑
α=1
[σαx (θ)− σαx ]2, (6)
where θ represent the noise strength (e.g., 1% or 5%),
Λ is the total number of territories and x = {L,E,S,P}
labels one of the four possibilities of variability measure.
The values of Φx(θ) can be found in Table III. The val-
ues obtained for ΦE are smaller than the others, so it
can be concluded that σE is the most robust measure of
qualitative variation.
IV. VARIATION OF CATEGORIES ANALYSIS
Traditionally, the way to analyze how the reduction
of categories affects the variability is by means of the
Wilcox’s proposal [4], namely, by replacing by zero the
proportion of the reduced category and then renormalize
the proportion of the remaining categories. This proposal
disregards the information of the reduced categories and
assumes that the categories-to-be-reduced do not exist.
This formulation violates the basic postulates of informa-
tion science as well as the second law of thermodynamics
because entropy-like measures decrease when information
decreases (randomness increases). Below, it is described
how the Hilbert space formulation allows performing a
reduction of categories while keeping the information
provided by the reduced categories and consistent with
information science. For simplicity, the reduction of cat-
egories analysis will be performed in the singly-excited
6N
.D
.
A
rk
.
N
.J
.
K
y
.
C
o
n
n
.
R
.I
.
S
.C
.
V
t.
W
.V
a
.
N
e
b
.
D
.C
.
M
a
in
e
K
a
n
.
M
a
ss
.
Io
w
a
P
.R
.
La
.
M
d
.
V
a
.
N
.H
.
A
la
.
W
y
o
.
U
ta
h
In
d
.
O
kl
a
.
T
e
n
n
.
M
is
s.
S
.D
.
G
u
a
m
H
a
w
a
ii
Ill
.
O
h
io
Fl
a
.
G
a
.
D
e
l.
M
o
.
N
.C
.
C
a
lif
.
O
re
.
C
o
lo
.
Id
a
h
o
A
la
sk
a
N
.M
.
A
ri
z.
N
.Y
.
M
o
n
t.
W
a
sh
.
N
e
v
.
M
in
n
.
P
a
.
T
o
ta
l
W
is
.0.0
0.2
0.4
0.6
0.8
1.0
σL
σL(1%)
σE
σE(1%)
σS
σS(1%)
σP
σP(1%)
N
.D
.
A
rk
.
N
.J
.
K
y
.
C
o
n
n
.
R
.I
.
S
.C
.
V
t.
W
.V
a
.
N
e
b
.
D
.C
.
M
a
in
e
K
a
n
.
M
a
ss
.
Io
w
a
P
.R
.
La
.
M
d
.
V
a
.
N
.H
.
A
la
.
W
y
o
.
U
ta
h
In
d
.
O
kl
a
.
T
e
n
n
.
M
is
s.
S
.D
.
G
u
a
m
H
a
w
a
ii
Ill
.
O
h
io
Fl
a
.
G
a
.
D
e
l.
M
o
.
N
.C
.
C
a
lif
.
O
re
.
C
o
lo
.
Id
a
h
o
A
la
sk
a
N
.M
.
A
ri
z.
N
.Y
.
M
o
n
t.
W
a
sh
.
N
e
v
.
M
in
n
.
P
a
.
T
o
ta
l
W
is
.0.00
0.05
0.10
0.15
0.20
0.25
0.30 σL σE σS σP
N
.D
.
A
rk
.
N
.J
.
K
y
.
C
o
n
n
.
R
.I
.
S
.C
.
V
t.
W
.V
a
.
N
e
b
.
D
.C
.
M
a
in
e
K
a
n
.
M
a
ss
.
Io
w
a
P
.R
.
La
.
M
d
.
V
a
.
N
.H
.
A
la
.
W
y
o
.
U
ta
h
In
d
.
O
kl
a
.
T
e
n
n
.
M
is
s.
S
.D
.
G
u
a
m
H
a
w
a
ii
Ill
.
O
h
io
Fl
a
.
G
a
.
D
e
l.
M
o
.
N
.C
.
C
a
lif
.
O
re
.
C
o
lo
.
Id
a
h
o
A
la
sk
a
N
.M
.
A
ri
z.
N
.Y
.
M
o
n
t.
W
a
sh
.
N
e
v
.
M
in
n
.
P
a
.
T
o
ta
l
W
is
.0.0
0.2
0.4
0.6
0.8
1.0
σL
σL(5%)
σE
σE(5%)
σS
σS(5%)
σP
σP(5%)
N
.D
.
A
rk
.
N
.J
.
K
y
.
C
o
n
n
.
R
.I
.
S
.C
.
V
t.
W
.V
a
.
N
e
b
.
D
.C
.
M
a
in
e
K
a
n
.
M
a
ss
.
Io
w
a
P
.R
.
La
.
M
d
.
V
a
.
N
.H
.
A
la
.
W
y
o
.
U
ta
h
In
d
.
O
kl
a
.
T
e
n
n
.
M
is
s.
S
.D
.
G
u
a
m
H
a
w
a
ii
Ill
.
O
h
io
Fl
a
.
G
a
.
D
e
l.
M
o
.
N
.C
.
C
a
lif
.
O
re
.
C
o
lo
.
Id
a
h
o
A
la
sk
a
N
.M
.
A
ri
z.
N
.Y
.
M
o
n
t.
W
a
sh
.
N
e
v
.
M
in
n
.
P
a
.
T
o
ta
l
W
is
.0.00
0.05
0.10
0.15
0.20
0.25
0.30 σL σE σS σP
FIG. 4. Four different measures of variability (σL, σE, σS and σP) of problem-solving courts by state in the U.S. For the upper
panel the noise strength 1% whereas for the lower panel it is 5%. Left Pannel shows in a continuous line the measure of
variability for the four cases and the result after introducing the noise. Right Pannel shows the absolute value of the difference
between the results obtained with noise and without introducing noise for each value of intensity.
manifold, so that the density operator reduces to
ρ =

|0...0...0〉 |10...0〉 |0...1i...0〉 |0...0...1k〉
〈0...0...0| 0 0 0 0
〈10...0| 0 p1 0 0
〈0...1i...0| 0 0 pi 0
〈0...0...1k| 0 0 0 pk
.
(7)
For convenience, the case when none of the categories is
chosen, element |0...0...0〉, was included in the definition
in Eq. (7) so that the density operator has dimensions
(k + 1)× (k + 1). To perform the reduction of categories,
the partial trace technique [20] is applied over the jth-
category to be reduced. This procedure yields a new
density operator, ρˆrj = trj ρˆ, of dimension k × k that is
to be replaced, e.g., in equations (2-5) to calculate the
change in the variability. The normalization factor needs
to be replaced appropriately, speficically, it is replaced in
favor of ρˆrj ,max = trj ρˆmax.
Due to the intrinsic diagonal character of ρˆ, the reduced
density matrix ρˆrj will have all the information associated
with the elements that it keeps and also information
about the effects of the traced out elements (see, e.g.,
Sec. 2.2 in Ref. [20]). This characteristic is fundamental
in applying the reduction of categories in a way consistent
with information science [20].
The application of the partial trace for the present sit-
uation is straightforward. Since ρ is diagonal, performing
the partial trace on the state |0...1j ...0〉 yields a reduced
density matrix of order 2k with the same elements of the
total density matrix ρ. The proportion pj associated with
the jth-category switches to the none answer position,
i.e., in the first input of the matrix. If the process is
repeated over different states, the result is adding up the
proportion associated with the traced element to the none
answer position. Therefore, applying the partial trace
over n of the k categories produces a reduced density
operator ρˆr{j,l,...n} of order 2
k−n+1 given by
7ρr{j,l,...n} =

|0...0...0〉 |10...0〉 |0...1i...0〉 |0...0...1k〉
〈0...0...0| pj + pl + · · ·+ pn 0 0 0
〈10...0| 0 p1 0 0
〈0...1i...0| 0 0 pi 0
〈0...0...1k| 0 0 0 pk
. (8)
After applying the reduced density operator to the equa-
tions (2-5), where n category reduction is performed, the
following relatively simple expressions, in terms of the
probabilities {p}, account for measures of variability
σL = 1− 1
2(k − n− 1)
k∑
b=1
b/∈R
∣∣∣∣∣∑
a∈R
pa − pb
∣∣∣∣∣+
k∑
b′=1
b/∈R
|pb − pb′ |
 (9)
σS = 1− 1
2(k − n− 1)

 k∑
b=1
b/∈R
(∑
a∈R
pa − pb
)2
1
2
+
 k∑
b,b′=1
b,b′ /∈R
(pb − pb′)2

1
2
 (10)
σS =
(∑
a∈R pa
)
log2
(∑
a∈R pa
)
+
∑k
b=1
b/∈R
pb log2 pb
log2 (k − n)
(11)
σP =
k − n
k − n− 1
1−(∑
a∈R
pa
)2
−
k∑
b=1
b/∈R
p2b
 (12)
where R is the set of index associated with the reduced
categories i.e. R = {j, l, ..., n}. Not that that the number
of categories have been reduced from k to k − n.
Figure 5 depicts the results obtained for σP (top) and
σS (bottom), applying the reduction of categories to the
same dataset of the Problem-solving courts. From the
initial ten categories scenario, the results of reduction of
up to three categories are presented. Those results were
obtained using the partial trace method (continuous line)
and the Wilcox method (dashed line).
The reduction of categories is applied from the right to
the left in Table 1 of Ref. [32]. As it can be seen from the
figures, for all the territories in the U.S., the reduction
of categories using the partial trace methods, implies an
increase in the values of σS and σP, conversely, a reduction
of the values is obtained if the implemented method is the
proposed by Wilcox. In terms of information, this is a very
important issue, because the variability measures [Eqs. (4)
and (5)] quantifies how the values between the categories
are distributed, but in terms of information it can be
understood as: if the value of variability approach to zero
we have more information about organization between the
categories and on the other hand, if the value approaches
to 1 the lack of information information increases. Hence,
when the reduction of categories is applied, information
is lost, then it is natural to expect that the value of the
variability increases instead of decreasing.
No that the variability for D.C. the increases when the
categories are reduced using the Wilcox method; appar-
ently, contradicting the conclusion above. This increase
is due to the explicit value of the proportion of each re-
duced category. In this particular case, the first category
reduced was other and for D.C. has a very high propor-
tion of 0.727. Hence, ignoring that category, as in the
Wilcox method, has a tremendous impact on the values of
σS and σP, otherwise, the method proposed by us keeps
that information and thus do not produce a significant
alteration in the curves.
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FIG. 5. Continuous lines depict the results for the measure of
σP (top) and σS (bottom) applying the reduction of categories
using the partial trace method, we also present the results in
dashed line when the reduction is applied using the Wilcox
method. The notation σ0,σ1, σ2, σ3 means that no category
was reduced and one, tow and three categories were reduced
respectively.
V. CONCLUSIONS
Two main contributions have been done with this re-
search: (i) Introducing the Hilbert space formalism and
its advantages to solve reduction of categories problem
of qualitative variables and (ii) Proposing a robustness
analysis as a methodology to choose the best qualitative
variation for a dataset. In more detail:
(i) Using the Hilbert space formalism, the matter of re-
duction of categories, an issue unsolved since the late 70’s
is solved in a simple and very elegant way by performing
the partial trace over the categories wanted to reduce.
Importantly, this approach is consistent with information
science. This allows for the extension of analysis with-
out the necessity of a constructing a new dataset which
sometimes is one of the biggest problems faced by social
scientists. The formalism also allows the manipulation of
datasets with simultaneous choice options.
(ii) A purely numerical methodology to choose the best
variability measurement to implement in a dataset is new
and provides a strong criteria if the dataset could have
any bias or noise, like most of the real-datasets. The
robustness against noise is a very important characteristic
for indices, due to the fact that the intention of the index
is to be useful and as general as possible.
The potencial of the present formalism goes beyond the
application of physics concepts and tools to social sciences
and reach the field of Artificial Intelligence by providing
formal support to the One Hot Encoding Algorithm [26].
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