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Zusammenfassung
Während in der somatischen Medizin mittlerweile eine Viel-
zahl von biologischen Markern für die Diagnostik und Thera-
pieplanung vorliegen, gibt es keine vergleichbaren bio-
logischen oder psychologischen Marker für psychische 
Störungen. Hier sind die Pathogenese und Wirkung psycho-
therapeutischer Interventionen durch eine Vielzahl mitei-
nander interagierender Faktoren determiniert. Die prädik-
tive Analytik verfügt mit dem maschinellen Lernen über eine 
aussichtsreiche Methode, komplexe Muster und Interak-
tionen zwischen verschiedenen Variablen in Aussagen für 
den individuellen Patienten zu übersetzen. Diese Methoden 
bestimmen (“lernen”) aus bereits vorhandenen Daten die 
Beziehung zwischen Prädiktoren und Ergebnissen und kön-
nen anschließend das entwickelte Modell auf neue Daten, 
bei denen das Ergebnis noch offen ist, anwenden. Zuvor 
muss aber zwingend geprüft werden, ob das Gelernte 
tatsächlich bedeutungsvoll ist. Zur Illustration des Ansatzes 
stellen wir eine Reihe von Studien vor, die das Paradigma der 
prädiktiven Analytik für diagnostische Fragestellungen, 
Vorhersage von Risikoverläufen sowie zur Prognose von Psy-
chotherapieergebnissen genutzt haben. Die Ergebnisse sind 
vielversprechend; vor einem Einsatz in der klinischen Praxis 
muss die Vorhersagegenauigkeit jedoch weiter gesteigert 
und in verschiedenen Settings und Populationen überprüft 
werden. Zur Verbesserung der Vorhersagegüte scheinen 
insbesondere die Berücksichtigung unterschiedlicher 
Datenmodalitäten wie klinische Maße, (f)MRT-Daten und ge-
netische Daten sowie der Fokus auf Variablen, die Mechanis-
men von Psychopathologie und Veränderungsmechanis-
men gut abbilden, sinnvoll. Darüber hinaus sollte eine enge 
Zusammenarbeit mit Vertretern von Praktikern und Betrof-
fenen stattfinden, um die Akzeptanz solcher Marker zu 
gewährleisten. Wenn dies gelingt, bieten derartige Marker 
das Potenzial, die Diagnosesicherheit insbesondere in 
 schwierigen Fällen deutlich zu erhöhen, mögliche Risikover-
läufe früh zu identifizieren und die Zuweisung von Patienten 
zu den für sie bestmöglichen Behandlungen zu unter- 
stützen. © 2020 S. Karger AG, Basel
Predictive Analytics from a Mental Health 
Perspective
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Abstract
While there is a plethora of biomarkers for diagnosis and 
treatment selection in somatic medicine, no comparable 
biological or psychological markers are available in men-
tal health. Following the bio-psycho-social model, both 
the pathogenesis and treatment effects are determined 
by many concurring factors. With machine learning, pre-
dictive analytics offer a promising set of tools for translat-
ing patterns and interactions in and between a variety of 
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variables into a conclusion for the individual patient. 
These methods “learn” the association between predic-
tors and outcomes from already available data and can 
then apply the resulting model on new data, for which the 
outcome is still open. However, it is crucial to evaluate be-
forehand whether the learned model is meaningful. To 
illustrate this approach, we present a number of studies 
that used predictive analytics for diagnostics, for predict-
ing risk trajectories and for predicting psychotherapy 
treatment outcomes (“theranostics”). Their results are 
promising, but prior to clinical practice the prediction ac-
curacy has to be increased and tested in different settings 
and populations. For increasing prediction performance, 
combining several data modalities, such as clinical, neu-
rostructural, -functional and genetic data, and focusing 
on variables that map mechanisms of psychopathology 
and change, are reasonable. Moreover, teaming up with 
clinician and patient representatives is recommended for 
increasing the acceptance of such markers and discussing 
the ethical and societal implications of predictive analyt-
ics in mental health. If successful, predictive analytics bear 
the potential to increase diagnostic reliability particularly 
in challenging cases, to identify potentially negative tra-
jectories early on and to support allocating patients to 
their individually optimal treatment.
© 2020 S. Karger AG, Basel
Warum prädiktive Analytik?
Klinische Entscheidungen in der somatischen Medi-
zin werden mittlerweile von einer Vielzahl von Indika-
toren – biologischen Markern (siehe Kasten 1) – unter-
stützt [Strimbu und Tavel, 2010]. Über den Symptombe-
richt des Patienten hinaus liefern diese Biomarker 
wesentliche Informationen zum Risiko zukünftiger 
Krankheitsgenese, zur (Differential-)Diagnostik und zur 
Indikation verschiedener Behandlungsoptionen. Ver-
gleichbare Marker für unser Feld der psychischen Stö-
rungen liegen bisher nicht vor [Venkatasubramanian 
und Keshavan, 2016]. Dies liegt maßgeblich daran, dass 
sowohl die Entstehung [Zuckerman, 1999] als auch der 
Verlauf [Green et al., 2013] psychischer Störungen sowie 
die Wirkmechanismen psychotherapeutischer Interven-
tionen [Wampold und Imel, 2015] durch eine Vielzahl 
sich wechselseitig beeinflussender Faktoren determiniert 
sind, wie es im bio-psycho-sozialen Modell deutlich wird 
[Engel, 1977]. Gelänge es trotz dieser multifaktoriellen 
Determiniertheit, vergleichbare Marker für psychische 
Störungen zu entwickeln, erlaubten diese die Abschät-
zung individueller Verläufe sowie die Adaption etablier-
ter Interventionen an den einzelnen Patienten. Dies ist 
der Ansatzpunkt der personalisierten Medizin [Ozomaro 
et al., 2013]. Von ihr erhofft man sich durch die bessere 
Passung von Patient und Intervention insgesamt effizi-
entere und effektivere Behandlungen, also sowohl indivi-
duelles Leiden und Beeinträchtigung zu reduzieren, als 
auch auf gesellschaftlicher Ebene Kosten zu sparen bzw. 
mit den verfügbaren Mitteln bessere Ergebnisse zu erzie-
len. Mithilfe der prädiktiven Analytik sollen entspre-
chend leistungsfähige Modelle entwickelt werden, die 
multifaktorielle Informationen integrieren und so Mar-
ker für die genannten Ziele bereitstellen. Ein Kernstück 
der prädiktiven Analytik ist das maschinelle Lernen. Ma-
schinelle Lernalgorithmen im Bereich der somatischen 
Medizin waren beispielsweise klinischen Experten hin-
sichtlich des Erkennens von erblich bedingten Syndro-
men [Gurovich et al., 2019] oder der Wahl der optimalen 
Behandlung bei Sepsis überlegen [Komorowski et al., 
2018]. Ein komplexes Deep-Learning Modell absolvierte 
2017 den Mediziner-Test in China erfolgreich und er-
zielte eine höhere Punktzahl als 96,3% der menschlichen 
Teilnehmer [Wu et al., 2018].
Maschinelles Lernen als aussichtsreiche Methode zur 
Einzelfallklassifikation und -prädiktion
Maschinelles Lernen ist ein Oberbegriff für eine Viel-
zahl von Verfahren, die insbesondere eine gemeinsame 
Herangehensweise an ein Problem eint. Letztlich geht es 
darum, aus vorliegenden Daten bestimmte Merkmals-
kombinationen (Muster) herauszufiltern [Bishop, 2006]. 
Die Daten sind meist hochdimensional, und Analysen fin-
Kasten 1. Was ist ein Biomarker?
Biologische Marker (kurz: Biomarker) sind objektiv messbare 
biologische Indikatoren für andere, entweder zurzeit noch nicht 
messbare oder erst in der Zukunft auftretende Prozesse oder 
Ereignisse. Die beiden zentralen Definitionen liegen leider nur 
auf Englisch vor: “A characteristic that is objectively measured 
and evaluated as an indicator of normal biological processes, 
pathogenic processes, or pharmacologic responses to a thera-
peutic intervention” [Biomarkers Definitions Working Group, 
2001, p. 91] sowie von der Weltgesundheitsorganisation mit 
“Any substance, structure, or process that can be measured in 
the body or its products and influence or predict the incidence 
of outcome or disease” [World Health Organization and Inter-
national Programme on Chemical Safety, 2001]. Auch für die 
psychische Gesundheit werden Kandidaten für biologische 
Marker wie beispielsweise genetische Polymorphismen oder 
neuronale Aktivierungsmuster diskutiert. Grundsätzlich wären 
für die prädiktive Analytik jedoch auch intrapsychische oder 
soziale Marker denkbar, solange diese reliabel zu erfassen und 
kriteriumsvalide hinsichtlich der interessierenden abhängigen 
Variable sind. Im vorliegenden Manuskript sprechen wir von 
einem Marker, wenn eine einzelne Klassifikation oder Prädik-
tion erfolgt, auch wenn dafür auf mehrere Prädiktorvariablen 
zurückgegriffen wird (zusammengesetzter Marker).
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den bisweilen in sehr großen, mitunter unüberschaubaren 
Datensätzen statt. Daher werden diese Ansätze auch häu-
fig mit dem Schlagwort “big data” in Zusammenhang ge-
bracht. Beim supervidierten maschinellen Lernen, um das 
es im Weiteren ausschließlich gehen wird, versucht ein 
statistischer Algorithmus in vorliegenden Daten ein Mu-
ster zu finden, dass bestmöglich zwischen verschiedenen 
Gruppen oder Klassen unterscheidet [Bishop, 2006; Kot-
siantis et al., 2006; Kotsiantis, 2007]. Welche Gruppen es 
dabei gibt, wird vom Entwickler vorgegeben. Ein Beispiel 
wäre hier, anhand der Antworten in einigen Symptomfra-
gebögen nach einem Muster zu suchen, das Auskunft da-
rüber gibt, ob ein Patient zur Klasse “wird nach Therapie-
ende remittieren” oder zur Klasse “wird nach Therapie-
ende nicht remittieren” gehört. Der Algorithmus “lernt” 
beim maschinellen Lernen insofern, als er mit zuneh-
mender Anzahl an gesehenen Patienten bestimmte Merk-
male, die sich gut zur Unterscheidung beider Klassen eig-
nen, höher gewichtet und kombiniert, während schlecht 
geeignete Merkmale nach und nach immer weniger be-
achtet werden. Insofern “lernt” der Algorithmus sukzessi-
ve zwischen den genannten Klassen zu unterscheiden. Die 
Klassen müssen dabei nicht kategorial sein, auch dimen-
sionale Daten können vorhergesagt werden [Mohri et al., 
2018]. Im Gegensatz dazu sind beim unsupervidierten ma-
schinellen Lernen keine Klassen vorgegeben, der Algo-
rithmus versucht also selbst, in den Daten eine Struktur 
zu finden [Bishop, 2006]. Ein Beispiel wäre hier, nach 
Gruppen von Patienten zu suchen, die sich in ihren Ant-
worten in einigen Symptomfragebögen sehr ähnlich sind. 
Clusteranalysen sind typische Vertreter dieser Gruppe 
von Verfahren. Unsupervidiertes maschinelles Lernen 
bietet großes Potenzial für die Identifikation neuer, kli-
nisch relevanter Endophenotypen. Im Folgenden be-
schränken wir uns jedoch auf die Unterscheidung vorge-
gebener Gruppen mittels supervidiertem Lernen.
Zentral beim maschinellen Lernen ist, dass es sich um 
ein schrittweises Verfahren handelt (Abb.  1). In einem 
ersten Schritt lernt der Algorithmus anhand vorgege-
bener Daten, daher wird dieser Schritt häufig als Training 
bezeichnet [Bishop, 2006; Mohri et al., 2018]. In einem 
zweiten Schritt muss nun überprüft werden, ob das ge-
lernte Muster tatsächlich bedeutungsvoll ist. Dieser 
Schritt wird entsprechend auch als Test bezeichnet. Hier 
wird der Algorithmus genutzt, um anhand der gelernten 
Muster Voraussagen für bisher nicht genutzte Daten zu 
machen [Bishop, 2006; Mohri et al., 2018]. Indem die 
 Voraussagen mit den tatsächlichen Daten verglichen 
werden, kann die Güte des gelernten Modells einge-
schätzt werden [vgl. Sokolova und Lapalme, 2009]. Ein 
gutes  Modell wird auch auf bisher nicht genutzten Daten 
Voraussagen produzieren, die häufig mit der Wirklich-
keit übereinstimmen, während ein schlechtes Modell dies 
eher nicht tun wird. Es ist zwingend notwendig, die Test-
phase auch tatsächlich mit neuen Daten durchzuführen, 
da andernfalls die Modellgüte deutlich überschätzt wird 
und keine unabhängige Vorhersage erzeugt wird. In der 
dritten Phase, der Anwendungsphase, kann der Algorith-
mus nun genutzt werden, um Voraussagen an Daten mit 
tatsächlich unbekannten abhängigen Variablen in der 
Praxis zu generieren. Die Anwendung auf den individu-
ellen Einzelfall, also idealerweise auf den nächsten Pati-
enten in der klinischen Praxis, ist hier also im Gegensatz 
zu konventionellen Analysen von vornherein als Ziel be-
dacht [siehe Kasten 2 und vgl. Yarkoni und Westfall, 2017].
Ansätze des maschinellen Lernens bieten für die prä-
diktive Analytik eine Reihe von Vorteilen: (1) Sie sind 
besonders geeignet, eine Vielzahl von möglichen Prädik-
torvariablen zusammen zu betrachten [Bzdok et al., 
2018]. Während einfache Algorithmen mitunter nur rein 
additive oder lineare Zusammenhänge modellieren, kön-
nen andere Verfahren auch komplexere Interaktionen 
abbilden [vgl. Wu et al., 2008]. Der Vorteil des maschi-
nellen Lernens wird dabei meist umso größer, je mehr 
Daten zur Verfügung stehen (vgl. “big data”). Prinzipiell 
lässt sich die Rolle einzelner Prädiktorvariablen im Mo-
dell vergleichen, allerdings nimmt die Interpretierbarkeit 
gerade in komplexeren Modellen meist schnell ab. (2) Zu-
dem muss kein explizites Modell vorgegeben werden, 
nach dem der Prädiktionsalgorithmus lernt [Bzdok et al., 
2017]. Zentral für das Paradigma der prädiktiven Analy-
Abb. 1. (Modifiziert nach Lueken und Hahn [2017]). Schematische 
Abbildung der verschiedenen Schritte beim maschinellen Lernen. 
Mit bekannten Daten wird während der Trainingsphase das Mo-
dell konstruiert und anschließend in der Testphase evaluiert. Dazu 
werden die Voraussagen des Modells mit den tatsächlichen Daten 
verglichen und die Güte der Übereinstimmung über verschiedene 
Indizes, wie beispielsweise die Genauigkeit (zwischen 0 und 100% 
Übereinstimmung), Sensitivität, Spezifität oder ROC-Kurven, 
quantifiziert. Ist das Modell gut genug für den Einsatz in der Pra-
xis, kann es nun für Daten eingesetzt werden, bei denen das inte-
ressierende Ergebnis tatsächlich noch nicht bekannt ist. 
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tik ist aber (3) die Fähigkeit, die verschiedenen Prädiktor-
variablen derart zu einer Entscheidungsfunktion zu ver-
knüpfen, dass für jede Variablenkombination eine ein-
deutige Gruppenzuordnung erzeugt werden kann. Sie 
ermöglichen also eine Aussage über einen einzelnen Pa-
tienten mit einer individuellen Merkmalsausprägung 
[Orrù et al., 2012]. 
Viele Studien zur Klassifikation und Prädiktion mit-
tels maschinellem Lernen nutzen bildgebende Daten, 
und dort insbesondere Magnetresonanztomographie 
(MRT)-Aufnahmen [z.B. Gong et al., 2014b; Lueken et 
al., 2014; Hahn et al., 2015; Whitfield-Gabrieli et al., 2016; 
Hilbert et al., 2017; Reggente et al., 2018]. Gerade für den 
Bereich der Prädiktion von Therapieoutcomes gibt es zu-
dem eine beträchtliche Anzahl an Arbeiten, die soziode-
mographische oder klinische Routinedaten nutzten [z.B. 
Askland et al., 2015; Iniesta et al., 2016; Deisenhofer et al., 
2018; Hilbert et al., 2020; Cohen et al., 2020]. Aber auch 
für andere Datenmodalitäten, wie beispielsweise Ecologi-
cal Momentary Assessment (EMA), liegen bereits Unter-
suchungen zur Einzelfallprädiktion vor [van Breda et al., 
2018]. Die multimodale Kombination verschiedener Da-
tenebenen findet sich bislang aber noch selten [z.B. Hil-
bert et al., 2017], was an der begrenzten Verfügbarkeit 
entsprechend aufwendiger, insbesondere longitudinaler 
Studien liegen mag. Daher ist noch unklar, welche Mar-
ker oder Marker-Kombinationen eine besonders genaue 
Prädiktion erlauben würden, oder, aus einer gesundheits-
ökonomischen Perspektive, welche Marker durch nähe-
rungsweise gleiche, kosteneffektivere Merkmale substitu-
iert werden könnten. In anderen Worten: für welche dia-
gnostische oder prognostische Fragestellung würde sich 
ein MRT-Scan rechnen bzw. wann ließen sich vergleich-
bare Prädiktionsgenauigkeiten auch mit kostengünstige-
ren (z.B. Fragebogen-)Daten erzielen?
Ausgewählte Studien zur prädiktiven Analytik im 
Bereich der psychischen Gesundheit
Bisherige Studien zur prädiktiven Analytik im Bereich 
der psychischen Gesundheit lassen sich besonders drei 
Bereichen zuordnen: (1) klassifikatorische Studien, in de-
nen Marker gesucht werden, die bestimmte Störungen 
oder klinische Zustände voneinander abgrenzen. Bei-
spiele für entsprechende Fragestellungen wären hier: 
Liegt bei einem älteren Patienten mit kognitiven Defizi-
ten eine leichte kognitive Beeinträchtigung oder eine Alz-
heimererkrankung vor? Liegt bei einem Patienten mit ei-
ner depressiven Episode eine unipolare oder eine bipola-
re Störung vor? (2) Prädiktionsstudien, bei denen 
Risikoverläufe vorhergesagt werden sollen. Als Beispiel 
wäre hier die Frage zu nennen, welche Personen mit 
einem Trauma nach einer Naturkatastrophe eine vollaus-
geprägte Posttraumatische Belastungsstörung (PTBS) 
entwickeln. (3) Prädiktionsstudien, bei denen Therapie-
outcomes vorhergesagt werden sollen. Beispiele wären 
hier: Wird ein Patient nach einer kognitiven Verhaltens-
therapie (KVT) remittieren? Wird eine Patientin von ei-
ner KVT oder einer psychodynamischen Behandlung 
mehr profitieren? Im Folgenden sollen einige beispiel-
hafte Studien genauer vorgestellt werden.
Differentialdiagnostische Marker wurden für eine Rei-
he von Störungen untersucht, beispielsweise zur Abgren-
zung von verschiedenen Subtypen von Phobien [Lueken 
et al., 2014], zur Unterscheidung depressiver Probanden 
von gesunden Kontrollprobanden [Hahn et al., 2011] oder 
zur Klassifikation schizophrener Patienten von Gesunden 
[Shim et al., 2016]. Einen Mehrwert könnten solche Mar-
ker jedoch besonders für Störungen bieten, die mit aktu-
ellen Methoden wie klinischen Interviews oder Symptom-
fragebögen mitunter schwer von anderen Störungen zu 
unterscheiden sind. So ist beispielsweise die Generalisier-
te Angststörung (GAS) von einer unipolaren depressiven 
Störung in der Praxis mitunter schwer zu differenzieren. 
Bei beiden können repetitive, negative Denkmuster im 
Vordergrund stehen und mit Begleiterscheinungen wie 
leichter Ermüdung, Schlafstörungen, Konzentrationspro-
blemen, Reizbarkeit oder Muskelschmerzen einhergehen 
Kasten 2. Von der Regression zum maschinellen Lernen
Bei den Modellen des maschinellen Lernens handelt es sich 
nicht notwendigerweise nur um neue Verfahren, die sich von in 
der Psychologie bereits bekannten statistischen Modellen prin-
zipiell unterscheiden. Auch Standardverfahren wie lineare oder 
logistische Regressionen können im Sinne des maschinellen 
Lernens eingesetzt werden; tatsächlich sind Regressionsver-
fahren in vielen Softwarepaketen zum maschinellen Lernen 
 enthalten, wie beispielsweise in scikit-learn [Pedregosa et al., 
2011]. Der Unterschied liegt eher in der Art der Anwendung 
begründet, wie der Artikel von Yarkoni und Westfall [2017] im 
Detail darlegt. Zentral ist, dass Regressionsmodelle in der Psy-
chologie traditionell nicht zur Vorhersage in einem unabhängi-
gen Datensatz genutzt werden. In der Sprache des maschinellen 
Lernens handelt es sich also um das Trainieren eines Mo dells 
ohne eine entsprechende unabhängige Testung. Dies birgt jed-
och die Gefahr der Überschätzung der Generalisierbarkeit und 
Genauigkeit des Modells. Prinzipiell könnten klassische Re-
gressionsmodelle aber zur Testung in einem unabhängigen Dat-
ensatz genutzt werden. 
Zudem bleiben lineare und logistische Regressionen ver-
gleichsweise simple Modelle. Komplexere Algorithmen 
zusammen mit der in den letzten Dekaden exponentiell ge-
wachsenen Rechenleistung erlauben nun aber auch die Model-
lierung nicht-linearer Zusammenhänge. Obwohl die Verwend-
ung einfacher Modelle aus Praktikabilitätssicht attraktiv er-
scheint, werden aufgrund der multifaktoriellen Determiniert-
heit des bio-psycho-sozialen Modells möglicherweise nur kom-




[APA, 2000, 2013]. Die diagnostischen Kriterien der Er-
krankungen überlappen zudem deutlich [Zbozinek et al., 
2012] und beide Störungen sind hochgradig komorbid 
[Carter et al., 2001; Kessler et al., 2005]. Für die primärärzt-
liche Versorgung liegen zudem empirische Daten vor, die 
zeigen, dass die GAS häufig nicht erkannt oder fehldia-
gnostiziert wird [Wittchen et al., 2002; Munk-Jørgensen 
et al., 2006; Calleo et al., 2009; Vermani et al., 2011]. In 
einer Untersuchung an gesunden Kontrollprobanden, 
GAS Probanden mit und ohne komorbide depressive Stö-
rung sowie Probanden mit einer depressiven Störung 
ohne komorbide GAS wandten wir ein zweistufiges Vor-
gehen an: in einem ersten Schritt sollten Patienten mit ei-
ner Störung von den gesunden Kontrollprobanden unter-
schieden werden, im zweiten Schritt dann diejenigen Pa-
tienten mit einer GAS (mit und ohne komorbide 
Depression) von denjenigen ohne GAS [Hilbert et al., 
2017]. In einem multimodalen Ansatz wurden Symptom-
schwerefragebögen, anatomische MRT-Scans sowie pha-
sische Kortisolausschüttung über den Verlauf eines Stres-
sors (MRT-Untersuchung) als Prädiktoren berücksich-
tigt. Wie erwartet zeigte sich, dass Probanden mit einer 
Störung per Symptomfragebogen leicht von gesunden 
Kontrollen unterschieden werden konnten (Abb.  2). 
Demgegenüber eignete sich Symptomschwere aber nicht, 
um die Probandengruppen mit Störungen voneinander 
zu trennen. Interessanterweise gelang dies jedoch signifi-
kant mit den biologischen Maßen (Neuroanatomie und 
Kortisolausschüttung). Mit einer Kombination aller zur 
Verfügung stehenden Daten gelang für beide Klassifikati-
onen eine überzufällig genaue Zuordnung [Hilbert et al., 
2017]. Die Pilotstudie demonstriert gut den potentiellen 
inkrementellen Nutzen von zusätzlichen Datenmodali-
täten für die Unterstützung klinischer Entscheidungen 
durch prädiktive Analytik. 
Die Prädiktion von Risikoverläufen ist von den hier 
vorgestellten Fragestellungen wohl diejenige, für die bis-
her die wenigsten Studien vorliegen. Klinisch interessant 
wäre hier beispielsweise die Frage, welche Mitglieder ei-
ner Risikopopulation in einem vorgegebenen Intervall zu 
einer Volldiagnose übergehen, um mit dieser Informati-
on Prävention und Monitoring genauer steuern zu kön-
nen. Erste vielversprechende Publikationen gibt es hier 
für den Bereich der PTBS. So konnten Gong et al. [2014b] 
Überlebende eines Erdbebens, die in der Folge eine PTBS 
entwickelten, von Überlebenden ohne PTBS mit einer 
Genauigkeit von 67% anhand von anatomischen MRT-
Daten unterscheiden. Mittels Resting-State MRT-Daten 
konnte zudem die Schwere der PTBS-Symptome in Über-
lebenden mit und ohne PTBS signifikant vorhergesagt 
werden [Korrelation von r = 0,32 zwischen vorherge-
sagten und tatsächlichen Symptomwerten; Gong et al., 
2014a]. Beide Untersuchungen sind allerdings insofern 
noch limitiert, als die Probanden erst untersucht wurden, 
als bereits eine PTBS Diagnose bestand oder nicht be-
stand. Es handelt sich also noch nicht um eine a priori 
getroffene Vorhersage über die Zeit hinweg. Dies leistet 
jedoch die Studie von Galatzer-Levy et al. [2014]. Mit In-
formationen, die in den ersten Tagen nach einem Trauma 
erhoben wurden, wurde das Vorliegen einer nicht-remit-
tierten PTBS 15 Monate später vorhergesagt. Mittels der 
Merkmale des traumatischen Ereignisses, der darauffol-
genden Versorgung durch den Notdienst und erster 
 Symptome in den Tagen nach dem Ereignis in nahezu 
Abb. 2. (Nach Hilbert et al. [2017] © 2016 The Authors. Brain and 
Behavior published by Wiley Periodicals, Inc., made available un-
der the terms of the Creative Commons Attribution License [CC 
BY; https://creativecommons.org/licenses/by/3.0/]). Ergebnisse 
der Klassifikationsstudie von Hilbert et al. [2017]. Zur Klassifika-
tion wurden die einzelnen Datenmodalitäten separat und zuletzt 
in Kombination genutzt. Fall-Klassifikation: Unterscheidung der 
Patienten mit einer Störung von den gesunden Kontrollproban-
den. Störungs-Klassifikation: Unterscheidung der Patienten mit 
einer GAS (mit und ohne komorbide unipolare depressive Störung) 
von denjenigen ohne GAS. *** p < 0,001, ** p < 0,01, * p < 0,05.
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1′000 Probanden wird eine area under the curve (AUC) 
von 0,77 für die Prädiktion erreicht [Galatzer-Levy et al., 
2014]. In einer weiteren Studie mit über 20′000 Proban-
den in Chile konnten Interviewdaten, die etwa 3 Monate 
vor einem schweren Erdbeben erhoben wurden, zur Vor-
hersage von Symptomen auf dem Schweregrad vergleich-
bar einer PTBS etwa 3 Monate nach dem Erdbeben ge-
nutzt werden, wobei eine AUC von 0,79 erreicht wurde 
[Rosellini et al., 2018]. Einen aktuellen Überblick über 
Prädiktionsstudien zur PTBS bieten Schultebraucks und 
Galatzer-Levy [2019]. Weitere Studien zur Prädiktion des 
Onsets von Psychosen oder von einer Major Depression 
sind ebenfalls verfügbar [z.B. Koutsouleris et al., 2009; 
Mechelli et al., 2011; Foland-Ross et al., 2015]. 
Für die Vorhersage von Behandlungsverläufen und 
-ergebnissen liegen ebenfalls eine Reihe von Untersu-
chungen vor, viele davon aus dem Bereich der KVT für 
verschiedene Störungen wie Zwangserkrankungen [Ask-
land et al., 2015; Reggente et al., 2018], soziale Angststö-
rungen [Månsson et al., 2015; Whitfield-Gabrieli et al., 
2016] oder Panikstörungen mit bzw. ohne Agoraphobie 
[Hahn et al., 2015]. Daneben gibt es ebenfalls Untersu-
chungen zur Vorhersage der Ergebnisse medikamentöser 
Behandlungen, beispielsweise für Antidepressiva [Chek-
roud et al., 2016; Iniesta et al., 2016], oder zum Vergleich 
verschiedener Behandlungsoptionen, etwa für KVT ver-
sus eye movement desensitization and reprocessing 
[EMDR; Deisenhofer et al., 2018] bei Patienten mit PTBS 
oder KVT versus psychodynamische Psychotherapie bei 
Patienten mit depressiven Störungen [Cohen et al., 2020]. 
Diese Studien nutzten teils soziodemographische und kli-
nische [Chekroud et al., 2016; Iniesta et al., 2016; Deisen-
hofer et al., 2018; Cohen et al., 2020], teils (f)MRT-Daten 
[Hahn et al., 2015; Månsson et al., 2015; Reggente et al., 
2018] als Prädiktoren in ihren Vorhersagen. In den Stu-
dien, die eine für den individuellen Patienten besser ge-
eignete Behandlung vorhersagten, zeigten sich meist tat-
sächlich günstigere Ergebnisse in dimensionalen Symp-
tomschweregraden für diejenigen Patienten, die die als 
optimal vorhergesagte Behandlung erhielten. Bei denje-
nigen Studien, die ein kategoriales Ergebnis (z.B. Remis-
sion oder klinisch-relevante Verbesserung: ja/nein) vor-
hersagten, zeigten sich meist signifikant überzufällig gute 
Vorhersagegenauigkeiten. Interessanterweise waren die 
Genauigkeiten in den auf (f)MRT-Daten basierenden 
Studien meist besser. Jedoch waren die Stichprobengrö-
ßen in diesen Fällen oftmals erheblich kleiner, was mut-
maßlich mit einer Überschätzung der Vorhersagegüte 
einhergeht [Varoquaux, 2017]. Anders als klinische Rou-
tinedaten liegen zudem neurobiologische Daten (z.B. [f]
MRT-Scans) in der Regel für Patienten mit psychischen 
Störungen nicht vor. Daher stellt sich aus einer praxis-
orientierten Perspektive die Frage, welche Vorhersagegü-
te mit Daten, die routinemäßig im Rahmen des diagnos-
tischen Prozesses erhoben werden, für die prädiktive 
Analytik erzielt werden können. In einer Untersuchung 
an einem naturalistischen Datensatz von über 2′000 Pati-
enten des Zentrums für Psychotherapie der Humboldt-
Universität zu Berlin (ZPHU) sagten wir eine Remission 
oder Non-Remission der Primärdiagnose für den indivi-
duellen Patienten vorher [Hilbert et al., 2020]. Hierbei 
berücksichtigten wir alle am ZPHU behandelten Diagno-
sen, mithin also die gesamte Breite des Indikationsspek-
trums für KVT, wobei der Schwerpunkt im Bereich der 
internalisierenden Störungen lag. Zur Vorhersage wur-
den nur routinemäßig erhobene soziodemographische 
und klinische Basisdaten aus Diagnostik und Probatorik 
verwendet, wie beispielsweise Primär- und komorbide 
Diagnosen, funktionelle Beeinträchtigungen, Symptom-
schweregrade oder Alter, Geschlecht und Bildungsgrad. 
Vergleichbar zu anderen Prädiktionsstudien mit ähn-
lichen Ausgangsvariablen und kleineren Stichprobengrö-
ßen fanden wir auch hier eine signifikante, überzufällig 
gute Vorhersagegüte, die aber insgesamt nur von mode-
rater Größe war. Die Beschränkung auf homogenere 
 Diagnosegruppen innerhalb des Datensatzes führte dabei 
interessanterweise nicht zu einer Verbesserung der Vor-
hersagegüte. Aufgrund ihrer hohen externalen Validität 
liefert die Untersuchung eine präzise Schätzung der Mög-
lichkeiten zur Prädiktion von KVT-Behandlungserfolgen 
unter naturalistischen Bedingungen zur aktuellen Zeit, 
basierend auf routinemäßig vorliegenden Informationen 
[Hilbert et al., 2020]. Es wäre zu überlegen, unter welchen 
Bedingungen bzw. mit welchen zusätzlichen Daten eine 
klinisch bedeutsame Prädiktionsgenauigkeit erzielt wer-
den könnte. 
Limitationen und Ausblick
Die hier exemplarisch vorgestellten Studien demons-
trieren, dass auch klinische Psychologen und Psychothe-
rapeuten und deren Patienten von mittels prädiktiver 
Analytik bereitgestellten Markern profitieren könnten. 
Diagnosen könnten potentiell zuverlässiger, Betroffene 
mit einem hohen Risiko einer Exazerbation eher identifi-
ziert und Indikationsentscheidungen stärker evidenzba-
siert getroffen werden. Ähnlich wie bei somatischen Er-
krankungen und Verläufen dienten derartige Marker als 
neue Informationsquelle zur Unterstützung klinisch rele-
vanter Entscheidungen. Der Behandler selbst bleibt der 
Entscheidungsträger, kann aber zusätzliche Informatio-
nen zu Rate ziehen, die seine Entscheidung unterstützen. 
Gleichzeitig wird deutlich, dass bis zur tatsächlichen Ein-
führung solcher Marker in unseren klinischen Alltag 
noch einige Hürden zu nehmen sind, von denen nicht alle 
im engeren Sinne wissenschaftlich sind. 
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Im Vordergrund steht erst einmal die weitere Modell-
entwicklung und Prüfung. Bisherige Studien sind vielver-
sprechend, die berichteten Modelle sind im überwie-
genden Fall jedoch noch nicht leistungsfähig genug für 
die klinische Praxis. Mitunter sind die untersuchten Fra-
gestellungen zu Demonstrationszwecken noch trivial. 
Um tatsächlich den Sprung in die klinische Anwendung 
zu schaffen, müsste ein potentieller Marker für eine kli-
nisch hoch relevante Fragestellung vorliegen und dabei 
einen bedeutsamen Mehrwert zur bisherigen Praxis lie-
fern. Zudem müsste dieser Mehrwert den zusätzlichen 
Aufwand übertreffen. Momentan wird die Frage der 
 Leistungsfähigkeit solcher Marker vor allem vor dem 
Hintergrund der genutzten Datenmodalitäten diskutiert. 
Einerseits wird davon ausgegangen, dass die Integration 
verschiedener Modalitäten, wie beispielsweise klinische 
Informationen, hirnphysiologische sowie genetische Da-
ten, vermutlich zu einer verbesserten Vorhersagegüte 
führt. Diese Annahme scheint plausibel, erhöht aller-
dings gleichzeitig den Aufwand zur Erhebung der Marker 
beträchtlich. Insbesondere mit Blick auf die Effizienz 
scheint daher die Nutzung schon jetzt erhobener Rou-
tinedaten und per Smartphone aktiv (z.B. EMA) sowie 
passiv (Bewegungsmuster, Aktivität, Schlafzeiten usw.) 
gesammelter Daten empfehlenswert zu sein. Neben der 
Datenmodalität selbst sind noch weitere Aspekte für eine 
möglichst hohe Vorhersagegüte wesentlich. Zum einen 
ist der mitunter unterschätzte Aspekt der Reliabilität der 
Prädiktoren sowie der abhängigen Variable relevant. Wie 
immer begrenzt die Reliabilität letztendlich die Validität. 
Selbst ein noch so guter Lernalgorithmus wird keine hohe 
Vorhersagegenauigkeit aufweisen, wenn Prädiktor und 
Ergebnis durch starke Messfehler verzerrt sind. Zum an-
deren stellt sich jenseits der Datenmodalität die Frage, 
welche Variablen inhaltlich für Modelle der prädiktiven 
Analytik genutzt werden sollen. Mutmaßlich sind Varia-
blen umso besser zur Prädiktion geeignet, je genauer sie 
die für die jeweilige Fragestellung relevanten Mechanis-
men abbilden. Zur Vorhersage des Therapieergebnisses 
besitzen also mutmaßlich diejenigen Variablen einen ho-
hen Informationsgehalt, die Mechanismen der Aufrecht-
erhaltung von Psychopathologie einerseits und Verände-
rungsmechanismen andererseits gut abbilden. Hier 
könnten also beispielsweise repetitives negatives Denken 
[Wahl et al., 2019] oder Emotionsregulationskompe-
tenzen [Fernandez et al., 2016] relevanter sein als sozio-
demographische Informationen oder Symptomschwere, 
wie sie in vielen Studien untersucht werden. Auch basale 
Funktionen menschlichen Erlebens und Verhaltens, wie 
sie beispielsweise in den Research Domain Criteria 
(RDoC) [Insel et al., 2010; Cuthbert und Insel, 2013; Wal-
ter, 2017] beschrieben werden, könnten hier einen Mehr-
wert bieten. Nicht zuletzt stellt sich zum gegenwärtigen 
Zeitpunkt die Frage nach der externalen Validität der un-
tersuchten Stichproben und Algorithmen. Die meisten 
Studien zur prädiktiven Analytik basieren auf homo-
genen Stichproben, die im Rahmen klinischer Studien ge-
wonnen wurden. Diese Patienten repräsentieren aber 
nicht ausreichend die heterogenen Patientengruppen der 
klinischen Praxis. Zukünftige Forschungsansätze, die die 
Implementation prädiktiver Analytik für die klinische 
Praxis vorantreiben wollen, sollten also entsprechend he-
terogene Stichproben rekrutieren, die der Versorgungs-
wirklichkeit entsprechen. Multizentrische Forschungs-
projekte wie das KODAP-Projekt [Koordination der Da-
tenerhebung und -auswertung an Hochschul- und 
Ausbildungsambulanzen für Psychotherapie; Velten et 
al., 2017] sind hilfreiche Initiativen zum Aufbau von In-
frastrukturen, die die Generierung umfangreicher, öko-
logisch valider Datensätze aus der klinischen Versorgung 
als Grundlage für Ansätze der prädiktiven Analytik er-
möglichen.
Zur Prüfung potentieller Marker liegt eine exzellente 
Übersicht von Woo et al. [2017] vor. Nach der Entwick-
lung eines Markers und der initialen Demonstration einer 
guten Vorhersage für eine relevante Fragestellung sollten 
mehrere stetig anspruchsvollere Prüfungen erfolgen. Zu-
erst erfolgt eine direkte Replikation an einem neuen, aber 
hinsichtlich des Settings möglichst vergleichbaren Daten-
satz. Ist diese Hürde genommen, schließen sich weitere 
Überprüfungen an, zuerst in anderen Einrichtungen, die 
sich nun auch hinsichtlich des Settings und damit zusam-
menhängender Rahmenvariablen wie Alter oder Diagno-
sespektrum der Patienten unterscheiden, zuletzt dann auf 
Bevölkerungsebene [Woo et al., 2017]. Dabei wird nicht 
nur geprüft, ob der Marker unter immer naturalistische-
ren Bedingungen weiterhin zufriedenstellende Güte auf-
weist, vielmehr können durch die Veränderung der Rah-
menvariablen nun auch die Robustheit und Grenzen des 
Modells abgeschätzt werden [Woo et al., 2017]. 
Während im Feld aktuell neue Modelle exploriert und 
bereits bestehende, vielversprechende Modelle optimiert 
und weiter getestet werden, stellt sich zudem die Frage, 
welche Vorhersagegüte letztlich überhaupt erreichbar ist. 
Die absolut überwiegende Mehrheit der bisherigen Stu-
dien zur Einzelfallprädiktion von Psychotherapieerfolgen 
nutzt beispielsweise ausschließlich Patientenvariablen zur 
Prädiktion. Neben Patientenvariablen spielen allerdings 
auch Therapeutenvariablen sowie Therapie(Interven-
tions-)variablen eine Rolle für den Gesamterfolg einer 
Therapie [Heinonen et al., 2012; Wampold und Imel, 
2015]. Ein Modell, das ausschließlich den Patienten in den 
Blick nimmt, kann daher womöglich nicht die gesamte Va-
rianz möglicher Therapieausgänge erklären. Mit dieser 
Einschränkung kann allerdings auf mindestens zwei Arten 
umgegangen werden. Zum einen können Einflussfaktoren 
außerhalb des Patienten als Settingvariablen betrachtet 
werden, unter denen das Modell gilt. Ein Modell könnte 
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also beispielsweise explizit nur für depressive Patienten, 
die in einem universitären Ausbildungssetting behandelt 
werden, vorhersagen, ob diese von Verhaltensaktivierung 
profitieren werden. Hier wird also nach Patienten gesucht, 
die möglichst gut zu einer vorgegebenen Konfiguration 
von Therapeuten und Interventionsvariablen passen. An-
dererseits könnten Therapeuten und Interventionsvaria-
blen explizit mit einbezogen werden. Für Patienten, die im 
britischen Improving Access to Psychological Therapies-
Programm [IAPT; Clark et al., 2009] neu aufgenommen 
werden, sollen ab nächstem Jahr umfangreiche Erfolgsvor-
hersagen zur Verfügung stehen, die genau dies tun [May, 
2019]. Hier werden einerseits wiederum Patientenvaria-
blen zu einer individuellen Erfolgsprädiktion pro Patient 
verrechnet, andererseits basierend auf früheren Behand-
lungen aber auch Erfolgsprofile pro individuellem Be-
handler erstellt. Zudem sind individuelle Behandler be-
stimmten Behandlungstypen (z.B. KVT, EMDR, Familien-
beratung) zugeordnet. Diese Informationen werden nun 
zu einer individuellen Erfolgswahrscheinlichkeit pro Pati-
ent und Behandlungsalternative zusammengeführt [May, 
2019]. Interessant ist dabei auch, dass der Patient neben 
der Erfolgswahrscheinlichkeit für die aussichtsreichsten 
Alternativen gleichzeitig Informationen über deren Kos-
ten und Verfügbarkeit bekommen soll. 
Einen ersten kurzen Überblick über weitere Hürden 
über die reine wissenschaftliche Fundierung hinaus bie-
ten Singh und Rose [2009]. Darunter fallen beispiel sweise 
Fragen zum Datenschutz oder zur Legitimation der Ver-
wendung von Patientendaten zur weiteren Verbesserung 
der Vorhersagealgorithmen, aber auch zur Transparenz 
und Kommunikation von Modellentwicklungen und 
-grenzen oder zur Diskriminierungsfreiheit. So wird die 
Möglichkeit, Routinedaten der Krankenkassen auf An-
trag für Forschungszwecke zur Verfügung zu stellen, ak-
tuell im Rahmen des Digitalen-Versorgung-Gesetzes 
[Gesetzentwurf der Bundesregierung, 2019] kontrovers 
diskutiert. Neben dem reinen Nutzen derartiger Prädik-
tionsmodelle im Sinne einer hohen Vorhersageleistung 
wird die Klärung dieser Fragen zentral sein, um sowohl 
Patienten als auch Kliniker zu überzeugen und Akzep-
tanz für Vorhersagealgorithmen zur Unterstützung kli-
nischer Entscheidungen herzustellen, selbst wenn die zu-
grundeliegenden Modelle mutmaßlich so komplex sind, 
dass sie von Betroffenen und Anwendern im Einzelnen 
nicht mehr vollumfänglich verstanden werden können. 
Zuletzt müsste die Versorgungslandschaft einen solchen 
Ansatz tatsächlich auch zulassen. Die besten Prädiktoren 
nützten wenig, wenn beispielsweise aufgrund von be-
grenzten Behandlungskapazitäten gar keine Freiheits-
grade für eine differentielle Indikation (z.B. Pharmako- 
oder psychotherapeutische Behandlung) bestehen. 
Insgesamt lässt sich also feststellen, dass psychische 
Störungen komplex und multifaktoriell determiniert 
sind, was die Entwicklung von Markern zur Unterstüt-
zung klinischer Entscheidungen im Vergleich zur soma-
tischen Medizin deutlich erschwert und verzögert hat. 
Die prädiktive Analytik und die Methoden des maschi-
nellen Lernens bieten eine Möglichkeit, aus einer Vielzahl 
miteinander interagierender Variablen eine Vorhersage 
für den individuellen Patienten abzuleiten. Erste Studien 
haben diese Methode für diagnostische oder differential-
diagnostische Zwecke, zur Vorhersage von Risikoverläu-
fen sowie zur Vorhersage von Behandlungsergebnissen 
genutzt und bereits vielversprechende Ergebnisse erzielt. 
Bis zum Einsatz in der klinischen Praxis wird das Gros 
der wissenschaftlichen Arbeit auf der Optimierung und 
Prüfung solcher Marker für heterogene Patientengrup-
pen der klinischen Versorgungsrealität liegen. Zudem be-
steht weiterer ethischer und gesellschaftlicher Diskussi-
onsbedarf, wobei eine enge Zusammenarbeit mit Vertre-
tern von Praktikern und Betroffenen wünschenswert ist. 
Gelingt dies, könnte die prädiktive Analytik einen sub-
stantiellen Beitrag zu Diagnostik und Therapieplanung 
leisten und darüber hinaus die Behandlungsergebnisse 
und deren Kosteneffizienz weiter verbessern.
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