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Abstract
First-year land-fast sea ice growth in both the Arctic and the Antarctic is
characterised by the formation of an initial ice cover, followed by the di-
rect freezing of seawater at the ice-water interface. Such growth usually
results, through geometric selection, in congelation ice. This is, in general,
the typical crystal structure observed in first-year ice growth in the Arctic.
However, in certain regions of the Antarctic, platelet crystals are observed
to contribute significantly to the ice growth, beyond a depth of 1 m.
This thesis will investigate a number of ideas as to why the platelet
crystals only appear in the ice after a significant amount of congelation
growth has occurred. One of the key premises will be that platelet ice
forms when smaller frazil crystals, beneath the ice, rise up and attach to
the interface. They are then incorporated into the ice cover and become
the platelets seen in ice cores.
The Shields criterion is used to find the strength of turbulence, asso-
ciated with tidal flow, required to keep a frazil crystal from adhering to
the interface. It is shown that the sub-ice flow is sufficient to keep most
crystals in motion. However, this turbulence may weaken or dissipate
completely as the tide turns. The velocity associated with brine rejection
is suggested as an alternative to keep the crystals in suspension during
these periods of low shear turbulence. Brine rejection occurs as the sea ice
grows, rejecting salt into the seawater below. By comparing this velocity
with a model for the frazil rise velocity it is shown that brine rejection has
sufficient strength to keep crystals in suspension. This effect weakens as
the ice gets thicker, allowing larger frazil crystals to rise to the interface.
The early work in this thesis shows that a flow can keep a single crystal
from adhering to the interface. This can be regarded as the competence of
a flow to keep a crystal in suspension. However, of equal importance is
the capacity of a flow to keep a mass of crystals in suspension. It is shown
that, given a sufficiently large mass of crystals beneath the ice, the same
flow that can hold a single crystal in suspension will not be able to keep
all the crystals in motion. The deposition of crystals is predicted to occur
in a gradual manner if there is a steady build-up of crystals beneath the
ice. The largest crystals, close to the interface, will settle against the ice as
the flow is unable to support the entire mass of crystals
Also considered is whether frazil crystals may be similar to cohesive
sediments. If this is the case, a sudden influx of crystals from outside of the
system may lead to the formation of a layer of unattached crystals beside
the ice-water interface. This can cause a critical collapse of the turbulent
field, resulting in the settling of a large quantity of frazil crystals.
Though the emphasis of much of this thesis is on the effect of the flow
on the crystals, it is also found that a mass of crystals can have a stabilising
effect on the flow. The change in the density profile induced by an increase
in the frazil concentration towards the ice-water interface (and hence a
decrease in the density of the ice-water mixture) damps the turbulence
produced by shear. The mass and size of crystals in suspension play major
roles in the strength of stabilisation.
Measurements of turbulence and the suspension of frazil crystals be-
neath sea ice are difficult to make. This thesis aims to present and analyse
a number of models which may explain the platelet puzzle - the delayed
appearance of the platelet crystals in ice cores. These are compared with
the observations which are available, and conclusions made on the valid-
ity of the theories presented.
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Chapter 1
Introduction
In 1773, Captain James Cook became the first man to cross the Antarc-
tic Circle and circumnavigate the southern continent. Though he did not
see land, observations of rocks in the icebergs led him to surmise that an
undiscovered land must be nearby. He did not believe it to be worth in-
vestigating, however, and notably said “I make bold to declare that the
world will derive no benefit from it” (Owen, 2007).
In spite of Cook’s prediction, explorers and researchers have been
drawn by the allure of the southern continent. The first sighting of the
Antarctic continent occurred in 1820 and was soon followed by the first
landing in 1821. The first completed trek to the South Pole was achieved in
1911 by Norwegian Roald Amundsen. Antarctica’s usefulness to research,
with its pristine and virtually untouched environment, soon became ap-
parent. The International Geophysics Year in 1957–1958 paved the way
for the non-nationalisation of Antarctica. More recently, the International
Polar Year (2007–2009) has brought researchers together from around the
world, sparking new ideas and initiatives.
The aim of this thesis is to contribute to the continuing research of the
Antarctic continent. Of particular interest will be the growth of land-fast
sea ice and the presence and interaction of the ice crystals which exist un-
derneath the ice. Chapter 2 will briefly describe some of the processes
1
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Figure 1.1: The Antarctic continent and its year-round ice presence. Some of the
scientific bases are shown. A large number can be found on the Antarctic peninsula
due to its more “tropical” climate. The peninsula points towards South America. The
American McMurdo Base is situated beside the Ross Ice Shelf. New Zealand’s Scott
Base is nearby, on Ross Island. New Zealand is the nearest major land mass from this
location. Image from the U.S. Geological Survey, Department of the Interior/USGS.
CHAPTER 1. INTRODUCTION 3
involved in Antarctic ice formation and growth and also present a short
investigation highlighting the relevant work which has already been done
in this field.
Chapter 3 will introduce the platelet puzzle in Antarctica. The key
question is why, though platelet crystals are known to be a significant
source of ice growth in certain Antarctic regions, do they only appear in ice
cores after a significant amount of growth has occurred? It will be asked
whether a sub-ice shear flow is strong enough to keep frazil ice crystals
(which may lead to the platelet growth) in motion, preventing them from
attaching to the interface.
Another possible solution to the platelet puzzle will be suggested in
Chapter 4. As it freezes, ice rejects salt in plumes of highly saline water.
These plumes create turbulence which weakens as the ice growth slows.
It will be asked whether these weakening plumes may prevent the frazil
from rising to the ice-water interface. A brief discussion will also be had
on whether a crystal which reaches the interface will turn to sit flat against
the underside of the ice.
In Chapter 5 an ice growth model is developed and solved numerically,
with results compared to field results and other models. Chapter 6 will
return to the platelet puzzle to investigate the effect a turbulent flow may
have on a mass of frazil, as opposed to a single crystal. It will also look at
the simultaneous effect that the frazil concentration may have on the flow.
Finally, Chapter 7 will conclude the work in this thesis, outlining the
key results of the research and making some recommendations for future
investigations.
Chapter 2
Background
Antarctica is the fifth largest continent in the world with an area of nearly
14 million km2, and just 2% lacks an ice cover. During the summer there
is a further 2.5 million km2 of land-fast sea ice attached to the continent,
most of which is found in the Weddell Sea and the Ross Sea regions (whose
locations can be seen in Figure 1.1). During winter the amount of sea ice
grows to 19 million km2, more than doubling the size of Antarctica (King,
1969) (Figure 2.1).
First-year sea ice, which grows and melts around Antarctica each year,
has a key role in the global climate and ocean systems. Its high albedo
means it reflects a large portion of the incoming solar radiation. Sea ice
also insulates the water below by limiting the heat exchange between the
atmosphere and the ocean. Both of these help regulate the ocean tempera-
ture (Comiso, 2003).
Sea ice provides a habitat for a variety of wildlife, including the Em-
peror and Ade´lie penguins, seals and birds (Ainley et al., 2003). Under-
neath the ice, phytoplankton and algae, which are at the bottom of the
food chain, can thrive. A safe location is provided by the sea ice, aided by
the stabilising effect of the platelet layer (explained further in section 2.2.1)
on the water. They provide sustenance for the krill, who in turn are a
major ingredient in the diet of the local whales, seals, penguins and fish
4
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Figure 2.1: Antarctic maximum (September, shaded in light blue) and minimum
(February, shaded in dark blue) sea ice extent. Also shaded are the ice shelves in the
Weddell and Ross Sea regions. The red and blue lines are the average February and
September sea ice extents, respectively, from 1979-2006. Encyclopædia Britannica
Online, 2008.
(Schnack-Schiel, 2003; Arrigo, 2003). Of no less importance is the release
of brine (seawater with a high concentration of salt) during the annual
growth of first-year sea ice, as it plays a major role in driving global cur-
rents (Shcherbina et al., 2003).
2.1 Initial Formation
Ice, when formed from a fresh water source, is relatively free from impuri-
ties. Sea ice, on the other hand, forms from water containing a significant
concentration of salt. Even though much of this salt is removed from the
ice through the loss of briny water, a certain amount of brine and solid salt
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crystals remain. These can have important effects on the properties of sea
ice.
In fresh water, the temperature at which maximum density occurs is
greater than the temperature at which the water freezes (its freezing point
temperature). This means that, as the water is cooled from above (as may
occur in a lake during winter), the warmer water sinks to the bottom while
the cooled water remains at the surface, creating a stable stratification
of the lake water and allowing the top layer to freeze. However, in wa-
ter which contains salt with a concentration greater than around 24.7 psu
(practical salinity units)1, the temperature of maximum density drops be-
low the freezing point temperature (as shown in Figure 2.2). The average
salinity in Antarctic waters is generally between 34 and 35 psu (Toggweiler
and Samuels, 1995; Leonard et al., 2006), and therefore over the 24.7 psu
threshold. Thus, the water which is cooled at the surface becomes denser
than the water below, leading to instability which can cause mixing in the
water column.
Due to the overturning in the upper regions of the ocean, a vertical
region of water underneath the sea ice, commonly referred to as a mixed
layer, is formed. A mixed layer is created during the initial growth of sea
ice and is characterised by having a nearly constant salinity and tempera-
ture throughout. Leonard et al. (2006) observed a mixed layer region with
a depth of between 20m and 50m early in the growth season, increasing
to be over 50m after 2 months of ice growth. The growth in the mixed
layer can potentially slow the rate of ice growth due to the extra quantity
of water which must be cooled to the mixed layer temperature.
The growth of the mixed layer is kept in check by a halocline - a strong,
vertical salinity gradient which is present in the Southern Ocean (as well
1Psu, or practical salinity units, are based on a conductivity ratio and have been
widely used since 1978. Before this, ppt - kg of salt per kg of water in parts per thou-
sand - was the common measure. For the accuracy required in this work, measurements
in psu and ppt can be considered equal. See also UNESCO (1978).
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Figure 2.2: The freezing point temperature Tf and the temperature of maximum
density, Tρ,max, for water of different salinities. The intercept occurs at a salinity
of around 25 psu and a temperature of −1.3oC. Modified from Weeks and Ackley
(1986).
as in Arctic waters) (Notz, 2005). With the water in the halocline having a
greater salinity, and thus a greater density, than the water above, a strat-
ified ocean forms in which the mixed layer is unable to mix further with
the water deeper down the halocline.
As the mixed layer continues to cool, it eventually reaches its freezing
temperature. At this stage, any further heat loss either leads to ice growth
or supercooling of the mixed layer. Supercooled water occurs when the
water temperature drops below the regular freezing temperature. It is
caused by factors such as cooling from wind on open water or movement
of water pockets beneath the surface (Martin, 1981).
Supercooled water is conducive to the formation of frazil crystals -
small, disc-shaped ice crystals. While frazil can potentially nucleate in
water with a large amount of supercooling, at naturally occurring temper-
atures frazil requires foreign particles, such as frozen water droplets from
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the air, to act as nucleation points (Svensson and Omstedt, 1994). After its
initial formation, frazil ice grows into a flat, plate-like shape with growth
favoured in the basal plane.2 Frazil radii can vary from 0.01mm up to
10mm (Jenkins and Bombosch, 1995; Svensson and Omstedt, 1998; Smed-
srud and Jenkins, 2004), though the diameter of most naturally occurring
frazil is less than 5mm. The thickness of a frazil crystal can be 5 to 100
times smaller than its diameter (Daly, 1984; Lock, 1990). Frazil concentra-
tion increases either through further seeding from the atmosphere or by
secondary nucleation - new crystals appearing as they are broken off from
larger crystals (Daly, 1984; Smedsrud and Jenkins, 2004), until the concen-
tration is great enough that it begins to stick together. Larger frazil crystals
are often referred to as platelets; a more detailed review of terminology is
presented in Chapter 3.
The frazil accretion process leads to the formation of pancake ice (Fig-
ure 2.3), which has distinctive upturned edges caused by wind and tur-
bulent water knocking the frazil clumps against each other. These pan-
cakes normally range in size from a few centimetres up to half a metre,
though pancakes of over 5 metres in diameter have been observed (Wad-
hams et al., 1996; Eicken, 2003). The gaps between the pancakes funnel the
wind, causing greater stirring and turbulence in the water, which assists
further frazil formation (Weeks and Ackley, 1986). Eventually, enough
pancake ice is formed that it is tightly packed, damping the turbulent mo-
tion, and allowing the interstitial water between the pancakes to freeze in
place, thus creating a continuous ice layer also known as the primary ice
cover (Lock, 1990).
2The basal plane contains the a-axes of the crystal and is perpendicular to the primary
crystal axis, or c-axis (McClung and Schaerer, 2006).
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Figure 2.3: Pancake ice: an important step on the way to the formation of a continu-
ous ice sheet; its upturned edges from collisions are a distinguishing feature. Picture
by Zee Evans, 2000, available at the National Science Foundation.
2.2 Sea Ice Growth
Following the formation of the primary ice cover a transition zone is of-
ten observed (Perey and Pounder, 1958), where the c-axes of the crystals
change from being randomly orientated to all being close to the horizon-
tal (Langhorne and Robinson, 1983). This transition zone is normally only
10–15 cm in length, though the depth at which it occurs varies depending
on the thickness of the initial frazil layer (Weeks and Gow, 1978).
The move from the random orientation of crystals to a more uniform
one occurs through a process of geometric selection, whereby crystals with
the basal plane vertically orientated grow into the supercooled region
which exists below. This is due to two key reasons: firstly, those crys-
tals with growth axes in the same direction as the heat flow can grow more
rapidly; and secondly, with most growth occurring in the basal plane, crys-
tals favourably orientated require less growth to advance downwards than
those orientated horizontally (Figure 2.4).
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Figure 2.4: Diagram showing the growth of crystals with various c-axis (optic axis)
angles. Crystals A and C grow preferentially and cut off the crystal with its c-axis
vertical. From Perey and Pounder (1958).
Following the transition zone there are two important methods of sec-
ondary growth which cause the first-year ice cover to increase in size from
below. These are congelation growth - direct freezing of water onto the
bottom of the ice-ocean interface - and from platelet ice which may nucle-
ate and grow directly at the base of the ice or form in the ocean and rise to
attach to the interface (Lock, 1990).
2.2.1 Congelation Growth
The first region of congelation growth which occurs after the transition
layer is a columnar zone, named after a similar region found during the so-
lidification of metal ingots. It is characterised by crystals with horizontally
orientated c-axes and the major growth axis in the direction of heat flow,
as seen in Figure 2.5. This is the most efficient orientation to allow any heat
released to conduct vertically upwards though the ice to the atmosphere.
The columnar zone can dominate growth, especially in the Arctic. This
feature is discussed further in Section 3.3. It is also common for the transi-
tion zone above the columnar ice to melt. In regions without any growth
added due to frazil or platelet ice, it is reasonable to assume that the entire
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Figure 2.5: The upper 14cm of a vertical thin section of first-year sea ice, taken be-
tween crossed polarisers. The congelation ice has characteristic long crystals in the
vertical direction. The black lines at the top of the image indicate a region of mixed
crystals. From Shokr and Sinha (1994), reproduction permission kindly granted by
the Arctic Institute of North America.
growth during winter is due to columnar ice (Weeks and Ackley, 1986).
2.2.2 Analytic Modelling
Early mathematical modelling of sea ice was based on the theory of ver-
tical heat conduction through the ice. In Leppa¨ranta’s (1993) review of
analytic sea-ice growth models, the classical heat conduction equation is
given as
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∂
∂t
(ρiciT ) = ∇ · (ki∇T ) + q (2.1)
where t is the time, ρi the density of ice, ci the specific heat of the ice, T is
the temperature, ki is the thermal conductivity of the ice and q is an inter-
nal heat source (for example solar radiation which has penetrated into the
ice (Leppa¨ranta, 1993; Winterton, 1997)). This is also known as Fourier’s
heat conduction equation with an internal energy source and variable den-
sity and specific heat. It is possible to simplify this equation in the case of
sea ice growth as the surface area of the ice is, typically, far greater than its
thickness. If this is true, the vertical temperature gradients are far greater
than the horizontal gradients (Kay, 1963) and Equation 2.1 can be rewrit-
ten, taking the z-axis to be in the vertical direction, as
∂
∂t
(ρiciT ) =
∂
∂z
(
ki
∂T
∂z
)
+ q . (2.2)
The boundary conditions are given at the air-ice interface and the ice-water
interface,
a) ki
∂T
∂z
= QA at z = 0 (2.3)
b) T = Tf at z = h . (2.4)
These boundary conditions describe the heat flux,QA, at the upper bound-
ary and specify the temperature at the lower boundary to be equal to the
freezing point temperature, Tf , at all times. Finally, as the position of
the ice-water interface, h, changes as the ice freezes (or melts), it is nec-
essary to consider its movement. It can be given as (e.g. Leppa¨ranta, 1993;
McGuinness et al., 2009)
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ρiL
dh
dt
= ki
∂T
∂z
∣∣∣∣
h+
−QT (2.5)
where L is the latent heat of freezing and QT is the heat flux between the
ice and the ocean.
One of the difficulties in finding solutions to this model is in calculat-
ing the thermodynamic properties of sea ice (for example its density, ρi,
and specific heat, ci) and in finding the heat fluxes of the system. In ana-
lytic solutions these properties are often taken to be constant, with varying
degrees of accuracy. However, even with a number of the properties of sea
ice still being poorly understood (Schwerdtfeger, 1963; Leppa¨ranta, 1993),
sea ice models tend to be reasonably accurate. This is partly due a “nega-
tive feedback” mechanism, whereby models predicting a smaller amount
of ice growth than occurs will have less insulation between the air and the
water, thereby growing faster and “catching up” with the actual growth.
Models which predict a faster rate of growth have greater insulation and
thus the opposite occurs.
An early analytic solution was developed by Joˇsef Stefan and pub-
lished in 1891. He used Equation 2.2 in the ice, assumed there was no
internal source term and that the specific heat, density, thermal conductiv-
ity in the ice and the temperature in the water were all constant (Ingersoll
et al., 1948). Also key to Stefan’s solution is the idea that latent heat, re-
leased by freeing at the ice-water interface, is conducted only through the
ice (assumed to have a constant temperature gradient) (Leppa¨ranta, 1993).
All heat is therefore lost to the atmosphere with none transported, either
by convection or conduction, into the water below.
The problem of a moving boundary with a phase change has since been
named the Stefan problem, after this work, with the moving boundary
condition named the Stefan condition. The solution will be presented
and considered in greater detail in Section 5.1.
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2.2.3 Numerical Modelling
Detailed exact models give rise to complex boundary conditions which
make analytical solutions impossible. Therefore numerical solutions
have become increasingly important in improving sea ice growth models.
Computer-driven numerical models are even more vital as sea ice growth
models are coupled with atmospheric and ocean circulation models. This
allows a more accurate representation of the sea ice and its interactions
with its surroundings.
Maykut and Untersteiner (1971) developed a one-dimensional thermo-
dynamic model which was used to investigate the growth of sea ice in the
central Arctic. It included the effects of a snow cover, salt content in the
ice, internal heating and solar radiation. Four regions were considered:
the atmosphere
any snow cover
the ice
and the ocean
with heat being transferred between the ocean and the atmosphere,
through the ice, by conduction. The ablation (loss) and accretion (gain) of
ice at both the upper and lower boundaries of the ice layer were calculated
to find the change in the depth of the ice.
The model used by Maykut and Untersteiner described the fluxes
mathematically at each of the interfaces (air-snow, snow-ice and ice-water)
where possible. These were then supplemented with values based on cur-
rent observational data for terms which could not be found for the model
(for example the oceanic heat flux) and for initial conditions. The model
was solved using finite-difference techniques and allowed to run until an
equilibrium ice thickness was reached.
In an effort to decrease the computing time required to run the nu-
merical model, Semtner (1976) attempted to make a number of simplifi-
cations to the system used in Maykut and Untersteiner’s model. While
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Semtner retained most of the physical processes and accepted values used
by Maykut and Untersteiner, his model focused on decreasing the time
taken to reach equilibrium. This was achieved in part by decreasing the
number of grid-points used from approximately 40 in the Maykut and Un-
tersteiner model to just 3, one in the snow and two in the ice. Semtner
also removed the internal heat source term in the one-dimensional heat
conduction equation (Equation 2.2) for ice, and assumed that the specific
heat, density and conductivity, which could vary in Maykut and Unter-
steiner’s model, were constant. Even with these changes, Semtner found
that his results compared favourably with those of Maykut and Unter-
steiner. However, as in Maykut and Untersteiner’s model, Semtner’s work
was designed solely for the Arctic region and looked only at areas where
an ice cover was present throughout the year.
Semtner’s model was adapted by Crocker and Wadhams (1989) for use
in McMurdo Sound, Antarctica, aiming to be more widely applicable to
Antarctic fast-ice growth. An important alteration made for the Antarctic
model was the inclusion of frazil and platelets underneath the ice layer.
Platelets (frazil crystals which have grown to a certain size) are important
as they can attach to the underside of the ice, increasing its size, but at the
same time decreasing the rate of heat exchange between the ocean and the
atmosphere. Crocker and Wadhams simplified the problem by assuming
that when platelet ice “stuck” to the bottom of the ice, it did so at a rate
proportional to the percentage of platelet ice found in the platelet layer
beneath the ice. The inclusion of this idea resulted in a much better match
to icecores taken in McMurdo Sound, which had been under-predicted by
Semtner’s model.
Parkinson and Washington (1979) developed a model which combined
a sea ice model with a large-scale atmospheric and oceanic model. Whilst
it followed the thermodynamic calculations as described in the previous
models discussed, Parkinson and Washington’s model also included ice
transport. It was applied, in three spatial dimensions, to both the Arctic
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and the Antarctic, with the focus being on the depth and extent of the ice
cover throughout the year.
All of these models focused on the thermodynamic processes involved
in sea ice growth coupled, to some extent, with atmospheric or oceanic
models. However, in all cases, mass transport of salt was neglected.
Maykut and Untersteiner (1971) mention that their model lacks a theory
of desalination; they only consider the salt’s effect on the volumetric heat
capacity and the conductivity in the ice. They conclude that for these pa-
rameters, the salinity is unimportant at the low temperatures considered.
However, salt mass transport has been found to significantly affect the
growth rate of sea ice (McGuinness et al., 2009). It can also, in certain cir-
cumstances, lead to the formation of a mushy zone.
2.2.4 Mushy Zones
A mushy zone is a region of mixed composition which can occur when a
multi-component liquid solidifies (Hills et al., 1983; Fowler, 1985; Huppert
and Worster, 1985; Worster, 1986). In sea ice, a mushy zone consists of
ice and brine which forms as seawater is frozen. Mushy zones also occur
in cooling magma (Fowler, 1989; Hort, 1997) and are commonly found in
metallurgy during the solidification of a metal alloy (Wang et al., 2004;
Verne`de et al., 2006).
The first step in the formation of a mushy zone is instability at the ice-
water interface. Whilst the exact condition for the onset of instability is
not precisely defined (Worster, 1986), a commonly used approximation
is when the temperature of the mixed layer ahead of the interface drops
below the temperature at which freezing begins (also known as the local
liquidus temperature). This is generally termed constitutional supercooling
and is due to the compositional diffusivity of salt being far less than the
thermal diffusivity of heat in the water (e.g. Fowler, 1985; Lock, 1990), see
Figure 2.6. Due to the constitutional supercooling, heat diffuses away from
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Figure 2.6: Diagram showing the supercooling which can occur during the solidi-
fication of a flat interface. ‘aC’ is the freezing point (or local liquidus) temperature
and the supercooled region is where the local temperature drops below the liquidus
curve. Following Worster (1986).
the ice-ocean interface faster than the salt, leaving a build up of salt at the
boundary. As the salt controls the freezing point temperature ahead of the
interface, the temperature (with the heat being more uniformly “spread”
across the mixed layer) is below the local freezing point and thus super-
cooled (Fowler, 1985; Worster, 1986).
Hills et al. (1983) defined a theoretical thermodynamic model of solid-
ification of a melt (the ocean) with a mushy zone, and solved the model
for specific cases. The model contained two interfaces, melt-mush and
mush-solid, with one of the key assumptions being that the system was in
local equilibrium. This occurs if the solidification of the liquid is sufficiently
slow compared to the actual freezing processes involved. The composition
at the mush-liquid boundary then stays close to the liquidus concentration
- the concentration at the freezing point - for a given pressure and temper-
ature.
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In Huppert and Worster (1985), a system was investigated in which a
melt, when cooled from below, released comparatively heavy fluid back
into the melt from the solidifying region. In this set-up, no large-scale
convective fluid motion occurs and the movement of heat and solute is
caused by molecular diffusion alone. In developing a model to compare
with their experiments on various aqueous solutions, they considered the
global conservation of mass and solute while assuming that the density of
the melt and solid were the same. At the same time, the solid fraction - the
portion of the mushy zone which is solid and can be based on the volume
or the mass - was taken to be constant throughout the mush. Their ex-
periments showed this last assumption not to be true as the solid fraction
varied with height. However, the model still showed a good match with
their results for the interface growth rate and temperature profiles in the
ice. Using a model that included the possibility for variation of solid frac-
tion with height, Worster (1986) found that his results did not significantly
improve on those of Huppert and Worster (1985).
The solid fraction is one of the key features of a mushy zone as it can
greatly affect the “thermal, electromagnetic, acoustic and mechanical be-
haviour of sea ice” (Wettlaufer et al., 1997b). Experimentally, a number of
techniques have been used to measure the solid fraction. One of the more
common methods used is coring, in which a long tube of ice is removed
from the ice layer. Unfortunately, this method can cause brine drainage,
which changes the sample as it is removed from the ice. Other methods
often involve electrical measurements of capacitance, impedance or resis-
tance (Shirtcliffe et al., 1991; Notz et al., 2005). Shirtcliffe et al. (1991) used a
resistance measuring method and found results which differed from their
theoretical results by around 10%, which they partially attributed to er-
rors caused by assuming the density of the solid and ice were the same.
(Chiareli and Worster, 1992) found that, while this assumption had some
effect (around 5%), part of the error may have been caused by errors with
the experimental method.
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During sea ice growth, after a critical ice thickness has been reached
(Wettlaufer et al., 1997a,b), brine is released. If the ice is cooled from above
the primary mechanism for brine removal during the winter growth pe-
riod is gravity drainage, as denser brine at the top of the mushy zone is
replaced by seawater below (Notz, 2005). This can lead to interfacially
driven convection (Wettlaufer et al., 1997a), where convection occurs due
to dense, heavy brine being released into the mixed layer causing over-
turning and further mixing in the water column. This may lead to the
formation of freckles or chimneys. These are regions of zero solid fraction
which occur through the mushy zone and are a passage for liquid, which
has entered the porous mushy zone, to exit (Fowler, 1985; Worster, 1991,
1997). Lake and Lewis (1970) found in their experiments that a large cen-
tral chimney penetrated high into the ice (on average 1 tube per 180 cm2)
and was surrounded, nearer the interface, by a number of smaller diame-
ter tubes (42 tubes/cm2).
2.2.5 Frazil and Platelet Ice
One of the difficulties in analysing data on frazil and platelet ice is the
variation in their definition. While this is discussed in more detail in Sec-
tion 3.1, the general difference, as used in this thesis, will be their size.
Crystals floating freely some distance from the interface tend to be frail
crystals. Those against the interface (loose) or found incorporated into the
ice cover (attached) are more likely to be the larger platelet crystals (Smith,
2001).
Frazil ice, as discussed, is an important factor in the initial formation
of an ice cover in turbulent waters. In certain regions of Antarctica, it has
been found to contribute a significant portion of the growth of both first-
year and multi-year sea ice (Svensson and Omstedt, 1994; Purdie et al.,
2006). Weeks and Ackley (1986) calculated, while looking at ice cores in
the Weddell Sea region, that multi-year ice was comprised of 75% frazil
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ice on average. In the same study, frazil contributed 46% of first-year ice
growth. Similarly, Jeffries and Weeks (1992) found that, in cores taken in
the Ross Sea region, the frazil content varied between 2.3% and 88.5%,
averaging 38.5% ± 27.0% of the total thickness. The source of this frazil
varies depending on the age of the ice.
In first-year ice, the frazil contribution is predominantly from crys-
tals incorporated during the formation of the initial ice layer (the pancake
layer). While multi-year ice also retains the frazil from the pancake layer,
further frazil can be created through the rafting3 of ice floes or due to the
rapid creation of frazil in leads.4 In this case the frazil is then forced to
the bottom of the adjacent ice through ocean turbulence or floe movement
(Lange and Eicken, 1991).
More recently, platelet ice has also been found to add significantly
to growth of first-year sea ice in Antarctic regions. In McMurdo Sound,
platelet ice contributions of 28.3% were found by Jeffries et al. (1993) and
of 43% by Leonard et al. (2006).
As previously mentioned, frazil ice generally forms in turbulent, su-
percooled water where nucleation points exist (such as impurities in the
water or ice crystals broken off from the ice layer itself) (Weeks and Ackley,
1986; Daly, 1984). In sea-ice growth both frazil and platelets (which frazil
can grow into) are especially important. This is because these crystals are
a more efficient method for ice growth than columnar ice in supercooled
water (Smedsrud and Jenkins, 2004).
While the cause of frazil crystals in sea ice is fairly well explained, the
origin of platelet crystals is less clear. The proximity of ice shelves5 to
regions where platelet ice is commonly found suggests that the shelves
may be important to their formation (Martin, 1981; Jenkins and Bombosch,
1995; Gow et al., 1998; Smedsrud and Jenkins, 2004). Supercooled water
from the ice shelves may flow along the ice-ocean interface and cause nu-
3The movement of an ice edge over another caused by the collision of two ice floes.
4Narrow cracks which form in the ice due to movement of ice floes.
5Location where a glacier or an ice sheet has flowed off land and onto water.
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Figure 2.7: A vertical thin section of platelet ice. A platelet layer has a far more
random structure than congelation ice (compare with Figure 2.5). From Jeffries et al.
(1995).
cleation directly to the ice, allowing platelets to grow. The supercooled
water could also allow creation of frazil crystals below the ice cover. Al-
ternatively, the crystals may nucleate below the ice shelves before growing
and being transported below the sea ice (Lange, 1988; Eicken and Lange,
1989; Langhorne et al., 2006).
Quantities of platelet ice have been observed at the ice-water interface
(Gow et al., 1982). Frazil crystals, in suspension underneath the sea ice,
may rise and “stick” to the bottom of the ice. This takes place due to the
buoyancy of the frazil discs in a process not dissimilar to sediments drop-
ping out of water or the atmosphere, only in reverse (Steele et al., 1989;
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Smedsrud and Jenkins, 2004). Once against the interface, frazil crystals
can grow into the platelets found in ice cores.
The tendency for a frazil crystal to rise out of suspension is strongly
affected by both its own dimensions and the magnitude of turbulence in
the ocean. Depending on the situation, the velocity required to keep the
crystal in suspension may be given by the Shields criterion (Jenkins and
Bombosch, 1995; Miller et al., 1977) or Stokes’ Law (Streeter and Wylie,
1975).
It is interesting to note that platelets often only appear in ice cores be-
low a depth of 1m (Smith et al., 2001; Leonard et al., 2006). The timing of
supercooled water and frazil’s appearance from below the ice shelf (Gow
et al., 1998), as well as the strength of the turbulence under the sea ice
(McGuinness et al., 2009), have been suggested as a possible reason for this
delayed inclusion. This puzzle will be a key focus throughout this thesis
and will be developed further in the following chapters.
Figure 2.7 shows a vertical thin section of an attached platelet layer. As
the crystals’ growth is largely due to the supercooled water below the ice,
they do not need to be orientated so as to enhance the heat flow from the
ocean to the atmosphere. Hence the more random structure observed in
the ice for platelet crystals does not indicate a slower rate of growth.
2.3 Salinity
Ice-water dynamics in the Antarctic are strongly affected by the salt in sea-
water and its rejection from the growing ice. Not only does it enhance tur-
bulence and drive global currents, but it can also alter the various physical
properties of sea ice. While diffusion of salt does occur (and is important
in systems where seawater is being cooled from below), when convection
acts it is a far more effective mechanism for the removal of salt from the
interface (Lake and Lewis, 1970).
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Wettlaufer et al. (1997a,b) found that, even though the salty water ini-
tially trapped in a mushy layer is dense, it remains in the growing ice until
the ice has reached a critical thickness. The critical value depends, in part,
on the surface temperature and initial concentration of the system.
Once the desalination process begins, much of the highly concentrated
brine is flushed out of the mushy zone and is replaced by fresher water
which freezes into the gaps in the mushy zone. Even though the ma-
jority of the salt is removed from the ice, some of the brine can still re-
main trapped within (Weeks and Lofgren, 1967). Over time this remaining
brine decreases, and a variety of methods for this loss have been suggested
(Lake and Lewis, 1970).
Both Untersteiner (1967) and, more recently, Notz (2005) have de-
scribed and investigated the more likely mechanisms for the brine loss
from the ice after it has formed. The four key possibilities are:
• Brine pocket diffusion - Isolated pockets of brine move down
through the ice as, due to the temperature gradient in the ice (and
thus through the brine pocket), a salinity gradient is created in the
brine. As the salt diffuses down through the pocket, the now less-
saline upper portion of the pocket freezes while the greater salinity
at the bottom causes the lower boundary to melt, creating a slow
movement of the pocket towards the warmer region.
• Gravity drainage - As with brine pocket diffusion, the temperature
gradient through the ice creates a salt gradient in brine channels with
more concentrated, denser brine at the top. This unstable situation
can cause convection in the brine channels through the mushy zone.
• Flushing - Flushing only occurs during the summer months as the
pressure required to force the brine through the tubes is created by
melt water on top of the ice.
• Brine expulsion - With ice having a lesser density than water, the
expansion of ice as it forms causes a pressure gradient in the brine
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tubes. This can force brine through the tubes, though the direction
of expulsion can be either up or down.
Notz (2005) found that of these methods, gravity drainage and flushing
were the only two which caused a significant loss of brine from ice after
its initial rejection; and, of these two, only gravity drainage occurs during
the winter.
Salinity profiles of first-year sea ice have been measured using a vari-
ety of techniques. Two examples of such profiles, one each from Antarc-
tica and Alaska, can be seen in Figures 2.8 and 2.9, respectively. Whilst
the coring method of removing samples from sea ice (as discussed in sec-
tion 2.2.4) is known to cause pressure gradients in the core and may cause
drainage of brine from the ice, similar profiles have been found using in-
situ measurements (Nakawo and Sinha, 1981; Purdie et al., 2006; Ingham
et al., 2008). The typical C-shaped salinity profile for first-year sea ice can
clearly be seen in both figures.
The profiles show an increase in salinity towards the ice-water interface
which, when found in coring measurements, were thought to have been
partly caused by brine drainage as mentioned. However, newer meth-
ods produce similar results, suggesting that newly formed ice does indeed
have a higher content of brine. The salinity can then be seen to decrease
rapidly during the early stages of growth. Nakawo and Sinha (1981) found
that a significant percentage of the brine loss from ice occurred within its
first week of formation. Throughout the rest of the ice, a reasonably con-
stant salinity of around 5–6 psu was found.
Though this shows that the quantity of brine in ice is diminished due to
drainage into the water below, the remaining brine still effects the proper-
ties of the ice. How the amount of brine and its concentration, along with
the solid salts which can freeze in place in the ice, alter these properties
has been subject to a number of investigations (for example see Schwerdt-
feger (1963); Yen (1981); Koslowski (1986)). These ideas will be introduced
where appropriate throughout this thesis.
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Figure 2.8: Salinity profile of first-year sea ice in McMurdo Sound, Antarctica. The
typical C-shaped curve is evident. Some melting may have occurred causing a
slightly higher salinity reading at the top of the ice. Reprinted from Backstrom and
Eicken (2006) with permission from Elsevier.
Figure 2.9: Salinity profile in first-year sea ice taken from a site near Barrow, Alaska
by Ingham et al. (2008) using a cross-borehole resistivity technique. Dotted line is the
ice-water interface.
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2.4 Turbulence
Sub-ice turbulence, introduced in Section 2.1, is important in sea ice
growth through the creation of a mixed layer, its effect on heat and so-
lute transport (and thus the supercooling of the mixed layer) and in the
creation of frazil ice (Omstedt, 1985; McPhee, 1992). Turbulence can be
caused by a number of factors, including shear flow (from the tides), ther-
mal convection and brine drainage from the ice (Weber, 1977).
The release of brine during sea ice growth contributes to the turbu-
lence in the mixed layer as it is heavier than the water below. However,
this alone is not enough to prevent the build up of salt at the interface.
Turbulence from tidal flow plays an important role in dispersing the salt
throughout the mixed layer. Turbulence is also a far more efficient method
for transferring heat than diffusion and has a significant effect on the heat
flux between the ice and the mixed layer.
In modelling heat and salt fluxes at the ice-water interface, it is often
noted that they depend primarily on the difference between the temper-
ature or salinity (respectively) at the interface and at a set distance into
the mixed layer, and on the friction velocity (McPhee, 1992; Holland and
Jenkins, 1999; Notz, 2005). The friction velocity is a characteristic velocity
scale which can depend on both shear flow and free convection, which is
caused by the change in temperature in the water. It is defined as
u∗ =
√
τ
ρw
(2.6)
where τ and ρw are the shear stress and water density at the wall (ice-
water interface), respectively (van den Hurk and Holtslag, 1997; Mahrt
et al., 1998; McPhee and Morison, 2001).
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2.4.1 Turbulence and frazil suspension
Turbulence is well known in sedimentation theory to keep mud, silt and
pebbles in motion and to prevent them from settling against a river- or
seabed (e.g. Miller et al., 1977; Reid and Frostick, 1994; Winterwerp, 2001;
Robert, 2003). The movement of frazil rising up to stick to the underside
of an ice-cover can be thought of as a reverse-sedimentation process. In
this case the frazil ice is less dense than the seawater and hence turbulence
is acting to prevent the crystals from floating up to the ice-water interface.
With research into the effects of turbulence on frazil crystals being sparse,
the analogy between rising frazil and settling sediments will be used at
various points in this thesis.
Shear flow
Currents and tides create a shear flow beneath sea ice which, due to fric-
tion at the ice-water interface, creates a turbulent flow (McPhee, 1987).
This turbulence has the potential to keep frazil crystals from settling and
adhering to the interface, either by keeping them in motion near the ice
(Miller et al., 1977), or by suspending them away from the interface (van
Rijn, 1984; Leeder et al., 2005). While it may be expected that shear-induced
turbulence will act equally both towards and away from the ice, Bagnold
(1966) showed that there was, in fact, a net velocity away from the inter-
face, which they surmised was due to anisotropy in the turbulence. More
recently, it has been shown that even isotropic turbulence can lead to either
an increase or decrease in the rise velocity of a particle, depending on its
relative density in the fluid and the strength of the turbulence (Friedman
and Katz, 2002; Nielsen, 2007).
The Shields criterion was developed to estimate the strength of turbu-
lence required to keep a sediment particle from settling against a river or
sea bed. The Shields parameter value (a dimensionless bed shear stress)
can be calculated for a given sediment and, if it exceeds a critical value
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(found experimentally), then the grain is prevented from settling against
the interface (Miller et al., 1977). Jenkins and Bombosch (1995) suggested
that this could be used for frazil crystals in a buoyant plume of water trav-
elling up the underside of an ice shelf. In Section 3.5 it will be used to
estimate the critical friction velocity above which crystals are kept in mo-
tion beneath a sea ice cover.
Brine plumes
McGuinness et al. (2009) suggested that an alternative method for keeping
frazil in suspension could be the dense, salty water rejected from ice dur-
ing growth. If these brine plumes have a strong enough velocity, they may
counteract the rise velocity of the crystals and keep them from rising to
the interface. The concentration of exit points in the ice, the downwards
velocity created by the plumes and the effect of the growing ice on their
strength will all be considered in greater detail in Chapter 4.
2.5 Frazil induced turbulence damping
It seems apparent that fluid turbulence should have a significant effect
on a frazil crystal. What is not so clear is whether the turbulence will be
affected by a concentration of suspended crystals. In investigating this,
the lead will again be taken from sedimentation theory.
In general, when a frazil concentration profile is set up, the number
(and mass) of crystals increases towards the ice-water or air-water inter-
face (Liou and Ferrick, 1992; Svensson and Omstedt, 1998; Morse and
Richard, 2009). This implies that the density increases with increasing
depth, producing a stabilising gradient. This is analogous to a sediment
profile increasing towards a river- or seabed (van Rijn, 1983; Ghoshal and
Mazumder, 2005). Though the full effects of sediment on a turbulent flow
are still in dispute (Winterwerp, 2001), it is generally accepted that a stabil-
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ising density profile weakens turbulence (Li and Gust, 2000; Ghoshal and
Mazumder, 2005).
Quantifying the strength of stabilisation is more difficult. A number of
different methods have been proposed. Two of these centre on the param-
eters in the logarithmic law of the wall,
U =
u∗
κ
ln
(
z
z0
)
, (2.7)
where U is the shear flow strength at depth z, κ is the von Ka´rma´n constant
and z0 is the roughness length at the solid-water interface (e.g. Turner,
1979). Though strictly only appropriate near the interface, it is often used
as an approximation over the depth of a flow (for further details see Sec-
tion 6.2).
Experiments in the 1940’s and 1950’s suggested that the von Ka´rma´n
constant decreased from its clear water value in the presence of a sediment
concentration (Vanoni et al., 2006). Similar results were found by Bennett
et al. (1998) and a formula for the decrease in κ suggested by Ippen (1971),
though some of his conclusions have been questioned (van Rijn, 1984).
An alternative method proposed was to model the damping effect of a
sediment concentration through a decrease in the friction velocity. Adams
and Weatherly (1981) suggested that a reduction of up to 40% in u∗ was
possible. A method proposed by Soulsby and Wainwright (1987) to cal-
culate u∗ based on a measured shear flow will be investigated further in
Section 6.2.2.
2.6 Summary
This chapter had provided some of the background knowledge which will
form the basis for the work carried out in the rest of this thesis. Further
discussion of relevant research will be included where appropriate.
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Of central importance is that, after its initial formation, first-year sea ice
has two key mechanisms which increase its thickness - congelation growth
and platelet inclusions. Whilst congelation ice is the predominant method
of growth in the Arctic, platelet ice plays a major role in certain regions of
Antarctica. However, observations of ice cores consistently show that the
platelet crystals only appear after around a metre of congelation growth
has occurred.
One proposed theory for the creation of platelet ice is the rise of frazil
crystals up to the interface. After attaching to the sea ice, they continue
to grow. These frazil crystals may be swept in from below an ice shelf or
nucleate directly below the ice or in nearby leads. Why these crystals may
be delayed in settling against and adhering to the ice-water interface will
be one of the key themes throughout this thesis.
Chapter 3
Shear flow, frazil and platelet ice
After its initial formation, two types of growth are key in the development
of an ice cover. Congelation ice is the primary source of growth in most
Arctic regions. However, in some locations in Antarctica, significant por-
tions of ice cores have been found to consist of platelet ice. Rather than
being formed by heat conduction through the ice, platelet ice may begin
as smaller frazil crystals which form directly beneath the ice or are swept
in from nearby ice shelves. They can then rise and attach to the ice-water
interface where they may continue to grow in size.
An interesting point which has been observed of the platelet inclusions
is that, consistently, they are only found after around 1 m of congelation
growth. This delayed appearance is yet to be satisfactorily explained. This
chapter will ask whether a shear flow, created by tides and currents be-
neath the sea ice, is strong enough to keep the crystals from attaching to
the ice-water interface.
3.1 Frazil ice or platelet ice?
Frazil ice and platelet ice each play an important role in the growth of
sea ice. As discussed in Section 2.1, frazil ice initially forms and grows
in the turbulent, upper regions of the ocean. The accretion of this frazil
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forms pancakes which, when packed tightly enough together, freeze in
place creating an initial ice cover on the ocean (Lock, 1990; Eicken, 2003).
When ice cores are taken, both frazil and platelets are found to contribute
to the thickness of the ice layer. However their contribution depends on
both the age of the ice and its location.
The terms ‘frazil ice’ and ‘platelet ice’ often appear to be used in an in-
terchangeable fashion. Frazil ice has been used for some time to describe
both the crystals which create the pancake layer and the small disordered
discs which sometimes appear throughout the ice. However, platelet ice
was rarely detailed until Gow et al. (1982) described a platelet layer which
they discovered beneath the ice. Later, Lange (1988) found platelet ice in-
corporated into ice cores from the Weddell Sea region. He defined them
as having “large, elongated grains (diameters of up to a few centimetres,
lengths of up to several centimeters)”. He also noted that some platelets
appeared similar to congelation ice and the two could previously have
been mistaken when ice cores were analysed using thick sections and
horizontal thin sections. More recently, platelets have been viewed in
McMurdo Sound (Jeffries et al., 1993). These were distinct from conge-
lation ice and appear in thin sections similar to those seen in Figure 2.7.
Tison et al. (1998) suggested that platelets were a larger form of frazil crys-
tals which have nucleated and grown in the supercooled water near ice
shelves.
Crystals which create the initial pancake layer are always referred to as
frazil ice. While these can grow up to 5 mm, crystals larger than 2.5 mm
are rare (Martin, 1981; Jenkins and Bombosch, 1995; Svensson and Omst-
edt, 1998; Smedsrud and Jenkins, 2004). Crystals which grow beneath the
sea ice or the ice shelf and travel in plumes have been called both frazil
and platelets. The key difference between these two ice types is their size,
with the smaller frazil crystals becoming platelets at a certain size, though
the exact cut off is inexact. Both crystals can contribute to ice growth af-
ter its initial formation. The mechanisms for this will be discussed in the
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following section. When found in first-year ice during ice coring, incor-
porated crystals are generally called attached platelets (Smith, 2001). These
can either be in pure platelet layers or in regions of mixed congelation-
platelet growth. As mentioned in Section 2.2.5, platelet growth is, in gen-
eral, distinguishable from congelation ice when ice cores are analysed us-
ing vertical thin sections and fabric diagrams.1 While columnar growth
occurs with crystals aligned vertically to enhance the transfer of heat flux,
platelet crystals are typified by having random orientations (Smith et al.,
2001; Smith, 2001; Langhorne et al., 2006).
3.2 Mechanisms for growth
As discussed, frazil and platelets play different roles in ice growth depend-
ing on the age and location of the ice. Common to both the Antarctic and
the Arctic is the frazil which forms the initial ice cover or pancake layer.
This was discussed in Section 2.1. In Antarctic regions frazil ice can also
contribute greatly to the growth of multi-year sea ice. Four causes for the
inclusion of this frazil have been suggested (Lange and Eicken, 1991; Tison
et al., 1998). See also Figure 3.1.
• An ice floe slides below an adjacent floe. The frazil in the initial layer
of the lower floe will now appear midway through a core taken of
the two floes.
• Leads appear in the ice due to rafting effects. The thin narrow re-
gions lose heat rapidly to the cold air. Along with the wind- and
wave-induced turbulence, this provides ideal conditions for frazil
formation (Martin, 1981). As the lead refreezes, frazil which was
stirred below by convection may rise back and adhere to the under-
side of the ice.
1Fabric diagrams are used in sea ice analysis to indicate the orientation of crystals in
an ice core section.
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Figure 3.1: The four mechanisms of multi-year frazil growth. See text for details.
Following Lange and Eicken (1991).
• Frazil formed in the same process as above may be stirred below
adjacent floes.
• Finally, frazil may form in gaps left by rafted floes.
Due to the rarity of ridging and rafting events in first-year ice, these
methods contribute little to the growth of a newly formed ice layer. In
the Arctic, growth of first-year ice is dominated by congelation ice. This is
not true in Antarctica, however, where in various regions a significant per-
centage of the ice layer has been found to consist of platelet ice (Langhorne
et al., 2006). The exact origin of the platelet crystals in the sea ice is still not
certain. There are two common explanations, frazil ice adhering to the
ice-water interface before growing to become platelet crystals, and super-
cooled water causing direct nucleation of platelets at the interface. These
are explained further in the remainder of the section.
The greatest quantities of platelet ice have been found in ice cores from
the Weddell Sea and McMurdo Sound. Both of these regions have ice
shelves in close proximity, which are known to be conducive to frazil for-
mation (Jenkins and Bombosch, 1995). This occurs in turbulent plumes of
water which are known to rise along the underside of the ice shelves. As
the freezing point of water is colder at lower depths, the rising water will
be supercooled unless it is warmed by its surroundings. If sufficient heat
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Figure 3.2: Plumes of water follow the solid central arrow, rising near the base of the
ice shelf and becoming supercooled in the process. If seeded by ice crystals, frazil
crystals can form. These are then transported under the ice. Note that in land fast
sea ice the lead shown would not exist. From Jenkins and Bombosch (1995).
is not supplied to a turbulent plume then, seeded by crystals from the ice
shelf, it may produce frazil crystals (Martin, 1981; Tison et al., 1998; Smed-
srud and Jenkins, 2004). After a period of time, the crystals will be trans-
ported away from the ice shelf and swept below nearby sea ice, continuing
to grow as they move. Alternatively, crystals may form directly beneath
sea ice (Jeffries and Weeks, 1992). Dieckmann et al. (1986) observed platelet
crystals at a depth of 250 m near the Filchner Ice Shelf in Antarctica. In ei-
ther case, crystals of varying sizes can then rise up below sea ice, forming
a platelet layer which may consolidate and stick to the interface (Lange,
1988; Eicken and Lange, 1989). Gow et al. (1982) observed a platelet layer
at a majority of sites during coring in McMurdo Sound.
The second theory for platelet inclusion in sea ice is also based on su-
percooled water from below the ice shelves. In this case, as the super-
cooled water passes below the sea ice, it allows nucleation and platelet
growth directly onto the ice-water interface (Eicken and Lange, 1989; Gow
et al., 1998; Tison et al., 1998).
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Which of these mechanisms dominates, if either, is at present uncertain.
Gow et al. (1998) argued that a horizontally layered structure would be ex-
pected if platelets were rising up and attaching to the interface, the torque
on the crystals turning them to lie flat against the interface (Smith, 2001).
The platelets they observed were disordered, leading them to favour the
direct nucleation method. However, they did observe a large number of
unattached platelet crystals appearing in the holes left by coring. Eicken
and Lange (1989) also found quantities of platelets underneath the ice
which were easily dispersed. These free crystals are more likely to have
been created elsewhere and swept underneath the sea ice.
3.3 Quantity of growth
This section will briefly discuss the contribution of congelation, frazil and
platelet ice to sea ice growth. When comparing the different types of ice,
frazil which has attached at the ice-water interface and grown in place (as
described at the end of the previous section) is regarded as platelet ice.
In the Arctic, both first-year and multi-year ice are dominated by con-
gelation growth. Weeks and Gow (1978, 1980) found that fast-ice growth
in the Beaufort, Chukchi and Kara seas in the Arctic Ocean had a distinct
crystal orientation with the c-axis predominantly aligned in the horizontal
direction, indicating congelation ice (Weeks and Ackley, 1986). Similarly,
multi-year ice cores taken in the Arctic by Thomas et al. (1995) found that
86% of ice was columnar. The remainder was primarily frazil in the ini-
tial pancake layer. Undeformed first- and multi-year ice observed by Gow
and Tucker III (1991) in the Fram Strait had an average 85% congelation ice.
They also mention that previous studies, solely on first-year ice, showed
an even higher congelation component.
Similar results to those from the Arctic have been found in some
Antarctic locations. Notably, Gow et al. (1982) found that congelation ice
was the dominant mechanism for growth in first-year ice in McMurdo
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Sound with minimal amounts of frazil. Interestingly they also found a
platelet layer (loose platelets), several centimetres thick, below the ice.
However, there is much more variety in the constituents of Antarctic sea
ice. Studies of the Weddell Sea pack ice by Gow et al. (1982), reanalysed
by Weeks and Ackley (1986), found that, on average, multi-year ice con-
tained 75% frazil ice and just 19% congelation ice. For first-year ice the
values were 46% and 47% respectively. Lange and Eicken (1991) reviewed
a number of first-year sea ice measurements in the Weddell Sea. The re-
sults showed that the frazil ice content varied from 41.9% of the core up
to 69.5%. The average growth for all the expeditions was 56.9% frazil ice
and 43.1% congelation ice. The greater quantity of frazil ice in multi-year
cores can be attributed to rafting and ridging processes in Antarctic sea
ice. Frazil in first-year ice is largely due to the initial pancake formation
(Lange and Eicken, 1991).
More recently, platelet ice has become accepted as a significant mech-
anism for growth in certain regions of first-year Antarctic sea ice. Lange
(1988) observed platelets in the eastern and southern regions of the Wed-
dell Sea. He noted that it resembled “underwater” ice which had been re-
ported previously by Russian sources. Estimates of the volume fraction of
platelet ice were given as between 20 and 30%, with frazil and congelation
ice being 50–60% and 20–30% respectively (smaller amounts of snow ice
were also observed). Platelet inclusions have been found frequently since.
Eicken and Lange (1989) found that platelets averaged 11% of the sea ice,
though individual cores could contain up to 50%. Jeffries et al. (1993) found
that frazil was insignificant in cores in McMurdo Sound. Instead, con-
gelation ice contributed 62.1% and platelet ice 28.3%. He also described
a platelet/congelation mix which accounted for 9.3% of ice growth. In
this, interstitial congelation ice grew between the platelet crystals. Also
in McMurdo Sound, Gow et al. (1998) found platelet ice averaged 13% of
the growth with 15% in an initial transition layer. The remainder was con-
gelation growth. Both Jeffries et al. (1993) and Gow et al. (1998) believed
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Figure 3.3: Sea ice survey locations for the references described in the text. All are
performed close to the Weddell Sea and McMurdo Sound regions due to the proxim-
ity of research stations.
they underestimated the quantity of platelet ice. This was due either to
the commencement of the melt season (causing platelet ablation) or mea-
surements being made before all platelet attachment could occur. Table 3.1
gives platelet percentage results from McMurdo Sound as found by Smith
et al. (2001), Smith (2001) and Leonard et al. (2006). These show platelet
percentages varying from 26% up to 49% of the total growth. Analysis of
a variety of data in McMurdo Sound was carried out by Langhorne et al.
(2006). They showed that, though the location and relative quantities of
frazil was similar from year to year, the amount of frazil could vary sig-
nificantly. They also presented results which show significant amounts of
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Source Date Platelet Initial depth of
percentage platelets (m)
Smith et al. (2001) Nov. 1997 49 0.80
Smith et al. (2001) Nov. 1997 45 1.20
Smith (2001) Oct. 1999 29 1.20-1.40
Smith (2001) Oct. 1999 32 1.45
Smith et al. (2001) Oct. 2000 26 1.50
Smith et al. (2001) Oct. 2000 38 1.30
Leonard et al. (2006) Sep. 2003 43 1.13
Table 3.1: The percentage of sea ice consisting of platelets and the depths at which
they first appeared. Taken from a number of seasons work by Smith et al. (2001),
Smith (2001) and Leonard et al. (2006). From Leonard et al. (2006).
unconsolidated (loose) platelet ice beneath the ice-water interface.
Platelet ice has also been found in the Arctic (Eicken, 1994; Jeffries et al.,
1995). However, Jeffries et al. (1995) noted that these are unlikely to be
caused by the smaller Arctic ice shelves. Instead they are probably due
to melt ponds, where regions of the ice are heated, creating fresh water
which interacts with the seawater below to create platelets. It is doubtful
that this is a significant source of platelet ice in Antarctica as there is little
melt water during times of platelet growth (Smith, 2001).
3.4 Platelet inclusion in sea ice
Table 3.1 also reveals an interesting phenomenon of platelet ice. With one
exception, platelets only appear in an ice core after at least 1m of growth
has occurred. Similar results are shown in Figure 3.4 where platelet or
mixed congelation/platelet ice first appear after a significant period of
congelation growth. Few reasons have been given to explain this delay.
Gow and Tucker III (1991) suggested that platelet ice’s late appearance in
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Figure 3.4: Four cores taken by Jeffries et al. (1993) in McMurdo Sound. Columnar
(C), columnar/platelet (C/P) and platelet ice (P) dominate the growth with only a
small amount of initial frazil ice (F) in core RS-19. Platelets only appear after at least
1 m of ice growth.
McMurdo Sound could be “related in some way to changes in the compo-
sition or circulation patterns of seawater”.
Frazil and platelet ice have been observed at the ice-water interface and
below without being found in ice cores (Gow et al., 1982; Leonard et al.,
2006). Jeffries and Weeks (1992) also discuss platelet accumulation at the
interface before interstitial congelation ice freezes them in place. Again, no
reason is given as to why this only occurs in the latter part of the winter
season. The remainder of this chapter will look at the velocities required
to keep crystals in suspension and the possibility that tidal flow may be
sufficient to achieve this. Chapter 4 will then build on a theory developed
in McGuinness et al. (2009), considering what effect brine rejection from
the growing ice may have on the rising crystals.
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3.5 The Shields Criterion
One of the first investigations into frazil motion was performed by Jenk-
ins and Bombosch (1995) who considered the motion of frazil in a buoyant
water plume underneath an ice shelf. As the plume swept below the shelf,
they wanted to predict the possibility of frazil being deposited on to the
bottom of the ice shelf. In doing so they used the Shields criterion to pre-
dict a critical velocity above which the frazil would be kept in suspension.
The Shields criterion is a theory traditionally used to predict the fluid ve-
locity required to lift sediment from an ocean or river bed (Miller et al.,
1977). This section will extend the work of Jenkins and Bombosch (1995)
for a greater range of frazil sizes, being kept in motion below an ice-water
interface.
For the case of a frazil crystal in the ocean, the Shields parameter is a
dimensionless variable which, when it exceeds a critical value, indicates
that the crystal will be kept in motion. It would therefore be prevented
from adhering to the interface. For a sphere it is defined as
θs =
ρwu
2
∗
(ρw − ρi)gde (3.1)
where ρw and ρi are the density of sea-water and ice respectively, taken
to be constant and equal to 1030 kg.m−3 and 910 kg.m−3, while g is the
acceleration due to gravity (9.81 m.s−1) and u∗ the friction velocity (e.g.
Miller et al. (1977); Reid and Frostick (1994); Jenkins and Bombosch (1995);
Robert (2003)). To adjust the criterion for a disc, de (normally the sphere
diameter) becomes an effective diameter. This is the diameter of a sphere
which would contain the same volume as the frazil crystal. The volume of
a disc is
V = pir2dtd = 2pir
3
d (3.2)
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where rd is the radius of the disc, td the thickness and  the aspect ratio
(crystal thickness divided by its diameter). This gives an effective radius
of
re =
de
2
=
(
3
2

) 1
3
rd . (3.3)
The critical friction velocity is a measure of the flow speed which will
keep a crystal in suspension (explained further in Section 3.6.1). By solving
Equation 3.1 at the critical value of the Shields parameter, θsc, and substi-
tuting Equation 3.3 this becomes
u∗,cr = η
√

1
3 θscrd (3.4)
where
η =
√(
3
2
) 1
3 (ρw − ρi)g
ρw
≈ 1.14 . (3.5)
As well as the diameter of the frazil crystal, the critical velocity also
depends on the aspect ratio of the crystal. This is a tricky feature to mea-
sure and a wide range of values can be found in the literature. Daly (1984)
estimated it to be between 0.01 and 0.2, Holland and Feltham (2005) used
a value of 0.02, Gosink and Osterkamp (1983) experimentally found 0.05,
while Jenkins and Bombosch (1995) estimated 0.001 to 0.025 using numer-
ical methods. A number of values will be compared in this work.
In Jenkins and Bombosch (1995) one of the key requirements was that
the dimensionless grain Reynolds number was greater than 1. The grain
Reynolds number is a ratio of inertial forces to viscous forces and is de-
fined as
Reg =
u∗d
ν
(3.6)
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Figure 3.5: Curve describing the change in Shields parameter with grain Reynolds
number, based on a large quantity of experimental data, as calculated in Miller et al.
(1977). Also shown are Shields’ approximation to his original curve (which did not
include any data below an Reg of 1) and Equation 3.8.
where d is the diameter of the frazil disc and ν is the kinematic viscosity
of the fluid (Miller et al., 1977; Gosink and Osterkamp, 1983; Jenkins and
Bombosch, 1995). A crystal with a low grain Reynolds number behaves
as though in a laminar region, while one with a high value acts as if in a
turbulent region.
The requirement that Reg be greater than 1 was due to the change in
the Shields parameter with grain Reynolds number. This variation is well
documented in Miller et al. (1977) who, on the basis of a large collection
of experimental data, defined a threshold curve for the Shields parameter.
This curve, shown in Figure 3.5, describes a range of values for a single
grain Reynolds number due to the variation in the commencement of sed-
iment motion. For Reg greater than 1 the Shields parameter is, to a rea-
sonable approximation, constant. Jenkins and Bombosch (1995) estimated
it to be between 0.025 and 0.08. However, as Reg decreases below 1, θsc
increases significantly.
A grain Reynolds number of 1, given a kinematic viscosity of
1.83×10−6 m2.s−1 for sea-water (at 0◦C) and a friction velocity of 1 cm.s−1
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(see Section 3.6.1), implies a crystal radius of around 1 mm. An increase in
disc size gives a larger Reynolds number. This matches the value found
by Jenkins and Bombosch (1995). It is also similar to results from Daly
(1984), who found discs changing from acting as though in a laminar en-
vironment to a turbulent one at a grain Reynolds number of this order. In
a natural environment, crystals with a radius greater than 1.4 mm are rare
(Daly, 1984; Holland et al., 2007). Crystals smaller than 1 mm are common.
This indicates that extending the work for the Shields parameter below a
grain Reynolds number of 1 is important.
In his original work Shields suggested that, for Reg less than 1, a func-
tion of the form
θsc ∝ Re−0.5g (3.7)
was appropriate. However, as Shields had no data in this range, it could
not be confirmed (Miller et al., 1977). Amongst others, Miller et al. (1977)
and Cao et al. (2006) have provided alternative formulations. These are,
respectively,
θsc = 0.075Re
−0.41
g (3.8)
θsc = 0.1414Re
−0.2306
g . (3.9)
Knowing the value of the Shields parameter, and using Equation 3.4,
it is possible to find the critical friction velocity required to keep a frazil
crystal in suspension. Figure 3.6 shows how u∗,cr varies with the radius
for different Shields parameter values. Above a crystal radius of 1 mm a
range of Shields parameter values are plotted. These show that a greater
θsc results in a greater critical friction velocity. The equations describing θsc
below 1 mm are single line approximations. As such they do not indicate
the range of values which the Shields parameter may take. However, the
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Figure 3.6: Critical friction velocities for the Shields criterion for different values of
the Shields parameter θsc. For a given radius, friction velocities above the curves will
keep a frazil disc in suspension. The aspect ratio is set to 0.02.
equation from Cao et al. (2006) is close to the top of the range shown in
Figure 3.5 and thus is taken as a maximum bound. Assuming a smooth
transition between the two regions, Miller et al.’s (1977) approximation
appears a more accurate representation
Figure 3.7 compares the effects of different aspect ratios. Crystals with
a greater aspect ratio (and therefore a greater volume) are more buoyant.
They therefore require greater turbulence to remain in suspension. Again,
Cao’s (2006) formula, especially for the largest aspect ratio, appears to pre-
dict an overly high critical friction velocity.
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Figure 3.7: Critical friction velocities for the Shields criterion for varying values of
the aspect ratio . For each set of plots the aspect ratio, , is, from top to bottom,
0.2, 0.02 and 0.01. For a given radius, friction velocities above the curves will keep a
frazil disc in suspension. The Shields parameter is set to 0.05 for radii greater than
1 mm.
3.6 Shear results
3.6.1 Tidal and friction velocity
This section will investigate the possibility that shear induced turbulence
is strong enough to keep frazil crystals in motion. Comparisons will be
made between the friction velocity induced by tidal flow below sea ice
with the critical velocities found in Section 3.5. The possibility that this is
a valid explanation for the late appearance of platelets in first-year sea ice
cores will then be discussed.
The tides show various patterns over different time scales. McMurdo
Sound experiences both a daily (24-hour) change and a fortnightly (13.7-
day) change (Arrigo et al., 1995; Leonard et al., 2006). A similar pattern has
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been observed in the Weddell Sea (Isla et al., 2006). During these periods
the velocities cycle between a maximum and minimum value. As well as
the time dependence, tidal velocities also vary with depth. The flow has a
maximum velocity equidistance from the ice-water interface and the ocean
bottom. This is caused by friction slowing the water movement (Heath,
1971).
Tidal flow acts horizontally on to the ice-water interface. As frazil crys-
tals are rising vertically, the entire flow does not act to impede the ascent
of the crystals. Instead the natural roughness of the sea ice creates a mech-
anism for the water to become turbulent. The friction velocity is a measure
of this turbulence (McPhee, 1987) and, if it exceeds the critical value found
using the Shields criterion, will keep frazil from settling against the inter-
face. It can be parameterized in terms of the local shear velocity and a
dimensionless drag coefficient K (Omstedt and Wettlaufer, 1992; Jenkins
and Bombosch, 1995; Holland and Jenkins, 1999), such that
u2∗ = KU
2 . (3.10)
Values found forK are of the order of 10−3. Some examples include 0.0025
in Jenkins and Bombosch (1995), 0.0015 in Holland and Jenkins (1999), and
0.0054 from Shirasawa and Ingram (1997).
The shear velocity is based on both the tidal flow, any prevailing cur-
rent and the velocity of the sea ice itself. For land-fast sea ice the ice
movement is minor and will not be considered further. Velocity flow mea-
surements have been made at a variety of depths. Between 400 m and
500 m deep in the Weddell Sea, Isla et al. (2006) found tidal velocities mea-
suring from 0 cm.s−1 to over 30 cm.s−1, averaging between 7.7 cm.s−1 and
9.5 cm.s−1. Comparable results were found at depths of 100 m to 250 m
(Foldvik et al., 1985). Tidal flow strengths in McMurdo Sound are simi-
lar, though Heath (1971) found a maximum average value of 28 cm.s−1 at
200 m. However, as mentioned, the flow drops away closer to the inter-
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Figure 3.8: Tidal velocities are shown for a location in McMurdo Sound. Clearly vis-
ible are both the daily and fortnightly tidal strength cycles. The maximum velocity
is just over 20 cm.s−1. From Barry and Dayton (1988).
face. In Heath’s study, close to the edge of the sea ice, an average surface
velocity of 11 cm.s−1 was measured. Barry and Dayton (1988) found ve-
locities up to 21 cm.s−1 with a mean of 7.6 cm.s−1 at the surface. More
recent measurements in McMurdo Sound by Leonard et al. (2006) show a
maximum of around 20 cm.s−1.
Given an average shear flow of 10 cm.s−1, Equation 3.10 predicts fric-
tion velocities of between 0.5 cm.s−1 and 0.8 cm.s−1 depending on the
value of K. During periods of maximum flow, however, u∗ can rise to
over 2 cm.s−1. McPhee (1992, 1994) made field measurements of the fric-
tion velocity. In the McMurdo Sound he found it varied between 0 cm.s−1
and 2 cm.s−1, averaging 1 cm.s−1 at 1 m depth. More recent work in the
Weddell Sea found friction velocities up to 3 cm.s−1 with a mean value
of 1.5 cm.s−1 (McPhee et al., 1999). The difference between the (average)
calculated results and those measured could be due to uncertainty in the
value of K. With the results of McPhee being direct measurements made
in the regions of interest, these are favoured. Therefore, as in Notz (2005),
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a friction velocity of 1 cm.s−1 will be used for the majority of the work.
3.6.2 Frazil in suspense?
A comparison between the friction velocity induced by tidal flow and the
velocity required to keep frazil in suspension is now possible. Figure 3.9
shows the critical velocity required to keep frazil in suspension for aver-
age values of the Shields parameter and the aspect ratio. When compared
with a friction velocity of 1 cm.s−1 nearly all crystals smaller than a radius
of 3 mm are unable to rise and stick to the interface. In fact, even increas-
ing θsc to 0.08 or  to 0.2 (not shown), frazil larger than 1.5 mm remain in
suspension. A similar result is found if the friction velocity is reduced to
0.7 cm.s−1. Given that frazil larger than 1.4 mm are rarely found beneath
the ice-water interface (Daly, 1984; Holland et al., 2007), this suggests that
tidal-induced turbulence is strong enough to prevent the inclusion of frazil
into the ice during growth.
However, tidal flow as the sole cause of oceanic stirring fails to answer
some key questions:
• Tidal flow is not dependent on ice thickness. As raised in Section 3.4,
platelets (possibly the end result of frazil inclusion) are only ob-
served after sea ice has grown to a depth of 1 m. However, tidal
flow does not decrease as the ice thickens. Hence, if frazil is kept in
suspension initially, it will remain unattached without a decrease in
the flow strength.
• As apparent in Figure 3.8, tidal flow drops greatly as the tide turns.
Though all turbulence may not dissipate before the flow picks up
again (with prevailing currents remaining), a drop in its strength
could potentially allow frazil to stick (up) to the ice. This could occur
at any ice thickness.
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Figure 3.9: A comparison between the friction velocity required to keep frazil ice in
suspension as predicted by the Shields criterion and that present at the interface. The
Shields parameter values are those predicted by Miller et al. (1977), below Reg = 1,
and a constant value of 0.050 above. Crystals are predicted to stay in suspension
until they are nearly 3 mm in radius.
3.7 Summary
This chapter has discussed the difference between frazil and platelet crys-
tals and introduced the platelet puzzle. This is the phenomenon whereby,
though platelet ice is known to be a significant method of growth in cer-
tain regions of the Antarctic, the platelets appear in an ice cover only after
around one metre of congelation growth has occurred. Also introduced
was the idea that frazil crystals, which may form directly beneath the ice
or be transported from nearby ice shelves, could rise and attach to the ice-
water interface. These could then grow into the platelet ice found in ice
cores.
Shear flow, caused by tidal and current movement, was suggested as a
possible explanation as to why frazil crystals cannot be incorporated into
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the ice cover early on in the winter growth season. The water movement
keeps the crystals in motion and prevents them from settling against the
interface. The Shields criterion was used to determine the friction velocity
which would be required to keep a crystal in motion, depending on its
radius. It was shown that a typical friction velocity of 1 cm.s−1 would
keep crystals from sticking to the interface until they were nearly 3 mm in
radius. This is large for a naturally occurring frazil crystal.
However, this alone does not explain the platelet puzzle. A crystal kept
in suspension early on in the growth season will be kept in suspension
even after the one metre ice thickness threshold has been passed. There is
nothing in this system which changes as the ice grows. If the shear flow
remains sufficiently strong throughout the growth season, another factor
must be included which could “damp” the turbulence. This would need
to build up as the winter season progressed. This idea will be discussed in
Chapter 6.
One other question which was raised is what happens when the tide
turns. Though a prevailing current may still exist, a decrease in the tidal
flow could significantly lower the friction velocity. During these periods,
frazil crystals may be able to rise and settle against the ice-water inter-
face. However, again, this is not a factor which changes as the ice grows.
Hence, there would need to be another element in the system which could
keep the crystals away from the interface during these periods of low tidal
flow. Ideally, this would decrease as the ice thickness increased, allowing
the crystals to rise after a period of growth. This will be the focus of the
following chapter.
Chapter 4
Stirring due to brine rejection
In the previous chapter the effect of tidally induced shear flow on frazil
was investigated. It was shown that, on average, these tides are suffi-
ciently strong to prevent frazil from settling against the interface and stick-
ing in place. However, this did not explain the phenomenon that platelet
crystals, which frazil can become after adhesion to the interface, do not
appear until significant growth of sea ice occurs. It also failed to explain
why, during times of low shear flow, such as a drop off in the turbulent ve-
locity during the turning of the tides, frazil did not attach to the growing
ice cover.
McGuinness et al. (2009) suggested a new theory in an attempt to an-
swer these two questions. Their idea was that brine, released by sea ice
during freezing, could counteract the frazil crystals’ rise velocity, keeping
them in suspension. While shear flow may keep frazil in motion, as the
tides turn, brine rejection could become the dominant turbulence mech-
anism. As the sea ice grows thicker less brine is rejected, decreasing the
velocity associated with brine rejection. Eventually, crystals may be able
to rise and stick to the interface during periods of low shear flow. The at-
tached frazil could then grow into platelets as the next tidal flow prevents
further seeding.
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Figure 4.1: Brine channels (large central arrows) release a significant salt flux. Tur-
bulence may also be created from salt released at the interface as it advances through
freezing. The highly concentrated brine is replaced in the ice by less salty seawater.
From Wettlaufer et al. (1997a).
4.1 Brine Rejection
While salts can dissolve easily in water, in ice they are nearly insoluble.
Therefore, as ice freezes it rejects highly concentrated brine into the sea
below. As the congelation ice forms, some brine remains between the ice
dendrites (the projecting ice crystals) which grow downwards. Small ice
“bridges” form between adjacent dendrites and trap the brine (Wadhams,
2003). The brine becomes more concentrated as water from the mixture
freezes, forcing the mixture into a smaller area. However, as long as the
temperature remains above the eutectic temperature1 for a given salt, the
1The temperature at which the remaining mixture of salt and water freezes at the same
time.
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brine remains in liquid form (Vrbka and Jungwirth, 2005). Brine pockets
and channels exist throughout the ice, and move through it until a sys-
tem of long, thin channels is formed through which the brine can escape
(Eicken, 2003). These channels have been observed to emit a significant
salt flux. The turbulence patterns they can potentially create can be seen
in Figure 4.1 (Wettlaufer et al., 1997a). As discussed in Section 2.3, work
by Notz (2005) found that, in winter, gravity drainage was the dominant
mechanism in the movement of brine out of the ice.
Systems of brine tubes generally consist of a larger central brine chan-
nel to which a number of smaller tubes are linked. The central channels
can extend well into the ice, up to 1 m in length and several centimetres
wide, with a frequency in the region of 1 per 10 cm2 (Wettlaufer et al.,
1997a; Eicken, 2003). Smaller brine tubes, with diameters in the order of
1 mm or less, are far more concentrated. Figure 4.2 shows a vertical ice
section with a large drainage channel extending from top to bottom. Sur-
rounding it, and with a greater concentration near the interface, are brine
tubes varying in diameter from 0.3–0.5 mm. In the experiments of Lake
and Lewis (1970) these tubes had an average concentration of 42 tubes per
cm2.
It has been found that there is a delay in the onset of brine release
from the sea ice. Instead of commencing as ice begins to freeze, growth
of up to 8 cm can occur before any significant salt flux is seen (Wettlaufer
et al., 1997a,b; Worster and Wettlaufer, 1997). If frazil crystals were able to
rise and stick to the ice-mixture during this time, however, they would be
largely indistinguishable from the frazil layer and transition zone which
normally occur at the onset of sea ice growth (Section 2.2). This delay is
therefore unimportant in the following analysis.
At the interface brine tubes have a spacing of, on average, around
1.2 mm between adjacent tubes. Frazil with the largest rise velocities can
have diameters of up to 2.8 mm. It is therefore likely that even near the
interface, before the turbulence induced by the ejected brine plume begins
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Figure 4.2: A vertical sea ice thin section from an experiment of Lake and Lewis
(1970). A large central brine channel can be observed running the entire length of
the ice, its width marked by the black lines. Smaller brine tubes are also visible and
increase in concentration towards the interface.
to spread, there will be interaction between the crystals and the dense wa-
ter. It seems reasonable to assume that this will have an effect on the rise
rate of the frazil.
4.2 Stokes’ flow
In the previous chapter, the Shields criterion was used to calculate whether
a horizontal flow may prevent frazil crystals from rising. With brine
plumes, the velocity opposing the frazil’s motion is acting vertically. In
this situation it is possible to use Stokes’ law to model the rise velocities
of the crystals (Streeter and Wylie, 1975). Though used primarily for a
Reynolds number less than 1, a comparison will be made to check its va-
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lidity over the range of natural crystal radii. The calculated rise velocity
can then be compared to the brine plume velocity to find if frazil is kept in
suspension.
Stokes’ law balances the buoyant force and the drag force on an object,
Buoyancy = Vs(ρw − ρi)g (4.1)
Drag = 6µpirsuSt (4.2)
where µ is the dynamic viscosity of seawater, while Vs and rs are the vol-
ume and radius of a rising sphere, respectively. This gives the rise velocity
predicted by Stokes’ Law as
uSt =
Vs(ρw − ρi)g
6µpirs
. (4.3)
This must be modified to allow for a disc as opposed to a sphere. In
this situation, Vs simply becomes V , the volume of the disc. An effective
radius,R, is substituted for rs. Daly (1984) used the radius of a sphere with
the same volume as the disc (as for Shields’ criterion, Equation 3.3) to cal-
culate the rise velocity of frazil crystals. However, a more accurate R can
be found in Lamb (1932). He found, by analysing the stream lines around
a disc, that R for a disc moving with its flat side perpendicular to the di-
rection of motion was equal to 8rd/3pi (where rd is the radius of the disc).
For a disc rising with its face parallel to the direction of motion, resistance
to movement decreases. R becomes 16rd/9pi, 2/3 that of the perpendicular
case. This raises the question of the orientation of a rising frazil crystal.
4.2.1 Crystal buoyancy
Those in the literature who note the nature of a rising crystal agree that
the most likely orientation is with the flat side parallel to the ice-water or
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Figure 4.3: Image taken in still water which shows frazil rising as streams of brine
descend from the sides of the growing crystals. It can be seen that the discs are rising
predominantly with their flat sides parallel to the ice-water interface. From Ushio
and Wakatsuchi (1993).
air-water interface Gosink and Osterkamp (1983); Daly (1984); Wuebben
(1984). This would have them moving with the flat side perpendicular to
the direction of motion in the terms described above. Laboratory experi-
ments by Ushio and Wakatsuchi (1993) have shown that, in still water, this
rise position appears to be the most stable for rising frazil (see Figure 4.3).
The motion of a buoyant frazil crystal has a close parallel to that of
a falling disc. A disc dropping with its face parallel to its motion has a
lower drag coefficient and theoretically a more rapid descent (Lamb, 1932).
However, whether or not a disc will retain a given orientation depends on
the disc’s Reynolds number,
Red =
ud
ν
(4.4)
where u is the velocity of the moving disc, d is its diameter and ν is the
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Figure 4.4: Possible trajectories of a descending disc with various Reynolds numbers.
(a) shows a disc keeping a steady position with its face perpendicular to its motion
at lower Reynolds numbers. For higher Red and increasing dimensionless moment
of inertia; (b) shows periodic-oscillating motion; (c) is chaotic motion with tumbling
and oscillations; and (d) is tumbling motion with the disc drifting in one direction.
From Field et al. (1997).
kinematic viscosity of the fluid (Willmarth et al., 1963, 1964). Values of the
Reynolds number are very similar to those for the grain Reynolds number,
in the region of 1 for a 1 mm crystal (Section 3.5).
Experiments on discs of various sizes and densities in still water are
difficult for a Reynolds number less than 1. However, Field et al. (1997)
found that, for low Reynolds numbers, a disc dropped with any initial
orientation would adjust itself until it fell with its face perpendicular to
its motion. Similar results were found by Willmarth et al. (1963, 1964) for
Red between 1 and 100. Higher Reynolds numbers lead to chaotic motion
where the disc may tumble, rotate, or pitch side to side. These trajectories
are described in Figure 4.4.
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Also important is the dimensionless moment of inertia,
I =
Idisc
ρwd
=
piρi
64ρw
(4.5)
where Idisc is the inertia of the disc (Field et al., 1997). As I increases a crys-
tal experiences greater oscillations and tumbling motions (moving from b
to d in Figure 4.4). For a mid-sized frazil crystal I ∼ 10−3. This indicates
that frazil motion will be similar to that described by a and b in Figure 4.4,
depending on the size of the Reynolds number. For the most part, a crystal
in still water will therefore rise with its face perpendicular to its direction
of motion, even though this gives greater resistance. Similar conclusions
were reached by Smith (2001).
External fluid turbulence may affect a crystal’s motion causing a more
chaotic ascension. Daly (1984) noted that, in experiments performed in
turbulent water, the crystals tend to “oscillate, glide and tumble”, increas-
ing drag. As this will slow the crystals’ movement, the calculated rise
velocities can be regarded as an upper bound. This assumption has also
been used in Morse and Richard (2009).
4.2.2 Rise velocities
Substituting R = 8rd/3pi for a frazil crystal rising flat side perpendicular
to its motion into Equation 4.3, the rise velocity for a frazil crystal can
be modelled. In Figure 4.5 this is plotted for aspect ratios ( thickness
diameter
) of 0.01,
0.02 and 0.1. The model results are compared with experiments performed
by Gosink and Osterkamp (1983). It was noticed in these experiments that
a smaller crystal may become entrained in a larger crystal’s wake; hence
the data for the smallest frazil may overestimate the rise velocity of a single
crystal.
A crystal with a higher aspect ratio (and therefore a greater volume)
has a more rapid rise velocity. However, it is apparent that an aspect ratio
CHAPTER 4. STIRRING DUE TO BRINE REJECTION 60
Figure 4.5: The rise velocity for a crystal with a radius up to 3 mm with its face
parallel to the ice-water interface. Results are compared with values from Gosink
and Osterkamp (1983). Plots for various values of the aspect ratio are shown.
of 0.1 greatly over-predicts the ascension rate of a frazil crystal. With few
frazil crystals larger than 1.4 mm, measurements in this range are sparse
and thorough comparisons difficult. Even so, aspect ratios of 0.01 and 0.02
provide accurate predictions over the entire range.
The rise velocities of the frazil crystals is now known. For compari-
son, a model for the average downwards velocity of the brine plumes is
required. This will be introduced in the following section.
4.3 Brine rejection velocity
Unlike friction velocities caused by tidal flow, measurements of the veloc-
ities of brine plumes are rare. Hence we follow the theory developed in
McGuinness et al. (2009). Considering times of low shear, an alternative
to the friction velocity used in Section 4.2.1 must be found. This brine-
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induced velocity can then be compared with the frazil rise velocities.
McPhee and Morison (2001) stated that, when turbulence is induced by
a ‘destabilizing buoyancy flux’, B, (for example due to rapid freezing) it is
appropriate to use the convective scale velocity,
w∗ = (λB)
1
3 (4.6)
where λ is the length scale of the dominant eddies and
B = 〈w′b′〉 = g
ρw
〈ρ′w′〉 (4.7)
where g is the acceleration due to gravity and ρw is the density of the sea-
water at the interface (see also Turner, 1979). The angle brackets can be re-
garded as the averaged, large-scale properties of the flow. As such, 〈ρ′w′ 〉
is the average downwards flux of density variations in the mixed layer
(McGuinness et al., 2009).
The eddy length scale varies with the season. During times where there
is little change in ice thickness, turbulence is localised below the interface
with regions of largely isolated turbulence throughout the mixed layer.
When significant melting occurs, the warmer, less saline water released
is more buoyant than the mixed layer and provides a stabilising influ-
ence. Regions of turbulence still exist lower in the mixed layer. During ice
growth, brine released during freezing creates a destabilising turbulence
which extends the entire length of the mixed layer (McPhee and Morison,
2001). This is held in check by the halocline (Section 2.1) which is gradu-
ally entrained through the winter season (Leonard et al., 2006). The length
scale is thus given as a fraction of the the mixed layer,
λ = κzml (4.8)
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Figure 4.6: Comparing the equation of state for seawater density from UNESCO
(1980) with Equation 4.9 for T=-1.89 ◦C. dρwdS is set to 0.81 kg.m
−3.psu−1.
where zml is the depth of the mixed layer and κ is the von Ka´rma´n constant
(McPhee and Morison, 2001).
4.3.1 Density of seawater
To find the flux of seawater density variations, the change of density with
salinity and temperature is important. The “International Equation of
State of Seawater” was published in UNESCO (1980). For the range of
temperatures found below sea ice this equation is almost constant, with a
far stronger dependency on the salinity. Given that the temperature at the
ice-water interface is at or near freezing (between 0 and -2 ◦C), the density
of seawater can be simplified to
ρw = 999.84 +
dρw
dS
Sw . (4.9)
CHAPTER 4. STIRRING DUE TO BRINE REJECTION 63
A comparison between this approximation and the original UNESCO
equation for T = -1.89 ◦C is shown in Figure 4.6 with a value of
0.81 kg.m−3.psu−1 for dρw
dS
, the change in density with salinity. For exam-
ple, a salinity of 35 psu gives a density of 1030 kg.m−3.
The equation of state for seawater in UNESCO (1978) is valid from 0
to 42 psu. Further work in UNESCO (1991) extended this to 50 psu. How-
ever, maximum salinities, especially in the brine tubes, may be greater
than this. There is currently an investigation into extending the range
of validity for density (and other seawater properties) up to 110 psu us-
ing a Gibbs potential function (Feistel and Marion, 2007; McDougall et al.,
2009). Work so far has shown that a linear assumption for the change in
density with salinity (for a constant temperature) remains accurate above
42 psu (Feistel and Marion, 2007). Comparing Equation 4.9 with the for-
mula given in Feistel (2003) indicates that the approximation remains valid
for a constant temperature up to 110 psu (not shown).
Given that the theory considers a constant, average density, the buoy-
ancy flux in Equation 4.7 becomes
B =
dρw
dS
g〈S ′ww′〉
ρw
(4.10)
where 〈S ′ww′〉 is a measure of the rate of salt flux out of the interface. This
is found by taking the salt flux from the ice (see Appendix A) and dividing
by the density of the seawater below. This gives
〈S ′ww′〉 = h˙
ρi
ρw
(Sw − Si) (4.11)
with ρi the density of the ice and h˙ the rate of growth of the ice-water
interface. Si is the salinity of the ice. Schmidt et al. (2004) found that the
ice salinity was proportional to the salinity of the seawater from which it
froze, such that Si = fSw. An appropriate value of f for sea ice is 0.14,
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while Sw is approximated as the salinity of the mixed-layer, about 35 psu
in McMurdo Sound (see Section 4.5.1).
Substituting Equations 4.8, 4.10 and 4.11 into Equation 4.6 gives the
average brine plume velocity, to be compared with the frazil crystal rise
velocities, as
w3∗ = κzmlg
ρi
ρ2w
Sw(1− f)dρw
dS
h˙ . (4.12)
4.4 Ice growth data
Ice growth rates can vary greatly depending on location. However, both
empirical formulae based on observation and theoretical equations are
reasonably easy to find, a variety of which will be used in this work to es-
timate h˙. Anderson (1961) fitted a curve for ice thickness of between 10 cm
and 80 cm from Thule, Greenland. Maykut (1986) cites the empirical re-
sults of Zubov from the Cape Schmidt region in Russia, and of Lebedev
calculated from a range of stations throughout the Soviet Arctic. Ice thick-
ness limits are not given for these equations, but they match well with
Anderson’s approximation up to 200 days of growth.
In Figure 4.7a the empirical results are compared, along with plots
based on equations developed by Nakawo and Sinha (1981) and Maykut
(1986). Including the effects of a constant snow cover on the ice, these
equations are, assuming a linear temperature gradient in the snow and
ice,
θ =
ρiL
2ki
h2 +
ρiLhs
ks
h (4.13)
θ =
ρiL
2ki
h2 +
(
ρiLhs
ks
+
ρiL
ct
)
h (4.14)
where L is the latent heat due to freezing of seawater, ki and ks the ther-
mal conductivities of ice and snow respectively and hs the thickness of the
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(a) Days
(b) Degree-days
Figure 4.7: Plotted are 5 equations used to describe sea ice growth. The lower 3
curves (Anderson, Zubov and Lebedev) are directly from Arctic data. The 2 curves
indicating greater growth are from formulae developed by Nakawo and Maykut,
assuming no snow cover. Figure 4.7a is plotted against days, while Figure 4.7b is
plotted against degrees days assuming a freezing point temperature of -1.89 ◦C and
an air temperature of -25 ◦C. This allows comparison between days and degree-days.
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snow layer. The heat transfer coefficient, ct, takes into account the effects
of both sensible and latent heat exchange (Maykut, 1986). θ is defined as
the degree-days of freezing,
θ =
∫ t
0
(Tf − Ta)dt , (4.15)
where Tf is the freezing temperature of seawater and Ta is the air tem-
perature. Freezing degree-days give a measure of the coldness of the ice
and the length of time it has been at that temperature. One day at a tem-
perature 1 degree below freezing is 1 degree-day (Penner, 1962). Ta is of-
ten taken to be the mean air temperature for the days of measurement
(Nakawo and Sinha, 1981). The ice growth data plotted against degree-
days is shown in Figure 4.7b.
For an average snow depth of around 5 cm, Equations 4.13 and 4.14 are
both in close agreement with the three observation-based plots. The extra
ρiL
ct
term in Equation 4.14 has only a minor effect as it is small compared
with ρiLhs
ks
(given that ct ≈ 24 J.m−2.s−1. ◦C−1). Figure 4.7 includes the 2
equations plotted for no snow cover (hs = 0 m). These give an indication
of the maximum possible growth rate as snow reduces heat flux to the
atmosphere.
Due to the relative abundance of Arctic ice growth measurements,
the plots shown are based on data from the northern regions. Though
Antarctic growth can be affected by the adherence of frazil at the interface,
platelet growth does little to enhance the rate of brine release. Therefore
data based solely on congelation growth, on which the brine plume veloc-
ity depends, is preferable.
4.5 Brine plumes and frazil
It would be excessive to consider all of these models for ice growth for the
remainder of the work in this chapter. In Figure 4.7 there are two distinct
CHAPTER 4. STIRRING DUE TO BRINE REJECTION 67
Figure 4.8: The ice growth rate calculated from field work near Cape Schmidt by
Zubov and a flux-based theory, assuming no snow cover, developed by Maykut
(Maykut, 1986).
groups for the data, one based on Arctic field work and the other a maxi-
mum growth indication assuming zero snow cover. Zubov’s results from
near Cape Schmidt and Maykut’s Equation 4.14 will be used as represen-
tative of the two groups.
After noting that Zubov’s data is best fitted by
2h2 + h =
θ
625
(4.16)
where h is the interface position in metres and θ the time in degree-days
(Maykut, 1986), the next step is to calculate the growth rate of the interface.
This is required to find the velocity of the brine plumes and can be found
using Equations 4.14 and 4.16. The results are shown in Figure 4.8. A
significantly faster initial growth rate is seen in the no snow case; however,
similar rates are reached towards the end of the growth period.
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Figure 4.9: The average brine plume velocity, as calculated using Maykut’s no snow
equation and Zubov’s growth rate data, is shown. Both decrease at similar rates,
though Zubov’s data predicts a slower velocity.
By substituting the growth rates into Equation 4.12, the average down-
wards velocity of the brine plumes are found. These are shown in Fig-
ure 4.9. As the ice gets thicker, it grows less rapidly. This leads to less salt
being forced out and hence the decrease in brine plume velocity as the ice
grows. Also worth noting is that Zubov’s field measurements indicate a
slower growth rate than Maykut’s no snow equation, resulting in a slower
average brine plume velocity.
It may be asked whether the downflow due to brine rejection would
have an equivalent upflow as the water is replaced from below. The buoy-
ancy flux is, however, an average measure of the movement of density
variations and, as such, takes into account the flow in both directions pro-
ducing a net fluid movement down driven by the ice growth.
Also of key importance in this case is whether a frazil crystal will be
prevented from adhering to the interface. Considering the underside of
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the ice, there is a far greater area between the brine tubes than there is
made up by the tubes. Therefore, even ignoring the ice growth, the down-
flow must move much faster than the seawater replacing it. Given that
most crystals will interact with a brine tube it seems likely that the more
rapid downflow will at least keep a crystal in motion, assuming the criteria
developed in this chapter are met.
The brine plume velocity can now be compared with the frazil rise ve-
locities calculated in Section 4.2.2. Figure 4.10 displays the ice thickness at
which a frazil crystal of a certain radius will rise out of suspension. Crys-
tals with a radius above the appropriate curve at a certain thickness will
remain in suspension. Given both estimates for the brine plume velocity,
all crystals larger than 1.45 mm will initially rise to the interface. When
the ice reaches 1 m in thickness, crystals larger than between 1.2 mm and
1.3 mm are able to overcome the movement of the brine plumes and stick
to the growing ice cover. This suggests that, by the time at which platelets
are first found in ice cores, brine rejection has become weak enough to
allow larger frazil crystals to become incorporated into the ice.
By keeping frazil crystals in suspension until a period of growth has
occurred, brine rejection provides a plausible explanation for the late ap-
pearance of platelet crystals (which grow from the incorporated frazil).
However, experimental verification is required before it can be regarded
as the sole cause of the phenomenon. The most concerning aspect of the
analysis is the slow rate of change of the frazil disc radius able to rise out of
suspension as the ice thickness increases. Over an entire winter’s growth
season, the change in the frazil radius is only 0.5 mm. Such a small change
may not be enough to cause the late appearance of frazil on a consistent
basis.
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Figure 4.10: Critical ice thickness at which a frazil crystal may rise out of suspension
and stick to the interface, found by comparing brine rejection rates with frazil rise
velocities.
4.5.1 Air temperature and seawater salinity
Both air temperature and seawater salinity can vary with the location of
the growing ice. Typical values for McMurdo Sound, Antarctica, have been
used in the analysis so far. These are now altered to investigate the effect
these parameters have on the system.
Even though Antarctica experiences 4 to 6 months with virtually no
sunlight during winter, air temperatures still vary significantly. Field data
from McMurdo Sound (personal communication, Patricia J. Langhorne
and Craig R. Purdie, 2007) show temperatures ranging from -45 ◦C to
-5 ◦C. Over the measurement period, an average of -25 ◦C is found.
Changing the average temperature by 5 ◦C has only a minor effect on the
size of frazil able to rise out of suspension, with a maximum change of
0.05 mm for the critical frazil radius (Figure 4.11). This occurs as, by in-
creasing the ice growth rate, a colder air temperature increases the brine
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Figure 4.11: The effect on the size of frazil crystal which can rise out of suspension if
the average air temperature is altered. A colder temperature results in larger crystals
staying unattached below the interface. Zubov’s ice growth approximation is used.
plume velocity and the size of the crystals remaining unattached.
The salinity of the seawater is taken to be equal to the mixed layer salin-
ity. Leonard et al. (2006) measured the mixed layer salinity in McMurdo
Sound and found it increased from 34.3 psu in mid-April to 34.7 psu by
early September. Weeks and Gow (1978) approximated the seawater salin-
ity to be 35 psu. This value is adopted for use in this work. Increasing
or decreasing the salinity by 5 psu does little to effect the size of the frazil
discs which remain in suspension, as shown in Figure 4.12. A larger salin-
ity results in a greater number of crystals remaining unattached. This is
caused by the increase in the brine plume velocity as the ice must reject
the more highly concentrated brine. Not included in the model, however,
is the fact that a greater seawater salinity would result in a slower growth
rate and hence a slower brine rejection velocity. This is due to the extra
cooling required to bring the water down to the freezing point.
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Figure 4.12: The effect on the size of frazil crystal which can rise out of suspension if
the seawater salinity is altered. An increase in the seawater salinity results in larger
crystals being kept in suspension.
Also interesting to note is that supercooling the mixed layer by as much
as 0.1 ◦C has no effect on the size of the frazil rising to the interface. Again,
this would likely change if the change in ice growth due to the supercool-
ing was included.
4.5.2 Varying mixed layer depth
As the brine plumes leave the ice-water interface region, they are much
denser than the mixed layer and hence sink. The mixed layer has a con-
stant density so the plumes convect all the way down to the top of the
halocline (Washington and Parkinson, 2005). This suggests that the depth
of the mixed layer is important in the strength of the brine plumes.
Constant mixed layer depth assumptions are often used in sea ice
growth models (Parkinson and Washington, 1979; Wu et al., 1997). In this
chapter, the average depth of the mixed layer has been taken from the
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Figure 4.13: The effect on the size of frazil crystal which can rise out of suspension
if the mixed layer depth is altered. Also included is a model prediction based on a
linearly growing mixed layer. A deeper mixed layer results in a more rapid brine
plume velocity, keeping more crystals in suspension.
measurements of Leonard et al. (2006). These show a mixed layer which is
initially smaller than 50 m, growing to and beyond this depth.
As discussed in Notz (2005), the mixed layer grows rapidly at the start
of winter and delays the onset of ice growth. This is because the seawater
entrained into it must be cooled to the freezing temperature (Washington
and Parkinson, 2005); hence the mixed layer reaches a reasonable depth
before the majority of ice growth and the associated brine rejection has
commenced. This initial transition period will therefore not be considered
further.
Figure 4.13 shows that changing the mixed layer depth by 20 m has a
noticeable effect on the size of the crystals remaining in suspension. For
a 30 m mixed layer depth, frazil crystals 0.1 mm smaller than those for
a 50 m mixed layer will be able to rise to the interface. This is because
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the turbulent velocity scales to the mixed layer depth with the plumes
travelling until they reach the halocline (Stull, 1988; McPhee and Morison,
2001). Hence, the brine plumes have a greater velocity with a larger mixed
layer. Also shown is the effect of a mixed layer growing linearly, with the
depth of the ice, from 30 m to 70 m. This indicates a much slower rate of
change of frazil radius which can rise out of suspension as the ice thickens.
4.6 Brine rejection in a turbulent environment
In McGuinness et al. (2009), it was proposed that the rise velocity of
frazil crystals in a turbulent environment may be similar to that of diesel
droplets, due to the similarity in their relative densities (0.9 for frazil in
water as compared to 0.85 for diesel). It is known that fluid turbulence can
alter the settling velocity of solid particles, or the rise velocity of buoyant
particles and bubbles. Depending on the relative density of the particle,
and the level of turbulence, its velocity may be increased or decreased
(Nielsen, 2007). This was surmised to be due to the pattern of vortices
which exist in the turbulence. A particle may get trapped in the stationary
points of the vortices or get fast-tracked through them.
Nielsen (2007) noted, based on the experimental data of Friedman and
Katz (2002), that smaller drops of diesel are affected by turbulence in a
similar manner to particles which are denser than water. The drops spend
more time in the upflow regions of the vortices, enhancing the diesel rise
velocities. Friedman and Katz (2002) summarise their results as follows:
• At relatively high turbulence levels all droplets approach the speed
u∗
4
, with the exception of the two lowest turbulence levels
• At low turbulence levels all droplets are expected to approach the
still water rise velocity
• At intermediate turbulence levels the results depend on the relative
inertia of the droplets.
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Figure 4.14: The rise velocity of a frazil crystal in a turbulent environment is shown.
Crystals up to nearly 1.5 mm in radius have a constant rise velocity, equal to u∗4 .
Larger crystals have the same rise velocity as in still water.
The levels of turbulence found in these experiments range between
30 and 180 mm.s−1, slightly greater than the measured friction velocities
found beneath sea ice (see Section 3.6.1). Therefore it is likely that the
rise velocities associated with the two lowest turbulence levels will be
the most appropriate here. These give a constant velocity of u∗
1.5
and u∗
0.7
for small enough drop sizes. This was summarised in McGuinness et al.
(2009), who noted that large droplets rise at the same velocity as in still
water. However, small droplets rise faster than the still water equivalent.
They approach the speed u∗
4
for high turbulence, but are closer to u∗
0.7
for
turbulence levels nearest those observed beneath an ice cover. This lat-
ter fraction is used to plot a rise velocity in Figure 4.14, using a friction
velocity of 0.5 cm.s−1.
It was also noted by McGuinness et al. that this led to the possibility of
a sudden jump in the size of frazil crystal which may be kept in motion in
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Figure 4.15: The effect of assuming a turbulence-induced minimum for the rise ve-
locity on the mobilisation of frazil crystals is shown. A friction velocity of 0.5 cm.s−1
is used. Three different thicknesses of the mixed layer are given. For zml = 50 m,
the radius of frazil which can be kept in suspension decreases slowly from 1.7 mm to
1.4 mm. At an ice thickness of 1 m there is a sudden drop in this radius, decreasing to
0.45 mm. Crystals smaller than this are always kept in motion (given by the Shields
criterion).
a turbulent environment. This is because, if the velocity associated with
brine rejection drops below the constant rise velocity value of the smaller
crystals, all of those crystals (not kept in motion by the the turbulence) will
be able to settle out of suspension.
Figure 4.15 illustrates the potential effect of a turbulence-induced min-
imum for the rise velocity on frazil mobilisation. In this case, the rise ve-
locity shown in Figure 4.14 is compared with the brine plume velocity of
Equation 4.12 using Zubov’s ice growth data.
The most interesting feature of Figure 4.15 is the sudden deposition of
frazil crystals after a certain ice thickness has been reached. This occurs
as the brine plume velocity, dependent on the ice growth rate, decreases
CHAPTER 4. STIRRING DUE TO BRINE REJECTION 77
beneath the constant rise velocity value of u∗
0.7
. At this point, all crystals
which are larger than the critical value for motion, calculated using the
Shields criterion (see Figure 3.9), will settle out of suspension. For a mixed
layer thickness of 50 m, this would occur at an ice thickness of just less
than 1 m, a promising result.
It should be noted that, in Figure 4.15, a friction velocity of 0.5 cm.s−1 is
used. This is smaller than the value which was used predominantly in the
previous chapter. This is partly because using a larger value of 1 cm.s−1,
using the Shields criterion, was found to keep all crystals up to nearly
3 mm in radius in motion. This is not changed by the increased (constant)
rise velocity for the smaller crystals in a turbulent environment.
Also important is the effect of the various parameters on the critical ice
thickness at which the drop in radius occurs. Indeed, Figure 4.15 shows
that increasing or decreasing the mixed layer thickness by 25 m alters the
critical ice thickness by around 0.5 m. A similar change is found if the
mixed layer salinity is changed by 15 psu or the air temperature by 15 ◦C.
4.7 Torque on a frazil crystal
One of the disputes with the idea that frazil is formed at depth and rises up
the interface is the fact that thin sections, taken from ice cores, find the in-
cluded frazil and platelet ice to be random in structure (see Section 2.2.5).
Frazil whose buoyancy has allowed it to stick to the interface may be ex-
pected, no matter at what angle it makes contact with the interface, to
turn so as to sit flat against the ice-water boundary. This would suggest a
more coherent structure in the ice core. There are two potential arguments
against this. One is that the interface is rough. A crystal arriving at the
interface may therefore do so at an angle, adhere, and then grow until it
meets an obstruction (other crystals). The second is whether the torque on
a crystal is strong enough to turn the crystal parallel to the interface (Gow
et al., 1998). Smith (2001) suggested that a crystal, if free to turn, would
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Figure 4.16: A simple force balance on a frazil crystal settling at the ice-water inter-
face. The key forces on the crystal are the buoyancy, Fb, and the force due to the brine
rejection from a brine tube, Fbp. The angle between the crystal and the flat interface
is ψ.
have sufficient torque to do so. What has not been considered is the effect
a brine plume may have on a turning crystal. This section will calculate
whether brine rejection may be strong enough to prevent a crystal from
sitting flat against the ice cover.
The situation is described in Figure 4.16. The simplest case is drawn.
This assumes a flat interface and a thin crystal where the movement of the
suspended end of the crystal occurs rapidly compared to any movement
of the settled end. A buoyant force acts at the centre of the crystal. In
Section 4.1 it was noted that there was an average space of around 1.2 mm
between the brine exit tubes. Therefore, a crystal with a radius of up to
0.6 mm may encounter the brine rejected from a single brine tube acting
on it. Anything larger than this would likely feel the effects of at least one
plume.
The force due to buoyancy, Fb, acting at the crystal’s centre of mass and
normal to the crystal’s flat side, is simply
Fb = mg cos(ψ) (4.17a)
= 2pir3dρig cos(ψ) (4.17b)
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where m = ρiV is the mass of the crystal and ψ is the angle which the
crystal makes with the interface. The force due to the brine rejection is
slightly more complicated. When the brine makes contact with the frazil
crystal it is deflected along the face of the crystal, reducing the force acting
on the disc. It is simpler to calculate the force acting normal to the face of
the crystal. The force due to the brine plume is then
Fbp = −m˙w∗ cos(ψ) . (4.18)
The mass flow rate m˙ = ρwQ = ρww∗A where Q is the volume flow rate,
w∗ the velocity associated with the brine plume and A the area of the brine
plume, assumed not to have expanded in the short distance between the
brine tube and the crystal. This gives
Fbp = −ρww2∗Acos(ψ) . (4.19)
The maximum torque due to the brine plume would occur if it struck
the crystal at the opposite end from the one touching the interface. The
torques acting on the crystal are then
τb = 2pir
3
dρigrd cos(ψ) (4.20a)
τbt = −2rdρww2∗Acos(ψ) . (4.20b)
The ratio is of these torques is∣∣∣∣ τbτbt
∣∣∣∣ = pir3dρigρwAw2∗ (4.21)
and if this exceeds 1 the crystals can turn to stick flat against the interface.
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Figure 4.17: The ratio of the torque due to buoyancy versus the maximum possible
torque due to one or more brine tubes is shown. A value over 1 (black line) indicates
that the frazil crystal will turn until it settles against the (assumed) flat interface.
A crystal between 0.6 mm and 1.2 mm in radius may encounter an
equivalent force from brine rejected by a second tube. This would create
a torque acting at (to provide the greatest strength) an average of 1.2 mm
closer to the pivot.
Figure 4.9 shows that the velocity associated with the brine plume can
be between 6 mm.s−1 and 13 mm.s−1. These values are used to plot the
torque ratio in Figure 4.17. The results suggest that the force exerted due
to brine rejection is strong enough to keep the smaller crystals from set-
tling against the interface. Depending on the strength of the brine rejec-
tion, frazil smaller than between 0.3 mm and 0.6 mm may not settle flat
against the interface if they make contact at an angle. The critical value
will decrease if the brine plume hits a crystal closer to the pivot. It can also
be noted that, within the possible range, the density of the brine has little
effect on the results.
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4.8 Summary
It is well known that ice is much less saline than the water from which
it freezes. In this chapter it was asked whether the desalination process
which must therefore accompany ice growth could affect the rise of a frazil
crystal and, in fact, keep it in suspension. To investigate this the rise veloc-
ity of a crystal was calculated and compared with the downwards velocity
associated with brine rejection.
Stokes’ law was used to find the frazil rise velocity. Though strictly
only appropriate for smaller crystals (those with a Reynolds number
smaller than 1), comparisons with experimental and other modelled re-
sults gives justification to extending its use to larger frazil radii. They also
show that the aspect ratio (the ratio of the crystal’s thickness to diame-
ter) is a key factor in the rise velocity. When compared with the extensive
review of frazil rise velocities by Morse and Richard (2009), aspect ratios
between 0.01 and 0.02 provide a good match. An aspect ratio of 0.1, on the
other hand, is at the very maximum of modelled rise velocities.
Brine plumes ejected from the ice drive an unstable buoyancy flux due
to their greater density than the underlying seawater. The exit holes of the
brine tubes are closely enough spaced that it is likely that all rising crystals
will be affected by a descending plume. These plumes were shown to
be strong enough to keep crystals with a radius up to nearly 1.8 mm in
suspension as ice growth commenced. This decreases as the ice thickens
as the brine rejection is, in part, controlled by the growth rate of the ice.
Brine rejection has potential as an explanation for the platelet puzzle.
It provides a mechanism which keeps most crystals in suspension initially,
but decreases as winter progresses and the ice gets thicker. However, the
rate of change of the size of crystals allowed to rise out of suspension is
slow. At an ice thickness of 1.8 m only crystals around 0.4 mm smaller
than can initially rise to the interface are now able to do so. This alone
seems unlikely to explain the phenomenon of platelets appearing in ice
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cores after 1 m of growth.
An attempt to combine the turbulence induced by shear and the ef-
fect of brine rejection on the suspension of frazil crystals was also shown.
Though efforts have been made to combine shear and buoyancy into a
single friction velocity (an example of which will be shown in Chapter 5),
the different directions at which shear and brine act make this a tricky
proposition. It was noted that, in a turbulent environment, smaller crys-
tals may tend to a constant rise velocity, which depends on the strength
of the turbulence. This leads to a critical value of the ice thickness at
which a significant drop in the radius of frazil held in suspension occurs.
Though strongly dependent on the parameter values, a friction velocity
of 0.5 cm.s−1 gave a drop in frazil radius which could settle against the
interface from 1.4 mm to 0.45 mm at an ice thickness of 1 m.
Chapter 5
A two-phase sea ice model
The Stefan problem, that of a moving boundary with a phase change, was
introduced in Section 2.2. It was so named due to the pioneering work of
Joˇsef Stefan in the late 19th century. In this chapter, a Stefan problem will
be presented and solved numerically for first-year sea ice. The key ideas in
this model will be the effect of salt and its expulsion from the growing ice
cover, and the effects of convective transport at the interface. Significantly,
it will be shown that salt transport is an important factor in the growth of
sea ice, significantly decreasing the quantity of ice formed.
One of the more complicated features of a sea ice model is in the inter-
actions at the ice-water interface. Many models consider only heat trans-
port (ignoring salt) (Maykut and Untersteiner, 1971; Leppa¨ranta, 1993) or
transport by diffusion alone (Weber, 1977). While some sea ice models can
be solved exactly, as greater detail is added asymptotic or numerical meth-
ods are required (Maykut and Untersteiner, 1971; Semtner, 1976; Parkin-
son and Washington, 1979; Crocker and Wadhams, 1989). The model de-
scribed in this chapter can be solved using both asymptotic and numeric
methods.
This chapter will begin by introducing the Stefan solution, one of the
earliest analytic solutions to the sea ice growth problem. The new model
will then be introduced before numerical solutions are presented. These
83
CHAPTER 5. A TWO-PHASE SEA ICE MODEL 84
will be compared to asymptotic solutions presented in McGuinness (2009).
By solving numerically, the effects of a varying air temperature can be
considered, as well as the turbulence-induced removal of salt from the
interface.
5.1 Stefan solution
The Stefan problem is a class of boundary value problems in which the
boundary (or location of a phase transition) moves with time. They are
so named due to the work on them completed by Jozˇef Stefan, who de-
veloped an analytic solution to the problem in relation to ice growth. It is
included here as enlightening comparison for the results developed later
in this chapter. The theory behind the Stefan solution (introduced in Sec-
tion 2.2.2) is that heat, released by water as it freezes, is conducted entirely
through the ice to the atmosphere. A constant temperature gradient exists
throughout the ice. Leppa¨ranta (1993) summed up the key assumptions
as
1. The ice is unable to store heat
2. No heat is produced inside the ice
3. The temperature at the ice-atmosphere interface is known
4. There is no heat flux at the ice-water (phase change) interface.
When applied to the one-dimensional heat conduction equation (Equa-
tion 2.2)
∂
∂t
(ρiciT ) =
∂
∂z
(
ki
∂T
∂z
)
+ q
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the internal heat source term, q, is set to zero by the second assumption.
Additionally, the first assumption implies that the temperature, T , does
not change with time leaving
∂
∂z
(
ki
∂T
∂z
)
= 0 . (5.1)
Given a constant thermal conductivity in the ice, this can be solved to
find that
∂T
∂z
=
Tf − Ta
h
. (5.2)
Equation 2.5
ρiL
dh
dt
= ki
∂T
∂z
∣∣∣∣
h+
−QT
which describes the movement of the ice-water interface, becomes
ρiL
dh
dt
= ki
Tf − Ta
h
(5.3)
where QT , the ice-ocean heat flux, is set to zero (assumption 4) and substi-
tuting Equation 5.2, the temperature gradient throughout the ice. This can
be rearranged to give
h
dh
dt
=
1
2
d(h2)
dt
=
ki(Tf − Ta)
ρiL
(5.4)
and solving to find
h2 =
2ki
ρiL
θ + h20 (5.5)
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Figure 5.1: Numerical solutions to the ice growth model are compared with an em-
pirical equation fitted to data and other model solutions. When compared with
Maykut’s model (assuming no snow cover), significantly less growth is found. How-
ever the growth is still greater than found by the measurements of Lebedev. Antarc-
tic measurements show an initially slower growth, however the growth rate does
not drop off as rapidly, resulting in a greater depth of ice by 5000 degree-days. Also
shown is Stefan’s solution, Equation 5.5.
where θ is the number of degree-days of cooling as defined in Section 4.4
and h0 is the depth of the ice at t = 0. Except when being compared
with field data, all of the model plots begin at an initial ice thickness of
10 cm. This is to represent the initial pancake layer which forms before the
modelled ice growth commences (see Section 2.1).
Using a constant air temperature of -25 ◦C and a mixed layer at -1.89 ◦C,
the predicted ice growth over 5000 degree-days (around 210 days) is
shown in Figure 5.1. The height grows monotonically with time as ex-
pected. The ice thickness is found to be proportional to the square root of
time in Stefan’s solution and this is used as a comparison in many mod-
els. However, due to the assumptions made, the predictions of the Ste-
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fan solution tend to overestimate the final thickness of the ice (Lock, 1990;
Leppa¨ranta, 1993).
5.2 Model regions
The model described in this chapter has two significant changes from the
Stefan problem: the expulsion of salt from the ice during growth is con-
sidered, and the effects of convective transfer at the ice-water interface are
included. The first 3 assumptions described in Section 5.1 are retained.
The basic layout of the model can be seen in Figure 5.2.
5.2.1 In the ice
The water from which sea ice freezes is not pure. Hence, a model which
considers salt movement must also take into account the brine which re-
mains in the ice after freezing. While brine rejection does continue during
ice growth, much of the salt is lost during its early formation. Therefore,
it is reasonable to assume a sea ice salinity which is constant with time.
This idea is supported by salinity profiles, for example Figures 2.8 and 2.9,
which show salinity varying by only 2–3 psu over nearly the entire depth
(and therefore age) of the ice. As introduced in Section 4.3.1, sea ice salin-
ity (Si) can be assumed to be proportional to the salinity at the ice-water
interface (Sw), as
Si = fSw (5.6)
where f is the fraction of seawater salinity retained in the ice, given by
Schmidt et al. (2004) as 0.14.
As with the Stefan solution, assuming a constant temperature gradient
throughout the ice leads to Equation 5.3. It is important to consider the
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Figure 5.2: The two-phase model is split into several regions to allow for an easier
description of the heat and salt transport. An interfacial region separates the sea
ice from the ocean below. The ocean is split into a well-mixed region and a lower,
unmixed region. The arrows indicate fluxes at the ice-atmosphere and ice-water
interfaces.
effect of the salinity on the sea ice properties in this equation - the density,
the thermal conductivity, the thermal capacity and the latent heat.
Density
The density of sea ice is known to be affected by the change in salinity
with its age. Freshly formed ice, still retaining a significant amount of
salt from the seawater, has a density of between 920 and 930 kg.m−3 (Gow
and Tucker III, 1991). As the brine drains from the ice air pockets are
left, decreasing the density of the ice. In older first-year ice it can drop to
900 kg.m−3. This effect is even more pronounced in multi-year ice where
densities can drop as low as 800 kg.m−3 (Gow et al., 1982; Pringle et al.,
2006). With this model being used to predict the growth of first-year ice
only, it is reasonable to assume a constant density (Leppa¨ranta, 1993). This
is taken to be 910 kg.m−3 (e.g. Leppa¨ranta, 2004).
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Thermal conductivity
In developing Equation 5.3, a constant thermal conductivity was assumed.
Though this is not strictly true near the freezing point temperature (where
conductivity decreases rapidly), it is only near the intermediate zone
where the temperature rises towards this value. Over a significant portion
of the ice, the thermal conductivity varies little. In their work, Maykut and
Untersteiner (1971) calculated the conductivity of sea ice to be
ki = 2.033 + 0.117
Si
T
. (5.7)
This would give an average value of around 1.98 W.m−1. ◦C−1 for sea ice
with a salinity of 5 psu. However, this was developed for multi-year ice,
and first-year ice, with fewer air pockets, is known to have a greater
conductivity. In experiments, Schwerdtfeger (1963), and later Pringle
et al. (2006), found the conductivity to vary between 2.05 W.m−1. ◦C−1 and
2.16 W.m−1. ◦C−1 for first-year ice of a similar salinity. An average value of
2.1 W.m−1. ◦C−1 will be used in this work.
Thermal capacity
The specific heat (or thermal capacity) of sea ice has been calculated ex-
perimentally to be
ci = 2113 + 7.5T − 0.0034Si + 0.8SiT + 18.04 Si
T 2
(5.8)
(Schwerdtfeger, 1963; Pringle et al., 2006). The Si and SiT terms are negli-
gible for the salinities encountered in sea ice, so the equation can be sim-
plified to
ci = 2113 + 7.5T + 18.04
Si
T 2
(5.9)
CHAPTER 5. A TWO-PHASE SEA ICE MODEL 90
where ci is measured in J.kg−1. ◦C−1 (Yen, 1981).
Latent heat
The latent heat of fusion for sea ice is known to be less than that of pure
ice (Schwerdtfeger, 1963; Weber, 1977; Yen, 1981). This is largely because,
due to the brine remaining trapped in the sea ice, less ice is frozen dur-
ing its formation. For temperatures between 0 ◦C and -8.2 ◦C, Yen (1981)
proposed that the latent heat of fusion for sea ice to be
L = 4187
(
79.68− 0.505T − 0.0273Si + 4.3115Si
T
+ 0.0008SiT − 0.009T 2
)
.
(5.10)
He found the final two terms to be negligible, which allowed Equation 5.10
to be simplified to
L = 4187
(
79.68− 0.505T − 0.0273Si + 4.3115Si
T
)
. (5.11)
As the latent heat is released during the ice’s formation, the tempera-
ture at the interface seems a reasonable approximation for T . With growth
assumed to commence after an initial 10 cm layer of ice has formed, the
interfacial temperature is within the range given by Yen. Given a temper-
ature equal to the mixed layer at its freezing point (-1.89 ◦C) and a sea ice
salinity of 5 psu, Equation 5.11 predicts a latent heat of 289,000 J.kg−1. This
is around 10% less than that for pure ice.
In their numerical simulations of first-year sea ice, Cox and Weeks
(1988) used a constant value of 293,000 J.kg−1 for the latent heat. With a
more complicated description of L they found unrealistically high salini-
ties and growth rates. Numerical solutions to the model presented in this
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chapter find that, when taking T as the interfacial temperature, results us-
ing Equation 5.11 and a constant value of 289,000 J.kg−1 produce identical
results. Hence, for simplicity, the constant value is used.
5.2.2 The intermediate zone
The intermediate zone is an interfacial region at z = −h. It is defined by
Mellor et al. (1986) as “an indefinitely thin control volume surrounding the
seawater, sea-ice interface”. Effectively, it can be regarded as the ice-water
interface where the phase change occurs. Therefore, boundary conditions
are needed for the heat and salt transport across this interface. These are
developed in Appendix A and give
Lρih˙ = −ki∂T
∂z
−QT (5.12)
(Si − Sw) ρih˙ = QS (5.13)
where h˙ is the rate of growth of the ice-water interface and QT and QS are
the turbulent fluxes of heat and salt respectively (see also Notz et al., 2003;
Schmidt et al., 2004).
This gives two equations for the three unknowns and hence a third
equation is required. This is found by assuming that the intermediate
zone is at the freezing temperature of the adjacent seawater, such that
T = Tf (Sw, h) is a function of the seawater salinity and the interface po-
sition. However, following (for example) Weber (1977) and McPhee et al.
(1987), the dependence on depth can be assumed to be dominated by the
change due to salinity, giving
Tf = −aSw . (5.14)
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By fitting a straight line to the UNESCO formula for the freezing point of
seawater, ‘a’ is found to be 54.11 x 10−3 ◦C (UNESCO, 1983).
5.2.3 Below the ice
Two regions are defined in the ocean below the sea ice. Directly beneath
the ice is the mixed layer, as described in Section 2.1. This is created by tur-
bulent stirring and is characterised by having a constant temperature and
salinity throughout its depth. Beyond the mixed layer is the region includ-
ing the halocline. This strong salinity gradient resists the growth of the
mixed layer (and allows for the formation of ice). As winter progresses,
fluid from the halocline is gradually entrained into the mixed layer, in-
creasing the latter’s depth.
Still unknown in Equations 5.12 and 5.13 are the turbulent fluxes of
heat and salt to or from the mixed layer. The heat flux case has been inves-
tigated in some depth, e.g. McPhee (1992, 1994); McPhee et al. (1999) and
Holland and Jenkins (1999). McPhee (1992) describes the heat transfer as
being dependent on both the friction velocity at the interface and the dif-
ference between the temperature of the mixed layer and the temperature
at the interface. This leads to a turbulent oceanic heat flux of
QT = ρwcp 〈w′T ′〉 (5.15)
where ρw is the density of the water adjacent to the interface, cp the specific
heat of water and
〈w′T ′〉 = CTu∗ (Tml − Tf ) (5.16)
with CT a turbulent Stanton number (or heat transfer coefficient), u∗ the
friction velocity and Tml the temperature of the mixed layer.
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Yaglom and Kader (1974) found, in laboratory tests, that near a rough
wall the Stanton number varied with the velocity scale (or equivalently the
Reynolds number). However, McPhee et al. (1999) discovered that, under
naturally growing sea ice, this dependence was weak. In their experiments
the Stanton number varied from 0.005 to 0.006 with an average value of
0.0056. This is used as a constant value for CT .
Using the same method as for the heat flux, the turbulent salt flux can
be represented as
QS = CSu∗ (Sml − Sw) ρml (5.17)
where CS is a turbulent salt coefficient and ρml and Sml are the density and
salinity of the mixed layer respectively.
Though CT is reasonably well defined, measured values for CS are
harder to find. However, McPhee et al. (1987) specified the turbulent coef-
ficients as
1
CT,S
= b1 (Re)
1
2
(
ν
αT,S
) 2
3
(5.18)
where Re is the Reynolds number, b1 is a constant, ναT is the Prandtl num-
ber (Pr) and ν
αS
is the Schmidt number (Sc). ν is the kinematic viscosity
and αT,S are the thermal diffusivity and the mass diffusivity of salt respec-
tively. Using this it is easy to see that
CS
CT
=
(
Pr
Sc
) 2
3
(5.19)
or
CS = CT
(
Pr
Sc
) 2
3
, (5.20)
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allowing the turbulent salt coefficient to be calculated.
In his work on sea ice, McPhee (1987) found typical values of Pr and Sc
to be 13.8 and 2432 respectively, which leads to a turbulent salt coefficient
of
CS = 0.032CT = 1.8 x 10−4 . (5.21)
In Chapter 3, values for the friction velocity, u∗, were presented. The
friction velocity in this case is caused by the shear flow beneath the sea
ice. This stays constant throughout the growth of the ice, and will be used
primarily in this chapter. However, in Section 5.4, a formula for the friction
velocity induced by brine rejection will be developed.
5.3 The two-phase model
As for the Stefan solution, a constant temperature gradient is assumed.
The density at the interface is given by Equation 4.9. Substituting this,
along with Equations 5.6, 5.14, 5.15, 5.16 and 5.17 into Equations 5.12 and
5.13, the governing equations for this model become
Lρih˙ = −kiaSw + Ta
h
− cpCTu∗ (Tml + aSw)
(
ρ0 +
dρw
dS
Sw
) (5.22)
(f − 1)Swρih˙ = CSu∗ (Sml − Sw) ρml (5.23)
where ρ0 = 999.84 kg.m−3 and dρwdS = 0.81 kg.m
−3.psu−1. The variables are
Sw and h. From experience, non-dimensionalising these equations with
appropriate time and length scales greatly simplifies the problem.
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5.3.1 Ice growth in the presence of shear flow
Choosing non-dimensional variables; h = H0h˜, t = t0t˜ and Sw = S0S˜w and,
similarly to simplify the temperature, Equations 5.22 and 5.23 become
Lρi
H0
t0
∂h˜
∂t˜
= −kiaS0S˜w + T0T˜a
H0h˜
− cpCT
(
T0T˜ml + aS0S˜w
)(
ρ0 +
dρw
dS
S0Sw
) (5.24)
(f − 1)S0S˜wρiH0
t0
∂h˜
∂t˜
= CSu∗S0
(
1− S˜w
)
ρml (5.25)
where the overbar, ˜ , indicates the value is non-dimensional. S0 is set to
the salinity of the mixed layer (35 psu). For convenience the temperature
scale, T0, is set to 35 ◦C, close to the maximum variation in temperature
during the winter period. This is used to non-dimensionalise both the air
and mixed layer temperatures.
After manipulation, it becomes apparent that appropriate scales for the
length and time are
H0 =
(1− f)kiT0
LCSu∗ρml
≈ 0.12 m (5.26)
t0 =
(1− f)2kiT0ρi
C 2S u
2∗ ρ
2
ml L
≈ 0.57 days , (5.27)
reducing the key equations, in non-dimensional form, to
h˙ = −Ta + ASw
h
− β(Tml + ASw) (1 + A1Sw) (5.28)
h˙ =
Sw − 1
Sw
(5.29)
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where the tildes have been dropped. β, A and A1 are non-dimensional
constants where
β =
(1− f)cpCTT0ρ0
CSLρml
≈ 12.5 (5.30)
A = a
S0
T0
= 0.054 (5.31)
A1 =
S0
ρ0
dρw
dS
≈ 0.028 , (5.32)
assuming a friction velocity of 1 cm.s−1 (as used in Section 3.6.1).
5.3.2 Results
Asymptotic solutions to this problem are presented in McGuinness (2009),
with the exception that he assumed the density at the ice-water interface
to be constant and equal to that in the mixed layer. This has no notice-
able effect on the final results. Assuming air temperatures much colder
than the freezing point temperature, McGuinness found that a reasonable
approximation for the thickness of the ice is
h2 + γ1h ≈ 2ki
ρiLθ (5.33)
where
γ1 =
1.7ki|Ta|
u∗CSρmlL (5.34)
L = L− (1− f)CT cpTml
CS
. (5.35)
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Numerical solutions
The remainder of this section will be used to develop numerical solutions
which allow the asymptotic solutions to be extended. Comparisons will
be made between a constant air temperature and a variable temperature,
and the effect of varying the friction velocity will be investigated.
By equating Equations 5.28 and 5.29, a (non-dimensional) cubic in Sw
is found,
S3w (βAA1h) + S
2
w (A+ βAh+ βTmlA1h)
+ Sw (Ta + h+ βTmlh)− h = 0 ,
(5.36)
which can be solved for Sw. Substituting the physical solution into either
Equation 5.28 or 5.29 gives a differential equation in h. This can then be
solved numerically.
In Figure 5.1, the model presented above is compared with the growth
rates initially introduced in Section 4.4. The parameter values are based on
standard values for sea ice, while an average air temperature of -25 ◦C is
used. The validity of this assumption will be investigated in greater depth
in Section 5.3.4. Also shown are the Stefan solution, Equation 5.5, and an
equation fitted to the Antarctic data of Purdie et al. (2006).
When compared with the classic model of Stefan, and Maykut’s (1986)
model equation (assuming no snow cover), the model presented above
predicts a significant drop in the growth rate. The reasons for this will
be discussed in the following sections, but of particular importance is the
inclusion of salt in the current model.
The Arctic field measurements of Lebedev indicate a smaller depth of
ice being formed, largely due to an initially slower growth rate. This could
be because the current model ignores the effects of a snow cover. The
lower conductivity of snow would have a greater effect on the growth rate
of thinner ice (Maykut, 1986).
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Significantly different from the other results is the equation fitted to
data from Purdie et al. (2006) from the McMurdo region of Antarctica.
Though initially growing at a similar rate to Lebedev’s empirical formu-
lae, between 1500 and 2000 degree-days the ice does not undergo as rapid
a decrease in growth rate. At this point the ice is around 1 m thick. As the
data was gathered in Antarctica, the possibility exists that the extra growth
could be due to the platelet phenomenon discussed in the previous two
chapters. Instead of being caused solely by heat conduction through the
ice, frazil crystals may be produced in supercooled water below the ice or
be swept in from nearby ice shelves. These crystals can then attach to the
interface, increasing the total growth. However, as the creation of frazil
is not involved in the heat balance used in this model, the comparison to
the data of Purdie et al. (2006) will not be considered further here. It may,
however, point to the importance of platelet growth in regions of Antarctic
sea ice growth.
5.3.3 Role of salt
To investigate the effect salt has on the ice growth process, Stefan’s
solution, Equation 5.5, is compared with the asymptotic solution of
McGuinness (2009), Equation 5.33. Assuming no initial ice growth, the
key differences are the addition of the γ1h term in Equation 5.33 and the
change in the latent heat term L (L).
Figure 5.1 shows the difference between the salt-inclusive model and
Stefan’s solution. Salt transport significantly slows the rate of ice growth.
As CS , the turbulent salt coefficient, is an order of magnitude smaller than
that of heat, CT , the heat convects more rapidly away from the ice-water
interface, creating a build-up of salt. By decreasing the freezing point tem-
perature at the interface, this increases the heat flux from the ocean to the
ice and slows the growth.
A similar salt-induced growth decrease is discussed in Weber (1977).
CHAPTER 5. A TWO-PHASE SEA ICE MODEL 99
However, his model ignores the oceanic heat flux and only considers dif-
fusive salt transport. Weber also deals with only very thin ice. Due to this,
the colder ice-water interface (due to the salt build-up) has a more signif-
icant impact on the ice growth. This effect becomes less important for a
thicker ice cover.
If the rate of salt transport is increased, salt is transported more rapidly
away from the interface and the ice grows more quickly. In fact, as CS →
∞, L → L and γ1 → 0. In this case, Equation 5.33 reverts back to the Stefan
solution, as “physically” the salt instantly disappears from the interface
and growth is controlled by the flow of heat alone.
Salt transport is also affected by the friction velocity. This will be dis-
cussed further in the following section.
5.3.4 Model Sensitivity
Air Temperature
In the results presented so far a constant air temperature has been as-
sumed. This is a commonly used approximation in sea ice growth models
(e.g. Nakawo and Sinha (1981); Maykut (1986)). In his paper, McGuinness
(2009) discusses the penetration and oscillation of heat due to varying air
temperatures. The ice acts to damp out the rapid changes, allowing for the
assumption of a running average or constant temperature to be used. In
this section, the constant air temperature results will be compared with the
effect of a varying temperature using 150 days of Antarctic air temperature
data.
The Antarctic data shows temperature variations between -5 ◦C and
-45 ◦C. Figure 5.3 plots the air temperature along with a linear approxi-
mation. This indicates an average decrease in temperature as winter pro-
gresses.
In order to solve Equations 5.22 and 5.23 using the temperature data, a
fourth-order Runge-Kutta method was used (see, e.g., Gerald and Wheat-
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Figure 5.3: 150 days worth of field data from Antarctica give the air temperatures in
winter. The linear fit shows a steady decrease in the average temperature as winter
progresses.
ley (1999)). This was written in Matlab v7.5.0. The code used can be found
in Appendix B. Results for both the Runge-Kutta method and the Runge-
Kutta-Fehlberg method (a combination of a fourth- and fifth-order Runge-
Kutta schemes) were compared with those from a constant air tempera-
ture. These showed virtually identical levels of accuracy and hence the
Runge-Kutta method was chosen for its more rapid execution time.
Figure 5.4 compares, in days, the growth predicted by the model using
the Antarctic air temperature data and a constant temperature of -25 ◦C. It
is noticeable that, until it nears the end of the 150 day period, the data-
based model predicts a smaller ice thickness. In fact, from day 10 to
day 100, apart from a 10-day period starting on day 50, the difference is
quite significant. Beyond day 100, the real temperature projection steadily
catches that of the constant assumption.
The difference in the predicted growth can be explained by the linear
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Figure 5.4: Ice growth comparison between the model prediction for an average
air temperature of -25 ◦C and for recorded Antarctic air temperatures. Thinner ice
growth is predicted when real temperatures are used, except at the very end of the
150 day period.
approximation to the temperature in Figure 5.3. In the data of Langhorne
and Purdie, the average air temperature decreases during winter. The
average temperature early in the growth season is greater than the win-
ter long average (-25 ◦C). This leads to a smaller temperature difference
through the ice and slower growth. By the end of the measurements,
the air temperature averages below -25 ◦C and more rapid growth occurs.
With such a limited quantity of data available, it cannot be certain whether
this is a regular phenomenon or merely due to the weather patterns of a
single year.
As is to be expected, plotting the numerical solutions for the ice growth
using the varying air temperatures against degree days (not shown) pre-
dicts an almost identical rate of growth for the constant air temperature
assumption.
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Figure 5.5: The ice thickness is shown for two values of the air temperature, greater
and smaller than the typical average Antarctic temperature. Ice growth varies little
for the different temperatures, though growth becomes slightly more rapid as the air
temperature increases. This is due to a greater ratio in the atmospheric to oceanic
heat flux.
The numerical results confirm the asymptotic solutions found by
McGuinness (2009). Altering the air temperature (when considered in
degree-days) has little effect on the growth, as show in Figure 5.5. Over
5000 degree-days there is little difference in ice growth, with greater
growth occurring when the air temperature is warmer. This is caused by a
larger ratio of atmospheric heat flux to oceanic heat flux. For Ta = −5 ◦C,
the ratio is initially 2.6, increasing only slightly during growth. For colder
temperatures (-25 ◦C and -45 ◦C) this ratio begins closer to 2.2 and 1.8, re-
spectively. Comparatively, these increase far more rapidly and all ratios
tend towards around 2.6. See Section 5.5 for further discussion on the heat
fluxes.
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Mixed layer temperature
To simplify the ice growth equations, many early models assumed that
oceanic heat flux was negligible compared to the atmospheric heat flux
(e.g. Leppa¨ranta (1993) and Weber (1977)). However, more recent studies
have found heat transfer between the ocean and the ice-water interface to
be significant (Mellor et al., 1986; McPhee, 1987; Steele et al., 1989; Omstedt
and Wettlaufer, 1992).
As the oceanic heat flux is important, the temperature and salinity of
the mixed layer must be considered. Given equilibrium conditions, the
mixed layer temperature will be equal to the freezing point temperature of
the salinity present. For a standard mixed layer salinity of 35 psu this gives
a temperature of -1.89 ◦C. Figure 5.6 shows the effects of altering the mixed
layer temperature by 0.5 ◦C (and changing the salinity to match). Though
this alters the temperature at the ice-water interface, there is no significant
change in the temperature difference between this boundary and the ice-
atmosphere interface. The atmospheric heat flux therefore remains nearly
identical. A more significant change, however, occurs in the oceanic heat
flux.
Intuitively, a warmer mixed layer suggests a greater heat flux into the
ice. This would lead to a slower rate of growth. As can be seen in Fig-
ure 5.6, this is not the case. In fact, the higher mixed layer temperature
(and equivalent drop in its salinity) leads to an increase in the interfacial
temperature. The change in temperature at the interface is greater than
that prescribed in the mixed layer. Hence, there is a drop in the oceanic
heat flux and an increase in the ice thickness. The opposite is true for a
lesser mixed layer temperature.
Antarctic conditions can lead to the water dropping below the freez-
ing temperature (see Section 2.1). It is not uncommon to see supercool-
ing of 0.01 ◦C in the mixed layer in the McMurdo Sound region (Leonard
et al., 2006). Smedsrud and Jenkins (2004) predicted supercooling levels
of 0.02 ◦C in a model for frazil ice growth beneath Antarctic ice shelves,
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Figure 5.6: The effect on the ice growth of changing the mixed layer temperature.
An increase in the mixed layer temperature (decreasing its salinity) decreases the
oceanic heat flux resulting in more rapid ice growth. The opposite is true for a cooler
mixed layer.
though they also mention measurements made of levels up to 0.05 ◦C.
Similarly, Skogseth et al. (2009) discuss temperatures dropping as much
as 0.06 ◦C below the freezing temperature in the Antarctic.
In supercooled water a lower temperature is not linked with an equiva-
lent increase in salinity. Due to this, and in contrast to a linked temperature
and salinity, (super)cooling of the mixed layer now produces more rapid
growth. With a small supercooling (0.01 ◦C), Figure 5.7 shows an equiv-
alent increase in the growth rate. This is caused by a slight drop in the
oceanic heat flux to the ice.
The effect of a 0.06 ◦C supercooling is more pronounced. In this case, a
small drop in the atmospheric heat flux is outweighed by a significant de-
crease in the oceanic flux. Given a sufficient supercooling, the temperature
at the interface may rise above that of the mixed layer. The oceanic heat
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Figure 5.7: The effect of a supercooled mixed layer on the ice growth. A typical
supercooling (in the McMurdo Sound region) of 0.01 ◦C has a small but noticeable
effect. For a supercooling of 0.06 ◦C (as measured by Skogseth et al., 2009) the in-
crease in the growth rate is more pronounced.
flux would then be directed from the ice to the ocean. With the mixed layer
acting as a heat sink, growth continues rapidly without bound. Realisti-
cally, unless heat was continually removed from the bottom of the mixed
layer, the water would be expected to warm back towards the interfacial
temperature and the oceanic heat flux would reach an equilibrium. Alter-
natively, frazil nucleation and growth could act to relieve the supercooling.
Friction velocity
The friction velocity plays an important role in regulating the salt build-
up at the interface. The greater u∗ is, the more rapidly salt, rejected from
the ice, can be dispersed through the mixed layer. Indeed, considering
Equation 5.34, as u∗ → ∞, γ1 → 0. Equation 5.33 reverts back to the
form of the Stefan solution (Equation 5.5) and the growth rate increases.
CHAPTER 5. A TWO-PHASE SEA ICE MODEL 106
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
time (degree days)
th
ic
kn
es
s 
(m
)
 
 
u
*
 = 0.01 m/s
u
*
 = 0.005 m/s
u
*
 = 0.001 m/s
u
*
 = varying
Figure 5.8: Small friction velocities can have a significant role in slowing ice growth.
Above 0.5 cm.s−1 there is little change in the growth rate as u∗ is increased. Below
this value, salt build-up causes a depression in the freezing point. This leads to a
greater oceanic heat flux and slower growth. Also shown is an example of a varying
u∗ in which the friction velocity varies both diurnally and fortnightly.
However, the adjusted latent heat term, L, remains - more heat must be
removed to freeze the water.
The friction velocity also assists the transport of heat away from the
interface. Therefore, there is a value of the friction velocity above which
increasing u∗ does little to increase the growth rate. The growth is re-
stricted by the ratio of the turbulent transfer co-efficients. Given reason-
able Antarctic conditions, little extra growth occurs if u∗ is increased above
0.5 cm.s−1. However, decrease the friction velocity sufficiently and a sig-
nificant drop in the rate of growth can be observed (Figure 5.8). This is
caused by salt build-up at the interface, resulting in a drop in the freezing
point and a greater oceanic heat flux from the ocean to the ice.
In reality, a constant friction velocity throughout the ice growth season
is unlikely. With the friction velocity depending on the shear flow (Equa-
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tion 3.10), u∗ will vary with both the diurnal and fortnightly tidal cycles,
as in Figure 3.8.
One example of a varying friction velocity can be seen in Figure 5.8.
Shown is a u∗ which varies from still water to a maximum (due to the
simultaneous daily and fortnightly maximum tides) of 2 cm.s−1, with
an average of 1 cm.s−1. This produces a significant decrease in the ice
growth when compared to the equivalent (average) constant friction ve-
locity cases. The most interesting period occurs as the friction velocity
drops to its smallest values (reaching 0 cm.s−1). At this stage there is a sig-
nificant salt build-up at the interface. This results in a large oceanic heat
flux from the mixed layer which produces periods of almost no growth.
It is unlikely, however, that the friction velocity would drop away com-
pletely. Prevailing (residual) currents have been found to be up to 10% of
the tidal maximum (pers. comm. Craig Stevens, 2009). Brine rejection,
as introduced in Chapter 4, would also become a factor as the shear flow
weakened. These would prevent such an excessive build-up of salt at the
interface. The latter of these two ideas will be discussed in the following
section.
5.4 The effects of brine rejection on ice growth
During ice growth the rejected brine contributes to the turbulence at the
interface. It is difficult to calculate the combined effect of shear and brine
rejection on a frazil crystal due to the differing directions at which they
act. However, in this situation, the total friction velocity produced be-
neath the ice has a close analogy to heating over land or water. In these
cases, wind provides a shear flow near the surface. At the same time,
plumes of hot air, warmed by the underlying surface, rise, creating a flow
of air (Redelsperger et al., 1999). This movement has been referred to as a
“gustiness” factor (Godfrey and Beljaars, 1991; Grachev et al., 1998; Mahrt
et al., 1998), the horizontal flow caused by a vertical convective velocity.
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Beljaars (1994) proposed that Equation 3.10 could be extended to
u2∗ = K
(
U2 + (β1w∗)
2) (5.37)
where β1 is an empirical constant of order 1. Equation 4.12 defines w∗ in
which the model results can be used to eliminate h˙. Substituting Equa-
tions 5.13 and 5.17 give
w∗ = β2u∗ (Sw − Sml) (5.38)
where
β2 = κzmlg
ρml
ρ2w
CS
dρw
dS
(5.39)
and β1 is set to 1.
Figure 5.9 compares two examples for the combined shear and buoy-
ancy model with a constant shear case. In the first example, the shear
velocity is set to a constant 0.28 m.s−1, equivalent to a friction velocity of
1 cm.s−1 if brine rejection is ignored. In the previous section it is shown
that increasing the friction velocity beyond 1 cm.s−1 had little effect on the
growth rate. The velocity associated with brine rejection, w∗, acts to in-
crease the friction velocity yet is always much smaller than U. Hence, ice
growth is similar to the constant shear case.
In the second example, the shear flow is allowed to vary, changing with
the tides as in Figure 3.8. In this case, brine rejection plays a more signifi-
cant role by preventing a complete reduction in the friction velocity as the
tide turns. This means that there is a much smaller build-up of salt at the
interface. Hence, there is a far smaller drop off in the growth rate at these
times and the growth rate is, again, similar to that of the constant shear
case.
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Figure 5.9: The effect of including both shear and brine rejection in the ice growth
model are shown. Both a constant shear example (with a shear flow equivalent to a
friction velocity of 0.01 m.s−1 without brine rejection) and a varying shear case (av-
erage u∗ of 0.01 m.s−1 without brine rejection) are compared with a constant friction
velocity. The increase in the friction velocity due to brine rejection is minor; how-
ever, it does prevent a significant build-up of salt at the interface if the shear flow is
reduced.
Though not shown here, it is also interesting to note that varying the
depth of the mixed layer (which affects the brine rejection) by up to 25 m
has no noticeable effect on the growth rate.
5.5 Heat flux
Figure 5.10 shows the oceanic and atmospheric heat fluxes for the three
ice growth cases described in Figure 5.5. For each given air temperature
the atmospheric heat flux (ice to atmosphere) is greater than the oceanic
equivalent (ocean to ice). Unsurprisingly, the colder air temperature pro-
vides a greater atmospheric heat flux. This also results in a larger oceanic
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Figure 5.10: The atmospheric (dashed lines) and oceanic (solid lines) heat fluxes are
shown for three air temperatures. Warmer temperatures lead to smaller heat fluxes.
All fluxes experience a rapid initial drop in size as the ice thickens quickly.
heat flux due to a cooler ice-water interface.
Atmospheric heat flux is greatest after the initial formation of an ice
cover. Heat is transferred rapidly through the thin layer. With a large dif-
ference between the heat fluxes, the ice grows rapidly. As the ice thickens
it acts as an insulator and the flux decreases. At the same time a similar,
though smaller, drop occurs in the oceanic heat flux. This is because the
temperature at the growing interface is increasing from near the air tem-
perature towards the freezing temperature.
Maykut (1978, 1986) made measurements of the conductive (atmo-
spheric) heat flux in the central Arctic. These were taken for different ice
thicknesses throughout the year. He found that, for ice between 0 and
10 cm thick, the average heat flux was 543 W.m−2. The model, using an air
temperature of -25 ◦C, has a flux of 465 W.m−2 at 10 cm. However, a com-
parison for a thickness smaller than 10 cm may not be entirely accurate.
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This is as the model assumes this initial growth to be due to the accu-
mulation of frazil crystals and pancake formation. Maykut’s results show
that, for an ice thickness between 10 and 20 cm, the average heat flux has
decreased to 280 W.m−2. This drops to 173 W.m−2 from 20 to 40 cm and to
99 W.m−2 up to 80 cm. This compares with values of 314 W.m−2, 159 W.m−2
and 80 W.m−2 respectively for the model, taken at the middle of each depth
interval, with an air temperature of -25 ◦C. Given the potential difference
in air temperature, snow thickness and ice conditions, comparisons can
only be made as a guide, but do seem to show a reasonable similarity.
Measurements of the oceanic heat flux for multi-year ice or over clear
water are relatively easy to come by. Maykut (1978) notes that oceanic
heat fluxes for open water can be over 900 W.m−2. However, as soon as
an ice cover is in place, it acts as insulator, significantly decreasing the
oceanic heat flux. Measurements of the flux for a thin growing cover
are harder to find. McPhee et al. (1999) is one exception. Their measure-
ments were based on seasonal drifting ice, where the movement can cause
large short-term fluctuations due to changes in the underlying ocean. The
presented oceanic heat fluxes have average values of 23.4 ± 4.3 W.m−2,
51.5 ± 6.7 W.m−2 and 27.4 W.m−2. The largest of these is noted to have
spent a long period over a warm eddy, suggesting it is anomalously high.
As the readings were made over different periods of time, the average air
temperature is difficult to discern. Given McPhee et al.’s thermistor string
readings, the ice thickness for their measurements is around 70 cm. For a
similar thickness, with an air temperature of -25 ◦C, the model gives a flux
of 31 W.m−2.
Approximations of the oceanic heat flux were also made by Allison
(1979) during a study of Antarctic ice growth. Measurements were made
in Mawson, an Australian continental research station, which is only just
within the Antarctic Circle. The average air temperature was around
-20 ◦C. Allison’s findings show a similar pattern to the model results. Ten
days after the initial ice formation (an ice thickness of around 30 cm) the
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oceanic heat flux is found to be between 20 and 45 W.m−2. At the same
depth, the modelled flux is around 58 W.m−2 for an average temperature
of -20 ◦C. Allison’s measurements drop rapidly and by the end of the
growth season are found to be averaging closer to 10 W.m−2. This is simi-
lar to the average temperature results.
Additionally, flux measurements from Molodezhnaya and Halley Bay
were given in Allison (1979). Both locations are nearly 10 degrees south of
Mawson, suggesting a cooler average air temperature. The findings com-
mence later in the season, around 20 days after initial formation (approxi-
mately 0.5 m of growth). At this stage, the oceanic heat flux was found to
be between 45 and 50 W.m−2. This compares to 44 W.m−2 for the average
temperature model (-25 ◦C). Both regions decrease to similar values as at
Mawson.
There is one notable difference between the model results and the sea-
son long measurements at the three stations. Between 100 and 150 days a
second, smaller peak in the heat flux was observed. At this stage, the flux
jumps around 10 W.m−2 to between 15 and 20 W.m−2. Allison suggests
that this is caused by “large scale north-south circulation”, where heat and
salt is transported into the mixed layer due to a maximum in the sea-ice
extent and increasing solar radiation. Such events are not considered in
the model presented in this chapter.
It is apparent that atmospheric heat fluxes are heavily influenced by
the local air temperature. Somewhat more surprising is the role it plays,
through the change in the ice-water interface temperature, in the oceanic
heat flux. In Figure 5.11, the oceanic heat flux estimated by the model
using the Antarctic temperature data is compared with a constant -25 ◦C
run. The equivalent ice thicknesses can be seen in Figure 5.4. Beyond 0.5 m
of growth, the assumption of a constant air temperature provides a good
approximation. Prior to this there are two periods when the real tempera-
ture results are significantly below that for the average temperature. The
first of these occurs immediately following the initial ice formation. Being
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Figure 5.11: The oceanic heat flux is shown for the model based on both real and
average temperature values. Plots for the atmospheric heat flux follow an almost
identical pattern. The heat flux predicted for the real temperature based model is
significantly less initially, and again between 30 and 45 cm of growth. After 50 cm
the models show a reasonable match.
early in the growth season, temperatures are warmer than the average and
hence the fluxes are smaller.
5.5.1 Frazil production
One of the important Antarctic ice growth processes that this model does
not account for is the inclusion of platelet crystals in the ice cover. This
may be caused by frazil crystals, created beneath the ice itself or trans-
ported from below nearby ice shelves, rising up and settling against the
ice-water interface. Though including this in the model is beyond the
scope of this work, a first approximation can be made to estimate the maxi-
mum mass of frazil which could be created below the sea ice. This estimate
is based on assuming that the oceanic heat flux is due solely to the growth
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of frazil crystals.
The oceanic heat flux is primarily driven by the temperature (and
hence the salinity) at the interface. As the ice thickens the interface warms
and, with the mixed layer temperature assumed constant, the heat flux
decreases.
If the heat removed from the ocean is assumed to lead solely to the
formation of frazil crystals, then the quantity of frazil ice formed is directly
related to the heat flux. In this situation, the mass of ice formed beneath a
unit area can be given by
mf =
∫ 5000
0
QT dt
Li
(5.40)
where Li is the latent heat of freezing of pure ice. QT is taken from the
model presented in this chapter.
In order to find the potential ice thickness the frazil could produce, mf
is divided by the density of accumulated frazil. The maximum possible
density is simply the density of ice. However, there is evidence that frazil
does not pack this tightly. In field experiments, Perham (1980) measured
the density of frazil sections attached to lines in rivers in New Hampshire
and Vermont. He found that the density averaged around 460 kg.m−3.
Given this density range, and using Equation 5.40, it is found that a frazil
layer between 1.2 m and 2.3 m in thickness could be formed during the
winter season.
This is a very simple approximation. It seems unlikely that the oceanic
heat flux would be associated solely with frazil formation. It is also pos-
sible that significant quantities of crystals may be swept in from beneath
nearby ice shelves. Further research, including more accurate measure-
ments on the oceanic heat flux, the origin of the frazil crystals and the
initial density of the frazil layer is needed. However, these calculations do
show that there is sufficient heat flux to account for significant quantities
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of frazil ice in the mixed layer.
5.6 Summary
In this chapter, a one-dimensional first-year sea ice growth model was pre-
sented. It is solved numerically and the results compared with a number
of other models and field results. A reasonable match is found in general.
One notable exception is with the Antarctic measurements made by Purdie
et al. (2006), which show a significantly faster growth rate than the model
after the ice is 1 m thick. One possible explanation for this is the inclusion
of platelet crystals at this stage, as described in the previous chapters.
This model also describes a significantly slower ice growth rate when
compared with the seminal work of Stefan from the 1880’s and 1890’s. This
is due to the importance of salt removal from the ice and its presence at the
ice-water interface. A build-up of salt at the interface leads to a depression
in the freezing point of the water. This means more heat must be removed
before the water can freeze.
The friction velocity has a vital role to play in this system as it controls
the rate at which salt is dispersed from the interface. A weaker friction
velocity leads to a greater quantity of salt and a slower growth rate. Equa-
tion 5.37 was proposed as a method for combining the friction velocity
due to shear flow and brine rejection. While the shear plays the dominant
role in inducing turbulence, brine rejection prevents a significant build-up
if the shear drops away.
The effects of a change in the mixed layer temperature were also dis-
cussed. Surprisingly, an increase in the mixed layer temperature (and
equivalent drop in mixed layer salinity) leads to a more rapid rate of ice
growth. It was also shown that a consistently supercooled mixed layer can
have a significant effect on the rate of growth. Though only limited levels
of supercooling are typically observed in the Antarctic, it is interesting that
just a small increase in this level could cause a marked increase in the ice
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thickness.
It should be noted that the salt at the interface may have another effect
not considered in this chapter. The interface has been assumed to be an in-
finitesimally thin, planar region. In reality, a mushy zone (as discussed in
Section 2.2.4) is likely to form. This occurs as the heat diffuses away from
the interface more rapidly than the salt. This leads to “constitutional” su-
percooling, whereby the water ahead of the interface falls below the lo-
cal freezing point temperature. Dendrites in the naturally rough interface
grow into the supercooled region, creating the mushy zone (Fowler, 1985;
Worster, 1986). This is beyond the scope of this thesis.
Chapter 6
Shear stabilisation of platelet ice
Chapter 3 investigated whether a friction velocity, resulting from a shear
flow, could prevent a frazil crystal from adhering to an ice cover. It was
shown that, for a typical friction velocity, crystals up to nearly 3 mm in
radius would remain unattached. Frazil of this size is rarely seen in a
natural environment and hence it was presumed that most frazil would
be prevented from sticking to the interface.
The work in Chapter 3 calculated the effect of the shear flow on the
crystals. What was not considered was the simultaneous effect a concen-
tration of crystals may have on the shear flow itself. This will be the pri-
mary focus of this chapter. As in Chapter 3, the lead will be taken from
sedimentation theory and adapted, where necessary, for the inverse sit-
uation of rising frazil. Firstly, the method of transport for frazil crystals
will be considered. The effect of frazil on the friction velocity will follow.
Finally it will be asked whether or not frazil should be regarded as a “co-
hesive sediment”.
6.1 Bedload or suspended load
As noted in the introduction, it was calculated that, under a steady flow
with a magnitude typical for Antarctic conditions, most crystals would
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be prevented from attaching to the interface. Depending on their size,
the crystals may undergo two types of motion; in sedimentation these
are termed bedload transport and suspended load transport. In bedload
transport, sediments tend not to deviate far from the solid-fluid interface.
However, as long as the shear flow (or friction velocity) remains strong
enough, the sediment will continue to move along the interface. As it
travels it may potentially bounce or skim along the solid surface. Sus-
pended transport occurs when sediment is prevented from having any
contact with the interface. Both bedload and suspended load layers can
co-exist.
The Shields criterion, used in Section 3.5 to predict sediment motion,
does not discern between bedload and suspended load motion. In this
section, a suspension criterion will be used to enhance the picture of sub-
ice frazil motion.
6.1.1 Suspended load criteria
The theory of sediment suspension criteria is based on the ability of the
vertical components of turbulence to keep a grain in suspension (Leeder
et al., 2005). The Rouse number, a ratio of the upward turbulent forces
acting on a sediment to its settling velocity, was used by Bagnold (1966)
to develop a critical Shields parameter for suspension. At different crit-
ical values of the Rouse number sediment is said to move in a different
transport regime.
Bagnold (1966) defined the ratio v
′
up
ws
, where v′up are the upward fluc-
tuations of the velocity components and ws is the settling velocity of the
sediment. He predicted that the threshold for suspension would occur at a
critical value of this fraction, less than 1. A complete concentration profile
would be created at another critical value, greater than 1. By approximat-
ing v′up as proportional to the friction velocity, u∗ (setting v′up = 1.25u∗), and
assuming the critical value of the ratio to be equal to 1, Bagnold rewrote
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Equation 2.6 in terms of the settling velocity as
1.252τ = ρww
2
s . (6.1)
Substituting τ = θss (ρsed − ρw) gde, where θss is the critical Shields param-
eter for suspension, ρsed the density of the sediment and de the effective
diameter, a suspension criterion can be found. If a grain’s Shields param-
eter value is greater than the critical value, it will remain in suspension.
The critical value is given as
θss = 0.64
w2s
gde
ρw
ρsed − ρw . (6.2)
While Bagnold’s suspension theory is generally accepted, there are still
some questions about the exact relationship between the vertical velocity
fluctuations and the friction velocity (Leeder et al., 2005). It was stated in
van Rijn (1984) that experimental results found v′up to be approximately
equal to u∗, altering Bagnold’s Equation 6.2 accordingly. A similar modifi-
cation is made in Leeder et al. (2005). Van Rijn (1984) also presented results
from a second study which found the critical value of the ratio v
′
up
ws
(or u∗
ws
) to
be 0.25. His own experiments suggested that some suspension may occur
between this lower criterion and that of Bagnold’s. He proposed that a full
concentration profile could occur when Bagnold’s modified criterion was
satisfied, though some suspension may occur at the lower critical value.
These criteria can be altered for the inverse situation of frazil crystals
rising up to meet an ice cover. The suggestions for the critical u∗,
u∗ = ws (modified Bagnold) (6.3)
u∗ =
ws
4
(van Rijn) (6.4)
CHAPTER 6. SHEAR STABILISATION OF PLATELET ICE 120
can be substituted into the equation for the Shields parameter, Equa-
tion 3.1,
θs =
ρwu
2
∗
(ρw − ρi)gde
where de is the diameter of a sphere with the same volume as the frazil
disc. The rise velocity, modified for a frazil disc from Equation 4.3 in Sec-
tion 4.2, is substituted for ws so that
ws =
V (ρw − ρi)g
6µpiR
(6.5)
where V is the volume andR the effective radius of the frazil disc, as given
in Section 4.2. This is as opposed to the grain diameter used in Bagnold
(1966), van Rijn (1984) and Leeder et al. (2005).
Combining the two conditions given above with the original Shields
curve results in a modified Shields diagram, Figure 6.1. It shows the criti-
cal Shields parameter value, not only for preventing a crystal from remain-
ing stationary, but also for ensuring that a crystal would stay in suspen-
sion.
Figure 6.1 is split by the Shields curve (red curve) and the two suspen-
sion criteria (blue and green lines) into 4 quadrants. In quadrant 1 a crystal
is kept fully in suspension, away from contact with the interface. As the
size of the crystal increases, it may cross the suspension criterion into the
second quadrant. In this region, turbulence is sufficient to keep a crystal
in motion but is not strong enough to keep it a significant distance from
the interface. Van Rijn (1984) suggested that the difference between the
two suspension criteria may be that, when a crystal’s Shields parameter
exceeds the lower critical value, enough turbulence is provided for sus-
pension of a few individual crystals. If Bagnold’s criterion is exceeded, a
concentration profile may be created. Van Rijn’s experimental sediment
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Figure 6.1: A modified Shields diagram which shows the Shields parameter required
for suspension (1) and movement (2). A crystal in region (3) will rise and remain
against the interface. In region (4) a crystal, introduced from depth, may remain
in suspension even though it is below the traditional Shields criterion for initiation
of movement. The effective radius used is that for a crystal rising with its flat side
parallel to the ice-water interface, as given in Section 4.2.
results showed some suspension of individual crystals for a band of pa-
rameter values between the two presented criteria.
In both Bagnold’s (1966) and van Rijn’s (1984) sediment versions of
Figure 6.1, the suspension criteria cease at the Shields curve. Below this
curve it is assumed that no motion is possible. Leeder et al. (2005), how-
ever, extended Bagnold’s criterion below the curve, dividing this region
into 2 further sections. Of these sections, quadrant 3 is identical to the re-
gion below the Shields curve in Figure 3.5 where turbulence is too weak
to move the crystals. The fourth quadrant is also in the traditional region
at which crystal motion would not occur. As opposed to the larger grains
in quadrant 3, however, Leeder et al. (2005) suggested that smaller sedi-
ment may be able to stay in suspension if they were introduced into the
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system away from the interface. This applies to the smaller frazil crystals
in the sea ice system. If a crystal’s Shields parameter falls in this quadrant
then, if it rises from depth, the turbulence will be sufficient to keep it in
suspension. On the other hand, if it was created (unattached) adjacent to
the interface or arrived as bedload (for example from nearby ice shelves
or leads), the turbulence would be too weak to maintain its motion and it
would settle against the interface.
Using Bagnold’s criterion, Figure 6.1 suggests that crystals, if above the
threshold for initiation of motion, will predominantly be moved in sus-
pension if those crystals are smaller than around 1 mm in radius. As the
crystal size increases, however, the critical Shields parameter for suspen-
sion (and hence the friction velocity) becomes significantly greater than
for bedload motion. For a 2.5 mm radius frazil disc, θs must be an order
of magnitude greater to keep it travelling as part of the suspended load
as opposed to near the interface. The smaller criterion shows an identical
trend for the primary stages of suspension. In this case, individual crystals
may appear to jump, or “burst”, away from the interface (van Rijn, 1984).
For frazil crystals this may begin, for discs with a Shields parameter near
the critical value for initiation of movement, at a radius of around 2.5 to
3 mm.
In Chapter 3 it was shown that, for a friction velocity of 0.01 m.s−1, a
frazil crystal would remain in motion if it was smaller than around 3 mm
in radius. This is shown again in Figure 6.2. The decreasing black lines
describe the Shields parameter value of a frazil crystal for a given u∗ as the
crystal radius increases. As can be seen, the line describing u∗ = 1 cm.s−1
cuts the Shields criterion at a radius of around 3 mm. However, using the
modified Bagnold criterion, it can be noted that crystals smaller than this,
but larger than 1.4 mm, will travel as bedload near the interface. Smaller
crystals will be kept fully in suspension. If the friction velocity is decreased
to 0.5 cm.s−1, crystals are now in one of two quadrants. Frazil smaller than
1 mm in radius will move in the suspended load; larger than this and they
CHAPTER 6. SHEAR STABILISATION OF PLATELET ICE 123
Figure 6.2: Plotting the Shields’ parameter values for frazil crystals (with varying
friction velocity) on the modified Shields diagram. With a u∗ of 1 cm.s−1, most crys-
tals are kept from settling (suspended load or bedload). As the friction velocity drops
to 0.5 cm.s−1 most frazil is either in suspension or, if larger than 1 mm radius, not
moving at all. At 0.2 cm.s−1 only very small frazil or frazil which has been intro-
duced from depth is able to stay in suspension.
will rise up and settle against the interface. For an even weaker friction ve-
locity, it is possible that only small crystals, already in suspension, would
find the turbulence strong enough to keep them from rising up to the in-
terface.
One final comparison can be made with the sediment results in Bag-
nold (1966) and van Rijn (1984). Bagnold (1966) notes that, for grain diam-
eters (de) larger than 2 mm, the fall velocity becomes proportional to
√
de .
Hence the (critical) Shields parameter value tends to a constant value. A
similar assumption for the rise velocity was made by Daly (1984) for frazil
crystals with a diameter larger than 2.8 mm, though he elects to ignore
this region as being too large for a frazil crystal in a natural environment.
The use of the Stokes’ equation for the frazil rise velocity was shown to
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match well with the measurements of Gosink and Osterkamp (1983) in
Section 4.2.2 up to 3 mm, though recordings become more sparse as the
crystal size increases. It was also found to compare reasonably with the
equations given by Morse and Richard (2009).
A change in the rise velocity to a
√
de dependency would decrease the
friction velocity required to keep the larger crystals in full suspension (as
opposed to part of the bedload). This would affect the results in both Fig-
ures 6.1 and 6.2 by causing a levelling off of Bagnold and van Rijn’s criti-
cal criteria. Assuming this occurred for crystals with a radius larger than
3 mm, for Bagnold’s criterion this would only affect large crystals with
high Shields parameter values. These would require a smaller parameter
value to be lifted into suspension. For the lower criterion (predicting the
initial stages of suspension), the change in the rise velocity almost com-
pletely eliminates region (2). This would imply that nearly all crystals
which are kept in motion will spend some time in suspension.
6.1.2 Suspension criterion
All the work presented so far has focused on the effect of turbulence on an
individual crystal. What has not been considered is the effect of turbulence
on a mass of crystals or, indeed, the simultaneous effect a concentration of
frazil may have on the flow it is immersed in. In this section a criterion,
analogous to the Shields criterion, is used to calculate the mass of frazil ice
which could be held in suspension by a given turbulent flow.
Hiscott (1994) hypothesized that, if suspension of a sediment load was
governed solely by a comparison between the friction and deposition ve-
locities, then one might expect that, at any level in the deposit, the sed-
iment size should be reasonably uniform. This is because, as the flow
slowed, allowing for deposition, similar sized grains would drop out of
suspension at the same time. However, he noted that observations by Pet-
tijohn et al. (1987) indicated that this was not the case. This suggests that
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the suspension criterion alone cannot predict the carrying capacity of a tur-
bulent flow. The picture for frazil included in an ice cover is complicated
by the ability of the crystals to continue to grow after settling against the
interface. It seems reasonable to assume, though, that, as for sediment, the
total mass of frazil will be a factor in a flow’s ability to keep the crystals in
suspension.
In order to keep a mass of crystals from rising to the interface, a down-
ward stress must be exerted to counteract their buoyancy. In terms of
sediment, Bagnold (1966) argued that, as the mass of the sediment load
increased, so must the stress required to keep them in suspension. He also
added that a limit to this stress must exist to allow for the observed phe-
nomenon of otherwise suspendible material being found to drop out of
suspension. If turbulence was isotropic (uniform in all directions), sedi-
ment would experience an equivalent downwards force as upwards and
hence would continue to fall with gravity. As this did not occur for sus-
pended sediment, shear turbulence was assumed to be anisotropic.
It is noted here that, more recently, it has been argued that isotropic
turbulence can also alter the rise velocity of particles (Friedman and Katz,
2002; Nielsen, 2007). Nielsen (2007) suggested that this could be due to
vortex fields. In strong turbulence, particles heavier than the surrounding
fluid experience an acceleration in their settling velocity as they get “fast
tracked” along the downwards sections of the vortices. For light particles
and bubbles, Nielsen found that they tended to spiral inwards, getting
caught in the stationary points of the vortices, resulting in a decrease in
their rise velocity. However, he noted that Friedman and Katz (2002) had
observed small diesel droplets (which are lighter than water) to behave
similarly to heavy particles, reaching a constant value for their rise veloci-
ties.
Leeder et al. (2005) found that experimental evidence suggested an in-
crease in the vertical turbulent velocity from the solid-fluid interface to a
maximum value (v′max at z = hm). This implies a positive acceleration,
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Az =
dv′2
dz
, away from the interface (see also Bagnold, 1966). Integrating to
find the vertical stress component gives
τzz = ρw
∫ hm
0
Az dz = ρw(v
′
max)
2 . (6.6)
Leeder et al. (2005) predicted that, if this was less than the stress due to the
total weight of the suspended load, then sediment would begin to drop out
of suspension (see Appendix C). This led to his criterion for a maintained
suspended load:
Λ =
ρw(v
′
max)
2
mi,A
(
1− ρw
ρi
)
g
≥ 1 (6.7)
where mi,A is the dry mass (the mass of the sediment if it was removed
from the water) of suspended sediment above a unit area. As for the
Shields criterion, this is a ratio of stresses, though it applies for a sus-
pended load as opposed to motion of a single grain. The maximum of
the vertical turbulence fluctuations (v′max) has been found experimentally
to be equal to the friction velocity (Kreplin and Eckelmann, 1979; Bennett
et al., 1998; Leeder et al., 2005).
Applying this inequality to the sub-ice system, the frazil dry mass kept
in suspension above a unit area by a given turbulence can be calculated.
Dividing by zml (the depth of the mixed layer) converts this into an average
mass of ice per unit volume in the mixed layer. Figure 6.3 shows how this
average is affected by a change in the friction velocity. A stronger u∗ can
keep a greater mass of frazil crystals in suspension. For u∗ = 0.01 m.s−1, a
density of 0.0018 kg.m−3 can be prevented from rising to the interface.
As the only effect of the mixed layer depth is to convert the mass per
unit area into a mass per unit volume, a change in zml can have a noticeable
effect on the results. Halving zml will double the density which can be held
in suspension, and vice-versa. This does not affect the total predicted mass
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of crystals beneath an ice cover.
Accurate measurements of the mass or density of frazil crystals be-
neath sea ice are difficult to find. In Skogseth et al. (2009), the total mod-
eled concentration of frazil ice (using data from an arctic polynya) varied
from a maximum of 0.012 kg.m−3 at the water surface to 0.0004 kg.m−3
just below 5 m. Using a similar surface current speed as in their work, Fig-
ure 6.3 gives an average frazil mass concentration of 0.0005 kg.m−3, near
their lower limit. There are certain key differences between the work of
Skogseth et al. (2009) and that in this chapter. The open top of the polynya
will affect the friction velocity induced by the current while also allowing
a build up of crystals at the water surface. Also, their model (and mea-
surements) only extend down to 5 m. As the total frazil concentration has
been well-documented to decrease with depth (e.g. Svensson and Omst-
edt, 1998; Ye and Doering, 2003; Morse and Richard, 2009), it seems fair to
assume that the concentrations would continue to be lower below 5 m.
The average mass of ice per unit volume can be difficult to compre-
hend. A more intuitive measure may be the number concentration, the
number of crystals in a unit volume of water. To do this accurately, how-
ever, a comprehensive knowledge of the frazil ice distribution is required.
As has already been discussed in this section, this is difficult to measure.
A simpler method, as used by Omstedt (1985) and Svensson and Omstedt
(1998), is to assume a constant radius for the crystals. The number of crys-
tals per unit volume can then be calculated for various radii, assuming all
crystals are that size. Though not ideal, this at least gives an indication of
the number of crystals which can be supported beneath an ice cover.
A range of different values have been suggested for the average size
of a frazil crystal. Photographs taken by Osterkamp and Gosink (1983)
showed river frazil crystals with a diameter predominantly between
0.1 mm and 1 mm. The modeling of Svensson and Omstedt (1998) indi-
cated frazil with a mean diameter of 0.35 mm near an ice-water interface.
This dropped quickly to average around 0.1 mm at 10 m and remained
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Figure 6.3: The average mass of crystals held in suspension per unit volume by a
given friction velocity. Increasing the friction velocity leads to an increase in the
average mass of frazil crystals kept in suspension in the mixed layer.
near this size over the lower 25 m. Measurements of the rise velocity of
frazil on the St. Lawrence River in Quebec by Morse and Richard (2009)
indicated average and median values of 0.92 cm.s−1 and 0.76 cm.s−1 re-
spectively. This gives 3.15 mm and 2.85 mm for the diameter. However,
their equipment could only measure crystals larger than 0.5 mm, which
may bias their averages upwards. Daly (1984) stated that 2.8 mm was large
for a crystal diameter and that frazil was rarely seen larger than this. Mod-
eling based on the Filchner-Ronne Ice Shelf in Antarctica by Holland and
Feltham (2005) found the largest number of crystals to be of diameters
from 0.3 mm up to 1 mm, increasing with the supercooling, while Wang
et al. (2004) predicted an average of 1 mm.
The value used for the radius of the frazil crystals has a significant
effect on the average number concentration in the water (Figure 6.4). If
all crystals have a diameter smaller than 0.5 mm, the number of crystals
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Figure 6.4: The average number concentration of frazil crystals per unit volume kept
in suspension, assuming a constant radius for all crystals. The number concentration
increases rapidly as the radius decreases, varying from thousands if all crystals were
over 2 mm in diameter up to millions for the smaller crystals.
would be upwards of 1 million. If the crystal size was generically 2 mm,
then the number would be closer to 25,000.
Also worth noting is the effect of the aspect ratio,  (the ratio of the
thickness to the diameter of a crystal). A decrease in  decreases the vol-
ume and so increases the number of crystals for a given radius. A value
of  = 0.015 has been used in Figure 6.4. Varying this from 0.01 to 0.02
(see Section 4.2.2), does not affect the order of magnitude of the number
concentration of crystals (not shown).
A limited number of frazil ice concentration measurements have been
made in rivers. These indicate that the number of crystals may range from
10,000 crystals to 1 million crystals (Liou and Ferrick, 1992), or even up to
10 million crystals per cubic metre (Osterkamp and Gosink, 1983). Though
approximate, these measurements do match up reasonably with the re-
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sults in Figure 6.4. The latter maximum value was found in a region where
crystal radii were predominantly between 0.05 mm to 0.5 mm. Svensson
and Omstedt (1998), whose data-based oceanic modeling showed a mean
crystal radius of between 0.05 mm and 0.15 mm, found the number of crys-
tals could exceed 13 million crystals per cubic metre. If Figure 6.4 is ex-
tended down to 0.05 mm, the crystals’ concentration increases to around
17 million. These comparisons, though promising, require further in situ
measurements before any definitive conclusions can be made.
6.2 The effect of frazil on the flow
In the previous section it was shown that a concentration of frazil can be
kept in suspension in a turbulent flow. This section will consider how a
mass of crystals may alter the flow which is keeping it from rising to the
ice-water interface.
In general, frazil profiles show concentration increasing towards the
interface (Liou and Ferrick, 1992; Svensson and Omstedt, 1998; Morse and
Richard, 2009). This suggests a stabilising density gradient in the mixed
layer as the density of the frazil-water mixture increases with increasing
depth (away from the interface). This is similar to stabilisation induced by
sediment concentration increasing towards the river- or seabed (e.g. van
Rijn, 1983; Bennett et al., 1998; Ghoshal and Mazumder, 2005). The density
difference between frazil ice and the seawater is small, only around 10%.
Hence, for an average maximum frazil suspension, as suggested in the
previous section, the stratification is slight. This may be complicated by
the presence of a “bedload” at the interface where the density of the ice-
water mixture may decrease significantly.
A literature review of the effects of suspended sediment can be found
in Winterwerp (2001) or Vanoni et al. (2006). Briefly discussed here are
those aspects which may be appropriate to the case of frazil ice. In the
1940’s and 1950’s experiments on fluid-sediment mixtures by Vanoni (1946)
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(results reproduced in Vanoni et al. (2006)) and Einstein and Chien (1955)
(see Winterwerp (2001)) suggested that the von Ka´rma´n “constant”, in
fact, decreased through the mixture. This effect became more pronounced
as the sediment concentration increased. Vanoni hypothesized that this
was caused by the sediment reducing the turbulent effect of the flow. En-
ergy is required to keep the sediment in suspension. This energy is sup-
plied by, and therefore removed from, the turbulence. This leads to the
damping effect.
This idea was first disputed in the 1980’s as the application of the log-
arithmic velocity profile (the law of the wall),
∂U
∂z
=
u∗
κz
(6.8a)
U =
u∗
κ
ln
(
z
z0
)
(6.8b)
over the entire depth of the flow was questioned. The roughness length,
z0, is defined as the location at which the velocity becomes 0, while U and
u∗ are the flow and friction velocities, respectively. The work countering
a reduced von Ka´rma´n constant has itself been questioned, however, and
any change in κ with concentration is still unresolved (Bennett et al., 1998;
Winterwerp, 2001).
One suggested solution has been to modify the law of the wall using a
flux Richardson number, Rif , (see Section 6.2.1) to represent the suppres-
sion of turbulence in the flow due to the density gradient (Bennett et al.,
1998). Equation 6.8a becomes
∂U
∂z
=
u∗
κz
(1 + αRif ) (6.9)
where α is a constant which depends on the level of stratification. If Rif is
also assumed to be constant, this can in fact be rewritten in the same form
as Equation 6.8b:
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U =
u∗
κ′
ln
(
z
z0
)
(6.10)
where κ′ is a modified von Ka´rma´n constant, altered according to
κ′ =
κ
1 + αRif
(6.11)
(Adams and Weatherly, 1981).
Adams and Weatherly noted that Equation 6.8b was often used when
current speeds were known near the interface to calculate the friction ve-
locity. It is apparent from Equation 6.11 that a positive flux Richardson
number will reduce κ′. Given a constant value for U , this will lead to a
reduction in the friction velocity. Hence a sediment concentration with
Rif > 0 has a stabilising effect. The opposite is true for a negative Rif . In
this case, the concentration increases u∗ and is destabilising. Adams and
Weatherly (1981) calculated that a drop in u∗ of nearly 40% could be in-
duced by a stabilising sediment concentration. This suggests that values
of the friction velocity calculated in Section 3.6.1 may not be appropriate
when a frazil concentration is present. This modification will be the focus
of the remainder of this section.
6.2.1 The flux Richardson number
The flux Richardson number, introduced briefly in the preceding section,
is often used to describe the strength of stabilisation that buoyancy has on
a turbulent shear flow. It is based on the turbulent kinetic energy equation
and is defined as the ratio of the buoyancy destruction and shear produc-
tion terms,
Rif =
−g 〈ρ′mw′〉
ρm 〈u′w′〉∂U∂z
(6.12)
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where the angled brackets and the primes represent the mean (< >) of
the fluctuating parts ( ′ ) of the respective components. The density of the
water-frazil ice mixture is given as ρm, while u and w are the horizontal
and vertical components of velocity respectively (Turner, 1979; Winterw-
erp et al., 2001).
The average downwards flux of density differences, 〈ρ′mw′ 〉, was de-
fined in Section 4.3 for clear water (no ice) when the density gradients
were due to a salt difference. In this case the change in density is caused
by the frazil concentration and can be rewritten
〈ρ′mw′〉 =
ρi − ρw
ρi
〈c′w′〉 (6.13)
where 〈c′w′〉 is the average vertical variation in the concentration fluctua-
tions (Soulsby and Wainwright, 1987; Winterwerp, 2001). The concentra-
tion is measured in mass of ice per unit volume of mixture (kg.m−3).
Rewriting 〈u′w′ 〉 in terms of the eddy viscosity profile, νT , and the ve-
locity profile gives
〈u′w′〉 = −νT ∂U
∂z
(6.14)
(Turner, 1979; van Maren et al., 2005). The eddy viscosity is related to the
momentum transfer by the turbulent eddies, and is analogous to the dy-
namic viscosity in still water. It is a property of the flow as opposed to a
property of the fluid and is not normally constant over the depth of the
flow (Mathieu and Scott, 2000).
Substituting these into Equation 6.12 gives
Rif = g
(
ρi − ρw
ρiρm
) 〈c′w′〉
νT
(
∂U
∂z
)2 . (6.15)
This can be further simplified by assuming the logarithmic velocity profile
for a shear flow, Equation 6.8a, and assuming the density of the ice-water
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mixture to be equal to sea water density, ρm = ρw (valid given the low
concentration of ice). Given a sediment concentration being held in sus-
pension, there is a balance between the downwards mixing and rise of
the frazil, so that 〈c′w′〉 = −cws where ws and c are the local rise veloc-
ity (taken positive upwards) and concentration respectively (Soulsby and
Wainwright, 1987; Winterwerp, 2001; van Maren et al., 2005).
The eddy viscosity is more difficult to define and this will be discussed
further in Section 6.3.2. Soulsby and Wainwright (1987) assumed that the
eddy viscosity for a sediment-fluid mixture increased linearly above the
river- or sea-bed. A parabolic eddy viscosity distribution was used by
Morse and Richard (2009) when investigating frazil concentrations in the
St. Lawrence River, Canada. These are written
νT = κu∗z (linear) (6.16a)
νT = κu∗z
(
1− z
h
)
(parabolic) (6.16b)
where z is the vertical position, positive downwards from the origin at the
ice-water interface, and h is the extent of the flow, in this case taken to be
equal to the depth of the mixed layer, zml.
Trying to find the Richardson number at a given depth requires, finally,
knowledge of the concentration profile and the rise velocity in terms of z.
For the two viscosity profiles the variation in concentration becomes (see
Appendix D)
c
Ca
=
(
z
za
)−b
(6.17a)
c
Ca
=
(
h− z
z
za
h− za
)b
(6.17b)
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where b is the Rouse number (see Section 6.1.1), defined in this case as ws
κu∗ ,
andCa is the reference concentration at a depth, za. Ca and za are extremely
difficult to find for frazil distributions. For example, extensive field mea-
surements by Morse and Richard (2009) recorded only arbitrary units for
concentration. This is because the relationship between their measured
acoustic strength and the frazil concentration was unknown. They also
noted that there was no definitive instrument for making frazil concen-
tration readings in the field. Following Soulsby and Wainwright (1987),
the approximation for sediment proposed by Smith and McLean (1977) is
modified, giving
Ca =
ξ1ρiTs
1 + ξ2Ts
(6.18a)
za =
ξ3ρwu
2
∗,crTs
g (ρw − ρi) (6.18b)
where
Ts =
u2∗ − u2∗,cr
u2∗,cr
(6.19)
and u∗,cr is the critical friction velocity for initiation of motion of a sedi-
ment (or crystals). The three empirical constants (ξ1, ξ2 and ξ3) are given
as 0.00156, 0.0024 and 26.3 respectively (Soulsby, 1998).
In their application in sedimentation theory, the equations for the refer-
ence concentration and depth assume that there is sufficient sediment such
that, if a flow can suspend a certain quantity of grains, it will. While this
may be a reasonable assumption at a river- or seabed, where ample loose
sediment is available, this may not be the case for frazil crystals beneath
an ice cover. This is because crystals which settle against the ice-water in-
terface can become incorporated into the cover, unlike sediments which
are resuspendable. This suggests that the ξ-constants may be different for
the frazil case, in particular, leading to a decrease in ξ1 and ξ3.
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It is also important to note that, by using the reference concentrations
of Smith and McLean (1977), it is assumed that there is no maximum in
the mass of crystals which can be suspended. Again, a reduction in the
mass, and therefore the concentration, of the crystals would weaken the
damping effect on the turbulence. Hence the stabilisation effect found in
this section should be regarded as a maximum value.
Substituting Equation 6.8a and the appropriate choice from Equa-
tions 6.16 or 6.17 into Equation 6.15 gives the flux Richardson number for
the linear and parabolic eddy viscosity assumptions
Rif = −ρi − ρw
ρi
κgwsCaza
ρmu3∗
(
z
za
)1−b
(6.20a)
Rif = −ρi − ρw
ρi
κgwsCah
ρmu3∗
(
z
h− z
)1−b(
za
h− za
)−b
(6.20b)
where Equation 6.20a is that proposed by Soulsby and Wainwright (1987).
The critical friction velocity for frazil crystals, developed in Section 3.5,
will be used. To calculate the change in rise velocity beneath the ice, a
thorough knowledge of the frazil size distribution with depth would be
required. As measurements are sparse, the simplest approximation, that
of a constant frazil size, is used. The rise velocity developed in Section 4.2
is substituted for ws.
As the flux Richardson number increases, the stabilising effect of the
sediment on the flow becomes more pronounced. Soulsby and Wain-
wright (1987) suggested that a significant decrease in the friction veloc-
ity may occur when Rif exceeds 0.03. The strength of this effect may not
be constant over the depth of the flow. Figure 6.5 shows that, 10 cm be-
low the ice-water interface, Rif > 0.03 if the frazil crystals have a constant
radius between 0.1 mm and 0.7 mm. Further from the interface, the flux
Richardson number is greater for smaller crystals (which are more read-
ily distributed deeper into the mixed layer by the shear flow). However,
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Figure 6.5: Comparing the effect of assuming either a linear or a parabolic eddy
viscosity on the flux Richardson number. The change in Rif with crystal radius
(assumed constant for the frazil concentration) is shown for two depths, assuming
a constant shear flow of 10 cm.s−1. Rif is greater at a depth of 1 m for a constant
frazil radius up to around 0.45 mm. For a constant crystal radius greater than 1 mm,
a suspension has little effect on the flow outside of 10 cm from the interface.
Rif > 0.03 in a smaller range, occurring only where the radius is less than
0.5 mm. For crystals of constant radius, the stabilising effect is more pro-
nounced at z = 0.1 m when r >∼ 0.45 mm. For r ≥ 1 mm, a suspension
will have little effect on the flow at either z = 0.1 m or 1 m. The choice of a
linear or parabolic eddy viscosity profile has only a minor effect on Rif .
The range of radii in which the frazil concentration has a significant
effect increases with the strength of the shear flow, and hence the friction
velocity (Figure 6.6). This occurs as the turbulence becomes strong enough
to keep larger crystals and denser concentrations in suspension.
CHAPTER 6. SHEAR STABILISATION OF PLATELET ICE 138
Figure 6.6: Three contours of the flux Richardson number are plotted, assuming a
linear eddy viscosity, at two depths. As u∗ increases so does the range in frazil radii
in which the suspension has a significant effect on the flow.
6.2.2 Reduction in u∗
The final step is to approximate the damping effect a frazil concentration
could have on the flow. In order to account for the change in the eddy
viscosity induced by a suspension,
νT =
κu∗z
1 + αRif
(6.21)
has been suggested, where the denominator is the same as that used in
Equation 6.11 (Smith and McLean, 1977; Soulsby and Wainwright, 1987).
Atmospheric experiments have found α to vary between 3 and 9, increas-
ing with weakening stratification (Adams and Weatherly, 1981). By re-
taining a reasonably simple expression for the eddy viscosity, Soulsby and
Wainwright (1987) found an explicit expression for the shear velocity pro-
file,
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U =
u∗
κ
[
ln
z
z0
+
1
b
ln
(
1− ζb
1− b
((
z
z0
)1−b
− 1
))]
(6.22)
where
ζ =
ακgws (ρi − ρw) zaCa
ρiρwu3∗
(6.23)
and α is set to 4.7. The roughness length, z0, depends on the state of the ice.
Leppa¨ranta (2004) stated that, for undeformed sea ice, z0 varied between
0.1 cm and 1 cm while, for deformed sea ice this can increase to 10 cm.
Given the uncertainty in the roughness depth and the potential range
in the measurement height (z), the variable z
z0
is used. Equation 6.22 can
be used to calculate the friction velocity for a given shear flow with a sus-
pended sediment concentration. This can be compared to the u∗ found
using Equation 6.8b for clear water conditions. This will give the reduc-
tion in the turbulence.
Using z
z0
= 100, Figure 6.7 shows that u∗ is influenced by frazil radius
more in a stronger flow. This is as expected, as a greater U would keep a
larger frazil concentration in suspension to interact with the shear velocity.
A maximum reduction of over 30% in u∗ is seen for U = 0.3 cm.s−1. This
effect is greatest for a concentration of 0.5 mm frazil crystals. It decreases
as the shear flow slows, as does both the radius at which the minimum u∗
occurs and the range over which there is a significant change in the friction
velocity. For U = 10 cm.s−1 the maximum reduction in u∗ is around 7%.
Given a measured shear velocity of 10 cm.s−1, Figure 6.8 gives the
damping as z
z0
is changed. Close to the interface, where the given U pro-
duces a larger friction velocity, the effect of a suspension decreases u∗ by
up to 13%. The peak occurs at a constant frazil radius of around 0.9 mm.
As z
z0
increases, the same measured U gives a weaker friction velocity. The
reduction due to damping also decreases. For z
z0
> 25 the greatest reduc-
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(a) Reduction in u∗
(b) Ratio of reduced u∗ to sediment-free u∗
Figure 6.7: The friction velocity is shown for various strengths of shear flow, to il-
lustrate the damping effect of a suspension of frazil crystals of constant radius. The
damping effect weakens as the shear flow decreases.
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(a) Reduction in u∗
(b) Ratio of reduced u∗ to sediment-free u∗
Figure 6.8: The effects of a suspension on the friction velocity as the depth (nor-
malised on the roughness depth) is increased, for a suspended load with a constant
frazil size. The greatest reduction in u∗ occurs near the interface.
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tion in u∗ is 8%. For increasing zz0 , there is a decrease in the frazil radius at
which the maximum reduction in the friction velocity occurs.
In Section 3.6.2 it was shown that, for a friction velocity of 1 cm.s−1 (a
shear flow of around 10 cm.s−1), individual crystals smaller than 2.8 mm
in radius would remain in suspension. Figure 6.8 shows that a suspended
load may significantly decrease the friction velocity. This can be viewed as
a lowering of the black (constant u∗) lines in Figures 3.9 or 6.2. However,
even assuming the maximum reduction in u∗ (13%), the frazil size able to
rise out of suspension reduces only to 2.2 mm from 2.8 mm. A reduction
in friction velocity would, though, decrease the mass of crystals which can
be kept in suspension (Figure 6.3). A number of crystals, equivalent to this
drop in suspended mass, would then ascend to the ice-water interface.
It is noted again here that it has been assumed that there are enough
crystals present for a full concentration profile to be set up. Frazil can ad-
here to the interface, meaning it is unable to be resuspended. This may
reduce the concentration in suspension. This would result in a reduction
of the damping effects described in this section. A similar effect occurs
if it is assumed that there is a maximum mass which can be kept in sus-
pension, as described in Section 6.1.2. Indeed, if Equation 6.7 is used to
calculate this maximum, then the greatest reduction in the friction veloc-
ity is found to be less than 7%. This varies little with the depth or the shear
flow strength.
6.3 Collapse of turbulence
In Section 6.2.1, the flux Richardson number was introduced to describe
the strength of the effect of buoyancy on shear produced turbulence. It
was suggested that, at a given height, a significant reduction in the fric-
tion velocity occurred when Rif > 0.03 (Soulsby and Wainwright, 1987).
Turner (1979) emphasized the importance of the flux Richardson number,
noting that, even though buoyancy’s direct contribution to energy dissipa-
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tion was small, its effect on the turbulence overall could still be significant.
He also described a critical value (Rif,cr) which, if exceeded, could cause a
complete collapse of the turbulent field. Even though the energy destruc-
tion due to buoyancy matches shear production at Rif = 1, experimental
and theoretical analysis suggests that Rif,cr is between 0.05 and 0.4.
This suggests that a sufficiently large frazil concentration could pro-
duce a stabilising buoyancy which would lead to a collapse of the turbu-
lent system keeping the frazil in suspension. In theory, a percentage of
the frazil in suspension (the largest crystals close to the interface) could
then settle and adhere to the ice cover. This would decrease the concentra-
tion and the stabilisation due to buoyancy, and the turbulent field could
re-establish itself. Winterwerp (2001), however, investigated this effect for
sediment and found that the result of a turbulent collapse may depend
on the type of sediment involved. In particular, he theorised that, while
a non-cohesive sediment may behave as described above, a cohesive sed-
iment (where individual particles can stick together to form flocs) could
result in a layer of “fluid mud” being formed at the interface. As opposed
to a rigid layer, the porous, mobile mud suppresses turbulence production
and prevents the re-creation of a turbulent field. This allows the continued
deposition of the overlying sediment.
6.3.1 Cohesive or non-cohesive?
The important question here is whether or not frazil can be considered
to be cohesive. In sedimentation, cohesion generally depends on the size
of the particle. As the diameter of a sediment decreases, the ratio of sur-
face area to volume increases. When the particle is sufficiently small, the
electrical charges on its surface play a significant role and the sediment
can flocculate (McAnally and Mehta, 2001; Shrestha and Blumberg, 2005).
While the critical size can vary depending on the composition of the sedi-
ment, silts and clays smaller than around 0.06 mm to 0.07 mm are regarded
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as being cohesive (Ongley, 1996).
Though most frazil crystals are larger than the limits for cohesive sed-
iment, this does not necessarily make them non-cohesive. It has already
been noted that, during the initial formation of an ice cover, frazil will stick
together as it accumulates at the ocean surface (see Section 2.1). Martin
(1981) and Tsang (1988) observed that frazil crystals in supercooled waters
formed flocs which grow through freezing and as they encounter other
crystals. The bonds between the crystals form quickly and the frazil flocs
attempt to minimise the surface energy 1 of the frazil (Svensson and Om-
stedt, 1994). The strength of cohesion depends on the salinity of the water
(Martin, 1981) and the level of supercooling (Daly, 1984). This would sug-
gest that frazil can be treated as a cohesive sediment, though interactions
between crystals when in suspension may be few due to low frazil con-
centrations beneath sea ice.
6.3.2 Criterion for collapse
Assuming a local balance between settling and mixing, and substitut-
ing Equations 6.8a, 6.13 and 6.14 into the flux Richardson number, Equa-
tion 6.12, it becomes
Rif = −g
(
ρi − ρw
ρiρw
)
wsc(z)κ
2z2
νTu2∗
(6.24)
where c(z) is the concentration profile. This leaves the eddy viscosity νT
to be defined.
In Winterwerp (2001) and Winterwerp et al. (2001) it was suggested
that this flux Richardson number is only valid for a sediment suspension
if the sediment-water mixture can be treated as a single-phase fluid. In
this situation, the sediments follow the turbulent motions of the water, ex-
cept for their settling velocity. They argued that this would be true if Ws,
1Work required to increase the surface area of a crystal per unit area.
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a reduced rise velocity due to turbulence as defined in Equation 6.28, was
significantly less than the vertical turbulent velocity fluctuations (approx-
imated as the friction velocity). For frazil below sea ice, Ws is around one
tenth of the still water rise velocity. Hence, a u∗ of 1 cm.s−1 is at least an
order of magnitude greater than Ws for crystal radii up to around 1.5 mm.
It was also observed by Jenkins and Bombosch (1995) that frazil crystals
were small in comparison with the turbulent eddies and were free to move
with the water motion.
Eddy viscosity
In Section 6.2.1 the linear (Equation 6.16a) and parabolic (Equation 6.16b)
parameterizations of the eddy viscosity were introduced. These are the
simplest approximations (excluding νT = constant) and were used to allow
for a simple form for Rif . A more complicated form is the Businger-Arya
model, where a linear term is modulated by an exponential decay (varying
with depth) (Hsu and Jan, 1998; Absi, 2006). This can be written
νT = c1κzu∗ exp
(
−c2 z
hmax
)
(6.25)
where z = hmax is the location of maximum viscosity and c1 and c2 are
empirical constants (1 and 1.12 respectively). This was derived for mo-
tion in the planetary boundary layer, but was also found to match mea-
surements over mobile sediment beds in steady channel flow (Absi, 2006).
Absi also notes that it is more suitable for modeling suspended sediment
concentrations. McPhee (1994) suggested that the location of maximum
viscosity depended on the mixing length, which varies with the strength
of the buoyancy flux. Depending on the stabilizing effect of this flux, hmax
can vary from 2 m to 12 m. In lieu of an exact model for the eddy viscosity
below seasonal sea ice, these approximations will be used.
In the following equations the parabolic viscosity profile is used as an
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example. Substituting νT into Equation 6.24 and solving for the concentra-
tion profile at the critical flux Richardson number gives
cs(z) = − ρiρw
ρi − ρw
Rif,cru
2
∗
gws
νT
κ2z2
(6.26a)
=
ρiρw
ρw − ρi
Rif,cr
gκ
u3∗
hws
(
h
z
− 1
)
(parabolic) (6.26b)
where cs(z) is the critical concentration profile which, if exceeded, would
lead to a collapse of the turbulent field. Examples of such profiles for each
viscosity profile can be seen in Figure 6.9. The critical flux Richardson
number used is 0.15 (Turner, 1979). An average value is set for the rise
velocity in still water. As discussed in Section 6.1.2, the rise velocity of
9.2 mm.s−1 calculated by Morse and Richard (2009) may be considered
an upper limit. An average radius of 1 mm would give a rise velocity
of 3.7 mm.s−1 and this is used in Figure 6.9. The linear and parabolic eddy
viscosity assumptions give similar critical concentration profiles while the
Businger-Arya model, with hmax = 12 m, indicates a slightly smaller con-
centration. As hmax decreases, so does the concentration required for col-
lapse.
It is difficult to judge whether a sediment concentration exceeds a given
profile. Winterwerp (2001) proposed a more convenient parameter, the
depth-averaged critical sediment concentration,
Cs =
1
h
∫ h
z0
cs dz =
ρwρi
ρw − ρi
Rif,cr
κ
u3∗
gWs
, (6.27)
where the integration is performed over the depth of the flow (e.g. Winter-
werp et al., 2001; Winterwerp and van Kesteren, 2004). This is taken to be
from the interface (at the roughness length z0) to the bottom of the mixed
layer, h. Ws was referred to by Winterwerp (2001) as an “effective settling
velocity”. This can be interpreted as the reduced settling (rise) velocity
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Figure 6.9: The critical concentration profile at which a collapse in the turbulent field
will occur. It is predicted that, if the concentration exceeds these profiles, then a large
quantity of the crystals will be able to rise out of suspension. This is shown for 3
different viscosity profiles, with two values of hmax (12 m and 2 m) for the Businger-
Arya viscosity model.
of sediment (frazil) due to the turbulent environment. For the parabolic
viscosity profile
1
Ws
=
∫ h
z0
1
ws
(
1
z
− 1
h
)
dz . (6.28)
Given an average still water rise velocity, Ws is about an order of magni-
tude smaller than ws.
In Table 6.1, the depth-averaged critical sediment concentrations are
shown for the values used to plot Figure 6.9 (first row). Given below this
is the effect of altering the flux Richardson number, the average crystal
radius (equivalent to altering the rise velocity) and the friction velocity.
It is immediately apparent that the results for an average set of param-
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linear parabolic BA (12 m) BA (2 m)
Rif,cr = 0.15
rd = 1 mm 0.018 0.016 0.014 0.011
u∗ = 0.01 m.s−1
Rif,cr =
0.05 0.0058 0.0053 0.0047 0.0037
0.4 0.047 0.042 0.037 0.030
rd (mm) =
0.5 0.070 0.064 0.057 0.045
1.6 0.0070 0.0064 0.0057 0.0045
u∗ (m.s−1) =
0.005 0.0022 0.0019 0.0018 0.0014
0.02 0.14 0.13 0.11 0.092
Table 6.1: Values of the critical depth-averaged sediment concentration, Cs, and the
effect of altering the flux Richardson number, the average crystal radius and the
friction velocity. BA stands for the Businger-Arya viscosity profile, given for hmax =
12 m and 2 m. The results are given in kg.m−3.
eters are 5 to 10 times in excess of the average loads (of between 0.0005
and 0.004 kg.m−3) which were predicted as able to stay in suspension in
Section 6.1.2. This would suggest that a critical collapse would not oc-
cur through a build-up of frazil in a steady shear flow beneath the ice.
For such a collapse to occur, the dynamics of the system would need to
change. This could be through a decrease in the friction velocity or due to
a sudden influx of frazil, possibly from the nearby ice shelves.
In comparing the results in Table 6.1, it is noticeable that the differ-
ence between the viscosity profiles, while significant, is not as large as Fig-
ure 6.9 seems to imply. This is especially true in the case of the Businger-
Arya model with hmax = 2 m. This is because at smaller depths, where
the concentration is greatest, the viscosity profiles are similar. Due to the
higher concentrations in this region, it has a more significant role when
calculating Cs. As the variation in concentration between the profiles in-
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creases, the critical concentration decreases.
Looking at the effect of varying the parameters, a change inRif,cr leads
to a corresponding linear change in the depth-averaged critical concentra-
tion. The radius, due to the square dependency of rise velocity on r, has
a more marked effect on Cs. However, it is the friction velocity which has
the most significant influence on Cs due to the u3∗ term in Equation 6.28.
Doubling or halving the friction velocity leads to a increase or decrease in
the Cs by nearly an order of magnitude.
6.4 Critical flux Richardson number
In this final section, the depth at which various critical values of the flux
Richardson number occur, corresponding to significant turbulence de-
struction, is investigated. It will then be possible to see if these depths are
likely to occur within the mixed layer. The flux Richardson number was
introduced in Section 6.2.1 as the ratio of the energy produced by shear to
that destroyed by buoyancy. It can be defined as in Equation 6.24,
Rif = −g
(
ρi − ρw
ρiρw
)
wsc(z)κ
2z2
νTu2∗
,
where the concentration profile, c(z), and the eddy viscosity profile, νT ,
still need to be given.
Experiments have led to a critical value for Rif of between 0.05 and
0.4 being proposed for the complete destruction of a turbulent field. Also
worth considering, however, are a critical value of 1, where the rate of
buoyancy destruction of energy equals its production by shear, and the
point where Rif → ∞, at which stage all the turbulent energy is “in-
stantly” destroyed.
In Section 6.2.1, eddy viscosity profiles which depend on the depth be-
low the ice-water interface were used. This allowed for an algebraic solu-
tion for the critical concentration to be found. However, in Section 6.2.2, an
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eddy viscosity profile which depends on the flux Richardson number (and
hence the concentration in suspension) was proposed (Equation 6.21),
νT =
κu∗z
1 + αRif
(Smith and McLean, 1977). As the stabilising concentration increases, so
does Rif , decreasing νT . From Equation 6.24, as νT decreases, Rif in-
creases. This may lead to a continuing snowball effect. Substituting νT
into Rif and solving for Rif gives
Rif =
−g (ρi − ρw) c(z)wsκz
ρiρwu3∗ + g (ρi − ρw) c(z)wsκzα
(6.29)
which depends on the depth, both explicitly, and through c(z). The form of
Equation 6.29 includes the feedback effect between Rif and νT , with a sin-
gularity when the denominator is 0. As in Section 6.1.2, a constant ws (all
crystals being the same radius) is assumed. Plotting the flux Richardson
number against z c(z) shows Rif increasing rapidly and tending to infin-
ity near a critical value of z c(z). As the radius of the crystals increases, so
does this critical value.
In order to find the depth at which the given values of Rif occur, the
concentration profile must be specified. Two versions will be used in this
section. The first is Equation 6.17a, the simplest profile proposed. The
second is derived in Appendix D, and is based on the eddy viscosity given
above. This gives
c
Ca
=
(
z
za
)−b
ζb
1−b
[(
z
za
)1−b
− 1
]
+ 1
(6.30)
where
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ζ = Cazaζ =
Cazagκ (ρi − ρw)wsα
ρwρiu3∗
. (6.31)
To find where Rif → ∞, the denominator of Equation 6.29 is set to
0. Substituting either Equation 6.17a or 6.30 for c(z) into the denominator
and solving for z gives
z = za (−ζ)
1
b−1 (6.32a)
z = za
( −ζ
1− b(ζ + 1)
) 1
b−1
. (6.32b)
Alternatively, by substituting the concentration profiles into Equa-
tion 6.29 and solving for z, the depth at which a given value of Rif occurs
can be found. This gives
z = za (−ζ1)
1
b−1 (6.33a)
z = za
(
ζb− ζ1(b− 1)
ζb+ (b− 1)
) 1
b−1
(6.33b)
where
ζ1 =
κgws (ρi − ρw) zaCa (1 + αRif,cr)
ρiρwu3∗Rif,cr
. (6.34)
As mentioned above, in theory a critical flux Richardson number of 1 leads
to the destruction of the shear produced turbulence. However, experimen-
tally, it has been found that the collapse of turbulence may occur at a lower
value.
Using the Ca and za given by Equations 6.18a and 6.18b (Smith and
McLean, 1977; Soulsby, 1998), and a friction velocity of 1 cm.s−1, Fig-
ure 6.10 shows the depth at which certain values of the flux Richardson
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Figure 6.10: The critical depth at which certain values of the flux Richardson num-
ber occur, corresponding to the potential collapse of turbulence, for a suspension
with a given rise velocity. No maximum has been assumed for the mass of crystals
in suspension. The solid lines are plotted using the concentration profile given by
Equation 6.17a, the dotted lines use Equation 6.30.
number occur, corresponding to the potential collapse of the turbulent
field, for a suspension of crystals of a given rise velocity. Using the simpler
concentration profile, for a suspension with a rise velocity of 0.5 mm.s−1,
Rif,cr → ∞ at a depth of 0.5 m. This depth increases rapidly as the rise
velocity increases, and is nearly 50 m for a rise velocity of 2.5 mm.s−1. This
suggests that, for a sufficiently high rise velocity, the critical flux Richard-
son number will not occur in the mixed layer. Lowering Rif,cr to 1, at
which point all the turbulence produced by shear is destroyed by the sta-
bilising buoyancy gradient, has only a minor effect on the critical depth for
a given rise velocity. However, decreasing Rif,cr further results in lower
values of the critical depth, and a larger range of rise velocities over which
the given value of the flux Richardson number is reached in the mixed
layer. For all of these, the depth tends to infinity as the rise velocity ap-
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Figure 6.11: The critical depth at which certain values of the flux Richardson number
occur, for a suspension with a given rise velocity. In this case, za and Ca are based on
there being a maximum mass which can be held in suspension. The solid lines are
plotted using the concentration profile given by Equation 6.17a, the dotted lines use
Equation 6.30.
proaches 4 mm.s−1, equivalent to a Rouse number of 1.
Using instead a concentration which varies according to Equation 6.30,
there is a decrease in the critical depth at which Rif occurs for a given
rise velocity. This is especially true for larger rise velocities. Hence, again,
there is a larger range of rise velocities over which the flux Richardson
number occurs.
It should be noted, however, that the reference depth and concentra-
tion used to calculate the concentration profiles for Figure 6.10 assume
that there is no maximum mass of crystals which can be held in suspen-
sion, as predicted in Section 6.1.2. In fact, the average concentration in the
mixed layer for a rise velocity of 0.5 mm.s−1 is nearly three orders of mag-
nitude greater than the maximum predicted by Equation 6.7. Figure 6.11
uses a za and Ca based on this maximum. It is apparent that the reduc-
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tion in the suspended concentration results in a significantly reduced flux
Richardson number for a given depth. None of the flux Richardson num-
bers which are plotted in Figure 6.11 occur within 100 m of the ice-water
interface. This is outside the range of mixed layer depths typically found
in the Antarctic. This appears to confirm the findings of the previous sec-
tion which suggested that a complete collapse of the turbulent field will
not occur for concentrations which can be held in suspension.
6.5 Summary
The work in Chapters 3 and 4 investigated the effect of turbulence on a
single crystal. In this chapter the focus has been on what may happen to a
mass of crystals beneath sea ice. Of particular interest has been whether a
frazil concentration may suggest any possible explanations to the platelet
puzzle introduced in Chapter 2.
A modification to the Shields diagram showed that crystals up to at
least 1 mm in radius would be kept in suspension if the Shields criterion
for motion was met. Crystals larger than this require greater turbulence to
lift them from bedload motion to transport in the suspended load. It was
also suggested that crystals which rise from depth may be kept in suspen-
sion even if they are below the critical Shields criterion for mobilisation.
By comparing the stress due to shear induced turbulence with that
caused by a mass of crystals, it was possible to estimate the average
mass per cubic metre which could be held in suspension. This increased
quadratically with the friction velocity. It was shown that, for a friction
velocity of 1 cm.s−1, a density of 0.002 kg.m−3 of frazil could be prevented
from rising to the interface. Depending on the size of the frazil crystals
in suspension, this could indicate anywhere from a few thousand crystals
to well over a million per cubic metre. Comparisons with field measure-
ments showed promise. Whether these field readings are near the maxi-
mum capacity for their flow depends on their rate of creation or influx into
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the flow. Obviously, however, if the maximum load theory is correct, the
number of crystals should not exceed the capacity (over any reasonable
time period).
Given a density of crystals near the maximum load limit described
above, any further increase in the density of crystals (through growth or
influx from the nearby ice shelves) or decrease in the friction velocity (for
example, if the tide or current weakens) will lead to a settling out of the
largest crystals near the ice-water interface. Even if neither of these occur,
there is still the possibility that the density of crystals may affect the flow
that is keeping them in suspension. Indeed, it was shown that a crystal
concentration can decrease the friction velocity of a flow. This effect is
most noticeable if the concentration consists of crystals with a radius of
around 0.5 mm. Given a shear flow of 10 cm.s−1, the maximum decrease
in the friction velocity was found to be around 13%. Though this would
have little effect on a single crystal, it may have a more significant effect
on a mass of crystals held in suspension.
Also considered was whether a concentration of crystals could cause a
critical collapse in the turbulent flow due to its stabilising density gradient.
Such an effect was suggested for river sediment and occurs when cohesive
sediment dampens the flow, forming a porous, mobile mud layer which
prevents the creation of turbulence. This may be compared to the layer
of loose platelet crystals which has been observed beneath an ice cover
during field observations (Gow et al., 1982; Lange, 1988; Eicken and Lange,
1989; Gow et al., 1998; Langhorne et al., 2006).
In quantifying the density of crystals required for a critical collapse of
the turbulent field, it was found that the density was greater than that
which could be held in suspension by the flow. This suggests that a col-
lapse of turbulence could occur only through an influx of crystals, a drop
in the friction velocity, or if the local concentration exceeds the local criti-
cal value over a given depth (even though the average value may still be
below its critical value).
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This was apparently confirmed in the final section of the chapter. A
flux Richardson number tending to infinity implies the destruction of all
shear produced turbulence by a stabilising buoyancy gradient. For Rif =
1, as much turbulence is destroyed as is produced. It is known that the
flux Richardson number depends on the eddy viscosity profile. It was
proposed by Smith and McLean (1977) that the eddy viscosity may also
depend on Rif . Combining the equations for Rif and νT , it was shown
that, for a value of Rif of 0.15 or greater to occur within the mixed layer,
the average mass of crystals in suspension would need to be greater than
the maximum mass predicted earlier in the chapter.
It is possible that crystals could be transported (for example from un-
derneath a nearby ice shelf) to below the sea ice. Depending on the mass
of crystals already beneath the ice and the quantity swept in, one of three
outcomes could occur:
• no change as the combined mass of crystals does not exceed the max-
imum suspendable load
• some settling of crystals if the combined mass exceeds the maximum
load but is not enough for a critical collapse of turbulence
• a sudden reduction in the number of crystals in suspension if the
combined mass is enough to cause a collapse of the turbulent field.
Chapter 7
Conclusions
The main focus of this thesis has been to investigate the platelet ice which
makes up a significant portion of sea ice growth in some Antarctic regions.
Specifically, it has been asked why, as is commonly observed, do platelet
crystals appear only after at least 1 m of congelation growth has occurred.
It was assumed that these platelets form when smaller frazil crystals, be-
neath the ice, settle against the ice-water interface. Once attached they
may grow into the larger platelet crystals seen in ice cores. In this chapter
the key results of the thesis will be briefly discussed. Suggestions will also
be made for possible extensions to this work.
7.1 Shear flow
The first method proposed for keeping frazil from settling against the in-
terface was the shear flow of the water below the ice. The Shields criterion
is commonly used in sedimentation theory to estimate when sediment mo-
tion will commence at a river- or sea-bed. In Chapter 3 it was used to find
the critical friction velocity which, if exceeded, would imply that frazil
crystals would be unable to settle at the interface. It was shown that the
larger, more buoyant, crystals require a greater friction velocity to keep
them moving.
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Shear flow is the combination of the tidal flow, the prevailing currents
and the movement of the ice itself. At most times, tidal flow is the dom-
inant mechanism of these three. The friction velocity created by a typical
shear flow was found to have sufficient strength to keep crystals of up to
nearly 3 mm in radius from adhering to the interface. This is large for a
crystal in a natural environment.
It is important to note that shear flow alone cannot explain the platelet
puzzle and their delayed appearance in the sea ice. The shear flow does
not decrease as the ice grows. Therefore, a crystal kept in motion initially
will still be unable to settle after a growth of 1 m or more.
As the shear flow is largely due to tidal flow, the question of what may
occur as the tides turn was also posed. It was assumed that the time taken
for the tides to turn (slack water) would exceed the length of time required
for turbulence to dissipate (pers. comm. Craig Stevens). Hence, another
mechanism is required to keep the frazil crystals in suspension. Confirm-
ing this assumption, either with more accurate calculations of the time
scales, or through time-varying measurements of the turbulence beneath
the ice, is important in providing a greater knowledge of the turbulent
environment in which the crystals are suspended.
7.2 Rise velocity
In Chapter 4, Stokes’ Law was used to develop a formula for the rise ve-
locity of frazil crystals in still water. Equation 4.3,
uSt =
V (ρw − ρi)g
6µpiR
,
was proposed, where V is the volume of the disc and R an effective radius
based on the orientation of its ascension. Given calm surroundings, it was
found that a crystal will rise with its flat side perpendicular to the vertical.
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This gives an effective radius of R = 8rd/3pi where rd is the radius of the
crystal.
While strictly only true for crystals smaller than 1 mm (with a Reynolds
number less than 1), comparing Equation 4.3 with field measurements
and other rise velocity equations shows a good match for crystals up to
around 3 mm in radius. Beyond this, measurements are sparse however,
the rise velocity may become proportional to the crystal radius (Morse and
Richard, 2009) or to the square root of the radius (Daly, 1984).
Also of importance for the rise velocity is the aspect ratio, the ratio of
thickness to diameter of a crystal, which enters the equation through the
disc volume, V . While aspect ratios between 0.01 and 0.1 are often quoted,
larger values appear to over-predict the rise velocity. A more definitive
knowledge of the aspect ratio, including any potential change in the ratio
with the crystal radius, would be useful.
Accurate predictions of the rise velocity are vital for frazil settling
theories. Hence, further experimental measurements of the rise velocity,
preferably in both still and turbulent conditions, are essential. Turbulence
can have a significant effect on the rise velocity of crystals. Turbulent fluc-
tuations may oppose the motion of the frazil, while vortex fields can trap
or fast track crystals.
7.3 Brine rejection
The velocity associated with brine rejection was suggested as an explana-
tion for the suspension of frazil crystals during periods of negligible shear
flow. By comparing this with the crystal rise velocity, it was shown that
crystals up to 1.7 mm in radius could be kept in suspension early in the
growth season. Importantly, brine rejection is dependent on the rate of ice
growth. Hence, it decreases as the ice increases in depth, which allows
progressively smaller crystals to rise to the interface. When the sea ice
is 1 m thick, the radius of the crystals able to rise out of suspension has
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dropped by around 0.4 mm.
This provides a plausible explanation for the delayed appearance of
platelet ice in ice cores. However it is not certain that the change in crystal
size able to rise out of suspension is sufficient to answer the platelet puz-
zle. Indeed, it was estimated that, depending on the rate of ice growth,
crystals smaller than 1.3 mm may be kept permanently in suspension.
An extension to this work, from McGuinness et al. (2009), was also pre-
sented. In it, an attempt was made to develop a model which combines
the effect of shear flow and brine rejection. Despite the atmospheric re-
search into the analogous case of wind and buoyant air plumes over land
or sea (for example van den Hurk and Holtslag (1997); Mahrt et al. (1998);
Grachev et al. (1998)), this remains one of the trickiest problems to deal
with. Much of the previously detailed work focuses on combining the two
motions into a single friction velocity. However, this is not an appropriate
method for considering the competence of brine plumes and tides to keep
frazil crystals from settling as, by acting in different directions, they affect
the rise velocity of the crystals in different ways.
By comparing frazil crystals with diesel droplets (which have a similar
relative density), it was surmised that small crystals may tend to a constant
rise velocity in turbulent waters, depending on the friction velocity of the
system. As the crystal radius increases, the rise velocity reverts to the still
water value. It was shown that, if this is true, the radius at which crystals
may rise out of suspension decreases significantly at a critical ice thickness,
which represents the point at which the velocity associated with brine re-
jection drops below the crystal rise velocity. Though sensitive to changes
in the parameters, standard values, with a friction velocity of 0.5 cm.s−1,
suggest that this occurs at a critical ice thickness of around 0.95 m.
Again, it is stressed that there is a need for further investigations into
the frazil crystals in situ beneath sea ice. Current methods of crystal mea-
surement tend to favour the discovery of larger crystals, due to the diffi-
culty in detecting the smaller discs. This leads to a tendency to overesti-
CHAPTER 7. CONCLUSIONS 161
mate the average size of a crystal and, hence, its rise velocity.
Of interest, as a further development to this work, is the effect of a
more porous structure at the ice-water interface. As mentioned in Sec-
tion 5.6, the difference between the rates of heat and salt diffusion at the
interface can lead to the formation of a mushy zone. This region, with a
significant liquid fraction (changing with depth), may affect the velocity
associated with brine rejection. While field measurements would be diffi-
cult, theoretical results may prove enlightening.
7.4 Ice growth
The aim of the ice growth model presented in Chapter 5 was to develop a
simple yet accurate model for first-year ice which included the effects of
both salt and convective transfer at the ice-water interface. It was shown
that a build-up of salt at the ice-water interface significantly decreases the
rate of growth. The excess salt occurs as heat is transferred more rapidly
away from the interface. As the temperature and salinity are linked, this
leads to a depression in the freezing point at the interface and an increased
flux from ocean to ice.
One of the most interesting results of the model was the effect of alter-
ing the mixed layer temperature. It would seem intuitive that increasing
the mixed layer temperature (and decreasing the salinity proportionally)
would increase the oceanic heat flux and decrease the growth. This does
not occur. This is because the temperature is fixed to be at the freezing
point temperature of the salinity. A warmer mixed layer has a lower salin-
ity. This means that there is less salt to be rejected by the ice and therefore
the build-up of salt at the interface (which occurs due to the slower dif-
fusivity of salt than heat) is smaller. This increases the temperature at the
interface, and the change of temperature is greater than that prescribed in
the mixed layer. Therefore, the oceanic heat flux decreases, and the growth
rate increases. The opposite is true for a decrease in the mixed layer tem-
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perature.
It was also shown that supercooling of the mixed layer can lead to a
significant increase in the growth rate. In this case, the temperature in
the mixed layer is decreased without an equivalent increase in the salinity.
This leads to a decrease in the oceanic heat flux.
When compared with Antarctic field results, it was apparent that the
model predicts significantly less growth. It was surmised that this extra
growth may be caused by the inclusion of platelet ice in the Antarctic mea-
surements. This is not included in the model presented. Though some
work has been done on adding the effects of platelet growth to sea-ice
models (for example Steele et al., 1989; Crocker and Wadhams, 1989), im-
proving on this is vital in order to accurately predict the ice growth in the
regions of Antarctica where platelet growth is prevalent.
7.5 Shear stabilisation
The focus of the first chapters of this thesis was on the effect of a flow on
a single crystal. In Chapter 6, a mass (or density) of crystals in suspension
was considered. Not only was the ability of a flow to suspend this mass
investigated, it was also asked whether a mass of crystals may, in turn,
affect the turbulent environment.
A mass of crystals, beneath a unit area of sea ice, induces an upward
stress. This stress of suspension increases with the frazil mass. The tur-
bulence associated with shear flow can counteract this stress. Balancing
these, it was found that, for a friction velocity of 1 cm.s−1, the density of
crystals which can be held in suspension is 0.002 kg.m−3. This implies a
crystal concentration in the order of 104 to 106 crystals per cubic metre (for
crystals radii between 0.3 and 1.3 mm). The total mass which can be held
in suspension per unit volume increases with the friction velocity.
Once again, it is the unavailability of sub-sea ice data on the frazil con-
centration which is the greatest difficulty in evaluating this result. To aid
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the work in this chapter, further studies into the number of crystals and
their size would be interesting. However, most useful would be a direct
measurement of the mass of crystals in suspension.
It was suggested that frazil crystals may act like a “cohesive” sediment.
A cohesive sediment forms a porous, fluid layer as it settles out of sus-
pension. This layer continues to damp the turbulence and may lead to a
critical collapse of the turbulent field. However, the critical average den-
sity required for such a collapse was found to exceed the density of crys-
tals which can be held in suspension. Hence, it would be expected that,
in most circumstances, the gradual settling of crystals would occur first,
preventing the build-up of a sufficient mass of crystals for collapse. An
interesting extension to this work would be to analyse whether including
the reduction in flow strength as the tides turn has any effect on the critical
value for collapse (Winterwerp et al., 2001).
This does raise the question as to where the significant fraction of frazil
formation occurs. If nucleation and growth occurs predominantly beneath
the sea ice, a steady build-up in the crystal mass would result. If the flow is
sufficient to keep the individual crystals in suspension, the mass of crystals
beneath the ice could continue to build until the critical value for suspen-
sion is exceeded. At this stage the largest crystals, close to the interface,
would rise to the interface and become incorporated into the cover. The
timing of their appearance in ice cores would depend on the length of time
taken for the crystal mass to build.
Alternatively, the majority of frazil crystals may be swept below the ice
from other locations. It is known that a rapidly moving water plume from
beneath a nearby ice shelf can contain a quantity of frazil. The movement
of the frazil once beneath the sea ice depends on a number of factors. Most
notably, the mass of frazil in the plume and any change in the turbulent
velocity must be considered. A sufficient mass may result in the critical
criterion for the collapse of turbulence being exceeded. It is therefore vital
to confirm the origin of the frazil crystals.
Glossary
Antarctic Circle Line of latitude, currently at 66.6oS, south of which all
regions experience at least one day of 24 hr sunlight and one of
24 hr darkness.
atmospheric heat flux Heat flux from the ice to the atmosphere. Also
called the conductive heat flux.
bedload Transportation of sediment (or ice crystals) near to the solid-
fluid interface.
brine Seawater with a high salt concentration.
degree-day A combined measure of the temperature below freezing
and length of time a region has been at that temperature. One
degree-day of freezing is equivalent to 1 day at 1◦C below freez-
ing.
dendrite Ice crystals which grow more rapidly into the water around
them.
dry mass The mass of sediment in a suspended load if it was removed
from the fluid supporting it.
eutectic The eutectic point of a mixture is the point at which the tem-
perature and concentration of an alloy are such that both (all)
constituents freeze (or melt) at the same time.
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flux Richardson number Ratio of the buoyancy destruction and shear
production terms in the turbulent kinetic energy equation. Used
to describe the stabilisation effect of buoyancy on shear pro-
duced turbulence.
frazil Small, disc-shaped ice crystals which, if provided with nucle-
ation points, form and grow in turbulent, supercooled water.
Can range in size from 0.1 mm to 10 mm in diameter. In natural
environments tend to be on the smaller size.
freezing point temperature The temperature at which seawater of a giv-
en salinity will begin to freeze.
friction velocity A characteristic velocity scale which gives a measure of
the strength of turbulence in a flow.
grain Reynolds number A ratio of inertial forces to viscous forces. It is
used to predict regions of laminar or turbulent flow. A crystal
with a low grain Reynolds number will behave as if in laminar
flow, even if in a turbulent environment.
halocline A strong, vertical salinity gradient. Present in the Southern
Ocean, it plays an important role in maintaining the stratifi-
cation of the seawater. Holds the depth of the mixed layer in
check.
ice core Method of measuring the depth of sea ice and its composition.
For shallow ice, a narrow, hollow tube is lowered into the ice to
capture a sample.
ice shelf Region of floating ice which is attached to a glacier. It is largely
formed on land before “flowing” into the sea. An ice shelf can
be much thicker than sea ice.
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lead Narrow cracks of ice, often short-lived, which form in an ice
cover due to ice movement.
mixed layer A region directly below the sea ice which has a constant
temperature and salinity. Developing during the initial forma-
tion of an ice cover, it can grow from 25 m early in the season to
nearly 100 m in some regions.
oceanic heat flux Heat flux between the ocean and the ice. Usually
travels from the ocean up into the ice, unless the mixed layer
is significantly supercooled. Generally small in the Arctic, it
can have a significant effect on Antarctic ice growth.
pancake ice Ice created by frazil accretion during early season growth.
Large circular discs, ranging in size from a few centimetres to
a few metres, they are characterised by upturned edges due to
collisions with other pancakes. Eventually adhere together to
form a continuous ice layer.
platelet A number of definitions can be found for a platelet. In this the-
sis it is used to describe the larger sizes of frazil crystals. They
can be found in large quantities either floating beneath an ice
cover (in a platelet layer) or incorporated into it.
Prandtl number A dimensionless number which compares the momen-
tum and thermal diffusivities. It is used to examine the differ-
ing rates at which heat and momentum diffuse in a system.
rafting The movement of one ice sheet riding up over another as they
press together.
Rouse number Ratio of a sediment’s fall velocity due to gravity to the
upward turbulent forces acting on it.
GLOSSARY 167
Schmidt number A dimensionless number, analogous to the Prandtl
number, except used to compare mass and momentum.
Stanton number A dimensionless number used in forced convection.
Gives the ratio of heat transferred to the thermal capacity of
the fluid.
Stefan problem Boundary value problem for a (system of) partial dif-
ferential equation(s) where the boundary can move with time.
suspended load Transportation of sediment (or ice crystals) which are
held in suspension away from the solid-fluid interface.
turbulent kinetic energy equation Describes the mean energy per unit
mass of eddies in a turbulent flow.
Appendix A
Conservation equations
A.1 Conservation of salt
In calculating the conservation of salt at a growing ice interface, it is im-
portant to consider both the movement of the ice-water interface and the
“blowing” effect caused by ice expansion during freezing. It is easiest to
do this calculation in a frame of reference moving with the interface, as
shown in Figure A.1.
Moving with the reference frame, we have a flux of ice out of ‘a’, the
top of the reference frame. There is also a flux of water in, at ‘b’. The ice
expanding, however, acts against the influx of water at ‘b’. This creates an
additional flux, ρwd˙, where d˙ is the “blowing” velocity associated with the
ice expansion. The mass conservation equation is then
ρih˙ δAδt = ρwh˙ δAδt− ρwd˙ δAδt (A.1)
where ρi and ρw are the densities of ice and water respectively, h is the
position of the interface, while δA and δt are a unit area and unit time. The
over dot represents differentiation with respect to time. This gives
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h
ice
water
a
b
Figure A.1: Diagram of an elementary volume (from a to b) in a moving reference
frame around the ice-water interface, h. As the ice freezes, the reference frame moves
downwards.
ρw
(
h˙− d˙
)
= ρih˙ . (A.2)
A similar equation exists for salt. However, with ice rejecting salt into
the water below, a salt flux term, Qs, must be included. The salt conserva-
tion equation (omitting the unit area and time) is thus
Siρih˙ = Swρwh˙− Swρwd˙+Qs (A.3)
where Si and Sw are the salinities of the ice just above the interface and the
water just below, respectively. This can also be rearranged, giving
ρw
(
h˙− d˙
)
=
Siρih˙−Qs
Sw
. (A.4)
Equating Equations A.2 and A.4 simplifies the conservation of salt to
(Si − Sw) ρih˙ = QS . (A.5)
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A.2 Conservation of energy
The conservation of energy (heat) equation is slightly more complicated
due to heat conduction through the ice. The equation (again, omitting the
unit area and time) becomes
ki
∂T
∂z
+Hiρih˙ = Hwρw
(
h˙− d˙
)
−QT (A.6)
where ki is the conductivity of ice, Hi and Hw are the specific enthalpies
of ice and water (at the freezing point temperature) respectively and ∂T
∂z
is
the temperature gradient in the ice. QT is the oceanic heat flux. Combining
this with Equation A.2 gives
Lρih˙ = −ki∂T
∂z
−QT (A.7)
where L ( = Hi −Hw ) is the latent heat of fusion.
Appendix B
Matlab M-files
B.1 M-file ‘RungeKuttarealTa’
function [t,h,T]=RungeKuttarealTa(tinit,guesses,tfin,n,u1)
% This function solves a system of differential equations using
% the Runge-Kutta 4th order method to calculate the following
% step. Given an initial ice thickness and a reasonable guess for
% the initial temperature, it finds the interfacial temperature
% and ice thickness over the required time period.
%
% The approximations T(1),...,T(n+1) will be calculated at the
% n+1 points t(1),...,t(n+1) in the interval [tinit,tfin]
%
% tinit - the initial starting value for the time, usually 0
% seconds.
% tfin - the final time, also in seconds.
% guesses are initial values used to guess the starting point
% for the differential equation variables [h(0),T(0)]
% u1 - the value of the friction velocity used.
% n - the number of steps taken from the start to the finish.
%
% This can be solved in Matlab (or in a script) as (for example)
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% [t,h,T] = RungeKuttarealTa(0,[0.1,-5],12960000,3800,0.01);
%
% The data provided has 7600 data points for the 150 days of
% winter. n must be selected so that each time step is an integer
% (for the temperature data value). Using 7600 uses all the data
% values. Factors of 7600 allow for quicker runs.
%
%
% Firstly loading the constant values, as defined in RealTaeqns
%
global realTa
%
% Calculating ss from tinit, tfin and n, where ss is the step
% size
%
ss=(tfin-tinit)/n;
%
% Initializing t,h,T as n+1 column vectors... not
% essential but gives [t h T] in tabular form as t,h,T
% are vectors and helps the program to run more efficiently.
% This command also stops matlab giving the suggestion of
% preallocating for t.
%
t=zeros(n+1,1);
h=zeros(n+1,1);
T=zeros(n+1,1);
%
% defining the initial h and T.
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% h is the initial value for h given in guesses.
% T is found using the fzero to solve the 2 combined equations
% (combined in RealTaeqns) for the temperature for the given
% ice thickness.
%
h(1)=guesses(1);
T(1)=fzero(@(T) RealTaeqns(h(1),T,u1,1),guesses(2));
%
% Time (t) is introduced through the steps (i) as, though not
% explicitly used in the equations, both h and T depend on it.
% Ice thickness is calculated at i+1 using the Runge-Kutta
% fourth-order method.
% ’a’ is the function for dh/dt, the growth rate of the
% interface, defined as a seperate function below.
%
for i=1:n
t(i+1)=t(i)+ss;
ka1=a(h(i),T(i));
ka2=a(h(i)+(ss/(2))*ka1,T(i));
ka3=a(h(i)+(ss/(2))*ka2,T(i));
ka4=a(h(i)+ss*ka3,T(i));
h(i+1)=h(i)+(ss/(6))*(ka1+2*ka2+2*ka3+ka4);
T(i+1)=fzero(@(T) RealTaeqns(h(i+1),T,u1,i*(7600/n)),T(i));
end
%
% Also needed for definition are the functions for dh/dt as
% presented in the main body of the thesis
%
function deriv1=a(h,T)
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global realTa
%
% The differential equation for hdot from heat balance.
%
deriv1=(-realTa.ki*(realTa.thetaa-T)/h+realTa.Ch*realTa.u*
(T-realTa.thetaml)*realTa.rhoml*realTa.Cml)/
(realTa.rhoi*realTa.L);
function deriv2=b(h,T)
global realTa
%
% The differential equation for hdot from salt balance (not
% actually used in this file, but could be substituted, with
% the same results, for ’a’).
%
deriv2=-(realTa.Cs*realTa.u*(realTa.S-realTa.Sml)*realTa.rhoml)/
(realTa.rhoi*(realTa.Si-realTa.S));
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B.2 M-file ‘RealTaeqns’
function Tvalue=RealTaeqns(h,T,u1,ti)
%
% This function defines the 2 equations used in the ice growth
% model presented in the thesis. These equations are then
% equated to give a single equation with hdot eliminated, linking
% the temperature at the interface and the thickness of the ice.
% It must be solved numerically using fzero.
% This function is used in RungeKuttarealTa to calculate the
% interfacial temperature if a value for the ice thickness is
% given.
%
% Its inputs are:
% h - given ice thickness (m)
% T - interface temperature (to be found) (deg C)
% u1 - friction velocity value (m/s)
% ti - current time after initial growth (s)
%
% The value for the interface equation be found by first setting
% h (at, say, 0.1m) and then calling
% fzero(@(T) RealTaeqns(h,T,u1,ti),-15) which will search for a
% solution to the equation near to T=-15 deg C.
%
% Alternatively if T is set, the value of he can be found by
% calling fzero(@(h) RealTaeqns(...),happrox)
%
%
% First the global realTa is set to allow these constants to also
% be used in RungeKuttarealTa.
%
global realTa
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%
% Then the constants are defined.
%
realTa.rhoml=1030; % density of the water (kg/mˆ3)
realTa.rhoi=910; % density of the ice (kg/mˆ3)
realTa.Sml=35; % salinity of the mixed layer (ppt)
realTa.f=0.14;
realTa.a=0.054; % freezing point dependence on salinity
% (degC/ppt)
realTa.zi=50; % depth of the mixed layer (m)
realTa.g=9.8; % acceleration due to gravity (m/sˆ2)
realTa.rhows=0.81; % d(rhoml)/dS (kg/mˆ3/ppt)
realTa.Cml=3974; % thermal capacity of sea water (J/kg/degC)
realTa.Ch=5.6E-3; % heat transport coeffecient
realTa.Cs=1.8E-4; % salt transport cefficient
realTa.CD=1.3E-3; % friction coefficient
realTa.thetaml=-1.89; % mixed layer temperature (degC)
realTa.kml=0.6; % mixed layer thermal conducitivity
% (J/s/m/degC)
realTa.ki=2.1; % ice thermal conductivity (J/s/m/degC)
realTa.rhow=999.84+realTa.rhows*(-T/realTa.a);
% OR the water density near the interface can be approximated
% equal to the mixed layer density
% realTa.rhow=1030;
%
% Different temperature values for the air temperature can be
% used. The first (used in this case) is RealT, the actual
% temperature data provided. The following are various other
% options including a constant temperature, sinusoidal
% variations and finally an formulaic approximation to the
% real data used to check the validity of the results.
APPENDIX B. MATLAB M-FILES 177
%
load RealT
%realTa.thetaa=-25; % average air temperature (degC)
%realTa.thetaa=5*sin(2*pi*ti/86400)-25;
% sinusoidal daily variation of temperature
%realTa.thetaa=5*sin(2*pi*ti/86400)-26*exp(-ti/172800000);
% sinusoidal daily variation of temperature,
% with an exponential increase in temp
% over the winterealTa.
%realTa.thetaa=5*sin(2*pi*ti/86400)-25.5+6*
% ((ti-8640000)/17280000)ˆ2;
% sinusoidal daily variation of temperature with a
% parabolic decrease then increase in temperature
%if (ti>=0 && ti<40*86400)
% realTa.thetaa=5*sin(2*pi*ti/86400)-25;
%elseif (ti>=40*86400 && ti<50*86400)
% realTa.thetaa=5*sin(2*pi*ti/86400)-
% exp((ti-40*86400)/350000)-24;
%elseif (ti>=50*86400 && ti<120*86400)
% realTa.thetaa=8*sin(2*pi*ti/86400)-
% ((ti-55*86400)*(ti-85*86400)*(ti-121*86400)/1E18)-25;
%elseif (ti>=120*86400 && ti<140*86400)
% realTa.thetaa=8*sin(2*pi*ti/86400)-27;
%elseif (ti>=140*86400 && ti<=200*86400)
% realTa.thetaa=7*sin(2*pi*ti/86400)-
% ((ti-170*86400)/750000)ˆ2-25;
%end
%
% This sets the value of the air temperature as the air
% temperature given by one of the previous expressions,
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% or the actual data value, at the given time, ti.
%
realTa.thetaa=RealT(ti);
%
% Given the equation for the freezing point temperature.
%
realTa.S=-T/(realTa.a);
% and the salinity of the ice (dependent on the water below)
realTa.Si=realTa.f*realTa.S;
% as well as the latent heat of freezing (J/kg)
%realTa.L=334000; % latent heat of fusion of pure water
realTa.L=289000; % (constant) latent heat of sea ice fusion
% Varying latent heat of sea ice
%realTa.L=(1000*4.186.8)*(79.68 - 0.505*T - 0.273E-1*realTa.Si +
%4.3115*realTa.Si./T + 0.8E-3*realTa.Si*T - 0.9E-2*T.ˆ2);
%realTa.L=4186.8*(79.68 - 0.505*T - 27.3*realTa.Si +
%4311.5*realTa.Si./T);
%
% defining the friction velocity given as an input
%
realTa.u=u1;
%
% The differential equations, dh/dt (heat and salt)
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%
EQ1=(-realTa.ki*(realTa.thetaa-T)/h+realTa.Ch*realTa.u*
(T-realTa.thetaml)*realTa.rhow*realTa.Cml)./
(realTa.rhoi*realTa.L);
EQ2=-(realTa.Cs*realTa.u*(realTa.S-realTa.Sml)*realTa.rhoml)
/(realTa.rhoi*(realTa.Si-realTa.S));
Tvalue=EQ1-EQ2;
Appendix C
Stress Due to a Suspended Load
The stress due to a suspended solid (crystal) load can be found by calculat-
ing the upwards force below a 1 m2 section of ice. The net force (upwards)
is simply the difference between the weight of the crystals and the resul-
tant buoyancy. Hence
Fnet = ρwVwg − ρiVig (C.1)
where ρw and ρi are the densities of the water and ice respectively, and g
is the acceleration due to gravity. The volume of ice, Vi, and the water it
displaces, Vw, are equal as the ice is fully immersed. The volume of ice is
equal to its dry mass, mi, divided by its density. Therefore
Fnet = mi
ρw − ρi
ρw
g . (C.2)
Given that the stress is simply the net force divided by the area on which
it is acting (A), the stress of the immersed crystals can be given as
τcrys =
mi
A
ρw − ρi
ρw
g . (C.3)
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Concentration profiles
D.1 Linear eddy viscosity
Winterwerp and van Kesteren (2004) gave the mass balance for sediment,
ignoring horizontal concentration changes, as
∂c
∂t
− ∂
∂z
〈c′w′〉 − ∂
∂z
(
νT
∂c
∂z
)
= 0 (D.1)
where c is the concentration, 〈c′w′〉 is the average variation in the concen-
tration fluctuations and νT is the eddy viscosity profile. One of the sim-
plest closures to this is to assume that, in steady equilibrium conditions,
the Reynolds flux is proportional to the gradient of the sediment concen-
tration (Tropea et al., 2007; Garcia, 2008)
〈c′w′〉 = −νT dc
dz
. (D.2)
The net vertical flux of sediment can be given by
Fsz = −wsc+ 〈c′w′〉 (D.3)
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and, given equilibrium conditions,
dFsz
dz
= 0 . (D.4)
Assuming that the sediment flux vanishes far away from the ice-water
interface,
Fsz = 0 (D.5)
so that
cws = 〈c′w′〉 (D.6)
and, substituting Equation D.2,
cws = −νT dc
dz
. (D.7)
Now substituting the linear viscosity profile (Equation 6.16a),
νT = κu∗z , (D.8)
gives
cws = −κzu∗ dc
dz
. (D.9)
rearranging
dc
dz
= −b c
z
(D.10)
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and solving
c
Ca
=
(
z
za
)−b
(D.11)
gives the concentration profile, where b = ws
κu∗ is the Rouse number. The
constants of integration are the reference concentration, Ca, at a depth za
(Soulsby and Wainwright, 1987).
D.2 Parabolic eddy viscosity
Again substituting Equation D.6 into Equation D.2, but this time using the
parabolic viscosity profile, Equation 6.16b,
νT = κu∗z
(
1− z
h
)
(D.12)
gives
dc
dz
= − bc
z
(
1− z
h
) . (D.13)
Solving this leads to the well-known Rouse profile
c
Ca
=
(
h− z
z
za
h− za
)b
(D.14)
(e.g. Mazumder and Ghoshal, 2006; Morse and Richard, 2009).
D.3 Eddy viscosity varying with Rif
In this case, Equation 6.21 is substituted into Equation D.2. The concentra-
tion then varies as
APPENDIX D. CONCENTRATION PROFILES 184
dc
dz
=
−cws
κu∗z
(1 + αRif ) (D.15)
=
−cws
κu∗z
− αcwsRif
κu∗z
. (D.16)
Given a flux Richardson number of
Rif =
gκz (ρi − ρw) cws
ρwρiu3∗
(D.17)
Equation D.15 becomes
dc
dz
= −b c
z
− ζbc2 (D.18)
where
ζ =
gκ (ρi − ρw)wsα
ρwρiu3∗
. (D.19)
Though this is non-linear differential equation, it is in the form of a
Bernoulli equation, and therefore can be solved exactly. Making a change
of variables to v = 1
c
gives
− 1
v2
dv
dz
= −1
v
b
z
− ζb
v2
(D.20)
dv
dz
= b
v
z
+ ζb (D.21)
which has the solution
v =
1
c
= ζb
(
z
1− b
)
+ kzb . (D.22)
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By substituting c = Ca when z = za the constant, k, can be found
k =
1
Cazba
− ζb
1− bz
1−b
a . (D.23)
Combining the above gives the concentration profile
c
Ca
=
(
z
za
)−b
ζb
1−b
[(
z
za
)1−b
− 1
]
+ 1
(D.24)
where ζ = Cazaζ .
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