Consider the radial projection onto the unit sphere of the path a d-dimensional Brownian motion W, started at the center of the sphere and run for unit time. Given the occupation measure of this projected path, what can be said about the terminal point W(1), or about the range of the original path? In any dimension, for each Borel set A S d?1 , the conditional probability that the projection of W(1) is in A given (A) is just (A). Nevertheless, in dimension d 3, both the range and the terminal point of W can be recovered with probability 1 from . In particular, for d 3 the conditional law of the projection of W (1) given is not . In dimension 2 we conjecture that the projection of W(1) cannot be recovered almost surely from , and show that the conditional law of the projection of W (1) given is not .
Introductioǹ
This track, as you perceive, was made by a rider who was going from the direction of the school. ' Or towards it?' No, no, my dear Watson. The more deeply sunk impression is, of course, the hind wheel, upon which the weight rests. You perceive several places where it has passed across and obliterated the more shallow mark of the front one. It was undoubtedly heading away from the school. ' From The Adventure of the Priory School, a Sherlock Holmes story by A. Conan Doyle.
The radial projection of a Brownian motion started at the origin and run for unit time in d dimensions de nes a random occupation measure on the sphere S d?1 . Can we determine the endpoint of the Brownian path from this projected occupation measure? The problem of recovering data given a projection of the data is a common theme both inside and outside of probability theory. The title of this paper is adapted from a handout distributed by Peter Doyle, where the geometric problem of recovering from bicycle tracks the exit direction of the cyclist was posed.
An interesting feature of the present reconstruction problem is that the answer in low dimensions is di erent from the answer in dimensions d 3 . This would not be too surprising, except that the behavior in the one-dimensional case involves a conditioning identity which does not seem inherently one-dimensional. This identity concerns the conditional distribution of the endpoint given the occupation measure. One of the aims of this paper is to understand why this identity breaks down in higher dimensions, and what version of this identity might hold even when the occupation measure determines the endpoint and indeed determines the entire unprojected path. In high dimensions, recovery of the endpoint (and entire path), while intuitively plausible, is somewhat tricky because, as described in 18, page 275], the particle \comes in spinning". In particular, the range of the projected path is a.s. a dense subset of the sphere. Thus some quantitative criterion on accumulation of measure is required even to recover the set of occupied points on the sphere from the occupation measure.
Throughout the paper d is a positive integer, and S d?1 R d is the unit sphere. We often omit d in the notation for various spaces and mappings whose de nition depends on d. Let : R d ! S d?1 be the spherical projection (x) = x=jxj for x 6 = 0, with some arbitrary conventional value for (0). Let (W t ; t 0) denote a standard Brownian motion in R d with W 0 = 0, which we take to be de ned on some underlying probability space ( ; F; P). For t 0 let t := (W t ), and let := ( t ; 0 < t 1). Let denote To clarify the di erence between (1.2) and (1.3), P( 1 2 B j (B)) on the LHS of (1.3) is a conditional probability given the -eld generated by the real random variable (B), whereas P( 1 2 B j ) on the LHS of (1.3) is a conditional probability given the -eld generated by the random measure , that is by all the random variables (C)
as C ranges over measurable subsets of the range space of . For a general process , See 35] for a survey of the literature of these processes. The conditioning formula (1.2) for any 0-self-similar process ( t ; t 0) is an immediate consequence of the following identity.
To see the direct implication, take X(t; !) to equal 1 (0;1) (!(t)). Boundedness of f 0 allows the interchange of expectation with integration, so using (2.2)
we get (2.5) from the following computation:
For a di erent proof and variations of the identity see 30] . We see immediately that (2.2) holds for any 0-self-similar process X. We observe also:
Corollary 2.2 Let (Y t ) be any -self-similar vector-valued process. Let X t := 1 fYt2Cg where C is any Borel set which is a cone, i.e., for > 0, x 2 C , x 2 C. Then (X t ) satis es (2.2), and hence
Applying Bayes' rule to (2.6) yields the following corollary.
Corollary 2.3 Let fY t g be any -self-similar vector-valued process, and let V t = R t 0 X s ds with X t := 1 fYt2Cg for a xed positive cone C. Then
Corollary 2. Example 2.7 More about the Brownian case. Formula (1.2) has some surprising consequences even in the simplest case when d = 1. Consider the function f(t; a) := P(B t > 0jV 1 = a) (2.9) for 0 < t 1 and 0 a 1, where B is a one-dimensional Brownian motion and V 1 = R 1 0 1(B t > 0)dt. Without attempting to compute f(t; a) explicitly, which appears to be quite di cult, let us presume that f can be chosen to be continuous in (t; a). Then That is to say, given V 1 = a > 1 2 , there is some time t < 1 such that the BM is more likely to be positive at time t than it is at time 1.
3 Identities for self-similar processes in dimension d 2 Say that a jointly measurable process := ( t ; 0 < t 1) has the sampling property if P( 1 2 B j ) = (B) . Let X be an independent 1 fair coin-ip and set (U 1 ; U 2 ) equal to (Z; Y Z) if X = 1 and (Y Z; Z) if X = ?1. By construction, the law of ( U 1 ; U 2 ) is one half the law of ( Z ; Y Z ) plus one half the law of ( Y Z ; Z ). By the assumption on this is one half the law of ( 1 ; U 2 ) plus one half the law of ( U 2 ; 1 ). This and (3.4) imply (3.3).
We note that the spherical projection of Brownian motion in R d satis es (3.4) for all d. So this condition is not enough to imply the sampling property for a 0-self-similar process . When is not 0-self-similar it is easy to nd cases where (3.4) holds but not (3.3).
Example 3.3 Let (X; Y ) have a symmetric distribution and let t = X1 t<a +Y 1 t a for a xed a 2 (0; 1). It is easy to see that (3.4) holds. On the other hand, if P(X = Y ) = 0, then P( 1 = U 2 ) = 1 ? a while P( U 1 = U 2 ) = a 2 + (1 ? a) 2 . Unless a = 1 We now mention some interesting examples of 0-self-similar processes which do have the sampling property.
Example 3.4 Walsh's Brownian motions. Let B be a one-dimensional BM started at 0. Suppose that each excursion of B away from 0 is assigned a random angle in 0; 2 ) according to some arbitrary distribution, independently of all other excursions. Let t be the angle assigned to the excursion in progress at time t, with the convention t = 0 if B t = 0. So (jB t j; t ) is Walsh's singular Brownian motion in the plane 36, 3] . As shown in 29, Section 4], the process ( t ) is a 0-self-similar process with the sampling property, and the same is true of ( t ) de ned similarly for a -dimensional Bessel process instead of jBj for arbitrary 0 < < 2.
The proof of the sampling property of the angular part ( t ) of Walsh's Brownian motion is based on the following lemma, which is implicit in arguments of 29, Section 4] and 31, formula (24)].
Lemma 3.5 Let Z be a random closed subset of 0; 1] with Lebesgue measure zero. For 0 t 1 let N t ?1 be the number of component intervals of the set 0; t]nZ whose length exceeds t ? G t , where G t = supfs : s < t; s 2 Zg: So N t has values in f1; 2; ; 1g. Given Z, let ( t ) be a process constructed by assigning each complementary interval of Z an independent angle according to some arbitrary distribution on 0; 2 ), and letting t = 0 if t 2 Z. If (N t ) has the sampling property, then so does ( t ).
According to 29, Theorem 1.2] and 31, formula (24)], for Z the zero set of a Brownian motion, or more generally the range of a stable( ) subordinator for 0 < < 1, the process (N t ) has the sampling property, hence so does the angular part ( t ) of Walsh's Brownian motion whose radial part is a Bessel process of dimension for arbitrary 0 < < 2.
Example 3.6 A Dirichlet Distribution. Let Z be the set of points of a Poisson random measure on (0; 1) with intensity measure x ?1 dx; x > 0. Construct ( t ) from Z as in Lemma 3.5. So between each pair of points of the Poisson process, an independent angle is assigned, with some common distribution H of angles on 0; 2 ). It was shown in 31] that (N t ) derived from this Z has the sampling property, hence so does ( t ) derived from this Z. In this example is a Dirichlet random measure governed by H as studied in 15, 19, 17, 34] .
We close this section by taking Proposition 2.1 further in two directions. First, we examine the proof to see what additional assumptions are required to extend to the vector-valued case, and second we map the problem to one about stationary sequences and discuss a characterization of the exponential distribution arising there. Lemma 4.4 There exists a constant C 3 < 1 such that P(fW 1 2 Q 3 g \ A ) C 3 3 log(1= )] 3 for su ciently small > 0.
Proof: Choose C 4 > 12 and let = C 4 p log(1= ). Let Q 1 = f(x; y) : x > ? ; y > ? g. Also de ne T = minft : W t = 2 Q 1 g. Let R 1 = A \ fT 1 ? 6 g, R 2 = A \ f1 ? 6 < T 1g, and R 3 = fW 1 2 Q 3 g \ fT > 1g. By splitting up the event fW 1 2 Q 3 g \ A according to the value of T , we see that if fW 1 2 Q 3 g \ A occurs, then either R 1 , R 2 , or R 3 must occur. We will prove the lemma by establishing upper bounds on P(R 1 ), P(R 2 ), and P(R 3 ).
To bound P(R 3 ), apply (4.3) to the two independent coordinate processes, yielding for su ciently small P(R 3 ) 6 = C 6 4 3 log(1= ) 3 :
A bound for P(R 2 ) follows from the observation that on A , there must be some t 2 1 A bound on P(R 1 ) may be obtained in a similar way. Observe that on A , there must be some t 2 T ; T + 6 ] for which W t 2 Q 1 . Thus one of the coordinates increases by at least from its starting value on the time interval T ; T + 6 ] . The strong Markov property yields P(R 1 ) 2P( max 0 t 6 B t ) 4P(B 6 ):
As before, the choice of C 4 implies that P(R 1 ) = o( 3 ) and summing the upper bounds on P(R 1 ), P(R 2 ) and P(R 3 ) proves the lemma. Proof: It su ces to show this when S is a subset of the unit ball. It will be convenient to have a nested sequence of sets GRID 1 GRID 2 such that GRID j is 2 ?j?1 -dense in the unit ball. (To construct this, inductively choose GRID j to be a maximal set with no two points within distance 2 ?j?1 .) The sets BALLS j de ned to be the set of balls of radius 2 ?j centered at points of GRID j , form a sequence of covers of the unit ball such that each element of BALLS j+1 is contained in an element of BALLS j .
For each j and each S 2 cb-sets let X j (S) = fD 2 BALLS j : D \ S 6 = ;g:
Let P j be the set of connected components of X j (S) viewed as subsets of BALLS j . In other words, P j (S) = fC BALLS j : S C is a component of X j (S)g. By the niteness of BALLS j , we see that each P j is measurable. Since each D X j (S) is contained in a ball D 0 2 BALLS j?1 also intersecting S, X j X j?1 and hence each component of X j is contained in a unique component of X j?1 . This de nes a map parent j : P j ! P j?1 which is measurable since it depends only on P j and P j?1 . Letting P j; be the subset of P j consisting of components of diameter at least , it is clear that parent j maps P j; to P j?1; and that these are measurable.
Claim: N (S) is the cardinality of the inverse limit of the system fP j; ; parent j : j 1g. Indeed, suppose that fx (i) j g satisfy x (i) j 2 P j; and parent j (x (i) j ) = x (i) j?1 for all j and i = 1; 2. Letting set(x (i) j ) := S x (i) j denote the set of points in the component x (i) j , we see that T j (set(x (i) j )) are non-empty subsets of S and lie in di erent components unless x (1) j = x (2) j for all j. Conversely, if x and y are points of S lying in di erent connected components, then S is contained in a disjoint union X Y for some sets X; Y with x 2 X, y 2 Y (where Z denotes the set of points within of the set Z). It follows that for each j there is an x j 2 P j with x 2 S x j , there is a y j 2 P j with y 2 S y j , and that for 2 ?j < , x j 6 = y j .
Finally, the cardinality of the inverse limit is easily seen to be measurable. Say x j 2 P j is a survivor if for each k > j there is some y k 2 P k with S y k S x j . The set of survivors is clearly measurable, and the cardinality of the inverse limit is the increasing limit of the number of survivors in the set P j as j ! 1.
The nal de nition and lemma are as follows.
De nition 5.5 Let cut (S) denote the set of -cutpoints of S, that is, those x 2 S such that S n x has at least two components of diameter at least (note: if S is not connected this may be all of S). Proof: Suppose rst that x is a 0 -cutpoint of S. Let T and U be two components of S n x of diameter at least . If D is a ball of radius < ( 0 ? )=2 containing x, then S n D will have at least two components of diameter at least 0 ? 2 . Thus x 2 A ;j for 2 ?j < , hence x 2 A . Suppose now that x 2 A and let fD n g be balls converging to x in the Hausdor metric, such that each intersects S and has N (S n D n ) 2. Let fD 0 n g be balls with diameters going to zero such that S 1 j=n D j D 0 n . Then N 00 (S nD 0 n ) 2 when n is large enough so that the diameter of D 0 n is at most ? 00 .
Claim: there are points x 1 ; : : :; x k and an N 0 such that for n N 0 , each component of S n D 0 n of diameter at least 00 contains one of x 1 ; : : :; x k . Proof: Pick N 0 so that D n B(x; 00 =2) when n N 0 . Pick > 0 such that jf(s) ? f(t)j < 00 =2 when js ? tj . The open set ft : jf(t) ? xj > 00 =2g decomposes into a countable set of intervals. At most k := b1= c of these intervals (u j ; v j ); j = 1; : : :; k can have v ? u , and these are the only ones containing times t with jf(t) ? xj 00 . Since S is connected, every component G of S n D 0 n intersects @D 0 n , and if G has diameter at least 00 then G must contain one of the k sojourns f(u j ; v j ). Choose x j 2 f(u j ; v j ).
Since N 00 (S n D 0 n ) 2 for all n N 0 , there are i < j k such that in nitely many of the sets S n D n have distinct components G n and H n of size at least 00 containing x i and x j respectively. The increasing limits S G n and S H n must then be contained in distinct components of S n fxg, showing that x 2 cut 00 (S). We have shown that (!) = ! 0; 1] almost surely with respect to P, and it follows from Lemma 5.6 that (S) f0g is the topological boundary of the set of cut-points of S. Fact (2) then implies that !(1) 2 . On the other hand, let x = !(t) be any limit of cut-points, where 0 < t < 1. By fact (3), there are times t j ! t with !(t j ) a cutpoint, whence !(t j ; 1) is disjoint from !(0; t j ) (using fact (3) again to rule out multiple components of !(t j ; 1) or of !(0; t j )). For t j > t, !(t j ; 1) is disjoint from !(0; t) so if t j # t, then !(t; 1) is disjoint from !(0; t). Likewise if t j " t then !(0; t) is disjoint from !(t; 1), hence t is a cut-time. This shows that x = 2 , so the only limits of cut-points that are not cutpoints are !(0) and !(1), which completes the proof. standard two-dimensional Brownian motion up to time t in a ball D of radius r. Then for each t > 0 there is some > 0 not depending on r for which Ee Zt=(r 2 j logrj) < 1. Consequently, P(Z t > Ar 2 log(1=r) < Ce ? A for some positive C and .
Proof: Dembo et al prove the result when the Brownian motion is started at radius r (in their notation r = r 1 = r 2 ) and the time t is instead the time to hit a ball of xed radius r 3 = O(1). Accomodating these changes is trivial.
We now state three more lemmas which together imply Lemma 5. ; and sending to 0 shows that the LHS of (5.1) is less than or equal to the RHS. On the other hand, applying Lemma 5.11 for all rational t shows that with probability 1, D ( (!)) supfj!(t)j : (!(t)) 2 interior(D); t rationalg which yields the reverse inequality. It remains to prove Lemmas 5.9 -5.11.
Proof of Lemma 5.9: Covering D with small balls, it su ces to assume r(D) < and prove an upper bound of (1 + o(1)) times the RHS of (5.5) as ! 0. Let : S 2 ! R 2 be a conformal map with Jacobian going to 1 near Cen(D). For example, take to be stereographic projection from the antipode to Cen(D) to a plane (identi ed with R 2 ) tangent to S 2 at Cen(D). The path f (W t With probability 1, W t is a single value, i.e., W t 6 = W s for t 6 = s, in which case for n su ciently large, X s 2 D n implies jW G(H(s)) j ! jW t j and G(H(s)) ! t. proving the lemma.
