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Abstract 
 
Multiple objective evolutionary algorithms (MOEAs), which are biologically-inspired optimization methods, 
have become popular approaches to solve problems with multiple objective functions. With the use of MOEAs, 
multiple objective optimization  becomes a two-part problem. First, the multiple objective optimization problem 
needs to be formulated and successfully solved using an MOEA. Then, a non- dominated set -also known as 
efficient or Pareto frontier- needs to be analyzed to select a solution to the problem. This can represent a 
challenging task to the decision-maker because this set can contain a large number of solutions. This decision-
making stage is usually known as the post-Pareto analysis stage. This paper presents the generalization of a 
post-Pareto optimality method known as the non-numerical ranking preferences (NNRP) method originally 
proposed by Taboada et al.  (2007). This method can help decision makers reduce the number of design 
possibilities to small subsets that clearly reflect their objective function preferences. Previous research has only 
presented the application of the NNRP method using three and four objective functions but had not been 
generalized to the case of n objective functions. The present paper expands the NNRP method to be able to 
consider multiple objective optimization problems with n number of objective functions. 
Keywords: post-Pareto optimality, decision making, multi-objective optimization. 
_________________________________________________________________________________________ 
1. Introduction   
 
Most real life optimization problems are multi-objective in nature. In this class of problems, either the analyst 
determines a single solution or identifies a set of non-dominated solutions referred to as Pareto-optimal set or 
Pareto-front. The Pareto-optimal size is usually very large that is hard for a decision maker to select an optimal 
solution for system implementation. Therefore, an additional step after the Pareto set has been obtained is 
needed. This step is known as post-Pareto analysis. This paper presents a   general iterative process which 
generates the weights used in the non-numerical ranking preferences (NNRP) method. The non-numerical 
ranking method was proposed in Taboada et al (2007) [1] and discussed in Carrillo et al (2011) [2].  This 
procedure is clearly advantageous because there is no need to provide specific weight values; the only 
requirement is to provide a preferred ranking of the objective functions. The present paper expands the NNRP 
method to be able to consider multiple objective optimization problems with n number of objective functions. 
 
The general multiple objective optimization problem for a minimization problem is presented as a vectorial 
representation is shown in Equation 1:  
Minimize    
1 , ,
. . 0 ; 1, ,
k
j
f x f x f x
s t g x j m
                 (1) 
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Where:  n is the number of objective functions, m is the number of inequality constraints, mx  is a vector of 
design variables, and ( ) kf x is a vector of objective functions.  : 1,...,nif for i k .  
The feasible design space is defined as | 0 ; 1, ,
j
X x g x j m while, the feasible criterion space is 
defined as the image of the feasible design space X  i.e. ( ) |Z f x x X . In multiple objective optimization, 
a single point that minimizes all objective functions simultaneously usually does not exist. Consequently, the 
idea of Pareto optimality is used to describe solutions for MOOP problems. A solution point is said to be Pareto-
optimal if it is not possible to move from that point and improve at least one objective function without 
detriment to any other objective function. Alternatively, a point is said to be weakly Pareto-optimal if it is not 
possible to move from that point and improve all objective functions simultaneously.  
 
A general approach to solve multiple objective problems is the weighted sum method. This method can be 
expressed as a weight function as shown in Equation 2. 
1 1 1 2 1 0 1 (2)k k k if w f x w f x suchthat w w w and w i                                              
If all of the weights are positive, as assumed in this work, minimizing provides a sufficient condition for Pareto 
optimality, which means the minimum of Equation 2 is always Pareto-optimal (Marler et al. 2009) [3].  
 
The weighted sum method requires that the decision-maker provides exact weight values to obtain a solution to 
the problem. The main disadvantage of this method is that every different weight set offers a different solution 
to the problem.  
The non-numerical ranking preferences method presented in [1] generates a large number of weight sets based 
on the ranking of the objective functions. In other words, the NNRP method generates a region of weights that 
clearly helps the decision maker select solutions that reflect his/her preferences. In a broader sense, this method 
is a pseudo-ranking scheme that accommodates preferences but it is different from assigning preselected 
weights or utility functions. One example of ranking objective functions is: assume that the objective function  
1
f x  is more important than objective
2
f x ; objective 
2
f x  is more important than objective 
3
f x   and 
so on, therefore the ranked objectives functions is:  
1 2 n
f f f   . If a decision maker prefers 
1
f x over
2
f x , we denote this relation by 1 2f f .Clearly, the relation " "  is a binary relation, and is called 
preference relation, or preference order. Weights are generated in a numerical order 1 2 nw w w
suggested by the ranked functions.  Based on the ranking of the objective, a weight function f x is generated, 
indicating the likelihood of different weight combinations. The weight function f x is shown as Equation 2; 
weight values are sampled from the region of weights by the generated probability density function. 
 
2. Example of the NNRP method with five objective functions 
In the past, Taboada et al. 2007 [1] presented the working mechanism of the NNRP method with 3 and 4 
objective functions. This paper shows the generalization of this method for n objective functions. To illustrate 
the generalization of the method, a case with five objective functions is shown.  
 
First, a probability density function (p.d.f.)  is evaluated to generate the weight values.  
The p.d.f has the form of: 
                                        
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
,
, , , , . .
0,
1 0 1
, , , ,
i
c w w w w w
f w w w w w p d f
otherwise
where w w w w w and w
and W w w w w w                                                       (4)
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Since we have one degree of freedom, the p.d.f. can be reduced to : 
 
5
5 5 4
4 5 1 4 5
1 2 4 5
1 4 5 2 1 4 5
11
0 ,
5 4
1
3840, 1 2 1 3
, , , 2
1
1 1 2
2
0,
w
w w w
w w w w w
f w w w w
w w w w w w w
otherwise                                        (5)                               
 
 
5
4 5 1 4 5
5 5
5
4 5 1 4 5
5
1
1 3 1 24
5 2 1 4
1 1
1 2 1
2 2
3
5 5
5
The marginal . . . 3840
. . . :
1
20 1 5 ,0
5
0 ,
w
w w w w w
w w
w w w w w w
w
p d f of f is f w dw dw dw
The corresponding marginal p d f is
w w
f w
otherwise
 
; its corresponding     c.d.f   is   
5
5 5
4
5 1
5
1
1 1 5 ,0
5
0 ,
w
w w
w w
F w f s ds
otherwise
 
Solving for   5w  by   the inverse probability transformation theorem: 
5
1
4
1
5
1 1
~ 0,1
5 w
u
w F u where u is a uniform random variable U  
 
Following this procedure, a pseudo-code for the generation of the weights can be written in the following 
manner: 
  
3. NNRP  pseudo-code for the generation of five weights:    
 
To obtain the     1 2 3 4 5, , ,w w w w and w   values, we follow the next steps: 
1) Randomly generate an 0,1u  
2) Compute 
1
4
5
1 1
5
u
w   
3) Randomly generate another 
33
5
4
1 1 5 1
4
0,1
u w m
wu and calculate
 
4)   Randomly generate another 1 5 4 4 50,1 1 3 4 1 1u compute w w w w w uand  
5) Randomly generate another 0,1u
 
Calculate  1 4 5 42
1 1 2
2
u w w w uw
w  
6)  Calculate   3 1 2 4 51w w w w w  
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7) Repeat all steps until n iterations were performed that generated a weight set for  1 2 3 4 5, , ,w w w w and w  . 
 
Example  
The example presented in this paper to show how the NNRP method works is a Pareto set obtained from a car 
sales file provided by the SPSS software. This set consists of 115 brand cars with eight features for each one: 
price, engine size, horse-power, fuel capacity and miles per gallon, etc. The original file was reduced to 42 
records of non-dominated values or Pareto optimal values, which were pruned using three threshold values. Data 
was pruned choosing all the f values upper bounded by each one of the alpha threshold values.
1 1 k kf w f x w f x threshold . The results obtained with the algorithm using different 
threshold values are shown in Tables 1, 2 and 3. 
 
Table 1. Reduced Pareto set with 5 weights and   
       
 
Table 2. Reduced Pareto set with 5 weights and     
                       
 
Table 3. Reduced Pareto set 5 weights,  
 
                        
According to the results showed in Table 1, the 
solution number 25.  set offers the 
decision-maker a workable number of solutions to analyse to finally select the solution to implement.  
 
The generalization of the NNRP method for n ranked objective functions can be written as follows: 
car price engines horsepw fuelcap mpg 
25 Car  Brand M 9.235 1 55 10.3 45 
pruned for alpha=0.2
car price engines horsepw fuelcap mpg
25 Car Brand M 9.235 1 55 10.3 45 
44 Car Brand
         
C 12.885 1.6 106 11.9 32 
46 Car Brand  A 9.699 1.5 92 11.9 31 
74 Car Brand 
        
 S 13.499 1.8 126 13.2 30 
94 Car Brand 
      
SL 10.685 1.9 100 12.1 33 
100 Car Brand 
        
 T 13.108 1.8 120 13.2 33 
pruned for alpha=0.3 
car price engines horsepw fuelcap mpg 
19 Car Brand 
     
Ma 16.535 3.1 170 15 25 
25 Car Brand 
    
M 9.235 1 55 10.3 45
29 Car Brand 
     
Co 22.245 2.7 200 17 26 
36 Car Brand 
         
I 22.505 2.7 202 17 25 
40 Car Brand 
          
Con 17.035 2.5 170 15 25 
44 Car Brand 
         
C 12.885 1.6 106 11.9 32 
46 Car Brand 
       
A 9.699 1.5 92 11.9 31 
47 Car Brand 
       
E 11.799 2 140 14.5 27 
48 Car Brand 
       
So 14.999 2.4 148 17.2 25 
58 Car Brand Ec 19.047 2.4 154 15.9 24 
74 Car Brand 
    
S 20.39 2.4 155 15.9 25 
75 Car Brand 
        
Al 26.249 3 222 18.5 25 
79 Car Brand Ale 18.27 2.4 150 15 27 
94 Car Brand 
        
SL 10.685 1.9 100 12.1 33 
100 Car Brand 
        
 T 13.108 1.8 120 13.2 33 
103 Car Brand 
    
Car Brand 
   
Ce 16.875 1.8 140 14.5 31 
106 
 P 21.2 1.8 150 16.4 27 
110 Car Brand 
         
S4 23.4 1.9 160 15.8 25 
pruned for alpha=0.4 
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4. Generalization of the NNRP method 
 
1. Find the normalization constant   c  for the p.d.f.  
 
1 2
1
1
1
,
, , 1 0 1
0,
, ,
n
n
n i i
i
n
c w w w
f w w where w and w for all i
otherwise
W w w
 
2. Get   the marginal p.d.f.  for 1 1n nf w c dw dw   
3. Obtain its corresponding cumulative distribution function, c.d.f   
 
n
n
w
n n wF w f s ds   and solve for  nw in   n nu F w  
4. To calculate   1nw   obtain its conditional p.d.f  11
,n n
n n
n
f w w
f w w
f w
   and from its  conditional c.d.f  
1n nF w w  
solve for 11n nw F u w  given that   
1 (0,1)n nu F w w is uniformly distributed in  
5.  Continue up to        2 42 3
3
, , ,
, ,
n
n
n
f w w w
f w w w
f w w
 and from its conditional     c.d.f  
2 3 nF w w w  
solve for 12 3| nw F u w w  given that
2 3 (0,1)nu F w w w is uniformly distributed in     
6. Finally solve for   1
2
1
n
i
i
w w  
 
Remark:  The integration order to obtain the weights is determined by the integration region obtained initially 
when calculating the normalization constant c. 
5. Conclusions: 
The generalization of the non-numerical ranking preferences method for n objective functions was presented. 
The methods shows that we can always obtain a series of ranked weight sets originated  by the corresponding 
probability density function and the conditional cumulative probability density function. Furthermore, the 
uncertain p.d.f is a continuous function, therefore the normalization constant c exists for all n integer number 
and the corresponding marginal density function exist by the same reason. Future research will be conducted to 
test the method with larger Pareto-optimal sets in order to compare its efficiency with other similar weighting 
methods. Regardless of the humongous amount of mathematical calculations to derive the weights, the obtained 
results suggest that the generalized NNRP method described in this work can assist decision makers to analyse 
large Pareto sets with n number of features or objective functions. 
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