Abstract. This paper focuses on the stability analysis of systems having a continuum of equilibria. Two notions that are of particular relevance to such systems are convergence and semistability. Convergence is the property whereby every solution converges to a limit point that may depend on the initial condition. Semistability is the additional requirement that all solutions converge to limit points that are Lyapunov stable. We give new Lyapunov-function-based results for convergence and semistability of nonlinear systems. These results do not make assumptions of sign definiteness on the Lyapunov function. Instead, our results use a novel condition based on nontangency between the vector field and invariant or negatively invariant subsets of the level or sublevel sets of the Lyapunov function or its derivative and represent extensions of previously known stability results involving semidefinite Lyapunov functions. To illustrate our results we deduce convergence and semistability of the kinetics of the Michaelis-Menten chemical reaction and the closed-loop dynamics of a scalar system under a universal adaptive stabilizing feedback controller.
1.
Introduction. This paper focuses on the stability analysis of systems that have a continuum of equilibria. Examples of such systems include mechanical systems having rigid-body modes and isospectral matrix dynamical systems [15] . Such systems also arise in chemical kinetics, compartmental modeling, and adaptive control. Since every neighborhood of a nonisolated equilibrium contains another equilibrium, a nonisolated equilibrium cannot be asymptotically stable. Thus asymptotic stability is not the appropriate notion of stability for systems having a continuum of equilibria. However, given a system that has a continuum of equilibria, it is still natural to ask if the trajectories converge to limit points and if the limit points are Lyapunov stable. These questions lead us to consider the properties of convergence and semistability. For linear systems, semistability was originally defined in [9] and applied to matrix second-order systems in [3] . In the present paper, we extend the notion of semistability to nonlinear systems. Preliminary versions of some of the results of this paper appeared in [5, 6] .
Convergence is the notion that every trajectory of the system converges to a limit point. The limit point, which is necessarily an equilibrium, depends in general on the initial conditions. In a convergent system, the limit points of trajectories may or may not be Lyapunov stable. Semistability is the additional requirement that trajectories converge to limit points that are Lyapunov stable. More precisely, an equilibrium is semistable if it is Lyapunov stable, and every trajectory starting in a neighborhood of the equilibrium converges to a (possibly different) Lyapunov stable equilibrium. It can be seen that, for an equilibrium, asymptotic stability implies semistability, while semistability implies Lyapunov stability.
The relationship between Lyapunov stability, semistability, and asymptotic stability can be understood by considering the motion of a particle translating along a fixed direction. Such a particle, when moving under the action of a linear elastic spring, possesses a unique equilibrium, which is Lyapunov stable. In the additional presence of viscous damping, all motions of the particle converge to the unique equilibrium state, which is thus asymptotically stable. On the other hand, a particle moving under the action of viscous damping in the absence of a position-dependent restoring force can remain at rest in any position and thus exhibits a continuum of equilibria, each of which is Lyapunov stable. All motions of such a particle converge to rest, and the equilibrium that the particle converges to is determined by the initial position and velocity of the particle. The motion of the particle is thus convergent, while every equilibrium of the dynamics is semistable.
Besides the damped motion of a particle, there are several applications which involve systems having a continuum of equilibria, and in which semistability is the appropriate notion of stability. For example, we can consider the stability of the lateral dynamics of an aircraft in level trimmed flight. For disturbances affecting the angle between the longitudinal axis and the velocity vector, the vertical tail is designed to influence yaw so as to cause the sideslip angle to converge to zero. However, the heading angle will not generally converge to its predisturbance value. The offset in the final heading angle is an indication of the existence of a continuum of semistable equilibria.
Another application of semistability involves the kinetics of chemical reactions. While periodic or chaotic behavior can occur in chemical reactions [27] , it is of interest to determine conditions under which the concentrations of the reacting species converge. In this case, the limiting concentrations are not completely determined by the dynamics but depend upon the initial concentrations as well. The stability of chemical kinetics with respect to a stoichiometric subspace is considered in [11, 12, 28] , while [4] applies Lyapunov theory to study the semistability of mass action chemical kinetics.
Chemical reactions are a special case of a more general class of systems known as compartmental systems, which involve mass or energy balance [18] . Compartmental systems arise in biomedical, environmental, economic, power, and thermodynamic applications. Since compartmental systems possess a continuum of equilibria, semistability is the appropriate notion of stability.
In control applications, it is often desirable to design the control system so that the closed-loop system, in the absence of exogenous inputs (commands and disturbances), has an equilibrium that is asymptotically stable. For such designs, semistability is not needed. However, adaptive controllers [17, 22, 23, 24] involve feedback gains that evolve in response to the plant trajectories; that is, the limiting values of the gains depend on the initial condition of the plant states. An adaptive closed-loop system is thus not asymptotically stable, yet convergence and Lyapunov stability of the plant/gain equilibria, that is, semistability, is desirable.
In all of the applications above, it is of interest to determine the convergence and semistability properties of the system. Accordingly, we wish to obtain Lyapunov tests for convergence and semistability.
It is obvious that if a system is convergent, then all of its trajectories converge to the set of equilibria. However, as the following example shows, the converse is not true. Example 1.1. Consider the systemẏ(t) = f (y(t)), where f : R 2 → R 2 is the continuous vector field given by f (x) = sign(x with α, β ≥ 1 and the vector fields f r and f θ given by
The vector fields f r and f θ point in the radial and circumferential directions, respectively, and thus the parameters α and β determine the rates at which solutions move in these directions, respectively. This can be seen more clearly by rewriting (1) in terms of polar coordinates r = x 2 1 + x 2 2 and θ = tan −1 (x 2 /x 1 ) aṡ
It can be seen from (3) and (4) that the set of equilibria f −1 (0) consists of the origin x = 0 and the unit circle S 1 = {x ∈ R 2 : x 2 1 + x 2 2 = 1}. All solutions of the system starting from nonzero initial conditions y(0) that are not on the unit circle approach the unit circle. Solutions starting outside the unit circle spiral in clockwise toward the unit circle, while solutions starting inside the unit circle spiral out counterclockwise. Consequently, all solutions are bounded, and, for every choice of α and β, all solutions converge to the set of equilibria. However, if α ≥ β + 1, then the system is not convergent. This can be seen by using (3) and (4) to obtain
For initial values r(0) > 1, solutions of (5) converge to the equilibrium value r = 1 for decreasing θ, while, for initial values r(0) < 1, solutions converge to r = 1 for increasing θ. For α ≥ β + 1, the right-hand side of (5) is locally Lipschitz in r. Consequently, (5) has a unique maximally defined solution given by r ≡ 1 for the initial condition r(0) = 1 for increasing as well as decreasing θ. Since convergence to the equilibrium value r = 1 on a finite θ-interval for increasing (decreasing) θ implies nonuniqueness of solutions for decreasing (increasing) θ for the initial condition r(0) = 1, it follows that the solution r(·) of (5) can approach r = 1 only as θ → ∞ if r(0) < 1 and as θ → −∞ if r(0) > 1. This implies that, for α − β ≥ 1, the solutions of (3)-(4) that converge to the unit circle spiral around an infinite number of times, thus ruling out convergence. In subsequent sections, we will use the results of this paper to show convergence and semistability in the case α ≤ β. Figure 1 shows the phase portrait of the system for α = 2 and β = 1, while Figure 2 shows the phase portrait of the system for α = β = 1.
In the case of Figure 1 , where α = 2 and β = 1, it follows from (5) that dr dθ → 0 as r → 1 so that all nontrivial trajectories approach the unit circle tangentially. As shown above, the system depicted in Figure 1 is not convergent, and, moreover, every equilibrium on the unit circle is unstable. In contrast, all trajectories in Figure 2 where α = β = 1, approach the unit circle nontangentially, the system is convergent, and all equilibria on the unit circle are semistable. Thus, Figures 1 and 2 suggest that nontangency of trajectories to the set of equilibria is a sufficient condition under which convergence to the set of equilibria implies convergence and semistability.
Intuitively, a vector field is nontangent to a set at a point if the vector field at the point is not contained in the tangent space to the set at that point. We shall apply this intuitive idea to the situation depicted in Figure 2 , where the vector field is the vector field describing the dynamics and the set is the set of equilibria of the system. However, this intuitive notion presents two chief difficulties when the set under consideration is the set of singular points of the vector field, that is, the set of equilibria of the system. First, the vector field at an equilibrium is zero, and hence it is always contained in the tangent space to the set of equilibria. To capture the notion of nontangency in such a case, we introduce the direction cone of a vector field in section 4. The second difficulty is that, unlike as in Figures 1 and 2 , the set of equilibria may not be sufficiently regular to possess a tangent space at the equilibrium point under consideration and may have corners or self-intersections. For example, consider a dynamical system that evolves on the nonnegative orthant and has the boundary of the orthant as its set of equilibria. In this case, the set of equilibria has a corner at the origin. We overcome this difficulty by considering the tangent cone [2, 26] , which extends the notion of a tangent space to a nonsmooth setting. In section 4, we formalize our intuitive notion of nontangency by defining nontangency of a vector field to a set at a point to be the condition that the tangent cone to the set at the point and the direction cone of the vector field at that point have no nonzero vector in common. Section 4 contains examples illustrating direction cones as well as nontangency. We also present a result that is useful in computing the direction cone of a vector field in applications.
We apply our notion of nontangency in section 5, where we show that the solution starting from a point converges if and only if the vector field is nontangent to the positive limit set of the point at some positive limit point. While this result cannot be applied directly in practice, we use it along with well-known properties of positive limit sets to show that, if the vector field is nontangent to the largest invariant subset of the zero-level set of the derivative of a Lyapunov function that is nonincreasing along the solutions, then every bounded solution converges to a limit.
Since the application of the convergence results of section 5 depend on verifying the boundedness of trajectories, we consider the property of boundedness in section 3. We extend well-known results for boundedness involving proper (that is, radially unbounded in the case where the state-space is R n ) Lyapunov functions [21, 30] by introducing the notion of a weakly proper function. A function is weakly proper if the connected components of its sublevel sets are compact. We show that the existence of a weakly proper function that is nonincreasing along the trajectories implies that the trajectories are bounded. The usefulness of this result is illustrated in the examples given in section 3.
In section 6, we apply nontangency to Lyapunov stability. Here, prolongations [7, 8] play a role analogous to that played by positive limit sets in section 5. More specifically, we introduce the restricted prolongation of a point and show that an equilibrium point is Lyapunov stable if and only if the vector field is nontangent at the equilibrium to its restricted prolongation. The restricted prolongation of a point is a subset of its positive prolongation as defined in [7, 8] . While positive prolongations have been widely used in stability analysis [7] , restricted prolongations have invariance properties that are needed for the results that we present. These properties, which are established in section 6, represent one of the key contributions of this paper.
In section 7, we use the results of sections 5 and 6 to obtain novel Lyapunov tests for Lyapunov stability, semistability, and asymptotic stability of nonlinear systems. These results do not make any assumptions about the sign definiteness of the Lyapunov function. Instead, they require only that the Lyapunov function derivative be nonpositive and the equilibrium be a local minimizer of the Lyapunov function on the set of points at which the Lyapunov function derivative is negative. For Lyapunov stability, the weaker assumptions on the Lyapunov function are supplemented by assuming nontangency of the vector field to invariant or negatively invariant subsets of the level set of the Lyapunov function containing the equilibrium and, for semistability, to invariant or negatively invariant subsets of the zero-level set of the Lyapunov function derivative. These results either extend or complement known results for Lyapunov stability and asymptotic stability involving semidefinite Lyapunov functions and Lyapunov function derivatives as given in [1, 16, 20, 21] .
As mentioned above, chemical kinetics comprise one of the application areas for semistability theory. Since the kinetic equation for a system of chemical reactions governs concentrations of the reacting species, all solutions of physical interest take values in the nonnegative orthant. For such systems, which evolve on possibly closed positively invariant subsets of R n , it is natural to consider relative stability, that is, stability with respect to perturbed initial conditions that belong to the positively invariant subset. Therefore, with applications to nonnegative dynamics in mind, we consider relative stability of dynamical systems that evolve on (not necessarily open) subsets of R n . Relative stability has been considered previously in [7, 16] . We illustrate the main results by applying them to examples from chemical kinetics and adaptive control. More specifically, we use the nontangency-based Lyapunov results to deduce convergence and semistability of the kinetics of the MichaelisMenten chemical reaction [11] and the closed-loop dynamics of a scalar system under a universal adaptive stabilizing controller given in [17, 22] .
Preliminaries. Let G ⊆ R
n , and let · denote a norm on R n . A subset U of G is relatively open in G if U is open in the subspace topology induced on G by the norm · . Given K ⊆ G, we let int K and bd K denote the interior and boundary, respectively, of K in the subspace topology on G. Thus int K is the largest subset of K that is relatively open in G,
n is a subsequential limit of a sequence {x i } in R n if there exists a subsequence of {x i } that converges to x in the norm · . A sequence {x i } in G is relatively bounded in G if it is relatively bounded when viewed as a set. Every sequence that is relatively bounded in G has at least one subsequential limit, and every subsequential limit of the sequence is contained in G. When there is no possibility of confusion, we will use "relatively open (bounded)" instead of "relatively open (bounded) in G." Also, in the case where G = R n , we will use "open" and "bounded" instead of "relatively open" and "relatively bounded," respectively.
We recall that a set K ⊆ G is connected if and only if every pair of relatively open sets
, has a nonempty intersection. Also, a connected component of the set K ⊆ G is a connected subset of K that is not properly contained in any connected subset of K.
Consider the system of differential equationṡ
where f : D → R n is continuous on the open set D ⊆ R n . We assume that, for every initial condition y(0) ∈ D and every a > 0, the differential equation (6) 
The set U is negatively invariant if, for every z ∈ U and every t ≥ 0, there exists x ∈ U such that ψ(t, x) = z and ψ(τ, x) ∈ U for all τ ∈ [0, t]. Hence, if U is negatively invariant, then U ⊆ ψ t (U) for all t ≥ 0, although the converse is not generally true. Finally, the set U is invariant if ψ t (U) = U for all t ≥ 0. Note that a set is invariant if and only if it is positively as well as negatively invariant. Also, it is easy to show that each connected component of a positively invariant (respectively, negatively invariant, invariant) set is positively invariant (respectively, negatively invariant, invariant).
In the rest of the paper, G ⊆ D will denote a positively invariant set so that O x ⊆ G for all x ∈ G. Except for local compactness, which is invoked in section 4 and subsequent sections, we require no additional hypotheses on G.
An equilibrium point of (6) is a point x ∈ D satisfying f (x) = 0 or, equivalently, ψ(t, x) = x for all t ≥ 0. We let E = f −1 (0) ∩ G, the set of all equilibrium points of (6) The system (6) is convergent relative to G if, for every x ∈ G, lim t→∞ ψ(t, x) exists and is contained in G. It follows from the continuity of ψ and the semigroup property that, if x ∈ G is such that lim t→∞ ψ(t, x) exists and is contained in G, then,
An equilibrium point x ∈ G is semistable relative to G if there exists a relatively open neighborhood U ⊆ G of x such that, for every z ∈ U, lim t→∞ ψ(t, z) exists, is contained in G, and is Lyapunov stable relative to G. Note that if the equilibrium x ∈ G is semistable relative to G, then every equilibrium in some relatively open neighborhood of x is Lyapunov stable relative to G. In particular, every equilibrium that is semistable relative to G is also Lyapunov stable relative to G.
An equilibrium point x ∈ G is asymptotically stable relative to G if x is Lyapunov stable relative to G and there exists a relatively open neighborhood U ⊆ G of x such that, for every z ∈ U, lim t→∞ ψ(t, z) = x. It is easy to see that an equilibrium is asymptotically stable relative to G if and only if it is an isolated equilibrium and is semistable relative to G.
Local and global maximizers of V are defined similarly.
Given a continuous function V : G → R, we definė
for every x ∈ R n such that the limit in (7) exists. It is easy to see that if x ∈ E and V : G → R, thenV (x) is defined and equals zero.
Some of the results that we present involve an equilibrium point that is also a local or global maximizer ofV for some function V . SinceV is zero at equilibrium points, an equilibrium x is a local maximizer ofV relative to G if and only ifV assumes nonpositive values in some relatively open neighborhood of x. Similarly, an equilibrium x is a global maximizer ofV relative to G if and only ifV assumes nonpositive values in G. We will find it convenient to state the familiar requirements of local and global negative semidefiniteness onV in terms of the equilibrium being a local or global maximizer, respectively, ofV .
Boundedness of orbits. A function
is a compact subset of G for all compact subsets I of R, and weakly proper if, for every c ∈ R, every connected component of the set {x ∈ G : Proof. Consider x ∈ G, and let c = U (x). The assumptions onU imply that the function t → U (ψ(t, x) ) is nonincreasing. Hence U (ψ(t, x) ) ≤ c for all t ≥ 0 so 
Proof. The result follows from Proposition 3.1 by noting that the function U is weakly proper.
Example 3.1. Consider the uncertain linear systeṁ
where a, b ∈ R and b is nonzero but otherwise unknown. A universal adaptive stabilizing controller for the system (8) is given by [17, 22, 24] 
where the adaptive gain parameter k satisfies the update laẇ
The corresponding closed-loop system on G = R 2 is described by (10) anḋ
We will use Proposition 3.1 to show that all orbits of the closed-loop system (10)- (11) are bounded.
Consider the function U :
It is easy to verify that, for the closed-loop system,U (x) = 0 for every x ∈ R 2 . We claim that the function U is weakly proper.
Let c ∈ R, let K = {x ∈ R 2 : U (x) ≤ c}, and consider
First suppose b > 0, and let p : R → R be given by p(k) = bk 2 + ak − 2b. There exists an integer m > 0 such that, for
, where
and hence compact. It follows that U is weakly proper in the case where b > 0. Now suppose b < 0, and let p : R → R be given by p(k) = −bk 2 + ak + 2b. There exists an integer m > 0 such that, for
, and y 2 = 2(c − l), it can be shown by repeating the arguments given above that the closed set M is contained in the compact set [
and hence compact. It follows that U is weakly proper in the case where b < 0.
Since the function U is weakly proper andU ≡ 0, it follows from Proposition 3.1 that every orbit of the closed-loop system (10)- (11) is bounded.
Direction cones and nontangency. Given a set K ⊆ R
n , we let co K denote the union of the convex hulls of the connected components of K and let coco K denote the cone generated by co
the intersection of all sets of the form coco (f (U)\{0}), where U ⊆ G is a relatively open neighborhood of x. It is easy to see that if
converging to x and a sequence {h i } of positive real numbers converging to 0 such that lim i→∞
Remark 4.1. Tangent cones are called contingent cones in [2] . We have followed the terminology used in [26] .
The vector field f is nontangent to the set K ⊆ G at the point
Remark 4.2. The notion of nontangency introduced here is different from the well-known notion of transversality [13] . Transversality between a vector field and a set is possible only at a point in the set where the vector field is not zero and the set is locally a differentiable submanifold of codimension one. On the other hand, nontangency is possible even if the vector field is zero and the set is not a differentiable submanifold of codimension one.
In the rest of the paper, we assume that G is locally compact, that is, every point in G is contained in a relatively open and relatively bounded set U ⊆ G. The following proposition is a key result of this paper. The result shows that if the vector field f is nontangent to the set B of all subsequential limits of sequences of points taken from a sequence of segments of orbits of (6), then the set B contains exactly one point. This result will be applied to positive limit sets in section 5 and restricted prolongations in section 6 to obtain nontangency-based conditions for convergence and stability. Proof. First, we note that x ∈ B since x = lim i→∞ ψ(0, x i ). Necessity now follows by noting that if B = {x}, then T x B = {0}, and hence T x B ∩ F x ⊆ {0}.
To prove sufficiency, suppose z 0 ∈ B, z 0 = x. If the sequence {f (x i )} is eventually zero, then every sequence of the form {ψ(τ i , x i )} converges to x, and, consequently, B is a singleton. Hence we may assume without loss of generality that f (x i ) = 0 for every i. Let {U k } be a nested sequence of neighborhoods of x that are relatively bounded and relatively open in G, contained in U, and such that
Let V ⊆ G be a relatively open neighborhood of x, and consider ε > 0. By construction, there exists k
)dτ is contained in the convex cone generated by A [29, Thm. I.6.13]. Since A is connected, coco A is simply the convex cone generated by A. Since A and A generate the same closed convex cone, we have coco
We conclude that, for every ε > 0, there exists w ∈ coco (f (V)\{0}) and δ > 0 such
Since the neighborhood V was arbitrary, it follows that v ∈ F x . Thus, if B = {x}, then there exists v ∈ R n such that v = 0 and v ∈ T x B ∩ F x ; that is, f is not nontangent to B at x relative to G. Sufficiency now follows.
Since any application of Proposition 4.1 will involve finding the direction cone, we next give a result that provides a convenient means of determining the direction cone in applications. For this purpose, it will be useful to introduce the limiting direction set of a vector field at a point.
Let
The limiting direction set L x of f at x relative to G is the set of all limiting directions of f at x relative to G. Clearly, L x is nonempty, compact, and contained in S n−1 . Moreover, for every ε > 0, there exists a relatively open neighborhood U ε ⊆ G of x such that, for every z ∈ U ε \E, dist(
Consider x ∈ G\int E, and let U ⊆ G be a relatively open neighborhood of x. For every sequence {x i } in G\E converging to x ∈ G, the sequence { 1 f (xi) f (x i )} is eventually in the cone generated by f (U)\{0} and hence in coco (f (U)\{0}) so that every subsequential limit of the sequence
Since U was chosen arbitrarily, it follows that L x ⊆ F x . The following result shows that if no connected component of the limiting direction set contains the origin in its convex hull, then the direction cone is contained in the union of the convex cones generated by the connected components of the limiting direction set. This result provides a convenient means for determining the direction cone in applications.
A special case where Proposition 4.2 applies is the case where
Moreover, coco L x is the union of rays generated by the points of
since F x is a cone, the rays generated by points of
Thus, in the case where the limiting direction set is finite, the direction cone is the union of rays generated by points of the limiting direction set.
The following example shows that, in general,
Consider the system (6), where f :
Letting G = R 3 , the set of equilibria is E = {x ∈ G :
To compute L x , it will be convenient to introduce the function r : G → R given by r(z) = z 2 1 + z 2 2 and the function θ : G\E → [0, 2π) such that, for every z ∈ G\E, z 1 = r(z) cos(θ(z)) and
where · denotes the Euclidean norm on R 3 . Consider a sequence {x i } in G\E converging to x. Since lim i→∞ r(x i ) = 0, it is easy to see from (13) that every subsequential limit of the sequence { f (
T , where α ∈ R. On the other hand, for every α ∈ R, the sequence {x i } given by
T . Hence we conclude that the limiting direction set of f at x is a circle and is given by
T : α ∈ R}. L x is connected, and hence it easily follows that co L x = {w ∈ R 3 : w
Since U\E is connected and f is continuous, f (U)\{0} = f (U\E) is also connected. Therefore, f (z i ), i = 1, 2, are contained in the same connected component of f (U)\{0}. Hence w ∈ coco(f (U)\{0}). Since U was chosen to be arbitrary, it follows that w ∈ F x .
The following example illustrates direction cones, nontangency, and the use of Proposition 4.2.
Example 4.2. Consider the system described in Example 1.1 with G = R 2 , and let x ∈ S 1 . As discussed in Example 1.1, x is an equilibrium point for the system. It is easy to show that
where f r and f θ are given in (2) . Thus L x is finite, and hence, by Remark 4.3,
The unit circle S 1 is a differentiable submanifold of R 2 . Hence, for every x ∈ S 1 , T x S 1 is the tangent line to S 1 at x. Since the vector field f θ points in the circumferential direction at every point, it follows that, for every x ∈ S 1 , T x S 1 = span {f θ (x)}. It now follows from (14) that
Thus, for every x ∈ S 1 , f is nontangent to S 1 at x relative to G if and only if α ≤ β. It can be observed that Figures 1 and 2 reflect this fact.
Positive limit sets, convergence, and nontangency.
In this section, we present nontangency-based Lyapunov results for convergence. These results use three key ideas. The first of these, given in Proposition 5.1, is that a solution of (6) converges to a limit if and only if its positive limit set is a singleton set. The second key idea, presented as Proposition 5.2, is to use Proposition 4.1 to show that the positive limit set of a solution of (6) is a singleton set if and only if the vector field f is nontangent to the positive limit set at some point. Since it is not generally possible to find the positive limit set of a solution in practice, it is difficult to check nontangency of the vector field f to the positive limit set in applications. Since nontangency to any outer estimate of the positive limit set implies nontangency to the positive limit set itself, the third key idea is to check nontangency of the vector field f to an outer estimate of the positive limit set that is easier to find in practice. Proposition 5.3 gives outer estimates of the positive limit sets in terms of invariant subsets of the level and sublevel sets of a Lyapunov function and its derivative. Theorem 5.1, the main result of this section, combines the ideas of Propositions 5.1, 5.2, and 5.3 to give a sufficient condition for convergence that involves a nontangency condition between the vector field f and invariant subsets of the level sets of the derivative of a Lyapunov function.
Given x ∈ G, the positive limit set of x relative to G is the set O ∞ x of points z ∈ G such that there exists a divergent sequence Proof. The first part of the result is well known for G = R n . The proof is similar in the case where G = R n and is left to the reader. In the second part, the necessity is straightforward. To prove sufficiency, suppose that O
We claim that there exists T > 0 such that ψ(t, x) ∈ U ε for all t > T . If not, then by the continuity of ψ, for every i, there exists τ i > t i such that ψ(τ i , x) ∈ bd U. In this case, the sequence {ψ(τ i , x)} is relatively bounded in G and hence has a subsequential limit w ∈ G. By construction, w ∈ bd U and hence w = z. However, by definition, w ∈ O ∞ x = {z}, which is a contradiction. Hence we conclude that there exists T > 0 such that ψ(t, x) ∈ U ε for all t > T . Since U ε was chosen arbitrarily, it follows that lim t→∞ ψ(t, x) = z ∈ G.
The following application of Proposition 4.1 gives a nontangency-based necessary and sufficient condition for a solution of (6) to converge to a limit. Example 5.1. Consider the system described in Example 1.1, and assume that α ≥ β + 1. Let G = R 2 , and consider x ∈ G\S 1 . As discussed in Example 1.1,
1 at x, thus illustrating Proposition 5.2. It should be noted that in order to apply Proposition 5.2 to a solution of (6), the positive limit set of the solution needs to be known. Since it is not generally possible to find the positive limit set of a solution, Proposition 5.2 is not directly useful in applications. However, Lyapunov functions can sometimes be used to obtain sets that contain the positive limit set of a solution. The following proposition gives two such containment results for positive limit sets. The result is a straightforward extension of [8 
Letting y 1 (t), y 2 (t), y 3 (t), and y 4 (t) denote the instantaneous nonnegative concentrations of the species S, C, E, and P, respectively, the law of mass action kinetics yields [11] 
where
Equation (16) is of the form (6), where f :
. . , 4} is positively invariant under the dynamics (16) [4, 11] . Since the vectors v 1 and v 2 are linearly independent, it is easy to see that the set of equilibrium concentrations in G is E = E 1 ∪ E 2 , where
We claim that f is nontangent to E 1 at every point in E 1 relative to G. Indeed, the direction cone F x of f at every point x ∈ G is contained in the span of v 1 and v 2 , while every vector that is tangent to E 1 at some point x ∈ E 1 is contained in the span of the vectors v 3 = 0 0 1 0 T and v 4 = 0 0 0 1 T . Since {v i : i = 1, 2, 3, 4} is a set of linearly independent vectors, it follows that span{v 1 , v 2 }∩span{v 3 , v 4 } = {0}.
It is easy to verify that the function U : G → R given by U (x) = x 1 +2x 2 +x 3 +x 4 is proper and satisfiesU ≡ 0. It follows from Corollary 3.1 that every orbit in G is relatively bounded in G. Hence, by Proposition 5. 
Now consider x ∈ E 2 . Then x is an equilibrium, and concentrations starting from the initial value x clearly converge to the equilibrium value x. Next, consider
Hence Proposition 5.2 implies that concentrations starting from the initial values x converge to equilibrium values. We conclude that the system described by (16) is convergent relative to G; that is, the concentrations of all species in the MichaelisMenten reaction converge to equilibrium values.
The following result gives a sufficient condition for a trajectory of (6) to converge to a limit. Unlike Proposition 5.2, the following result is not based on nontangency. 
. Suppose O x is relatively bounded in G for all x ∈ G, and assume that there exists a continuous function V : G → R such thatV is defined on G and satisfiesV (x) ≤ 0 for all x ∈ G. Let S ⊆ E denote the set of equilibria that are Lyapunov stable relative to G, and let
∈ O ∞ x , f is not nontangent to O ∞ x at z relative to G, that is, {0} ⊇ T z O ∞ x ∩ F z ⊆ T z N k ∩ F z . Since M k = {z ∈ N k : T z N k ∩ F z ⊆ {0}}, it follows that O ∞ x ⊆ M k . Since O ∞ x is invariant, O ∞ x ⊆ N k+1 . It follows by induction that O ∞ x ⊆ N k+1 ⊆ M k for every k. Also, it follows from Proposition 5.4 that O ∞ x ∩ S = ∅. Thus O ∞ x ⊆M k \S for every k.
It follows from the above arguments that if
contains only one element, and hence, by Proposition 5.1, lim t→∞ ψ(t, x) exists and is contained in G. The result now follows.
Example 5.3. In this example, we use Theorem 5.1 to show that the closed-loop adaptive system given by (10) and (11) in Example 3.1 is convergent.
It was shown in Example 3.1 that every orbit of the system (10)- (11) is bounded. Consider the function V :
For the closed-loop system (10)-(11), it follows thatV (x) = −e −k y 2 ≤ 0 for all x = (y, k) ∈ R 2 . ThusV −1 (0) = {(y, k) ∈ R 2 : y = 0} = E, the set of equilibria, and the largest invariant subset ofV
To investigate nontangency, let f : R 2 → R 2 denote the right-hand side of (10)-(11), and let Z = {(0, k) : a + bk 2 cos k = 0}. We note that Z ⊆ E. Since b = 0, the set Z is nonempty, and every point of Z is isolated. For every x = (y, k) ∈ N 0 \Z and every sequence {x i } = {(y i , k i )} in R 2 \E converging to x and satisfying sign(y i ) = sign(y j ), i, j = 1, 2, . . . , we have
Thus, for every x ∈ N 0 \Z, L x is finite. By Remark 4.3, for every x ∈ N 0 \Z,
On the other hand, for every
Hence f is nontangent to N 0 at every point x ∈ N 0 \Z. In order to apply Theorem 5.1, we note that, in the notation of Theorem 5.1,
consists only of isolated points and hence T x N 1 = {0} for every x ∈ N 1 . Consequently, f is nontangent to N 1 at every point in N 1 and hence M 1 is empty. In either case, M 1 ⊆ S vacuously. It now follows from Theorem 5.1 that the system (10)- (11) is convergent relative to R 2 . The following two results follow easily from Theorem 5.1.
Corollary 5.1. Suppose O x is relatively bounded in G for all x ∈ G, and assume that there exists a continuous function V : G → R such thatV is defined on G and satisfiesV (x) ≤ 0 for all x ∈ G. Let N be the largest invariant subset ofV −1 (0). If f is nontangent to N at every z ∈ N relative to G, then the system (6) is convergent relative to G.
Proof. Suppose f is nontangent to N at every z ∈ N relative to G. In the notation of Theorem 5.1, N 0 = N , while M 0 = ∅. Thus M 0 ⊆ S vacuously, and the result follows from Theorem 5.1.
Corollary 5.2. Suppose O x is relatively bounded in G for all x ∈ G, and assume that there exists a continuous function V : G → R such thatV is defined on G and satisfiesV (x) ≤ 0 for all x ∈ G. Let N be the largest invariant subset ofV −1 (0). If every point in N is Lyapunov stable relative to G, then the system (6) is convergent relative to G.
Proof. Suppose every point in N is Lyapunov stable relative to G. Then, in the notation of Theorem 5.1, M 0 ⊆ N 0 = N = S. The result now follows from Theorem 5.1.
In the following example, we illustrate Corollary 5.1 by applying it to the system considered in Example 1.1.
Example 5.4. Consider the system described in Example 1.1. Suppose α ≤ β, and let G = R 2 . Consider the Lyapunov function V : G → R given by V (x) = 2 )|x
Since every point inV −1 (0) is an equilibrium, the largest invariant subset ofV −1 (0) is N =V −1 (0) . We know from Example 4.2 that f is nontangent to N at every point in S 1 relative to G. Since {0} is an isolated point of N , it follows that f is nontangent to N at 0 relative to G. Thus the hypotheses of Corollary 5.1 are satisfied, and we conclude that the system considered in Example 1.1 is convergent relative to G = R 2 in the case where α ≤ β.
Restricted prolongations, Lyapunov stability, and nontangency.
In this section, we develop three key ideas that will be needed for the nontangencybased Lyapunov tests for Lyapunov stability, semistability, and asymptotic stability that we present in the next section. The first of these ideas, given in Proposition 6.2, is that an equilibrium is Lyapunov stable if and only if its restricted prolongation, as defined below, is a singleton set. The second key idea, given in Proposition 6.3, is to use Proposition 4.1 to show that the restricted prolongation of an equilibrium of (6) is a singleton set if and only if the vector field f is nontangent to the restricted prolongation at the equilibrium. Since it is not generally possible to find the restricted prolongation of an equilibrium in practice, nontangency of the vector field f to the restricted prolongation is difficult to verify in applications. Since nontangency to any outer estimate of the restricted prolongation implies nontangency to the restricted prolongation itself, the third key idea is to determine outer estimates of the restricted prolongation that are easier to find in practice. Proposition 6.4 gives outer estimates of restricted prolongations in terms of connected components of invariant and negatively invariant subsets of level and sublevel sets of a Lyapunov function and its derivative. This result depends on the invariance properties of restricted prolongations given in Proposition 6.1. To prove the second part of the proposition, suppose x ∈ G is an equilibrium, and consider z ∈ R U x . There exist a sequence {t i } in [0, ∞) and a sequence {x i } in G converging to x such that z = lim i→∞ ψ(t i , x i ) and, for every i, ψ(h, x i 
Given a point x ∈ G and a relatively open and relatively bounded neighborhood U ⊆ G of x, the restricted prolongation of x with respect to U is the set R
However, this contradicts our assumption that z = x. Hence we conclude that the sequence {t i } diverges. Therefore, there exists N > 0 such that
is contained in U and hence relatively bounded in G. Let y ∈ G be a subsequential limit point of this sequence. Clearly, y ∈ R The utility of prolongations in stability analysis stems from the well-known fact that an equilibrium point is Lyapunov stable if and only if the positive prolongation of the equilibrium consists only of the equilibrium point. See, for instance, [7, Prop. 7.3] and [8, Thm. V.1.12]. We prove the same result for restricted prolongations in Proposition 6.2 below. Since, as mentioned above, the restricted prolongation of a point is a subset of the positive prolongation of the point, Proposition 6.2 is a sharper version of the results [7, Prop. 7.3] and [8, Thm. V.1.12]. However, our reason for considering restricted prolongations instead of positive prolongations in this paper is that restricted prolongations are invariant and connected as proved in Proposition 6.1 above. Positive prolongations, on the other hand, may neither be connected nor invariant under our assumptions on the system (6). Since the invariance and connectedness of restricted prolongations play a crucial role in our main results, we introduce restricted prolongations instead of using positive prolongations.
Proposition 6.2. Suppose x ∈ G, and let U ⊆G be a relatively open and relatively bounded neighborhood of x. Then the following statements are equivalent. (i)
The point x is a Lyapunov stable equilibrium relative to G. } is chosen such that, for every i, ψ(h, x i ) ∈ V for all h ∈ [0, t i ). Now, every subsequential limit of the relatively bounded sequence {ψ(t i , x i )} is distinct from x by construction and is contained in R U x by definition. Thus the negation of (i) implies the negation of (ii). Hence it follows that (ii) implies (i) .
The following result characterizes Lyapunov stable equilibrium points in terms of nontangency. 
x . There exist a sequence {x i } converging to x and a sequence Example 6.1. Consider the system described in Example 1.1, and assume that α ≥ β + 1. Let G = R 2 . As discussed in Example 1.1, every point in S 1 is an unstable equilibrium. From Figure 1 , we observe that, for every z ∈ S 1 , R z = S 1 . Since S 1 consists only of equilibrium points, it follows that R z is invariant for every z ∈ S 1 . This illustrates Proposition 6.1. As seen in Example 4.2, the vector field f is not nontangent to S 1 at any z ∈ S 1 , thus illustrating the equivalence of (i) and (iii) in Proposition 6.3.
As mentioned earlier, it is not generally possible to find the restricted prolongation of an equilibrium, and hence Proposition 6.3 cannot be directly used in applications. However, the following proposition shows that Lyapunov functions can be used to obtain sets that contain the restricted prolongation of an equilibrium. The proof uses the properties of invariance and connectedness of restricted prolongations given in Proposition 6.1. 
Proof. (i) Suppose x is a global maximizer ofV relative to G so thatV (z) ≤ V (x) = 0 for every z ∈ G. Consider z ∈ R x . Let {x i } be a sequence in G converging to x and {t i } a sequence in [0, ∞) such that lim i→∞ ψ(t i , x i ) = z. Since V is continuous and decreasing along the solutions of (6), it follows that
Thus R x is contained in the set {z ∈ G : V (z) ≤ V (x)}. By Proposition 6.1, R x is invariant and connected. Also, x ∈ R x . Hence it follows that R x ⊆ P x .
(ii) Let x be a local maximizer ofV relative to G and a local minimizer of V relative to the set K. Let U ⊆ W be a relatively open neighborhood of x such thaṫ V (z) ≤V (x) = 0 for every z ∈ U and V (x) ≤ V (w) for every w ∈ U ∩K. Consider w ∈ U ∩K. There exists a sequence
Let {x i } be a sequence in V converging to x and {t i } a sequence in [0, ∞) such that the sequence {ψ(t i , x i )} converges to z and, for every . By the continuity of ψ, it follows that ψ(τ i k , x i k ) ∈ K for every k. Since V is nonincreasing along the solutions of (6) 
Finally, consider the case where the sequence {τ i } ∞ i=m is eventually zero. In this case, there exists K > 0 such that, for every i > K and every t ∈ [0,
We have thus shown that if
x is negatively invariant and connected, and
(iii) Consider z ∈ M x , and let t > 0. By negative invariance, there exists w ∈ M x such that ψ(t, w) = z and ψ(τ, w)
, and thusV (ψ(τ, w)) = 0 for every τ ∈ [0, t). Let {t i } be a sequence in [0, t) converging to t. Then, by the continuity of ψ, {ψ(t i , w)} is a sequence inV −1 (0) that converges to z. It follows that z ∈V −1 (0) . Thus
Since M x is negatively invariant, connected, contains x, and is contained in W, the result follows.
It is interesting to note the parallels between the ideas used in this section and those used in the previous section. The propositions given in section 5 allow us to conclude convergence of a solution of (6) under the assumption of nontangency of the vector field f to an outer estimate of the positive limit set of that solution. The results of this section allow us to conclude the Lyapunov stability of an equilibrium of (6) under the assumption of nontangency of the vector field f to an outer estimate of the restricted prolongation of the equilibrium. The outer estimates of the positive limit set in section 5 and the restricted prolongation in this section are in terms of invariant and negatively invariant subsets of level and sublevel sets of a Lyapunov function and its derivative. Moreover, the results of sections 5 and 6 depend on the invariance properties of the positive limit set and the restricted prolongation, respectively.
Stability theorems.
In this section, we use the results of the previous two sections to derive Lyapunov results for Lyapunov stability, semistability, and asymptotic stability. The main results are Theorems 7.1 and 7.2. These results do not make any assumptions about the sign definiteness of the Lyapunov function. Instead, these results require only that the Lyapunov function derivative be nonpositive and the equilibrium be a local minimizer of the Lyapunov function on the set of points where the Lyapunov function derivative is negative. The weaker assumptions on the Lyapunov function are supplemented by assuming nontangency of the vector field to the level set of the Lyapunov function containing the equilibrium or to the closure of the zero-level set of the Lyapunov function derivative. In both Theorems 7.1 and 7.2, Propositions 6.4 and 5.3 are used to "trap" the restricted prolongation and the positive limit set, respectively, in the level sets of the Lyapunov function and its derivative. Propositions 6.3 and 5.2 are then used to deduce stability and convergence from nontangency. Then the following statements hold. 
Hence, by Proposition 6.3, x is a Lyapunov stable equilibrium relative to G.
(ii) Note that since x is an equilibrium,
Therefore, by (i), x is a Lyapunov stable equilibrium relative to G.
(iii) Let U ⊆ W be a relatively open neighborhood of x such that every equilibrium in U is a local minimizer of V relative to K and T z N z ∩ F z ⊆ {0} for every z ∈ N ∩ U. Since x is a local maximizer ofV relative to G, we may assume without loss of generality thatV (z) ≤V (x) = 0 for every z ∈ U. It follows that every equilibrium in U is a local maximizer ofV relative to G. Since every equilibrium in U is contained in N , it follows from (ii) that every equilibrium in U is Lyapunov stable relative to G. In particular, x is Lyapunov stable relative to G. By Lyapunov stability of x and local compactness of 
implies that lim t→∞ ψ(t, z) exists. Since z ∈ V was chosen arbitrarily, it follows that every trajectory in V converges to a limit. The positive invariance of V implies that the limit of every trajectory in V is contained in V. Since every equilibrium in V ⊂ U is Lyapunov stable relative to G, it follows that x is semistable relative to G.
(iv) Suppose x is an isolated equilibrium, and let U ⊆ W be a relatively open neighborhood of x such that T z N z ∩ F z ⊆ {0} for every z ∈ N ∩ U. Without loss of generality, we may assume that x is the only equilibrium in U. Then, it follows from (iii) that x is semistable relative to G. Asymptotic stability now follows by noting that every isolated equilibrium that is semistable relative to G is asymptotically stable relative to G.
Remark 7.1. Note that Theorem 7.1 does not requireV to be continuous. However, in the case whereV is continuous, we haveV −1 (0) =V −1 (0) , and the set K in Theorem 7.1 is the set of points where the Lyapunov derivative is negative. Thus, in the case whereV is continuous, Theorem 7.1 requires the equilibrium to be a local minimizer of V only relative to the set of points where the Lyapunov function is strictly decreasing along the solutions of (6).
Example 7.1. In this example, we apply Theorem 7.1 to the mass action kinetics (16) of the Michaelis-Menten chemical reaction introduced in Example 5.2.
Recall that the set of equilibrium concentrations of the reaction in the nonnegative orthant G is E = E 1 ∪ E 2 , where E 1 = {x ∈ G : x 1 = 0, x 2 = 0, x 3 > 0} and E 2 = {x ∈ G : x 1 ≥ 0, x 2 = 0, x 3 = 0}. Also recall from Example 5.2 that the righthand side f of the differential equation (16) is nontangent to E 1 at every point in E 1 relative to G.
We claim that every equilibrium in E 1 is semistable relative to G. To show this, let α ∈ (1, 1 + k 3 /k 2 ), and consider the function V : G → R defined by V (x) = αx 1 + x 2 . Then, V (x) ≥ 0 for every x ∈ G and V −1 (0) = E 1 . Thus every point in E 1 is a local minimizer of V relative to G.
that the largest negatively invariant subset ofV −1 (0) is E. Now consider an equilibrium x ∈ E 1 . There exists a relatively open neighborhood U ⊆ G of x such that U ∩ E = U ∩ E 1 . It now follows that every equilibrium z ∈ U ∩ E is a local maximizer ofV and a local minimizer of V relative to G and, as shown in Example 5.2, that f is nontangent to E at every z ∈ U ∩ E relative to G. Hence, applying (iii) of Theorem 7.1 with W = G, it follows that every equilibrium in E 1 is semistable relative to G.
The following corollary of Theorem 7.1 is an extension of Theorems 1 and 2 from [16] . (ii) Suppose {x} is an isolated point of N . Since every equilibrium in W is contained in N , it follows that x is an isolated equilibrium. Also, the connected component N x of N containing x is {x}, and hence T x N x = {0}. The statement (ii) now follows by applying Theorem 7.1, (iv).
Remark 7.2. Theorems 1 and 2 of [16] follow from (i) and (ii) of Corollary 7.1, respectively. However, while Corollary 7.1 requires only that the equilibrium be a local minimizer of the Lyapunov function relative to the set of points at which the Lyapunov function is strictly decreasing, the results of [16] require the equilibrium to be a local minimizer of the Lyapunov function relative to G. Thus Corollary 7.1 is an extension of the main results of [16] . It is shown in [16] that the main result of [1] follows from Theorem 1 in [16] . Since Corollary 7.1 is an extension of the main results of [16] , the arguments presented in [16] can be used to show that the main result of [1] follows from Corollary 7.1.
Remark 7.3. It is interesting to note that neither Corollary 7.1 nor the results of [16] can be applied in the case of Example 7.1, because the level sets of V andV containing the equilibrium point of interest contain a continuum of equilibria. Consequently, the equilibrium point of interest is not an isolated point of the largest negatively invariant subset of the level sets of V orV , and the results mentioned above do not apply.
The following corollary of Theorem 7.1 does not require finding negatively invariant subsets of the level sets of the Lyapunov function and its derivative. (0) . Then the following statements hold. (0) , then x is an asymptotically stable equilibrium relative to G. Proof. Let V ⊆ G be a relatively open neighborhood of x such thatV (z) ≤V (x) = 0 for every z ∈ V and V (x) ≤ V (z) for every z ∈ K ∩ V. There exists τ > 0 such that
In either case, it follows that x is an equilibrium. Lyapunov stability of x now follows from (i) of Theorem 7.1 by noting that if M x is the largest connected, negatively invariant subset of
Arguing as in the proof of (i), it can be shown that x is an equilibrium. Lyapunov stability of x now follows from (ii) of Theorem 7.1 by noting that if N x is the largest connected, negatively invariant subset ofV
a relatively open neighborhood of x such that every equilibrium in U is a local minimizer of V relative to the set K and T zV −1 (0) ∩ F z ⊆ {0} for every z ∈ U ∩V −1 (0) . Arguing as in the proof of (i), it can be shown that x is an equilibrium. The result now follows from (iii) of Theorem 7.1 by noting that, if N is the largest negatively invariant subset ofV −1 (0), then, for every z ∈ N ∩U ⊆V −1 (0) ∩U, it follows that (0) . Then x is also an isolated point
follows from the continuity of ψ that ψ(t, x) = x for all t ∈ [0, τ). In other words, x is an equilibrium. Since every equilibrium is contained inV −1 (0) , it follows that x is an isolated equilibrium.
Since x is an isolated point ofV −1 (0) , it follows that T xV −1 (0) = {0}. Hence (iii) implies that x is semistable relative to G. Since an isolated semistable equilibrium is asymptotically stable, (iv) follows.
Example 7.2. Consider the system described in Example 1.1. Suppose α ≤ β,
2 introduced in Example 5.4, and recall thatV (x) = −(x
2 is given in this case by K = G\(S 1 ∪ {0}). Hence every point x ∈ S 1 is a local minimizer of V relative to K. We know from Example 4.2 that f is nontangent to S 1 and hence toV −1 (0) at every z ∈ S 1 relative to G. Hence by (iii) of Corollary 7.2, it follows that every x ∈ S 1 is semistable relative to G = R 2 . The following theorem gives stability conditions in terms of invariant sets rather than negatively invariant sets as in Theorem 7.1. Also, the first part of the theorem does not require the equilibrium to be a local minimizer of the Lyapunov function.
Since U ∩ V is a relatively open neighborhood of x, it follows that x is an isolated equilibrium. The result now follows by noting that an isolated equilibrium that is semistable relative to G is also asymptotically stable relative to G. Now, suppose x is a local minimizer of V relative to the set K = G\V −1 (0) . By (ii) and (iii) of Proposition 6.4, there exists a neighborhood V of x that is open and bounded relative to G, and such that R
. It now follows from Proposition 6.3 that x is Lyapunov stable relative to G.
(vi) Let U ⊆ G be a relatively open neighborhood of x such that every equilibrium in U is a local minimizer of V relative to the set K, and every point
Without loss of generality, we assume that V (z) < V (x) + ε for every z ∈ U. Then, for every z ∈ U, P z ⊆ Q z and hence 
2 now implies that lim t→∞ ψ(t, z) exists and is contained in G. Since z ∈ V was chosen to be arbitrary, it follows that every trajectory in V converges to an equilibrium in V ⊂ U. Semistability of x relative to G now follows by noting that every equilibrium in V ⊂ U is Lyapunov stable relative to G. Example 7.3. In this example, we use Theorem 7.2 to show that every equilibrium (0, k) of the adaptive closed-loop system (10)-(11) satisfying g (k) = a + bk 2 cos k > 0 is semistable, where g is the derivative of the function g :
In particular, we note that g is increasing on the interval
We claim that the equilibrium (0, k 0 ) of the system (10)- (11) is semistable. To show this, consider the Lyapunov function V (y, k) = e −k introduced in Example 5.3, and let ε = V (0, k 0 )(e δ − 1). It is easy to see that the set Proof. (i) Since x is a global minimizer of V relative to G, it follows that P is also the largest connected subset of the set {z ∈ G : V (z) ≤ V (x)} that is invariant and contains x. If P = {x}, then T x P ∩ F x ⊆ {0}, and hence the result follows from (i) of Theorem 7.2.
(ii) Since P is an invariant subset of a level set of V , it follows that P ⊆V −1 (0) .
Thus P is a connected invariant subset ofV −1 (0) containing x, and hence P ⊆ N . Now suppose x is an isolated point of N . Then P = {x}, and hence, by (i) In the result from [20] , the Lyapunov function and its derivative are assumed to be locally positive definite and locally negative semidefinite, respectively, at the equilibrium. In other words, the equilibrium is assumed to be a strict local minimizer for the Lyapunov function and a local nonstrict maximizer for the Lyapunov function derivative. On the other hand, Corollary 7.3 assumes the equilibrium to be a global nonstrict minimizer and a global nonstrict maximizer for the Lyapunov function and its derivative, respectively. In other words, Corollary 7.3 assumes the Lyapunov function to be only positive semidefinite globally instead of positive definite locally at the equilibrium. Thus, both (ii) of Corollary 7.3 and Theorem 14.1 of [20] assert asymptotic stability of the equilibrium under two alternative and complementary sets of assumptions.
Remark 7.8. It is also interesting to compare Corollary 7.3 with Corollary 7.1. While Corollary 7.3 requires the equilibrium to be a global minimizer and a global maximizer of V andV , respectively, Corollary 7.1 requires only that the equilibrium be a local minimizer and a local maximizer, respectively, of V andV . Thus the hypotheses of Corollary 7.1 on the Lyapunov function and its derivative are weaker than those of Corollary 7.3. However, Corollary 7.1 requires the equilibrium point to be an isolated point of the largest negatively invariant subsets of level sets of V andV , while Corollary 7.3 requires only that the equilibrium be an isolated point of the largest invariant subsets of level sets of V andV . Since invariant sets are also negatively invariant, it is clear that the hypotheses of Corollary 7.3 relating to invariant subsets are weaker than the corresponding hypotheses in Corollary 7.1. Thus both corollaries assert Lyapunov and asymptotic stability under alternative and complementary sets of conditions. 8. Conclusions. This paper introduces convergence and semistability as two notions of importance in the study of systems having a continuum of equilibria. The main contribution of this paper has been the introduction of the notion of nontangency and its application in the Lyapunov analysis of systems having a continuum of equilibria. Positive limit sets and restricted prolongations play a key role in the application of nontangency to Lyapunov analysis of convergence and stability, respectively. We introduce restricted prolongations in the paper, establish their invariance properties, and give inclusion results for restricted prolongations in terms of invariant and negatively invariant subsets of the level and sublevel sets of a Lyapunov function and its derivative. Using nontangency, we obtain Lyapunov results for convergence, Lyapunov stability, semistability, and asymptotic stability. The results on Lyapunov stability and asymptotic stability involve hypotheses on the Lyapunov function and its derivative that are weaker than sign definiteness or semidefiniteness. This makes our results particularly suited for applications to systems having a continuum of equilibria. The weaker hypotheses on the Lyapunov function and its derivative are supplemented by assuming nontangency of the vector field to appropriate subsets of the level and sublevel sets of the Lyapunov function and its derivative. We illustrate the main results by applying them to an example from chemical kinetics and an example from adaptive control.
Appendix. Proof of Proposition 4.2.
We present here the proof of Proposition 4.2. First, we recall some definitions related to set convergence [2, 26] . Consider a sequence {W k } of subsets of R n . The limit superior of the sequence, denoted lim sup k→∞ W k , is the set of all subsequential limits of sequences {w k } in R n such that w k ∈ W k for every k. The limit inferior of the sequence, denoted by lim inf k→∞ W k , is the set of limits of convergent sequences {w k } in R n such that w k ∈ W k for every k. The sequence {W k } converges to the set W ⊆ R n if W = lim inf k→∞ W k = lim sup k→∞ W k .
The proof of Proposition 4.2 requires two basic results on set convergence. The first result is that if {W k } is a sequence of subsets of a bounded subset of R n , then the sequence {W k } has a subsequence that converges to a nonempty set. This result follows from Theorem 1.1.7 of [2] and Theorem 4.18 of [26] . The second result is given by the following lemma.
Lemma A. is contained in the closed set R n \(U ∪ V), it follows that w ∈ R n \(U ∪ V). On the other hand, w ∈ lim sup k→∞ W k = W ⊆ U ∪V, which leads to a contradiction. Hence we conclude that W is connected.
Proof of Proposition 4.2. Suppose 0 / ∈ co L x . For each k = 1, 2, . . . , let U k = {w ∈ R n : dist(w, L x ) < 1/k}. For every k, U k is an open set containing L x , U k is compact, and
For every k, there exists a relatively open neighborhood V k ⊆ G of x such that, for every z ∈ V k \E, f (z) −1 f (z) ∈ U k . It is easy to show that, for every k, every connected component of f (V k )\{0} is contained in the cone generated by a connected component of U k . Hence it follows that, for every k, coco(f (
There exist a sequence {α k } in (0, ∞) and a sequence {v k } in R n such that, for every k, v k ∈ co U k and
For each k, let W k be a connected component of U k such that v k is contained in the convex hull of W k . Each W k is a subset of the bounded set U 1 . Hence there
