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Kinetic model1. Recent results suggest that the major ﬂux is carried by a monomeric function, not by an intermonomer
electron ﬂow. 2. The bifurcated reaction at the Qo-site involves sequential partial processes, — a rate limiting
ﬁrst electron transfer generating a semiquinone (SQ) intermediate, and a rapid second electron transfer in
which the SQ is oxidized by the low potential chain. 3. The rate constant for the ﬁrst step in a strongly end-
ergonic, proton-ﬁrst-then-electron mechanism, is given by a Marcus–Brønsted treatment in which a rapid
electron transfer is convoluted with a weak occupancy of the proton conﬁguration needed for electron transfer.
4. A rapid second electron transfer pulls the overall reaction over. Mutation of Glu-295 of cyt b shows it to be a
key player. 5. Inmore crippledmutants, electron transfer is severely inhibited and thebell-shapedpHdependence
of wildtype is replaced by a dependence on a single pK at ~8.5 favoring electron transfer. Loss of a pK ~6.5 is
explained by a change in the rate limiting step from the ﬁrst to the second electron transfer; the pK ~8.5 may re-
ﬂect dissociation of QH•. 6. A rate constant (b103 s−1) for oxidation of SQ in the distal domain by heme bL has
been determined, which precludes mechanisms for normal ﬂux in which SQ is constrained there. 7. Glu-295 cat-
alyzesproton exit throughH+ transfer fromQH•, and rotational displacement to deliver theH+ to exit channel(s).
This opens a volume into which Q•− can move closer to the heme to speed electron transfer. 8. A kinetic model
accounts well for the observations, but leaves open the question of gatingmechanisms. For the ﬁrst step we sug-
gest a molecular “escapement”; for the second amolecular ballet choreographed through coulombic interactions.
This article is part of a Special Issue entitled: Respiratory complex III and related bc complexes.
© 2013 Elsevier B.V. All rights reserved.1. Introduction
In the Q-cycle mechanism of the bc1 complex (Fig. 1), oxidation
of QH2 at the Qo-site occurs through a bifurcated reaction delivering
the electrons to two different acceptor chains [1–4]. The ﬁrst electron
reduces the high potential chain (ISP and cyt c1), and generates an in-
termediate semiquinone (SQo) in QH• form. The electron from SQo re-
duces the low potential chain, consisting of hemes bL and bH of cyt b,e unspeciﬁed); QH•, neutral
inone-10, ubiquinol, quinol; Q,
ubunit IV; ROS, reactive oxygen
and second electron transfers,
tory complex III and related bc
try, 419 Roger Adams Lab, 600
3 2043; fax: +1 217 244 6615.
l rights reserved.which deliver the electron across the membrane to reduce ubiqui-
none (Q) or SQi at the Qi-site in an electrogenic process that contrib-
utes to the electrical component of the proton gradient used to drive
ATP synthesis. Mitchell's original Q-cycle involved a co-participation
of dehydrogenases, but Garland et al. [5] pointed out that the isolated
complex functions as a standard-alone enzyme, and suggested a modi-
ﬁed Q-cycle, which was included among several variants reviewed by
Mitchell in 1976 [1]. This modiﬁed Q-cycle was shown to best explain
the behavior of the complex in photosynthetic bacteria [2] (see [3] for
a historical perspective). Structures of increasingly detailed resolution
have become available over the last dozen years for bothmitochondrial
and bacterial complexes, and these have revealed dynamic processes
[6], and allowed reﬁnement of understanding to themolecular level. Ki-
netic and thermodynamic studies of mutant strains modiﬁed at key
residues have allowed dissection of critical reactions into partial pro-
cesses, and deﬁnition of their physicochemical parameters (cf. [7–13]).
The consensus version of theQ-cycle has depended formuchof its detail
onwork fromphotosynthetic bacteria, and this had allowed us to devel-
op a mechanistic model that accounted well for known features of the
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representations of the Q-cycle show a monomeric complex, and the
question of whether this implies a monomeric function is still not
settled.
As a preliminary to addressing mechanistic questions, we must ﬁrst
deal with the question of whether the turnover of the complex involves
a monomeric or dimeric mechanism for its main ﬂux.2. Monomeric or dimeric function
In a previous review [9] we had asked the question of how well a
monomeric Q-cyclemechanism could account for the function of the di-
meric bc1 complex. The answerwe favored,which could be paraphrased
as “pretty well”, has been challenged by most other groups working in
this ﬁeld [8,14–24]. The alternative scenarios suggested have offered a
variety ofmechanisms inwhich electron transfer across the dimer inter-
face was important in normal forward chemistry, and in several cases,
carried the full ﬂux of turnover. To a greater or lesser extent, these alter-
nativemechanismswould require re-evaluation of the data that had led
to identiﬁcation in the 1980s of Garland's modiﬁed Q-cycle [2,5,25–29]
as the most economical hypothesis. Rather than repeating the detailed
arguments in the previous review, we will focus on developments that
since then have been claimed to demonstrate that intermonomer elec-
tron transfer occurs at rates compatiblewith an important role in normal
ﬂux [14,16,19,30–32]. Does the proposed intermonomer electron trans-
fer represent a challenge demanding a paradigmatic change in our think-
ing, or a diversion?
In each of three earlier papers [14,16,19], the strategywas to usemo-
lecular engineering in bacterial systems to set up a protocol in which
a heterodimeric bc1 complex could be expressed. Then, differential
mutation in two copies of the gene encoding cyt b was carried out,
such that either could carry a cripplingmutation formonomeric function.
Intermonomer transfer could then be tested in a heterodimer enforcing
turnover by electron transfer across the dimer interface at the level of
heme bL. The difference in strategies between the three labs was in
how the heterodimeric system was implemented. In two of the groups
[14,16], two separate copies of the gene encoding cyt bwere introduced
using two plasmids, each with a distinctive tag to facilitate isolation of
heterodimeric complexes containing both tags by sequential afﬁnity
chromatography. The disadvantage of this approach is that the bacteria
then generate in situ a mixed population of bc1 complexes, only half of
which carry the function designed. This leads to difﬁculties in the inter-
pretation of experiments in which function is tested in the native mem-
brane, and the need for more detailed work using the isolated protein.
The Osyczka group [19] introduced a neat way to overcome this prob-
lem. In their construct, a one plasmid system, the two copies of the
gene encoding cyt bwere joined by in-frame sequence for a protein link-
er span so as to express a linked heterodimeric cyt b of twice the size as
themonomeric version. Then all copies of the dimeric complexmight be
expected to have the same pair of linked cyt b subunits, which could
nevertheless be differentially mutated to produce similar vehicles for
testing intermonomer function.
The experimental results from these three studies seemed
unequivocal.
In Castellani et al. [14], the heterodimeric constructs were designed
for expression in Paracoccus denitriﬁcans so as to enforce a half-of-sites
functionality, and stopped-ﬂow kinetic measurements on the isolated
heterodimeric complexes then showed essentially the samemonotonic
kinetics of reduction of heme bH as observed in wildtype, and the same
difference in amplitude, a 1:0.5 ratio between the heme bH and heme c1
reduction, claimed to be diagnostic of such a functionality. In order to ac-
count for these characteristics in the half-of-sitesmechanism, it is neces-
sary to postulate that intermonomer electron transfer occurs with an
intrinsic rate substantially faster than the rate limiting step, since other-
wise a biphasic reduction of heme bH would have been seen.In Świerczek et al. [19], using the single plasmid approach and a linked
heterodimer expressed in Rhodobacter capsulatus, one copy of cyt b was
blocked bymutation G158W, disabling the Qo-site, and the other by mu-
tation H212N of a heme bH ligand, disabling binding and blocking elec-
tron transfer in the low-potential chain. For the critical strain, WB-BN
carrying both mutations, the kinetics of heme bH reduction were com-
plete in ~5 ms, suggesting a half-time b2 ms, in the same range as the
wildtype ~1 ms. Similarly, kinetics of cyt c re-reduction and steady-
state rates were “…never less than half…” those in wildtype. These
seemed to support the claim of the title, “…An electronic bus bar lies in
the core of cytochrome bc1…”.
In Lanciano et al. [16], also working with Rb. capsulatus, the claim
was more modest, that intermonomer electron transfer was sufﬁcient
to support anaerobic photosynthetic growth (which requires a func-
tional bc1 complex). Mutations similar to those in [19] were introduced
in the two plasmid system, and as in [19], the heterodimeric con-
structs enforcing intermonomer electron transfer showed kinetics of
heme bH reduction and bc1 turnover in the low ms range, suggesting
rapid ﬂux through this pathway.
In our own attempts to express in Rhodopseudomonas sphaeroides
[33] a system similar to that in [19], we believed initially that we had
conﬁrmed the previous data; strains harboring suitable constructs to
enforce intermonomer function showed essentially the same kinetics
as those of the wildtype. This was somewhat surprising because linear
inhibitor titrations, and the poise of reactants following activation by
one or two ﬂashes at different points in the titration, were not compat-
ible with such a ﬂux. However, careful examination of the DNA se-
quences supporting this behavior revealed that all active colonies had
reconstructed the wildtype monomeric operon by crossover recom-
bination using the unmodiﬁed spans from the two copies originally
introduced. The only survivors on growth under photosynthetic condi-
tions (requiring an active bc1 complex) were either these reconstructed
homodimericwildtype strains, or heterodimeric strains inwhich at least
one monomer catalyzed a functional Q-cycle. We concluded that on
growth under photosynthetic conditions, intermonomer electron trans-
fer could not compete for survival with monomeric function. Examina-
tion of the earlier papers showed little or no recognition that similar
genetic mechanisms might have played a part [14,16,19]. However,
subsequent reports from two of the groups showed that they had
been fully aware of the problem, had taken serious steps to mitigate
it, and that their results were obtained on preparations that had to
be grown under non-photosynthetic conditions to avoid selection
of homodimeric reconstructs [31,32]. In a more recent report, it had
proved possible in the one-plasmid system to isolate from strains grown
under aerobic conditions (inwhich an active bc1 complex is not required),
and to purify heterodimeric complexes inwhich activity could be tested
[30]. Complexes with one functional monomer showed about half the
activity of complexes in which both monomers were functional. Those
complexes designed to enforce inter-monomer electron transfer
showed much lower activity; the authors claimed ~17% that of fully
active complexes, but their data indicate that most of this activity
was independent of substrate [cyt c], so only a much lower value is
defensible. These results were quite consistent with our own. The
rapid kinetics claimed to show inter-monomer electron transfer in the
earlier papers could not have been attributed to complexes showing
this low activity, and it seems much more likely that they reﬂected
the activity of wildtype reconstructs. Although the work in
P. denitriﬁcans has not been further discussed, the conditions for
growth by respirationwould have been highly selective for wildtype,
and, without special precautions, it seems unlikely that cross-over
recombination could have been avoided.
In this review, we will take the view that none of the claims for
intermonomer electron transfer in the b2 ms range have been substan-
tiated, and that the simple monomeric function remains the most reli-
able starting point for further discussion [33]. Intermonomer electron
transfer may well occur, but not at a rate that represents any substantial
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amelioration of damaging short-circuits by intermonomer ﬂux have
been discussed [34,35], but do not require rapid ﬂux.
3. The Qo-site reaction
Although the general mechanism is well understood (Fig. 1), there
is little agreement as to how the bifurcated reaction is controlled. The
question of control plays out in a feature of the Q-cycle of anthropocen-
tric interest — our mitochondria are slowly killing us. The context is the
free-radical theory of aging [36–39]; in most cells, the respiratory chain
is the main culprit in generation of reactive oxygen species (ROS), and
the Qo-site of the bc1 complex is responsible for a substantial fraction
[40,41]. The ROS production likely reﬂects an evolution of the bifurcated
reaction initially in an anaerobic world. When evolution “invented” oxy-
genic photosynthesis, the biosphere had to adapt to the newpoison [34].
The SQ intermediate generated in the bifurcated reaction (SQo) has the
right potential to reduce O2 to superoxide anion (O−2), which leads to
a cascade of ROS that damage DNA and protein. Although species that
failed to adapt became extinct, in extant forms the bifurcated reaction
necessarily still operates through a SQ intermediate, and all still have
a residual problem; under conditions in which electrons back-up in
the low potential chain (inhibition of the Qi-site, back-pressure from
the proton gradient, etc. [40,42]), ROS production is exacerbated, likely
because SQo accumulates. Several such bypass reactions (also called
short-circuits [43]) have been discussed [10,40,43], all of which decou-
ple the bifurcated reaction (which is essential for the primary role in
generating the proton gradient) by shunting electrons from SQo to the
high potential chain, or to O2 under aerobic conditions. Because mito-
chondria operate in an aerobic environment, the question of howevolu-
tion has modiﬁed the complex to minimize these deleterious bypass
reactions has an immediate medical importance.
One of the evolutionary strategies for mitigation of ROS produc-
tion has been to hone the mechanism at the Qo-site so as to operate
with minimal occupancy of the SQo. Over the past few years, our re-
search has established a strong case for a mechanism that depends on
two main features that minimize ROS production [10,44–48]: (i) an
endergonic ﬁrst electron transfer that keeps the occupancy of the SQo
intermediate low; and (ii) a rapid removal of SQo in the second electron
transfer, facilitated by movement of SQ in the Qo-site closer to the
acceptor heme bL. These play out in the partial processes of the electron
transfers (Sections 3.1–3.3), and in control of the reaction, to bediscussed
in Section 5.
In the following sections we will brieﬂy review the evidence that
has led us to our present understanding of themechanismof the Qo-site
reaction. Building on the modiﬁed Q-cycle, new features of the hypo-
thetical framework [49–54] were proposed shortly after the ﬁrst com-
plete structure [6] became available.
3.1. The ﬁrst electron transfer
At saturating substrate concentrations, the ﬁrst electron transfer is
rate-limiting and occurs through a proton-coupled electron transfer.
The reaction is endergonic [44,45,47,55–57], and the products are ISPH
and QH•. Removal of a H+ generates the anionic species, Q•−, which is
retained in the Qo-site volume [55]. When substrates QH2 or ISPox were
limiting, the rate also varied as expected from the controlling role for
substrate concentration in the formation of the initial reaction complex
for this step, the ES1-complex (ES1) (Eq. (1)). This state likely involves
the formation of an H-bond between Nε of His-152 of ISPox and a ring
\OH of QH2 [54]. The reaction from ES1 occurs through a proton-ﬁrst-
then-electron sequence; the rate depends on the contribution of pKox1
of ISPox to the Brønsted barrier [58], which determines the distribution
of the proton along the H-bond. Both proton and electron are trans-
ferred through the H-bond, but the proton has to be in the weakly pop-
ulated state adjacent to the N-atombefore the electron can transfer. Theelectron transfer rate constant depends on the short distance and the
driving force, with a contribution from Em,ISP to the latter that could
be varied by mutation around the cluster of ISP [59,60]. The behavior
is then well-described according to a Marcus–Brønsted relationship
[44,52]:
log10k ¼ 13−
β
2:303
R−3:6ð Þ−γ ΔG
o
ET þ λET
 2
λET
− pKQH2−pK ISPox
 
ð7Þ
in which the observed rate constant represents a convolution between
the rapid electron transfer expected from Marcus theory (middle term
on the RHS)within the distance constraints from aMoser–Dutton treat-
ment (left term), and the weak probability for the proton distribution
(the term on the right).
The formation of ES1 likely involves binding of two substrates, QH2
and ISPox, stabilized through an H-bond between them. This direct in-
teraction suggests that with one substrate held constant at saturating
concentration, variation of the other would give Michaelis–Menten
behavior [44,47,61], allowing calculation of relative binding coefﬁ-
cients for both substrates:
EbHbL  ISPox
QH2
⇌
KQH2
EbHbL  QH2  ISPox; KQH2 ¼ exp
zF
RT
ΔE ES−freeð Þm
 
ð8Þ
EbHbL:QH2
ISPox
⇌
K ISPox
EbHbL:QH2:ISPox;K ISPox ¼ 10
pKox1−pKappð Þ: ð9Þ
The concentration of QH2 can be varied by redox titration of the
Q-pool over the range of ambient redox potential, Eh, around the Em,
keeping pH constant (which keeps [ISPox,dissoc] constant, see below).
We determined that the difference (ΔEm(ES−free), on the RHS of Eq. (8) be-
tween Em of the free Q-pool (Emfree ~90 mV at pH 7), and the apparent Em
for the formation of ES1 (EmES) [44]was ~30 mV, suggesting thatKQH2 ~10.
The form of ISPox involved in ES1 is that in which His-152 is disso-
ciated, and the concentration of this form varies with pH [13,47,62].
The apparent pK, pKapp, which describes the rising portion of the
bell-shaped Brandt–Okun [63] pH dependence, can be determined
by varying the pH. The [QH2] can be kept constant by choice of Eh
close to the value of Emfree appropriate to the experimental pH, to main-
tain the Q/QH2 poise close to the midpoint, where [QH2] is almost
saturating. The difference between the pKapp estimated like this, with
a value ~6.5, and pKox1 ~7.6 (in wildtype) of the isolated ISP, must
reﬂect KISPox (RHS of Eq. (9)), which also has a value ~10 (Eq. (9)).
The similarity between these values strongly supports the conclu-
sion that the result gives the binding constant for the formation of ES1.
With ISP mutant strains, pKapp varied in parallel with changes in pKox1
[47,60], demonstrating a direct correlation between the pK values,
and supporting the suggestion that the H-bond from QH2 to His-152
of ISPox represents a major component of the binding free-energy.
Central to the above scenario are the physicochemical properties
of the ISP. These have been studied in detail through mutagenesis [13,
59,64,65], thermodynamic characterization [13,62], spectroscopic stud-
ies [66–68], crystallographic structures at atomic resolution [11,13], and
detailed kinetic analysis [13,44,47,51]. Complementarywork usingNMR
and speciﬁc isotopic labeling in Thermus thermophilus [69,70] has iden-
tiﬁed the group responsible for the low pKox1 in ISP as the histidine
equivalent to His-152 in Rb. sphaeroides, with the second histidine li-
gand to the cluster being associated with the higher pKox2.
The set of values derived from this body of work and the comple-
mentary studies in T. thermophilus provide a secure experimental basis
for the mechanism proposed.
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In a series of papers published shortly after the ﬁrst complete
structures became available [47,49,50,53,54,71], we proposed a mecha-
nism that included a pathway for the second electron transfer and the
accompanying proton exit. The structures showed a capacious Qo-site
in which different classes of inhibitors occupied different domains. In
modeling ES1, we hadnoted that Glu-295 (E295, in Rb. sphaeroides num-
bering) formed an H-bond with the \OH of the stigmatellin ring, and
suggested that a similar bond might be formed with the second ring
\OH of quinol. This glutamate is part of a highly conserved sequence.
QH2 þ 2cyt c2 þ 2HþN⇌Q þ 2ferrocyt c2 þ 2HþP þ 2Hþchem
Chemistry
QH2 þ 2cyt c2⇌Q þ 2ferrocyt c2 þ 2Hþchem
Transport
2HþN⇄2H
þ
P
Partial reactions numbered are as follows: Formation of ES1
EbHbL þ QH2 þ ISPox⇌EbHbL  QH2  ISPox ð1Þ
High potential chain. 1st e− transfer, and formation of ES2
EbHbL  QH2  ISPox⇌ISPHþ EbHbL  QH· ð2Þ
O
Note that for complete turnover, the Qo-site reactions (1–5) have to function twice, and the
tions with the Q-pool, and binding of the mobile extrinsic domain of ISPox. These reactions c
scriptor that reﬂects binding at the Qo-site without reference to other states of the complex
proceeds, and is also formed with the rest of the complex in different states. Other partial p
transfer, are discussed in the text.
Fig. 1Monomeric Q-cycle mechanism (adapted from [78]). Left, the subunits of the Rb. spha
(taken from PDB ID: 2QJY). Right, the catalytic core rotated so as to display the main player
sites), light gray arrows (H-transfers), dark gray arrows (electron transfers) and mid gray ar
ES1-complex forms. Overall reaction(-PEWY-) that forms one side of the Qo-site. Although the context was
ES1, the interest with respect to the second step would be in the spatial
conﬁguration and the role in the formation of the reaction complex from
which the second electronwas transferred, the ES2-complex (ES2). Since
stigmatellin occupied the domain distal from heme bL, and provided
themodel for ES1, this complex would necessarily form in this distal do-
main, and the intermediate product would also be formed there. Be-
cause the ﬁrst electron transfer is neutral, the SQo would initially be in
the neutral form, QH•. The subsequent evolution of the second electron
transfer processwas suggested to involve separation of QH• from the in-
termediate product state (the complex between QH• and ISPH) to formxidation of ISPH
ISPHþ heme cþ1⇌ISPox þ ferroheme c1 þ HþP ð3Þ
Low potential chain, starting with ES2. 2nd e
−
transfer
EbHbL  QH·⇌EbHb−L þ Q þ HþP ð4Þ
Interheme e
−
transfer
EbHb
−
L ⇌Eb
−
H bLð5Þ
Qi-site reactions
Eb−H bL þ Q þHþN⇌EbHbLQ·− Hþ
 
ð6aÞ
or
Eb−H bLQ·− Hþ
 
þ HþN⇌EbHbL þ QH2 ð6bÞ
Qi-site reactions (6a, 6b) once each. Formation of ES1 (1) involves second-order reac-
an occur with the complex in a variety of redox states. This term provides a useful de-
. ES2 is a useful designator for the initial state from which the second electron transfer
rocesses contributing to the formation of ES1, and complexities in the second electron
eroides bc1 complex monomer, and the prosthetic groups of importance in mechanism
s. The reactions of the Q-cycle are shown by solid arrows (Q, QH2 exchange at catalytic
rows (H+ transfers). Stigmatellin bound at the Qo-site shows the position at which the
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and also released QH• in the Qo-site. The transfer of H+ from QH• to the
carboxylate of E295 would yield the anionic form, Q•−, which is the
state of dissociation now determined [55]. On the basis of its ENDOR
and ESEEM spectra, this is retained in the Qo-site without spin interac-
tion with N-atoms in the environment. Subsequent rotational displace-
ment of the carboxylic sidechain of E295 would deliver the H+ to a
water chain, allowing its exit to the aqueous P-phase. The sidechain dis-
placement also opened a volume proximal to heme bL into which the
Q•− could migrate by diffusion so as to enhance the rate constant for
electron transfer. If Q•−moved to occupy theproximal domain, the elec-
tron transfer distance would be some 5 Å shorter than if it occupied the
distal domain, leading to a 1000-fold increase in kcat based in a Moser–
Dutton distance dependence [47]. The hypothesis was based on several
considerations: (i) emerging information from earlier structures from
Berry's group showed different conﬁgurations (including rotation
of the glutamate sidechain) of the Qo-site when different inhibitors
occupied the site [49,50]; (ii) mutations of E295 [54] showed strongly
inhibited electron transfer and a weak increase in Km for QH2; and
(iii) in MD simulations [71], initially to explore mobility of the ISP ex-
trinsic domain, a water chain in the protein was populated on setting
up the model, later conﬁrmed in structures [72,73], which contacted the
rotated E295 sidechain. Overall, the mechanism allowed the SQo inter-
mediate to be kept at a low occupancy, and still to be rapidly removed
so as to minimize ROS production while maximizing forward ﬂux [47].
Subsequent studies in other labs have been interpreted as show-
ing that this scenario was hopelessly ﬂawed. Most of the components
of thehypothesis have been challenged: the glutamate is not an essential
residue, since mutation never leads to a complete block, and in many
cases leaves a substantial turnover [74–76]; the pattern of kinetic behav-
ior in E295 mutants indicates that the glutamate is just one component
involved in an adaptablemechanism that has a built-in redundancy [74];
the glutamate is not involved in substrate binding [74–77]; the changed
pH proﬁle in mutants was interpreted as due to loss of a pK ~6.5 attrib-
uted to the glutamate [75,76], implying a role in the ﬁrst electron trans-
fer; the pattern of pH dependence determined from ﬂash kinetic studies
seemed to follow no readily interpretable pattern [74]; kinetic modeling
showed that movement of SQo in the site was not realistic [56].
In our recent work on additional E295 mutants [10,78], we have
addressed these criticisms. The kinetic traces in Fig. 2 show typical data
from wildtype and E295 mutant strains through which we have been
able to dissect out parameters for partial processes involved in the second
electron transfer, and examine their pHdependence. Theﬁgure legend in-
cludes a summary of protocols used, and further details are given in [78].3.2.1. The degree of inhibition in E295 mutants
In addressing the degree of inhibition, the critical question is what
rate is used as the basis of comparison. In all previous studies, the ref-
erence has been the rate of QH2 oxidation measured in wildtype,
either from ﬂash-activated kinetics in bacteria, or from steady-state,
or from pre-steady-state measurements with the isolated enzyme
using stopped-ﬂow protocols. However, these measurements all re-
ﬂect the limiting kinetics of the ﬁrst electron transfer, whereas in
our hypothesis, E295 is involved in the second electron transfer. Use
of the ﬁrst electron transfer as the basis of comparison is problematic
for another reason; the rate depends on the conditions underwhich it is
determined. In photosynthetic bacteria, the ratemeasured in situ fol-
lowingﬂash activation of chromatophore suspensions (~103 s−1) is de-
termined in the native membrane environment. When, as in all studies
with the mitochondrial enzyme, isolated bc1 complex is used [75–77],
rates measured by stopped-ﬂow mixing are usually at least 10-fold
slower, and steady-state turnover is slower still. As a consequence,
since the inhibited rates reported in mutants at the -PEWY- glutamate
are essentially the same in mitochondrial and bacterial enzymes, the in-
hibition appears to be much less severe in the isolated complex thanwhenmeasured in situ. Thismisleading comparison can lead tomistaken
conclusions as to the importance of this residue [78].
Clearly, since the glutamate is involved in the second electron trans-
fer, the intrinsic rate constant controlling that step is the relevant refer-
ence. However, the second electron transfer is not normally limiting,
and consequently this value is not accessible to direct measurement;
it therefore has to be estimated. One approach suggested is to note that
the effective rate constant has to competewith the reverse rate constant
for the ﬁrst electron transfer [46–48]; this step is endergonic, but by
how much is unknown. Because several partial processes are involved,
any more speculative discussion has to be based on speciﬁc mecha-
nisms for deﬁned processes, and on occupancies for intermediate states.
In a condensed system, the reactant concentrations that would be
appropriate for a second order process have to be replaced by occupan-
cies of states normalized to 1, with ﬁrst order rate constants deﬁning
transitions between states. For example, if the second electron transfer
is considered as a simple redox reaction, the reaction can be isolated
from other processes through consideration of the change in state in-
volved, [Qo•−·bL]⇌[Qo·bL−]. Then, the forward electron transfer rate
is given by v=k2[Qo•−·bL],where the terms in the square brackets rep-
resent occupancies (we ignore complexities in this example, and the
backward rate, because the equilibrium constant has to be large enough
to pull the overall reaction over). The actual process is certainly more
complex, but this simple case serves to illustrate the parameters needed
for estimation of the forward rate constant, k2. These are a measured
rate, v, and both SQo occupancy and occupancy of oxidized heme bH,
determined under the conditions in which the rate is measured. Al-
though in wildtype the rate is inaccessible (because the ﬁrst electron
transfer is determining), in the more severely crippled E295 mutants,
as can be seen from the kinetic traces in Fig. 2, the rates of reduction
of the low potential chain are accessible, because they are severely
inhibited. In the following sections, we show how these mutants allow
us to reach some interesting conclusions: (i) the rate limiting step has
clearly changed to reﬂect some partial process in the second electron
transfer; (ii) the mutant strains allow us to estimate parameters deter-
mining the rates of partial processes associatedwith the second electron
transfer; and (iii) the parameters can be extrapolated to the wildtype
reaction so as to allow development of a detailed kinetic model of the
Qo-site reaction.
3.2.2. Semiquinone occupancy
The endergonic nature of the ﬁrst electron transfer reaction keeps
the SQo occupancy low, but until recently, direct experimental evi-
dence for any signiﬁcant occupancy was lacking. Recent results have
provided occupancies under conditions in which SQo would accumu-
late (see below), but the occupancy in normal ﬂux is likely much lower.
A maximal value for occupancy under rapid forward ﬂux could be esti-
mated from the lag observed in delivery of the second electron to accep-
tors. For example, given the limiting rate (v ~103 QH2/bc1 monomer/s)
of theﬁrst electron transfer, any lag in reduction of heme bH attributable
to the second electron transfer would be due to the time needed to
populate intermediate states at this rate. The states would include the
formation of SQ, reduction of heme bL, and any other intermediate pro-
cess such as diffusion of SQ. Three groups have studied the kinetics
with time resolution good enough to provide useful estimates, all show-
ing a component attributable to the second electron transfer in the
range ≥20 μs [4,9,79,80]. In our own work, most of the lag phase
(100–120 μs) after photoactivation through the reaction center could
be accounted for by the time taken for oxidizing equivalents to ﬁnd
QH2 at the Qo-site, in processes occurring before the second electron
transfer could start, leaving≤30 μs unaccounted for, and possibly asso-
ciatedwith the second electron transfer. In the Zhu et al.'s work [80], the
lag was ~80 μs after mixing, but most of this was likely due to mixing
and freezing times. No formation of SQ could be detected in the time
during which reduction of ISPH and ferroheme bL by QH2 occurred. In
the Engstrom et al.'s work [79], oxidation of cyt c1 was effectively
1367A.R. Crofts et al. / Biochimica et Biophysica Acta 1827 (2013) 1362–1377instantaneous, and the lag in reduction of heme bH was ~20 μs, but part
of this reﬂected hysteresis in oxidation of ISPH due to its higher Em com-
pared to heme c1. Since the shortest lag-phase of 20 μs [79] provides the
most critical data, the maximal fractional occupancy of all intermediate
states is given approximately by 20/1000=~0.02. Since the lag phase
also includes other processes, the actual occupancy of SQ states is likely-0.2 0.0 0.2 0.4 0.6 0.8 1.0
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bypass rate = 8.41 e-/bc1/ssubstantially lower. The question of occupancy bears strongly on discus-
sion of kinetic parameters for the second electron transfer (Section 3.2.3).
An antimycin-insensitive signal attributed to SQo, which was lost
on treatment with British anti-Lewisite (which disrupts the [Fe2S2]
cluster), had been detected in early studies [81], with occupancy ~0.1
at high pH, but later attempts to detect a SQ sensitive to Qo-site inhibi-
tors had failed [46,82]. However, four recent reports have re-examined
this question, and are of critical interest. Zhu et al. [80] used ultra-rapid-
mix freeze-quench protocols, and EPR to assay the changes in reactant
concentrations in the ﬁrst 2 ms of reaction, — a technical tour-de-force.
Their datawere interpreted as showing that no SQattributable to the bi-
furcated reaction was formed during the time in which acceptors avail-
able in both chains were undergoing reduction. The failure to detect
SQ could be explained on the basis of the aerobic conditions of their pro-
tocol; Cape et al. [55]were able to assay SQo under anaerobic conditions,
but detected no SQ under aerobic conditions. However, the time resolu-
tion in the Zhu et al. experiment was sub-ms, and it seems likely that
theywould have seen the SQ if it had been formed atmeasureable occu-
pancy. Although the authors concluded that no SQ was involved, an
alternative interpretation [9] would be that the detection limit was
not sufﬁcient to see either SQ, or differences in the ISPH and heme bL
kinetics in the range expected. This is supported by our kinetic model
(see [78], and below). If this alternative explanation is correct, their ex-
periment provides a useful constraint, limiting occupancy to the range
expected from the lags discussed above, or lower.
Using a rapid-mix freeze-quench approach and the antimycin-
inhibited isolated complex from Rb. capsulatus under anaerobic
conditions, Cape et al. [55] reported occupancy in the range 0.01–0.1
(measured at pH 8). Zhang et al. [57] using ﬂash activation followed
by freeze-quench in chromatophores fromRb. capsulatus, reported values
≤0.01, measured at pH ~9, where the SQ stability is expected to bemax-
imal. Victoria et al. [78] determined occupancies inwildtype and in one of
the glutamate mutants, E295W. Using a rapid-mix freeze-quench ap-
proach similar to that of Cape et al. [55], but with the complex from
Rb. sphaeroides, and a reaction mixture that included excess cyt c as ac-
ceptor to pull the reaction over, we found values at the high end of
their range, with occupancies of 0.03 in wildtype and 0.06 in E295W.
We also used ﬂash activation in experiments similar to those in [57],
but with Rb. sphaeroides chromatophores. However, we found that, if
the time of freezingwas b50 ms after the ﬂash, at which time the driving
force was still close to maximal, the CW-EPR spectra in the g=2.005
range were dominated by the oxidized reaction center, P+, which had
not been visible in the earlier work [57]. As can be seen in Fig. 2, the
optic signal for P+ decayed over the 1–3 s timescale before freezing
reported in [57], but this would have substantially decreased the driving
force sustaining SQo, and this likely accounts for the lower occupancy.Fig. 2. Kinetics of electron transfer in E295G and E295W mutants. The three frames
show kinetics for the components of the photosynthetic chain in cyt b mutants at
E295 in chromatophores from Rb. sphaeroides on illumination by a group of six ﬂashes
spaced at 20 ms. For hemes (bH, red; bL, gray; c1 + c2, black) an upward deﬂection
shows reduction. For the photochemical reaction center P+ (RC, blue), an upward de-
ﬂection shows oxidation. The rate of the bifurcated reaction is measured through the
initial rate of heme bH reduction. When heme bH is partly or fully reduced before initi-
ation of turnover by the ﬁrst ﬂash, the initial rate of heme bL reduction is added to that
for heme bH. A. E295G kinetics at pH 6.5. E295G shows an intermediate degree of inhi-
bition. At this Eh and pH, the characteristic lag in reduction of heme bL (no reduction
until heme bH is substantially reduced) can be seen. The poise of the low and high po-
tential chains characteristic of the Em values is also obvious. B. E295W kinetics at
pH 7.0. E295W is the most strongly inhibited strain. The rate of heme bH reduction is
so slow that heme bL starts to undergo reduction only late in the ﬂash group. The resid-
ual bifurcated reaction contributes to the ﬂux detected in re-reduction of the high po-
tential chain. Bypass ﬂux can be estimated by subtraction. C. E295W kinetics at pH 8.0.
At this pH and Eh, heme bH is substantially reduced before the ﬂash, and rates of reduc-
tion of both b-hemes have to be added to determine the bifurcated ﬂux. Redox changes
due to different centers were measures at the following wavelengths: RC, 542 nm;
heme bH, 561–569 nm; heme bL, 566–575 nm— 0.5 heme bH (with additional correction
for RC and c-hemes, depending on stoichiometric ratios); heme ct (c1+c2), 551–542 nm.
The apparatus measures, at each wavelength, the normalized transmission change, ΔI/I,
which is linear with concentration over small changes.
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As noted above, in all mutant strains the rate of the bifurcated re-
action measured through reduction of heme bH is markedly inhibited.
When the reduction of heme bL was observed directly (when heme bH
was initially reduced), the rate was similarly slowed (see Fig. 2C).
Since equilibration between hemes bL and bH is very rapid, the block
must be in the step between the formation of SQo and the arrival of its
electron at heme bL. This indicates that the limiting step has moved
from the ﬁrst to the second electron transfer, in a step after the forma-
tion of SQo. This conclusion applies only if the ﬁrst electron transfer is
unaffected bymutation of E295. Earlier work had shown small changes
in Km for QH2 on the mutation of E295, suggesting weak stabilization
of the ES1-compex [54] which might have affected the QH2 oxidation
rate. In our more recent work, although we could conﬁrm the small
effects on Km previously noted, we found small changes in the oppo-
site direction in other strains. In none of the strains could the small
changes have been signiﬁcant in accounting for the strongly inhibited
rates (see Section 3.2.5). On the other hand, the pH dependence of
the bifurcated reaction is changed dramatically, and provides impor-
tant evidence that the controlling step does shift in the mutants (see
Section 3.2.4).
In the hypothesis discussed, the movement of SQ in the Qo-site
opens the possibility of electron transfer from SQo to heme bL when
the former is located either in the domain of the Qo-site distal from
theheme or that proximal to the heme,with a diffusional step formove-
ment between domains. As noted above, the electron transfer rate is
given by v=k2[SQo·bL], where the terms in the square bracket repre-
sent occupancies, but we now have to consider two different rate
constants for electron transfer from distal and proximal domains, with
rate constants k2d and k2p respectively. We also have to consider the
rate constant for the diffusional step, v=kdiff[SQo], allowing migration
of SQo between domains, with parameters discussed in Section 4 below.
The severely crippled E295 mutants were slowed enough that
the rate, 20–60 e− s−1, could be readily determined over the time-
scale (≤50 ms) at which SQo was measured, and at the same pH of
8.5 [78]. Measurement of these two values in E295W provided the
parameters needed for estimation of the rate constant for oxidation of
SQo by heme bL, and gave a value for k2b103 s−1 [78]. In view of the
bulk of the tryptophan substituent, it seems likely that the SQ would
have been constrained to the distal domain, so this reﬂects k2d. A num-
ber of mutations to other bulky residues, including E295Q, K, L, showed
similar rates for the bifurcated reaction. However, E295W was slower
by a factor of 2 suggesting that the bulk of tryptophanmight have intro-
ducedmore pleiotropic effects. The value given for k2d above is based on
rates measured in E295Q to take account of this.
Similar kinetic studies provided estimates of rates of bypass reac-
tions, which, over the pH range 6 to 8.0, all showed approximately the
same value as the bypass measured for wildtype in the presence of
antimycin in this pH range (~5–8 e− s−1). These bypass rates were
also similar to the rates of the bifurcated reaction (~10 s−1) measured
in the same pH range in the more crippled strains. From this we think
that it is likely that, since the SQo occupancies are similar, the rate con-
stant from the distal domain must be similar in wildtype to that mea-
sured in the mutants.
The empirical value (~103 s−1) determined here is 1000-fold
lower than the value used in previous discussions of mechanism, calcu-
lated from distance using the Moser–Dutton approach. If a value k2d
~103 s−1 does apply in wildtype, then, in view of the lower SQo occu-
pancy expected under normal forward ﬂux, the value is at least 100-fold
too slow to account for the observed rate in wildtype.
Since the rate constant is too low, it is necessary to postulate some
process that gets over this limitation. The migration of SQo in the site,
suggested in our earlier hypothesis [54], provides an attractive possibil-
ity, since the rate constant from the proximal domainmight be 106-fold
higher than the k2d ~103 s−1 observed. In the hypothesis, the -PEWY-
glutamate is involved both in catalysis of proton exit and in facilitationof movement of SQo, and mutation could be expected to inhibit either
or both processes to explain the slowed rate.
3.2.4. Dependence on pH
The rate of QH2 oxidation from mitochondrial or bacterial bc1
complexes follows a bell-shaped pH proﬁle, ﬁrst analyzed by Brandt
and Okun [63] as a curve well ﬁt by two pK values in the range pKapp
~6.6 (for the rising side) and pKb ~9.2 (for the falling side). Redox titra-
tion of ISP [83] had revealed a complex pattern as a function of pH,
interpreted as showing two pK values for the oxidized form, pKox1
~7.6 and pKox2 ~9.6, and two pKred values >10. Brandt and Okun [63]
concluded from the disparity between values that pKox1 did not contrib-
ute to the kinetic behavior.When the structures became available show-
ing His-161 (in mitochondria, equivalent to His-152 in Rb. sphaeroides)
as a ligand to stigmatellin, and likely also to QH2 in ES1, it became obvi-
ous that the pKapp ~6.5 might be associated with pKox1, but displaced by
the binding energy [51]. This was strongly supported in our later work
with mutant strains in which both Em and pK values were changed. In
a set of such ISP mutants, we could interpret the behavior in terms of
Eq. (7). All measured rates could be ﬁt using ﬁxed values for all param-
eters except for the variables pKox1 and ΔGoET, given by the pK and Em
values experimentally determined [13]. As already noted, since changes
in pKapp always tracked changes in pKox1, it seems well established that
the pKapp ~6.5 is associated with the involvement of the dissociated
form of His-152 in the formation of ES1.
In this light, it is interesting to review the outcome of experiments
with strains mutated at the -PEWY- glutamate. As noted above, in such
mutants, the pH proﬁle of the Qo-site reaction was modiﬁed [74,76,77].
In the more weakly inhibited strains, pKapp was shifted to higher pH
values, and in the more crippled mutants, the pKapp ~6.5 was largely
lost. In other labs, this was interpreted as showing that pKapp ~6.5 was
a property of the glutamate lost in the mutants [76,77]. In our own re-
cent work [78], we found a similar pattern, but pointed out that attribu-
tion of the pKapp ~6.5 to the glutamate was contrary to our assignment
to pKox1 of ISP. We suggested instead that the loss of this pK reﬂected a
change in the rate limiting step from theﬁrst to the second electron trans-
fer, which would minimize dependence on the parameters of Eq. (7). In
our hands, the new pH proﬁle was dominated by a pK ~8.5 leading to
an increase in rate. We attributed this to a participant in the second elec-
tron transfer, tentatively the dissociation of QH•⇌Q•−+H+, with the
anionic form as the electron donor to heme bL. The pH dependence of
SQo has not yet been determined directly in any system, but in [55], the
anionic form was fully present at pH 8.0, suggesting a pK much lower
than 8.5 in wildtype. Perhaps the high value seen in the mutant strains
might reﬂect an indirect change due to loss of the carboxylate [78].
The question of dissociation status of SQo opens up a wider discus-
sion of just where the second step is blocked. Mutation of E295 might
be expected to inhibit either or both of the processes catalyzed, — pro-
ton exit and the enhancement of rate constant by migration. Any
change that hindered the migration of SQ in the site would frustrate
diffusion to the proximal domain. If our interpretation of the pK ~8.5
is correct, then the SQ is already in the anionic form when the low
rate is determined in E295W, so the proton has already gone, and the
block must be in the electron transfer step. However, this should not
be taken to indicate that the proton exit is uninhibited. It seems quite
possible that both steps are inhibited to similar extents, and that either
one or the other could be the controlling step in different mutants. The
topic is discussed in some detail in [78].3.2.5. Effect of mutation at E295 on QH2 binding
In our earlier work [49,54], we had found aweak effect on QH2 bind-
ing in two mutants, E295D and E295G, in which the apparent Km was
increased by ~2-fold, and suggested that this might indicate a weak li-
gand between E295 and the QH2 substrate, compatible with the nature
of ES1 suggested by inhibitor binding [54]. Such a role would be
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fer. Subsequent work in other labs [74–77] has shown little or no effect
of such mutations on Km measured more directly. In our more recent
work, we found the same weak effects in other mutants but of variable
sign [78]. From this we concluded that there was no evidence for any
substantial involvement of E295 in the binding of substrate, and that
the small changes in afﬁnity could not in any way account for the dra-
matic changes in rate. Note that this lack of effect on binding of QH2 in
no way precludes a role either in H-bonding to QH•, the substrate for
the second step, or as acceptor for H+ in catalysis of QH• dissociation.
3.3. Parameters related to SQo occupancy
In addition to a rate constant for transfer from the distal domain,
knowledge of the occupancy allows calculation of a number of impor-
tant parameters for theQo-site reaction. The overall driving force for the
Qo-site reaction is given by:
ΔG
0
overall ¼−F E
0
highPC þ E
0
lowPC
 
−2E
0
Q=QH2
n o
: ð10Þ
Since the ﬂux in the antimycin-inhibited wildtype system is min-
imal, the high potential chain (highPC) and the low potential chain
(lowPC) will come close to equilibrium, both separately within a chain,
and together with the driving force. The quasi-equilibrium after a
group of six ﬂashes to excite chromatophores is described in terms
of visible components by Eq. (10), and by E′ISP=E′cyt c1=E′P+=E′highPC,
and E′heme bL=E′heme bH=E′lowPC. Then the E′ values for the two SQ cou-
ples can then be determined from E′SQ/QH2~E′highPC and E′Q/SQ~E′lowPC,
and their difference would contribute to the overall free-energy
through Eq. (10). Values for these terms can be taken directly from
the experimental Eh, and from kinetic traces like those in Fig. 2, to give
E′Q/QH2 ~90 mV (for the Q-pool), E′P+~E′SQ/QH2 ~500 mV, and E′heme bL~
E′Q/SQ ~−320 mV. Since [QH2] canalso be estimated,we canget Em SQ/QH2
~570 mV by using E
0 ¼ Em þ 59 log10 SQ½ QH2½  (with [SQ] ~0.06), and an
equilibrium constant for the ﬁrst electron transfer, K1~10−4.5 ~0.00003.
With the Q-pool as reference, Em Q/SQ is then ~−390 mV, the equilibrium
constant for the second electron transfer is K2 ~105, and the overall
equilibrium constant, Koverall ~3.5— the value obtained directly by sub-
stitution of Em values in ΔG
0o
overall ¼ −F E
0o
ISP þ E
0
heme bL
 
−2E0oQ=QH2
n o
.
These values provide a framework for detailed kinetic simulation as
discussed in Section 4.
Our determination of SQo occupancy also allows calculation of
rate constants for bypass reactions in the antimycin-inhibited complex.
Themain reactions of interest are: (i) electron transfer fromSQo to O2 or
the high potential chain, with vHP; and (ii) the reduction of SQo by heme
bL
−, with vLP. This latter contributes to reaction (c) in the following
sequence:
QH2 þ ISPox  bL  bH−⇌Q  ISPH  bL− Hþ
 
 bH−⇌Q
þISPH  bL− Hþ
 
 bH− ⇌ISPox  bL−  bH− þ cyt c− þ 2Hþ
ðaÞ
QH2 þ ISPox  bL− Hþ
 
 bH−⇌SQo  ISPH  bL− Hþ
 
 bH− 
⇌SQo  ISPox  bL− Hþ
 
 bH− þ cyt c− þHþ
ðbÞ
SQo  ISPox  bL− Hþ
 
 bH−⇌QH2  ISPox  bL  bH−⇌Q
þISPH  bL− Hþ
 
 bH− ⇌ISPox  bL− Hþ
 
 bH− þ cyt c− þHþ:
ðcÞ
(The * indicates cyt cox entering the reaction. (H+) is assumed
to equilibrate with the P-phase). Reaction (a) starts with bL oxidized,and primes the system through the normal Q-cycle; reactions (b) and
(c) represent the bypass, which repeats in the antimycin inhibited
steady-state. Overall, reaction (b) plus (c) givesQH2+2cyt cox⇌Q+2cyt
c−+2H+, the “chemical” component left when transport processes
are subtracted from the overall reaction (see Fig. 1 legend). Reduction
of SQo through (ii) (the reaction on the LHS of (c)) was suggested by
Muller et al. [40], and could itself lead to bypass if SQ left the site to dis-
proportionate. Osyczka et al. [43] discussed the alternative fate through
the normal forward reaction. Note that reduction of Qo by heme bL− is a
reversal of the second electron transfer, necessarily included in a revers-
ible Q-cycle, and contributing to bypass reactions only in so far as SQo
participates. In principle, any statewith SQo could pass electrons directly
to O2, or the high potential chain through (i).
Since in themore crippledmutants, combined rates for these bypass
reactions are similar to those for the bifurcated reaction [78], they could
be derived from the parameters determined above through vHP=kHP
[SQo]∙[2nd reactant] ~5 s−1, and vLP=kLP[SQo·bL−] ~5 s−1. Under
aerobic conditions, SO formation saturates at ~10−4 M O2 [40], and
with heme bL fully reduced the value for kHP would be in the range
107M−1 s−1. In the absence of O2, the local activity of the second reac-
tant (the appropriate conﬁguration of ISPox), is unknown, so speculation
must be limited. The value for kLP[SQo] would have to be ~102 s−1. It is
likely that these empirical rate constants pertain to processes that are
gated, but details of mechanism remain to be determined.
4. A kinetic model for the antimycin-inhibited complex
We have used kinetic simulation to demonstrate that the reaction
mechanism suggested is plausible. The model is described in detail in
[78], which also includes scripts for implementation in the Dynaﬁt soft-
ware package [84]. In contrast to recent models implemented using
the Gillespie algorithm [85–87], we have separated several processes
treated there as single reactions into partial processes. In the formation
of ES1 we have taken account of the ~10-fold displacement in favor of
QH2 binding indicated by ΔEm(ES-free) (see Eq. (8)) [78]), andwe adjusted
the pK in the Brønsted relationship to reﬂect pKapp, appropriate for in-
volvement of the bound ISPox. In the ﬁrst electron transfer, we have in-
cluded the partial processes implicit in the Marcus–Brønsted treatment
outlined above. In the second electron transfer, we have included a dif-
fusional step for the migration of SQo from distal to proximal domains
of the Qo-site, and have assigned a rate constant kdiff >107 s−1, based
on a 6 Å 1-D path, and a diffusion coefﬁcient in the range 10−7 to
10−9cm2 s−1, taken from the literature [88,89]. For the electron trans-
fer rate constants from distal and proximal domains, respectively, we
used k2d ~103 s−1, the empirical value obtained from SQ occupancy,
and k2p ~109 s−1, obtained using aMoser–Dutton treatment of distance
dependence (but respecting the caveats below). All equilibrium con-
stants in the model are well-justiﬁed, and deﬁne appropriate ratios for
forward and reverse reactions. However, for one process, we found it
necessary to introduce artiﬁcially high rate constants to generate over-
all reaction rates observed. This is the reaction by which electrons are
removed from the high potential chain. We believe that this artiﬁcial
device might indicate that some cryptic gating process introduces con-
trol in the high potential chain. Similarly, although parameters deter-
mining bypass processes could be introduced along the lines outlined
in Section 3.3 above, they would not represent deﬁned partial process-
es, and we have therefore omitted such terms.
The model simulates kinetics that match those measured in both
bacterial and mitochondrial complexes, and reproduces the thermody-
namic constraints expected from the modiﬁed Q-cycle [2,25] (Fig. 3).
From the simulation we also obtain information about occupancies
of intermediate states that are not readily measured, including SQo oc-
cupancy in the normal forward ﬂux (Fig. 3C, D). In order tomatchmax-
imal forward rates (with heme bL fully oxidized), the effective rate
constant for oxidation of SQo must be in the range k2 ≥107 s−1; in the
simulation, kdiff becomes the limiting step as it is lowered below this.
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Fig. 3. Simulated kinetics showing features characteristic of electron transfer in the
antimycin-inhibited complex. Details of parameters and scripts for implementation in
Dynaﬁt [81] are given in [81]. A. Reduction of heme bH during the ﬁrst turnover in the ab-
sence of added acceptor. The effects of mutation of E295 are simulated by slowing the dif-
fusion of SQo between distal and proximal domains of the Qo-site through lowering the
rate constant. Although the pathmay be crooked, the diffusion was assumed to be essen-
tially a 1-D process, with a distance of 6 Å, and a diffusion coefﬁcient taken from the liter-
ature (see text for references). B. Occupancy of SQo when excess of acceptor was present
to allow multiple turnovers. The effect of mutation of E295 is simulated by lowering the
rate constant for SQ diffusion as in A. C. The overall reaction is ‘measured’ through the ki-
netics of reduction of the acceptor from the high potential chain (physiologically, cyt c2),
and of the b-hemes. Signiﬁcant occupancy of SQo occurred as the third QH2 was oxidized
in a partial turnover. Conditions as for B, but note the different scale. The dotted trace
shows SQo at a more sensitive scale (right ordinate).
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tion limits; from Fig. 3B, with kdiff=108 s−1, the occupancy is
b1.6×10−5, and if the frictional coefﬁcient in the site was lower
than in the membrane, an even lower value could be justiﬁed. In the
antimycin-inhibitedwildtype complex, the occupancy only becomes ap-
preciable as heme bL becomes reduced (Fig. 3C), and reaches the value
seen experimentally only as the site turns over for a third time (starting
with the oxidized complex). Signiﬁcant inhibition is seen only as the
limiting rate constant is reduced below 106 s−1, so whenever the sec-
ond step becomes rate determining (v b103 s−1), this likely already
represents a substantial inhibition. As kdiff is lowered, SQo occupancy be-
comes transiently higher than so far detected (as high as 0.2 in Fig. 3B),
but eventually falls to the same level as seen in the wildtype (~0.03).
This is because the transiently high occupancy falls as the residual
low rate of SQo oxidation from the distal domain (determined by k2d) al-
lows the Qo-site reaction to come to the same equilibriumwith high and
low potential chains as in the wildtype.
4.1. Some considerations in the application of Marcus-type treatments
The rate constants used in the kinetic model are either empirical,
or derived from theory using well-established principles. In applying
Marcus-type treatments, we have used the Moser and Dutton distance
dependence [90–92], but with attention to the following caveats.
(i) We have avoided the use of the Hopﬁeld approximation [93],
which leads to the factor 3.1 in the standard Moser–Dutton
equation [92]. The Hopﬁeld approximation was introduced as
a quasi-quantum mechanical term to account for the behavior
at low temperatures, in which the dependence of electron
transfer rate departs from the Arrhenius slope, and becomes in-
dependent of T [94]. The Boltzmann term kBT is replaced by the
term ħω/2 coth[ħω/2kBT], which has the value 3.1 when ħω=
0.056 eV, and kBT=0.025 eV (at 290 K). This expression has the
property that it approaches kBT at high temperature (kBT»ħω/2),
while at low temperature it approaches ħω/2, which is indepen-
dent of temperature [94]. It was adopted in the Moser–Dutton
treatment because it gave a good empirical ﬁt to early data
through which the approach was developed [95]. Unfortunately,
this treatment is incompatible with detailed balance [9,96], and
should therefore be avoided. We use instead the classical 4.23
(=F/(4×2.303RT)) to scale the Marcus term.
(ii) For similar reasons, we also avoided the Page approximation [97],
which, in the endergonic range, aims to correct curves generated
by use of the Hopﬁeld approximation, but which lacks algebraic
consistency [9,96].
(iii) Wehave used the simple distancedependenceonly for partial pro-
cesses that are simple electron transfers. In the Marcus–Brønsted
treatment for the ﬁrst electron transfer, the distance through the
bridging histidine is ~7 Å, giving kET1 ~108 s−1, but this is convo-
luted with the equilibrium constant given by the Brønsted term
for distribution of the proton, Kproton ~10−5, to give the observed
rate constant ~103 s−1. In the second electron transfer, the rate
constant given by distance (~11.5 Å) for oxidation of SQo from
the distal domain by heme bL would be k2d ~106 s−1, and the
1000-fold difference from the empirical value (k2d ~103 s−1)
discussed above likely reﬂects convolutionwith processes associ-
ated with proton exit and SQ movement, in which the -PEWY-
glutamate is involved. However, the reaction from the proximal
domain is likely a simple electron transfer, with k2p ~109 s−1
for a distance of 6.5 Å, — the value used in the simulation.
4.2. Temperature dependence
A penalty for avoiding the Hopﬁeld approximation is that the neat
explanation for the loss of temperature dependence at low T also has
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As is well known, in Marcus' early treatment [98], he separated the reor-
ganization energy, λ, into two parts, λi and λo for inner-shell atoms and
the contributions from outer molecules in the surrounding solvent, re-
spectively. The inner-shell term, λi, is that leading to the Hooke's law
treatment and the parabolas for displacement from equilibrium of vibra-
tional coordinates through which the single-valued reorganization en-
ergy is generally represented in simple treatments [94]. While use of
a single-valued λ clearly gives a useful simpliﬁcation, it ignores Mar-
cus' outer-shell term. Marcus derived λo from the following Born-type
expression:
λo ¼
Δe2
4πεo
1
2r1
þ 1
2r2
þ 1
r12
 	
1
Dop
− 1
Ds
 !
in which r1 and r2 are radii of reactants when in contact, r12 is r1+r2,
and the Dop and Ds terms on the right are dielectric constants,— respec-
tively, the optical dielectric contribution (the square of the refractive
index) and a static term for the surroundings (the ‘medium’ in Marcus'
treatment). In the present context, it is useful to recognize that Ds is
a property of a particular environment, and has a particular value
(so that λ has a particular value) only at a particular temperature. The
value is static only at T=0. It is never a single-valued function, because
the dielectric response is not only dependent on the nature of themedi-
um, but also both on the timescale of the reaction and on temperature
[99,100]. The value of λo is singular only at temperatures where non-
optical components of dielectric response have been frozen out — theFig. 4.Water chains, modeled in the Rb. sphaeroides bc1 complex, that connect the environm
sliced in the plane of heme bL was selected to show features of interest, including waters wit
protein, and prosthetic groups with the H+ activity of the aqueous phase (at bottom). Chain
and to the P-phase; chainP connects to the other heme propionate; chainY connects to the
are the locations of residues discussed in the text, including those thought to stabilize chai
(This image was made using the VMD software, from an MD simulation run under NAMD,
physics group at the Beckman Institute, University of Illinois at Urbana-Champaign.)range over which electron transfer becomes independent of tempera-
ture. Similarly, the components of Ds have time constants dependent
on the process involved in the dielectric response. For very fast electron
transfers, the Dop component would be important, since components
requiring signiﬁcant nuclear displacements would be too slow to re-
spond. Note that although, from the Franck–Condon principle, the elec-
tron transfer process itself is essentially instantaneous in this context,
the reorganization energy reﬂects the probability for the system to
ﬁnd itself in the conﬁguration appropriate for this event. The dielectric
response is therefore determined by the time over which a particular
process can occur, and the dielectric components that can respond in
that timescale. These dependences of dielectric response on timescale
and temperature mean that Ds (and therefore λ) has a particular value
for a particular electron transfer only under deﬁned conditions. It is a dy-
namic function in any process (for example, following photoactivation
of reaction centers) involving sequential electron transfers on different
timescales. Similar considerations might also apply to the complexes
of respiratory or photosynthetic chains; the local environmental contri-
bution to λ depends on the time constant of the electron transfer pro-
cess, and on the temperature at which it is measured. These factors
have been recognized in the reaction center community, where they
are more accessible to experimental test (cf. [101–103]), but are per-
haps less appreciated elsewhere. Krishtalik [104] has also recently
discussed this topic, and it will be interesting to see how such treat-
ments can be extended to a more formal representation of depen-
dence of λ on timescale and temperature over a wider range.
With the above caveats, the kinetic model successfully simulates the
behavior and properties of the antimycin-inhibited bc1 complex, asent of the Qo-site and heme bL to the P-side aqueous phase. The structure of the protein
hin 12 Å of the heme. The water chains might be involved in equilibration of reactants,
E connects E295 and the Qo-site, to Arg-49, a ligand with one of the heme propionates,
Tyr-199 pair at the dimer interface, but its mechanistic role is unknown. Also shown
ns E and P. In this simulation, the Qo-site was vacant. See text for further explanation.
both packages developed with NIH support by the Theoretical and Computational Bio-
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ated with gating. Such processes must also operate within natural
constraints.
5. Control and gating of the Qo-site
Osyczka at al. [43] pointed out that the Q-cycle would be decoupled
unless some mechanism prevented short circuit reactions from occur-
ring. Although they favored a concerted mechanism, the involve-
ment of SQ seemed well established from our own work [40], and,
as already noted, SQ species with the expected properties have since
been demonstrated [55,57,78]. We will therefore restrict consideration
to gatingmechanisms. In the kinetic model (Section 4) the complexities
of the second electron transfer are simpliﬁed by representing mutation
of E295 through amodulation of the value for kdiff in the diffusion of SQo
from distal to proximal domains. This seems to simulate the observed
behavior, but at the expense of any representation of partial processes
involved in the catalysis of proton exit. Since these processes are likely
at the heart of gating and control, the model could obviously be im-
proved. For the current model, such simpliﬁcation is necessary because
we know little about the partial processes involved.
5.1. Water chains for proton exit
Gating through reorientation ofwater dipoles in response to changes
in heme charge has been suggested in cytochrome oxidase [105] and
in the bc1 complex [43]. The intermediate states in proton exit are not
populated under equilibrium titration, and transition rates must beFig. 5. Kinetics of the bifurcated reaction in N279 mutants. Behavior interpreted as inhibition
excitation by a group of 6 ﬂashes. Oxidation of the ﬁrst QH2 is assayed by the rate of heme bH
bL on the second ﬂash (dark green trace); traces for RC (blue) and cyt c1 plus c2 (black) sh
cubated in an anaerobic cuvette poised at 110 mV, pH 7.0, in a medium with 100 mM KCl,rapid compared to the limiting step under normal forward chemistry.
They are therefore not readily measured kinetically, and parameters
are inaccessible. In order to address this problem, we have started pre-
liminary work to investigate putative proton exit channels. We have
set up the Rb. sphaeroides bc1 complex structure for molecular dynamics
(MD) studies in a model membranewith aqueous phases. Population of
the protein model with waters revealed several potential water chains
associated with Qo-site and heme bL, including chainE, previously
identiﬁed as a proton exit pathway [54] (Fig. 4). Examination of the struc-
tures showed that the water chains were stabilized by H-bonding inter-
actions with protein, including sidechains and backbone \NH and _O
atoms. Most of these buried waters are not resolved in the structures,
but in MD simulations in the NAMD environment, the chains shown in
Fig. 4 are stable, although individual waters exchange rapidly. The MD
simulations enable us to identify residues in chainE suitable for mutation
to test their role in stabilization of the chain. Some of these sites,
Glu-295 [54,74,76,77] and Tyr-147 [106], have been subject to previ-
ousmutational analysis, butwe are exploring these and others, including
Asn-279, Arg-94, and Ser-79 in the current work, to identify a kinetic
proﬁle consistent with a functional role in proton exit.
The traces of Fig. 5 show results from Asn-279 mutants from which
such a role seems likely. We compare the rates of Qo-site turnover
on the ﬁrst (monitored through reduction of heme bH) and on the sec-
ond ﬂash (monitored through reduction of heme bL), in wild type and a
number of different mutants (N279D, I, F shown). The rates after ﬂash1
and ﬂash 2 were similar in wildtype. In the mutants, the rate after the
ﬁrst ﬂash was about 50% inhibited with respect to wildtype, but the
rate was more strongly inhibited after the second ﬂash. The inhibitoryby blockage in the water chainE for proton exit, as seen in the presence of antimycin on
reduction on the ﬁrst ﬂash (red trace); that of the second QH2 by the reduction of heme
ow kinetics in the high potential chain. Chromatophores from Rb. sphaeroides were in-
50 mM MOPS buffer, with a cocktail of redox mediators [112].
1373A.R. Crofts et al. / Biochimica et Biophysica Acta 1827 (2013) 1362–1377affect after the second ﬂash was greater in mutants with an apolar res-
idue. In the present context, this might be explained if E295 was avail-
able to accept the proton released on the ﬁrst turnover, but could then
not deliver it to the aqueous phase, because of a block at the mutated
N279. In that case, the E295 carboxylate state and the acceptor func-
tion would not be restored, so that the QH• from the second turnover
would have nowhere to donate its proton. When these mutations
were generated in silico, the MD simulation showed that chainE was
no longer continuous or stable, with the break at the mutation site.
From these results we feel conﬁdent that this pathway is essential for
rapid proton exit.
5.2. Gating in the ﬁrst electron transfer
Coulombic effects are likely much more signiﬁcant for reactions
within the protein matrix, for which the local dielectric constant
will be low (D in the range 4 to 15), than for those in direct equilibri-
um with the aqueous phase (D ~80). Since in the ﬁrst electron trans-
fer, the reduction of ISPox leads to transfer of an electron and a proton,
and is therefore neutral, the proton and electron likely part company
on oxidation of ISPH by heme c1, effectively in water, with no electro-
genic, and little coulombic consequence. It seems unlikely that signiﬁ-
cant control could be exerted by changes in coulombic interactions in
the ﬁrst step of electron transfer. However, although movement itself
is likely too rapid tomediate control, interactions of ISP at the two inter-
action sites, and conformational changes, have been much discussed as
control functions.
The most obvious conformational changes are the movement of
ISP to deliver the electron to heme c1 [6,54] and the rotation of E295 al-Fig. 6. Electrostatic proﬁles for the reduced bc1 complex dimer. Selected isopotential contou
all reduced, differences in the isopotentials are determined by the protein environment. Th
terface, with the more negative protein potential perhaps accounting in part for the failure o
above are the bH hemes; the pathway between hemes bH and bL is close to neutral in poten
(left and right at bottom) are the c1 hemes, and arginines in one of the ISP subunits (the ot
of heme bL are shown. (Stereo pair for crossed-eye viewing; electrostatic proﬁles were cal
representations. (This image was made using the VMD and the NAMD software, see Fig. 4ready discussed above. Careful studies of the structures have revealed
other interesting changes on binding of different inhibitors, both in
the Qo-site and in docking interfaces. These offer rich opportunities for
speculation as to control in the ﬁrst electron transfer [51,107,108], and
have recently been nicely reviewed by Berry and Huang [109]. Perhaps
most interesting, and among the ﬁrst to attract attention [49–51,53,54],
was the change seen between structures with stigmatellin in the distal
domain forming a complex with ISPH, and those with myxothiazol or
other MOA-type inhibitors in the proximal domain. With the proximal
domain occupants, the volume of the Qo-site closer to the heme expand-
ed, while the opening to the site (through which interactions with ISPH
occur with distal domain occupants), became closed by displacements
in the -PEWY- loop (the “-PEWY- see-saw” [51]) and several of the heli-
ces lining the site [72,107,109]. As a consequence, a “trapdoor tyrosine”
(Tyr-302 in Rb. sphaeroides, Tyr-279 in chicken) moved to close the ac-
cess port. In structures with distal domain occupants, the interaction
with ISPH pulls the trapdoor open, and Tyr-302 forms an H-bond to ISP
Cys-151 backbone carbonyl, stabilizing ISPH in the b-position [71].Muta-
tions at this tyrosine in Rb. sphaeroides led to inhibition of electron
transfer, markedly in Y302G and Y302Q [51]. Spontaneous or inherited
mutations at this site in mitochondrial complexes cause severe exercise
intolerance and “multi systemdisorders” in humans [110], and tolerance
in Plasmodium falciparum to atovaquone in the treatment of malaria
[111]. Lee at al. [108] have recently studied additional mutations at
Y302 in Rb. capsulatus, and demonstrated increased ROS production,
and formation of a disulﬁde cross-link with ISP C155 in the Y302C mu-
tant, with more dramatic inhibitory effects.
It seems likely that reconﬁguration of the docking domain would
disfavor binding of ISP at the Qo-site interface under circumstances inrs for positive (blue) and negative (red) potential are displayed. Because the hemes are
e central red dumbbell encompasses the reduced bL hemes, and bridges the dimer in-
f electron transfer between the hemes. The weaker negative surfaces of smaller volume
tial. The more pronounced peripheral blobs are due to Asp-373. The positive potentials
her is off scale). The water chains detailed in Fig. 4 and critical residues in the vicinity
culated using PME electrostatics analysis in VMD, and are displayed as two isosurface
legend for credits.)
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pancy by Q•−. These characteristics allow us to suggest an escapement
mechanism for gating that might be likened to regulation in a clock.
The “pendulum” of the mobile domain of ISP, would be linked to a
“ratchet” provided by the -PEWY- see-saw and associated conforma-
tional changes at the trapdoor [51]. The effect would be to allow access
for ISP to the Qo-site occupant to favor binding, only when the proximal
domain is vacated after oxidation of Q•− by heme bL, andwhenQ or QH2
are present as inoffensive binding partners to ISPH or ISPox, respectively,
in the distal domain.
5.3. Gating in the second electron transfer
Several groups have demonstrated through kinetic modeling that
when a single rate constant (k2d ~106 s−1, that for electron transfer
from the distal domain given by distance) is used, the reactions be-
come uncoupled; high rates for bypass processes are predicted for the
antimycin-inhibited chain [86,87,91], or the chain blocked by disabling
the binding of heme bH [91], or backed-up by the proton gradient [42].
This is because, as pointed out by Osyczka et al. [43], if a single rateFig. 7. Scheme to show possible mechanistic features of the Qo-site ballet (from [78]). The ﬁrs
the escapement gating mechanism are omitted. A possible scenario for the coulombic choreo
frames B through F. In order to minimize production of ROS (perhaps the black swan of this b
has to remove the intermediate SQo rapidly, in competition with the backward rate constan
ume of the Qo-site, stabilized by a strong H-bond to His-161 of ISPox. E295 may H-bond wea
and H+ are delivered to ISPox to form ISPH (1). Immediately after the 1st electron transfe
P-phase. B. This leaves the neutral SQ (QH•), H-bonded to E295 carboxylate in ES2. Heme
the low occupancy, and low value for k2d (~103 s−1) mean the rate is slow. C. The H+ is t
carboxylic form, rotates to open up the proximal volume. The sidechain makes an H-bond
lowers the pK, allowing the release of the H+ (4), which transfers down the water chain, le
closer to heme bL, increasing the rate constant (k2p ~109 s−1). D. The electron from Q•− trans
and exit the site (7). Reduction of heme bL changes the charge by 1, and the ﬁeld changes tra
force ﬂips it back to its initial position. F. If heme bH is oxidized, the electron is transferred (
vacant, and available to accept a QH2 for the next turnover. If heme bL remains reduced (afte
formed after the next cycle (reactions (1)–(3) representing a partial third turnover).constant deﬁned by distance is used, the same distance applies to by-
pass processes, some of which would have strongly favorable driving
forces, so that bypass rates modeled on this basis would be comparable
to those for normal forward chemistry. However, the bypass rates ob-
served experimentally are much lower, even in strains with mutations
at E295 [78], where a strong decoupling might also be expected. The
spatial separation of distal and proximal domains, the likelihood that
Q•−must diffuse through this distance to realize the rapid rate required,
and separation of the second electron transfer into partial processes as-
sociated with this topology, open several possibilities for control and/or
gating to provide a way out of this paradox. The value for k2d ~103 s−1
demonstrated in our recent work [78] explains the phenomenon in the
E295mutants in terms of a limit on both forward and reverse processes.
In the strainswith bulky sidechains, the SQowould be constrained to the
domain distal from heme bL, and all rate constants involving interaction
with heme bL would reﬂect that distance. Loss of catalysis of proton exit
would apply to both forward and reverse processes, and would further
limit both. Since the forward rate constant is lowered by 103-fold from
the value given by distance, and equilibrium constants are conserved,
backward rate constants will be lowered by a similar ratio, thus limitingt electron transfer is encapsulated on frame A, though details of partial processes and of
graphy of the second electron transfer and the exit of the associated proton is shown in
allet), the ﬁrst electron transfer is strongly endergonic, and the second electron transfer
t for the ﬁrst step [46,48]. A. Before the 1st electron transfer, ES1 forms in the distal vol-
kly to QH2. Heme bL is in the oxidized form (with local ﬁeld of δ+ charge). An electron
r, the ISPH rotates away (2) to deliver its electron to cyt c1 and release the H+ to the
bL is still oxidized, and available as acceptor for the electron from QH• (or Q•−), but
ransferred to the E295 carboxylate, to form the SQ anion (Q•−), and E295 (3), now in
to the water chain leading to the P-side aqueous phase. The δ+ ﬁeld around heme bL
aving E295 in the carboxylate form. The δ+ ﬁeld also attracts Q•− (5), which migrates
fers rapidly to heme bL (6), and the quinone is free to migrate back to the distal volume,
nsiently to (1−δ)−. E. The ﬁeld is felt by the carboxylate of E295 (8), and the coulombic
9), and the ﬁeld associated with heme bL returns to its initial δ+ charge. The site is now
r the second turnover if antimycin is present), the (1−δ)− ﬁeld serves to repel the Q•−
1375A.R. Crofts et al. / Biochimica et Biophysica Acta 1827 (2013) 1362–1377rates involving ferroheme bL as donor. An explanation for control of
the bifurcated reaction might therefore be sought through constraints
that restrict SQ to the distal domain, and/or inhibit proton processing.
We have previously suggested such a mechanism operating through
coulombic repulsion [10], and discuss other scenarios in Section 5.5.
5.4. Electrostatic proﬁles in the bc1 complex
Central to any discussion of control through coulombic interaction is
the electrostatic proﬁle along the reaction coordinate. For a complex
mechanism like the Q-cycle, the overall process must accommodate a
substantial volume. The case is somewhat simpliﬁed ifwe restrict consid-
eration to the second electron transfer. We have used the model set up
for MD simulation in a preliminary exploration of local electrostatics
through PME analysis in VMD to generate proﬁles of the Rb. sphaeroides
bc1 complex, taking an average from 150 equally spaced frames from a
10 ns simulation in NAMD. Fig. 6 shows two isosurface representations
for contours in the negative (red) and positive (blue) ranges, selected
so as to show well-deﬁned volumes. In the simulation, the hemes were
all in the reduced state. As a consequence, differences in potential reﬂect
contributions from the protein. Even with this relatively naïve approach,
several features are striking. Factors that might modulate kinetic path-
ways and redox potentials of heme groups are particularly obvious. The
central dumbbell-shaped negative volume encloses the hemes bL, and
the protein between them forming the putative pathway for electron
transfer. The residues in the direct path all have polar sidechains but
they are surrounded by a cylinder of nonpolar residues shielding them
from the solvent and the rest of the protein. This negatively charged vol-
umewould have the effect of lowering the probability for electron trans-
fer into the volume, and might be an important factor in limiting
electron transfer through this interface. In contrast, the path between
bL and bH is more neutral, so would not disfavor electron transfer. The
smaller volumes enclosed by the proﬁles around the hemes bH suggest
lower charge densities. This differential charge density would account
at least in part for the difference in redox potentials between the two
hemes. Similarly, the strongly positive volumes around the heme c1
would account in part for their high redox potential. The [Fe2S2] cluster
of ISP shows no strong ﬁeld associated with the volume. However,
conserved arginine residues in the extrinsic domain, well separated
from the cluster, show a signiﬁcant positive ﬁeld. This is likely static,
but could perhaps be invoked in a coulombic control associated with a
changing ﬁeld around heme c1. One other feature worth noting is an
aspartate from cyt b (Asp-373 in trans-membrane helix G of eachmono-
mer) projecting into the membrane in the middle of the insulating
phase. This feature is semi-conserved (either Asp or Asn) across mito-
chondrial and α-proteobacteria sequences. There seems no obvious
role for such a local ﬁeld, since there are no compensating groups in
the three main subunits of the bc1 complex, and the missing subunit IV
has no appropriately charged positive group in the putative membrane
domain. But perhaps the site is involved in speciﬁc interaction with
some other structure in the membrane.
5.5. Scenarios for mechanism
The scheme of Fig. 7 (taken from [78]) shows a speculative cycle of
partial processes for the Qo-site that includes some coulombic inter-
actions that might serve a control function. Several dancers join a
ballet of dynamic changes in the protein. Q•−, the E295 carboxylate,
heme bL and its propionates, the proton and electron when free of
carriers, are all coulombic players generated at different stages in the
dance. Since the charges separate on transfer of H+ to E295, coulombic
interactions will come into play, superimposed in existing static ﬁelds.
In the scheme, we assume that the ferriheme bL initially carries a partial
positive charge, changing to a partial negative charge on reduction.
This would allow two coulombic effects: (i) an attractive force favoring
movement of Q•− in the site towards the heme, and (ii) after reduction,a repulsive force constraining Q•− to the distal domain so as to favor only
the slow rate constants appropriate to that domain. These would pertain
under conditions in which bypass by reduction of SQo by ferroheme bL
might occur. Additional coulombic interactions seem feasible. Since the
rotational displacement of E295 in the carboxylic state has to precede
the movement of Q•−, the partial positive charge in ferriheme bL would
stabilize the carboxylate and favor dissociation to release the proton,
and the partial negative charge after electron transferwould favormove-
ment of the E295 carboxylate back to the distal conﬁguration as soon
as Q vacates the site.
Although the scheme of Fig. 7 is speculative, the principles inspiring
it are quite natural, and it is likely that some such a ballet steers the
reaction. Because these processes are not readily accessible to direct
study, an approach through computational simulation seems likely to
be rewarding, and our preliminary efforts here represent a step in this
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