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Abstract
Different types of stochastic retarded systems could be considered on the base of our schemes of phase space extension. This
scheme is applicable for investigation of linear and nonlinear differential difference equations with single and multiple constant
delays, differential equations with variable delays, neutral delay differential equations etc. In addition, a combination of the
scheme and the Monte Carlo method can be exploited for study sophisticated objects. The main topic of research in this paper
is the problem of computation of the first moment functions for the phase vectors defining states for linear stochastic systems of
differential equations with the special form of variable delays, notably with piecewise constant delays, and integro-differential
equations.
c© 2012 V.V.Malanin, I.E.Poloskov. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Karlsruhe
Institute of Technology (KIT), Institute of the Engineering Mechanics.
Keywords: stochastic systems; heredity; delay differential equations; integro-differential equations; moment functions; computer algebra
1. Introduction
Deterministic and stochastic forms of functional differential equations (FDE, SFDE) and their special types such
as differential-difference equations (delay differential equations, DDE, SDDE), neutral delay differential equations
(NDDE, SNDDE), integro-differential equations (IDE, SIDE), etc. [1, 2] have been increasing interest both from the
theoretical and practical viewpoints since the middle of the last century. Such equations are encountered in those
areas where the properties of an object depend on the hereditary effect, and serve as models for different processes,
viz., retarded mechanical vibrations and viscoelasticity in engineering structures, automatic control, chemical and
other technological processes, signal generation, combustion in liquid jet engines, neutron moderation, radar and
radio-navigation, autonomous vessel course stabilization, nuclear reactor with convectional feedback, oscillations in
vacuum-tube generators, collision in electrodynamics, etc. [3, 4, 5, 6]. Delay in systems induces new effects, for
example, self-excitation of oscillations, increased readjustment, and instability of objects [7].
Delay components may arise in modeling of objects in the mechanics of hereditary media, radio engineering,
radio-physics, theory of ship building cycles, electronics, theoretical physics, heat transfer, description of hysteresis
systems, influence of hydraulic impact on the stability of turbine operation, slave drives, stress-deformed state (of con-
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crete blocks, polymers, plastic materials, wood, ice, rocks, etc.), aeroelasticity, motion of solids with regard for their
interaction with the environment, drug action, robot engineering, and replacement of distributed-parameter systems
(hydro-drives, acoustic lines, etc.) by equivalent components.
Such phenomena arise as a result of transport, technological, data, and inertial delays (in long-distance transmission
of matter, energy, signals, information), finiteness of speed of charge carriers, and response delay in man-machine
systems [8].
It is not a simple matter to investigate stochastic systems with aftereffect for the reason that:
• no versatile approximate methods are available for studying even stochastic systems without hereditary;
• there is no suitable general analytical apparatus, like the Fokker–Planck–Kolmogorov (FPK) equation, for Markov
systems.
Therefore, even today there are many issues in a study of models of various phenomena on the base of SFDE. The
only wide class of stochastic constant-delay systems that yield to exact solution is the class of linear systems with
additive white noises. For example, equations for the first moments of phase coordinates are derived and solved in
[9] by direct analog of the classical step method. Among approximate methods, special attention must be payed to
the technique of transition from non-Markovian systems with a small (variable or random) delay by the averag-
ing method to Markov systems without delay [10]. As for ordinary cases, there is a large number of Monte Carlo
algorithms [11, 12] for numerical integration of different SFDE such as Euler–Maruyama, Milstein, and another
Runge–Kutta-like schemes, but usually these algorithms are narrow specialized.
The framework of our schemes for studying similar systems is based on a combination of the method of steps
and an extension of the phase space (MSEPS) [13, 14]. The aim of the apparatus of the phase space extension is
to transform a source non-Markovian vector process into a Markovian one and to obtain a chain of simple solvable
tasks instead of one complicated problem. All developments for SFDE are based on this unified scheme and allow
calculating the main probabilistic characteristics of unknown random phase vectors. Different modifications of this
scheme can be used for study of stochastic differential equations (SDE) with various forms of aftereffect separately
or in combination with the Monte Carlo method.
Our technique permits to obtain chains of closed time single-point FPK-like equations, which are satisfied by
(transition) probability density functions (PDF) for random phase vectors belonging to a family of embedded phase
spaces, or to transform SDE with divergent arguments into equations without delays. In Section 2 we demonstrate
the technique for study linear stochastic differential systems with the special forms of variable delays, notably with
piecewise constant delays.
Respective algorithms have been implemented by means ofMathematica c© [15] programs and use standardMath-
ematica tools at all stages of real calculations.
2. Linear stochastic systems with variable delays
Let us consider a linear system of SDDE
dX(t) =
[
P(t)X(t)+
d
r=1
Qr(t)X(t− r)+ c(t)
]
dt+H(t)dW(t), t > t0. (1)
Here t is a time, X = {Xi}, i = 1, 2, ..., n, is the phase vector, W = {Wi}, i = 1, 2, ..., m, is a vector of independent
Wiener random processes with E[dW(t)] = 0, E[dW(t)dWT (t ′)] = I · dt · (t− t ′),
r(t) = Nrq , t˜q−1 < t ≤ t˜q, Nrq ∈ {0,1,2, ...}, t˜q = t0+ q · , = const> 0, q= 1,2, ...,
T is a symbol of the transposition, E stands for the mathematical expectation, I is the identity matrix.
We suppose that on the interval (t#0, t0], where
t#0 = min
t≥t0 ,r,q
(t−Nrq ) = t0−M , M ≥ 0,
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the phase vector X satisfies the following system of stochastic differential equations without delays
dX(t) =
[
P0(t)X(t)+ c0(t)
]
+H0(t)dW(t), X(t#0) = X◦, (2)
and c = {ci}, c0 = {c0i}, P = {Pi j}, P0 = {P0i j}, Qr = {qri j}, H = {hi j}, H0 = {h0i j} are known continuous de-
terministic vector- and matrix-functions of t. Further, let’s assume all necessary probabilistic characteristics of the
random vector X◦ be given, particularly, the mean values’ vector m(t) = E[X(t)] and components of the covariance
matrix D(t) = E[{X(t)−m(t)}{X(t)−m(t)}T ] for the phase vector X(t) are defined for t = t#0:
m(t#0) =m◦, D(t#0) = D◦.
The main target of this research is to obtain a chain of sets of ordinary differential equations (ODE) satisfied by
elements of the vectorm(t) and components of the matrix D(t) for t > t#0.
3. Scheme of study
To derive these equations, we expand the phase space of the system and transform a non-Markovian vector process
to a Markovian one. For this purpose, we consider the uniform time mesh tq = t#0+ q · , q = 0, 1, ... N, ..., introduce
new time variable s ∈ [0, ] and the following notation
q= 1,2, ..., sq = tq−1+ s, q = (tq−1, tq],
Xq(s) = X(sq), Wq(s) =W(sq), Xq(0) = Xq−1( ), Wq(0) =Wq−1( ),
col(X1, ...,XN−1,XN) = {X11,X12, ...,X1n, ...,XN−1,1,XN−1,2, ...,XN−1,n,XN1,XN2, ...,XNn}T .
Let’s consider the sequence of segments { i}. Below dot stands for differentiation with respect to s.
1◦. Let’s start from the segment 1. The random vector process | X1(s) defined on { 1} satisfies the system
dX1(s) =
[
P0(s1)X1(s)+ c0(s1)
]
ds+H0(s1)dW1(s).
This system can be written as follows:
dZ1(s) =
[{
P1(s)+Q1(s)
}
Z1(s)+ f 1(s)
]
ds+H1(s)dV1(s),
Z1(s) = X1(s), V1(s) =W1(s), P1(s) = P11(s) = P0(s1), Q1(s) =
[
0
]
,
f 1(s) = f 1(s) = c0(s1), H1(s) =H11(s) =H0(s1).
(3)
2◦. Let’s consider the intervals 1 and 2. It is possible to present the system of SDE for calculation of the vector
col(X1(s),X2(s)) as follows
dX1(s) =
[
P0(s1)X1(s)+ c0(s1)
]
ds+H0(s1)dW1(s),
dX2(s) =
[
P0(s2)X2(s)+ c0(s2)
]
ds+H0(s2)dW2(s).
Then we have got
dZ2(s) =
[{
P2(s)+Q2(s)
}
Z2(s)+ f 2(s)
]
ds+H2(s)dV2(s),
Z2(s) =
[
X1(s)
X2(s)
]
, V2(s) =
[
W1(s)
W2(s)
]
, P2(s) =
[
P11(s) 0
0 P22(s)
]
,
P22(s) = P0(s2), Q2(s) =
[
0 0
0 0
]
, f 2(s) =
[
f 1(s)
f 2(s)
]
, f 2(s) = c0(s2),
H2(s) =
[
H11(s) 0
0 H22(s)
]
, H22(s) =H0(s2).
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
(4)
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M◦. Now let’s pay attention to the time intervals 1, 2, ..., M and construct the set of SDE for the vector
ZM(s) = col(X1(s),X2(s), ...,XM(s)) by the way
dZM(s) =
[{
PM(s)+QM(s)
}
ZM(s)+ fM(s)
]
ds+HM(s)dVM(s),
ZM(s) =
[
ZM−1(s)
XM(s)
]
, VM(s) =
[
VM−1(s)
WM(s)
]
, PM(s) =
[
PM−1(s) 0
0 PMM(s)
]
,
PMM(s) = P0(sM), QM(s) =
[
QM−1(s) 0
0 0
]
, fM(s) =
[
fM−1(s)
fM(s)
]
, fM(s) = c0(sM),
HM(s) =
[
HM−1(s) 0
0 HMM(s)
]
, HMM(s) =H0(sM).
(5)
M+1◦. Similarly for the vector ZM+1(s) = col(X1(s),X2(s), ...,XM(s),XM+1(s)), we obtain equations
dZM+1(s) =
[{
PM+1(s)+QM+1(s)
}
ZM+1(s)+ fM+1(s)
]
ds+HM+1(s)dVM+1(s),
ZM+1(s) =
[
ZM(s)
XM+1(s)
]
, VM+1(s) =
[
VM(s)
WM+1(s)
]
, PM+1(s) =
[
PM(s) 0
0 PM+1,M+1(s)
]
,
PM+1,M+1(s) = P(sM+1), QM+1(s) =
[
QM(s) 0
Q∗M+1(s) QM+1,M+1(s)
]
,
Q∗M+1(s) =
[
QM+1,1(s) QM+1,2(s) ... QM+1,M(s)
]
, QM+1,k(s) =
d
r=1
Qr(sM+1) · k,M+1−Nr1 ,
k = 1,2, ...,M+ 1, fM+1(s) =
[
fM(s)
fM+1(s)
]
, fM+1(s) = c(sM+1),
HM+1(s) =
[
HM(s) 0
0 HM+1,M+1(s)
]
, HM+1,M+1(s) =H(sM+1).
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
(6)
N◦. Finally, equations at the time intervals 1, 2, ..., N for the vector ZN(s) = col(X1(s),X2(s), ...,XM(s),
XM+1(s), ..., XN(s)) take the following suitable form:
dZN(s) =
[{
PN(s)+QN(s)
}
ZN(s)+ fN(s)
]
ds+HN(s)dVN(s),
ZN(s) =
[
ZN−1(s)
XN(s)
]
, VN(s) =
[
VN−1(s)
WN(s)
]
, PN(s) =
[
PN−1(s) 0
0 PNN(s)
]
,
PNN(s) = P(sN), QN(s) =
[
QN−1(s) 0
Q∗N(s) QNN(s)
]
,
Q∗N(s) =
[
QN1(s) QN2(s) ... QN,N−1(s)
]
, QNk(s) =
d
r=1
Qr(sN) · k,N−Nr,N−M ,
k = 1,2, ...,N, fN(s) =
[
fN−1(s)
fN(s)
]
, fN(s) = c(sN),
HN(s) =
[
HN−1(s) 0
0 HNN(s)
]
, HNN(s) =H(sN).
(7)
4. Equations for moments
Now the obtained chain of linear SDE without delay can be used to derive new sequence of equations, i.e., ODE
for the first moments of the vectors Z1, Z2, ..., ZN and
Z+1 (s) = col
(
X0,Z1(s)
)
, Z+2 (s) = col
(
X0,Z2(s)
)
, ..., Z+N (s) = col
(
X0,ZN(s)
)
,
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Let’s denote
mk(s) = E
[
Zk(s)
]≡ col(mX1(s), ...,mXk (s)), m+k (s) = E[Z+k (s)]≡ col(m0,mk(s)),
Dk(s) = E
[{Zk(s)−mk(s)}{Zk(s)−mk(s)}T ]=
⎡
⎢⎢⎣
DX1X1 DX1X2 ... DX1Xk
DX2X1 DX2X2 ... DX2Xk
... ... ... ...
DXkX1 DXkX2 ... DXkXk
⎤
⎥⎥⎦ ,
D+k (s) =
[
D0 D∗k(s)
D∗Tk (s) Dk(s)
]
, D∗k(s) =
[
DX0X1(s) DX0X2(s) ... DX0Xk(s)
]
, k = 1,2, ...,N.
(8)
Obviously, the vector mk(s) and the matrix Dk(s) are blocks of m
+
k (s) and D
+
k (s). Therefore it is sufficient to
calculate the last functions and then to choose their required components.
Using equations (3), (4), (5), (6), (7) and notations (8), the necessary ODE can be presented as follows:
1◦.
m˙+1 (s) =
[
P
+
1 (s)+Q
+
1 (s)
]·m+1 (s)+ f+1 ,
D˙+1 (s) =
[
P
+
1 (s)+Q
+
1 (s)
]·D+1 (s)+
{[
P
+
1 (s)+Q
+
1 (s)
]·D+1 (s)
}T
+H
+
1 (s) ·H+T1 (s),
m+1 (0) =
[
m0
m0
]
, D+1 (0) =
[
D0 D0
D0 D0
]
, P
+
1 =
[
0 0
0 P1
]
, Q
+
1 =
[
0 0
0 Q1
]
,
f
+
1 =
[
0
f 1
]
, H
+
1 =
[
0 0
0 H1
]
.
2◦.
m˙+2 (s) =
[
P
+
2 (s)+Q
+
2 (s)
]·m+2 (s)+ f+2 ,
D˙+2 (s) =
[
P
+
2 (s)+Q
+
2 (s)
]·D+2 (s)+
{[
P
+
2 (s)+Q
+
2 (s)
]·D+2 (s)
}T
+H
+
2 (s) ·H+T2 (s),
m+2 (0) =
[
m+1 (0)
mX1( )
]
, D+2 (0) =
[
D+1 (0) D
T
1 ( )
D1( ) DX1X1( )
]
, D1( ) =
[
DX1X0( ) DX1X0( )
]
,
P
+
2 =
[
0 0
0 P2
]
, Q
+
2 =
[
0 0
0 Q2
]
, f
+
2 =
[
0
f 2
]
, H
+
2 =
[
0 0
0 H2
]
.
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
N◦.
m˙+N (s) =
[
P
+
N (s)+Q
+
N (s)
]·m+N (s)+ f+N ,
D˙+N (s) =
[
P
+
N (s)+Q
+
N (s)
]·D+N (s)+
{[
P
+
N (s)+Q
+
N (s)
]·D+N (s)
}T
+H
+
2 (s) ·H+T2 (s),
m+N (0) =
[
m+N−1(0)
mXN−1( )
]
, D+N (0) =
[
D+N−1(0) D
T
N−1( )
DN−1( ) DXN−1XN−1( )
]
,
DN−1( ) =
[
DXN−1X0( ) DXN−1X0( ) DXN−1X1( ) ... DXN−1XN−2( )
]
,
P
+
N =
[
0 0
0 PN
]
, Q
+
N =
[
0 0
0 QN
]
, f
+
N =
[
0
fN
]
, H
+
N =
[
0 0
0 HN
]
.
5. Example
The considered scheme of MSEPS was used for study random vibrations of a vehicle excited by a rough road
surface on the base of the model of car from Ref.[16] (Fig. 1). This linear model, where Y (t) is a displacement
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Fig. 1. Model of vehicle.
of mass center, (t) is an angle of vehicle slope, q(s) is a microprofile of road, s is a travel, G is a mass center,
J is a moment of inertia, represents the vehicle as a two degree of freedom system. These degrees define a strong
vertical displacement and a rotation of the vehicle body, which is assumed to suspend in two wheels with a known
interdistance. Equations of a mass movement and a description of road profile can be reduced to the form (1) for d = 1
and c(t)≡ 0, where
P=
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
p21 p22 p23 p24 k11 c11
0 0 0 1 0 0
p41 p42 p43 p44 k21 c21
0 0 0 0 0
0 0 0 1 − 2 −2
⎤
⎥⎥⎥⎥⎥⎥⎦
, Q=
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 k12 c12
0 0 0 0 0 0
0 0 0 0 k22 c22
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
H =
[
0 0 0 0 0 g0
√ ]T
, p21 =−(k11+ k12), p22 =−(c11+ c12),
p23 =−(k11 l1− k12 l2), p24 =−(c11 l1− c12 l2), p41 =−(k21+ k22), p42 =−(c21+ c22),
p43 =−(k21 l1− k22 l2), p44 =−(c21 l1− c22 l2), c11 = c1/m, c12 = c2/m, l = l1+ l2,
k11 = k1/m, k12 = k2/m, c21 = c1 l1/J, c22 =−c2 l2/J, k21 = k1 l1/J, k22 =−k2 l2/J,
s= r(t), r′(t)> 0, t = (s), (t) = ′(s)|s=r(t) = 1/ (t), X =
[
Y Y˙ ˙ q q˙
]T
.
In this model, the variable delay (t) is equal to l/v(t) for v(t) being a car speed along a road and the last two
equations define a road excitation with the autocovariance function
Cq(s) =
2
0 e
− |s|(cos 0s+
0
sin 0|s|
)
, 2 = 20 +
2,
where s and 0 are a travel and a standard deviation of road microprofile, respectively.
As a model of speed change, we used the case with a constant positive acceleration a ≡ a0 = const. In this case,
the speed v(t) can be written as follows:
v(t) = a0 · t+ v0, v0 = const, t ≥ 0, s0 = const .
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Fig. 2. (a) the mean value functions of X1(t) and X2(t); (b) the mean value functions of X3(t) and X4(t).
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Fig. 3. (a) the variances of X1(t) and X2(t); (b) the variances of X3(t) and X4(t).
Therefore
s= r(t) =
a0
2
t2+ v0 t+ s0, s0 = const, t = (s) =
−v0+
√
v20+ 2a0 (s− s0)
a0
,
′(s) =
1√
v20+ 2a0 (s− s0)
=
1
(t)
= (t), (t) =
√
v20+ 2a0 (s− s0).
Numerical calculations were produced for different cars, roads, and speeds. Below the results are demonstrated for
two cases: i) speeding up of a car from 0 to 10 m/s (Fig. 2, 3); ii) speeding up of a car from 10 to 20 m/s (Fig. 4, 5).
Table 1. Specifications of roads.
Type of road 20 ·10−4 (m2) 0
A earth road (1) 2.3 0.0148 0.03342
An asphalt high road (2) 1.0 0.0500 0.60000
A road covered with stones (3) 3.2 0.3000 1.00000
Specifications for different roads and cars were selected from Table 1 and 2, respectively. Particularly, the repre-
sented figures correspond to the road and the car of the third types.
During calculations, segments of speed change were divided into 16 subsegments. This way caused necessity of
symbolic building and subsequent numerical integration (with an automatic choice of step) of 114 ODE for the mean
value functions and 12996 ODE for components of covariance matrices.
Even under brief analysis of represented figures, it is not difficult to see that behavior of the mean values for the
first and second cases varies insignificantly. But corresponding diagonal components of covariance matrices show
essential differences.
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Table 2. Specifications of cars.
Type of car m (kg) c1 (N·s/m) c2 (N·s/m) k1 (N/m) k2 (N/m) J (kg·m2) l1 (m) l2 (m)
1 17800 80000 80000 4.00 ·106 4.00 ·106 930.0 2.000 2.000
2 13200 16000 18000 4.65 ·105 5.24 ·105 3000.0 2.340 2.885
3 8444 9080 9080 2.72 ·105 8.53 ·105 12446.2 2.590 3.290
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t
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0.0 0.2 0.4 0.6 0.8 1.0
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0.5
1.0
t
m3
m4
b
Fig. 4. (a) the mean value functions of X1(t) and X2(t); (b) the mean value functions of X3(t) and X4(t).
6. Conclusion
In contrast to a number of known techniques, our scheme of phase space extension doesn’t require changing
equations to withdraw delay and special numeric integration methods. This scheme has a transparent algorithm and
can be simply combined with Monte Carlo method in the cases of uncertainties’ presence and complicated nonlinear
problems. As for example, our technique can be used to cover studies of vehicle movements with random jumps that
are described by Poisson stochastic processes.
Acknowledgements
This work is supported by Russian Fund of Basic Research grant No. 11-01-96024.
References
[1] Bellman RE, Cooke KL. Differential-difference equations. New York: Academic Press; 1962.
[2] Hale J. Theory of functional differential equations. New York: Springer-Verlag; 1977.
[3] Tsar’kov EF. Random fluctuations of functional differential equations. Riga: Zinatne; 1989 (in Russian).
0.0 0.2 0.4 0.6 0.8 1.0
0.00
0.01
0.02
0.03
0.04
0.05
D1
D2
a
0.0 0.2 0.4 0.6 0.8 1.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
D3
D4
b
Fig. 5. (a) the variances of X1(t) and X2(t); (b) the variances of X3(t) and X4(t).
68   Vladimir V.Malanin and Igor E.Poloskov /  Procedia IUTAM  6 ( 2013 )  60 – 68 
[4] Ste´pa´n G. Retarded dynamical systems: Stability and characteristic functions. Harlow, Essex: Longman Scien-
tific & Technical; 1989.
[5] Kuang Y. Delay differential equations with applications in population dynamics. Boston, MA: Academic Press;
1993.
[6] Insperger T, Ste´pa´n G. Semi-discretization for time-delay systems. Stability and engineering applications. New
York, Dordrecht: Springer Science+Business Media; 2011.
[7] Norkin SB. Second-order differential equations with a retarded argument. Moscow: Nauka; 1965 (in Russian).
[8] Kolmanovskii VB, Nosov VR. Stability of functional differential equations. New York: Academic Press; 1986.
[9] Razevig VD. Correlation analysis of delay systems. Automation and Remote Control 1973;(9):42-8 (in Russian).
[10] Rubanik VP. Oscillations of complex quasi-linear delay systems. Minsk: University Press; 1985 (in Russian).
[11] Ku¨chler U, Platen E. Strong discrete time approximation of stochastic differential equations with time delay.
Math. Comput. Simulation 2000;54(1-3):1-15.
[12] Kushner HJ. Numerical methods for controlled stochastic delay systems. Boston: Birkha¨user; 2008.
[13] Poloskov IE. Phase space extension in the analysis of differential-difference systems with random input. Au-
tomation and Remote Control 2002;63(9):1426-1438.
[14] Malanin VV, Poloskov IE. About some schemes of study for systems with different forms of time aftereffect.
In: Zhu WQ, Lin YK, Cai GC, editors. Proc. of the IUTAM Symposium on Nonlinear Stochastic Dynamics and
Control, Dordrecht: Springer; 2011, p. 55-64.
[15] Wolfram S. The Mathematica Book. 5th ed. Champaign, Il: Wolfram Media; 2003.
[16] Di Paola M., Pirotta A. Vehicle dynamic response considering front-to-rear excitation delay. In: 8th ASCE
Specialty Conf. on Probabilistic Mechanics and Structural Reliability. PMC2000-255. Available from: URL:
www.usc.edu/dept/civil eng/johnsone/pmc2000/sessions/papers/p255.pdf
