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Abstract. Analysis of fractal systems (i.e. systems described 
by fractional differential equations) necessitates to create 
an electrical analog model of a crucial subsystem called 
Constant Phase Element (CPE). The paper describes 
a possible realization of such a model that is quite simple 
and in spite of its simplicity makes it possible to simulate 
the properties of ideal CPEs. The paper also deals with the 
effect of component tolerances on the resultant responses 
of the model and describes several typical model applica-
tions. 
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1. Introduction 
A classical description of dynamics of processes in 
physical systems is based on differential equations with 
state variables and their derivatives and integrals. The 
solution procedures of these equations have been devel-
oped for past decades and centuries and are considered 
standard at present. 
During the investigations in many scientific disci-
plines, it proved that the mentioned classical methods do 
not suffice. There exist phenomena that are not accurately 
depicted and therefore it is necessary to apply differential 
equations with derivatives and integrals of noninteger 
orders [1-5]. These are fractional differential equations and 
the question is how to solve them. 
The phenomena described by such equations are 
frequent for instance in biochemistry or biomedicine [6-8], 
in electrochemistry [9], [10], in modern control technique 
[11-15], in acoustic or optical signal processing [16], [17] 
and in many other practical domains. 
If the fractional equations are sufficiently simple then 
it is possible to solve them with the help of special func-
tions [2]. In case of linear systems the solution may be 
based very effectively on Laplace transformation, namely 
on numerical methods of inversion [2], [19], [23]. For 
solution of nonlinear systems there exist numerical 
methods of integration. 
The solution of many practical problems can be sim-
plified with the help of electrical or electronic analog 
models. Formulation of effective models of fractional 
systems is the substance of this paper. 
The paper has the following structure: In section 2 the 
ideal Constant Phase Element (CPE) is defined. Section 3 
presents the basic electrical scheme of the model and de-
scribes its general properties. In section 4, the principle of 
correction of characteristics of the model is explained and 
it is shown that it is possible to improve the model proper-
ties markedly with a minimum of additional components. 
The analysis of effect of component tolerances on the 
resultant model responses is contained in section 5. Several 
examples of practical applications of the described models 
are shown in section 6. List of most important references 
concludes the paper. 
2. Ideal Constant Phase Element 
(CPE) 
The impedance of an ideal CPE is defined as 
   DssZ  . (1) 
For s = j will then be 
     
 
sincos
ˆ
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2
   for  in radians or  = 90 for  in degrees. 
The exponent α decides the character of the imped-
ance Z(s). If α = +1, it is a classical inductive reactance, 
α = 0 means a real resistance or conductance, α = -1 repre-
sents a classical capacitive reactance. 
The values 0 < α < 1 corresponds to a fractal inductor, 
the value -1 < α < 0 to a fractal capacitor. This paper is 
devoted predominantly to the fractal capacitor.  
The modulus of impedance ˆ ( )Z j depends on fre-
quency according to the magnitude of α. Its value in deci-
bels varies with 20α decibels per decade of frequency and 
in correspondence with the sign of α, the modulus in-
creases or decreases.  
At ω = 1 the modulus equals D with no respect to α. 
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Argument φ of the impedance is constant, frequency 
independent. 
It is evident that the properties of ideal CPE cannot be 
realized with classical electrical networks containing 
a finite number of discrete R, C, L components. On the 
other hand, it is possible to build networks that approxi-
mate the CPE in a reasonable way. During the second half 
of the 20th century many attempts to implement such 
an approximation were published, see for instance [5]. It 
turned out however that these attempts were not too suc-
cessful. The design starts with sα approximation by 
an infinite series or chain fraction and necessitates partial 
fraction decomposition together with calculation of de-
nominator roots and even demands optimization steps. The 
resultant network is very complicated [20], may demand 
components with negative parameters or a number of 
active elements.  
Therefore, there is a need to find a simple design of 
a reasonably accurate CPE model. 
3. Basic Network Model 
The following text is based on the paper [22]. Basic 
structure of the model is shown in Fig.1. 
 
Fig. 1.  Basic network model. 
The network consists of altogether m series RC 
branches connected in parallel. The resistances and 
capacitances in branches form a geometric sequence 
 1 11 1, , 1, 2, ...,k kk kR R a C C b k m     (3) 
and for the coefficients a and b it holds 
 0 1, 0 1.a b     
Input impedance of the network ( ) 1/ ( ),Z j Y j   where 
Y(jω) is input admittance equal to the sum of admittances 
of individual branches 
 
1
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The modulus of input impedance in decibels equals  
 ( ) 20 log ( )dBZ Z j    (5) 
and argument in degrees 
 ( ( ))180( )
( ( ))
imag Z jarctg
real Z j
    .  (6) 
A typical example of both characteristics for the case 
R1= 1, C1 = 1, m = 10, a = 0.25, b = 0.48 is shown in Fig. 2. 
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Fig. 2.  Modulus and argument as function of frequency. 
The figures show that under the presented conditions 
the network is able to simulate the ideal CPE at least in 
a limited band of frequencies approximately from ωd = 101 
to ωh = 107. The modulus decreases with the rate -13 dB 
per decade and for ω = 1 it equals  -10 dB (D = 10-0.5 = 
= 0.316). The argument has average value φav= -59° and 
oscillates around it with amplitude ∆φ = ±1°. 
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Fig. 3.  Details of modulus and phase. 
The modulus response in the original scale does not 
clearly show the ripple around the average curve. After 
adding the component with corresponding slope we get 
clearer idea about the real situation. The detailed shapes of 
both the responses are shown in Fig. 3. 
The a and b parameters, as will be shown later, 
determine φav,, ∆φ, ωd, ωh and D. 
Under the supposition of a sufficient number m of 
sections it is possible to derive easily the basic relations for 
the network properties in the frequency range of interest. 
The reasoning starts with the asymptotic Bode 
characteristics. 
The modulus characteristic of the k-th section consists 
of a part with the slope of 20dB/decade and of another part 
with zero slope. The breaking point lies at frequency equal 
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to kkkkk CRz /1/1   . The breaking point of the 
following section lies at )/(1 abkk   . At the logarith-
mic scale the breaking frequencies are equidistant. The just 
described situation is periodically repeated. 
The resultant admittance equals the sum of individual 
admittances 
     


m
k
k
k
CRabs
CsbsY
1 11
1
1
1
1
. (7) 
The input impedance Z(s) = 1/Y(s) has zeros at the break-
ing points 
   mkabCRz kk ,...,1,
1
1
11
   (8) 
and poles 
 ., 1 a
p
z
b
z
p kk
k
k     (9) 
An example of zeroes and poles distribution is shown in 
Fig. 3 (zeroes are denoted with circles, poles with crosses). 
For s = jω is then 
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Argument φ(ω) of Z(jω) in degrees is 
  180( ) ( ( ) / ( ))arctg imag Z real Z   . (11) 
Its average value can be obtained as (see [22]) 
 log log90 90 90  
log log log( )av
a a
a b ab
    . (12) 
The phase characteristic passes values φav in the points of 
 1/ 4( ) ( )     av k
ak z
b
    (13) 
and reaches its extremes at 
    min max( )    or    ( )
k
k k
z
k z a k p b
b 
    .  (14) 
Evidently it holds min maxav      ,  (15) 
the frequencies ωav are in the middle (on logarithmic scale) 
between the frequencies of extremes. 
The values ωφmin and ωφmax are simultaneously fre-
quencies where the modulus has its average value equal to 
that of the ideal CPE. 
4. The Principle of the Optimal Model 
The preceding section 3 presented a model with 
characteristics simulating well those of an ideal CPE. The 
model however necessitates a relatively high number of 
sections to secure a good approximation in the given 
frequency range. Fig. 4 demonstrates that if m < 10 the 
results are not satisfactory at all. 
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Fig. 4.  Phase responses with different number of sections. 
We shall show a possibility how to reduce the 
complexity of the model and preserve at the same time its 
required good qualities. 
Fig. 5a shows that at a certain frequency different 
sections contribute to the total input current (and to resul-
tant input admittance) with different weight. The resultant 
input current is determined by a limited number of sec-
tions. Fig. 5b and 5c make it clear that at both ends of the 
frequency range the normal operating conditions are not 
satisfied since the necessary sections are missing. At the 
lower end they are the sections with indexes k < 1, at the 
upper end the sections k > m. For the model to operate 
correctly it is necessary to substitute the missing sections 
(we suppose an infinite number of them at both ends of the 
frequency range) by a simple network. The missing sec-
tions at the lower end have large time constants. Their 
capacitances can thus be neglected and the conductances  
 
Fig. 5.  Relative contribution of individual sections to the total 
current: a. Middle frequency, b. Low frequency,  
c. High frequency 
added. As the values of conductances form a geometric 
sequence the infinite sum of them can be substituted with 
a single  
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or a single resistor 
 .11 a
aRRp
   (17) 
Similarly, at the upper end a single capacitor will suffice 
 .
11 b
bCC
m
p   (18) 
The resultant electrical scheme of the model is in Fig. 6. 
 
Fig. 6.  Resultant scheme with correcting elements Rp and Cp. 
The substitute is not perfect since the original parallel 
combinations of series RC sections were replaced by two 
single components. The resultant characteristics are how-
ever much better than those of the original model without 
the corrective elements. 
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Fig. 7.  Comparison of phase responses; uncorrected model 
(curve 1), model with correction elements (curve 2). 
Fig. 7 compares the phase responses of the model 
with m = 5, φ = -30° without and with correction. Obvi-
ously, the original model is not applicable while that with 
correcting elements is quite good. The phase is virtually 
constant over the frequency range covering nearly 3 dec-
ades. The model contains only 6 resistors and 6 capacitors. 
The frequency band may be easily extended by adding 
further sections and recalculating the capacitance Cp.  
 
 ideal uncorrected corrected 
1 -0.54288 0 -0.49213 
2 -3.3931 -2.5885 -3.3760 
3 -21.207 -18.806 -21.198 
4 -132.55 -127.18 -132.57 
5 -828.42 -866.16 -832.57 
6 -5177.7  -8814.8 
Tab. 1.  Position of impedance poles without and with 
correcting elements. 
The effect of correcting elements can be understood 
even from Tab. 1, showing the positions of poles of input 
impedance (the positions of zeroes are not affected). The 
table confirms that the correction substantially contributes 
to the ideal pole positions defined by (9). 
4.1 Design Procedure 
The graph in Fig. 8, obtained as a result of computer 
simulations, shows how phase φ and ripple ∆φ depend on 
basic a and b parameters. It is evident that at least between 
φ = -30° and φ = -60° the ripple is connected with the 
product ab. In the figure, three important cases are de-
picted: for ∆φ = ±0.5° the product ab = 0.160 (asterisks in 
Fig. 8), for ∆φ = ±1° , ab = 0.12 (crosses) and for ∆φ = ±2°  
ab = 0.08 (dots). 
 
Fig. 8. Dependence of phase φ and ripple ∆φ on parameters a 
and b. 
The design of the model starts with the given 
τ1= R1C1, φav, ∆φ, m, Dp . 
Time constant τ1 together with the number m 
approximately determines both end frequencies  
 
1 1
1 1,     
( ) ( )
d
d h m mab ab
    
.  (19) 
Allowable ripple ∆φ leads to 
 0.24
1
ab       (20) 
where ∆φ is in degrees. Starting with  
 
log
/ 90,
log log( ), 10 , / .aa ab a b ab a
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we determine the values of resistors and capacitors in 
sections 
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and the correction elements 
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 1 1
1 ,
1
m
p p
a bR R C C
a b
   . 
For the chosen values of R1 and C1 we get the input 
admittance 
 
1
1( )
1
m
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av av p
p av k kk
j C
Y j j C
R j R C
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     
at the some of the frequencies of phase extremes, for 
instance, according to (13) 
 11 1
1 , 
( )
int( / 2)
av k k
z a a
R C ab
k m
  

 (21) 
Since the slope of the modulus is proportional to α we 
get the modulus D at ω = 1 as 
   avavZD   (22) 
where  
)(
1
av
av jY
Z    (23) 
is modulus at ω = ωav. 
The obtained value of D will generally differ from the 
required Dp. Therefore, all values of resistances in sections 
Rk and Rp have to be multiplied by ratio Dp / D and all 
capacitances divided by the same ratio. Time constant 
τ1 = R1C1 and limits of the frequency range remain 
unchanged. 
4.2 Example 
Given 
R1= 10 kΩ, C1= 1 F, (1= 10 ms),  = -30°, 
Dp=104, m = 5,  = 0.5. 
Set 
ab = 0.24/(1 + ) = 0.160, 
  29472.0/,54288.010 log  aabba ab , 
   1.842011
a
aRRp , 
1529.3
1
1  b
bCC
m
p nF, 
av =   

 1.1401,8.45501 2
11
25.0
avZabCRb
a , 
232688.45501.1404 )90/30(  D , 
42978.023268/10/ 4 DDp , 
thus  R1= 4297.8 Ω, C1= 10-6/0.42978 = 2.33 F,  
R2 = 2333.2 Ω, R3 = 1266.7 Ω, R4 = 687.7 Ω, R5 = 373.3 Ω,  
C2 = 686 nF, C3 = 202 nF, C4 = 59.6 nF, C5 = 17.6 nF, 
Rp= 3619 Ω, Cp= 7.34 nF. 
The phase response of the model is flat approximately from 
ωd= 300, (fd= 50 Hz) to ωh= 105 (fd= 16 kHz). 
The just described design procedure is straightfor-
ward and very simple. It does not require any complicated 
optimization steps or operations with chain- or partial frac-
tions. It results in ordinary off-the-shelf resistors and ca-
pacitors without operational amplifiers. 
4.3 Alternative Series Model  
For some applications, another model in Fig. 9 may 
be more advantageous. 
Its input impedance 
 ,1
1
)(
1 s
m
k kk
k
s CjCRj
R
RjZ     (24) 
with resistances and capacitances in individual parallel RC 
circuits 
 ,, 1111   kkkk bCCaRR  (25) 
and correcting elements 
 .1,
1 11 b
bCC
a
aRR s
m
s
  (26) 
The argument response of this model reasonably 
corresponds to that of the previous variant. 
 
Fig. 9.  Scheme of a series model. 
5. Effect of Component Tolerances on 
the Model Responses 
When realizing the network model in practice one 
necessarily meets the problem with component tolerances. 
The calculated component values will unavoidably differ 
from the stock values delivered in standard series and the 
influence of environmental and temperature changes has 
also to be taken into consideration. 
For objective evaluation of such effects, the calcula-
tion of sensitivities serves best.  
Absolute sensitivity of the input impedance 
Zin= Uin/Iin to the variation of admittance Yq is defined as 
 ( , )  inin q
q
Z
S Z Y
Y
  . (27) 
The so-called semirelative sensitivity (change of Zin 
caused by a relative change of Yq) is 
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 r      S ( , ) ( , )           
in
in q q in q
q
q
Z
Z Y Y S Z Y
Y
Y
     (28) 
The partial derivative in (27) can be obtained as 
negatively taken product of transfer impedance from input 
to the terminals of Yq and transfer impedance taken in 
reverse direction [23]. Due to the reciprocity of the CPU 
model, the two named transfer impedances equal each 
other and their product equals the transfer impedance Zt 
from input to Yq squared.  
 
2
( , )
( , ) ( )
in
Y in qq q
q
q in q q t
Z
S Z Y
Y
Y
Y S Z Y Y Z
 
  
 (29) 
and the sensitivity of phase to Yq will be [23] 
 
( , )
( , ) ( ) .
Y in qq
Y qq q in
q
S Z Y
S Y imag
Y Z
Y
    (30) 
Fig. 10 shows an example of semirelative sensitivities 
of phase to component values for the case m = 5, 
R1= 10 kΩ, C1= 1 μF. Evidently, a 10% tolerance of any 
component will not cause (in the frequency band of 
interest) greater phase error than about 1 degree. 
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Fig. 10.  Changes of phase φ caused by component variations 
by 1%. a. Phase, b. Variation of Rp, Cp. c. Variation of 
Rk. d. Variation of Ck. 
6. Some Applications of the CPE 
Models 
A good CPE model can be used for simulation and 
experimental verification of properties of various fractal 
systems. In connection with operational amplifiers, it 
makes it possible to build analog networks described by 
fractional differential equations. The simplest networks of 
this kind are fractional differentiator and fractional inte-
grator. Their schemes are in Fig. 11. 
 
Fig. 11.  Fractional analog integrator and differentiator. 
Voltage transfer factor of the fractional integrator is 
 01   ,)(   Rs
DsK  (31) 
while that of the differentiator 
 .01-   ,)(  
D
RssK  (32) 
With the help of these simple circuits it is possible to 
perform analog operations with electric signals.  
Fig. 12 compares as an example the “ideal” fractional 
derivatives of signal Asint, 0 < t < , for α = -0,3, α = -0,5, 
α = -0,7, α = -1 (classical 1st derivative tAcos ) with the 
output of the analog differentiator (m = 4, time constant 
R1C1= 10 s, denoted with crosses). All the waveforms were 
obtained by numerical inversion of the corresponding 
Laplace transforms [19] under zero initial conditions. 
Obviously, the used relatively simple CPE model delivers 
very good results. 
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Fig. 12.  Fractional derivatives of the signal Asint, 0 < t < .  
Fig. 13 shows an analog model of a fractional 
regulation system [20] with transfer factor 
0.9 2.2
( )1 3 1 2 31 3 1 2 3
2 1 3 1 2 3
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1
u
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s s
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
 
  (33) 
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Fig. 13.  Analog model of a fractional control system (33). 
Parameters of individual CPEs used in the scheme are 
for instance α1= -1 (the first stage is a classical integrator 
with the capacitor C= 1/D1), α2= -0.3, φ2= -27°, α3= -0.9, 
φ3= -81°, R1= Rf2. 
Optimal PD controller should have transfer factor 
 15.17343.35.20)( ssKc  . (34) 
Its possible model is in Fig. 14. 
 
Fig. 14.  Analog model of the controller (34). 
Transfer factor of the controller in Fig. 14 
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Fig. 15.  Step response of the fractional control system with 
controller. 
With α1= -0.5, α2= -0.65, the transfer factor of the 
complete system with controller will be 
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 (36) 
and its step response obtained by numerical inversion of 
1/s K(s) and verified with the realized model is shown in 
Fig. 15.  
Paper [7] presents an electrical model of intestine 
containing 2 ideal CPEs with different parameters. Its 
impedance obtained by approximation of measured data is 
 
22
3
3
11
2
2
1
11
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 sD
R
R
sD
R
R
RsZ



  (37) 
where R1= 42.9 Ω, R2= 71.6 Ω, R3= 16.5 Ω, D1= 324103, 
1= -0.507, D2= 11.2103, 2= -0.766. 
 
Fig. 16.  Network model of impedance (37). 
One possible realization of corresponding network 
model is shown in Fig. 16. Fig. 17 then presents the 
frequency response according to (37) together with the 
values of the network model. 
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Fig. 17.  Frequency responses of the intestine model; full line -  
equation (37), asterisks - network model in Fig. 16. 
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7. Conclusion 
The paper presents a relatively simple yet still 
acceptably faithful network model of the CPE, built of off-
the-shelf passive resistors and capacitors. Contrary to other 
known models its design does not need complicated opti-
mization steps. Sensitivity analysis shows that standard 
component tolerances do not affect the properties of the 
model too much and the components need no special 
selection.  
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