Abstract. We present a framework for the specification of abstract models whose verification results transfer to the abstracted models for a logic with unrestricted use of negation and quantification. This framework is novel in that its models have quantitative or probabilistic observables and state transitions. Properties of a quantitative temporal logic have measurable denotations in these models. For probabilistic models such denotations approximate the probabilistic semantics of full LTL. We show how predicate-based abstractions specify abstract quantitative and probabilistic models with finite state space.
Introduction
Probabilistic models of concurrent systems [45] are important for the quantitative design and analysis of safety-critical systems [24] . Such models are also indispensable for the analysis of quantitative behavior in a wide variety of systems, e.g. through the computation of performance measures [26] . Formal analysis of probabilistic models does not scale well. Model checking LTL formulas on concurrent labeled Markov chains is polynomial in the size of models and doubly exponential in the size of formulas [12] . These complexity bounds inflate the effects of the state-explosion problem, that the number of states of a composed model is often exponential in the number of its components. Therefore, probabilistic verification of realistic models requires the use of aggressive abstraction techniques.
Model checks M |= φ can be abstracted by simplifying the model M [10] , the property φ [25] , or the satisfaction relation |=. To be effective, such simplifications need to ensure that they render sound, and hopefully useful, analysis results. For qualitative systems, we present instances for all of these simplifications, prove their soundness, and discuss their utility for analyzing probabilistic systems.
These instances are realized by transferring work on three-valued model checking [33, 5, 6, 29, 22] to the realm of probabilistic verification. Three-valued models allow specifiers to state under-determinacy in non-deterministic choices: if "There are possible delays on the Bakerloo Line." is the only available information, then it should not mean "For all other lines, there are no delays." This additional expressiveness is also critically needed for the computation of abstract models whose verified properties carry over to the models they abstract, where properties range over a full logic with negation and quantification. Such a range is required, for example, if one mixes abstraction-based checks with simple fairness assumptions [3, 28] or for the verification of properties that combine safety and liveness aspects. We offer this transfer also for systems whose quantities are specified in any partial order (cost, total energy, weighted sums, etc).
The resulting relational calculus for specifying and computing sound abstract models works well for abstractions based on finite, measurable partitions of the underlying state space, making it a powerful tool for practical verification tasks. However, models require that basic observables be measurable. This limits the freedom of specifying models as well as the scope of the applicability of our relational abstraction calculus from a foundational point of view. It is hoped that a more general theory will emerge from this paper that generalizes its results to abstractions that are continuous-state concurrent labeled Markov chains. Markov kernels [21] , as outlined in [38, 18, 19] , are a likely candidate for such a theory.
Since this paper works with a branching-time logic, we are able to give a coordinated approximation of the satisfaction relation and threshholds of probabilistic LTL formulas. Although we cannot yet comment on the practical utility of this abstraction, it has apparent connections to bounded model checking techniques [9] .
Outline of paper. In Section 2 we survey existing work on abstraction of probabilistic systems. Section 3 generalizes labeled concurrent Markov chains to modal quantitative structures and develops our notions of possibilistic abstraction and refinement. A possibilistic property semantics for a quantitative mu-calculus is given in Section 4, its consistency and soundness with respect to refinement is proved and a path lemma (for CTL* formulations) is shown. In Section 5, we prove that our possibilistic property semantics is an abstraction of the usual branching-time probabilistic logic PCTL of Hansson [24] for modal probabilistic systems. A systematic way of specifying abstract models through an abstraction relation on states is presented in Section 6 and its soundness and compositionality proved. We show that a modal version of probabilistic simulations [30] is the operational equivalent of our possibilistic refinement for functional and discrete abstractions. Finally, Section 7 concludes.
Related work
Di Pierro and Wiklicky [41] use the Moore-Penrose pseudo-inverse of linear operators to re-cast Galois connections, which require orderings, in the setting of vector spaces; this allows for a re-formulation of soundness and optimality principles for abstract interpretations in linear spaces. Monniaux [36] systematically develops abstract interpretations of infinite-state concurrent Markov chains [45] ; these analyses may use state-space partitioning.
Jonsson and Larsen [30] generalize probabilistic bisimulation [32] to a satisfaction relation between probabilistic specifications -multi-set versions of probabilistic transition systems -and probabilistic transition systems; two notions and algorithms for refinement between probabilistic specifications are presented. D'Argenio et al. [15] define simulations between concurrent Markov chains that are based on a discrimination criterion and the co-inductive existence of distributions. Such simulations allow for the sound verification of safety properties and incremental refinement of abstractions driven by refutation evidence.
Clark et al. [8] present a program analysis of probabilistic idealized Algol that collects possibilistic information flow between high and low security variables; this (abstract) analysis is shown to be sound for the probabilistic non-interference of Sabelfeld and Sands [43] . Di Pierro et al. [40] provide a quantitative version of identity confinement for probabilistic concurrent constraint programming (without non-determinism), using a probabilistic version of the widening operator [13] for a safe abstraction of their concrete collection semantics.
In the framework of probabilistic automata, Segala and Lynch present and investigate several notions of probabilistic simulations with respect to compositionality -where these notions fare well -and the preservation of properties written in probabilistic CTL [24] -where these notions fare poorly.
Desharnais et al. [17] approximate continuous-state Markov processes by a family of finite-state labeled Markov chains; they define a notion of (probabilistic) simulation and prove its soundness with respect to a fragment of probabilistic propositional modal logic. Vardi (e.g. [46] ) shows that properties of the form "with probability 1 satisfies φ" can be expressed as an ergodic analysis and therefore checked through automata-theoretic means.
Morgan et al. [37] study a probabilistic version of the process algebra CSP and show that probabilistic choice distributes through all other operators; a failure/divergence semantics [27] supplies a refinement notion between such processes. MvIver [34] generalizes stationary distributions of Markov processes to models of probabilistic programs that include non-determinism (abstraction) with support for Dijkstra-style reasoning.
For a simple but practically important fragment of temporal logic, Zuck [47] replaces probabilistic assumptions with strong fairness assumptions and thereby reduces P-validity checks on parameterized probabilistic systems to validity checks over non-probabilistic programs.
Andova and Baeten [1] define a branching probabilistic bisimulation for a probabilistic process algebra without non-deterministic choice whose rooted branching variant is a congruence with respect to sequential composition and probabilistic choice; abstractions operate on internal actions.
Modal quantitative systems
We present modal versions of quantitative models for abstraction-based model checking. Labeled concurrent Markov chains [16, 45] and their modal abstractions turn out to be a special instance of such models. In a partial order (P, ≤), we write ≥ for the relational inverse {(r, r ) ∈ P × P | r ≤ r} of ≤. The relation < is obtained by removing from ≤ the diagonal {(r, r ) ∈ P × P | r = r } of P ; as customary, its inverse is denoted by >.
Definition 1 (Modal quantitative Kripke structures).
1. Let F be a σ-algebra [23] over a state set Σ, (P, ≤) a partial order of quantities, and [F → P ] the set of monotone (total) functions of type (F, ⊆) → (P, ≤); elements of [F → P ] are quantitative measures. 2. Given a set AP of state observables, a quantitative Kripke structure K with signature (AP, F, P ) is a triple (Σ, R, L), where L : Σ → P(AP) is a labeling function and R ⊆ Σ × [F → P ] a transition relation such that for all A ∈ F, ∈ { ≥ , > }, r ∈ P , and p ∈ AP
3. a modal quantitative Kripke structure M with signature (AP,
Throughout this paper, we assume that modal quantitative Kripke structures are finitely branching: for all m ∈ {a, c} and s ∈ Σ, the set {µ
Since every probability measure is also a quantitative measure [23] , our models are generalizations of established systems that combine non-determinism and probabilistic transitions. Our abstractions of probability measures in Section 6 turn out to be probability measures if boolean or cartesian abstraction is used. Example 1. Neural systems. Given a Kripke structure with finite state set Σ and state observables AP, we transform it into a quantitative Kripke structure for the partial order [0, ∞). Let F be P(Σ). We endow each state s ∈ Σ with a stimulus k s ∈ [0, ∞). Each vector of weights (w s ) s∈Σ with w s ∈ [0, ∞) then determines an element µ ∈ [F → [0, ∞)] given by
To complete the model, we specify a labeling function L and transitions of the form (s, µ) such that all µ can be represented in the form of (2) . The semantics of modal operators is then similar to the effects of information propagation in neural networks [42] . Let A be the set of all states that satisfy p ∈ L(s). Checking whether EX r p holds at s 0 -as specified in Section 4 -amounts to verifying whether there is a transition (s 0 , µ) ∈ R such that the weighted sum in (2) is r. In our framework of quantitative systems, the stimuli k s are static and the monotonicity of µ demands that all weights w s and stimuli k s be non-negative. Concurrent labeled Markov chains. Finite-state modal quantitative Kripke structures that satisfy M a = M c and F = P(Σ) and whose quantitative measures are probability measures are essentially labeled concurrent Markov chains [45] (without designated fair states). An abstraction. Figure 1 depicts a concurrent labeled Markov chain (left) and its abstraction (right), which we re-visit in Section 6. 
In this paper, we base the specification of abstract models on relations. For
, and B ⊆ Σ 2 , we recall the standard relational navigation
In measure theory, it is well known that relational navigation does not mix well with the preservation or reflection of measurable sets. Nonetheless, this paper uses relational navigation as a means for specifying abstract models, since important abstraction techniques can be carried out successfully with such a pedestrian approach. Thus, we offer a direct means of specifying boolean and cartesian abstractions for practitioners, but we encounter limitations if more general abstractions are desired. A general theory for abstraction of probabilistic systems, with Markov kernels as the prime candidates, is desirable.
Definition 2 (Measurable navigation).
Given two σ-algebras (Σ 1 , F 1 ) and (Σ 2 , F 2 ), a relation Q ⊆ Σ 1 × Σ 2 has measurable navigation iff for all A ∈ F 1 and B ∈ F 2 , A.Q ∈ F 2 and Q.B ∈ F 1 .
We emphasize that relations do not have measurable navigation in general, but we show in Section 6 that important abstraction relations do enjoy that property. For that, condition (1) is needed to ensure that all properties of our logic denote measurable sets; this is a non-condition for finite systems.
Before we present a property semantics for modal quantitative systems, we discuss their co-inductive definition of possibilistic refinement and abstraction. These notions require a lift of relations over state spaces to relations over quantitative measures. Our definitions assume a fixed partial order P and our results hold for all partial orders.
Definition 3 (Lifting relations to quantitative measures). For every
Possibilistic refinements of modal quantitative Kripke structures are defined as for Kripke modal transition systems [29] , except that the co-inductive constraints are put on pairs of quantitative measures (and not pairs of states) via Q ps .
Definition 4 (Possibilistic refinement and abstraction). Let M be a modal quantitative Kripke structure (M a , M c ) with signature (AP, F, P ).
2. The relational inverse Q −1 of a refinement Q is a possibilistic abstraction.
Given modal quantitative Kripke structures
) with i = 1, 2 and signatures over the same partial order (P, ≤), we can define their sum M 1 + M 2 , whose state space, state observables, and σ-algebra are the sum of the respective two structures. Thus, Definition 4 also applies between such models (with initial state) in the usual manner. If all measures of M 1 and M 2 are probabilistic, then that is also the case for their sum.
Co-inductive, monotone definitions over complete lattices have a greatest fixed point [39, 35] . Since σ-algebras are not complete lattices in general, we need to ensure that the computation of such a greatest fixed point resides within a given σ-algebra. This is guaranteed for finite-state systems.
Proposition 1 (Greatest possibilistic refinement).
For every modal quantitative Kripke structure M with signature (AP, F, P ), possibilistic refinements in M are closed under the diagonal {(s, s) | s ∈ Σ} of Σ, relational composition, and countable unions. In particular, for finite Σ the greatest possibilistic refinement ≺ M exists in M and is a preorder on Σ.
Proof. The diagonal of Σ is a possibilistic refinement, since the order on P is reflexive.
Possibilistic refinements Q 1 and Q 2 are closed under composition because the transitivity of ≥ in P implies (Q 1 ) ps ; (Q 2 ) ps ⊆ (Q 1 ; Q 2 ) ps . Possibilistic refinements Q i are closed under countable unions, since A → A.Q and B → Q.B preserve all unions, so (Q i0 ) ps ⊆ ( i∈I Q i ) ps for all i 0 in the countable set I.
For finite Σ, the union of all possibilistic refinements is finite which, by the above, is reflexive and transitive.
Possibilistic property semantics
We consider the logic L pr , a quantitative mu-calculus, defined by φ ::= tt | p | Z | ¬φ | φ∧φ | EX r φ | µZ.φ, where Z ∈ var for a countable set of recursion variables var, p ∈ AP, r ranges over elements of a partial order (P, ≤), equals ≥ or >, and all φ are formally monotone in µZ.φ. For ρ = (ρ a , ρ c ) with ρ m : var → F, m ∈ {a, c}, we write s|= 
is the modal quantitative version of the usual pre-image operator. This operator computes the set of states s from which there is a quantitative R m -transition (s, η) that reaches set A with a quantity r. Although least fixed points are computed in (P(Σ), ⊆), condition (1) maintains that all denotations are elements of the underlying σ-algebra -as shown below. Note the special treatment of negation: to evaluate ¬φ in mode m, first evaluate φ in mode ¬m and then negate that result [31] . Since models are finitely branching, we have s|= m µZ.φ iff for 
denotes the formula obtained by replacing in φ all free occurrences of Z with µ k Z.φ.) Incidentally, our treatment of tt, negation, conjunction, and fixed points in Figure 2 means that the set of denotations has to be a σ-algebra even if the model is a quantitative, non-probabilistic one.
Disjunction, implication, formulas AX r φ, and greatest fixed points are definable in this logic. However, this is not the case for checks of the form s|= m AX r φ which are positive if for all Proof. For measurability, the closure properties of σ-algebras take care of the clauses tt, negation, conjunction, and fixed points (since models are finitely branching such fixed points are the countable union of their unfoldings). Condition (1) takes care of the clauses p and EX r .
We show items 1 and 2 for the key clauses of EX r and fixed points. We emphasize that these results are also valid when the model M is a sum M 1 + M 2 , where M 1 is a (more) concrete model and M 2 is its possibilistic abstraction. Also note that ≺ M exists and has measurable navigation in finitestate models.
Our property semantics loses precision in two places: the interpretation of disjunction in the assertion mode a, and the interpretation of conjunction in the consistency checking mode c. For example, for p ∈ L c (s) \ L a (s) our semantics computes s|= c ρ p ∧ ¬p and s |= a ρ p ∨ ¬p. The meaning of these checks, as expressed in Remark 1, reveals that positive consistency checks are overapproximations (not all such checks are truthful) and positive assertion checks are under-approximations (not all such checks discover the truth). Fortunately, the subtle treatment of negation [31] guarantees that the interplay of these approximations is sound. Proof. Items (i) and (ii) are equivalent. We show item 2 for the clause EX r φ.
ρ ∈ F and so -using the monotonicity of µ -
The loss of precision in |= m may severely impact the quality of an analysis. Various techniques exist for obtaining more precise interpretations in qualitative models, although at a significant increase in complexity. We mention the focus operation of Ball et al. [4] and Bruns and Godefroid's generalized model checking [6] ; it would be of interest to investigate their quantitative analogues. As we saw above, the loss of precision in our property semantics does not compromise the validity of positive assertion checks.
For a class of quantitative measures that subsumes probability measures, one can show that possibilistic refinements lift to computation paths.
Proposition 2 (Matching computation paths).
Let M be a finite-state modal quantitative Kripke structure with state set Σ and F = P(Σ) such that its partial order P has a least element 0, and all its quantitative measures µ satisfy that µ(X) > 0 implies µ({x}) > 0 for some x ∈ X. Let Q be a possibilistic refinement in M with (s 0 , t 0 ) ∈ Q. If the path π = (t 0 , η 0 )(t 1 , η 1 ) . . . is such that (t i , η i ) ∈ R a and η i ({t i+1 }) > 0 for all i ≥ 0, then there exists a matching path
, and (s i , t i ) ∈ Q for all i ≥ 0. A dual property holds for R c -paths beginning in s 0 .
Proof. Since (t 0 , η 0 ) ∈ R a and (s 0 , t 0 ) ∈ Q, there is some (s 0 , µ 0 ) ∈ R a such that (µ 0 , η 0 ) ∈ Q ps . The set {t 1 } is in F by assumption. Therefore, µ 0 (Q.{t 1 }) ≥ η 0 ({t 1 }). But η 0 ({t 1 }) > 0 by assumption and so µ 0 (Q.{t 1 }) > 0 implies that µ 0 ({s 1 }) > 0 for some s 1 ∈ Q.{t 1 }, i.e. (s 1 , t 1 ) ∈ Q. Proceeding by induction, we construct a path κ with the desired properties. The proof for the second statement is dual.
Our possibilistic property semantics can be implemented with a conventional labeling algorithm such that the only changes are in the treatment of negationleading to a-labels and c-labels on states that may be represented with two BDDs [7] -and in the computation of successor sets, based on pre m r (A). In particular, in finite-state systems fixed points always converge with the size of the state space as upper bound on the number of necessary unfoldings. It would be of interest to represent this labeling algorithm symbolically, as done for the standard semantics with MTBBDs in Baier et al. [2] .
We conclude this section with a discussion of how our possibilistic refinement relates to the established notion of probabilistic bisimulation [32] .
Theorem 3 (Probabilistic bisimulation)
. Let M be a finite modal quantitative Kripke structure
1. For all closed φ ∈ L pr and all environments ρ: 
Then there is some (s, µ) ∈ R a such that (µ, η) ∈ Q ps . But for every union of a collection of equivalence classes X of Q we have X.Q = Q.X = X, so η(X) = η(X.Q) ≥ µ(X) and µ(X) = µ(Q.X) ≥ η(X). Thus, µ(X) = η(X) for all such X, since the order on P is anti-symmetric. (ii) Let (s, µ) ∈ R a (= R c ). Then we reason dually. Thus, Q is a probabilistic bisimulation in M a . Conversely, let R be a probabilistic bisimulation in M a . Given A, B ∈ F, the sets A.R and R.B are in F = P(Σ), are unions of a collection of equivalence classes of R, and contain A and B (respectively).
a , then there is some (s, µ) ∈ R a such that µ(X) = η(X) for all unions of equivalence classes X of R. But then the reflexivity of R renders η(A.R) = µ(A.R) ≥ µ(A) and µ(R.B) = η(R.B) ≥ η(B),
, we reason dually. Thus, R is a possibilistic refinement and therefore contained in ≺ M . Since R is symmetric, it is contained in ≺ M ∩ (≺ M ) −1 .
Approximating probabilistic logics
In this section we assume that quantitative models are probabilistic: the partial order P equals [0, 1] and all quantitative measures are probabilistic. This assumption enables a direct comparison of possibilistic refinement and property semantics to their probabilistic versions. For probabilistic models, the possibilistic refinement notion seems suitable since probabilistic bisimulations are then possibilistic refinements that are equivalence classes (Theorem 3). Our possibilistic property semantics, however, is quite different in spirit from established probabilistic logics which are variants or fragments of Hansson's logic PCTL [24] . The latter abstracts a linear semantics that assigns probabilities to sets of traces to a branching semantics through quantification over suitable adversaries. Our semantics is also branching as its models are (probabilistic) computation trees but it abstracts the adversary abstraction of the linear semantics in [24] . (For qualitative models, Cousot and Cousot [14] showed how one may systematically abstract a trace semantics into several branching-time semantics; see [44] for a corresponding abstraction of trace sets to modal transition systems.) This abstraction is caused by a "memory-less" way of computing successor states for fixed points. Along computation paths, the threshold in EX r is applied to each state in isolation. This is akin to the use of possibility and necessity measures in artificial intelligence [20] -whence the name possibilistic refinementespecially if quantitative measures compute maxima: µ(A) = max s∈A µ({a}). Given this memory-less treatment of probabilities, it is therefore intuitive that the thresholds for our fixed-point semantics turn into exponential thresholds for the standard probabilistic semantics (see Proposition 3).
To enable a comparison to PCTL, we restrict fixed points to those of the form µZ.ψ def = µZ.q ∨ (p ∧ EX r (Z)). (We assume p, q ∈ AP to simplify this discussion.) Since the underlying modal probabilistic Kripke structure M is finitelybranching, we have s|= m µZ.ψ iff s|= m µ k Z.ψ for some k > 0. For each m ∈ {a, c}, we define f m : Σ × N → {0, 1}, parametric in r, through
Lemma 1 (Computing a possibilistic EU). For all 0 < r ≤ 1, m ∈ {a, c}, and all k ≥ 0, the function f m is well defined and s|=
Proof. By Theorem 1, induction on k ensures that f m (·, ·) is well defined, since the argument of µ in the second clause of (3) A similar specification may be given for an AF connective, rendering a labeling algorithm for our semantics which covers full PCTL. We now compare our semantics to that of a probabilistic Until [p EU q] r whose meaning may be computed via a function g m : Σ × N → {0, 1}:
Note that this function is well defined only if all singletons are measurable. One may then specify that s|= m [p EU q] r holds iff g(s, k) r for some k ≥ 0. In general, our possibilistic property semantics is an abstraction of the probabilistic one in that possibilistic positive EU checks imply positive checks in the probabilistic interpretation, alas with an exponential penalty in the threshold.
Proposition 3 (Sound approximation)
. Let all singletons in Σ be measurable. For all m ∈ {a, c}, s ∈ Σ, and
To
How does our possibilistic refinement notion fare with the preservation of properties if the Untils are interpreted via g m ? Possibilistic refinements clearly takes care of the clause EX r , but fails to secure the fixed-point clause for EU in general, since relational navigation is too coarse grained to reason about the sum expression in (4). Of course, this is where probabilistic simulations [30] do their work to complete satisfaction.
To define probabilistic refinements, we keep Definition 4 as is, except for replacing all occurrences of Q ps with Q pr ; the latter is the relation R of [15] where Q plays the role of the discriminating criterion C: (µ, η) ∈ Q pr iff there is some probability measure δ on F × F such that for all s, t ∈ Σ,
(5) Note that this definition applies to finite models with F = P(Σ). We can extend the results of [15] to a full logic in re-proving Theorem 1 for the probabilistic semantics -which changes the possibilistic semantics of Figure 2 for the computation of Untils by using g m instead of f m -and probabilistic refinement. However, this inductive proof works only if denotations of subformulas are measurable. Thus, we encounter potential problems in properties that nest Untils. Specifically, we then owe a proof that {s ∈ Σ | ∃(s, µ) ∈ R m : µ({t})·g m (t, k) r} ∈ F for all k ≥ 0 and r ∈ [0, 1]. With the help of condition (1), it may be possible to show the inductive step for such a claim, but we did not yet investigate that in sufficient detail.
Theorem 4 (Soundness of probabilistic abstraction). Theorem 1 applies to finite modal probabilistic models with measurable singletons, provided that least fixed points are restricted to Untils whose probabilistic semantics is based on (4) and the refinement is the probabilistic one.
Proof. Let (s, t) ∈ Q. The proof only changes for the clauses EX r and Until.
Given t|= a EX r φ, there exists some (t, η) ∈ R a such that η([| φ |] a ) r. Since Q is a probabilistic refinement, (s, t) ∈ Q implies that there exists some (s, µ) ∈ R a such that (µ, η) ∈ Q pr . Let δ be the corresponding witness. Then
The proof that s|= c ρ EX r φ implies t|= c ρ EX r φ is dual and omitted. Given t|= a [φ 1 EU φ 2 ] r , there is some k ≥ 0 such that g a (t, k) r. Thus, it suffices to show that g a (s, k) ≥ g a (t, k) for all (s, t) ∈ Q and k ≥ 0. For k = 0, this follows by induction on φ 2 . For the inductive step k + 1, only the second clause of (4) contains a non-trivial proof obligation. Let (t, η) ∈ R a be the witness for the computation of the maximum value in that clause. Since (s, t) ∈ Q, there is some (s, µ) ∈ R a such that (µ, η) ∈ Q pr . Let δ be the corresponding witness. We claim that the second clause of (4) applies to g a (s, k + 1) as well: by induction on φ 1 , we obtain s|= a φ 1 and if s|= a φ 2 is the case there is nothing to show as then
r it suffices to prove that g c (t, k) ≥ g a (s, k) for all (s, t) ∈ Q and k ≥ 0; this proof is dual to the one of the previous item.
Although the scope of Theorem 4 is sufficiently wide for practical abstractionbased model checking, a proper extension of this result to the full scope of models and the logic is desirable.
Specifying abstractions
We defined refinement and abstraction as notions within quantitative models. Since these models have sums (which restrict to probabilistic systems as well), such an approach did not compromise any generality. In this section, we avoid the notational overhead of castings into sum types and express abstractions between models directly. We transfer the results of Godefroid et al. [22] , where a compositional calculus for specifying and computing relational abstractions of modal transition systems is developed, to modal quantitative structures.
Definition 5 (Specifying abstractions). Let
) be a modal quantitative Kripke structure with signature (AP, F, P ) and Q ⊆ (Σ, F) × (Σ Q , F Q ) a left-total and right-total relation with measurable navigation. We define a possibilistic relational abstraction M Q ps (and a probabilistic relational abstraction M Q pr if M happens to be probabilistic) of M via Q. Let ∈ {ps, pr}:
-both state sets equal Σ Q and their σ-algebra is F Q ; -for each t ∈ Σ Q , their labeling functions are given by p ∈ L a Q (t) iff for all (s , t) ∈ Q, p ∈ L a (s ); and p ∈ L c Q (t) iff there exists some (s , t) ∈ Q such that p ∈ L c (s ); -as for their transition relations, we have (t, η) ∈ R a Q iff for all s ∈ Q.{t} there is some (s, µ) ∈ R a such that (µ, η) ∈ Q ; dually, (t, η) ∈ R c Q iff there is some s ∈ Q.{t} and some (s, µ) ∈ R c such that (µ, η) ∈ Q .
for all B ∈ F Q . We note that µ → µ Q does not preserve the property of being a probability measure in general, although we show below that this is the case for predicate-based abstractions. To show that the specification above renders relational abstractions, we need to gain a better understanding of the relations Q ps and Q pr .
be a right-total relation with measurable navigation.
Corollary 1 (Abstractions of finite-state probabilistic models). Possibilistic and probabilistic abstractions coincide if the underlying relation is lefttotal and right-total, models are finite-state, and all measures are probabilistic.
Left-total and right-total relations with measurable navigation specify abstractions.
Theorem 6 (Soundness of specifications). Let Q ⊆ (Σ, F) × (Σ Q , F Q ) be a left-total and right-total relation with measurable navigation. Proof. Let ∈ {ps, pr}.
If our abstractions compute only the component M c Q ps , then such abstractions are fully compositional in that we may first specify an abstraction via Q 1 and then specify further abstractions on the first abstraction (via some Q 2 ). However, the computation of M a Q ps requires that we specify an abstract model through the composite Q 1 ; Q 2 -as is the case for qualitative systems [22] . Thus, we owe a proof that abstraction relations are compositional.
Proposition 4 (Compositionality of possibilistic abstractions).
The composition of left-total, right-total relations with measurable navigation is left-total, right-total, and has measurable navigation.
Predicate abstraction
Given a finite set {ψ 1 , ψ 2 , . . . , ψ n } of closed formulas in L pr and a concurrent labeled Markov chain M -a modal probabilistic Kripke structure M with M a = M c -an equivalence relation ≡ may be defined on its set of states Σ by
where Theorem 3.1 justifies the use of the notation |=. On Σ Q , the finite set of bit vectors of length n, we define (s, t) ∈ Q iff for all i, t i = 1 iff s |= ψ i . The functional relation Q is left-total and right-total. The relation Q is also measurable where F Q = P(Σ Q ), regardless of the nature of the underlying σ-algebra F of the model M. Given B ⊆ Σ Q and t ∈ B, let φ t be the conjunction of all ψ i such that t i = 1 and all ¬ψ i such that t i = 0; define φ B as the disjunction of all such φ t with t ∈ B. Then Q.B = [| φ B |] ρ ∈ F by Theorem 1 and 3. Although this works for every F, any choice of F severely restricts the class of legitimate models M through condition (1) . By Theorem 5, Q ps relates µ to µ Q only.
Example 2 (Predicate abstraction).
If we abstract the model in Figure 1 (left) with one predicate only, ψ 1 = p ∨ q, we obtain the model of Figure 1( ¬p. The latter is equivalent to "for all ( 
¬p |] c = {t 0 } from which we infer .)
In the paragraph above, we proved that predicate abstraction always gives rise to an abstraction relation that has measurable navigation.
Theorem 7 (Predicate abstraction has measurable navigation). Let M be a concurrent labeled Markov chain whose σ-algebra (Σ, F) satisfies condition (1). For ≡ defined as in (6) , assume that its set of equivalence classes, Σ Q , is finite and contained in F. Then Q = {(s, t) ∈ Σ × Σ Q | s ∈ t} has measurable navigation, where the σ-algebra on Σ Q is discrete.
The proof of this fact works as specified above, except that the disjunctive normalform has elements of F as literals.
Although we presented a compositional sound formalism for the specification of relational abstractions, the computation of such abstractions may prove to be expensive. This is indeed the case for qualitative systems, where the tradeoff between size and precision has been anticipated by Cleaveland et al. in [11] . For ∈ {ps, pr}, one seeks abstraction relations Q ⊆ Σ × Σ Q such that M n , alas at a likely loss of precision.
Cartesian abstraction
Continuing our discussion of Section 6.1, let Σ Q be the set of tri-vectors over {0, 1, * } of length n. We define Q ⊆ Σ × Σ Q by (s, t) ∈ Q iff for all i, t i = * implies (t i = 1 iff s |= ψ i ). The relation Q is left-total and right-total. The relation Q is also measurable, where F Q = P(Σ Q ). Given B ⊆ Σ Q and t ∈ B, let φ t and φ B be defined as in Section 6.1, where every empty conjunction φ t is understood to be tt. Then Q.B = [| φ B |] ρ ∈ F. Again, since Q represents a function Q ps relates µ to µ Q only.
Example 3. Continuing Example 2, let Σ Q be { * } with four R c -transitions, one for each transition in the concurrent, labeled Markov chain. These transitions lead back to * with probability 1. All state observables p and q are in L c ( * ). There are no R a -transitions and L a ( * ) is empty. Every finite concurrent, labeled Markov chain with such observables is a possibilistic/probabilistic refinement of that system. Theorem 8 (Cartesian abstraction has measurable navigation). Theorem 7 extends to the use of cartesian abstraction.
Our results on possibilistic and probabilistic abstraction confirm existing work on sound abstraction of universal properties (e.g. reachability [15] ) but extend such work to the scope of an unrestricted logic; unfortunately, the quality of abstraction-based probabilistic model checking for unrestricted properties depends crucially on the precision of the abstract model: whether we are able to compute few R c Q and many R a Q transitions. In any event, the presence of threevalued propositional state observables may improve the precision of reachability analyses.
Conclusions
We presented a quantitative notion of Kripke structures whose quantities stem from a partial order, whose properties have denotations in a σ-algebra, and whose possibilistic abstraction is sound for all verifications of properties from a quantitative logic with negation and quantification. State transitions in such models map states to quantitative measures. Modal probabilistic systems are a special instance of such models, have a probabilistic abstraction -for which we proved soundness for full probabilistic LTL -, and their possibilistic property semantics approximates the probabilistic one. Predicate-based abstractions specify abstract models in the quantitative and probabilistic case.
