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Abstract
The topic of this paper is a semi-linear, energy sub-critical, defocusing wave equation
∂2t u − ∆u = −|u|
p−1u in the 3-dimensional space with 3 ≤ p < 5. We generalize in-
ward/outward energy theory and weighted Morawetz estimates for radial solutions to the
non-radial case. As an application we show that if 3 < p < 5 and κ > 5−p
2
, then the solution
scatters as long as the initial data (u0, u1) satisfy
∫
R3
(|x|κ + 1)
(
1
2
|∇u0|
2 +
1
2
|u1|
2 +
1
p+ 1
|u0|
p+1
)
dx < +∞.
If p = 3, we can also prove the scattering result if initial data (u0, u1) are contained in the
critical Sobolev space and satisfy the inequality
∫
R3
|x|
(
1
2
|∇u0|
2 +
1
2
|u1|
2 +
1
4
|u0|
p+1
)
dx < +∞.
These assumptions on the decay rate of initial data as |x| → ∞ are weaker than previously
known scattering results.
1 Introduction
1.1 Background
We consider the Cauchy problem of the defocusing semi-linear wave equation in 3-dimensional
case 

∂2t u−∆u = −|u|p−1u, (x, t) ∈ R3 × R;
u(·, 0) = u0;
ut(·, 0) = u1.
(CP1)
Critical Sobolev spaces We define sp = 3/2−2/(p−1) and call H˙sp×H˙sp−1(R3) the critical
Sobolev space of (CP1). This is because the H˙sp × H˙sp−1 norm is preserved if we apply the
following natural rescaling transformation on a solution u to (CP1). Given a solution u and
a positive constant λ, one can check that the function uλ = λ
−2/(p−1)u(x/λ, t/λ) is another
solution to (CP1) with
‖(uλ(·, λt′), ∂tuλ(·, λt′))‖H˙sp×H˙sp−1 = ‖(u(·, t′), ∂tu(·, t′))‖H˙sp×H˙sp−1 .
∗MSC classes: 35L71, 35L05; This work is supported by National Natural Science Foundation of China
Programs 11601374, 11771325
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Local theory The main tool is the Strichartz estimate. An almost complete version of
Strichartz estimates for 3D wave equation can be found in Ginibre-Velo [12]. A combination of
suitable Strichartz estimates with a regular fixed-point argument gives the local well-posedness of
this problem for initial data in the critical Sobolev space or energy space. Please see Kapitanski
[16] and Lindblad-Sogge [25], for example, for more details of local theory.
Energy conservation law The energy is the most important conserved quantity of this equa-
tion. Throughout this work we use the notation E for the energy.
E(u, ut) =
∫
R3
(
1
2
|∇u(x, t)|2 + 1
2
|ut(x, t)|2 + 1
p+ 1
|u(x, t)|p+1
)
dx = Const.
In the energy sub-critical case 3 ≤ p < 5, any solution with a finite energy must exist for all
time t ∈ R.
Global behaviour In early 1990’s M. Grillakis [13, 14] proved that any solution with initial
data in the critical space H˙1 × L2(R3) must scatter in both two time directions in the energy
critical case p = 5. By scattering we mean that a solution of nonlinear equation gets closer and
closer to a solution of linear equation as t goes to infinity. We expect that a similar result also
holds for other exponents p.
Conjecture 1.1. Any solution to (CP1) with initial data (u0, u1) ∈ H˙sp × H˙sp−1 must exist for
all time t ∈ R and scatter in both two time directions.
This is still an open problem. Although there are many related results by different methods.
Scattering with a priori estimates There are many works proving that if a solution u with
a maximal lifespan I satisfies an a priori estimate
sup
t∈I
‖(u(·, t), ut(·, t))‖H˙sp×H˙sp−1(R3) < +∞, (1)
then u must exist globally in time and scatter. All these works use a compact-rigidity argument,
which was introduced by Kenig-Merle in [19, 20] for the study of energy critical wave and
Scho¨dinger equations. In the energy supercritical case p > 5, one may refer to Duyckaerts et al.
[10], Kenig-Merle [21], Killip-Visan [24] for radial solutions and Killip-Visan [23] for non-radial
solutions. In the energy subcritical case p < 5, please see Dodson-Lawrie [4] for 1 +
√
2 < p ≤ 3
and Shen [27] for 3 < p < 5, both in the radial case, as well as Dodson et al. [5] for 3 < p < 5
in the non-radial case. Please note that the argument in the papers mentioned above works
not only in the defocusing case but also in the focusing case. In the energy critical case p = 5,
however, we have
• In the defocusing case, the assumption (1) automatically holds by the energy conservation
law.
• In the focusing case, there exist solutions to (CP1) which satisfy the assumption (1) but fail
to scatter. We call these kind of solutions type II blow-up solutions. One specific example
of type II blow-up solutions is the ground state W (x) = (1 + |x|/3)−1/2. To learn more
about global behaviour of type II blow-up solutions, please refer to Duyckaerts-Kenig-Merle
[8, 9] in the radial case, and Duychaerts-Jia-Kenig [6] in the non-radial case.
Non-radial initial data The scattering of solutions can also be proved if the initial data satisfy
stronger regularity and/or decay conditions. We start by results without a radial assumption.
2
• Let 3 ≤ p < 5. We may use the conformal conservation law method to prove the scattering
of solutions if initial data satisfy∫
R3
[
(|x|2 + 1)(|∇u0(x)|2 + |u1(x)|2) + |u0(x)|2
]
dx <∞.
Please see Ginibre-Velo [11] and Hidano [15] for more details.
• Yang in his recent work [34] considers energy momentum tensor and its associated current
in order to obtain a uniform weighted energy bound and inverse polynomial decay of the
energy flux through certain hyper surfaces. As an application scattering of solutions are
proved under the assumption∫
R3
(1 + |x|γ)
(
1
2
|∇u0(x)|2 + 1
2
|u1(x)|2 + 1
p+ 1
|u0(x)|p+1
)
dx < +∞.
Here the exponent p and coefficient γ satisfy
1 +
√
17
2
< p < 5; max
{
5− p
p− 1 , 1
}
< γ < min{p− 1, 2}.
Radial initial data Radial assumption enables us to obtain the scattering of solutions under
much weaker regularity/decay assumptions.
• Dodson gives a proof of Conjecture 1.1 in the radial case for 3 ≤ p < 5 in his recent
works [2, 3]. The radial assumption is essential, because the argument uses not only radial
Strichartz estimates but also a conformal transformation for 3D wave equation, which was
introduced in [28] and works only for radial solutions.
• The author introduces an inward/outward energy method in a recent work [29]. As an
application we may prove the scattering of solutions if the energy of initial data decays at
a certain rate as |x| → +∞. More precisely, we assume∫
R3
(1 + |x|κ)
(
1
2
|∇u0(x)|2 + 1
2
|u1(x)|2 + 1
p+ 1
|u0(x)|p+1
)
dx < +∞.
Here κ > 5−pp+1 is a constant. In a more recent work [30] the author proves the scattering
in the positive time direction by assuming that the inward energy of initial data decays at
the same rate as above, regardless of the size and decay rate of outward energy. Please
note that the decay assumption here is so weak that it can not guarantee (u0, u1) ∈
H˙sp × H˙sp−1. As a result this inward/outward energy method discovers a scattering
phenomenon which has not been covered by previously known scattering theory. The
author would like to mention that the idea of inward/outward energy method partially
coincides with the channel of energy method. To learn more about the channel of energy
method, please refer to Duyckaerts et al. [7], Kenig et al. [17, 18].
1.2 Motivation and Idea
Since the method of inward/outward energy is a powerful tool to understand the asymptotic
behaviour of radial solutions to 3D defocusing wave equation, as shown in the author’s recent
works [29, 30], we generalize this method to non-radial solutions in this work.
Inward and outward energies Before we define inward/outward energy of non-radial solu-
tions, we first introduce a few notations.
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Definition 1.2. For convenience we first define a few differential operators
(Lu)(x, t) =
1
r
∂r(ru) = ∇u(x, t) · x|x| +
u(x, t)
|x| ;
(L±u)(x, t) =
1
r
(∂r ± ∂t)(ru) = ∇u(x, t) · x|x| +
u(x, t)
|x| ± ut(x, t).
When we consider initial data to (CP1), we also use the notation
(Lu0)(x) = ∇u0(x) · x|x| +
u0(x)
|x| [L±(u0, u1)] (x) = ∇u0(x) ·
x
|x| +
u0(x)
|x| ± u1(x).
Now we can define
Definition 1.3. Given any t we define inward energy E− and outward energy E+
E−(t) =
∫
R3
[
1
4
|L+u(x, t)|2 + 1
4
| /∇u(x, t)|2 + 1
2(p+ 1)
|u(x, t|p+1
]
dx;
E+(t) =
∫
R3
[
1
4
|L−u(x, t)|2 + 1
4
| /∇u(x, t)|2 + 1
2(p+ 1)
|u(x, t|p+1
]
dx.
Here /∇ means the covariant derivative on the sphere centred at the origin with a fixed radius |x|.
We have |∇xu|2 = |ur|2+ | /∇u|2. Given a radial symmetric region Σ ⊂ R3, we can also consider
the inward/outward energy in the region
E±(t; Σ) =
∫
Σ
[
1
4
|L∓u(x, t)|2 + 1
4
| /∇u(x, t)|2 + 1
2(p+ 1)
|u(x, t|p+1
]
dx
In particular, we define E±(t; r1, r2) = E±(t; {x ∈ R3 : r1 < |x| < r2}).
Remark 1.4. By Lemma 2.1, we have
E+(t) + E−(t) =
∫
R3
[
1
2
|Lu|2 + 1
2
|ut|2 + 1
2
| /∇u|2 + 1
p+ 1
|u|p+1
]
dx
=
∫
R3
[
1
2
|ur|2 + 1
2
|ut|2 + 1
2
| /∇u|2 + 1
p+ 1
|u|p+1
]
dx = E.
But in general we have
E+(t; r1, r2) + E−(t; r1, r2) 6=
∫
r1<|x|<r2
[
1
2
|∇u(x, t)|2 + 1
2
|ut(x, t)|2 + 1
p+ 1
|u(x, t)|p+1
]
dx.
Energy flux formula As in the radial case, we then give an energy flux formula for in-
ward/outward energy of non-radial solutions. Again the Morawetz estimates are essential to
the proof. The major challenge in the non-radial case is to deal with the last two terms in the
spherical coordinate version of the equation
(∂t − ∂r)(∂t + ∂r)(ru) = −r|u|p−1u+ 1
r sin θ
∂θ(uθ sin θ) +
uϕϕ
r sin2 θ
.
These two terms simply vanish in the radial case. We may deal with these terms containing
second derivatives about θ, ϕ via integration by parts. In order to avoid the trouble of boundary
terms we always consider spatially radial symmetric regions in the energy flux formula. The
energy flux formula of inward/outward energy plays two important roles in our argument
• It helps to give information about space-time distribution of the inward/outward energy,
which gives plentiful information about the asymptotic behaviour of u.
• It provides a framework that we can work on to obtain the weighted Morawetz estimates.
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Weighted Morawetz If the energy of initial data decays at a certain rate when |x| → +∞,
i.e. we have∫
R3
(1 + |x|κ)
[
1
2
|∇u0|2 + 1
2
|u1|2 + 1
p+ 1
|u0|p+1
]
dx < +∞, 0 < κ < 1;
then we may obtain the following weighted Morawetz∫ ∞
−∞
∫
R3
(|x|+ t)κ (|u(x, t)|p+1 + | /∇u(x, t)|2)
|x| dxdt < +∞.
As an application we have the decay estimates E−(t) ≤ Ct−κ when t > 0 is large.
Application on Scattering Theory If κ > 5−p2 , then the decay estimate E−(t) ≤ Ct−κ
implies ‖u‖LqLp+1(R+×R3) < +∞ for q slightly smaller than 2(p+ 1)/(5 − p). We then combine
this global estimate with the local theory and the energy conservation law to prove the scattering
result.
1.3 Main Results
In this subsection we give three main theorems. Theorem 1.5 gives the spatial energy distri-
bution property of finite-energy solutions to (CP1) as t → ±∞. This theorem is proved by
an inward/outward energy method. As an application we may prove a scattering theory about
solutions to (CP1) as given in Theorem 1.7 and Theorem 1.10. Our assumptions are weaker
than previously known scattering theory of non-radial solutions mentioned above.
Theorem 1.5. Assume 3 ≤ p ≤ 5. Let u be a solution to (CP1) with a finite energy E. Then
we have the following asymptotic behaviour regarding the energy of u
lim
t→±∞
∫
R3
(
1
2
|L±u(x, t)|2 + 1
2
| /∇u(x, t)|2 + 1
p+ 1
|u(x, t)|p+1
)
dx = 0;
lim
t→±∞
∫
|x|<c|t|
(
1
2
|∇u(x, t)|2 + 1
2
|ut(x, t)|2 + 1
p+ 1
|u(x, t)|p+1
)
dx = 0, c ∈ (0, 1).
Remark 1.6. The first limit in the theorem above is equivalent to saying lim
t→±∞E∓(t) = 0.
Theorem 1.7. Assume 3 < p < 5 and κ > 5−p2 . If initial data (u0, u1) satisfy
Eκ(u0, u1)
.
=
∫
R3
(1 + |x|κ)
(
1
2
|∇u0|2 + 1
2
|u1|2 + 1
p+ 1
|u0|p+1
)
dx < +∞,
then the corresponding solution u to (CP1) with initial data (u0, u1) must scatter in both two
time directions. More precisely, there exists (v±0 , v
±
1 ) ∈ (H˙1 ∩ H˙sp)× (L2 ∩ H˙sp−1), so that
lim
t→±∞
∥∥∥∥
(
u(·, t)
∂tu(·, t)
)
− SL(t)
(
v±0
v±1
)∥∥∥∥
H˙s×H˙s−1(R3)
= 0, ∀s ∈ [sp, 1].
Here SL(t) is the linear wave propagation operator.
Remark 1.8. Initial data (u0, u1) in Theorem 1.7 also satisfy (u0, u1) ∈ H˙sp × H˙sp−1(R3) by
the Sobolev embedding. We put the details in Lemma 2.3.
Remark 1.9. Let p and κ be as in Theorem 1.7. We can prove the scattering of solution in the
space H˙1 × L2 as t→ +∞ as long as the total energy is finite and the inward energy satisfies∫
R3
(1 + |x|κ)
(
1
4
|L+(u0, u1)|2 + 1
4
| /∇u0|2 + 1
2(p+ 1)
|u0|p+1
)
dx < +∞,
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regardless of the size and decay rate of the outward energy. The idea comes form the author’s
work [30]: the weighted Morawetz estimates for positive times depend on the inward energy of
initial data only. This scattering result is in fact the major and key step to prove Theorem 1.7.
Please see Section 5.1.
Theorem 1.10. Let p = 3. If initial data (u0, u1) ∈ H˙1/2 × H˙−1/2(R3) satisfy
E1,0(u0, u1)
.
=
∫
R3
|x|
(
1
2
|∇u0(x)|2 + 1
2
|u1(x)|2 + 1
4
|u0(x)|4
)
dx < +∞,
then the corresponding solution u to (CP1) with initial data (u0, u1) must exist globally in time
and scatter in both two time directions. More precisely, there exists (v±0 , v
±
1 ) ∈ H˙1/2 × H˙−1/2,
so that
lim
t→±∞
∥∥∥∥
(
u(·, t)
∂tu(·, t)
)
− SL(t)
(
v±0
v±1
)∥∥∥∥
H˙1/2×H˙−1/2(R3)
= 0.
Remark 1.11. Both H˙sp × H˙sp−1(R3) norm and the weighted energy E0,1 defined in Theorem
1.10 are invariant under the natural rescaling of (CP1).
Remark 1.12. These results for possibly non-radial initial data are weaker than our results for
radial solutions, i.e. we have to make stronger assumptions on the decay rate of energy. This is
because we lose many tools to investigate the asymptotic behaviour of solutions in the non-radial
case. For example, we may rewrite the equation in the radial case in the form of
(∂t − ∂r)(∂t + ∂r)(ru) = −r|u|p−1u.
This immediately gives explicit estimates on variance of (∂t ± ∂r)(ru) along characteristic lines
t∓ r = Const. In the non-raidal case, however, we have
(∂t − ∂r)(∂t + ∂r)(ru) = −r|u|p−1r + 1
r sin θ
∂θ(uθ sin θ) +
uϕϕ
r sin2 θ
.
We are no longer able to analyze the variance and asymptotic behaviour of (∂r ± ∂t)(ru) con-
veniently due to the presence of the derivatives about θ, ϕ. For another example, we do not
have the pointwise estimate |u(r, t)| . r−4/(p+3) for radial solutions with a finite energy. This
significantly undermines the effectiveness of (weighted) Morawetz estimates.
1.4 The Structure of This Paper
This paper is organized as follows. In section 2 we recall the Strichartz estimates, local theory
and the Morawetz estimates, then give a few preliminary results. Next in Section 3 we give a
general formula of inward and outward energy fluxes in the nonraidal case. Section 4 is divided
to two parts. In the first part we give a few energy distribution properties of solutions by the
energy flux formula. In the second part we prove the weighted Morawetz estimate. Finally in
Section 5 we prove Theorem 1.7 by combining the weighted Morawetz estimate with the local
theory.
2 Preliminary Results
We start by reminding the readers about the . notation.
The . symbol We use the notation A . B if there exists a constant c, so that the inequality
A ≤ cB always holds. In addition, a subscript of the symbol . indicates that the constant c is
determined by the parameter(s) mentioned in the subscript but nothing else. In particular, .1
means that the constant c is an absolute constant.
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2.1 Technical Lemmata
Lemma 2.1. Let u ∈ H˙1(R3). Then
∫
R3
|Lu|2 dx =
∫
R3
|ur|2dx.
Proof. We first consider the integral over annulus {x ∈ R3 : a < |x| < b}:
∫
a<|x|<b
|Lu|2 dx =
∫ 2pi
0
∫ pi
0
∫ b
a
∣∣∣ur + u
r
∣∣∣2 r2 sin θ drdθdϕ
=
∫ 2pi
0
∫ pi
0
∫ b
a
[
r2|ur|2 + ∂r(ru2)
]
sin θ drdθdϕ
=
∫
a<|x|<b
|ur|2dx+ 1
b
∫
|x|=b
|u|2dσb(x)− 1
a
∫
|x|=a
|u|2dσa(x). (2)
Here σr represents regular measure on sphere of radius r. Next we use Hardy’s inequality and
obtain ∫ ∞
0
(
1
r2
∫
|x|=r
|u(x)|2dσr(x)
)
dr =
∫
R3
|u(x)|2
|x|2 dx . ‖u‖
2
H˙1
< +∞.
As a result we have
lim inf
r→0+
1
r
∫
|x|=r
|u(x)|2dσr(x) = 0; lim inf
r→+∞
1
r
∫
|x|=r
|u(x)|2dσr(x) = 0; (3)
Finally we may make a→ 0+ and b→ +∞ in identity (2) with these two limits in mind to finish
the proof.
Remark 2.2. If we use one limit at a time in identity (2), we obtain two identities for any
H˙1(R3) function u and any radius R > 0∫
|x|<R
|Lu(x)|2 dx =
∫
|x|<R
|ur|2dx + 1
R
∫
|x|=R
|u(x)|2dσR(x);∫
|x|>R
|Lu(x)|2 dx =
∫
|x|>R
|ur|2dx − 1
R
∫
|x|=R
|u(x)|2dσR(x).
This implies for any κ > 0 and (u0, u1) ∈ H˙1 × L2,∫
R3
|x|κ
[
1
4
|L+(u0, u1)|2 + 1
4
|L−(u0, u1)|2 + 1
2
| /∇u0|2 + 1
p+ 1
|u0|p+1
]
dx
=
∫
R3
|x|κ
[ | /∇u0|2
2
+
|u1|2
2
+
|u0|p+1
p+ 1
]
dx +
∫ ∞
0
κRκ−1
(∫
|x|>R
1
2
|Lu0(x)|2 dx
)
dR
≤
∫
R3
|x|κ
[ | /∇u0|2
2
+
|u1|2
2
+
|u0|p+1
p+ 1
]
dx +
∫ ∞
0
κRκ−1
(∫
|x|>R
1
2
|∂ru0(x)|2dx
)
dR
=
∫
R3
|x|κ
[
1
2
|∇u0|2 + 1
2
|u1|2 + 1
p+ 1
|u0|p+1
]
dx.
Lemma 2.3. Let 3 ≤ p < 5 and κ > 5−p2 . If (u0, u1) ∈ H˙1 × L2(R3) satisfies
E∗κ(u0, u1) =
∫
R3
(|x|κ + 1) (|∇u0|2 + |u1|2) dx < +∞.
then we also have (u0, u1) ∈ H˙sp × H˙sp−1(R3).
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Proof. By the Sobolev embedding W˙ 1,
3(p−1)
p+1 × L 3(p−1)p+1 →֒ H˙sp × H˙sp−1, it suffices to show
(u0, u1) ∈ W˙ 1,
3(p−1)
p+1 × L 3(p−1)p+1 . This immediately follows Ho¨lder’s inequality∫
R3
(
|∇u0|
3(p−1)
p+1 + |u1|
3(p−1)
p+1
)
dx
.
[∫
R3
(|x|+ 1)κ (|∇u0|2 + |u1|2) dx
] 3(p−1)
2(p+1)
[∫
R3
(|x|+ 1)− 3(p−1)κ5−p dx
] 5−p
2(p+1)
. (E∗κ(u0, u1))
3(p−1)
2(p+1) < +∞.
Here we have 3(p−1)κ5−p >
3(p−1)
2 ≥ 3.
Lemma 2.4. Fix s ∈ [−1, 1]. Let φ : R3 → [0, 1] be a fixed radial, smooth cut-off function
satisfying
φ(x) =
{
1, if |x| ≥ 1;
0, if |x| < 1/2.
Then the operators {Pr}r∈R+ defined by (Prf)(x) = φ(x/r) · f(x) are uniformly bounded from
H˙s(R3) to itself.
‖Prf‖H˙s(R3) .s ‖f‖H˙s(R3).
In addition, given any f ∈ H˙s(R3), we have
lim
r→0+
‖Prf − f‖H˙s(R3) = 0; limr→+∞ ‖Prf‖H˙s(R3) = 0.
Proof. First of all, we can verify that ‖Prf‖H˙1 .1 ‖f‖H˙1 by a direct calculation∫
R3
|∇(φ(x/r)f(x))|2 dx .1
∫
R3
(
|∇f(x)|2 + |f(x)|
2
|x|2
)
dx .1 ‖f‖2H˙1 .
Here we apply Hardy’s inequality. It is trivial that ‖Prf‖L2 ≤ ‖f‖L2. Therefore an interpolation
immediately gives the uniform boundedness of Pr from H˙
s to itself for any s ∈ [0, 1]. By duality
this uniform boundedness is true for s ∈ [−1, 0] as well. Next let us prove the two limits as
r → 0+ and r → ∞. If f is in the Schwartz class, then it is clear that the limits hold. In
the general case we recall the fact that the Schwartz class is dense in the space H˙s and apply
the standard approximation techniques. Here we need to use the uniform boundedness of the
operators Pr.
2.2 Strichartz estimates and Local Theory
Strichartz estimates The following Strichartz estimates on solutions to the linear wave equa-
tion play a key role in the local well-posedness theory of nonlinear wave equations. Please see
Proposition 3.1 in Ginibre-Velo [12]. Here we use the Sobolev version in dimension 3.
Proposition 2.5 (Generalized Strichartz estimates). Let 2 ≤ q1, q2 ≤ ∞, 2 ≤ r1, r2 < ∞ and
ρ1, ρ2, s ∈ R be constants with
1/qi + 1/ri ≤ 1/2, i = 1, 2; 1/q1 + 3/r1 = 3/2− s+ ρ1; 1/q2 + 3/r2 = 1/2 + s+ ρ2.
Assume that u is the solution to the linear wave equation

∂tu−∆u = F (x, t), (x, t) ∈ R3 × [0, T ];
u|t=0 = u0 ∈ H˙s;
∂tu|t=0 = u1 ∈ H˙s−1.
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Then we have
‖(u(·, T ), ∂tu(·, T ))‖H˙s×H˙s−1 + ‖Dρ1x u‖Lq1Lr1([0,T ]×R3)
≤ C
(
‖(u0, u1)‖H˙s×H˙s−1 +
∥∥D−ρ2x F (x, t)∥∥Lq¯2Lr¯2([0,T ]×R3)
)
.
Here the coefficients q¯2 and r¯2 satisfy 1/q2 + 1/q¯2 = 1, 1/r2 + 1/r¯2 = 1. The constant C does
not depend on T or u.
Chain rule We also need the following “chain rule” for fractional derivatives. Please refer to
Christ-Weinstein [1], Kenig et al. [22], Staffilani [32] and Taylor [33] for more details.
Lemma 2.6. Assume a function F satisfies F (0) = F ′(0) = 0 and
|F ′(a+ b)| ≤ C(|F ′(a)|+ |F ′(b)|), |F ′′(a+ b)| ≤ C(|F ′′(a)|+ |F ′′(b)|),
for all a, b ∈ R. Then we have
‖DαF (u)‖Lp(R3) ≤ C‖Dαu‖Lp1(R3)‖F ′(u)‖Lp2(R3)
for 0 < α < 1 and 1/p = 1/p1 + 1/p2, 1 < p1, p2 <∞.
Local theory The local theory is a consequence of the Strichartz estimates and a fixed-point
argument. Here we only give a few results that will be used later in this work. Please see
Kapitanski [16] and Lindblad-Sogge [25], for instance, for more results and details about the
local theory. We start by a few results with initial data in the critical Sobolev spaces.
Proposition 2.7 (Existence and scattering criterion). For any initial data (u0, u1) ∈ H˙sp ×
H˙sp−1, there exists a unique solution u to (CP1) with a maximal lifespan (−T−, T+) so that
(u(·, t), ∂tu(·, t)) ∈ C((−T−, T+); H˙sp × H˙sp−1) and
‖u‖L2(p−1)L2(p−1)([a,b]×R3) < +∞, −T− < a < b < T+.
In particular, if ‖u‖L2(p−1)L2(p−1)([0,T+)×R3) < +∞, then T+ =∞ and the solution u scatters1 in
the positive time direction.
Proposition 2.8 (Scattering with small initial data). There exists a constant δ = δ(p) > 0,
so that if the initial data satisfy ‖(u0, u1)‖H˙sp×H˙sp−1 < δ, then the corresponding solution u to
(CP1) exists globally in time and scatters with ‖u‖L2(p−1)L2(p−1)(R×R3) < +∞.
Corollary 2.9. If u is a solution to (CP1) defined in the time interval (−T−, T+) with initial
data (u0, u1) ∈ H˙sp × H˙sp−1, then there exists a large radius R, so that∫ T+
−T−
∫
|x|>R+|t|
|u(x, t)|2(p−1)dxdt < +∞.
Proof. Let us sketch out the proof. We recall the smooth cut-off operator Pr defined in Lemma
2.4. When R is sufficiently large, we always have
‖(PRu0,PRu1)‖H˙sp×H˙sp−1 < δ.
Here δ is the constant in Proposition 2.8. We fix such a large radius R and apply Proposition
2.8 to obtain that the corresponding solution v to (CP1) with initial data (PRu0,PRu1) satisfies∫ ∞
−∞
∫
R3
|v(x, t)|2(p−1)dxdt < +∞.
Since the initial data of u and v are exactly the same in the region {x ∈ R3 : |x| > R}, we
immediately finishes the proof by finite speed of propagation of wave equation.
1When we mention scattering, we always assume the scattering happens in the critical Sobolev space H˙sp ×
H˙sp−1 unless other space is specified.
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We also have continuous dependence of solutions on initial data. The following result is a direct
consequence of the long time perturbation theory. Please see Lemma 2.5 of [4] and Theorem
2.12 of [27], for example.
Proposition 2.10 (Continuous dependence on initial data). Let u be a solution to (CP1) with
initial data (u0, u1) ∈ H˙sp × H˙sp−1 and a maximal lifespan I. If (u0,n, u1,n) is a sequence of
initial data satisfying
lim
n→+∞
‖(u0,n, u1,n)− (u0, u1)‖H˙sp×H˙sp−1 = 0,
then the corresponding solutions un to (CP1) with initial data (u0,n, u1,n) satisfy
lim
n→+∞
sup
t∈J
‖(un(·, t), ∂tun(·, t)) − (u(·, t), ∂tu(·, t))‖H˙sp×H˙sp−1 = 0,
for any fixed compact subinterval J ⊂ I.
We can also consider local theory of energy subcritical wave equation with initial data in the
energy space.
Lemma 2.11 (See Lemma 4.2 of [30]). Assume 3 ≤ p < 5. Let (u0, u1) ∈ H˙1×L2(R3) be initial
data. Then the Cauchy problem (CP1) has a unique solution u in the time interval [0, T ] with
(u, ut) ∈ C([0, T ]; H˙1 × L2(R3)); u ∈ L
2p
p−3L2p([0, T ]× R3).
Here the minimal time length of existence T = Cp‖(u0, u1)‖
−2(p−1)
5−p
H˙1×L2 .
Now let us consider a solution u to (CP1) with a finite energy. The energy conservation law
implies that the norm ‖(u(·, t), ut(·, t))‖H˙1×L2 . E1/2 is uniformly bounded for all time t in the
maximal lifespan of u. According to Lemma 2.11, there exists a constant T = T (p,E), so that if
u is still defined at time t, then u is also defined for all time in [t, t+ T ]. It immediately follows
that any solution to (CP1) with a finite energy exists globally in time.
Proposition 2.12. Let 3 ≤ p < 5. If u is a solution to (CP1) with a finite energy, then u is
defined for all time t ∈ R.
Scattering in different spaces Finally we give a technical lemma about scattering in different
spaces.
Lemma 2.13. Assume that a solution to (CP1) scatters in two different levels of Sobolev spaces
(1/2 ≤ s1 < s2 ≤ 1)
lim
t→+∞
∥∥∥∥∥
(
u(·, t)
∂tu(·, t)
)
− SL(t)
(
v
(i)
0
v
(i)
1
)∥∥∥∥∥
H˙si×H˙si−1(R3)
= 0, i = 1, 2.
Then we always have (v
(1)
0 , v
(1)
1 ) = (v
(2)
0 , v
(2)
1 ) and
lim
t→+∞
∥∥∥∥∥
(
u(·, t)
∂tu(·, t)
)
− SL(t)
(
v
(1)
0
v
(1)
1
)∥∥∥∥∥
H˙s×H˙s−1(R3)
= 0, s ∈ [s1, s2].
Proof. Since the operator SL(t) preserves H˙
s × H˙s−1 norms, we have
lim
t→+∞
∥∥∥∥∥SL(−t)
(
u(·, t)
∂tu(·, t)
)
−
(
v
(i)
0
v
(i)
1
)∥∥∥∥∥
H˙si×H˙si−1(R3)
= 0, i = 1, 2.
This means that both (v
(1)
0 , v
(1)
1 ) and (v
(2)
0 , v
(2)
1 ) are the limit of SL(−t)(u(·, t), ∂tu(·, t)) as t→
+∞ in the sense of tempered distribution. Thus (v(1)0 , v(1)1 ) = (v(2)0 , v(2)1 ). The scattering of u in
the space H˙s × H˙s−1 with s ∈ (s1, s2) then follows an interpolation between s1 and s2.
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2.3 Morawetz Estimates
We first recall the classic Morawetz estimate for wave equation, as given in Perthame and Vega’s
work [26]. Here we use the 3-dimensional case.
Theorem 2.14. Let u be a solution to (CP1) defined in a time interval [0, T ] with a finite energy
E. Then we have the following inequality for any R > 0. Here σR is the regular surface measure
of the sphere |x| = R.
1
2R
∫ T
0
∫
|x|<R
(|∇u|2 + |ut|2)dxdt+ 1
2R2
∫ T
0
∫
|x|=R
|u|2dσRdt+ p− 2
(p+ 1)R
∫ T
0
∫
|x|<R
|u|p+1dxdt
+
p− 1
p+ 1
∫ T
0
∫
|x|>R
|u|p+1
|x| dxdt +
∫ T
0
∫
|x|>R
| /∇u|2
|x| dxdt+
1
R2
∫
|x|<R
|u(x, T )|2dx ≤ 2E. (4)
Remark 2.15. The notations p and E represent slightly different constants in the original paper
[26] and this current paper. Here we rewrite the inequality in the setting of the current work.
The coefficient of the integral
∫
B(0,R) |u(T )|2dx was d
2−1
4R2 (in the 3-dimensional case
2
R2 ) in the
original paper. But the author believes that this is a minor typing mistake. It should have been
d2−1
8R2 instead.
Remark 2.16. The left hand side of the original inequality given in Perthame and Vega’s work
does not contain the term
∫ T
0
∫
|x|>R
| /∇u|2
|x| dxdt. Instead this term is simply discarded since it
must be nonnegative. In particular this term vanishes if u is a radial solution. But a careful
review of the proof given in [26] clearly shows that we may put this term in the left hand of the
inequality as well. A similar inequality is also proved in Yang [34]
∫ ∞
−∞
∫
R3
|u|p+1 + | /∇u|2
|x| dxdt ≤ CE.
Global Integral Estimates Let us recall that any finite-energy solution to (CP1) is defined
for all time t ∈ R. Since none of the coefficients in the Morawetz estimate (4) depend on the
time T . We may substitute the upper limit T of the integrals by +∞, as long as we ignore the
last term in the left hand side. We may also substitute the lower limit 0 of the integrals by
−∞, thanks to the energy conservation law. For convenience we combine integral over the same
region together and write
1
R
∫ ∞
−∞
∫
|x|<R
(
1
2
|∇u|2 + 1
2
|ut|2 + p− 2
p+ 1
|u|p+1
)
dxdt +
1
2R2
∫ ∞
−∞
∫
|x|=R
|u|2dσR(x)dt
+
∫ ∞
−∞
∫
|x|>R
(
p− 1
p+ 1
· |u|
p+1
|x| +
| /∇u|2
|x|
)
dxdt ≤ 2E. (5)
This immediately gives the following results. (In order to obtain the third inequality we let
R→ 0+.)
Corollary 2.17. Let u be a solution to (CP1) with a finite energy E. Then u satisfies (R > 0)∫ ∞
−∞
∫
|x|<R
(|∇u|2 + |ut|2 + |u|p+1) dxdt .p RE;∫ ∞
−∞
∫
|x|=R
|u(x, t)|2dσR(x)dt ≤ 2R2E;
∫ +∞
−∞
∫
R3
|u(x, t)|p+1 + | /∇u(x, t)|2
|x| dxdt .p E.
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3 Energy Flux for Inward and Outward Energies
In this section we consider the inward and outward energies given in Definition 1.3 and give
energy flux formula of them. We first give the statement of energy flux formula in the first
subsection. The proof is put in the second subsection.
3.1 General Energy Flux Formula
Region involved in this work Throughout this work, when we apply energy flux formula
we always consider a spatially radial symmetric region Ω ⊂ R3 × R, so that it can be expressed
by
Ω = {(r sin θ cosϕ, r sin θ sinϕ, r cos θ, t) ∈ R3 × R : (r, t) ∈ Φ, θ ∈ [0, π], ϕ ∈ [0, 2π]},
if we use spherical coordinates (r, θ, ϕ) in R3. Here Φ is a bounded, closed region in R+r × Rt,
whose boundary ∂Φ is a simple curve consisting of finite number of line segments paralleled to
either t ± r = 0 or coordinate axes. Thus the boundary surface ∂Ω consists of finite pieces of
annulus, circular cylinders and cones. When necessary we also allow a line segment of t-axis to
be part of the boundary ∂Φ. In this case part of boundary surface ∂Ω is degenerate and shrinks
to a line segment.
Proposition 3.1 (General Energy Flux). Assume that 3 ≤ p ≤ 5. Let u be a solution to (CP1)
with a finite energy E. We define
V− =
[
−1
4
|L+u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
]
~x
|x| +
[
1
4
|L+u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
]
~e;
V+ =
[
+
1
4
|L−u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
]
~x
|x| +
[
1
4
|L−u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
]
~e;
Here ~x,~e represent vectors (x1, x2, x3, 0), (0, 0, 0, 1) ∈ R3 × R, respectively. If Ω is a region in
R
3 × R as described above, then we have∫
∂Ω
V± · dS = ±
∫∫
Ω
(
p− 1
2(p+ 1)
|u|p+1
|x| +
1
2
| /∇u|2
|x|
)
dxdt.
In addition, there exist a nonnegative, finite and continuous2 measure µ on R with µ(R) .p E,
which is determined by u and independent to Ω, so that if ∂Φ contains a line segment [t1, t2] of the
t-axis, then the identity above still holds if we add ∓πµ([t1, t2]) to the left hand side accordingly.
Surface integrals We first have a look at what the surface integrals look like for different
types of boundary hyper-surfaces Σ, as shown in table 1. Please note that the arrows in the first
column indicates the orientation of the surface.
Physical Interpretation Now let us show how to use this energy flux formula. We show this
by an example. The region Ω is defined by
Ω = {(x, t) : −1 ≤ t ≤ 1, |x|+ t ≤ 2, t− |x| ≥ −2}.
The boundary surface consists of five parts, Σ+, Σ1, Σ2, Σ− and Σ0, as shown in figure 1. The
last one is degenerate. We then write down the energy flux formula for inward energy.∫
Σ+
V− · dS+
∫
Σ1
V− · dS+
∫
Σ2
V− · dS+
∫
Σ−
V− · dS+ πµ([−1, 1])
= −
∫∫
Ω
(
p− 1
2(p+ 1)
|u|p+1
|x| +
1
2
| /∇u|2
|x|
)
dxdt.
2By continuity we mean µ((−∞, t]) is a continuous function of t.
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Table 1: Surface integrals in energy flux formula
Boundary type Inward Energy Case Outward Energy Case
Horizontally ↑ ∫
Σ
(
|L+u|2
4 +
| /∇u|2
4 +
|u|p+1
2(p+1)
)
dS
∫
Σ
(
|L−u|2
4 +
| /∇u|2
4 +
|u|p+1
2(p+1)
)
dS
Horizontally ↓ − ∫Σ ( |L+u|24 + | /∇u|24 + |u|p+12(p+1)) dS − ∫Σ ( |L−u|24 + | /∇u|24 + |u|p+12(p+1)) dS
|x|=r0, Outward
∫
Σ
(
− |L+u|24 + |
/∇u|2
4 +
|u|p+1
2(p+1)
)
dS
∫
Σ
(
|L−u|2
4 − |
/∇u|2
4 − |u|
p+1
2(p+1)
)
dS
|x|=r0, Inward
∫
Σ
(
|L+u|2
4 − |
/∇u|2
4 − |u|
p+1
2(p+1)
)
dS
∫
Σ
(
− |L−u|24 + |
/∇u|2
4 +
|u|p+1
2(p+1)
)
dS
|x| = 0 −πµ([t1, t2]) πµ([t1, t2])
Backward Cone↑ 1√
2
∫
Σ
(
| /∇u|2
2 +
|u|p+1
p+1
)
dS 1
2
√
2
∫
Σ
|L−u|2dS
Backward Cone↓ − 1√
2
∫
Σ
(
| /∇u|2
2 +
|u|p+1
p+1
)
dS − 1
2
√
2
∫
Σ |L−u|2dS
Light Cone ↑ 1
2
√
2
∫
Σ |L+u|2dS 1√2
∫
Σ
(
| /∇u|2
2 +
|u|p+1
p+1
)
dS
Light Cone ↓ − 1
2
√
2
∫
Σ
|L+u|2dS − 1√2
∫
Σ
(
| /∇u|2
2 +
|u|p+1
p+1
)
dS
Σ
+
Σ-
Σ1
Σ2
Φ
t
x Ω
Σ0
Figure 1: Illustration of the region Ω
We move the surface integrals over Σ1, Σ2, the term πµ([−1, 1]) to the right hand side and then
calculate the integrals in details.
E−(1; 0, 1)− E(−1; 0, 1) = − 1√
2
∫
Σ1
( | /∇u|2
2
+
|u|p+1
p+ 1
)
dS +
1
2
√
2
∫
Σ2
|L+u|2dS
− πµ([−1, 1])−
∫∫
Ω
(
p− 1
2(p+ 1)
|u|p+1
|x| +
1
2
| /∇u|2
|x|
)
dxdt.
The left hand side is the difference of inward energy in the region Σ+ and inward energy in the
region Σ−. This change is a sum of four terms, as shown in the right hand side. The first term
is the surface integral over Σ1. This is a loss term. The integral of |u|p+1/(p+ 1) represents the
amount of energy loss on Σ1 due to non-linear effect. While the integral of | /∇u|2/2 represents
the amount of energy loss on Σ1 by linear propagation. The second term is a gain. It represents
the amount of energy moving into the region Ω through the surface Σ2 by linear propagation.
The third term is again a loss. It represents the amount energy carried by inward waves which go
through the origin thus change to outward waves during the time period [−1, 1]. The last term
is a double integral in space-time region Ω. This is the amount of inward energy transformed to
outward energy by both linear (| /∇u|2) or nonlinear (|u|p+1) wave propagation.
Remark 3.2. The gain or loss represented by surface integral looks as if it happens on the
boundary surface. However, they actually contain contributions from both boundary effect and
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wave propagation. For example, if we consider the change rate of inward energy contained inside
the back forward light cone Σ1 = {(x, t) : |x| + t = 2, 0 ≤ t ≤ 1} with respect to t, we may
calculate the derivative
d
dt
∫
|x|<2−t
(
1
4
|L+u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
)
dx = I1 + I2.
Here we have
I1 =−
∫
|x|=2−t
(
1
4
|L+u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
)
dσ2−t(x);
I2 =
∫
|x|<2−t
d
dt
(
1
4
|L+u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
)
dx.
The term I1 is the contribution by the change of integral region as t increases. While I2 is the
contribution by nonlinear wave propagation inside the cone. If we integrate I1 to obtain the
contribution of the boundary effect on the surface Σ1, we have∫ 1
0
I1(t)dt = − 1√
2
∫
Σ1
(
1
4
|L+u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
)
dS.
This is a half of the energy flux in our formula, plus an extra term regarding | /∇u|2. The other
half will come form the integral of I2, i.e. the contribution of nonlinear wave propagation. The
integral of I2 will also come with a term regarding | /∇u|2 thus kill the extra term mentioned above.
Notation of Energy Fluxes on Cones For convenience we define
Definition 3.3 (Notations of Light Cones). Given s, τ ∈ R, we use the following notations for
backward(−) and forward(+) light cones
C−(s) = {(x, t) : |x|+ t = s}; C+(τ) = {(x, t) : t− |x| = τ}.
We also need to consider their truncated version, i.e. the cones between two given times t1, t2.
C−(s; t1, t2) = {(x, t) : |x|+ t = s, t1 ≤ t ≤ t2};
C+(τ ; t1, t2) = {(x, t) : t− |x| = τ, t1 ≤ t ≤ t2}.
Definition 3.4 (Notations of Energy fluxes). Given s, τ ∈ R, we define energy fluxes through
light cones
Q−−(s) =
1√
2
∫
C−(s)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2) dS;
Q−+(s) =
1
2
√
2
∫
C−(s)
|L−u|2dS;
Q+−(τ) =
1
2
√
2
∫
C+(τ)
|L+u|2dS;
Q++(τ) =
1√
2
∫
C+(τ)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2) dS.
The upper index tells us whether this is energy flux through backward light cone(−), or forward
light cone(+). The lower index indicates whether this is energy flux of inward energy (−) or
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outward energy (+). We can also consider their truncated version, which is the energy flux
through the given light cone during the given time period.
Q−−(s; t1, t2) =
1√
2
∫
C−(s;t1,t2)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2) dS, t1 < t2 ≤ s;
Q−+(s; t1, t2) =
1
2
√
2
∫
C−(s;t1,t2)
|L−u|2dS, t1 < t2 ≤ s;
Q+−(τ ; t1, t2) =
1
2
√
2
∫
C+(τ ;t1,t2)
|L+u|2dS, τ ≤ t1 < t2;
Q++(τ ; t1, t2) =
1√
2
∫
C+(τ ;t1,t2)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2)dS, τ ≤ t1 < t2.
Remark 3.5. The sums Q−−(s) + Q
−
+(s) and Q
+
−(τ) + Q
+
+(τ) are exactly fluxes of full energy
across the light cones C−(s) and C+(τ), respectively. In face, we have
Q+−(τ) +Q
+
+(τ) =
1√
2
∫
C+(τ)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2 + 1
2
|L+u|2
)
dS
=
∫
R3
(
1
p+ 1
|u˜|p+1 + 1
2
∣∣ /∇u˜∣∣2 + 1
2
∣∣∣∣1r ∂r(ru˜)
∣∣∣∣
2
)
dx
=
∫
R3
(
1
p+ 1
|u˜|p+1 + 1
2
∣∣ /∇u˜∣∣2 + 1
2
|∂ru˜|2
)
dx
=
1√
2
∫
C+(τ)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2 + 1
2
|(∂r + ∂t)u|2
)
dS ≤ E.
Here we have u˜(x) = u(x, |x|+ τ) ∈ H˙1 ∩ Lp+1(R3) by the well-know energy flux formula of full
energy. We also need to appy Lemma 2.1 in the calculation. The situation of Q−−(s) +Q
−
+(s) is
similar. As a result all the energy fluxes defined above are dominated by the full energy E.
Notation of double integral For convenience we also use the following notation for the
double integral in the energy flux formula
Definition 3.6 (Morawetz integral). Given any region Ω in R3 × R, we define the Morawetz
integral
M(Ω) =
∫∫
Ω
(
p− 1
2(p+ 1)
· |u(x, t)|
p+1
|x| +
1
2
· | /∇u(x, t)|
2
|x|
)
dxdt.
3.2 Proof of Energy Flux Formula
Now let us give a proof of Proposition 3.1. Without loss of generality let us prove the energy
flux formula of inward energy. Then we may obtain the energy flux formula of outward energy
by either of the following two ways
• We may follow the same argument as in the inward energy case.
• We may consider the difference of the energy flux formula for full energy and inward energy.
Please note that in general the sum of energy fluxes of inward and outward energies through
a hypersurface is NOT the energy flux of the full energy through the same hypersurface.
Similarly in general the sum of inward and outward energies in an annulus Σ = {x ∈ R :
R1 < |x| < R2} is NOT the energy contained in Σ, as shown in Remark 1.4. In fact error
terms as below may appear
± 1
2R
∫
|x|=R
|u(x, t)|2dσR(x),
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as we found in the proof of Lemma 2.1. We have to keep track of them and show that all
these terms are finally canceled out.
The case away from t-axis If the region Φ is away from the t-axis, then we may apply
Guass’ formula on the surface integral. For convenience we define w(x, t) = |x|u(x, t). We will
also use spherical coordinates in order to simplify the calculation and take advantage of the
spatial symmetric assumption on Ω. Our argument below involves second derivatives. We may
apply smooth approximation techniques if the solution is not sufficiently smooth. We start by
recalling
|∇u|2 = |ur|2 + |uθ|
2
r2
+
|uϕ|2
r2 sin2 θ
⇒ | /∇u|2 = 1
r2
(
|uθ|2 + |uϕ|
2
sin2 θ
)
. (6)
We may plug this in V− and calculate its divergence
4 divV− =
(
∂r +
2
r
)[
1
r2
(
2
p+ 1
· |w|
p+1
rp−1
− |wr + wt|2 + |uθ|2 + |uϕ|
2
sin2 θ
)]
+ ∂t
[
1
r2
(
2
p+ 1
· |w|
p+1
rp−1
+ |wr + wt|2 + |uθ|2 + |uϕ|
2
sin2 θ
)]
We observe the fact (∂r + 2/r) (X/r
2) = (1/r2)∂rX and obtain
4 divV− =
2
r2
(wr + wt)(wtt − wrr) + 1
r2
(∂r + ∂t)
[
2
p+ 1
· |w|
p+1
rp−1
+ |uθ|2 + |uϕ|
2
sin2 θ
]
=
2
r2
(wr + wt)
(
wtt − wrr + |w|
p−1w
rp−1
)
− 2(p− 1)
p+ 1
· |w|
p+1
rp+2
+
1
r2
(∂r + ∂t)
[
|uθ|2 + |uϕ|
2
sin2 θ
]
.
We recall the expression of Laplace operator in spherical coordinates
∆u = urr +
2
r
ur +
1
r2 sin θ
∂θ(uθ sin θ) +
uϕϕ
r2 sin2 θ
.
This enables us to write down the equation w satisfies
wtt = rutt = −r|u|p−1u+ r∆u
= −|w|
p−1w
rp−1
+ wrr +
1
r2 sin θ
∂θ(wθ sin θ) +
wϕϕ
r2 sin2 θ
.
Plugging this in the expression of divV− we have
4 divV− =
2
r2
(wr + wt)
(
1
r2 sin θ
∂θ(wθ sin θ) +
wϕϕ
r2 sin2 θ
)
− 2(p− 1)
p+ 1
|u|p+1
|x|
+
1
r2
(∂r + ∂t)
(
|uθ|2 + |uϕ|
2
sin2 θ
)
= J1(r, θ, ϕ, t) + J2(x, t) + J3(r, θ, ϕ, t).
Now we apply Guess’ formula on the surface integral in the left hand of energy flux formula and
obtain
4
∫
∂Ω
V− · dS = 4
∫∫
Ω
divV−dxdt = I1 + I2 + I3
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The integrals I1, I2 and I3 are defined by
Ik =
∫∫
Ω
Jkdxdt =
∫∫
Φ
∫ pi
0
∫ 2pi
0
Jk · r2 sin θ dϕdθdrdt, k = 1, 2, 3.
In particular we have
I2 = −2(p− 1)
p+ 1
∫∫
Ω
|u|p+1
|x| dxdt.
Now we deal with the most difficult term I1.
I1 =
∫∫
Φ
∫ pi
0
∫ 2pi
0
J1(r, θ, ϕ, t)r
2 sin θ dϕdθdrdt
=
∫∫
Φ
∫ pi
0
∫ 2pi
0
2(wr + wt)
(
1
r2
∂θ(wθ sin θ) +
wϕϕ
r2 sin θ
)
dϕdθdrdt
= −
∫∫
Φ
∫ pi
0
∫ 2pi
0
2
r2
[
(wθr + wθt)(wθ sin θ) + (wϕr + wϕt) · wϕ
sin θ
]
dϕdθdrdt
= −
∫∫
Φ
∫ pi
0
∫ 2pi
0
1
r2
[
(∂r + ∂t)
(
|wθ|2 + |wϕ|
2
sin2 θ
)]
sin θ dϕdθdrdt
= −
∫∫
Φ
∫ pi
0
∫ 2pi
0
1
r2
{
(∂r + ∂t)
[
r2
(
|uθ|2 + |uϕ|
2
sin2 θ
)]}
sin θ dϕdθdrdt
= −
∫∫
Φ
∫ pi
0
∫ 2pi
0
[
2
r
(
|uθ|2 + |uϕ|
2
sin2 θ
)
+ r2J3(r, θ, ϕ, t)
]
sin θ dϕdθdrdt
= −
∫∫
Ω
2| /∇u|2
|x| dxdt− I3
In the final step we use the expression of | /∇u|2 in spherical coordinates (6). Collecting all the
terms I1, I2 and I3 we have
4
∫
∂Ω
V− · dS = −2(p− 1)
p+ 1
∫∫
Ω
|u|p+1
|x| dxdt −
∫∫
Ω
2| /∇u|2
|x| dxdt.
This proves the energy flux formula when Φ is away from the t-axis.
The case with boundary on t-axis Now let us consider the case when part of the boundary
is on the t-axis. In this case a limit process r → 0+ is required. More precisely we first apply
energy flux formula away from t-axis on the region Ωr = Ω ∩ {(x, t) ∈ R3 × R : |x| ≥ r} and
then make r → 0+. In order to complete the proof we only need to show that there exists a
positive, nonnegative, continuous measure so that the following identity holds for all t1 < t2 and
c1, c2 ∈ {−1, 0, 1}.
lim
r→0+
∫
S(t1+c1r,t2+c2r,r)
V− · dS = +πµ([t1, t2]).
Here S(t1, t2, r) = {(x, t) : |x| = r, t1 < t < t2} is a circular cylinder oriented inward. Please
see figure 2 for an illustration of this limit process in three different cases with c2 = −1, 0, 1,
respectively. The geometric meaning of c1 is similar. We may plug in the definition of V− and
write the surface integral above in details.
lim
r→0+
∫
S(t1+c1r,t2+c2r,r)
(
1
4
|L+u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
)
dS = πµ([t1, t2]). (7)
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Figure 2: Illustration of the limit process r → 0+
We first define
P (t) = lim
r→0+
∫
S(0,t,r)
(
1
4
|L+u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
)
dS.
If t < 0, we integrate on the surface S(t, 0, r) but multiply the integral by −1. The proof consists
of four steps.
(1) The limit in the left hand side of (7) always converges. Thus the function P (t) is well
defined. It is clear we then have
lim
r→0+
∫
S(t1,t2,r)
(
1
4
|L+u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
)
dS = P (t2)− P (t1).
(2) The function P (t) is continuous and nondecreasing. In addition3 P (+∞)−P (−∞) .p E.
(3) The function P (t) defines a nonnegative, continuous, finite measure by πµ([t1, t2]) =
P (t2)− P (t1). Thus identity (7) holds for c1 = c2 = 0.
(4) We prove that identity (7) also holds for other choices of c1, c2.
Step 1 We consider the region Ωr = {(x, t) : r ≤ |x| ≤ r0, t1 + c1|x| ≤ t ≤ t2 + c2|x|} with
0 < r < r0, which is away from t-axis. Thus we may apply energy flux formula on this region.∫
S(t1+c1r,t2+c2r,r)
(
1
4
|L+u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
)
dS +
∫
Σ1(r)
V− · dS
+
∫
Σ2(r)
V− · dS+
∫
Σ3
V− · dS = −
∫∫
Ωr
(
p− 1
2(p+ 1)
|u|p+1
|x| +
1
2
| /∇u|2
|x|
)
dxdt.
Here Σj(r) = {(x, t) : t = tj + cj|x|, r ≤ |x| ≤ r0}, j = 1, 2 and Σ3 = {(x, t) : |x| = r0, t1+ c1r0 ≤
t ≤ t2 + c2r0}. The first term is the integral we are interested in. All the other terms in the
identity above converge as r → 0+. Because
• The integral on Σj , j = 1, 2 converges as r → 0+ by either Remark 3.5, if cj = ±1, or
finiteness of energy, if cj = 0.
• The integral on Σ3 is independent to r.
• The double integral in the right hand side converges by Morawetz estimates.
As a result the first term above converges as r → 0+.
3Since P (t) is nondecreasing, P (±∞) represents its limits at infinity
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Step 2 We first show that P (t) is continuous. Without loss of generality, let us assume t > 0.
If we choose the region Ω(r, t) = {(x, t′) : r ≤ |x| ≤ 1, 0 ≤ t′ ≤ t}, apply energy flux formula and
let r → 0+, we obtain
P (t) + E−(t; 0, 1)− E−(0; 0, 1)+
∫
S(0,t,1)
(
−1
4
|L+u|2 + 1
4
∣∣ /∇u∣∣2 + |u|p+1
2(p+ 1)
)
dS
= −
∫∫
Ω(t)
(
p− 1
2(p+ 1)
|u|p+1
|x| +
1
2
| /∇u|2
|x|
)
dxdt.
Here Ω(t) = {(x, t′) : |x| ≤ 1, 0 ≤ t′ ≤ t}. Because all other terms are continuous in t, we obtain
the continuity of P (t). In order to show the monotonicity, we only need to show
P (t2)− P (t1) = lim
r→0+
∫
S(t1,t2,r)
(
1
4
|L+u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
)
dS ≥ 0
for all t2 > t1. We first observe
∫ ∞
0
[
1
r
∫
S(−∞,∞,r)
(
|u|p+1 + ∣∣ /∇u∣∣2) dS
]
dr =
∫∫
R3×R
|u|p+1 +
∣∣ /∇u∣∣2
|x| dxdt .p E.
Thus there exists a sequence rn → 0+ so that
lim
n→∞
∫
S(−∞,∞,rn)
(
|u|p+1 + ∣∣ /∇u∣∣2) dS = 0.
As a result, we have the monotonicity
P (t2)− P (t1) = lim
n→∞
1
4
∫
S(t1,t2,rn)
|L+u|2 dS ≥ 0.
Similarly we observe
∫ R
0
∫
S(−∞,∞,r)
(
|u|p+1 +
∣∣ /∇u∣∣2 + |L+u|2) dSdr
.1
∫ ∞
−∞
∫
|x|<R
(
|u|p+1 + ∣∣ /∇u∣∣2 + |Lu|2 + |ut|2) dxdt
.1
∫ ∞
−∞
∫
|x|<R
(|u|p+1 + |∇u|2 + |ut|2) dxdt+ 1
R
∫ ∞
−∞
∫
|x|=R
|u|2dσR(x)dt
.pRE.
Here we use Remark 2.2 and Corollary 2.17. The inequality above immediately gives
lim inf
r→0+
∫
S(−∞,∞,r)
(
|u|p+1 +
∣∣ /∇u∣∣2 + |L+u|2) dS .p E.
This implies P (+∞)− P (−∞) .p E.
Step 3 Now we collect all information about P (t) obtained in step 2. According to measure
theory, there exists a nonnegative, continuous, finite Borel measure µ, so that µ([t1, t2]) =
P (t2)− P (t1). Readers may refer to Tao [31] for related measure theory.
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Step 4 Let us recall the sequence rn introduced in Step 2. The integral of | /∇u|2+ |u|p+1 over
cylinder {(x, t) : |x| = rn} can be ignored if we consider the limit as n → +∞. Thus for any
constant ε > 0 we have
lim
r→0+
∫
S(t1+c1r,t2+c2r,r)
(
1
4
|L+u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
)
dS
= lim
n→∞
1
4
∫
S(t1+c1rn,t2+c2rn,rn)
|L+u|2 dS
≤ lim
n→∞
1
4
∫
S(t1−ε,t2+ε,rn)
|L+u|2 dS
= lim
n→∞
∫
S(t1−ε+0·rn,t2+ε+0·rn,rn)
(
1
4
|L+u|2 − 1
4
∣∣ /∇u∣∣2 − |u|p+1
2(p+ 1)
)
dS
=πµ([t1 − ε, t2 + ε]).
In the same way we can find a lower bound πµ([t1 + ε, t2 − ε]) for the limit above. Finally we
make ε→ 0+ and obtain the desired identity (7) by the continuity of the measure µ.
Remark 3.7. If we follow a similar limit process for the energy flux of outward energy, we will
obtain the same measure µ as in the case of inward energy. There are two different ways to show
this.
• We may apply smooth approximation techniques and use the following fact: If the solution
u(x, t) is sufficiently smooth near the origin, then we obtain dµ(t) = |u(0, t)|2dt in both
limit processes by the following calculation
lim
r→0+
∫
|x|=r
∣∣∣∣∇u · x|x| + u|x| ± ut
∣∣∣∣
2
dσr(x) = 4π|u(0, t)|2
• Let us temporarily use notations µ− (inward case) and µ+ (outward case) for measures we
obtained in the limit process above. Following the same argument as in Section 4, we have
E−(t2)− E−(t1) = −πµ−([t1, t2])−M(R3 × [t1, t2]);
E+(t2)− E+(t1) = +πµ+([t1, t2]) +M(R3 × [t1, t2]).
A combination of these identities with the fact E+(t) + E−(t) = E shows µ−([t1, t2]) =
µ+([t1, t2]) for all t1 < t2.
3.3 Energy Flux Formula for Cones
We can apply our general energy flux formula on a cone region. This will be frequently used in
Section 4.
Proposition 3.8 (Cone Law). Given any s0 > t0, we can define Ω = {(x, t) : t ≥ t0, |x|+t ≤ s0}
to be a cone region and obtain the following identity from energy flux formula
E−(t0; 0, s0 − t0) = πµ([t0, s0]) +Q−−(s0; t0, s0) +M(Ω).
We can substitute s0 by t0 + r0 with r0 > 0 and rewrite this in the form
E−(t0; 0, r0) = πµ([t0, t0 + r0]) +Q−−(t0 + r0; t0, t0 + r0) +M(Ω).
4 Energy Distribution of Solutions
In this section we apply the inward/outward energy method to prove Theorem 1.5 and then
proves the weighted Morawetz estimates. Throughout this section we assume that 3 ≤ p ≤ 5
and u is a solution to (CP1) with a finite energy E.
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4.1 Asymptotic Behaviour of Inward and Outward Energies
An upper bound on µ(R) All inward and outward energies are clearly bounded above by
the full energy E, since E = E−(t) + E+(t). We also know that all the energy fluxes Q’s are
smaller or equal to E, according to Remark 3.5. Let us give a similar upper bound of µ(R).
Lemma 4.1 (Measure bound). Let u be a solution to (CP1) with an energy E. Then the measure
µ in the energy flux formula satisfies πµ(R) ≤ E.
Proof. We apply cone law on the region Ω(s, t0) = {(x, t) : |x|+ t ≤ s, t ≥ t0} for any t0 < s and
obtain
E−(t0; 0, s− t0) = πµ([t0, s]) +Q−−(s; t0, s) +M(Ω(s, t0)),
as shown in figure 3. Making t0 → −∞ we have
πµ((−∞, s]) +Q−−(s) +M({(x, t) : |x|+ t ≤ s}) ≤ E.
Finally we let s→ +∞ in the inequality above to obtain πµ(R) ≤ E.
μ
μ
Q-(s;t0,s)
-
E-(t0,0,s-t0)
(s,t0)
s
Q-(s)
-
|x|+t≤s
E- ≤E
t0→-∞
s
Figure 3: Illustration for proof of Lemma 4.1
Monotonicity and asymptotic behaviour Next we consider the monotonicity and asymp-
totic behaviour of inward and outward energies as t→ ±∞. Let us first give a technical lemma.
Lemma 4.2. Given any t0 ∈ R and 0 < r1 < r2, we have∫ r2
r1
Q−−(t0 + r; t0, t0 + r)dr ≤ r2M(Ω(t0, r1, r2)).
Here Ω(t0, r1, r2) = {(x, t) : t ≥ t0, t0+r1 ≤ t+ |x| ≤ t0+r2} is a cone shell region. In particular
we have the following lower limit for any fixed t0 ∈ R,
lim inf
r→+∞
Q−−(t0 + r; t0, t0 + r) = 0.
Proof. We may recall the definition of Q−− and conduct a straightforward calculation∫ r2
r1
Q−−(t0 + r; t0, t0 + r)dr =
1√
2
∫ r2
r1
∫
C−(t0+r;t0,t0+r)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2) dSdr
=
∫∫
Ω(t0,r1,r2)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2) dxdt
≤ r2
∫∫
Ω(t0,r1,r2)
(
p− 1
2(p+ 1)
· |u|
p+1
|x| +
1
2
·
∣∣ /∇u∣∣2
|x|
)
dxdt
= r2M(Ω(t0, r1, r2)).
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t0+r2
t0+r1
t=t0
+r1;t0,t0+r1)
C-(t0+r2;t0,t0+r2)
(t0,r1
Figure 4: Illustration of integral region
Here we use the fact Ω(t0, r1, r2) ⊂ B(0, r2)×R, as shown in figure 4. In order to prove the lower
limit, we choose r2 = 2r1 in the integral estimate above and apply the mean value theorem. We
obtain
inf
r∈[r1,2r1]
Q−−(t0 + r; t0, t0 + r) ≤
1
r1
∫ 2r1
r1
Q−−(t0 + r; t0, t0 + r)dr ≤ 2M(Ω(t0, r1, 2r1)).
Finally we observe the fact M(Ω(t0, r1, 2r1))→ 0 as r1 → +∞ to finish the proof.
Now we are ready to prove the monotonicity and limits of inward/outward energies. This gives
Part (a) of Theorem 1.5.
Proposition 4.3 (Monotonicity and limits). The inward energy E−(t) is a decreasing function
of t, while the outward energy E+(t) is an increasing function of t. In addition
lim
t→+∞E−(t) = 0; limt→−∞E+(t) = 0.
Proof. Let us prove the monotonicity and limit of inward energy. The outward energy can be
dealt with in the same way. First of all, we apply inward energy flux formula on the truncated
cone region Ω(t1, t2, s) = {(x, t) : t1 ≤ t ≤ t2, |x| + t ≤ s} for s ≥ t2 > t1, as shown in the left
upper corner of figure 5.
E−(t2; 0, s− t2)− E−(t1; 0, s− t1) = −πµ([t1, t2])−Q−−(s; t1, t2)−M(Ω(t1, t2, s)). (8)
By Lemma 4.2, we have
lim inf
s→+∞
Q−−(s; t1, t2) ≤ lim infs→+∞ Q
−
−(s; t1, s) = 0.
Therefore we can make s→∞ in the identity above and obtain the monotonicity
E−(t2)− E−(t1) = −πµ([t1, t2])−M(R3 × [t1, t2]) < 0.
This identity can be understood as the energy flux formula on the unbounded region R3× [t1, t2],
as shown in the right upper corner of figure 5. Please note that the rectangular boxes in this
figure (and subsequent figures) represent unbounded regions. The hollow arrows besides the
rectangular boxes indicate the directions in which the region may extend infinitely. Next we
apply cone law on Ω(t0, r0) = {(x, t) : |x|+ t ≤ t0 + r0, t ≥ t0} with t0 ∈ R and r0 > 0, as shown
in the lower part of figure 5
E−(t0; 0, r0) = πµ([t0, t0 + r0]) +Q−−(t0 + r0; t0, t0 + r0) +M(Ω(t0, r0)).
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According to Lemma 4.2, we can take a limit r0 → +∞ and give an expression of E−(t0) in
terms of µ and Morawetz integral.
E−(t0) = πµ([t0,∞)) +M(R3 × [t0,∞)). (9)
Finally we can make t0 → +∞ and finish the proof.
E-(t2;0,s-t2)
Q-(s;t1,t2)
(t1,t2,s)
-
E-(t2)
R
3 x[t1,t2]
Q-(t0+r0;t0,t0+r0)
-

(t0,r0)
R3 x[t0,)
Figure 5: Illustration for proof of Proposition 4.3
Corollary 4.4. We have the limits
lim
t→−∞
E−(t) = E; lim
t→+∞
E+(t) = E;
lim
t→±∞
∫
R3
(
|u(x, t)|p+1 +
∣∣ /∇u(x, t)∣∣2) dx = 0.
Remark 4.5. Making t→ −∞ in identity (9) we have
πµ(R) +M(R3 × R) = E.
This means that all the energy eventually changes from inward energy to outward energy in either
of the following ways
• Inward waves travel through the origin and become outward waves. The amount of energy
carried by these inward waves is πµ(R).
• Inward energy is transformed to outward energy by the effect of wave propagation at all
times and places. The total amount of energy transformed in this way is exactly the integral
M(R3 × R).
We also have asymptotic behaviour of energy flux
Proposition 4.6. We have the limits
lim
s→+∞Q
−
−(s) = 0; limτ→−∞Q
+
+(τ) = 0.
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Proof. Again we only give a proof for inward energy flux. An application of inward energy flux
on the region Ω(t0, s, s
′) = {(x, t) : t0 ≤ t ≤ s, s ≤ |x|+ t ≤ s′} with t0 < s < s′ gives (Please see
left upper part of figure 6)
E−(s; 0, s′ − s)− E−(t0; s− t0, s′ − t0) = Q−−(s; t0, s)−Q−−(s′; t0, s)−M(Ω(t0, s, s′)). (10)
Making s′ → ∞ we can discard the term Q−−(s′; t0, s) as in the proof of Proposition 4.3 and
rewrite the identity above into
E−(s) +M({(x, t) : |x|+ t ≥ s, t0 ≤ t ≤ s}) = E−(t0; s− t0,∞) +Q−−(s; t0, s),
as shown in left lower part of figure 6. Next we can take a limit as t0 → −∞.
E−(s) +M({(x, t) : |x|+ t ≥ s, t ≤ s}) = lim
t→−∞
E−(t; s− t,∞) +Q−−(s).
Please see right half of figure 6. Finally we observe that both terms in left hand converges to
zero as s→ +∞ and finish the proof.
Q-(	
0,
E-
s
Q-fffi0flffi
 -(t0;!"#0$%&')0)
Ω(t0*-./01
2-345
6-(t0789:0,<)
-
-
Q-=>?@0ABC
-
D-FGH
{(x,t):|x|+tIs,tJs}
lim E-
Figure 6: Illustration for proof of Proposition 4.6
Asymptotic travel speed of energy Finally we prove that the energy eventually travels to
the infinity at a speed at least close to the light speed as t→ ±∞.
Proposition 4.7. For any constant c ∈ (0, 1), we have
lim
t→±∞
E±(t; 0, c|t|) = 0.
Proof. Without loss of generality we prove the limit of inward energy. Figure 7 gives an illus-
tration of the proof and may be helpful for readers. We start by
E−(t; 0, c|t|) ≤ E−(t; 0, r), ∀r > c|t|; ⇒ E−(t; 0, c|t|) ≤ 2
(1− c)|t|
∫ c+1
2 |t|
c|t|
E−(t; 0, r)dr. (11)
We then apply the cone law on Ω(t, r) = {(x, t′) : t′ ≥ t, t′+|x| ≤ t+r} with r ∈ [c|t|, (c+1)|t|/2].
E−(t; 0, r) = πµ([t, t+ r]) +Q−−(t+ r; t, t+ r) +M(Ω(t, r))
≤ sup
r∈(c|t|, c+12 |t|)
{
πµ([t, t+ r]) +M(Ω(t, r))
}
+Q−−(t+ r; t, t+ r)
= πµ([t, (1− c)t/2]) +M(Ω(t, (c+ 1)|t|/2)) +Q−−(t+ r; t, t+ r)
= P (t) +Q−−(t+ r; t, t+ r).
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Figure 7: Illustration for proof of Proposition 4.7
Here the function P (t) = πµ([t, (1 − c)t/2]) +M(Ω(t, (c + 1)|t|/2)) → 0 as t → −∞. We may
plug this upper bound of E−(t; 0, r) in the inequality (11) and obtain
E−(t; 0, c|t|) ≤ P (t) + 2
(1− c)|t|
∫ c+1
2 |t|
c|t|
Q−−(t+ r; t, t+ r)dr
≤ P (t) + 1 + c
1− cM
({
(x, t′) : t′ ≥ t, (1− c)t ≤ t′ + |x| ≤ 1− c
2
t
})
. (12)
Here we apply Lemma 4.2. Because both terms in the right hand side of inequality (12) converge
to zero as t→ −∞, we finally finish the proof.
Before we conclude this subsection, we verify Part (b) of Theorem 1.5.
Corollary 4.8. Given any constant c ∈ (0, 1), we have
lim
t→±∞
∫
|x|<c|t|
(
1
2
|∇u(x, t)|2 + 1
2
|ut(x, t)|2 + 1
p+ 1
|u(x, t)|p+1
)
dx = 0.
Proof. By the definition of E± and Remark 2.2 we have∫
|x|<c|t|
(
1
2
|∇u|2 + 1
2
|ut|2 + 1
p+ 1
|u|p+1
)
dx ≤ E−(t; 0, c|t|) + E+(t; 0, c|t|).
The right hand converges to zero as t→ ±∞, thanks to Proposition 4.3 and Proposition 4.7.
4.2 Weighted Morawetz Estimates
Proposition 4.9 (General Weighted Morawetz). Let 3 ≤ p < 5 and 0 < γ < 1. Assume that
the function a(r) ∈ C([0,∞)) satisfies
• a(r) is absolutely continuous in [0, R] for any R ∈ R+;
• Its derivative satisfies 0 ≤ a′(r) ≤ γa(r)/r almost everywhere r > 0.
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If u is a solution to (CP1) with a finite energy so that
K1 =
∫
R3
a(|x|)
[
1
4
|(L+(u0, u1))(x)|2 + 1
4
| /∇u0(x)|2 + 1
2(p+ 1)
|u0(x)|p+1
]
dx <∞,
then we have
π
∫ ∞
0
a(t)dµ(t) +
∫∫
R3×R+
a(|x|+ t)
(
p− 1− 2γ
2(p+ 1)
· |u|
p+1
|x| +
1− γ
2
· | /∇u|
2
|x|
)
dxdt ≤ K1,
where µ is the measure in the energy flux formula.
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Figure 8: Illustration of regions in the proof of Proposition 4.9
Proof. According to Proposition 2.12, the solution u is defined for all time t ∈ R. We apply the
energy flux formula of inward energy on the region Ω(s, s′) = {(x, t) : s ≤ |x|+ t ≤ s′, t ≥ 0}, as
shown in figure 8, and obtain (s < s′)
E−(0, s, s′)−Q−−(s′, 0, s′)− πµ([s, s′]) +Q−−(s; 0, s)−M(Ω(s, s′)) = 0.
Next we recall lim
s′→+∞
Q−−(s
′) = 0 by Proposition 4.6, make s′ → +∞ and obtain the energy flux
formula for unbounded region Ω(s) = {(x, t) : t ≥ 0, |x|+ t ≥ s}.
E−(0, s,∞)− πµ([s,∞)) +Q−−(s; 0, s)−M(Ω(s)) = 0.
We move the terms with a negative sign to the other side of the identity, then write down the
details about energy flux Q, inward energy E− and Morawetz integral M.
πµ([s,∞)) +
∫∫
Ω(s)
(
p− 1
2(p+ 1)
· |u|
p+1
|x| +
1
2
· | /∇u|
2
|x|
)
dxdt
=
∫
|x|>s
e−(x, 0)dx +
1√
2
∫
C−(s;0,s)
(
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2) dS. (13)
Here we use the following notation for convenience.
e−(x, 0) =
1
4
|(L+(u0, u1))(x)|2 + 1
4
| /∇u0(x)|2 + 1
2(p+ 1)
|u0(x)|p+1.
We then multiply both sides by a′(s) and integrate for s from 0 to R≫ 1
π
∫ ∞
0
[aR(t)−aR(0)]dµ(t) +
∫∫
R3×R+
[aR(|x|+ t)−aR(0)]
(
p− 1
2(p+ 1)
· |u|
p+1
|x| +
1
2
· | /∇u|
2
|x|
)
dxdt
=
∫
R3
[aR(|x|) − aR(0)]e−(x, 0)dx +
∫∫
Ω(0,R)
a′(|x|+ t)
[
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2] dxdt. (14)
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Here aR is a truncated version of a defined by
aR(x) =
{
a(x), if 0 ≤ x < R;
a(R), if x ≥ R.
Next we recall the expression of E−(0) in term of µ and the Morawetz integral, as given in (9)
and rewrite it in the form of
πµ([0,∞)) +
∫∫
R3×R+
(
p− 1
2(p+ 1)
· |u|
p+1
|x| +
1
2
· | /∇u|
2
|x|
)
dxdt =
∫
R3
e−(x, 0)dx.
We then multiply both sides of this identity by aR(0), add it to (14) and obtain
π
∫ ∞
0
aR(t)dµ(t) +
∫∫
R3×R+
aR(|x|+ t)
(
p− 1
2(p+ 1)
· |u|
p+1
|x| +
1
2
· | /∇u|
2
|x|
)
dxdt
=
∫
R3
aR(|x|)e−(x, 0)dx +
∫∫
Ω(0,R)
a′(|x|+ t)
[
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2] dxdt.
Now we have the key observation by the assumption on the function a∫∫
Ω(0,R)
a′(|x|+ t)
[
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2] dxdt
≤
∫∫
Ω(0,R)
γa(|x|+ t)
|x|+ t
[
1
p+ 1
|u|p+1 + 1
2
∣∣ /∇u∣∣2] dxdt
≤
∫∫
Ω(0,R)
γaR(|x| + t)
[
1
p+ 1
· |u|
p+1
|x| +
1
2
·
∣∣ /∇u∣∣2
|x|
]
dxdt.
This immediately gives us
π
∫ ∞
0
aR(t)dµ(t) +
∫∫
R3×R+
aR(|x|+ t)
(
p− 1− 2γ
2(p+ 1)
· |u|
p+1
|x| +
1− γ
2
· | /∇u|
2
|x|
)
dxdt
≤
∫
R3
aR(|x|)e−(x, 0)dx ≤ K1.
Finally we can make R→ +∞ and finish our proof.
Remark 4.10. Let p = 3 and γ = 1. If a weight function a(r) and a solution u satisfy conditions
in Proposition 4.9, then we can follow the same argument as above and obtain
π
∫ ∞
0
a(t) dµ(t) +
∫∫
R3×R+
a(|x|+ t)t
|x|(|x| + t)
(
1
4
|u|4 + 1
2
| /∇u|2
)
dxdt ≤ K1.
Corollary 4.11 (Weighted Morawetz). Assume that 3 ≤ p < 5 and 0 < κ < 1. Let u be a
solution to (CP1) with a finite energy so that
K =
∫
R3
|x|κ
(
1
4
|(L+(u0, u1))(x)|2 + 1
4
| /∇u0(x)|2 + 1
2(p+ 1)
|u0(x)|p+1
)
dx <∞,
then we have the following weighted Morawetz estimates∫ ∞
0
tκdµ(t) .p K;
∫ ∞
0
∫
R3
(|x|+ t)κ (|u(x, t)|p+1 + | /∇u(x, t)|2)
|x| dxdt .p,κ K.
Here µ is the measure in the energy flux formula. In addition we have the decay estimate
E−(t) .p,κ Kt−κ, t > 0.
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Proof. We apply Proposition 4.9 with a(r) = rκ, γ = κ and K1 = K. This immediately gives us
the weighted Morawetz estimates. In order to obtain the decay estimate we use the expression
of inward energy (9)
E−(t) = πµ([t,∞)) +
∫ ∞
t
∫
R3
(
p− 1
2(p+ 1)
|u|p+1
|x| +
1
2
| /∇u|2
|x|
)
dxdt′
.p t
−κ
∫ ∞
t
(t′)κdµ(t′) + t−κ
∫ ∞
t
∫
R3
(|x|+ t′)κ (|u(x, t′)|p+1 + | /∇u(x, t′)|2)
|x| dxdt
′
.p,κ Kt
−κ.
5 Application on Scattering Theory
In this section we give a scattering theory as an application of our inward/outward energy theory
and weighted Morawetz estimates. The idea is to combine the decay estimates obtained above
with the local theory. We first give an abstract scattering theory.
Lemma 5.1. Let 3 ≤ p ≤ 5. Assume that the constants 1 < q1, r1, q2, r2 < ∞ and k1, k2 > 0
satisfy
1/q2 + 3/r2 = 1/2; k1 + k2 = p− 1;
k1/q1 + k2/q2 = 1/2; k1/r1 + k2/r2 = 1/2.
If u is a finite-energy solution to (CP1) with ‖u‖Lq1Lr1(R+×R3) < +∞, then we also have
‖u‖L2(p−1)L2(p−1)(R+×R3) < +∞.
In addition, the solution scatters in the space H˙1 × L2(R3) in the positive time direction. More
precisely, there exists (v+0 , v
+
1 ) ∈ H˙ × L2(R3), so that
lim
t→+∞
∥∥∥∥
(
u(·, t)
∂tu(·, t)
)
− SL(t)
(
v+0
v+1
)∥∥∥∥
H˙1×L2
= 0.
Proof. In this proof we will use the notation F (u) = −|u|p−1u. First of all, we can apply
Strichartz estimates and conclude that for any T > 0
‖u‖Lq2Lr2([0,T ]×R3)+‖D1/2x u‖L4L4([0,T ]×R3)
. ‖(u0, u1)‖H˙1×L2(R3) + ‖F (u)‖L1L2([0,T ]×R3) < +∞.
As a result, if we fix a time t0 > 0, then the function defined by
gt0(T ) = ‖u‖Lq2Lr2([t0,T ]×R3) + ‖D1/2x u‖L4L4([t0,T ]×R3)
is always a continuous real-valued function of T ∈ [t0,∞). Furthermore, we can apply Strichartz
estimates and obtain
gt0(T ) . ‖(u(·, t0), ∂tu(·, t0))‖H˙1×L2 + ‖D1/2x F (u)‖L4/3L4/3([t0,T ]×R3).
We may apply the energy conservation law and the “chain rule” Lemma 2.6 here:
gt0(T ) . E
1/2 + ‖D1/2x u‖L4L4([t0,T ]×R3)‖F ′(u)‖L2L2([t0,T ]×R3).
The assumptions on the constants p1, r1, p2, r2, k1, k2 guarantee that the following Ho¨lder in-
equality holds
‖F ′(u)‖L2L2 .1 ‖|u|p−1‖L2L2 ≤ ‖u‖k1Lq1Lr1‖u‖k2Lq2Lr2 . (15)
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Thus we obtain an inequality about gt0
gt0(T ) . E
1/2 + ‖D1/2x u‖L4L4([t0,T ]×R3)‖u‖k1Lp1Lr1([t0,T ]×R3)‖u‖
k2
Lq2Lr2([t0,T ]×R3)
. E1/2 + ‖u‖k1Lq1Lr1([t0,T ]×R3) (gt0(T ))
k2+1 .
In other words, there exists a constant C independent of t0, T , so that
gt0(T ) ≤ CE1/2 + C‖u‖k1Lp1Lr1([t0,T ]×R3) (gt0(T ))
k2+1 . (16)
We may choose a small constant ε > 0, so that
2CE1/2 > CE1/2 + Cεk1
(
2CE1/2
)k2+1
. (17)
Since ‖u‖Lq1Lr1(R+×R3) < +∞ and q1 < +∞, we can always find a time t0 so that
‖u‖Lq1Lr1([t0,∞)×R3) < ε.
Now we can simply compare the inequalities (16) and (17) to verify that gt0(T ) 6= 2CE1/2
for all T > t0. Next we observe gt0(t0) = 0, apply an argument of continuity and conclude
gt0(T ) < 2CE
1/2 for all T ≥ t0. This uniform upper bound implies
‖u‖Lq2Lr2([t0,∞)×R3) + ‖D1/2x u‖L4L4([t0,∞)×R3) ≤ 2CE1/2
⇒ ‖u‖Lq2Lr2(R+×R3) + ‖D1/2x u‖L4L4(R+×R3) < +∞.
Next we recall the inequality (15) to conclude
‖u‖p−1
L2(p−1)L2(p−1)(R+×R3) = ‖|u|p−1‖L2L2(R+×R3)
≤ ‖u‖k1Lq1Lr1(R+×R3)‖u‖k2Lq2Lr2(R+×R3) < +∞.
Thus ‖u‖L2(p−1)L2(p−1)(R+×R3) < +∞. The inequalities above also imply
‖D1/2x F (u)‖L4/3L4/3(R+×R3) . ‖D1/2x ‖L4L4(R+×R3)‖F ′(u)‖L2L2(R+×R3) < +∞.
Finally we recall SL(t) preserve the H˙
1 × L2 norm, apply the Strichartz estimate to obtain
lim sup
t1,t2→+∞
∥∥∥∥SL(−t1)
(
u(·, t1)
∂tu(·, t1)
)
− SL(−t2)
(
u(·, t2)
∂tu(·, t2)
)∥∥∥∥
H˙1×L2(R3)
= lim sup
t1,t2→+∞
∥∥∥∥SL(t2 − t1)
(
u(·, t1)
∂tu(·, t1)
)
−
(
u(·, t2)
∂tu(·, t2)
)∥∥∥∥
H˙1×L2(R3)
. lim sup
t1,t2→+∞
‖D1/2x F (u)‖L4/3L4/3([t1,t2]×R3)
=0.
Since H˙1 × L2 is a complete space, there exists (v+0 , v+1 ) ∈ H˙1 × L2 so that∥∥∥∥SL(−t)
(
u(·, t)
∂tu(·, t)
)
−
(
v+0
v+1
)∥∥∥∥
H˙1×L2
→ 0 ⇒
∥∥∥∥
(
u(·, t)
∂tu(·, t)
)
− SL(t)
(
v+0
v+1
)∥∥∥∥
H˙1×L2
→ 0.
Remark 5.2. Lemma 5.1 also holds for q1 = +∞ as long as we substitute the assumption
‖u‖Lq1Lr1(R+×R3) < +∞ by lim
t→+∞
‖u‖L∞Lr1([t,∞)×R3) = 0. We may combine the inward/outward
energy method and this abstract scattering theory to give a new proof of the following already
known result: Any global-in-time solution u to defocusing, energy critical 3D wave equation with
a finite energy must scatter in both two time directions. The proof consists of two major steps
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• We apply inward/outward energy method to show lim
t→±∞
E∓(t) = 0. This implies that
lim
t→±∞
‖u(·, t)‖L6(R3) = 0.
• We apply Lemma 5.1 with p = 5, (q1, r1) = (∞, 6), (q2, r2) = (4, 12) and (k1, k2) = (2, 2).
5.1 Proof of Theorem 1.7
Since the wave equation is time-reversible, we only need to prove the scattering in the positive
time direction. Let u and its initial data (u0, u1) be as in Theorem 1.7. According to Remark
2.2, we also have
K =
∫
R3
|x|κ
(
1
4
|L+(u0, u1)|2 + 1
4
| /∇u0|2 + 1
2(p+ 1)
|u0|p+1
)
dx < +∞. (18)
Now we may apply Corollary 4.11 and obtain
E−(t) .p,κ Kt−κ, t > 0; ⇒ ‖u(·, t)‖p+1Lp+1(R3) .p,κ Kt−κ, t > 0.
This means u ∈ LqLp+1([1,∞)×R3) for any q > (p+ 1)/κ. We also have u ∈ L∞Lp+1(R×R3)
by the energy conservation law. As a result we have
u ∈ LqLp+1(R+ × R3), ∀q > (p+ 1)/κ. (19)
Let us choose a constant β so that
max
{
5− p
2κ
, 4− p
}
< β < 1,
and then choose q1, r1, q2, r2, k1, k2 accordingly
1
q1
=
5− p
2(p+ 1)β
;
1
r1
=
1
p+ 1
;
1
q2
=
β + (p− 4)
2(p− 1)− 4β > 0;
1
r2
=
1− β
2(p− 1)− 4β > 0;
k1 =
(p+ 1)β
1 + β
> 0; k2 =
(p− 1)− 2β
1 + β
> 0.
One can check that the following identities hold
1
q2
+
3
r2
=
1
2
; k1 + k2 = p− 1; k1
q1
+
k2
q2
=
1
2
;
k1
r1
+
k2
r2
=
1
2
.
Our assumption on β guarantees q1 =
2(p+1)β
5−p > (p+ 1)/κ. Thus we have u ∈ Lq1Lr1(R+ ×R3)
by (19). Now we can apply Lemma 5.1 with these constants q1, r1, q2, r2, k1, k2 and the solution
u to conclude
(a) u ∈ L2(p−1)L2(p−1)(R+ × R3).
(b) The solution u scatters in the space H˙1 × L2 as t→ +∞.
According to Proposition 2.7, conclusion (a) implies that the scattering also happens in the space
H˙sp × H˙sp−1. This then gives the scattering of solution u in the spaces H˙s × H˙s−1(R3) for all
s ∈ [sp, 1] by Lamma 2.13.
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5.2 Proof of Theorem 1.10
There is a technical difficulty in the proof. We do not assume that the initial data come with a
finite energy. This can be solved by approximation techniques. Let us assume u has a maximal
lifespan (−T−, T+). We recall the following smooth cut-off operator introduced in Lemma 2.4
Pεf = φε · f, φε(x) = φ(x/ε),
where φ : R3 → [0, 1] is a radial, smooth cut-off function satisfying
φ(x) =
{
1, if |x| ≥ 1;
0, if |x| < 1/2;
and define (uε0, u
ε
1) = (Pεu0,Pεu1). A straightforward calculation shows∫
R3
|x| · |∇uε0|2dx =
∫
|x| · |φε(x)∇u0 + u0∇φε|2dx
≤ (1 + δ)
∫
R3
|x| · |φε∇u0|2dx+
(
1 +
1
δ
)∫
R3
|x| · |u0∇φε|2dx
≤ (1 + δ)
∫
R3
|x| · |∇u0|2dx+ C
(
1 +
1
δ
)∫
ε
2<|x|<ε
ε−1 · |u0(x)|2dx.
Here δ > 0 is an arbitrary constant. By Cauchy-Schwartz inequality we have
∫
ε
2<|x|<ε
ε−1 · |u0(x)|2dx ≤
(∫
ε
2<|x|<ε
|x| · |u0(x)|4dx
)1/2(∫
ε
2<|x|<ε
ε−2
|x| dx
)1/2
.1
(∫
ε
2<|x|<ε
|x| · |u0(x)|4dx
)1/2
→ 0, as ε→ 0+.
Thus we have
lim sup
ε→0+
∫
R3
|x| · |∇uε0|2dx ≤
∫
R3
|x| · |∇u0|2dx.
This implies
lim sup
ε→0+
∫
R3
|x|
(
1
2
|∇uε0|2 +
1
2
|uε1|2 +
1
4
|uε0|4
)
dx ≤
∫
R3
|x|
(
1
2
|u0|2 + 1
2
|u1|2 + 1
4
|u0|4
)
dx
= E1,0(u0, u1) < +∞.
Since the support of (uε0, u
ε
1) is contained in {x : |x| ≥ ε/2}, the inequality above means
E(uε0, u
ε
1) < +∞. By Remark 2.2, we also have
lim sup
ε→0+
∫
R3
|x|
(
1
4
|L+(uε0, uε1)|2 +
1
4
| /∇uε0|2 +
1
8
|uε0|4
)
dx ≤ E1,0(u0, u1).
Now we are able to apply Remark 4.10 with a(r) = r and conclude that the corresponding
solution uε to (CP1) with initial data (uε0, u
ε
1) satisfies the weighted Morawetz estimate
lim sup
ε→0+
∫∫
R3×R+
t
|x|
(
1
4
|uε(x, t)|4 + 1
2
| /∇uε(x, t)|2
)
dxdt ≤ E0,1(u0, u1).
Now let us consider the limit process ε → 0+. According to Lemma 2.4, we have ‖(uε0, uε1) −
(u0, u1)‖H˙1/2×H˙−1/2 → 0. This implies that uε(x, t) converges to u(x, t) almost everywhere in
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3 × [0, T+), possibly up to a subsequence, by the continuous dependence of solutions on initial
data, as given in Proposition 2.10. By Fatou’s lemma we have
∫ T+
0
∫
R3
t
|x| |u(x, t)|
4dxdt ≤ 4E1,0(u0, u1).
In addition, Corollary 2.9 guarantees that for sufficiently large radius R, we always have
∫ T+
0
∫
|x|>R+t
|u(x, t)|4dxdt < +∞.
We may fix such a radius R and an arbitrary time T ∈ (0, T+), use both two estimates above,
then obtain∫ T+
T
∫
R3
|u(x, t)|4dxdt =
∫ T+
T
∫
|x|>R+t
|x(x, t)|4dxdt +
∫ T+
T
∫
|x|<R+t
|x(x, t)|4dxdt
≤
∫ T+
T
∫
|x|>R+t
|x(x, t)|4dxdt + R+ T
T
∫ T+
T
∫
|x|<R+t
t
|x| |x(x, t)|
4dxdt
< +∞.
This immediately gives us the scattering in the positive time direction by the scattering criterion
given in Proposition 2.7. The negative time direction can be dealt with in the same manner
since the wave equation is time-reversible.
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