Abstract. A unified framework for automatic non-rigid 3D-3D and 3D-2D registration of medical images with static and dynamic deformations is proposed in this paper. The problem of non-rigid image registration is approached as a classical state estimation problem using a generic deformation model for the soft tissue. The registration technique employs a dynamic linear elastic continuum mechanics model of the tissue deformation, which is discretized using the finite element method. In the proposed method, the registration is achieved through a Kalman-like filtering process, which incorporates information from the deformation model and a vector of observation prediction errors computed from an intensity-based similarity/distance metric between images. With this formulation, single and multiple-modality, 3D-3D and 3D-2D image registration problems can all be treated within the same framework. The performance of the proposed registration technique was evaluated in a number of different registration scenarios. First, 3D magnetic resonance (MR) images of uncompressed and compressed breast tissue were co-registered. 3D MR images of the uncompressed breast tissue were also registered to a sequence of simulated 2D interventional MR images of the compressed breast. Finally, the registration algorithm was employed to dynamically track a target sub-volume inside the breast tissue during the process of the biopsy needle insertion based on registering pre-insertion 3D MR images to a sequence of real-time simulated 2D interventional MR images. Registration results indicate that the proposed method can be effectively employed for the registration of medical images in image-guided procedures such as breast biopsy in which the tissue undergoes static and dynamic deformations. Keywords: non-rigid registration, image-guided biopsy, finite element model-based registration, 3D-3D and 3D-2D registration, state estimation ¶ ITB A102,
Introduction
X-ray computed tomography (CT) and magnetic resonance imaging (MRI) provide detailed three dimensional (3D) images from human anatomical structures for diagnostic purposes. Interventional procedures, e.g., breast biopsy, are usually planed preoperatively based on high-resolution multi-modal images. However, such plans often need to be updated intra-operatively to account for possible movement and deformation of the underlying tissue. Fast (real-time) intra-operative images acquired using ultrasound (US) or interventional MRI systems would provide limited but current information on the status of the tissue. Intra-operative images can be registered to the pre-operative images to obtain a comprehensive understanding of tissue deformation and update operational plans accordingly. This paper presents a new method for the registration of medical images that can work for images of different modalities and dimensions. The key novelty of this technique is in the use of generic dynamic tissue deformation models within a state estimation framework, which can incorporate various image similarity/distance metrics to estimate tissue deformation.
Image registration is an ill-posed problem by itself (Modersitzki 2004) . A feasible solution to this problem can only be found if it is properly regularized. Many researchers have employed purely image-based statistical and geometrical models for the regularization (Wanga & Staiba 2000 , Ferrant, Nabavi, Macq, Jolesz, Kikinis & Warfield 2001 . Others have relied on more accurate physics-based models in an attempt to associate the mechanical deformation of a tissue to its geometry, dynamics, material properties, as well as environmental forces (Ferrant, Warfield, Guttmann, Mulkern, Jolesz & Kikinis 1999 , Schnabel, Tanner, Castellano-Smith, Degenhard, Leach, Hose & Hill 2003 , Kaus, Brock, Pekar, Dawson, Nichol & Jaffray 2007 . In (Brock, Sharpe, , Dawson, Kim & Jaffray 2005) , multi-object deformation models have been developed for the abdominal region of the human body and have been used in image registration. Finite element method (FEM)-based linear elastic deformation models have been employed for the registration of endorectal coil MRI in prostate radiotherapy planning (Hensel, Menard, Chung, Milosevic, Kirilova, Moseley, Haider & Brock 2007 , Crouch, Pizer, Chaney, Hu, Mageras & Zaider 2007 as well as for predicting respiratory motion of the lung tumor over a breathing cycle (Eom, Xu, De & Shi 2010) .
Breast tissue usually experiences a large non-rigid deformation between imaging sessions due to the patient's position (prone or supine), and/or the pressure from the imaging coils or immobilization plates. Therefore, the registration method has to be capable of handling large deformations of breast images. Non-rigid diffeomorphic registration algorithms are an important class of large-deformation mapping methods for volumetric 3D images (Beg, Miller, Trouvé & Younes 2005 , Ashburner 2007 , Vercauteren, Pennec, Perchant & Ayache 2009 ). In the image registration setting using the concept of large deformation by diffeomorphism metric mapping (LDDMM) (Beg et al. 2005) , the smoothness of the deformation is regularized by a geodesic energy obtained from a metric on an infinite-dimensional manifold of diffeomorphisms. A Bayesian model for template estimation in computational anatomy was proposed by Ma et al. (Ma, Miller, Trouvé & Younes 2008) taking advantage of LDDMM algorithm in the 3D volume image averaging. They also developed a Bayesian approach for surface template estimation introducing a surface matching algorithm using diffeomorphic deformations (Ma, Miller & Younes 2010) . A non-parametric diffeomorphic image registration algorithm based on the Thirion's demons algorithm (Thirion 1998 ) was proposed in (Vercauteren et al. 2009 ). In a very recent work, Santos et al. (Santos, Chaudhari, Joshi, Ferrero, Yang, Boone & Badawi 2014) applied this method to non-rigidly register serial dedicated breast CT, longitudinal dedicated breast CT and positron emission tomography (PET)/CT images. Furthermore, Christensen et al. (Christensen, Rabbitt & Miller 1996) proposed a general automatic approach for the registration of 2D or 3D template image to a topologically similar target image that accommodates large-magnitude deformation of small sub-volumes by applying a vector-filed transformation. In this method the deformation is regularized by a Stokesian limit of the fluid-dynamical Navier-Stokes equations. Moreover, they developed and evaluated a large-deformation inverse-consistent image registration method (Christensen 1999 , Christensen & Johnson 2001 for images obtained using the same imaging modality. In this method, the nonlinear diffeomorphic transformation preserves the topology and is regularized by a linear elastic continuum mechanical model.
FEM-based deformation models have been employed to predict mechanical deformations of the breast tissue during MRI-guided biopsy or under external perturbations (Azar, Metaxas & Schnall 2000 , Azar, Metaxas & Schnall 2001 , Samani, Bishop, Yaffe & Plewes 2001 . They have also been used for validation of non-rigid breast image registration methods (Schnabel et al. 2003 ) and co-registration of prone and supine breast images (Han, Hipwell, Mertzanidou, Carter, Modat, Ourselin & Hawkes 2011) . Ferrant et al. (Ferrant et al. 2001 , Ferrant et al. 1999 , Nabavi, Black, Gering, Westin, Mehta, Pergolizzi, Ferrant, Warfield, Hata, Schwartz, Wells, Kikinis & Jolesz 2001 have investigated the use of FEM-based elastic deformation models in the computation of brain shift and deformation in neurosurgery. One challenging aspect of using FEM-based deformation models in image registration is finding the unknown external and internal forces as well as boundary conditions that must be applied to the mesh to compute the deformation field. Some researchers have employed local image information such as object surfaces and extracted feature points to calculate these forces, e.g., see , Crouch et al. 2007 , Sarkar, Zhang, Qiu, Goldgof & Li 2007 . In (Krol, Unlu, Magri, Lipson, Coman, Mandel, Baum & Feiglin 2006) , fiducial skin markers taped to the surface of the breast helped to track its movement and deformation. An obvious drawback of these methods is that they require user intervention, e.g., to affix fiducial markers, extract image features and construct surface models. Moreover, surface reconstruction via edge detection and feature extraction could be difficult and unreliable, especially in multi-modality image registration.
We approach the problem of non-rigid image registration as a classical state estimation problem. In the proposed registration technique, we employ a generic dynamic linear elastic model of the tissue deformation, which is discretized using the FEM. The unknown states to be estimated are the positions and velocities of the nodal points of the volumetric finite element (FE) mesh. In this framework, the intra-operative image data sets are the sensor observations based on which the estimation of the current states of deformation is carried out. Estimation algorithm updates the state estimates based on a correction term proportional to observation prediction errors, which are computed based on a similarity/distance metric between the pre-and intra-operative images. The algorithm is flexible enough to incorporate any image similarity/distance metric for calculating the observation prediction error.
Our proposed method has a number of key differences with other model-based nonrigid registration algorithms in the literature. First, instead of a static model, we employ a "dynamic" linear elastic deformation model. This allows us to register pre-operative images to the real-time images acquired from a dynamically deforming tissue during an interventional procedure, e.g., during the biopsy needle insertion. In the case that tissue deformation is static, the algorithm simply converges to a steady-state solution. Second, the formulation of the registration as state estimation allows for a unified treatment of the problem irrespective of the image modality and dimension. In other words, singlemodality, multiple-modality, 3D-2D, and 3D-3D registration problems can all be solved within the same framework with the only difference being in the way the observation prediction errors are calculated. Third, the registration method requires no manual intervention or explicit feature extraction for the calculation of boundary conditions and external forces. The deformation estimation is carried out merely based on the model and image information. The model can be geometrically and physically inaccurate and still produce acceptable results. This is due to the fact that the estimation process takes into account modeling and imaging uncertainties in the form of unknown process and measurement disturbances.
To assess the performance of the proposed method, we focus on a number of registration scenarios similar to what happens in MRI-guided breast biopsy. Using the proposed method, we registered 3D MR images of the uncompressed breast to the 3D MR images of the compressed breast as well as a sequence of 2D images acquired from different orientations. We also simulated dynamic tracking a target sub-volume inside the breast tissue during the process of biopsy needle insertion based on registering pre-insertion 3D MR images to a sequence of real-time intra-operative 2D images. Previously, we have presented preliminary results of this work in two conference papers in (Marami, Sirouspour & Capson 2011a , Marami, Sirouspour & Capson 2011b for 3D-3D and 3D-2D registration of MR images acquired from a realistic breast phantom. In (Marami, Ghoul, Sirouspour, Capson, Davidson, Trachtenberg & Fenster 2014) , the method was also assessed in the 3D-3D registration of prostate MR images applicable to the focal therapy of clinically localized prostate cancer. Moreover, dynamic deformation of a breast phantom was tracked based on registering pre-operative 3D MR images to the real-time intra-operative 2D US images using the proposed method of this paper in .
The rest of the paper is organized as follows. The mathematical formulation of the proposed state estimation-based registration technique and evaluation methods are discussed in section 2. In section 3, the registration results in a number of experimental scenarios are given. A discussion on results, limitations of the algorithm, and involved computations is given in section 4. The paper is concluded in section 5.
Methods

Image Registration in the State Estimation Framework
The deformation dynamics of a soft tissue can be modeled by the following nonlinear state-space equations
where x k is the vector of deformation states at time step k. In the FEM-based modeling, x k is typically comprised of displacements and velocities of the nodes of a 3D FE mesh, which is constructed to represent the spatial configuration of the deformable tissue. External forces on the tissue are summed into the vector of nodal forces f k−1 . The measurement vector z k represents information acquired from the soft tissue in the form of raw or processed image data. Nonlinear vector mappings a(·) and h(·) can be obtained from the physics of tissue deformation and image formation, respectively. The vectors w k−1 and v k are process and measurement noises and represent uncertainty/error in the deformation dynamics and the measurement model. The model in (1) establishes a relation between the states of deformation at different sample times and also between the states of deformation and image measurements. This representation allows for the application of a wealth of existing linear and nonlinear state estimation techniques to obtain the unknown states of the tissue deformation based on image information. Figure 1 shows the general flow of our registration algorithm based on the concept of state estimation for dynamical systems. The algorithm estimates the current states of tissue deformation using information obtained from intra-operative (real-time) images and a physics-based model of deformation. The state estimation framework presents a rather straightforward mechanism for tuning the registration algorithm based on the user's relative confidence in the deformation model versus the image observation, reflected in the choice of statistical properties for the process and measurement noises. As it will be seen shortly, in this paper we use a simple linear elastic model of deformation constructed over a cube of FE mesh. We represent the aggregate error due to inaccurate geometry, unknown boundary conditions, unknown external forces, and model and parameter mismatches by the process noise vector w k−1 .
The registration algorithm iteratively computes the deformation of the template (pre-operative) image T to match it as closely as possible with the reference (intraoperative) image R. The reference and template images do not have to be of the same modality or dimensionality. The reference image can be one of a sequence of images captured from a dynamically deforming tissue over a period of time, or simply be image(s) of the same statically deformed tissue. The registration algorithm starts from an initial estimate of the deformation states, e.g., the initial undeformed configuration of tissue, which can be calculated from pre-operative images. At each time step, the current state estimatesx k−1 are propagated to the next time step using the model of deformation (time update/prediction). This provides the vector of predicted deformation stateŝ x − k , based on which the predicted nodal point displacements of the FE mesh u − k is computed. Deformation of the FE mesh is applied to the pre-operative images to compute a predicted deformed image (deformed template image T [u − k ]) using the finite elements' shape function (Bathe 1996) . Then, a vector of observation prediction errors dx c is computed at some control points in the image coordinates comparing the reference R and the deformed template image T [u − k ]. In this paper, several intensitybased similarity/distance metrics are used for image comparison. In the last step, the vector of observation prediction errors dx c is employed to update the predicted states of deformation in the filtering framework.
Deformation and Observation Model
Continuum mechanics based models of the biological soft-tissue deformation are well established (Azar et al. 2000 , Samani et al. 2001 , Bro-Nielsen 1998 . Biological tissues in general exhibit a deformation behaviour that is best described by complex nonlinear models. However, instead of using such models, we employ a rather simple linear elastic deformation model which is discretized by the FEM. Developing an accurate nonlinear model for the intended applications of this paper is impractical due to complex boundary conditions possibly involving soft-tissue to soft-tissue interaction, difficulty to model 3D tissue geometry, inhomogeneity of tissue structures and unknown material properties, as well as unknown external forces. Moreover, state estimators for nonlinear dynamical systems are not as widely available as their linear counterparts and often are based on approximate linearized models. Given that state estimation framework allows considering uncertainties in the deformation and observation models in forms of process and measurement disturbances, a linear elastic deformation model should suffice for our intended purpose of this paper.
The total potential energy of an elastic body is sum of its strain energy and the potential energy of the external loads (Zienkewickz & Taylor 1987 , Bathe 1996 ). This energy is minimum when the elastic body is at a static equilibrium. Based on the concept of FE analysis, the steady shape of a linear elastic body under external forces is determined by the solution to a set of static equilibrium equations as (Zienkewickz & Taylor 1987 , Bathe 1996 
where K is called the global stiffness matrix associated with the volumetric FE mesh, which defines the geometry of the elastic body. f is the vector of applied forces to the body that are concentrated at the nodal points of the FE mesh and u is the vector of nodal point displacements.
Most anatomical structures in the human body are deformable and continuously undergo non-rigid motion due to the interaction with other organs. Therefore, dynamic deformation models would perform better than their static counterparts in representing soft tissues and their intuitive dynamical behavior. In image registration applications, one might be interested in the transient motion and deformation behavior of the object due to its interaction with surrounding environment. To this end, the inertial body forces and energy dissipation through velocity dependent damping forces are added to the static equilibrium equation (2) resulting in the following set of second-order differential equations for the nodal points displacement of the FE mesh (Bathe 1996) .
Here M is the mass matrix of the elements concentrated at nodes, and C = αM + βK is the damping matrix for constant values of α and β.
The dynamic deformation model in (3) can be directly used for the estimation of deformation states of the organ of interest. However, in order to facilitate the process of estimation and reduce involving computations, very fast modes of this dynamical model can be isolated and discarded without affecting the response at a particular time scale relevant to the application of interest. For this purpose, Bathe (Bathe 1996) transforms the dynamics equations using a new variable u φx, where columns of φ are eigenvectors of M −1 K. With this change of variables, equation (3) can be written asMẍ
Kφ are diagonal matrices, andf φ t f . Now, the dynamic finite element equations are decoupled in (4) and each equation describes a vibration modal pair of the deformable body. Without any constraint in the 3D FE mesh, it would be able to move and deform at the same time, which allows for simultaneous rigid and non-rigid transformation of the deformable organ. Six modal pairs of equation (4) account for rigid body motion and the remaining modals pairs represent non-rigid deformation of the organ. Modes that are very fast compared to the time step used for registration and deformation dynamics of the tissue can be eliminated from the system dynamics. With only considering slower modes, the full model behavior is projected onto a subspace of lower dimensionality, resulting in significant reduction of the computations of the registration algorithm as well as the state estimation process.
The continuous-time dynamics of the deformation in (4) are transformed into discrete time with a sampling time of T s using the central difference method (Bathe 1996) . The discrete-time dynamics can then be represented in state-space form as follows
where x k is the vector of deformation states at sample time k. A and G can be computed based on the rows and columns ofM,C andK which correspond to the slower modal pairs of the full model considered in the deformation model. The external forces applied to the deformable body are unknown; hence, the second term in equation (5) is modeled together with the process noise w k−1 as white Gaussian noise with a normal probability distribution of p(f ) = N (0, Q). The power of the process noise reflects the user confidence in the accuracy of the model, i.e., the stronger the noise the less accurate the model is. Therefore, the deformation model can be expressed as
In principle, the observation model must relate the deformation states to the sensor measurements, which in our case are the intra-operative (reference) images. In other words, for given tissue deformation states, the model should be able to produce the expected image out of the pre-operative images which is similar to intra-operative images. For example, in a 3D-3D registration scenario, one can obtain the expected images by interpolating the pre-operative images using the deformation states of the tissue. While conceptually simple, this sensor modeling approach may not be practical and/or straightforward in some image registration scenarios. First, the dimensions of the observation vector, i.e., the number of pixels/voxels in the image, can be excessively large leading to prohibitive computations. Second, in multiple-modality registration the mapping from the pre-operative image domain (e.g., MR) to the intraoperative image domain (e.g., US) can be complex, nonlinear, and computationally intensive. Some of these issues can be addressed by pre-processing of the imaging data to extract information that is in a reduced-dimensional space and is independent of the imaging modality. Such "feature" extraction methods can reduce the dimension of the observation vector and enable comparison of pre-operative and intra-operative imaging data. However, it is likely that the resulting observation model involves a nonlinear mapping from the deformation states domain to the processed observation vector, requiring application of nonlinear filtering techniques.
In this paper, to simplify the observation model, we assume that our measurements are displacements computed at a set of control points, i.e., x c . These control points are evenly distributed in the coordinates of the reference image (2D or 3D) and their spacing is larger than that of pre-or intra-operative images. The deformation states x are mapped to the nodal displacements of the FE mesh using the relation u = φ m x where φ m is formed of m columns of φ that correspond to m slowest modal pairs of the full deformation model. The displacement of control points u c then can be computed based on the displacement of the nodal points of the FE mesh using the shape (interpolation) functions (Bathe 1996) , i.e.,
where Λ is assembled from the elements shape function for individual points and u is the nodal points displacement vector of the FE mesh. With this representation, the observation model can be expressed as
where H is the output matrix of the observation model and v k is the measurement noise vector. This model is linear and the length of its measurement vector can be chosen by the user depending on the registration application requirements. However, the main question remains as how to process the actual pre-and intra-operative images to obtain the measurement vector z k . We answer this question in the context of state estimation in the next subsection.
State Estimation
The state (6) and observation models (8) are in the standard form for application of a linear state estimator such as the Kalman filter (Welch & Bishop 2006) . Kalman filter provides statistically optimal estimates of the unknown states of the system based on a stream of noisy measurements over time. As was discussed in the previous section, at each iteration of the recursive estimation process, deformation states are updated 
in two steps. First, a priori estimate of the statesx − k is computed given knowledge of the process prior to that time. This step, which is also called "time update", provides a prediction of the states based on the deformation model. At the second step, which is also called "measurement update", a posteriori estimate of the stateŝ x k is computed. This update is a linear combination of the a priori state estimates and a weighted difference between the actual measurement vector and the vector of predicted measurements. The equations for the time and measurement updates of the filter are presented in table 1. Here Γ k is the Kalman gain, P − k and P k are a priori and a posteriori estimate error covariance, and Q and S are the process and measurement noise covariance matrices. In the measurement update, the state estimates are updated based on the observation prediction error dx c = z k −Hx
In this paper, instead of calculating the vector of predicted measurements and actual measurements from pre-and intra-operative images separately, we directly approximate the vector of observation prediction errors based on an image similarity/distance metric.
Several well-established similarity/distance metrics for image comparison are available in the literature. In this paper, we focus on pixel/voxel intensity based metrics that require no manual intervention. The simplest distance metric between two images of the same modality is sum of squared differences (SSD). More mathematically involved information-theoretic similarity metrics are also available for single or multi-modality image comparison. Correlation ratio (CR), normalized correlation coefficient (NCC) and mutual information (MI) are three widely used similarity metrics for medical image registration applications. MI is most effective for multi-modal image comparison, but its performance is very sensitive to the image resolution (Roche, Malandain, Pennec & Ayache 2004) . NCC and CR are more robust especially for single-modality image matching. These similarity/distance metrics are formulated in table 2 (Chefd'Hotel, Hermosillo, & Faugeras 2001 , Hermosillo, Chefd'Hotel & Faugeras 2002 . In these formulations, Ω denotes the volume of interest, i 1 and i 2 are intensity values in the reference and template images, and p T,R u (i 2 , i 1 ) is a joint probability distribution function computed from two images.
Many registration methods work based on the principle of increasing/decreasing similarity/distance metric between two images. This is often achieved through formulation and solution to an optimization problem with a cost function that comprises of the similarity/distance metric plus a regularization term. Focusing on the 
similarity/distance metric and ignoring the regularization term, a deformation correction along the gradient of the similarity metric would represent a step in the gradient-decent search towards the extremum of that metric. This is also equivalent to finding the optical flow field between the reference R and template T images based on the employed similarity/distance metric. We conjecture that this search direction can be used as an approximate observation prediction error in our state estimation framework since in an ideal case, one step in this direction with a proper step length would lead to maximization/minimization of the similarity/distance metric between the two images. Therefore, at any control point (x, y, z) in the coordinates of the reference (intraoperative) image, its displacement in the template (pre-operative) image coordinates can be computed based on the employed similarity/distance metric I as
Here, T [u] is the template image interpolated from the pre-operative volume at any stage of the registration process, u is the deformation field of the FE mesh of the tissue, and γ is a design parameter. An analytical approach is proposed in (Chefd'Hotel et al. 2001) and (Hermosillo et al. 2002) to compute the variational gradient of some statistical similarity/distance metrics. By letting g denote a generic intensity comparison function, (9) can be written as
where
is the gradient of the deformed template image in every iteration. The intensity comparison functions related to metrics given in table 2 are summarized in  table 3 where Ψ(.) is a bidimensional density kernel (strictly positive and differentiable) for smoothing and µ(Ω) denotes the volume of Ω.
It is worth pointing out that our choice of the steepest descent direction with a tunable gain is not the only or the best possible approximation for the observation prediction error. Alternatively, one can run a full optimization loop trying to maximize/minimize the similarity/distance metric between the two images at the current estimation time step and use the final displacement correction as the observation prediction error. While this latter process would likely produce more accurate results, it would also be much more computationally intensive. 
In 3D-3D registration with static deformation, control points in the coordinates of the reference image R are fixed and do not change in the iterative registration algorithm. Therefore, the output matrix H would be fixed that would make the observation model time-invariant. In this case, the steady-state Kalman gain Γ can be computed offline given the process and measurement covariance matrices. Then, the computed gain can be used in the iterative registration algorithm, eliminating the need for the on-line calculation of the time-varying gain in table 1. This would reduce the realtime computations of the registration algorithm. Furthermore, as previously was shown in (Marami, Ghoul, Sirouspour, Capson, Davidson, Trachtenberg & Fenster 2014) , in case of 3D-3D registration the computed Kalman gain can be used for the registration of any image pair. In this case, the relative power of the process and measurement noises are considered to be the same in all images. Then, for each image pair the registration algorithm is further tuned by the γ parameter.
Iterative Registration Algorithm
As depicted in the block diagram in figure 1, at each iteration of the registration algorithm following steps are performed independent from the dimension and modality of the images to be registered. (ii) Deformation of control and image grid points Deformation of control points as well as image grid points are computed based on the predicted deformation for the nodal points of the FE mesh. These points are inside tetrahedral finite elements; then, their deformation can be computed using elements' interpolation (shape) functions. Also, deformation of nodal points can be propagated into internal points using different interpolation methods such as thin-plate splines (TPS) (Modersitzki 2009 It should be noted that, in case the reference (intra-operative) image is a 2D image, the corresponding deformed template image is interpolated from the pre-operative image volume. In this case, the control points would be on the 2D plane of the reference image. In 3D-3D or 3D-2D registrations with static deformation, the iterative registration algorithm continues until the relative change in the similarity/distance metric between the reference and deformed template image becomes less than a given small value, i.e., |I k −I k−1 | /I k < ε, or the total number of iterations exceeds a maximum number.
Materials
For the evaluation of the registration method in this paper, breast MR images of a middle-aged healthy volunteer have been acquired under uncompressed and compressed conditions. The images have been obtained using a GE 1.5 T Signa HDx (GE Healthcare, Milwaukee, WI) MRI scanner and a Sentinelle Medical 8 channel phased array (PA) coil. Four coils were placed per breast (two coils each side) to give lateral compression. Compression variation was also done using these coils. The MRI volumes have been taken in prone position and are 512×512×240 with voxel size of 0.7×0.7×1.1 mm. Other imaging parameters are as follows: field-of-view: 360×360 mm, number of signal averages: 0.7097, repetition time: 5.8 ms, echo time: 2.8 ms, flip angle: 10
• , receiver bandwidth: 63.9 kHz and 162.8 Hz/pixel. Figure 2 shows axial (x-y) views of the compressed and uncompressed breast. The compression was in the x direction, 14.6 mm for the right and 24.6 mm for the left breast images. In all three registration scenarios in this paper, these images or simulated images from them were employed, which will be explained shortly.
Deformation Model and Registration Parameters
A cubic mesh of tetrahedral finite elements was generated using the COMSOL Multiphysics and Simulation software (COMSOL: Multiphysics and Simulation Software n.d.). This cubic mesh encompasses the entire volume of the compressed breast (Reference) images. The same deformation and observation model constructed over the FE mesh was employed for the registration of both right and left breast images. The mesh had 21151 elements with 4206 nodal points. Using this mesh, we created an isotropic linear elastic deformation model with the Young's elasticity modulus E = 3 kPa, the Poisson's ratio ν = 0.49 and a mass density of ρ = 0.95 g/cm 3 . The values of these parameters are close to what were reported in literature, e.g., see (Kellner, ; the user can tune the parameters depending on the deformable tissue to achieve a desirable outcome. With this mesh, the length of the vector of nodal displacements u in (3) was 3×4206=12618, accounting for displacements in x, y and z directions. Other tuning parameters in the registration algorithm are briefly discussed here.
• Number of bins: we examined the effect of the number of bins in the calculation of the joint probability density function in the information theoretic-based metrics of MI, NCC, and CR on the quality of registration. We tested 256, 128, 64, 32, and 16 bins among which the registration based on 32 bins produced the best results.
• Number of modal pairs in the deformation model, m : we isolated and eliminated fast vibrational modes of the full system dynamics in (3) and only slower modal pairs were used in the deformation model in (6). Fast vibrational modes of the dynamic FE model generally have smaller displacement amplitude. Discarding these modes not only reduces the computational complexity of the whole registration process, but also improves the efficiency and robustness of the state estimation process. However, one has to be careful not to excessively reduce the size of the model so it remains a good approximation of the original model. Numerical experiments showed that keeping 5-10% of the slower modes of the original model would yield a good balance between computational complexity and the performance of the registration algorithm. For the experiments of this paper m = 500 was considered in the construction of the deformation model.
• α, β and T s : the second-order differential equations in (4) are decoupled. The characteristic equation for each vibrational modal pair can be written as
where ζ and ω n are the damping ratio and natural frequency, respectively. The parameters α and β in C = αM + βK are chosen for a critically damped response, i.e., ζ ≈ 1; this would ensure a fast response without oscillation. A system that converges to its steady-state response as fast as possible without having oscillations. The sampling time for discretizing the resulting continuous model is then computed as
which is 30 times the bandwidth of the system where ω m is the natural frequency for the fastest vibrational modal pair in the deformation model.
• γ: this parameter is a gain for computing the observation prediction error. It is tuned to achieve best registration results in as few as possible number of iterations.
In the computation of the gradient of the template image ∇T [.] in equation (10), we also employed a 3D Gaussian filter with a variable standard deviation σ to reduce noise and control the amount of image details used in the registration. We started with a 23×23×23 kernel and σ = 5 that would filter out high spatial frequency content of the image; so, the registration relies on low-frequency content in the beginning. As the number of iterations grows, we gradually reduced σ to utilize more of the image details in the registration. The size of the Gaussian kernel was 3×3×3 with σ = 0.2 towards the end of the iterative registration algorithm.
It should be noted that although the dimension of the vector of observation prediction errors only depends on the number of control points, the choice of similarity/distance metric has some bearing on the amount of computation involved in calculating this error. Based on the information in table 3, the computation of the prediction error at each control point in SSD-based registration only requires the intensity values of that point in the reference and template images. In the other metrics, however, a joint probability distribution function between the reference and the deformed template images needs to be formed. This requires interpolation over a finer mesh than the coarse grid of control points. Therefore, the calculation of the observation prediction error at each control point based on the information theoretical similarity metrics involves more computations.
Evaluation Methods
The performance of the proposed method was evaluated in three different registration scenarios. Similar registration problems occur in MRI-guided breast biopsy procedures.
2.7.1. 3D-3D Registration: An instance of the proposed registration algorithm was developed and examined in 3D-3D registration of breast MR images. In this experiment, 3D MR images of the uncompressed (template) breast were registered to 3D MR images of the compressed (reference) breast. Such a scenario is particularly relevant when the reference images are of low resolution and they are quickly acquired right before the biopsy to localize the cancerous region in the compressed breast. 3D-3D co-registration of breast follow-up images is another application of this method in detection and therapy of breast cancer. While there are other techniques available to solve such registration problems, the main purpose of this experiment is to demonstrate the generality of our state estimation based registration algorithm.
Using the proposed method, uncompressed and compressed images in both right and left breasts were co-registered. An image grid of 90×120×120 was used in the iterative registration algorithm. This resolution for images in the registration algorithm provides a good balance between the registration quality and the computational load. Control points were considered as a regular grid of 30×40×40 laid over the volume of the reference image R. The performance of the registration method was evaluated based on the target registration error in 10 pairs of manually identified fiducial points in the right and left breast images (10 fiducial pairs in each breast). Fiducial points were distributed over the volume of the breast and were selected using "rview" graphical gadget of the image registration toolkit (IRTK) software package (IRTK: Image Registration Toolkit n.d.). Anatomical landmarks such as nipple, areola, inframammary ridge, gland lobules, and lactiferous ducts were used to select fiducial pairs.
The registration results were also compared to those of the IRTK (IRTK: Image Registration Toolkit n.d.). IRTK is one of the well-established non-rigid image registration tools which was originally developed for non-rigid registration of breast MR images. IRTK uses a free-form deformation based on B-splines for non-rigid registration (Rueckert, Sonoda, Hayes, Hill, Leach & Hawkes 1999) . For this experiment, the IRTK algorithm was implemented at three resolution levels. The control points spacing was chosen as 30, 40 and 40 in x, y and z direction, respectively, which was identical to the resolution of the grid of control points in the proposed method of this paper. IRTK employs the gradient descent method for optimization and linear interpolation mode was used for the registration. Figure 3a shows an axial (x-y) view of the reference (compressed) image in the left breast with the grid of control points. The axial view of deformed control points on the template (uncompressed) image coordinates is also shown in figure 3b . Figure 3c shows the axial view of the deformed template image (registered image) after doing the registration.
3D-2D Sequence Registration:
In the second experiment, the 3D MR images of the uncompressed breast were registered to a sequence of simulated 2D interventional MR images obtained from different cross-sections of the compressed breast. Here we attempted to simulate deformation tracking of the breast based on a few interventional MRI slices. The registration would help in ascertaining the current position of the target lesion just before firing the biopsy needle. Interventional MR images are thicker and noisier than diagnostic MR images. They are often degraded by the receiver coil inhomogeneity (Fei, Duerk, Boll, Lewin & Wilson 2003) . We used the actual 3D highresolution MR images of the compressed breast to simulate the 2D interventional MR images. The voxel size for the high-resolution MR images was 0.7×0.7×1.1 mm. We first created an isotropic MRI volume with voxel size of 1.4×1.4×1.4 mm from the original data using trilinear interpolation. Then, we averaged three thin 1.4 mm adjacent slices to form a thick 4.2mm slice. We also added Gaussian noise to the resulting image to reduce its signal-to-noise ratio (SNR) defined as
where P image is the average power of the middle image slice and P image−iMRI is the average power of the difference between the middle thin slice and the simulated interventional MR image. With this definition, SNR for the average image is about 20 compared to 15 after the addition of noise. Figure 4 shows a sample of the simulated interventional MR image, the average image slice as well as the middle thin slice.
In the experiment, we registered the 3D volume of uncompressed breast image to nine 2D interventional MR images of the compressed breast. The 2D images were obtained from different positions and orientations, i.e., three slices in each of the x-y, y-z and x-z planes. It should also be noted that the 2D MR images could be used either altogether after they were obtained, or one by one as they were acquired by the scanner. While the two approaches would yield similar results in the case of a static tissue, the second method should be used if the tissue is dynamically deforming during the imaging process. Finally, one would expect that the quality of the registration to improve as the number of interventional images increases, particularly for a statically deformed tissue.
The resolution of the simulated interventional MR images was 100, 142 and 170 in the x (sagittal), y (coronal) and z (axial) directions, respectively. Control point spacing for the registration was also considered to be 40, 50 and 60 in the direction of x, y and z. This means that, for instance, the observation prediction error vector was computed in a 40×50 coarse grid in the axial images. It should be emphasized that the observation prediction error dx c , which is computed at any control point on the 2D interventional image plane, itself is actually 3D. Equation (10) shows that, for any point on the reference image grid, dx c depends on the gradient of the template image at the deformed control point in the coordinates of the template image. The gradient of the template image at any point is a 3×1 vector. Therefore, the observation prediction error dx c is in general not limited to the plane of 2D interventional image. We also compared registration results of our proposed method with those of IRTK. For this experiment, the IRTK algorithm was implemented at three resolution levels. The control points spacing was chosen as 40, 50 and 60 in x, y and z direction, similar to the proposed method of this thesis. For IRTK implementation, simulated 2D interventional MRI slices ware assembled in a 3D matrix. In the reference image volume, voxel points which were not on the interventional MRI slices, were padded with -1 and ignored (masked) in the registration. Therefore, IRTK registration employed all slices together in the registration as a 3D volume.
3D-2D Registration of a Dynamically Deforming Tissue:
In the last experiment, the registration algorithm helps in the dynamic tracking of a target sub-volume inside the breast tissue during the process of needle insertion using a sequence of 2D introoperative images. The 2D images were obtained at consecutive sample times parallel to the plane of needle insertion. This represents the case in which the registration is carried out continuously on a dynamically deforming tissue. The application of interest is in real-time MR image-guided breast biopsy. The key difference with the previous two experiments is that, while in those cases the reference images (intra-operative) were acquired from a statically deformed tissue, here the tissue continuously deforms as the intra-operative images are obtained. We developed a realistic simulation of tissue deformation during needle insertion using a commercial software with an added MR image artifact due to the needle. The deformation of the breast tissue was recorded and used with the pre-insertion image data to simulate a sequence of 2D images acquired in the plane of the needle at consecutive sample times during the biopsy procedure.
The tissue deformation was simulated by the partial differential equations (PDE) solver FlexPDE 6 (FlexPDE 6: PDE Solution INC n.d.). First, a FE mesh was created that encompasses the entire uncompressed breast image data, see figure 5a. Loads were applied to the boundaries (y-z plane) of the mesh until they reach the borders of the compressed breast image data (figure 5b). Finally, needle forces were applied to the compressed mesh to simulate the effect of needle entering the tissue in the x direction from right to left in figure 6. Two types of forces were considered: friction forces distributed along the portion of the needle inside the soft tissue, and cutting forces concentrated around the tip of the needle. We created a Gaussian profile for the needle forces along the needle path, as shown in figure 6a. At each point the needle force was computed using
where f n is the amplitude of the total needle force which is the sum of friction f f and cutting f c forces. This force was applied in the direction of insertion along the needle length. Furthermore, d f is the distance from the needle, d c is the distance from the needle tip, and f f max , f cmax , σ f and σ c are real and constant positive numbers. Figure 6b also shows the deformation field in the axial (x-y) plane after inserting the needle in the compressed FE mesh. It should be noted that a large-deformation nonlinear model (Whiteley, Gavaghan, Chapman & Brady n.d.) was employed in the FlexPDE simulation whereas the registration was based on a linear elastic deformation model. Moreover, the FE meshes employed in the FlexPDE simulation and the registration process were completely different. The simulated deformation of the mesh during the needle insertion was recorded and used to simulate intra-operative images of the breast. The model of the breast was compressed in the first four seconds of the simulation and then the needle was inserted into the tissue over next six seconds with a speed of 7.33 mm/sec. 2D interventional MR images were simulated at a fixed orientation parallel to the needle insertion path. The interventional MR images were created as in the previous experiment. The susceptibility artifact of the needle inside the breast tissue was also considered when generating the images. The artifact depends on factors such as the diameter of the needle and its composition, magnetic field strength and the direction of the insertion (Ladd, Erhart, Debatin, Romanowski, Boesiger & McKinnon 1996, Peters, The size of the needle artifact in vacuum-assisted biopsy has been reported in (Peters et al. 2009 ) to be 9.5 mm for a 14-gauge biopsy gun. In our experiment, we considered an artifact of 10mm diameter around the needle. Figure 7 shows four simulated interventional MR images as the needle progresses inside the breast tissue; the square marks a target sub-volume which is located to the left of the final needle tip position. In this experiment, the actual 3D pre-insertion images of the compressed breast were registered to the simulated 2D interventional MR images at each acquisition sample time in order to track a target sub-volume inside the breast tissue, e.g., the location of a hypothetical tumor. Interventional MRI acquisition time has been reported to be around 1.2 sec for a 256×256 image in (Rasche, Holz, Kohler, Proksa & Roschmann n.d.) and approximately 1 sec and less in (Shankaranarayanan, Wendt, Aschoff, Lewin & Duer 2001 ). More recently, Roujol et al. used a frame rate of 10 images/sec in realtime MR-thermometry and dosimetry for interventional guidance on the liver and the kidney (Roujol, Ries, Quesson, Moonen & de Senneville n.d.) . In our experiment, for the 6-sec period of needle insertion, the deformation of FlexPDE mesh was recorded with a sampling period of t s = 1 sec, resulting in seven 100×142, 4.2 mm thick interventional MR images with the pixel size of 1.4×1.4 mm. The steps of the registration algorithm were the same as those in the previous two experiments. A coarse grid of 40×60 was used as control points to compute the vector of observation prediction errors dx c . The region of the needle artifact was predicted and excluded from the measurements. In information theoretic metrics-based registration, i.e., MI, NCC and CR, the corresponding 100×142 image from the template (compressed) images was interpolated in each iteration to form the joint probability distribution function ignoring pixels in the needle artifact region. As previously explained, the observation prediction error du, which is computed at control points on the 2D plane of the interventional MR image, is a 3×1 vector. For the experiment of this section, another cubic FE mesh with 22717 tetrahedral elements and 4502 nodal points was used to create the deformation model. The mesh was generated to encompass the entire volume of the compressed breast using the the COMSOL Multiphysics and Simulation software (COMSOL: Multiphysics and Simulation Software n.d.). Only 500 slowest modal pairs of the original model were used in the deformation model, i.e., m = 500. Material properties were chosen to be same as those in the previous experiments.
Results
3D-3D Registration
Qualitative and quantitative results of 3D-3D registration in both right and left breast MR images using different similarity/distance metrics are given here. NCC-based registration of the right breast images are shown in figure 8. In this figure, images of the uncompressed breast (figure 8a) were deformed to match the images of the compressed breast (figure 8b). The deformed template images are shown in figure 8c and the difference between the reference images and the deformed template images are given in figure 8d . The 3D FE mesh employed in the registration is shown in figure 9 before (a) and after (b) deformation for one case example. It is clear from this figure that the mesh has to be translated and deformed in order to cope with the large deformation of the breast. Registration results in terms of TRE of 10 fiducial pairs are given in table 4  and table 5 for the right and left breast images, respectively. It is evident form these results that four different similarity/distance metrics yield very similar TREs in the right breast images where the compression is less than that of the left breast images. For larger compression in the left breast images, NCC-and CR-based registrations performed better than MI-and SSD-based registrations. It can be concluded from these tables that the average TRE was decreased from about 11.3 mm and 14.8 mm before registration to about 2.0 mm and 3.0 mm after registration in the right and left breast images, respectively. Considering the voxel size of the image data, i.e., 0.7×0.7×1.1 mm, the average TREs in x (direction of compression), y, and z directions are reasonable in both right and left breast images. The average TRE is almost twice the image spacing in x, and z directions and it is almost the size of the image spacing in y direction.
The registration results were also compared to those of the IRTK (IRTK: Image Registration Toolkit n.d.). It is evident from table 4 and table 5 that the result of our proposed registration method were similar to those of IRTK in terms of average TRE. IRTK performed better in MI-based registration than our proposed method, while it performed poorly in SSD-based registration. Qualitatively, the IRTK algorithm was more effective on the boundaries of the breast tissue while the proposed method of this paper performed better in the internal regions of the breast tissue, e.g., see figure 10 . As is shown in figure 10b , IRTK produced unrealistic deformations for internal structures in some cases especially in the left breast images which had undergone a larger deformation. To fix this problem, weighting values for regularization penalty terms need to be increased. However, this degraded the algorithm performance especially on the edges and increased the TRE. To achieve the results in table 4 and table 5 , the regularization weights were tuned to get similar images with acceptable deformation.
3D-2D Sequence Registration
The result of registering 3D MR images of the uncompressed breast to 9 simulated 2D interventional images of the compressed breast in both right and left breast images are given here. As shown in figure 11 , interventional 2D images were obtained from different positions and orientations, i.e., three slices in each of the axial, coronal and sagittal planes. The 2D interventional MR images were used all together in the iterative registration algorithm after they were obtained. Registration results of this section in terms of TRE for 10 fiducial pairs in the right and left breast images are summarized in table 6 and table 7 , respectively. It is evident that NCC-and CR-based registration outperformed SSD-and MI-based registrations. The average TRE was decreased from about 11.3 mm and 14.8 mm before registration to about 2.1 mm and 4.3 mm after registration in the right and left breast images, respectively. Comparing the results of this section with the TREs given in table 4 and table 5 , it can be concluded that 3D-2D sequence registration resulted in similar TREs as 3D-3D registration in the right breast images. However, in the left breast images that the compression was larger than the right breast images, the average TREs were about 1.3 mm larger than 3D-3D registration. However, the outcome was still acceptable considering that only 9 thick and noisy image slices were used for the registration where the breast had gone through The results given in table 6 and table 7 show that the average TREs of the proposed registration method were better than those of IRTK in most cases. Average TREs in the proposed method of this paper were 1 mm and 2 mm less than those in IRTK in the right and left breast images, respectively. Furthermore, IRTK in SSD-based registration produced unrealistic deformations in both right and left breast images. Hence, the TRE of identified fiducial points were not computed for these cases. The resulting images for 3D-2D sequence NCC-based registration of the left breast images are given in figure 12 . In this figure, images of the uncompressed breast, i.e., template images, (figure 12a) were deformed to match the images of the compressed breast, i.e., reference images (figure 12b). The deformed template images are shown in figure 12c and the difference between the reference images and the deformed template images are given in figure 12d . It is evident from these figures that the deformed template images are very similar to those of the actual compressed breast.
3D-2D Registration of a Dynamically Deforming Tissue
Using the proposed registration method, 3D MR images of the compressed breast were registered to the real-time 2D interventional MR images in the MRI-guided biopsy needle insertion as was explained in section 2.7.3. Figure 13 shows the FE mesh before (figure 13a) and after registration of images when the needle has reached the target subvolume. (figure 13b). The deformation caused by needle forces is evident in figure 13b which is the inverse of the actual physical deformation of the breast tissue. Figure 14 shows axial, sagittal and coronal views of the target sub-volume in the simulated (reference) and NCC-based registered images at the seven acquisition sample times during needle insertion. In this figure in any view, the left column (registered images) tracks the right column (reference images). The first row shows the target sub-volume in the compressed breast images before inserting the needle and the remaining seven rows display the target sub-volume in the reference (simulated) and registered image volumes. Since the reference image was in the axial plane, target tracking in this plane was better than the other two planes.
Although only one axial image slice was employed as the reference image in the registration, the exact position of the voxel points of the target sub-volume in both simulated (reference) and registered (deformed template) images were known. Therefore, to evaluate the performance of the registration, rather than manually identifying fiducial points and computing TRE, the Euclidean distance between all voxel points of the target sub-volume in two images was computed as a measure of registration (tracking) error. Figure 15 depicts the average and standard deviation of the voxel point distances at each sample time using different similarity/distance metrics. In this figure, the line with a circle on it shows the average and standard deviation of the total deformation of the voxel points at each sample time. As the needle goes through the breast, the target sub-volume moves and deforms further. When the needle reaches the target, the average displacement of the target is about 8 mm. However, with dynamic 3D-2D image registration the deformation of the target sub-volume was tracked and the average tracking error was about 1.5 mm. The results in figures 14 and 15 demonstrate how the registration method allows for tracking of a target lesion inside the breast using real-time 2D intra-operative images of the breast tissue during a biopsy procedure.
As the needle penetrated through the tissue, the quality of the registration in the target sub-volume degraded. This effect could be primarily attributed to the needle artifact which approached to the target sub-volume, resulting in information loss around this critical area. Comparing different similarity/distance metrics, CR-and NCC-based registrations outperformed MI-and SSD-based registrations for small deformations (iterations 1-5). When the needle reached the target, MI-based registration resulted in the smallest registration error.
Discussions
In the single-modality registration experiments, SSD as a simple distance metric between images, proved to be effective and robust, although not always as accurate as the other metrics. CR and NCC registration performed comparably well and outperformed the SSD and MI-based registrations. Consistent with previous reports, e.g., see (Fei et al. 2003 , Roche et al. 2004 , we observed that registration based on the MI would not work well for low resolution images. To improve the performance of the MI-based registration, the resolution of the 3D image that is interpolated at each iteration must be increased; this obviously would increase the amount of computations. Performancewise, our proposed registration method produced comparable results to those of IRTK in single-modality 3D-3D static registration. In 3D-2D sequence static registration, our method yielded smaller TRE for the identified fiducial points especially in the left breast images when there was a larger deformation. Both IRTK and our method performed better on the right breast image data where the tissue deformation was smaller. However, it should be emphasized that the strength of our approach is in its generality. In particular, it can handle various scenarios involving different imaging modalities and dimensionalities in static and dynamic deformation cases; this is not true for most of the existing methods in the literature.
It is known that state estimation of a dynamical system based on a particular set of measurements requires the system to be observable from those measurements (Chen 1998b ). In the third experiment, for example, the observability of the system guarantees that states can be estimated based on a measurement vector, which contains information from only one image slice. The state-space model in (5) is linear time-invariant for a constant set of measurements. Its observability can be checked based on the rank of the observability matrix of the system (Chen 1998a) . We checked the observability for many different sets of measurements and the model was observable at all times. The model observability was also examined for all the scenarios presented in this paper.
In our previous work for 3D-3D registration (Marami et al. 2011b , Mousazadeh, Marami, Sirouspour & Patriciu 2011 , we directly calculated nodal forces for deforming the FE mesh based on the gradient of the similarity/distance metrics. In static registration, this approach was based on minimizing a cost function comprising an image distance metric and a regularization term involving elastic energy of the deformable body, as done in other publications, e.g., see (Modersitzki 2004 , Ferrant et al. 1999 ). The problem with this method is that nodal forces for all vertices of the FE mesh cannot be computed when there is insufficient information from the reference (intra-operative) image, e.g., in case of 3D-2D registration. Our new state estimation-based registration eliminates this problem.
The resolution of control points at which the vector of observation prediction errors is computed affects the registration accuracy. The TRE of all 20 fiducial pairs (right and left breast images together) in the 3D-3D registration using different grid of control points is given in table 8. NCC was employed as a similarity metric for the experiments of this table. Table 8 indicates that the TRE decreases when the resolution of the grid of control points increases. However, increasing the number of control points that provides more measurement information, significantly increases the computations in the measurement update and the Kalman gain calculation. In all experiments of this paper, we tried to achieve a balance between the registration accuracy and computation time when choosing the distribution of the control points.
The proposed registration method involves both offline and online tasks. We implemented the algorithm in MATLAB running on a 3.5 GHz Intel(R) Core(TM) i7-3970X processor with 64.0 GB RAM. There are three major time consuming tasks which can be carried out offline. In 3D-3D registration, for a coarse grid of 30×40×40 control points, it required 21 minutes to compute the steady-state filter gain for the model with m = 500. It also took 5 minutes to compute eigenvectors of M −1 K and construct the deformation model (4) for the FE mesh given in the previous section. Furthermore, the search algorithm for finding the elements in which measurement and image grid points located can be performed offline. This required 24 sec for a coarse grid of 30×40×40 control points and about 34 minutes for a finer image grid of 198×283×216.
Online tasks include trilinear interpolation, computation of the deformation based on the shape function of the elements, identifying the element in which a point falls, and matrix computations. If the measurement grid is the same as the image grid used for forming the joint probability distribution function, computation times for all four metrics-based registration were almost the same. As an example, for the coarse grid of 30×40×40, computation times in each iteration were 8.2, 8.6, 8.7 and 9.1 sec for SSD, CR, NCC and MI-based registrations, respectively. But, for the case in which a highresolution image grid is employed, computation time for SSD-based registration would become comparably less than other three metrics; because in SSD-based registration there is no need to interpolate a high resolution image and compute the joint histogram of the images in each iteration. It typically required 40-60 iterations to complete the registration in the first and second experiments. After the iterative process, it also took 6 min to interpolate a high-resolution, 198×283×216, registered deformed template image in a for loop implementation in MATLAB. It should be noted that this process like most of the other computations involved in the algorithm can be implemented in parallel processing devices. Based on our implementation on graphics processing units (GPUs) (Mousazadeh et al. 2011) , it required 2.15 ms to compute the deformation and interpolate an image of the size 128×128×50. Our recent C++ implementation of the proposed 3D-3D registration in a multi-core CPU showed that the real-time tasks can be done in less than 10 sec for the registration of prostate MR images reported in (Marami, Ghoul, Sirouspour, Capson, Davidson, Trachtenberg & Fenster 2014) .
The IRTK algorithm needed about 10-15 minutes for the 3D-3D registration of each breast image data. However, this toolkit cannot handle dynamic registration scenarios such as the last experiment of this paper. It should also be noted that most of the offline computations can be carried out just once and the results could be used for all kind of image registration scenarios. A finite element mesh in domain of Ω could be employed for registration of any given set of images. Therefore, the same deformation model can be used for all breast images acquired from different patients as we showed in (Marami, Ghoul, Sirouspour, Capson, Davidson, Trachtenberg & Fenster 2014) for prostate images. Any given set of 3D reference and template images in domain ofΏ and resolution of m x ×m y ×m z can be transformed to be encompassed by the FE mesh. If we use the same grid of control points inside the FE mesh for the measurement vector in Ω, assuming that images have almost the same SNR, then the computed Kalman gain could be used for the registration of any image data. Small changes in the SNR of images could also be compensated by the tuning parameter γ. For instance, for the experiments of this paper, we used the same FE mesh, Kalman gain, deformation model, and element search results for both right and left breast images. Therefore, off-line computation times of our methodology have no serious negative practical implications.
Conclusions
We presented a general framework for non-rigid image registration that is applicable to 3D-3D and 3D-2D, single and multiple modality image registration problems. The registration algorithm employs a dynamic FE-based linear elastic model of tissue deformation in a state estimation framework to estimate the deformation needed for matching of pre-operative and intra-operative images. The method can incorporate standard image similarity/distance metrics such as SSD, CR, NCC, and MI for computing the observation prediction error in state estimation. The proposed algorithm uses image intensity information and requires no manual user intervention in the registration process. We tested the method in three different registration scenarios using MR images of human breast tissue. In particular, we considered registration of 3D-3D, 3D-sequence of 2D with static deformation, and 3D-sequence of 2D images with dynamic deformation due to needle insertion. We compared our method with IRTK in 3D-3D and 3D-2D sequence registrations with static deformation. The results of the experiment demonstrated the effectiveness of our approach in the scenarios considered in this paper.
We believe that the main strength of our registration framework is in its generality. It can work on cases already studied extensively in the literature, e.g., 3D-3D singlemodality registration. But more importantly, it can handle registration scenarios for which there is very few other effective methods if any in the literature. We considered one of such cases in this paper, i.e., single-modality 3D-2D MR registration for a breast biopsy application involving dynamic tissue deformation. In future, we will examine a somewhat similar scenario but using two different imaging modalities, i.e., US and MR, to track real-time deformation of a soft tissue based on real-time imaging. Another interesting avenue for future work concerns using different image preprocessing techniques to develop reduced size and more effective observation vectors and models that can be integrated in our framework. This is particularly critical for multi-modality registration applications. The time-consuming tasks in our registration method are highly amenable to parallelization using GPUs. Previously, we have already implemented an earlier version of the SSD-based volumetric registration algorithm on a GPU (Mousazadeh et al. 2011) . We were able to complete the 3D-3D registration of a 128×128×50 image volume in less than two seconds, achieving a 38-fold speedup over an optimized C-based CPU implementation. We plan to implement the new algorithm on a GPU architecture to speed up the registration for real-time applications.
