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ABSTRACT In large-dimensional wireless systems, such as cooperative multicell processing, millimeter-
wave, and massive MIMO systems, or cells having a high user density, such as airports, train stations,
and metropolitan areas, sufficiently accurate estimation of all the channel gains is required for performing
coherent detection. Therefore, they may impose an excessive complexity. As an attractive design alternative,
differential modulation relying on noncoherent detection may be invoked for eliminating the requirement for
channel estimation at the base station, although at the cost of some performance degradation. In this treatise,
we propose low-complexity hard-input hard-output, hard-input soft-output, as well as soft-input soft-output
quantum-assisted multiple symbol differential detectors (MSDDs) that perform equivalently to the optimal,
but highly complex maximum a posteriori probability MSDDs in multiuser systems, where the users are
separated both in the frequency domain and in the time domain. When using an MSDD, the detection of
a user’s symbols is performed over windows of differentially modulated symbols; hence, they exhibit an
increased complexity with respect to the conventional differential detector while simultaneously improving
the performance of the system, especially at high Doppler frequencies.
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INDEX TERMS Computational complexity, differential modulation, Dürr-Høyer algorithm, EXIT chart,
Grover’s quantum search algorithm, MIMO, multiple-symbol differential detection, non-coherent detection,
orthogonal frequency division multiplexing, quantum computing.
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17
AWGN Additive White Gaussian Noise
BBHT Boyer, Brassard, Høyer, Tapp
BER Bit Error Ratio
CD Classical Domain
CDD Conventional Differential Detector
CF Cost Function
CFE Cost Function Evaluation
CoMP Cooperative Multi-cell Processing
CSI Channel State Information
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DFDD Decision-Feedback Differential Detectors
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DPSK Differential Phase Shift Keying
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ES Early-Stopping
EXIT EXtrinsic Information Transfer
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FKT Forward Knowledge Transfer
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IFFT Inverse Fast Fourier Transform
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MAA MAximum Approximation
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19
VOLUME 3, 2015
2169-3536 
 2015 IEEE. Translations and content mining are permitted for academic research only.
Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
1
IE
EE
Pr
oo
f
P. Botsinis et al.: Noncoherent QMSDD for Wireless Systems
OFDM Orthogonal Frequency Domain
Multiplexing
PSAM Pilot Symbol Assisted Modulation
QCA Quantum Counting Algorithm
QCR Quantum Control Register
QD Quantum Domain
QMSDD Quantum-assisted Multiple Symbol
Differential Detection
QMUD Quantum-assisted Multi-User Detection
QSA Quantum Search Algorithm
QWSA Quantum Weighted Sum Algorithm
SDMA Spatial Division Multiple Access
SISO Soft-Input Soft-Output
SNR Signal to Noise Ratio
SSCH Slow SubCarrier Hopping
Star-QAM Star-Quadrature Amplitude Modulation
TC Turbo Coding
USSCH Uniform Slow SubCarrier Hopping
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I. INTRODUCTION21
When a fading channel’s state experiences small fluctuations22
over several transmission periods, it is typically termed as a23
quasi-static channel, which hence only has to be estimated24
infrequently, hence imposing a moderate complexity. The25
channel estimation may be based on training by transmit-26
ting known pilot symbols to the receiver [1], [2]. Given the27
knowledge of the transmitted pilot symbol, the channel state28
may be estimated by comparing it to the noisy received pilot29
signal. In practice, the channel estimation does not offer30
perfect estimates of the channel states [3]–[5] due to a number31
of reasons, such as the limited number of pilots used, the32
dynamic nature of the channels and the noise. Semi-blind33
channel estimation [6], [7], which uses a reduced number34
of pilot signals, as well as totally blind channel estima-35
tion dispensing with pilots [8]–[10] may also be used for36
quasi-static channels.37
When a fading channel’s state changes rapidly between38
transmissions due to its high Doppler frequency, the39
density of pilot symbols in a Pilot Symbol Assisted Mod-40
ulation (PSAM) frame [33] should be increased. When the41
density of the pilot symbols in a frame is increased, the42
effective throughput of the system is reduced. If the Doppler43
frequency of a fading channel is excessive, it may become44
infeasible to try and estimate the channel states, whilst45
simultaneously supporting an adequate throughput, since the46
density of pilot symbols required for performing accurate47
channel estimation will be too high.48
Imperfect channel estimation in a multiple-access system49
results in a degradation of the performance of the50
Multi-User Detectors (MUD) [12], even though it gives51
a more realistic view of a practical system. In the52
emerging mm-Wave communication [34] and massive53
MIMO [3], [35]–[37] eras the number of transmit and54
receive antenna elements may be over 100 at each terminal,55
hence the total number of channels invoked in a single56
transmission may be over 104, essentially making the 57
accurate estimation of their channel states impractical. 58
The family of non-coherent data detection 59
schemes [3]–[5] relies on no channel estimation, for the sake 60
of avoiding the computational complexity imposed by the 61
channel estimation algorithms. Furthermore, since channel 62
estimation is not required, apart from a reference symbol for 63
each detection window, there is no need for pilot signals to 64
be transmitted for this purpose, hence actually resulting in a 65
higher system throughput and more efficient channel usage. 66
On the other hand, the performance of a system relying on a 67
non-coherent detector is worse than that of a system using a 68
coherent detector as detailed in [3]. 69
In the multiple access systems considered in this paper, 70
the users’ transmissions are orthogonal to each other in 71
either the time domain, the frequency domain or the code 72
domain and hence they may be readily separated without 73
estimating their Channel State Information (CSI). Hence 74
in this treatise we will focus our attention on differential 75
modulation [3] and more specifically on Differential 76
Phase Shift Keying (DPSK) [38]–[41]. In DPSK, the 77
symbol transmitted in the tth time slot depends on 78
the symbol transmitted during the (t − 1)st time slot. 79
It should be noted that multi-level differential modulation 80
schemes, such as Differential Amplitude and Phase Shift 81
Keying (DAPSK)/Star-Quadrature Amplitude Modula- 82
tion (Star-QAM) [42]–[44], may also be employed for 83
achieving higher throughput and frequency efficiency. 84
At the receiver side, the non-coherent Conventional Differen- 85
tial Detector (CDD) [38]–[40] performs the inverse procedure 86
and extracts the transmitted symbol based on the previ- 87
ously detected, differentially modulated symbol. The Mul- 88
tiple Symbol Differential Detector (MSDD) [38], [45], [46] 89
makes a decision concerning all the most recent (Nw − 1) 90
differentially modulated and transmitted symbols, based 91
on the most recent Nw received signals, where Nw is the 92
decision window width. If we have Nw = 2, then the 93
MSDD becomes equivalent to the CDD. It is expected 94
that the higher the value of Nw, the more computationally 95
demanding the MSDD becomes, but at the same time the 96
BER performance of the system is improved. The classical 97
Maximum Likelihood (ML) MSDD [3] is considered as the 98
optimal but high-complexity non-coherent Hard-Input Hard- 99
Output (HIHO) MSDD. Both the Decision-Feedback Dif- 100
ferential Detector (DFDD) [39], [47]–[49] and the Multiple 101
Symbol Differential Sphere Detector (MSDSD) [50]–[52] 102
are attractive non-coherent detectors, since they offer a near- 103
optimal performancewith respect to theMSDDwhilst impos- 104
ing a reduced complexity. The Soft-Input Soft-Output (SISO) 105
versions of the MSDD [45], namely the DFDD [53]–[55] 106
and the MSDSD [56] may be integrated into an iterative 107
receiver, where extrinsic information is exchanged between 108
the channel decoders and the multiple symbol detectors as 109
detailed in [3]. In a severe multipath fading environment, 110
both the coherent and non-coherent data detection schemes 111
experience a degraded performance [3]. However, fast fading 112
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FIGURE 1. Selected contributions in the field of quantum search algorithms and applications of quantum computing in wireless systems.
has a more catastrophic impact on differentially encoded113
systems with non-coherent signal detection, due to the114
assumption engraved in the methodology of such systems115
that the channel coefficients of two consecutive symbols are116
identical [3].117
The optimization procedures invoked by the MSDDs for118
finding the most likely decision candidate for the transmitted119
multi-level symbols may be successfully implemented at the120
cost of a reduced number of Cost Function Evaluations (CFE)121
with the aid of quantum computing [57]–[59]. More specifi-122
cally, Grover’s Quantum Search Algorithm (QSA) [31], [32]123
may be invoked, which successfully solves a specific search124
problem by finding a specific entry in a database of125
N candidates by requiring as few as O(
√
N ) queries, while126
classically we have to perform O(N ) queries. The more127
advanced Dürr-Høyer Algorithm (DHA) [21] finds the128
particular index that corresponds to the minimum entry in129
an N -element database by also requiring as few as O(
√
N )130
queries, while the optimal classical algorithm needs N131
queries. Fig. 1 summarizes the main contributions in quantum132
search algorithms, including their applications in the133
detection problems of wireless systems.134
In the context of multiple-stream detection in wireless135
communications, in their seminal paper Imre and Balazs136
proposed a low-complexity HIHO Quantum-assisted137
MUD (QMUD) [17] based on the Quantum Counting138
Algorithm (QCA) [23], [24]. Furthermore, we have also139
proposed a number of QMUDs [12]–[14], [60], which140
achieve a HIHO and a SISO performance equivalent to141
those of the ML MUD and of the Maximum A posteriori142
Probability (MAP) MUD, respectively, while imposing143
a substantially reduced number of CFEs, especially in144
high-dimensional rank-deficient systems having more145
transmitters than receivers, hence exhibiting a non-invertible146
channel matrix. All the aforementioned detectors require 147
the accurate knowledge of all the CSIs. The complexity 148
of the related multiple-stream detectors may be quanti- 149
fied in terms of the number of database queries or CFEs 150
performed [12], [14], [24], [31]. 151
Based on the current state-of-the-art, our novel 152
contributions are: 153
1) We propose attractive low-complexity HIHO, 154
Hard-Input Soft-Output (HISO) and SISO 155
Quantum-assisted MSDDs, which require no knowl- 156
edge of the CSI, hence eliminating the computational 157
complexity that would be required by the channel 158
estimation procedure for providing accurate channel 159
estimates. More specifically, 160
• We conceive both the SISO DHA-aided QMSDD 161
relying on MUlti-input Approximation (MUA) 162
and the DHA-aided Quantum Weighted Sum 163
Algorithm (QWSA) assisted QMSDD, both of 164
which achieve a performance equivalent to that of 165
the MAP MSDD, while requiring a substantially 166
lower number of CFEs than the MAP MSDD. 167
• We design the DHA-aided MAximum Approx- 168
imation (MAA) QMSDD, which may be used 169
for non-iterative soft-output data detection 170
and has a lower number of CFEs sthan the 171
DHA-MUAQMSDDand theDHA-QWSAQMSDD. 172
• We propose the HIHO DHA-based and Early- 173
Stopping-aided (ES) DHA QMSDD, followed by 174
comparing their performances to that of the 175
optimal HIHO ML MSDD. 176
2) The QMSDDs are employed in multi-user Direct 177
Sequence Spreading (DSS) and Slow SubCarrier 178
Hopping (SSCH)-aided Spatial Division Multiple 179
Access (SDMA) systems intrinsically amalgamated 180
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FIGURE 2. Summary of the sections of the paper.
with Orthogonal Frequency Domain Multiplex-181
ing (OFDM), where the users are separated in the182
frequency, time or code domain. The QMSDDs’183
performance is evaluated based on their Bit Error184
Ratio (BER) versus Eb/N0 plots, as well as on EXtrinsic185
Information Transfer (EXIT) charts.186
3) A novel methodology is designed for deterministically187
initializing the DHA for the proposed QMSDDs for the188
sake of reducing the receiver’s complexity by exploiting189
the CDD.190
4) For further lowering the detector’s complexity invoked191
in our iterative receivers, the SISO QMSDDs are not192
activated during every singleMSDD - DECoder (DEC)193
iteration, whilst mitigating the resultant performance194
degradation.195
5) The effect of the detection window length Nw employed196
in the QMSDDs, that of the interleaver length and197
of the SSCH period on the QMSDDs’ performance is198
investigated.199
The rest of the paper is structured as depicted in Fig. 2.200
In Section II we analyse the DPSK modulation scheme,201
the ML MSDD and the MAP MSDD in the context of a202
DSS/SSCH SDMA-OFDM system. In Section III we present203
the quantum search algorithms, as well as the necessary204
quantum computing background, while in Section IV we205
propose the HIHO, HISO and SISO QMSDDs. Furthermore,206
we exploit the CDD for deterministically initializing the207
QMSDD in Section V and employ the QMSDD every208
IpS number of QMSDD-DEC iterations in Section VI.209
Section VII investigates the effect that the detection210
window length and the SSCH period have on the 211
system’s performance. Finally, our conclusions are offered 212
in Section VIII. 213
II. DSS/SSCH SDMA-OFDM SYSTEM MODEL 214
USING NON-COHERENT DETECTION 215
The DSS/SSCH SDMA-OFDM system model relying on 216
non-coherent detection [3] is presented in Fig. 3. The system 217
supportsU users, each of whom encodes his / her information 218
bits {bu}, u ∈ {1, 2, . . . ,U}, using a turbo convolutional 219
encoder, resulting in the encoded bit sequence {cu}. 220
After the encoded bit sequence has been interleaved, the 221
bit sequence {du} is separated intoW parallel streams, where 222
W is the number of subcarriers associated to each user. Let 223
us assume that Q subcarriers are available in our system 224
and that the length of each user’s symbol stream is equal 225
to 0 symbols. Therefore, we have W ≤ Q, W ≤ 0 and 226
mod (0,W ) = 0. It should be noted at this stage that the user- 227
specific scheduling of the subcarrier allocation algorithm is 228
assumed to change every Th OFDM symbol periods. The sub- 229
carrier allocation procedure follows the DSS-aided Uniform 230
SSCH (USSCH) [13] algorithm performed at the BS. 231
Each parallel stream is differentially encoded by the 232
DMPSK Symbol Mapping block of Fig. 3. Let us 233
assume that conventional M -ary PSK modulation having a 234
mapping setM= {2pim/M; m = 0, 1, . . .M − 1} is chosen. 235
Furthermore, we omit the user subscript without any loss 236
of generality, since the same procedure occurs at each 237
user’s terminal. The first transmitted symbol s[0] is termed 238
as the reference symbol, which is assumed to be known 239
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FIGURE 3. System model of a direct-sequence and slow subcarrier-hopping aided SDMA-OFDM system with differential modulation and a receiver with
non-coherent MSDD.
at the receiver. After log2(Mc) bits have been mapped to an240
Mc-ary PSK symbol x[t] during the tth time slot, the resultant241
symbol is multiplied by the symbol transmitted during the242
(t − 1)st time slot s[t − 1], as encapsulated in243
s[t] = s[t − 1] · x[t]. (1)244
Then, s[t] is buffered at the transmitter for encoding s[t + 1],245
following (1).246
Each of the W differentially encoded symbol sequences247
{su,w} of the uth user are then mapped to the respective248
subcarriers based on the schedule received by the BS. The249
differential detection carried out at the receiver is based on the250
assumption that the multipath Rayleigh channel states change251
very slowly in that specific domain where the differential252
encoding took place. In this treatise we have opted for the253
differential encoding to take place in the time domain, hence254
the channels are assumed to experience slow fading. Since255
the subcarrier allocation schedule changes every Th OFDM256
symbol periods for each user, it is not reasonable to assume257
that the channel state of the uth user on the qth subcarrier will258
be similar to that of the same user on the jth subcarrier after259
a new subcarrier allocation schedule associated with j 6= q.260
Therefore, the differential encoding procedure of theDMPSK261
symbol mapping block seen in Fig. 3 occurs in blocks of Th262
symbols on each of the W parallel streams of the uth user.263
This architecture ensures that a new reference symbol is trans-264
mitted every time the subcarriers the uth user transmits on265
are changed. A visual representation of Nw and Th is depicted266
in Fig. 4. It is logical to expect that when Th is increased,267
the channel-correlation between the differentially encoded268
FIGURE 4. Visual representation of Th and Nw for the uth user on the
qth subcarrier.
symbols is also increased. Therefore, if an MSDD is used 269
in conjunction with Nw = Th, the performance will be 270
improved. However, at the same time, the complexity of the 271
MSDD becomes higher. Furthermore, in the same scenario, 272
the users who have been allocated gravely faded subcarriers 273
suffer from prolonged frames, since the channel states vary 274
slowly. 275
Following the SSCH mapper of Fig. 3, the OFDM mod- 276
ulator modulates the symbols of each user by performing a 277
Q-point Inverse Fast Fourier Transform (IFFT). The symbols 278
are then spread in the time domain by a DSS spreader, using a 279
user-specific spreading sequence associated with a spreading 280
factor of SF . Let us use G = SF-chip Walsh-Hadamard 281
spreading codes, which are orthogonal to each other. The 282
allocation of the G number of WH spreading codes to the U 283
users may be performed as in 284⌊
U
G
⌋
+
{
1 if g < mod(U ,G)
0 if g ≥ mod(U ,G), (2) 285
where g ∈ {1, 2, . . . ,G}. Following the DSS spreading 286
scheme in Fig. 3 in the time domain, the symbols are 287
transmitted over multipath Rayleigh channels to the BS. 288
In this treatise the systems we investigate have users 289
supported by the same DSS code allocated to different sub- 290
carriers. Therefore, there is no need to perform non-coherent 291
multi-user detection in the spatial domain, since there will 292
be no users who interfere with each other, because we use 293
orthogonal WH codes. These scenarios assist us in focusing 294
our attention on non-coherent MSDD, rather than on non- 295
coherent MUD. 296
Still considering Fig. 3, after the signals of the U users 297
have been transmitted, they are received by the P receive 298
AEs at the BS. Naturally, the users who transmit on differ- 299
ent subcarriers do not interfere with each other, since they 300
are separated in the frequency domain. In this treatise we 301
assume the employment of a synchronous system, therefore 302
all the received signals are synchronously superimposed at 303
the pth receive AE, with p ∈ {1, 2, . . . ,P}. Furthermore, 304
Additive White Gaussian Noise (AWGN) is added at each 305
receive AE, having a zero mean and a variance of N0 = 2σ 2. 306
The DSS despreader of Fig. 3 then despreads the signals 307
received on each receive AE in the time domain. At this 308
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stage, the users who transmit on the same subcarrier and have309
been allocated different orthogonal DSS codes are separated.310
Afterwards, the received OFDM symbol is demodulated on311
the pth receive AE chain by using the Q-point FFT. Finally,312
the demodulated symbols transmitted on different subcarriers313
are dehopped and fed to the MUD / Differential Detector.314
For the analysis of differential detectors, let us focus our315
attention on the signal processing of the qth subcarrier and316
the pth receive AE chain. Let us assume that Ug,q users317
have been allocated the gth DSS code on the qth subcarrier,318
Uq users transmit on the qth subcarrier, with 1 ≤ Uq ≤ U ,319
while Gq different DSS codes are present on the qth subcar-320
rier, with 1 ≤ Gq ≤ G. Since in our differential detection321
scenarios we allow atmost one user belonging to a single DSS322
group to transmit on the qth subcarrier, we have Uq = Gq323
and Uq,g = 1. Therefore, the signal rp,q received in our324
synchronous DSS/SSCH SDMA-OFDM system on the325
qth subcarrier at the pth receive AE is expressed as [3]326
rp,q = c¯GqH¯p,qs¯q + np,q, (3)327
where c¯Gq is the (SF ×Uq) = (SF ×Gq)-element matrix that328
contains the DSS codes of the Uq users on the qth subcarrier,329
as in [3]330
c¯Gq = [c1, . . . , c1︸ ︷︷ ︸
Uq,1=1
, c2, . . . , c2︸ ︷︷ ︸
Uq,2=1
, . . . , cGq , . . . , cGq︸ ︷︷ ︸
Uq,Gq=1
] (4)331
= [c1, c2, . . . , cGq ], (5)332
where cg is the gth DSS code, represented by a333
(SF × 1)-element vector as in334
cg =
[
cg[1], cg[2], . . . , cg[SF]
]T
, (6)335
and cg[i] is the value of the ith chip of the gth DSS code,336
with g ∈ {1, 2, . . . ,Gq} and cg[i] ∈ {− 1√SF ,+ 1√SF }.337
Furthermore, the H¯p,q matrix in (3) represents the (Uq×Uq)-338
element FD-CHTF matrix of the channel states on the339
qth subcarrier between the Uq users and the pth receive AE,340
which is represented as [3]341
H¯p,q = diag
[
h(1)p,1,q, h
(1)
p,2,q, . . . , h
(1)
p,Gq,q
]
(7)342
= diag [hp,1,q, hp,2,q, . . . , hp,Gq,q] , (8)343
where h(i)p,g,q is the complex-valued channel state in the344
frequency domain on the qth subcarrier between the ith user345
in the gth DSS code group and the pth receive AE, where346
the fact that we have Uq,gq = 1 was exploited, with347
gq ∈ {1, 2, . . . ,Gq}. Since in our non-coherent scenarios we348
have allowed only one user, if any, from a single DSS code349
group to be mapped to a subcarrier, we have i = 1 if the gth350
DSS code is present on the qth subcarrier. Therefore, we may351
omit the superscript (i) corresponding to the user index in the352
gth DSS code group. Moreover, the (Uq×1)-element symbol353
vector s¯q in (3) represents the differentially encoded symbols354
of the Uq users who transmit on the qth subcarrier, as in [3] 355
s¯q =
[
s(1)1,q, s
(1)
2,q, . . . , s
(1)
Gq,q
]T
(9) 356
= [s1,q, s2,q, . . . , sGq,q]T , (10) 357
where s(i)g,q is the differentially encoded symbol transmitted 358
by the ith user of the gth DSS group on the qth subcarrier. 359
Once again, in our system we have i ∈ {0, 1}, therefore we 360
may omit the superscript (i) as we did in (10). Finally, the 361
(1 × SF)-element noise vector np,q with zero mean and a 362
variance equal to N0 = 2σ 2 is represented as [3] 363
np,q =
[
np,q[1], np,q[2], . . . , np,q[SF]
]T
. (11) 364
After the DSS despreading procedure, the (Gq × 1)-element 365
symbol vector mapped to the qth subcarrier at the pth receive 366
AE chain y¯p,q is equal to [3] 367
y¯p,q = cˇGqrp,q (12) 368
= R¯Gq H¯p,q s¯q + n¯p,q, (13) 369
where cˇGq is the (SF × Gq)-element code book, containing 370
all the different DSS codes that appear on the qth subcarrier, 371
as in [3] 372
cˇGq =
[
c1, c2, . . . , cGq
]T
, (14) 373
where cg is the DSS code presented in (6). In our system, 374
where a maximum of one user of the gth DSS code group is 375
allowed to transmit on the qth subcarrier, we have 376
cˇGq =
(
c¯Gq
)T
, (15) 377
where c¯Gq is given in (5). In (13), the (Gq× 1)-element noise 378
vector n¯p,q represents the effective noise and is given in 379
n¯ = cˇGqnp,q (16) 380
= [np,1,q, np,2,q, . . . , np,Gq,q]T . (17) 381
Finally, R¯Gq in (13) is the (SF × Uq)-element 382
cross-correlation matrix of the Gq DSS codes that are present 383
on the qth subcarrier, as formulated in 384
R¯Gq =

ω11 ω12 · · · ω1Gq
ω21 ω22 · · · ω2Gq
...
...
. . .
...
ωGq1 ωGq2 · · · ωGqGq
, (18) 385
where ωi,j is the cross-correlation between the ith and the 386
jth DSS code, where Uq,i = 1 was exploited. Since we 387
have chosen orthogonal WH codes in our system, the cross- 388
correlation matrix in (18) is equal to the identity matrix, 389
because we have: 390
ωi,j =
{
1 if i = j
0 if i 6= j. (19) 391
In the end, the signal y¯p,q in (13) becomes 392
y¯p,q = R¯Gq H¯p,q s¯q + n¯p,q. (20) 393
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In the following sections the same differential detection394
processwill be applied for every user’s symbol stream, having395
been allocated a DSS code and transmitting on their allocated396
subcarriers, therefore we may omit the u, g and q subscripts397
without any loss of generality.398
A. CONVENTIONAL DIFFERENTIAL DETECTOR399
The signals received during the (t − 1)st and tth time slots at400
the pth receive AE are401
yp[t − 1] = hp[t − 1] · s[t − 1]+ np[t − 1] (21)402
yp[t] = hp[t] · s[t]+ np[t], (22)403
respectively, where hp[t − 1] and hp[t] denote the channel404
states at the (t− 1)st and tth time slots, respectively, between405
the user and the pth receive AE, while np[t − 1] and406
np[t] are the AWGN samples imposed on the pth receive407
AE at the (t − 1)st and tth time slots, respectively. Each of408
the noise samples np[t − 1] and np[t] have zero mean and a409
variance of 2σ 2. Assuming that the transmissions occur over410
slow-fading channels, we have411
hp[t − 1] = hp[t], ∀p = 1, 2, . . . ,P (23)412
for every time slot that corresponds to the same transmitted413
frame after the most recent reference symbol was transmitted.414
It should be noted that (23) represents the main assumption415
of non-coherent detection, but it does not imply that416
hp[t − 1] = hp[t] is necessarily true in the actual channel.417
Therefore, the more the channel varies in time, the more inac-418
curate the assumption in (23) becomes, and hence the worse419
the performance of the non-coherent detector is expected420
to be. By substituting (23) into (21) and (22), we arrive at:421
yp[t] = hp[t − 1] · s[t − 1] · x[t]+ np[t] (24)422
= yp[t − 1] · x[t]+ np[t]− np[t − 1] · x[t]︸ ︷︷ ︸
n′p[t]
. (25)423
Therefore, the M -ary symbol x[t] may be obtained by424
following the same procedure as in a single-input multiple-425
output channel, where yp[t − 1] is the reference signal, or the426
‘‘known’’ channel state, and n′p[t] is the effective noise with427
a variance of 4σ 2, since np[t] and np[t − 1] are added. The428
resultant decision concerning x[t] is performed as in429
x[t] = argmin
x∈M

∣∣∣∣∣∣x −
P∑
p=1
yp[t]
yp[t − 1]
∣∣∣∣∣∣
2
, (26)430
where yp[t − 1] and yp[t] are described in (21) and (22),431
respectively. The advantage of detecting the desired symbol432
without requiring an estimate of the channel state is gleaned433
at the cost of a 3 dB penalty due to the noise [3]. Even though434
a higher transmission power is required in non-coherent435
systems for achieving the same performance as their coherent436
counterparts, the complexity of the non-coherent receivers is437
typically much lower.438
It should be noted that we employ a practical system, 439
where we experience continuous Rayleigh fading at the 440
subcarriers. Therefore, if the normalized Doppler frequency 441
of the independent Rayleigh channels on each tap of the 442
multipath channel model is equal to fd and we have 443
Q subcarriers, the effective Doppler frequency between the 444
channel states of two consecutively received symbols on the 445
qth subcarrier is equal to 446
Fd = fd · Q. (27) 447
In other words, the effective channel that a subcarrier 448
experiences in the time domain has a Doppler frequency of 449
Fd given by (27). 450
B. EFFECT OF TIME-SELECTIVE CHANNELS 451
The DPSKmodulation may be performed for the consecutive 452
symbols in the time domain, for consecutive OFDM symbols 453
of the same subcarriers. It may also be carried out in the 454
frequency domain, by differentially encoding the symbols of 455
the adjacent subcarriers of the same OFDM symbol. In this 456
treatise, we will proceed by applying differential modulation 457
in the time domain. Therefore, according to the slow-fading 458
assumption made in (23) about the channels, time-selective 459
channels are expected to impose a major effect on the 460
differential detection in our systems. This is characterized 461
by the autocorrelation function of the channel states between 462
the uth user and the pth receive AE on the qth subcarrier, 463
which is [3] 464
φthh[κ] , E
{
hp[t + κ] · h∗p[t]
}
= J0 (2piFdκ), (28) 465
where J0(·) is the zeroth-order Bessel function, fd is the 466
normalized Doppler frequency of the channels, while Fd is 467
the effective normalized Doppler frequency of the channels 468
as described in (27). 469
C. MAXIMUM LIKELIHOOD MULTIPLE SYMBOL 470
DIFFERENTIAL DETECTOR [3] 471
The performance of the CDDmainly depends on the accuracy 472
of the detection, since every decision made for the most 473
recently received symbol affects the detection of the next 474
symbol. The MSDD performs detection on Nw consecutively 475
received symbols with Nw > 2. The BER performance 476
of the MSDDs is assumed to be better than that of the 477
CDD, since the correlation between the phase distortions 478
of symbols that were transmitted with more than one sym- 479
bol period difference is also taken into consideration in the 480
detection. On the other hand, the complexity of any MSDD 481
is higher than that of the CDD, since the problem becomes 482
a ‘‘shortest-vector’’ problem [3] and the pool of legitimate 483
candidates increases exponentially with Nw. Since the refer- 484
ence symbol is known to the receiver, the MSDD performing 485
detection over Nw received symbols determines the estimates 486
of (Nw − 1) symbols. 487
As in the CDD section, the following analysis takes 488
place at the differential detection stage of Fig. 3. We focus 489
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our attention on the uth user, having been assigned the490
gth DSS code and transmitting on the qth subcarrier, therefore491
we omit the subscripts u, g and q. Furthermore, the symbols492
described in (20) are assumed to be available. The number of493
OFDM symbols transmitted between two reference symbols494
is equal to Th.495
Since the detection is performed in blocks of Nw symbols,496
with the consecutive blocks overlapping by one symbol, the497
ith received symbol vector, i ∈ {1, 2, . . . ,Th/Nw}, at the498
pth receive AE consisting of Nw consecutively received499
symbols in the time domain is500
yp[i] , [yp[Nw · i− (Nw − 1)], yp[Nw · i− (Nw − 2)],501
. . . , yp[Nw · i]]T. (29)502
The received symbol vector of (29) is exploited by the503
MSDD for estimating the ith Nw-element transmitted symbol504
vector sˆ[i], which corresponds to the ith actually transmitted505
symbol vector506
s[i] , [s[Nw · i− (Nw − 1)], s[Nw · i− (Nw − 2)],507
. . . , s[Nw · i]]T , (30)508
which in turn is the differentially encoded version of the509
(Nw − 1)-element symbol vector510
x[i] , [x[Nw · i− (Nw − 2)], x[Nw · i− (Nw − 3)],511
. . . , x[Nw · i]]T . (31)512
The objective of the MSDD is to find the best estimate xˆ[i] of513
the symbol vector in (31). The MSDD performs detection on514
a block-by-block basis, therefore we may omit the subscript i515
in (29), (30) and (31) from our analysis, resulting in516
yp , [ yp[1], yp[2], . . . , yp[Nw]]T, (32)517
s , [ s[1], s[2], . . . , s[Nw] ]T , (33)518
x , [ x[2], x[3], . . . , x[Nw] ]T . (34)519
The conditional PDF of the received symbol vector y of (32)520
over Nw consecutive OFDM symbols, given that the symbol521
vector s of (33) was transmitted, is [50]522
p(Y|s) = exp
(−Tr {YH9−1Y})
(det {pi9})P , (35)523
where Y is the (Nw × P)-element matrix that contains the524
P number of received symbol vectors yp, p ∈ {1, 2, . . . ,P},525
as in526
Y = [y1, y2, . . . , yP] (36)527
and Tr{·} yields the trace of a square matrix. Furthermore,528
9 = E
{
ypyHp |s
}
is the (Nw × Nw)-element conditional529
autocorrelation matrix of the Rayleigh channel. The con-530
ditional autocorrelation matrix of the Rayleigh channel 9531
in (35) depends on the transmitted symbol vector s, the noise532
variance N0 and the normalized Doppler frequency Fd ,533
therefore it is the same for each of the P receive AEs,534
hence allowing us to omit the subscript p from the following 535
discussion of 9. It may be expanded as 536
9 = E
{
yyH |s
}
(37) 537
= diag(s) · E
{
hhH
}
· diag(sH )+ E
{
nnH
}
(38) 538
= diag(s) ·
(
E
{
hhH
}
+ 2σ 2 · INw
)
· diag(sH ) (39) 539
= diag(s) · C · diag(sH ), (40) 540
where C , E {hhH} + 2σ 2 · INw and diag(s) is a diagonal 541
matrix with the vector s on its diagonal. Since we have chosen 542
to differentially encode the symbols in the time domain, 543
6h may be represented as 544
6h = E
{
hhH
}
(41) 545
= σ 2h ·

φthh[0] φ
t
hh[1] · · · φthh[Nw − 1]
φthh[1] φ
t
hh[0] · · · φthh[Nw − 2]
...
...
. . .
...
φthh[Nw−1] φthh[Nw−2] · · · φthh[0]
, 546
where σ 2h is the variance of the channel and φ
t
hh[κ], 547
k ∈ {0, 1, . . . ,Nw − 1}, is the autocorrelation function of the 548
channel states in the time domain, which is stated in (28). 549
In non-coherent receivers, where no channel coding has 550
been applied, the performance of HIHO MSDDs will be 551
equivalent to the performance of SISOMSDDs, provided that 552
the legitimate symbols are transmitted with equal probability, 553
but the required complexity is smaller. In HIHOMSDDs, the 554
detection is performed by finding that particular multi-level 555
symbol estimate xˆ of (34), or, equivalently, sˆ of (33), which 556
minimizes a specific metric, thus transforming the problem 557
into a ‘‘shortest-vector’’ problem [50]. More specifically, the 558
ML MSDD detects that particular symbol vector sˆ, which 559
maximizes the probability of sˆ having been transmitted, given 560
that the symbol matrixY has been received, or, in other words 561
sˆML = argmax
s∈MNw
(P(s|Y)) = argmax
s∈MNw
(
p(Y|s) · P(s)
p(Y)
)
(42) 562
where the Bayes’ theorem [61], [62] was applied. Still refer- 563
ring to (42), p(Y|s) is the conditional probability of having 564
received the symbol matrix Y, given that s was transmitted 565
as in (35), P(s) is the a priori probability of the symbol 566
vector s to have been transmitted and p(Y) is termed as the 567
system model probability, which represents the probability 568
of having received Y. Considering that a HIHO receiver is 569
non-iterative and that the transmitter generated the source bits 570
equiprobably, the values of p(Y) and P(s) are the same for 571
every legitimate s. 572
The conditional PDF p(Y|s) in (35) is the MLmetric of the 573
HIHOMSDD. Therefore, based on (42), the detected symbol 574
8 VOLUME 3, 2015
IE
EE
Pr
oo
f
P. Botsinis et al.: Noncoherent QMSDD for Wireless Systems
vector sˆ will be the vector that satisfies575
sˆML = argmax
s∈MNw
(
p(Y|s)) (43)576
= argmin
s∈MNw
(
Tr
{
YH9−1Y
})
(44)577
= argmin
s∈MNw
(
Tr
{
YH diag(s)C−1 diag(s)H Y
})
(45)578
= argmin
s∈MNw
P∑
p=1
(
sH · diag(yp) · C−1 · diag(yp)H · s
)
579
(46)580
= argmin
s∈MNw
P∑
p=1
(
sH · diag(yp) · FH · F · diag(yp)H · s
)
,581
(47)582
where (40) was used and F is an upper-triangular matrix583
obtained by the Cholesky factorization of C−1 and satisfies584
C−1 = FH F. (48)585
By defining the upper-triangular matrix Up for586
p = 1, 2, . . . ,P as587
Up , F diag(yp)H = F diag(yp)∗ (49)588
and substituting it in (47) we obtain589
sˆML = argmin
s∈MNw
P∑
p=1
(
sH · UHp · Up · s
)
(50)590
= argmin
s∈MNw
P∑
p=1
( ‖ Up · s ‖22 ). (51)591
The ML MSDD performs optimally by exhaustively592
searching the entire setMNw−1 for the symbol vector s that593
satisfies (51). Therefore, the Cost Function (CF) of the HIHO594
MSDD is595
f HIHOMSDD(s) =
P∑
p=1
( ‖Up · s‖22 ). (52)596
D. MAXIMUM A POSTERIORI PROBABILITY MULTIPLE597
SYMBOL DIFFERENTIAL DETECTOR [3]598
When channel coding is used, the decoding procedure yields599
improved estimates of the source’s bits, especially, when600
the inputs of the decoder are soft estimates of the encoded601
bits. Therefore, the MSDDs should provide the decoder602
these soft estimates by generating extrinsic bit-based or603
symbol-based LLRs. Moreover, the BER performance of604
the system is further improved, if information is allowed to605
be transferred from the decoder to the MSDD, resulting in606
iterations between the MSDD and the decoder. In this case,607
the MSDD should be capable of accepting soft inputs in608
terms of the a priori LLRs of the encoded bits. The a priori609
LLRs provided by the decoder affect the calculation of the610
extrinsic LLR.611
Based on (35), (47) and (51), the a posteriori LLR of 612
the tth symbol’s mth bit, with t ∈ {2, 3, . . . ,Nw} and 613
m ∈ {1, 2, . . . , log2(Mc)}, at the output of the MAPMSDD is 614
LMSDD,apo
(
b(m)t
)
615
= ln
P
(
b(m)t = 0 | Y
)
P
(
b(m)t = 1 | Y
) (53) 616
= ln
p
(
Y | b(m)t = 0
)
· P
(
b(m)t = 0
)
/p(Y)
p
(
Y | b(m)t = 1
)
· P
(
b(m)t = 1
)
/p(Y)
(54) 617
= ln
∑
x∈χ (t,m,0)
exp
(−Tr {YH9−1Y}+ ln (P(x)) )∑
x∈χ (t,m,1)
exp
(−Tr {YH9−1Y}+ ln (P(x)) ) (55) 618
= ln
∑
x∈χ (t,m,0)
exp
(
−
P∑
p=1
(‖Up · s‖22)+ ln (P(x))
)
∑
x∈χ (t,m,1)
exp
(
−
P∑
p=1
(‖Up · s‖22)+ ln (P(x))
) , 619
(56) 620
whereχ (n,m, v) =
{
MNw | b(m)n = v
}
is the set that includes 621
the specific multi-level symbols of MNw of which the 622
(n · log2(Mc)+m)th bit is equal to v. Furthermore, assuming 623
that the bits of a symbol are independent, the symbol-based 624
a priori LLR P(x) is equal to 625
P(x) = P
(
b(1)2
)
· · ·P
(
b(log2(Mc))2
)
626
·P
(
b(1)3
)
· · ·P
(
b(log2(Mc))Nw
)
. (57) 627
The extrinsic LLR of the nth symbol’s mth bit is calculated 628
by removing the contribution of the bit-based a priori LLR 629
that corresponds to b(m)n , as in 630
Lm,ex
(
b(m)n
)
= Lm,apo
(
b(m)n
)
− ln
P
(
b(m)n = 0
)
P
(
b(m)n = 1
)
. (58) 631
The MAP MSDD calculates every additive term in both the 632
numerator and denominator of (55) that takes part in the com- 633
putation of the extrinsic LLR [3]. The CF in the SISOMSDD 634
is similar to that of the HIHO MSDD and it is extracted 635
from (55) as in 636
f SISOMSDD(x) = −Tr
{
YH9−1Y
}
+ ln (P(x)) (59) 637
Therefore, when an Mc-ary modulation scheme is employed 638
and the detection window of the MSDD has a size 639
ofNw symbols, the complexity of theMAPMSDD is equal to 640
CMAP = M
Nw−1
c
(Nw − 1) log2(Mc)
, (60) 641
where (Nw − 1) was used instead of Nw, since the reference 642
symbol is known at the receiver. 643
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III. QUANTUM SEARCH ALGORITHMS644
In quantum computing, the equivalent of the classical bit645
is the quantum bit, or qubit.1 A qubit |q〉 may be found646
in the |0〉 or |1〉 states, or any superposition of the two, as647
encapsulated in648
|q〉 = a|0〉 + b|1〉, (61)649
where a, b ∈ C and |a|2 + |b|2 = 1. When we desire650
to observe a qubit’s state, we have to ‘‘measure’’ it on an651
orthonormal basis. For example, when we measure the qubit652
in (61) on the computational basis {|0〉, |1〉}, we have |a|2653
probability of obtaining the state |0〉 and |b|2 probability of654
obtaining the state |1〉. The state of a qubit evolves by passing655
it through unitary operators. One of the most commonly656
used unitary operators is the Hadamard operator H , which657
is defined as:658
H |0〉 = 1√
2
|0〉 + 1√
2
|1〉 = |+〉 (62)659
H |1〉 = 1√
2
|0〉 − 1√
2
|1〉 = |−〉. (63)660
Multiple qubits may form quantum registers, allowing a661
superposition of a number of states that is exponentially662
increasing with the number of qubits. For instance, if we663
have n = 2 qubits, they may be found in the following664
superposition of states:665
|q1〉|q2〉 = a|00〉 + b|01〉 + c|10〉 + d |11〉, (64)666
where |a|2+|b|2+|c|2+|d |2 = 1 and |c|2 is the probability of667
observing the two qubits in the |10〉 state. Let us now consider668
the two qubits in (64), where a = 1/√2, b = 0, c = 0 and669
d = 1/√2, resulting in the quantum state670
|q1q2〉 = |00〉 + |11〉√
2
. (65)671
By measuring only the first qubit in (65) we may observe672
it in the |0〉 state with 50% probability and in the |1〉 state673
with 50% probability. Let us assume that we observe it in674
the |1〉 state. Automatically, the second qubit is also in the675
|1〉 state with 100% probability. Therefore, the measurement676
or observation of one of the qubits in (65) affects the state of677
the other qubit, indicating that the two qubits are entangled.678
In the context of search, let us refer to the multi-679
level symbols by stating their respective decimal index680
representation. For instance, in a system where U = 2681
users transmit QPSK symbols, the 2-level symbol682
x = [(+1 + j)/√2, (+1 − j)/√2] is demapped to [00|01]683
with a decimal representation of x = 1. The integration of the684
quantum algorithms with the QMSDD is depicted in Fig. 5.685
1A qubit may be interpreted as a spinning coin in a black box, where it is
simultaneously in the ‘‘Heads’’ and ‘‘Tails’’ state, until it settles down and
we observe it to be either ‘‘Heads’’ or ‘‘Tails’’ after it has settled down.
The qubit may be physically implemented using different methods, such
as the spin of an electron, the polarization of a photon, or the states of a
superconductor [57], [58]. For an extensive tutorial on quantum computing
and quantum search algorithms, please refer to [14].
FIGURE 5. The DHA employed in our QMSDDs makes multiple calls to the
BBHT QSA. Grover’s QSA is not used, but it is included for terms of
completion, since the BBHT QSA uses the same Oracle OG , but may even
operate when the number of solutions is unknown. The QMSDD is
performed on a subcarrier basis. The DHA receives as input the received
signals at all the receive AEs on the qth subcarrier, the channel estimates,
the noise’s variance and the a priori LLRs. After it completes its initial
procedure, the DHA exchanges information with a classical processing
unit, which determines whether the DHA should be called again and its
search space. Finally, the QMSDD outputs the calculated a posteriori LLRs.
A. GROVER’S QUANTUM SEARCH ALGORITHM 686
Given a known value δ and an unsorted database representing 687
a function f (x), a search algorithm finds that specific x value, 688
for which we have f (x) = δ with ∼100%. The index x that 689
corresponds to the known value δ in the database is termed as 690
the solution to the search problem. In an N -element database, 691
the classical algorithms requireO(N ) queries to the database, 692
where O(·) represents the order of a number, while Grover’s 693
QSA finds a solution with ∼100% success probability after 694
O(
√
N ) calls [31], [32]. However, the number of legitimate 695
solutions S of the search problem has to be known for finding 696
them by Grover’s QSA [24], [31]. 697
For an N -element database, Grover’s QSA initially 698
employs n = log2 N qubits to the |0〉⊗n quantum state.2 699
Afterwards, every qubit passes through a Hadamard gate H 700
resulting in the quantum state 701
|x〉 =
N−1∑
q=0
1√
N
|q〉 =
N−1∑
q=0
1√
MNw−1
|q〉, (66) 702
as detailed in [31] and [32]. The Grover operator 703
G = HP0H ·OG is then applied to the qubits, where H is the 704
Hadamard gate, P0 is a rotation gate that maps |x〉 to −|x〉 705
if and only if |x〉 = |0〉⊗n, and OG is the Oracle gate. 706
The Oracle operator OG evaluates the function for all the 707
inputs that the quantum states are superimposed in and maps 708
|xs〉 → −|xs〉 in (66) for those specific quantum states, 709
which satisfy f (xs) = δ. The diffusion operator HP0H then 710
evolves the resultant states in such a way so that the solution 711
states |xs〉 have a higher probability to be observed during a 712
potential measurement than the rest of the states. Therefore, 713
after a single application of the Grover operator, the equiprob- 714
able superposition of states in (66) is changed to a biased 715
superposition of states in the favour of the solution states. 716
2The n-element tensor product is defined as: |0〉⊗n =
|0〉1 ⊗ |0〉2 ⊗ · · · ⊗ |0〉n︸ ︷︷ ︸
n
= |0〉1|0〉2 . . . |0〉n︸ ︷︷ ︸
n
= |00 . . . 0〉︸ ︷︷ ︸
n
.
10 VOLUME 3, 2015
IE
EE
Pr
oo
f
P. Botsinis et al.: Noncoherent QMSDD for Wireless Systems
After applying the Grover operator Lopt times, where717
Lopt =
⌈
pi
4
√
N
S
⌉
, (67)718
the probability of observing the resultant GL |x〉 quantum state719
and obtaining a solution is given by [31], [32]720
Psuccess = sin2
[(
2Lopt + 1
)
θ
]
, (68)721
where we have θ = arcsin (√S/N ).722
The Oracle evaluates the CF once in the Quantum723
Domain (QD) during every Grover operator. Since the actual724
complexity of the Oracle will depend on the particular tech-725
nology used to create it, let us continue by assuming that a726
single Oracle operation is equivalent to a single CFE in the727
Classical Domain (CD). In our communications application,728
the Oracle evaluates the CF of (52) or (59) and therefore a729
single application of the Oracle is assumed to be equivalent730
to a single evaluation of the respective CF. The CF of the731
MSDD does not require the knowledge of the channel states,732
but it may require extra computations with respect to the CF733
of the coherent detection schemes, such as the calculation of734
autocorrelation function of the users’ channel states of (28)735
and the conditional autocorrelation matrix of the Rayleigh736
channel of (40).737
B. BOYER, BRASSARD, HØYER, TAPP738
QUANTUM SEARCH ALGORITHM739
When the number of solutions S is not known, Grover’s740
QSA cannot be employed, since we are unable to calculate741
the optimal number of Grover iterations in (67). The Boyer,742
Brassard, Høyer, Tapp (BBHT) QSA [14], [24] employs the743
Grover operator a pseudo-random number of times, L, and744
checks whether the outcome is a solution or not, by then745
evaluating the function in the CD. If the outcome is a solution,746
then the BBHT QSA outputs it and stops. If it is not, the pro-747
cess is restarted, after updating the set that L takes its values748
from in Step 2 of Algorithm 1. Finally, if a solution xs exists,749
it will have been found with ∼100% success probability750
before751
LQDBBHT = 4.5
√
N/S (69)752
Grover iterations in the QD [24]. The detailed steps of the753
algorithm are presented in Algorithm 1. Since the number of754
solutions S is unknown, the worst-case scenario corresponds755
to S = 1, hence the BBHT QSA times out after756
LQD,maxBBHT = 4.5
√
N (70)757
CFEs or database queries, concluding that there is no solution758
to the search problem.759
C. DÜRR - HØYER ALGORITHM760
The DHA [21] succeeds in finding the specific index xmin761
that minimizes the function f (x) or, equivalently, corre-762
sponds to the minimum entry in a database with ∼100%763
probability after O(
√
N ) CFEs. The steps of the DHA are764
Algorithm 1 Improved BBHT-QSA [63]
1: Set m← 1, λ← 6/5 and LQDBBHT ← 0, LCDBBHT ← 0.
2: Choose L uniformly from the set {0, . . . , bmc}.
3: Apply the G operator L times starting from the initial state |x〉
in (66), resulting in the final state |xf 〉 = GL |x〉.
4: Observe |xf 〉 in the QD and obtain |j〉.
5: Compute f (x) in the CD.
6: Update LCDBBHT ← LCDBBHT + 1 and LQDBBHT ← LQDBBHT + L.
7: if f (x) = δ or LQDBBHT ≥ LQD, maxBBHT then
8: Set xs ← j, output xs, LCDBBHT , LQDBBHT and exit.
9: else
10: Set m← min
{
λm,
√
N
}
.
11: if m = √N then
12: Choose L uniformly from the set {1, . . . , bmc} and go to
step 4.
13: else
14: Go to step 3.
15: end if
16: end if
Algorithm 2 Deterministically-Initialised DHA [12], [13]
1: Set i← xI and LDHA ← 0, LCDDHA ← 0, LQDDHA ← 0.
2: The BBHT QSA is employed with δ ← f (i), an Oracle that
marks as solutions the states |x〉 that obey f (x) < δ and
LQD, maxBBHT ← 4.5
√
N . Obtain xs, LCDBBHT and L
QD
BBHT from the
BBHT QSA.
3: LCDDHA ← LCDDHA + LCDBBHT , LQDDHA ← LQDDHA + LQDBBHT and
LDHA ← LDHA + LCDDHA + LQDDHA .
4: if f (xs) ≥ f (i) or LDHA ≥ 22.5
√
N , then
5: Set xmin ← i, output xmin and exit.
6: else
7: Set i← xs and go to Step 2.
8: end if
given in Algorithm 2. Commencing from an initial index 765
i = xI , the DHA employs the BBHTQSA in conjunctionwith 766
an alternative Oracle. More specifically, the DHA’s Oracle 767
marks as solutions all the specific states x that satisfy 768
f (x) < f (i). After the call to the BBHT QSA ends, a xs has 769
been found, where we have f (xs) < f (i). After making i = xs, 770
the BBHT QSA is called again for finding another xs that 771
corresponds to an even smaller CF value. This process is 772
continued until the BBHT QSA concludes that there is no 773
solution to the search problem, essentially indicating that 774
xmin was found during the last call to the BBHT QSA. The 775
choice of the initial index xI was shown to be related to 776
the complexity of the algorithm [12], [14]. The maximum 777
number of CFEs performed in the QD required by the DHA 778
to find xmin is equal to [21] 779
LQD,maxDHA = 22.5
√
N , (71) 780
while the minimum number of CFEs performed in the CD 781
when the BBHT QSA evaluates the observed state in the CD 782
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for checking if it is a solution is [13]783
LCD,minDHA =min
(
LCDDHA
)
+1784
s.t.
LCDDHA−1∑
j=0
min
(⌊
λj
⌋
,
√
N
) ≥ 4.5√N . (72)785
IV. QUANTUM-ASSISTED MULTIPLE SYMBOL786
DIFFERENTIAL DETECTION787
In this section we present the proposed QMSDDs in the788
uplink of a U = 4-user DSS/SSCH SDMA-OFDM system789
relying on a single transmit antenna each and P = 2 receive790
AEs at the BS, using QPSK modulation, Turbo Coding (TC)791
with R = 1/2 rate and 8 Trellis states, as well as Q = 1024792
subcarriers with a channel bandwidth of 10 MHz [64].793
In contrast to the LTE standard, we will assume that all794
Q = 1024 subcarriers are active. Moreover, each user795
transmits on W = 512 subcarriers out of the available796
Q = 1024 subcarriers and is allocated one of the G = 2797
available Walsh-Hadamard DSS codes. The schedule of798
the subcarrier allocation is generated by the DSS-based799
USSCH [13] and it changes every Th = 13 OFDM symbol800
periods, while the length of a symbol frame is equal to801
12 288 symbols. Let us use the Extended Pedestrian A (EPA)802
LTE channel model [64] for our example. The parameters of803
the system are described in Table 1. The sampling frequency804
is chosen according to the LTE standard [64], while a carrier805
frequency of fc = 2.5 GHz is selected. The mobile velocity of806
the EPA channel is the one that corresponds to the maximum807
Doppler frequency of the channel, according to the LTE808
standard [64]. All the channels are assumed to experience809
Rayleigh fading. The Rayleigh fading is a complex-valued810
zero-mean Gaussian process with a variance of σ 2h [3].811
A. DÜRR-HØYER ALGORITHM-BASED QMSDD812
The DHA may be used for performing HIHO QMSDD. The813
CF of the HIHO differential detection is stated in (51). The814
effective search space has815
CML = MNw−1 (73)816
entries and hence the complexity of the ML MSDD817
increases exponentially with the size of the detection window818
2 ≤ Nw ≤ Th, requiring MNw−1 CFEs. The HIHO819
MSDD’s CF is evaluated by the Oracle and accordingly,820
the DHA QMSDD succeeds in finding that specific sym-821
bol vector s, which minimizes the CF in (51) at a com-822
plexity of O
(√
MNw−1
)
CFEs. Let us initially assume that823
the DHA QMSDD is randomly initialized.824
Let us proceed by comparing the DHA QMSDD to825
both the ML MSDD and to the CDD in our DSS/SSCH826
SDMA-OFDM system characterized in Table 1. The size827
of the detection window Nw is chosen to be Nw = 5 or828
Nw = 7, where Nw = 2 corresponds to an MSDD equivalent829
to the CDD. The symbol detected by the MSDDs at the830
Nwth position of s is the reference symbol of the subsequent831
MSDD procedure.832
TABLE 1. Parameters of the 4-user OFDM system.
FIGURE 6. BER performance of the DHA QMSDD, the ML MSDD and the
CDD in the DSS/SSCH SDMA-OFDM system of Fig. 3, using the parameters
summarized in Table 1. The BER performance of the coherent detection of
the same system is also included for comparison.
Fig. 6 depicts the BER performance of both the DHA 833
QMSDD, as well as of the MLMSDD and of the CDD in our 834
system scenario. Additionally, we have included the perfor- 835
mance of the equivalent coherent system for reference, where 836
the channel states have been perfectly estimated at the BS. 837
We may observe that the DHA QMSDD has an equivalent 838
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TABLE 2. Computational complexity in terms of the number
of CFEs/bit in Fig. 6.
performance to that of the MLMSDD, for both values of Nw.839
At the same time, the computational complexity of the DHA840
QMSDD was only 55% and 12.77% of the corresponding841
complexities of the ML MSDD for Nw = 5 and Nw = 7,842
respectively, as presented in Table 2. Furthermore, the843
ML MSDD and the DHA QMSDD perform better than the844
CDD by approximately 0.6 dB for Nw = 7. Naturally,845
the BER versus Signal to Noise Ratio (SNR) improvement is846
achieved at an increased complexity, since the complexity of847
the CDD is 2 CFEs / bit. The BER improvement between the848
scenario where Nw = 7 was used and the one where Nw = 5849
was selected is 0.2 dB. This is mainly due to the fact that850
since we have Th = 13, there are two and three detection851
windows whenNw = 7 andNw = 5, respectively, resulting in852
a similar performance. The expected 3 dB difference between853
the coherent ML detection and the MSDDs is indeed present854
in Fig. 6 and it becomes higher upon increasing Eb/N0 due855
to the channel coding having a more beneficial effect on856
coherent systems [3].857
B. EARLY-STOPPING AIDED DHA-BASED QMSDD858
The ES-DHA was proposed in [12]. Based on the acquired859
statistics of the required number of CFEs of off-line searches860
using the DHA, the ES-DHA may be able to reduce the nec-861
essary complexity of the QMSDD. In more detail, when the862
randomly-initialised or the deterministically-initialised DHA863
finds the symbol vector sˆML of (51) after a number of BBHT864
iterations, it does not realize this success until another BBHT865
iteration yields a symbol vector s, which has a higher CF866
value than that of the already found sˆML . By simulating a large867
number of DHA searches in an off-line fashion for the same868
search space size as our system’s search space, wemay gather869
statistics concerning the number of CFEs that were required870
for the DHA to find the solution sˆML , rather than to realize871
that the solution has already been found [12]. By carefully872
interpreting these statistics, we are able to perform optimal873
MSDD at a reduced complexity, or allow a suboptimal per-874
formance, if we operate under a strict complexity-budget in875
terms of the number of CFEs.876
For our scenario, the CDF curves of the number of CFEs877
performed both in the CD and the QD, as well as the total878
number of CFEs carried out in both domains during the DHA879
searches are plotted in Fig. 7a for Nw = 7 and Eb/N0 = 13.5.880
Since the initial DHA input is selected to be random, the881
value of the Eb/N0 does not affect the resultant PDF and882
CDF curves [12]. We simulated the DHA in our system883
scenario for 12·106 independent instances. Fig. 7a shows that884
in 99% of the DHA instances, the search was completed in885
FIGURE 7. PDF and CDF curves of the DHA in the system scenario of
Fig. 3, using the parameters summarized in Table 1 for Nw = 7 after
12 · 106 number of independent DHA instances, before and after
subtracting the minimum total number of CFEs, equal to 314 CFEs,
required by the DHA to realize that the solution has already been
found. (a) Total number of CF evaluations. (b) Number of Grover iterations
(CF evaluations in the QD). (c) Number of CF evaluations in the CD.
fewer than 787 CFEs, or performing less than 886
787/4096 · 100% = 19.2% of the number of CFEs required 887
by the ML QMSDD. Similarly, 80% of the DHA searches 888
were completed after evaluating the CF of (51) at most 889
605 times, which forms 14.8% of the number of CFEs 890
per multi-level MSDD symbol vector performed in the 891
MLMSDDs. It should be noted at this point that the statistics 892
do not take into consideration the success of the search, but 893
only the complexity required for the search to be completed. 894
However, the DHA has a success probability of ∼100%, 895
hence in most of the instances the search is indeed successful. 896
By exploiting the CDF curves of Fig. 7 we may stop the DHA 897
in our scenario after 787 CFEs and expect a ∼99% success 898
probability in our search for sˆML . 899
By observing Fig. 7a we are also able to infer that the 900
minimum number of total CFEs required by the DHA to 901
complete its actions is 313, which forms 7.6% of the CFEs 902
in the MLMSDD. This is the minimum number of CFEs that 903
the DHA required out of 12 · 106 instances for realizing that 904
it had already found sˆML and this corresponds to the scenario, 905
where the random initial DHA input was equal to sˆML and 906
the minimum number of CFEs both in the CD and the QD 907
were performed. The probability of the random initial DHA 908
input to be equal to the optimal symbol index and at the same 909
time the DHA to require exactly 4.5
√
MNw−1c = 288 CFEs 910
in the QD for finding it turned out to be equal to 911
1.4 · 10−5 based on the CDF seen in Fig. 7b. Furthermore, 912
the minimum number of CFEs performed in the CD was 913
equal to 25 CFEs with a probability of occurrence equal to 914
9 ·10−6 according to the CDF in Fig. 7c. In total, the scenario 915
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associated with the lowest complexity is the one, where the916
random initial DHA input is equal to the optimal symbol917
index and the DHA performs 288 CFEs in the QD and918
25 CFEs in the CD, resulting in a total of 313 CFEs. In our919
simulation instances this incident occurred with a probability920
of 3 · 10−6.921
These 313 CFEs did not impact the output, since the922
initial DHA input was already equal to the desired output.923
Therefore, the ES-DHA QMSDD considers this amount of924
313 CFEs as unnecessary complexity and always subtracts925
it from the affordable number of CFEs of the DHA, without926
altering the success probability indicated by the CDF curves.927
In other words, if we allow the DHA to run in our system928
scenario for 787 CFEs and for 787−313 = 474 CFEs, which929
form only 11.6% of the number of CFEs performed in the930
ML MSDD, we should expect a ∼99% success probability931
in both scenarios. This non-intuitive phenomenon may be932
logically interpreted as the difference between the number of933
CFEs the DHA requires to find the solution and the number934
of CFEs the DHA requires to realize that it has already935
found the solution. In the first case, the DHA will naturally936
terminate its own operation 99% of the time while having937
found the solution. By contrast, in the second case the DHA938
will naturally stop on its own 34.4% of the time but it will939
again have found the solution 99% of the time, assuming a940
100% success ratio. Fig. 7a also presents the CDF curve after941
313 CFEs have been subtracted.942
FIGURE 8. BER performance of the ES-DHA QMSDD for the 99%, 80% and
50% points of the CDF curve in Fig. 7, corresponding to a maximum of
474, 292 and 201 CFEs, respectively, in the DSS/SSCH SDMA-OFDM system
scenario of Fig. 3, using the parameters summarized in Table 1
for Nw = 7.
The BER performance of the ES-DHA QMSDD is illus-943
trated in Fig. 8, where it is compared to the DHA QMSDD944
of Section IV-A for various early stopping points based on945
the gray CDF curve in Fig. 7a and Nw = 7. According to946
Fig. 8, the BER performance of the ES-DHA QMSDD when947
the 474 CFEs corresponding to the 99% point of the CDF948
are chosen as the maximum affordable number of CFEs is949
TABLE 3. Complexity in terms of the number of CFEs/bit in Fig. 8.
equivalent to that of the DHA QMSDD and the ML MSDD. 950
The computational complexity of the ES-DHA-99% 951
QMSDD is equal to 37.9 CFEs per bit, compared to the 952
complexity of the DHA QMSDD, which requires 43.6 CFEs 953
per bit, according to Table 3. Moreover, when the 80% point 954
of the CDF is selected, the ES-DHA QMSDD’s performance 955
is equivalent to that of the CDD until the Eb/N0 = 9 dB 956
point, after which it becomes worse. It seems that in this 957
system scenario, the CDD finds the optimal solution more 958
often than 80% of the time. This might have been expected, 959
since the power gain of the MSDD when compared to the 960
CDD is only 0.5 dB. Similarly, the performance of the 961
ES-DHAQMSDDwhen the 50% point of the CDF in Fig. 7 is 962
chosen is worse than that of the CDD by 2−3 dB. The reason 963
for this is that the 201 CFEs in the ES-DHA QMSDD, which 964
correspond to the 50% CDF point, are insufficient for achiev- 965
ing an acceptable performance. Furthermore, the fact that the 966
ES-DHA is randomly-initialized contributes to the fact of 967
experiencing a worse performance than the CDD, when the 968
number of maximum affordable CFEs is not sufficiently high. 969
We will propose a method for circumventing this problem 970
in Section V. 971
C. DHA-BASED QMSDD WITH MAXIMUM 972
APPROXIMATION 973
As in the MAP MSDD analysis, let us focus our discussions 974
on the calculation of the tth differentially encoded symbol’s 975
mth bit. The methodology of the DHA-based detector relying 976
on the MAximum Approximation (DHA-MAA) is described 977
in detail in [13]. In this section we will apply the DHA-MAA 978
algorithm for performing HISO QMSDD. The DHA-MAA 979
QMSDD calculates the bit-based or symbol-based LLRs by 980
using only a reduced subset of the legitimate multi-level 981
MSDD symbol vectors in the MAP MSDD. 982
The DHA-MAAQMSDD invokes the DHA for finding the 983
symbol vector xˆmin that satisfies 984
xˆmin = argmax
x∈MNw−1
{
exp
(− Tr{YH9−1Y}+ ln (P(x)) )} 985
= argmin
x∈MNw−1
{ P∑
p=1
( ‖ Up · s ‖22 )− ln (P(x))}, (74) 986
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where the connection between s and x is stated in (1) and its987
CF is given by:988
f SISO−DHAMSDD (x) =
P∑
p=1
[ (
‖Up · s‖22
)
− ln(P(x))
]
. (75)989
The DHA will search through the entire legitimate search990
spaceMNw−1, where the first symbol in the MSDD symbol991
vector x is fixed to its known value, since it corresponds to the992
reference symbol. During the search for xˆ, the DHA evaluates993
the CF value of (75) for many other multi-level symbols,994
which may be stored and exploited for the calculation of the995
LLRs. More precisely, once the search is completed, the best996
symbol found for the numerator and the best symbol found for997
the denominator of each bit’s LLR are used for its calculation.998
Let us redefine a number of sets for assisting us in the analysis999
of the DHA-MAA QMSDD. The set X includes the unique1000
symbols that were evaluated during the DHA search. From1001
that set X , we may then create two sets for each bit, based on1002
the bit’s specific value. For example, X t,m,v is that particular1003
set, which contains all the symbols in X , where the value of1004
the tth transmitted symbol’s mth bit is equal to v. By using1005
the decimal representation x for indexing the corresponding1006
symbol vector x as in Section III, we have1007
x ∈ X t,m,v ⇔ x ∈ X ∧ x ∈ χ (t,m, v). (76)1008
In other words, X t,m,v includes all the unique symbols1009
that the DHA search encountered, which have the1010
(t ·log2Mc+m)th bit of their binary representation equal to v.1011
Hence, the LLR calculated by the DHA-MAA is equal to1012
LDHA−MAA,apo
(
b(m)t
)
1013
= ln max
(
exp
(− f SISO−DHAMSDD (x)) | x ∈ X t,m,0)
max
(
exp
(− f SISO−DHAMSDD (x)) | x ∈ X t,m,1) . (77)1014
According to (77), the globally optimal symbol xˆ that1015
is found during the DHA search, will be used for the cal-1016
culation of every bit’s LLR, either in its numerator or in1017
its denominator, since there is no symbol with a higher1018
exp
(−f SISO−DHAMSDD (x)) value than xˆmin. Hence, the signs of the1019
LLRs calculated by the DHA-MAA QMSDD always match1020
the signs of the LLRs calculated by the MAP MSDD. The1021
difference between the two MSDDs’ LLRs is in the magni-1022
tude of the LLRs, with the DHA-MAA QMSDD tending to1023
output LLRs having a higher confidence than they actually1024
have [13]. This occurs due to the fact that the optimal multi-1025
level symbol of a set is used for the calculation of either the1026
numerator or the denominator, while in some cases a sub-1027
optimal symbol is used for the calculation of the denominator1028
or the numerator, respectively.1029
In the case when a set X t,m,v is empty for a specific1030
{t,m, v} set, the DHA is called again to search for the specific1031
multi-level symbol xˆt,m,vmin ∈ χ (t,m, v) that minimizes the1032
CF in (74) [13]. By employing another DHA search, we1033
can ensure that the optimal symbol of that set is found with1034
∼100% probability and considering that the globally optimal1035
symbol was found during the initial DHA search, the value of 1036
the (t ·log2Mc+m)th bit’s LLR calculated by the DHA-MAA 1037
QMSDD will be close to that of the MAP MSDD. However, 1038
the additional complexity imposed by the extra DHA search 1039
is added to the total complexity of the DHA-MAA QMSDD. 1040
For this reason, we have proposed in [13] a solution that we 1041
termed as the Neighbour Exploitation (NE) technique. 1042
Briefly, according to the NE technique, if the set X t,m,v 1043
is empty after the initial DHA search, then the neighbour 1044
of the globally optimal symbol xˆ that was found at the 1045
(t · log2Mc + m)th position becomes the sole member of 1046
X t,m,v. More specifically, if the set X t,m,v is empty, then the 1047
set X t,m,v⊕1 includes xˆ. At the price of an additional CFE, 1048
we may use the globally optimal symbol xˆ and the 1049
corresponding neighbour of xˆ for the calculation of the 1050
tth symbol’s mth bit’s LLR. 1051
The minimum complexity per bit quantified in terms 1052
of the number of CFEs of the DHA-MAA QMSDD then 1053
becomes [13] 1054
CminDHA−MAA =
4.5
√
M (Nw−1)c + LCD,minDHA
(Nw − 1) · log2Mc
, (78) 1055
where LCD,minDHA is the minimum possible number of CFEs per- 1056
formed in the classic domain during the initial DHA search, 1057
which is described in (72). By contrast, the minimum number 1058
of CFEs of the DHA-MAA-NE QMSDD is equal to [13] 1059
CminDHA−MAA−NE =
4.5
√
M (Nw−1)c + LCD,minDHA
(Nw − 1) · log2Mc
+ 1, (79) 1060
which is only a single CFE higher than the minimum com- 1061
plexity of the DHA-MAAQMSDD in (78) due to the require- 1062
ments of the NE technique. 1063
In Fig. 9 we compare the BER performances of the 1064
MAP MSDD and the DHA-MAA QMSDD both with and 1065
without the NE technique, when used in the DSS/SSCH 1066
FIGURE 9. BER performance of the DHA-MAA QMSDDs and the MAP
MSDD in the DSS/SSCH SDMA-OFDM system scenario of Fig. 3, using the
parameters summarized in Table 1 for Nw = 7.
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SDMA-OFDM system scenario of Fig. 3 relying on the1067
parameters of Table 1 involving J = 3 iterations between the1068
MSDD and the channel decoder. We may observe that there1069
is an 1 dB loss between the MAPMSDD and the DHA-MAA1070
QMSDD with 1 MSDD-DEC iteration. Additionally, the1071
DHA-MAA-NEQMSDD offers a slightly better BER perfor-1072
mance, when compared to that of the DHA-MAA QMSDD.1073
When the number of iterations between the MSDDs and the1074
decoders is increased, the performance of the MAP MSDD1075
is improved, but those of the DHA-MAA QMSDD and the1076
DHA-MAA-NE QMSDD essentially remain the same, hence1077
resulting in a power loss of approximately 2 dB for the latter1078
pair after J = 3 MSDD-DEC iterations between the MAP1079
MSDD and the DHA-MAA QMSDDs.1080
The computational complexities of the MSDDs quantified1081
in terms of the number of CFEs per bit are summarized1082
in Table 4, where again the CF is given in (75). We make1083
the conclusive assumption that all the CF values obtained by1084
the MAP MSDD during the first MSDD-DEC iteration are1085
stored and reused during any subsequent iterations, which1086
reduces the complexity. Therefore, the complexity of the1087
MAP MSDD is assumed to be independent of the number1088
of MSDD-DEC iterations, when quantified in terms of the1089
number of CFEs. On the other hand, we assume that1090
the DHA-MAA QMSDD is performed during every1091
MSDD-DEC iteration. In this way, the comparison of the1092
complexities of the classical and quantum MSDDs has the1093
smallest difference possible and corresponds to the worst-1094
case-scenario for the QMSDDs.1095
TABLE 4. Complexity in terms of the number of CFEs/bit in Fig. 9.
According to Table 4, the complexities of the DHA-MAA1096
and DHA-MAA QMSDDs are lower than that of the MAP1097
MSDD. When operating at Eb/N0 = 10.5 dB the complexity1098
of the QMSDDs does not increase dramatically with the num-1099
ber of MSDD-DEC iterations, because most of the time the1100
entire frame was correctly decoded during the first iteration.1101
Therefore, the small number of additional CFEs, which may1102
be as low as a single CFE per bit, when J = 2 MSDD-DEC1103
iterations are performed, provides a modest gain of 0.25 dB 1104
as observed in Fig. 9, when we compare the QMSDDs 1105
using J = 1 MSDD-DEC iteration and that using J = 2 1106
MSDD-DEC iterations. Similarly, when J = 3 iterations are 1107
allowed between the MSDDs and the channel decoders, the 1108
complexities of the QMSDDs are only slightly increased at 1109
Eb/N0 = 10.5 dB. However, the BER performance remains 1110
essentially the same as in the case, where J = 2MSDD-DEC 1111
iterations were performed. When we have Eb/N0 = 5 dB, 1112
the complexities of the DHA-MAAQMSDDs combined with 1113
multiple MSDD-DEC iterations may be deemed to be the 1114
corresponding multiples of the complexities required for a 1115
single MSDD-DEC iteration. For example, in the case of 1116
the DHA-MAA-NE QMSDD, 44.62 CFEs are required for a 1117
single MSDD-DEC iteration, while almost three times more 1118
are necessitated for the scenario where J = 3 MSDD-DEC 1119
iterations are performed. Observe in Fig. 9 this increased 1120
complexity fails to achieve any substantial BER performance 1121
improvement for the system. The reason for the increase in 1122
complexity is that none of the frames are correctly decoded 1123
during any of the previous iterations. 1124
Therefore, based on Fig. 9, despite increasing the receiver- 1125
complexity by allowing iterations between the MSDD and 1126
the channel decoder, the performance of the DHA-MAA 1127
QMSDDs is not improved. In the context of the DHA-MAA 1128
QMSDD, the MSDD-DEC iterations translate into updated 1129
values of the a priori symbol-based probabilities P(x) 1130
in (55) and (74). By calculating the LLR as in (77), the 1131
DHA-MAA QMSDD essentially ignores other symbols, 1132
although they would be expected to improve the resultant 1133
LLR value. Moreover, since the DHA-MAA QMSDD does 1134
not always use the optimal symbols for the calculation of 1135
both the numerator and the denominator of each bit’s LLR, 1136
the excessive value of the resultant LLRs, which actually 1137
represent an undue confidence, have a negative effect on 1138
the channel decoder by misinforming it. This is verified 1139
by observing the EXIT chart of our system scenario in 1140
Fig. 10, where the inner decoder’s curves corresponding 1141
to the MSDDs and the outer decoder’s curve correspond- 1142
ing to the TC employed are depicted. Furthermore, the 1143
Monte-Carlo simulation based stair-case-shaped decoding 1144
trajectories were generated for a frame length of 24 576 bits 1145
per user. All the EXIT curves in this treatise have been 1146
generated by using the histogram-based method [3], which 1147
provides more accurate predictions of the soft-information 1148
PDFs than the Gaussian approximation. 1149
According to Fig. 10, the DHA-MAA and DHA-MAA-NE 1150
QMSDDs initially output a lower MI than the MAP MSDD, 1151
but upon iterating they eventually become higher than that of 1152
the MAP MSDD, yielding a higher MI at their output. This 1153
fact does not represent the reality, yet, it was expected. The 1154
DHA-MAA and DHA-MAA-NE QMSDD always generate 1155
extrinsic LLRs, which have the same polarity as the ones 1156
the MAP MSDD generates. Due to the fact that the 1157
two QMSDDs generate their LLRs according to (77) and that 1158
most of the times they do not use the optimal symbols for both 1159
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FIGURE 10. EXIT chart of the DHA-MAA and DHA-MAA-NE QMSDDs, as
well as the MAP MSDD in the DSS/SSCH SDMA-OFDM system scenario of
Fig. 3, using the parameters summarized in Table 1 for Nw = 7.
the numerator and the denominator, we expect to obtain LLR1160
values having the correct polarity, but higher values than they1161
should truly have. Therefore, their inner decoder EXIT curves1162
erroneously represent the belief that the QMSDDs surpass the1163
performance of the MAP MSDD.1164
All the EXIT curves in Fig. 10 have been generated using1165
Gaussian-distributed LLRs as their inputs. The generation of1166
non-Gaussian EXIT charts [65] may provide a more accu-1167
rate design of a system, especially when approximations in1168
the calculation of the LLRs are used. Nonetheless, in this1169
paper we rely on Gaussian LLR-assumption, for avoiding the1170
related complex discussions.1171
As a result of this Gaussian approximation, the decod-1172
ing trajectories of the QMSDDs reach their respective inner1173
decoder curve at IA,MSDD = 0, but beyond this point they1174
do not match with their respective EXIT curves. More specif-1175
ically, the decoding trajectory of the DHA-MAA QMSDD1176
fails to reach the IDEC,E = 1 line of perfect convergence to1177
a vanishingly low BER, when the inner and outer decoders1178
are serially connected as in our scenario. The reasons for1179
the behaviour of this trajectory is that the DHA-MAA and1180
DHA-MAA-NE QMSDDs do not satisfy the consistency1181
condition [66], which implies that they provide excessive,1182
overconfident LLR values, which is partly attributable to the1183
fact that their interleaver length is limited to 24 576 bits for1184
each user. If the non-Gaussian EXIT charts [65] were shown,1185
the inner and outer decoder EXIT curves after two and three1186
iterations would form a much narrower tunnel or a closed1187
tunnel, for the DHA-MAA-NE and DHA-MAA QMSDDs,1188
respectively.1189
D. DHA-BASED QMSDD WITH MULTI-INPUT1190
APPROXIMATION1191
The Dürr-Høyer algorithm-based MUD with MUA was1192
analysed in [13]. The same principles are followed here for1193
the creation of the DHA-MUA QMSDD. The DHA-MUA 1194
QMSDD starts by performing a single DHA search for find- 1195
ing the optimalmulti-levelMSDD symbol vector that belongs 1196
to the numerator of the first bit’s LLR and another single 1197
DHA search for finding the optimal multi-level symbol that 1198
belongs to the denominator of the first bit’s LLR. Therefore, 1199
the search space of each of the first two DHA searches has 1200
MNw−2 entries. The CF used for determining the optimality 1201
of the symbols is the one formulated in (75). 1202
When we randomly initialize the DHA-MUA QMSDD, 1203
if the randomly selected initial symbol belongs to the numer- 1204
ator of the first bit’s LLR, we firstly perform the DHA 1205
search for that numerator. Similarly, we commence with the 1206
denominator of the first bit’s LLR, provided that the random 1207
initial symbol belongs to it. Let us assume that we start by 1208
performing the DHA for the numerator. After we find the 1209
optimal symbol xˆ1,1,0min in theX 1,1,0 set, we initialize the DHA 1210
search for the denominator using the neighbour of xˆt,m,0min in the 1211
first bit position. Once both searches have been completed, 1212
we compare the two optimal symbols xˆ1,1,0min and xˆ
1,1,1
min for 1213
determining the globally optimal symbol xˆmin with the aid of: 1214
xˆmin =
 xˆ
1,1,0
min if fDHA
(
xˆ1,1,0min
)
< fDHA
(
xˆ1,1,1min
)
xˆ1,1,1min if fDHA
(
xˆ1,1,0min
)
> fDHA
(
xˆ1,1,1min
)
.
(80) 1215
For the calculation of the LLRs of the subsequent bits, we 1216
only perform a single DHA search per bit. More specifically, 1217
if the globally optimal symbol xˆmin belongs to the numerator 1218
of a bit’s LLR, then we perform a DHA search for the 1219
specific search space that corresponds to the denominator of 1220
that bit’s LLR, and vice versa. At the end, every set X t,m,v 1221
for t ∈ {1, 2, . . . ,Nw − 1}, m ∈ {1, 2, . . . , log2Mc} and 1222
v ∈ {0, 1} will contain at least one symbol. Let us assume 1223
without loss of generality that the symbols both in X t,m,0 1224
and X t,m,1 are stored in a descending order based on their 1225
CF values. The pair of knowledge transfer techniques that 1226
were investigated in [13] in the context of MUDs, namely 1227
the Forward Knowledge Transfer (FKT)3 and the Forward 1228
and Backward Knowledge Transfer (FBKT)4, may be readily 1229
applied in the context of the QMSDD for the creation of 1230
3In the DHA-MUA QMSDD, the search results obtained for the
[(u − 1) · log2(M ) + m]th bit of a multi-level QMSDD symbol
vector on the qth subcarrier are stored in X u,m,0q and X u,m,1q .
These search results are used only for calculating the LLR of the
[(u − 1) · log2(M ) + m]th bit. When the Forward Knowledge Transfer
modification is employed, the search results of the DHA related to the
[(u − 1) · log2(M ) + m]th bit are also used for the calculation
of the LLRs of the subsequent bits b[(u−1)·log2(M )+m+1],
b[(u−1)·log2(M )+m+2], . . . , b[U ·log2(M )] of the multi-level symbol, by being
stored in their corresponding setsX u,m+1,0q ,X u,m+1,1q , . . . ,XU ,log2(M ),0q ,
XU ,log2(M ),1q .
4Similarly to the Forward Knowledge Transfer modification,
when the Forward & Backward Knowledge Transfer modification is
employed, the search results of the DHA related to the [(u − 1) ·
log2(M ) + m]th bit of a multi-level QMSDD symbol vector are also used
for the calculation of the LLRs of all the bits b1, b2, . . . , b[U ·log2(M )]
of the multi-level symbol, by being stored in their corresponding sets
X 1,1,0q ,X 1,1,1q , . . . ,XU ,log2(M ),0q ,XU ,log2(M ),1q .
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the sets X t,m,v. The NE technique is also applicable in the1231
DHA-MUA QMSDD.1232
Moreover, let us assume thatX t,m,1 containsmore symbols1233
than X t,m,0, i.e. we have that ∣∣X t,m,1∣∣ > ∣∣X t,m,0∣∣ . Then,1234
the sets X¯ t,m,0 and X¯ t,m,1 are created by trimming the last1235
symbols in X t,m,1 with the lowest CF values, so that the1236
resultant set X¯ t,m,1 has the same size as X¯ t,m,0 = X t,m,0.1237
Let us also define the sign variable ςt,m, which is equal to1238
+1 if the globally optimal symbol xˆmin belongs to X¯ t,m,0,1239
otherwise it is −1.1240
Afterwards, we calculate the difference between the1241
CF values of the respective last symbols in the sorted X¯ t,m,01242
and X¯ t,m,1 sets. If the sign of the result does not match the1243
value of ςt,m, both symbols are deleted from their respective1244
sets and we continue this process with the rest of the symbol1245
pairs until we reach the first elements of each set. If the sign1246
of the difference matches the value of ςt,m, no action is taken1247
andwe proceedwith the next symbol pairs. The newly formed1248
sets are described by Xˆ t,m,0 and Xˆ t,m,1. By performing this1249
procedure, we ensure that the resultant LLR’s polarity is the1250
same as in the MAP MSDD.1251
The LLR of the tth symbol’s mth bit is calculated as in1252
LDHA−MUA,apo
(
b(m)t
)
1253
= ln
∑
x∈Xˆ t,m,0
exp
(− f SISO−DHAMSDD (x))∑
x∈Xˆ t,m,1
exp
(− f SISO−DHAMSDD (x)) . (81)1254
In this treatise we will only consider the scenario, where the1255
DHA-MUA QMSDDs adopt the NE technique having a total1256
minimum complexity of1257
CminDHA−MUA−NE =
(
4.5
√
MNw−1c /2+ LCD,minDHA
)
1258
·
(
1+ 1
(Nw − 1) · log2Mc
)
+ 1. (82)1259
The BER performances of the DHA-MUA QMSDD are1260
illustrated in Fig. 11 for our system scenario associated1261
with Nw = 7, where they are compared to the DHA-MAA1262
QMSDD, DHA-MAA-NE QMSDD and the MAP MSDD.1263
In the same figure we have also plotted the BER curves,1264
when different knowledge transfer techniques are exploited.1265
If we allow a single iteration between the MSDDs and1266
the channel decoders, the performance of the DHA-MUA,1267
DHA-MUA-FKT and DHA-MUA-FBKT QMSDDs is1268
near optimal, with those of the DHA-MUA-FBKT and1269
DHA-MUA-FKT QMSDDs being slightly better than that1270
of the DHA-MUA QMSDD and only 0.12 dB away from1271
that of the optimal MAPMSDD, due to their more intelligent1272
knowledge transfer technique. When we calculate the BER1273
at the output of the decoders after two MSDD-DEC itera-1274
tions, there is a 0.35 dB loss between the DHA-MUA-FBKT1275
QMSDD and the MAP MSDD. The reason for this increased1276
loss when multiple iterations are performed is the specific1277
nature of the approximations that have been adopted for1278
FIGURE 11. BER performance of the family of DHA-MUA QMSDDs and the
MAP MSDD in the DSS/SSCH SDMA-OFDM system scenario of Fig. 3, using
the parameters summarized in Table 1 for Nw = 7.
the QMSDDs, when considering the calculation of the LLRs. 1279
During the first MSDD-DEC iteration, the a priori LLRs are 1280
all-zero, hence they are the same for the MAPMSDD and the 1281
QMSDDs. During the second iteration, the a priori LLRs 1282
of the QMSDDs become different from those of the 1283
MAP MSDD, hence eroding the performance. Nonethe- 1284
less, only 0.1 dB extra transmission power is required 1285
for the DHA-MUA-FBKT QMSDD to achieve the same 1286
performance as the MAP MSDD. Finally, when J = 3 1287
MSDD-DEC iterations are performed, the performance of 1288
the QMSDDs becomes similar to their respective perfor- 1289
mance, when assuming that J = 2 MSDD-DEC iterations 1290
were allowed, provided that we have Eb/N0 < 8 dB. The 1291
power loss between the DHA-MUA-FBKT QMSDD and the 1292
MAP MSDD is 0.45 dB at BER = 10−5. 1293
The complexities of the QMSDDs are summarized in 1294
Table 5 and, once again, the complexities of the QMSDDs 1295
TABLE 5. Complexity in terms of the number of CFEs/bit in Fig. 11.
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at multiple MSDD-DEC iterations rely on the Eb/N0 value.1296
In our scenario we may see that the complexities of the1297
DHA-MUA QMSDDs approach that of the MAP MSDD.1298
Therefore, the family of DHA-MUA QMSDDs is more suit-1299
able for non-coherent receivers, where Nw and M are high,1300
for the sake of achieving a higher complexity gain compared1301
to the MAP MSDD, as we will see in Section VII. Since1302
the complexity of the DHA-MUA QMSDD decreases upon1303
increasing the SNR and a typical system is desired to operate1304
around BER = 10−5, we expect that the top half of Table 51305
will be more applicable in practice. It should also be noted1306
that the complexity of the DHA-MUA QMSDD encountered1307
in our scenario is higher than that of the MAP MSDD even1308
during the first MSDD-DEC iteration, while the complexities1309
of the DHA-MUA-FKT and DHA-MUA-FBKT QMSDDs1310
become higher than that of the MAP MSDD during the1311
second MSDD-DEC iteration. The DHA-MUA-FKT and1312
DHA-MUA-FBKT QMSDDs require more memory than the1313
DHA-MUA, DHA-MAA and DHA-MAA-NE due to the1314
associated knowledge transfer, but their required memory is1315
still smaller than that of the MAP MSDD. Furthermore, the1316
FBKT technique imposes delay on the system, due to the1317
backward knowledge transfer, but once again, the delay is1318
lower than that of the MAPMSDD, where all the bits have to1319
wait for all the CFEs to be performed.1320
The DHA-MUA QMSDDs are eligible for employment1321
in an iterative receiver, by updating the values of the a1322
priori symbol probabilities in (74) and restarting the DHA1323
searches. The inner decoder EXIT curves of the DHA-MUA,1324
DHA-MUA-FKT and DHA-MUA-FBKT QMSDDs in our1325
system scenario of Table 1 are given in Fig. 12 for1326
Eb/N0 = 4 dB and 24 576 bits per frame per user. The inner1327
EXIT curves of the DHA-MUA-FKT and DHA-MUA-FBKT1328
FIGURE 12. EXIT chart of the DHA-MUA, DHA-MUA-FKT and
DHA-MUA-FBKT QMSDDs, as well as the MAP MSDD in the DSS/SSCH
SDMA-OFDM system scenario of Fig. 3, using the parameters summarized
in Table 1 for Nw = 7.
QMSDDs match that of the MAP MSDD, with the inner 1329
decoder EXIT curves of the DHA-MUA being a little lower 1330
than those of the rest. The fact that the inner decoder 1331
EXIT curves of the DHA-MUA-FKT and DHA-MUA-FBKT 1332
QMSDDs are slightly higher than that of the MAP MSDD at 1333
IMSDD,A = 0.5 is due to the simplifications made by theMUA 1334
and the visualisation relying on EXIT charts assuming to have 1335
Gaussian inputs, similarly to the MAA case. In systems asso- 1336
ciated with larger search spaces, the difference is expected to 1337
be more obvious, since the approximations of the QMSDDs 1338
will have a larger impact on the performance. 1339
E. QUANTUM WEIGHTED SUM 1340
ALGORITHM-BASED QMSDD 1341
The QWSA proposed in [14] may be used for performing 1342
non-coherent MSDD. The QWSA estimates the weighted 1343
sum of a function at a precision, which depends on the number 1344
lQWSA of qubits employed in its Quantum Control Regis- 1345
ter (QCR). The more qubits are used in the QCR, the higher 1346
the estimation accuracy becomes, but at the same time, the 1347
computational complexity of the QWSA is increased. In our 1348
MSDD applications, we use the a priori bit-based LLRs of 1349
the MSDD, associated with the a priori bit probabilities as 1350
the weights of the QWSA. At the same time, the function to 1351
be estimated by the weighted sum is the normalized CF of the 1352
MSDD presented in (51), which leads to: 1353
fQWSA(s) =
P∑
p=1
(‖Up · s ‖22)
P∑
p=1
(‖Up · smax ‖22) , (83) 1354
where smax is the legitimate multi-level symbol that maxi- 1355
mizes the CF of the MSDD in (51). The QWSA only accepts 1356
functions that obey f : {0, 1, . . . ,N−1} → [0, 1]. The reason 1357
for including the denominator of (83) for normalizing the CF 1358
of the QWSA is ensuring that the CF values remains limited 1359
to its legitimate value range. 1360
Any search algorithm may be used for finding smax, 1361
which is suitable for calculating the denominator in (83). 1362
These are exemplified by the brute force search, ant colony 1363
optimization and genetic algorithm-based search. However, 1364
suboptimal search methods may output an smax value that is 1365
different from the true one, in which case the CF value of 1366
the true smax will have a value higher than 1, hence forcing 1367
the QWSA to output erroneous results. In this treatise, the 1368
DHA is employed for finding smax, since we may achieve 1369
a ∼100% probability of success at a low complexity. The 1370
total computational complexity of the DHA-aided QWSA 1371
QMSDD expressed in terms of the number of CFEs per bit 1372
depends on both the DHA as well as the QWSA and it is in 1373
the range of 1374
CDHA−QWSA = 2lQWSA+3 1375
+
{
22.5
√
MNw−1/
[
(Nw − 1) log2(M )
]
upper bound
4.5
√
MNw−1/
[
(Nw − 1) log2(M )
]
lower bound.
1376
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According to [14], the DHA-QWSA and hence the1377
DHA-QWSA QMSDD may also be employed in large-scale1378
systems, since its effect can only be evident there. However,1379
we will focus our attention on small-scale systems, due1380
to the practical constraints in our simulation time and1381
memory requirements. Let us employ the DHA-QWSA1382
QMSDD in our system scenario described in Table 1.1383
The BER performance of the DHA-QWSA QMSDD for1384
lQWSA = 9, 10, 11 qubits is compared to that of the opti-1385
mal classical MAP MSDD in Fig. 13. We may verify that1386
by increasing the number of control qubits lQWSA in the1387
QWSA, we improve the system’s performance, at the cost of1388
increasing the complexity required to achieve it. For lQWSA =1389
10 qubits, we may achieve a loss of 0.5 dB, when compared1390
to the MAP MSDD, while if lQWSA = 11 qubits are used in1391
the QCR of the QWSA, we have a 0.22 dB loss, when J = 31392
MSDD-DEC iterations are affordable. The total number of1393
CFEs of the DHA-QWSA QMSDDs in Fig. 13 are given in1394
Table 6. Since the complexity of the DHA-QWSA QMSDD1395
is higher than that of the MAP MSDD in every instance1396
of our scenario, it is worth noting once again that the1397
DHA-QWSA QMSDD is suitable for large-scale systems, as1398
are most of the quantum detectors advocated in this treatise.1399
Based on Table 6 we may observe that the performance of the1400
DHA-QWSA QMSDD is almost independent of the power1401
during the first MSDD-DEC iteration, since the number1402
of CFEs per bit is similar for both Eb/N0 = 4 dB and1403
Eb/N0 = 8 dB. On the other hand, when we can afford mul-1404
tiple MSDD-DEC iterations, the complexity becomes lower,1405
when the power is increased, which is due to the fact that a1406
second or a third MSDD-DEC iteration is required less often,1407
because the frame is perfectly decoded during the first or1408
second MSDD-DEC iteration.1409
FIGURE 13. BER performance of the DHA-aided QWSA QMSDD and the
MAP MSDD in the DSS/SSCH SDMA-OFDM system scenario of Fig. 3, using
the parameters summarized in Table 1 for Nw = 7, when using
lQWSA = 9,10,11 control qubits in the QWSA.
Fig. 14 presents the EXIT chart of our scenario for a1410
single frame transmitted by each user at Eb/N0 = 4 dB.1411
TABLE 6. Complexity in terms of the number of CFEs/bit in Fig. 13.
FIGURE 14. EXIT chart of the QWSA QMSDD with lQWSA = 10 qubits, as
well as the MAP MSDD in the DSS/SSCH SDMA-OFDM system scenario
of Fig. 3, using the parameters summarized in Table 1 for Nw = 7.
According to Fig. 14, the frame length of 24 576 bits 1412
per frame per user was not sufficient for the specific 1413
Monte-Carlo decoding trajectory to be fully decoded by the 1414
MAP MSDD after one iteration. Both the MAP MSDD 1415
and the DHA-QWSA QMSDD successfully reach the 1416
IDEC,E = 1 point after two MSDD-DEC iterations. 1417
By observing Fig. 14 we may conclude that the DHA-aided 1418
QWSA QMSDD may be beneficially incorporated into an 1419
iterative receiver, since its inner decoder EXIT curve matches 1420
that of the MAP MSDD. 1421
V. EXPLOITATION OF THE CONVENTIONAL 1422
DIFFERENTIAL DETECTOR 1423
All the MSDDs that detect the transmitted symbols over an 1424
Nw-long symbol window require the reception of Nw signals. 1425
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In our discussions presented in the previous sections, we have1426
assumed having a random initial input to the DHA, since1427
we have no a priori information about the transmitted multi-1428
level symbol. When we used coherent multi-user detection1429
in [12] and [13], we initialized the DHA searches with the1430
output symbol of either the MF, ZF or the MMSE detectors.1431
By assuming that the signals arrive in the same sequence1432
as they were transmitted, we may be able to perform CDD1433
for every consecutively formed received signal pair in each1434
Nw-long symbol window, while waiting for all the Nw signals1435
to be received. Once all the signals are received and the1436
QMSDD procedure can be initiated, the combined outputs1437
of the (Nw − 1) CDDs may be used as the initial input1438
of the corresponding DHA search. Therefore, no additional1439
delay is imposed on the QMSDD and there is only a modest1440
increase in complexity, since the (Nw−1)-fold increase of the1441
CDD applications is compensated by the lower complexity1442
required by a deterministically-initialized DHA. By exploit-1443
ing the CDD in our scenario described in Table 1, the resultant1444
procedure is described in Fig. 15, where the first detection1445
window is presented.1446
FIGURE 15. Exploitation of the CDD for initializing the DHA searches in
the first detection window of the QMSDDs, resulting in reduced
complexity and same performance.
More specifically, we firstly receive the reference signal,1447
which is buffered. When the second signal is received, we1448
perform the CDD on the first two received signals, obtaining1449
the symbol index output xCDD, 1 ∈ {0, 1, . . . ,M − 1}. Both1450
received signals remain buffered. After the third signal has1451
arrived, the CDD is applied for the detection window formed1452
by the second and third signal, where the second signal acts1453
as the reference, which is equal to xCDD, 1. The output of1454
the second CDD is xCDD, 2 ∈ {0, 1, . . . ,M − 1}. The same1455
process is repeated, until all Nw signals have been received1456
and (Nw − 1) CDDs have been performed, obtaining xCDD, k ,1457
k = 1, 2, . . . ,Nw − 1. Finally, we are ready to combine the1458
CDD outputs for the sake of obtaining a multi-level symbol1459
index, which may be the initial symbol of the DHA in the1460
QMSDD employed. The initial multi-level symbol index is1461
equal to1462
xinit =
Nw−1∑
k=1
xCDD, k ·MNw−1−k . (84)1463
During the second detection window, the proce-1464
dure ensues similarly to the one analysed during the1465
first detection window, with the slight difference that instead 1466
of a reference symbol, the output of the QMSDD generated 1467
for the last symbol of the previous detection window is 1468
used. The visual representation of the CDD activation for 1469
the nth detection window is depicted in Fig. 16. By using 1470
the CDD initialization, we essentially perform a CDD for 1471
every unknown symbol. Therefore, the additional complexity 1472
of the CDD initialization imposed to the overall detection 1473
complexity in terms of number of CFEs per bit is equal to 1474
CCDD,init = Mlog2(M )
. (85) 1475
FIGURE 16. Exploitation of the CDD for initializing the DHA searches in
the nth detection window of the QMSDDs, resulting in reduced
complexity and same performance.
A. HARD-OUTPUT CDD-INITIALIZED QMSDD 1476
The impact of the deterministic CDD initialization of the 1477
DHA is more apparent, when we use the DHA QMSDD of 1478
Section IV-A. Fig. 17 shows the PDF and CDF curves of 1479
our system scenario presented in Table 1, when we either 1480
initialize the DHA using the CDD outputs or randomly. 1481
In the same figure, we may observe that the DHA finds the 1482
solution sooner, when it is initialized by the CDD instead of 1483
being randomly initialized. This is indeed expected, since the 1484
closer we start the search to the optimal symbol, the faster 1485
the optimal symbol will be found and the search will be 1486
concluded. It is reasonable to expect that the DHA search is 1487
completed sooner when the initial symbol is the optimal one. 1488
Based on the CDF curves seen in Fig. 7 we may also invoke 1489
the ‘‘CDD-initialized’’ ES-DHA for achieving a near-optimal 1490
performance at an even lower complexity. For example, if 1491
we stop the CDD-initialized ES-DHA QMSDD of Fig. 7 in 1492
Section IV-B after 363−313 = 50 CFEs, we will have found 1493
the optimal multi-level symbol with a success probability of 1494
90%, where in our scenario 313 is the minimum number of 1495
CFEs that the DHA needs for realizing that the solution has 1496
indeed been found in our scenario. On the other hand, we 1497
will require 656 − 313 = 343 CFEs to achieve the same 1498
probability of success with a randomly-initialized ES-DHA 1499
QMSDD. It is reasonable to conclude that achieving a good 1500
performance by the CDD is vital for the sake of attaining 1501
a substantial complexity reduction by the CDD-initialized 1502
DHA QMSDD. According to Fig. 6, the BER performance 1503
of the CDD was 0.5 dB away from that of the ML MSDD, 1504
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FIGURE 17. PDF and CDF curves of the DHA in the scenario of Fig. 3, using
the parameters summarized in Table 1 for Nw = 7 after 12 · 106 number
of independent DHA instances, when the DHA searches are initialized by
using the pre-calculated CDD outputs or by using a random symbol index.
(a) Total number of CF evaluations. (b) Number of Grover iterations
(CF evaluations in the QD). (c) Number of CF evaluations in the CD.
therefore its outputs were identical to the optimal symbol1505
most of the time, as it can also be inferred from the shape of1506
the CDD-initialized DHA QMSDD’s PDF curve portrayed1507
in Fig. 17a. The BER performance of the CDD-initialized1508
DHA QMSDD is expected to be equivalent to that of the1509
randomly-initialized DHA QMSDD. This is indeed verified1510
in Fig. 18, where we may observe that the CDD-initialized1511
DHA QMSDD performs equivalently both to the random-1512
initialized DHA QMSDD and to the ML MSDD.1513
FIGURE 18. BER performance of the randomly-initialized and
CDD-initialized DHA QMSDD in the DSS/SSCH SDMA-OFDM system
scenario of Fig. 3, using the parameters summarized in Table 1 for Nw = 7.
B. SOFT-INPUT SOFT-OUTPUT CDD-INITIALIZED QMSDD 1514
The initialization of the DHA searches with the aid of the 1515
CDD outputs may also be used in the SISO DHA-aided 1516
QMSDDs of Fig. 11 in Section IV-D. The effect of the 1517
CDD-aided initialization of the DHA search in the SISO 1518
QMSDDs is not as straightforward as in the hard-output 1519
QMSDDs, since the goal is not only to find the optimal 1520
multi-level symbol, but also to create a set of the best symbols 1521
found. By commencing the search closer to the optimal multi- 1522
level symbol, we may exclude a number of near-optimal sym- 1523
bols that would have been found, if the randomly-initialized 1524
search was used instead. 1525
In addition to the CDD-aided initialization of the DHA 1526
searches, in the iterative QMSDDs we may also use 1527
the optimal multi-level symbol found during the first 1528
MSDD-DEC iteration as the initial input of the DHA search 1529
during the second MSDD-DEC iteration. Similarly, the 1530
best symbol found during the second MSDD-DEC itera- 1531
tion may initialize the DHA search of the same detection 1532
window during the third MSDD-DEC iteration and so on. 1533
In this way, the CDD is performed only during the first 1534
MSDD-DEC iteration and no additional complexity is 1535
imposed by initializing the DHA search during the subse- 1536
quent MSDD-DEC iterations. Let us use the term deter- 1537
ministic initialization in the context of the SISO QMSDD, 1538
when we employ the CDD-based initialization for the DHA 1539
searches during the first QMSDD-DEC iteration and we use 1540
the best found symbols for initializing the DHA searches of 1541
the subsequent QMSDD-DEC iterations. 1542
The BER performance of the deterministically-initialized 1543
DHA-MUA-FKT QMSDD is compared in Fig. 19 both to 1544
that of the randomly-initialized DHA-MUA-FKT QMSDD 1545
FIGURE 19. BER performance of the CDD-initialized and
randomly-initialized DHA-MUA-FKT QMSDD in the DSS/SSCH
SDMA-OFDM system scenario of Fig. 3, using the parameters summarized
in Table 1 for Nw7 = 7. The CDD-initialized DHA-MUA-FKT QMSDD also
employs deterministic DHA initialization during the second and
third MSDD-DEC iterations by using the optimal symbol of each detection
window found during the previous MSDD-DEC iteration.
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TABLE 7. Complexity in terms of the number of CFEs/bit in Fig. 19.
of Fig. 11 as well as to that of the MAP MSDD of1546
Fig. 11, while their respective computational complexi-1547
ties are given in Table 7. Based on Fig. 19, the perfor-1548
mance of the CDD-initialized DHA-MUA-FKT QMSDD1549
is seen to be equivalent to that of the randomly-initialized1550
DHA-MUA-FKT QMSDD. According to Table 7,1551
the complexity of the deterministically-initialized1552
DHA-MUA-FKT QMSDD is higher than that of the1553
randomly-initialized DHA-MUA-FKT QMSDD during the1554
first QMSDD-DEC iteration and it becomes lower dur-1555
ing the second and third QMSDD-DEC iteration. The rea-1556
son that the deterministically-initialized DHA-MUA-FKT1557
QMSDD of Fig. 19 has a higher complexity lies in its nature,1558
where multiple DHA searches take place. For example, let1559
us focus our attention on the nth detection window. The1560
two DHA searches of the multi-level symbol’s first bit1561
will be concluded sooner in the deterministically-initialized1562
DHA-MUA-FKT QMSDD than in the randomly-initialized1563
DHA-MUA-FKT QMSDD, as it was also shown in the1564
case of the hard-output DHA QMSDD of Section V-A.1565
Therefore, it is expected for the resultant sets X 1,1,0 and1566
X 1,1,1 of the deterministically-initialized DHA-MUA-FKT1567
QMSDD to contain fewer elements. According to the1568
methodology followed by the DHA-MUA-FKT QMSDD,1569
the subsequent DHA searches of the rest of the bits in the1570
multi-level symbols are initialized either based on the best 1571
already found symbols during the previousDHA searches due 1572
to the forward knowledge transfer, or based on the neighbours 1573
of the globally optimal symbol. Therefore, the more elements 1574
are included in the sets X 1,1,0 and X 1,1,1, the higher the 1575
probability of initializing the DHA search of the second bit 1576
closer to its optimal symbol. Hence, the randomly-initialized 1577
DHA-MUA-FKT QMSDD has the edge over the 1578
deterministically-initialized DHA-MUA-FKT QMSDD dur- 1579
ing this part due to the size of its initial sets X 1,1,0 and 1580
X 1,1,1, effectively mitigating the complexity imposed during 1581
the first bit’s first DHA search. After the DHA searches of 1582
the first few bits have been completed, the deterministically- 1583
initialized DHA-MUA-FKT QMSDD of Fig. 19 has also 1584
increased its sets’ size and the complexity of the DHA 1585
searches conducted for the rest of the bits in the multi-level 1586
symbol is similar to that in its randomly-initialized coun- 1587
terpart. It should be noted that in the DHA-MUA QMSDD, 1588
where there is no knowledge transfer, the deterministically- 1589
initialized DHA-MUA QMSDD will have a lower complex- 1590
ity than its randomly-initialized counterpart, as portrayed 1591
in Table 7. 1592
During the subsequent QMSDD-DEC iterations, the initial 1593
advantage of the deterministically initialized 1594
DHA-MUA-FKT QMSDD of Fig. 19 becomes more dom- 1595
inant, since the initialization of the first bit’s first DHA is 1596
the best found symbol during the previous QMSDD-DEC 1597
iteration and it often remains the optimal symbol of the spe- 1598
cific detection window during the rest of the QMSDD-DEC 1599
iterations. This results in the deterministically-initialized 1600
DHA-MUA-FKT QMSDD essentially initializing the first 1601
bit’s DHA search with its solution. The deterministically- 1602
initialized DHA-MUA-FKT is expected to have fewer 1603
elements in the X t,m,vq sets than its randomly-initialized 1604
counterpart, since it will reach the optimal multi-level MSDD 1605
symbol vector after fewer CFEs, which in turn leads to 1606
fewer unique CF values found. The problem of the smaller 1607
set size arrived at after the first two DHA searches also 1608
persists for the deterministically-initialized DHA-MUA-FKT 1609
QMSDD, but the difference in complexity reduction is not 1610
mitigated sufficiently rapidly by the randomly-initialized 1611
DHA-MUA-FKT QMSDD of Fig. 19. 1612
In Table 7 we also characterize the randomly-initialized 1613
DHA-MUA-FKT QMSDD with iteration memory, which 1614
uses a randomly selected initial input for the DHA searches 1615
during the first MSDD-DEC iteration and then later employs 1616
the globally optimal multi-level symbol found during the 1617
previous iteration for the subsequent MSDD-DEC itera- 1618
tions. The randomly-initialized DHA-MUA-FKT QMSDD 1619
associated with an iteration memory uses a random initial 1620
input only during the J = 1st MSDD-DEC iteration. For 1621
the subsequent J ≥ 2 MSDD-DEC iterations the best 1622
symbol found during the previous MSDD-DEC iteration 1623
is used instead for the sake of initializing the DHA. This 1624
hybrid semi-deterministically-initialized DHA-MUA-FKT 1625
QMSDD has a complexity, which is identical to that of 1626
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the randomly-initialized DHA-MUA-FKT QMSDD during1627
the first iteration, while its complexity during the rest of the1628
iterations is similar to that of ts deterministically-initialized1629
counterpart.1630
VI. EMPLOYMENT OF THE QMSDD ONLY AFTER1631
EVERY IpS QMSDD-DEC ITERATIONS1632
In case of coherent detection, when we use the MAP MUD1633
we may assume that improved channel estimates become1634
available during the subsequent MUD-DEC iterations, there-1635
fore the MAP MUD should re-evaluate the CF for all the1636
legitimate multi-level symbols during each MUD-DEC iter-1637
ation, which, inevitably increases its complexity upon each1638
additional iteration. By contrast, in case of non-coherent1639
detection, the MAP MSDD is only employed during the first1640
MSDD-DEC iteration and the hitherto computed complete1641
set of CFEs is reused during the subsequent MSDD-DEC1642
iterations. In this treatise, we assume that the reuse of the1643
same hitherto found CFE set is granted without any additional1644
computational complexity, since our metric is selected to be1645
the number of CFEs performed by an MSDD. This may have1646
been observed in Table 4, Table 5, Table 6 and Table 7, where1647
the complexity of the MAPMSDD remains constant over the1648
three MSDD-DEC iterations.1649
However, we have employed our QMSDDs during1650
each QMSDD-DEC iteration, taking into consideration the1651
fact that there is a possibility that during the second1652
QMSDD-DEC iteration the globally optimal symbol may be1653
a symbol that was not found during the first QMSDD-DEC1654
iteration. This may occur, since the proposed QMSDDs find1655
a suitable subset of symbols used for calculating the bit-based1656
LLRs, instead of calculating the CFE corresponding to every1657
legitimate multi-level symbol, as in the MAP MSDD.1658
In this section we investigate the effect of actively not1659
employing the DHA-MUA-FBKT QMSDD during every1660
QMSDD-DEC iteration in our scenario presented in Table 11661
in the interest of reducing the complexity imposed. During1662
the specific QMSDD-DEC iterations which dispense with1663
employing the QMSDD, the LLRs are calculated based on the1664
most recently found CFE set and the newly obtained a priori1665
probabilities gleaned from the channel decoder. Hence, the1666
CF that is used when the QMSDD is employed does not1667
include the a priori probabilities, which is in contrast to (75)1668
and it becomes1669
f SISO−DHAMSDD,IpS (x) =
P∑
p=1
(
‖Up · s‖22
)
, (86)1670
where the relationship between s and x is described in (1).1671
By dispensing with the employment of the QMSDD dur-1672
ing each QMSDD-DEC iteration and by exploiting both1673
the previously found symbol as well as the CFE sets we1674
expect an even lower complexity, albeit at the cost of1675
a BER performance degradation. It should be noted that1676
the entire CFE set that was found during the most recent1677
QMSDD-DEC iteration, where the QMSDD was used will1678
be exploited for the calculation of the LLRs during the 1679
QMSDD-DEC iterations, where the QSMDD is not used, by 1680
substituting the CF values in (55), along with the updated 1681
a priori probabilities. 1682
Fig. 20 presents the BER performance of the 1683
randomly-initialized DHA-MUA-FBKT QMSDD of 1684
Section IV-D relying on having an iteration memory in our 1685
scenario as portrayed in Section V-B, when it is employed 1686
during every QMSDD-DEC iteration. In other words, this 1687
corresponds to an Iterations per Search (IpS) ratio of IpS = 1. 1688
Furthermore, the scenarios of IpS = 2, 3 and 6 are also pre- 1689
sented in Fig. 20. We may observe that the BER performance 1690
is worse, when we employ the QMSDD less frequently. 1691
However, the complexity reduction attained by reusing the 1692
same, previously obtained sets diminishes upon increasing 1693
the number of QMSDD-DEC iterations. Observe in Fig. 20 1694
that there is a trade-off between the performance gain and the 1695
decoding complexity obtained by a QMSDD-DEC iteration, 1696
where the previously found symbol set is used. 1697
FIGURE 20. BER performance of the randomly-initialized DHA-MUA-FBKT
QMSDD with iteration memory in the DSS/SSCH SDMA-OFDM system
described in Fig. 3, using the parameters summarized in Table 1 for
Nw = 7 and IpS ∈ {1,2,3,6}.
Based on Fig. 20 we observe that as expected, the gain 1698
achieved during an additional iteration, when the QMSDD is 1699
employed is higher than that when the previously obtained 1700
CFE set is used. However, the performance degradation 1701
may not be severe, whilst the attainable complexity reduc- 1702
tion is substantial. For example, the performance of the 1703
DHA-MUA-FBKT QMSDD associated with IpS = 3 after 1704
J = 3 MSDD-DEC iterations is 0.25 dB away from that 1705
of its counterpart relying on IpS = 1 at BER = 10−5. 1706
In other words, in this scenario if we employ the 1707
DHA-MUA-FBKT QMSDD only during the first 1708
MSDD-DEC iteration, similarly to the MAP MSDD, we 1709
would need 0.25 dB more power for achieving the same 1710
performance as in the case, where we employed J = 3 1711
MSDD-DEC iterations. The complexities of the systems 1712
investigated are summarized in Table 8. It should be noted 1713
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TABLE 8. Complexity in terms of the number of CFEs/bit in Fig. 19.
that similarly to the MAP MSDD, the complexity of the1714
QMSDD relying on the previously found sets being reused1715
remains the same.1716
VII. EFFECT OF THE DETECTION WINDOW LENGTH AND1717
THE FREQUENCY OF SUBCARRIER HOPPING1718
In non-coherent multiple-symbol differential detection,1719
extending the length of the detection windowNw has a benefi-1720
cial impact on the system’s performance, which however has1721
to be traded-off against the detector’s complexity. Explicitly,1722
the MAP MSDD’s complexity increases exponentially with1723
the detection window’s size, but the BER performance is1724
improved. This is illustrated in Fig. 21, where we investigate1725
the system specified in Table 1 with the slight difference that1726
10 752 bits are transmitted by each of the 4 users in each1727
frame, when we have Nw = 8 and Nw = 4 and when QPSK1728
modulation associated with M = 4 is used, resulting in a1729
search space of MNw−1 = 16 384 and 64 legitimate multi-1730
level symbols, respectively. We may observe that fewer bit1731
errors occur at the end of the channel decoding procedure, for1732
Nw = 8 than in the case of Nw = 4 for the same Eb/N0 value.1733
More specifically, the performance gap between the Nw = 81734
system and the Nw = 4 system is approximately 0.3 dB,1735
when a single MSDD-DEC iteration is performed and 0.5 dB1736
when we allow 2 or 3 MSDD-DEC iterations. However, the1737
complexity of the Nw = 8 MAP MSDD quantified in terms1738
of the number of CFEs per bit is 109.68 times higher than1739
that of the MAP MSDD, which uses Nw = 4. In more1740
detail, according to (60), the complexity of the MAP MSDD1741
associated withNw = 8 is equal to 1170.3 CFEs per bit, while1742
only 10.67 CFEs per bit are required by the MAP MSDD1743
for Nw = 4.1744
FIGURE 21. BER performance of the MAP MSDD in the DSS/SSCH
SDMA-OFDM system described in Fig. 3, using the parameters
summarized in Table 1 for 10752 bits per frame per user and Nw ∈ {4,8}.
It should be noted that in both systems characterized in 1745
Fig. 21 the same value was used for the period of subcarrier 1746
hopping Th. The reason Th was kept the same is that of provid- 1747
ing a fair comparison between the MSDDs having different 1748
detection window lengths. In fact, even by keeping the value 1749
of Th the same, there is a difference in the operation of the 1750
MAP MSDDs using Nw = 8 and Nw = 4, since the former 1751
one has to detect the signal of (Th−1)/(Nw−1) = 21/7 = 3 1752
windows after themost recent reception of a reference symbol 1753
and before a new reference symbol arrives on a different 1754
subcarrier, while the MAP MSDD associated with Nw = 4 1755
has to detect the signals gleaned from (Th − 1)/(Nw − 1) = 1756
21/3 = 7 windows during the same period. Naturally, the 1757
difference in the number of detection windows affects the 1758
system’s performance in the case, where the last symbol of a 1759
detectionwindowwhich is subsequently used as the reference 1760
symbol of the next detection window has been erroneously 1761
detected. That scenario occurs more frequently, when we 1762
have a shorter window length Nw and a longer subcarrier 1763
hopping period Th. 1764
When we increase the subcarrier hopping period Th, we 1765
require the transmission of fewer reference symbols, since 1766
each user transmits on the same slow-fading subcarrier for 1767
a longer period of time, therefore increasing the system’s 1768
throughput. At the same time however, we do not allocate the 1769
resources to the users in a fair manner, since in the scenario 1770
of a user operating in a deeply-fading channel, that user 1771
will have to continue to have to suffer for the duration of 1772
Th symbols. A trade-off between the throughput and quality 1773
of service has to be struck in the SSCHmulti-carrier systems. 1774
In our QMSDD application, the value of Th may have 1775
an additional impact in the performance of the system. 1776
Explicitly, when we increase the subcarrier hopping 1777
period Th, the number of consecutive detection windows 1778
with only the first symbol of the first detection window 1779
of that chain being a reference symbol is also increased. 1780
Intuitively, this would lead to a worse BER performance 1781
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FIGURE 22. BER performance of the MAP MSDD in the DSS/SSCH
SDMA-OFDM system described in Fig. 3, using the parameters
summarized in Table 1 for 10752 bits per frame per user and
[Nw , Th] ∈ {[8,8], [8,22], [4,4], [4,22]}.
than when the subcarrier hopping period Th is equal to1782
the detection window’s length Nw and hence a refer-1783
ence symbol is transmitted for each detection window.1784
In Fig. 22, we show the BER performance of our system,1785
when we use the MAP MSDD associated with [Nw,Th] ∈1786
{[8, 8], [8, 22], [4, 4], [4, 22]}. We may conclude that the1787
value of Th has an impact on the BER performance, even1788
though the gain achieved is relatively modest and should1789
be considered in the light of the associated system through-1790
put reduction. Interestingly, in the case of Nw = 4,1791
the performance improves, when we increase Th in1792
the BER = 10−2 − 10−4 range, but when operating1793
at BER = 10−5, the performance of the two MAP MSDDs1794
remains essentially the same.1795
For comparison, in Fig. 22 we have also included1796
the BER curves of the MAP MSDD associated with1797
[Nw = 7,Th = 13], where each user transmits 12 288 bits1798
per frame. The objective of this comparison is that of deter-1799
mining the impact of the detection window’s lengthNw, when1800
contrasted to an increased interleaver length and hence a1801
commensurately improved channel decoding performance.1802
Based on Fig. 22, the BER performance of the MAP MSDD1803
using [Nw = 8,Th = 8] when 10 752 bits per frame per1804
user are transmitted is equivalent to that of the MAP MSDD1805
associated with [Nw = 7,Th = 13] when 12 288 bits per1806
frame per user are used. Therefore, the interleavers’ length1807
and the value of the detection window’s length Nw have1808
the most substantial impact on a system, while that of the1809
subcarrier hopping period Th is significantly lower.1810
In Fig. 23, Fig. 24 and Fig. 25 we present the1811
BER performance with respect to the Eb/N0 values1812
of the deterministically-initialized DHA-MUA QMSDD,1813
DHA-MUA-FKTQMSDDandDHA-MUA-FBKTQMSDD,1814
respectively, all equipped with an iteration memory for1815
the sake of updating the initial guess of the DHA1816
searches. In the same figures, we have replotted the1817
FIGURE 23. BER performance of the deterministically-initialized
DHA-MUA QMSDD with iteration memory in the DSS/SSCH SDMA-OFDM
system of Fig. 3, using the parameters summarized in Table 1 for
10752 bits per frame per user and [Nw , Th] ∈
{[8,8], [8,22], [4,4], [4,22]}.
FIGURE 24. BER performance of the deterministically-initialized
DHA-MUA-FKT QMSDD with iteration memory in the DSS/SSCH
SDMA-OFDM system of Fig. 3, using the parameters summarized in
Table 1 for 10752 bits per frame per user and
[Nw , Th] ∈ {[8,8], [8,22], [4,4], [4,22]}.
BER performance of the MAP MSDD associated with 1818
[Nw = 8,Th = 8] for comparison. As expected, the 1819
QMSDDs using [Nw = 8,Th = 8] performs close to the 1820
optimal MAP MSDD. Once again, the effect of Th is not 1821
very pronounced, since systems having the same detection 1822
window length Nw perform equally well. On the other hand, 1823
by increasing Nw we achieve an improved BER performance 1824
at the cost of a concomitant increase in complexity, as stated 1825
in Table 9, where only the complexities of the QMSDDs that 1826
employ Nw = 8 are stated, since their complexity recorded 1827
for Nw = 4 is higher than that of the respective MAP 1828
MSDD associated with Nw = 4. It should be noted that the 1829
value of Th does not affect the complexity of the QMSDD, 1830
therefore the same QMSDDs that employ [Nw = 8,Th = 8] 1831
and [Nw = 8,Th = 22] have an identical complexity 1832
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FIGURE 25. BER performance of the deterministically-initialized
DHA-MUA-FBKT QMSDD with iteration memory in the DSS/SSCH
SDMA-OFDM system of Fig. 3, using the parameters summarized in
Table 1 for 10752 bits per frame per user and
[Nw , Th] ∈ {[8,8], [8,22], [4,4], [4,22]}.
TABLE 9. Complexity in terms of the number of CFEs/bit of the
QMSDDs that use Nw = 8 in Fig. 22, Fig. 23, Fig. 24 and Fig. 25.
in terms of the CFEs. Based on Table 9, the QMSDDs1833
have lower complexities than the MAP MSDD, even after1834
J = 3 MSDD-DEC iterations. A comparison between the1835
complexities stated in Table 5 and Table 9, which characterize1836
the same QMSDDs associated with Nw = 7 and Nw = 8,1837
respectively, demonstrates the scaling of the QMSDDs’1838
complexities with respect to that of the MAP MSDD. The1839
reason for the associated slight increase of the number of1840
CFEs per bit required in the QMSDDs when adding an extra1841
QMSDD-DEC iteration is that due to the relatively high value1842
of Eb/N0 = 9 dB, most of the frames were successfully1843
decoded during the previous iterations. Therefore, only the1844
erroneously detected frameswill participate in the subsequent1845
MSDD-DEC iteration. When the value of Eb/N0 is lower, the1846
complexity of the QMSDDs seen in Table 9 becomes higher,1847
while that of theMAPMSDDwill remain the same. However,1848
since typically it is required for the systems to operate at1849
BER = 10−5 or even lower, the choice of Eb/N0 = 9 dB1850
satisfies the QMSDDs associated with J = 3 QMSDD-DEC1851
iterations.1852
VIII. CONCLUSIONS1853
In this treatise we answered a number of design1854
dilemmas. More explicitly, we argued in favour of the family1855
of non-coherent receivers, which do not require channel 1856
estimates, in contrast to their higher-complexity coherent 1857
receiver counterparts, which rely on the accuracy of the chan- 1858
nel estimation. Therefore, the complexity of the non-coherent 1859
receivers is lower, but their BER performance is degraded, 1860
when compared to that of a coherent receiver provided with 1861
perfect channel estimates. Furthermore, we showed that the 1862
MSDD performs better than the CDD, by performing detec- 1863
tion over an extended window of several symbols. Based on 1864
the complexity reduction achieved by the quantum algorithms 1865
over their classical counterparts, we opted for exploiting 1866
them in the context of MSDD in non-coherent receivers, 1867
whilst achieving a near-optimal performance at a reduced 1868
complexity. 1869
We introduced a number of quantum-assisted 1870
multi-symbol differential detectors. More specifically, we 1871
investigated the HIHODHAQMSDD and ES-DHAQMSDD 1872
in Section IV-A and Section IV-B, respectively, as well 1873
as the SO DHA-MAA QMSDD and DHA-MAA-NE 1874
QMSDD in Section IV-C. Furthermore, we presented the 1875
SISO DHA-MUA QMSDD, DHA-MUA-FKT QMSDD, 1876
DHA-MUA-FBKT QMSDD in Section IV-D and the 1877
DHA-aided QWSA QMSDD in Section IV-E. 1878
In Fig. 6 we showed that the DHA QMSDD offers an 1879
equivalent performance to the ML MSDD, while requiring 1880
fewer CFEs per bit. The ES-DHA QMSDD provides a 1881
tunable performance based on the affordable complexity 1882
budget, as demonstrated in Fig. 8. We showed in 1883
Fig. 9 and Fig. 10 that the DHA-MAA and the 1884
DHA-MAA-NEQMSDDs are unsuitable for integration with 1885
iterative receivers, but they provide a near-optimal perfor- 1886
mance at a low complexity during the first MSDD-DEC 1887
iteration. The family of DHA-MUAQMSDDsmay be used in 1888
a receiver, as presented in Fig. 12, where iterations are carried 1889
out between theMSDD and the DEC, hence achieving a BER 1890
performance, which is less than 1 dB away from that of the 1891
optimal MAP MSDD’s performance, as depicted in Fig. 11. 1892
Moreover, in Section V we proposed a methodology 1893
for deterministically initializing the DHA searches of the 1894
QMSDDs, by employing the CDD, while waiting for the 1895
signals that participate in a detection window to arrive and 1896
hence acquiring an early estimate of the optimal symbol. 1897
In the scenarios, when the CDD estimate turns out to be 1898
the same as the MSDD’s estimate, or close to it in terms 1899
of its Hamming distance, the complexity reduction achieved 1900
is higher. As seen in Fig. 17 and Table 7, the impact of the 1901
CDD initialization on the complexity is more apparent in the 1902
HIHO DHA and ES-DHA QMSDDs, where the objective is 1903
to simply find the globally optimal multi-level symbol. In the 1904
case of the SISO DHA-based QMSDDs, the CDD-initialized 1905
QMSDDs require approximately the same complexity as the 1906
randomly-initialized QMSDDs, due to their more complex 1907
methodology. For this reason, we proposed the iteration 1908
memory concept of Section V-B for the SISO QMSDDs, 1909
where the globally optimal symbol found during a single 1910
MSDD-DEC iteration is used for initializing the DHA 1911
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searches of the next MSDD-DEC iteration, hence further1912
reducing the complexity.1913
Furthermore, motivated by our quest for low-complexity1914
QMSDDs, we proposed the reuse of the symbol set cre-1915
ated by the SISO DHA-based QMSDDs during a single1916
QMSDD-DEC iteration in (IpS − 1) of the subsequent1917
QMSDD-DEC iterations, hence reducing the complexity,1918
since the QMSDD was not employed in those iterations. We1919
found that the system performance associated with IpS > 11920
was close to that of the scenario, where the QMSDD is1921
employed during every QMSDD-DEC iteration, albeit the1922
corresponding complexity was lower for IpS > 1.1923
Finally, in Fig. 22, Fig. 23, Fig. 24 and Fig. 25 we1924
investigated the effect of the detection window length Nw,1925
of the subcarrier-hopping period Th and of the interleaver1926
length on the system’s performance. The parameters having1927
the highest impact were the interleaver length and the detec-1928
tion window length Nw, with the subcarrier-hopping period1929
Th having a much lower effect on the system’s BER. The1930
proposed QMSDDs will result in a higher performance gain1931
with respect to that of the CDD in systems with excessively1932
high Doppler frequency, where the CDD experiences an1933
BER floor.1934
Apart from the challenges of near-optimal non-coherent1935
detection at a low complexity, there is a number of open prob-1936
lems in wireless systems that may be efficiently tackled by1937
quantum computing and quantum search algorithms. It may1938
be beneficial to create a joint quantum MUD and decoder,1939
by incorporating the forward error correction metric into1940
the multiple-stream detection metric. Moreover, quantum-1941
assisted turbo synchronization and channel estimation may1942
prove less complex than the existing algorithms, while the1943
Minimum BER (MBER) criterion may be adopted for per-1944
forming quantum-assisted turbo synchronization, channel1945
estimation and detection [67], [68]. A study, which bench-1946
marks the quantum-assisted solutions against the best known1947
bio-inspired algorithms [3], [69]–[72] may prove beneficial.1948
Quantum search algorithms may also be used in the con-1949
text of network coding [73], [74]. Furthermore, the quantum1950
search algorithms employed in this treatise are assumed to1951
operate in an error-free environment. In practice, based on the1952
imperfections of the materials that will be used to create the1953
quantum gates, the qubits may have a non-zero probability1954
of changing their states [57], [58], leading to undesirable1955
search outcomes. Modelling the effects of specific materials1956
as a quantum channel, we may be able to use quantum error1957
correction codes [75], [76] for stabilizing the quantum states1958
in the quantum circuits.1959
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