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Abstract
Dynamical climate models present an initialization problem due to the poor
availability of deep oceanic data, which is required for the model assimilation
process. In this sense, teleconnection indices, defined from spatial and tempo-
ral patterns of climatic variables, are conceived as useful tools to complement
them. In this work, the near-term climate predictability of 35 temperature and
36 precipitation time series of three cities (Barcelona, Bristol and Lisbon) was
analysed using two approaches: (a) a statistical–dynamical combination of self-
predictable teleconnection indices and long-term climate projections on a local
scale and (b) dynamical model outputs obtained from drift-corrected decadal
experiments. Fourier and wavelet analyses were used to assess the predictabil-
ity of seven teleconnection indices thanks to a cross-validation process (with
differentiated training and validation periods). The standardized absolute error
of teleconnection-based prediction was compared with that obtained from a
(9) multi-model ensemble based on the Coupled Model Intercomparison Pro-
ject Phase 5. Results showed that decadal predictions at horizons between
20 and 30 years are adequate for temperature and precipitation if a
teleconnection-based approach is used, while temperature is better predicted
from a 5-year horizon using drift-corrected dynamical outputs.
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1 | INTRODUCTION
Until recently, climate projections have been the only
available source of climate information for reduced time-
scales (between the year and the decade). However, in
the last 10 years, significant progress has been achieved
in what is known as ‘decadal prediction’. This term
encompasses predictions on annual, multi-annual and
decadal timescales (Kim et al., 2012). Decadal simulations
are usually carried out with dynamical models with con-
sequent initialization problems. Initialized models have a
better ability to predict in short scales than noninitialized
models, a feature that diminishes over a longer prediction
horizon (Kirtman et al., 2013). This is because the pre-
dictability decreases over time due to several uncertainty
sources: Natural internal variability, the external forcings
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of climate systems and uncertainty in the climate sys-
tem's response sensitivity to these forcings (Meehl et al.,
2009; Doblas-Reyes et al., 2013). The uncertainty sources
affect the reliability of climate models, particularly in
terms of large timescales, limiting the capacity for possi-
ble long-term preventive measures against changes in
weather patterns.
Alternatively, statistical methods based on tele-
connections can also be used for decadal predictions. Gener-
ally, oceanic anomalies show alternant and slow-evolving
positive/negative phases, which allows for the forecasting of
dominant synoptic patterns in the atmosphere for up to sev-
eral months or decades. The most popular teleconnection is
the El Niño–Southern Oscillation (ENSO), which causes
anomalies around the world (Trenberth and Stepaniak 2001).
Other phenomena based on oceanic anomalies include the
Atlantic Multidecadal Oscillation (AMO) and Pacific Decadal
Oscillation (PDO), with clear influences on decadal climate
variability (Schlesinger, 1994; Zhang et al., 1997; O'Reilly
et al., 2016).
On the other hand, some teleconnections are related to
latitudinal energy flows from oceanic or atmospheric circu-
lation patterns. For instance, the Sahel precipitation index
(SAHEL-Pi) is a good measure of the effects of latitudinal
variation in the Intertropical Convergence Zone (ITCZ),
while the Gulf Stream north wall index (GSNWi) repre-
sents in the same way the latitudinal variation in the gulf
stream of the western Atlantic (Joyce et al., 2009; Taylor,
2011; Mitchell, 2016). Unfortunately, the initial conditions
of ocean currents are mostly known, especially in the deep
ocean. In fact, decadal experiments offer a low skill when
simulating quasi-oscillations, including the PDO or SAHEL
(Kim et al., 2012; Gaetani and Mohino, 2013).
In contrast with the oceanic nature, atmospheric
anomalies present generally a short memory, which is use-
ful for seasonal forecasts but not for decadal predictions.
However, despite their low inertia, some atmospheric phe-
nomena can be coupled to sea surface temperature (SST)
fluctuations and consequent feedback, representing some
modes of decadal variability and linking distant places
(Sun et al., 2015; Redolat et al., 2018). This is the case of
the Western Mediterranean Oscillation (WeMO), used to
analyse the anomalies in the western Mediterranean
(Martin-Vide and Lopez-Bustins, 2006). The WeMO is
characterized by long periods and frequencies of occur-
rence despite its high intra-annual variability. This is also
found for the Atlantic Jet Stream Latitude (AJSL), a pat-
tern indicator based on the latitude anomalies of speed
wind in the longitude of the North Atlantic Ocean, which
has a long periodicity (Redolat et al., 2018).
Therefore, by considering both the oceanic and atmo-
spheric origins of teleconnections, they can directly serve
as a basis of statistical methods for decadal forecasting.
Previous works explored the possibility of using
teleconnections to analyse decadal variability based on
teleconnection indices, thus serving as support for non-
initialized models (Switanek and Troch, 2011; van
Oldenborgh et al., 2012). This work aims to improve the
predictability and thereby increase the resilience in the
North Atlantic Europe region thanks to a combination of
statistical and dynamical approaches. The analysed
region corresponds to the covering area of the RESilience
to cope with the Climate Change in Urban arEas
(RESCCUE) project (Velasco et al., 2018): The metropoli-
tan regions of Bristol, Barcelona and Lisbon. Three pilot
cities (with point observations) were selected for the
study instead of a regular grid of large regions (which
leads to a worse spatial resolution) because climate infor-
mation on a local scale is demanded to reinforce resil-
ience to climate-related risks in urban areas. These risks
add to the intense urban pressure and high population
density that characterize such cities, which translate into
challenges that can affect basic services (ARUP and
Rockefeller Foundation, 2015).
To identify the local details of the urban climate, key
methodologies are based on statistical downscaling tech-
niques, including (systematic) drift-error corrections
(Doblas-Reyes et al., 2013; Ribalaygua et al., 2013). The
new contribution of this paper is the obtaining of local
climate simulations on a decadal timescale by combining
teleconnection indices and downscaled dynamical out-
puts. These outputs were selected from the last available
versions of Earth System Models (ESMs) from the
Coupled Model Intercomparison Project Phase 5 (CMIP5;
Taylor et al., 2012).
2 | STUDY AREA AND DATA
2.1 | Study area
This work was carried out in three cities representative of
the dominant climates of Western Europe: Bristol, Barce-
lona and Lisbon (Figure 1). The first has an oceanic cli-
mate (Cfb according to the Koppen classification) with
regularly distributed precipitation throughout the year
and typical cool winters and warm summers due to the
effect of the Gulf Stream. The last two are characterized
by a Mediterranean climate (Csa according to the
Koppen classification) that is distinguished by warm win-
ters and hot summers and concentrated precipitation in
autumn and winter. However, some differences can be
found between Lisbon and Barcelona. Lisbon has a pre-
cipitation peak in late autumn and winter that is associ-
ated with Atlantic cold fronts (typical of Atlantic coasts).
Meanwhile, in Barcelona, the rain falls mainly in ‘cut-off’
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patterns, where an isolated upper-level low can produce
high and intense levels of rain in a few hours, especially
in late summer and the first half of autumn (typical of
western Mediterranean coasts).
2.2 | Data
2.2.1 | Observatories
A large database was achieved consisting of temperature
and precipitation variables. Several tests were applied to
the time series, leaving only stations with good data qual-
ity, including general consistency (e.g., possible false
zeros, the minimum temperature higher than the maxi-
mum temperature, etc.). Particularly, an outlier/
inhomogeneity analysis based on the Kolmogorov–
Smirnov (KS) test was performed according to Monjo
et al. (2013).
Filters were applied to an initial set of 120 time series,
and 36 passed the test for temperature and 35 for precipi-
tation. The geographic distribution for the temperature
time series contains nine for Barcelona, 22 for Bristol and
five for Lisbon. In the case of precipitation, 16 time series
were obtained for Barcelona, 14 for Bristol and five for
Lisbon. The observations were collected from different
sources: Agencia Estatal de Meteorología (AEMET),
Instituto Português do Mar e da Atmosfera (IPMA),
Global Surface Summary of the Day (NOAA-GSOD) and
the Weather Observation Web (MetOffice-WOW). For
further spatial analysis of point correlations between tele-
connection indices and the climate variables, 25 main
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FIGURE 1 Distribution of observed variables along the studied cities. a–c represent Bristol, Lisbon and Barcelona, respectively. The top
right represents their location along Western Europe with the main observatories as circles and the comparative observatories as crosses. On
the rest of the panels, the temperature observatories are represented by crosses and precipitation by circles. The grid represents the
municipality [Colour figure can be viewed at wileyonlinelibrary.com]
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European stations were considered from the Global Sur-
face Summary of the Day (GSOD) and European Climate
Assessment & Dataset (ECAD).
2.2.2 | Climate models
In addition to the observed data, surface and atmospheric
variables have also been collected from the European
ERA-Interim reanalysis and several CMIP5 model out-
puts, 10 for the climate timescale (2006–2100) and nine
for the decadal timescale (2016–2035) (Table 1) and for
the corresponding historical experiment (1951–2005). Data
from climate and decadal scales differ, not only in the
horizon considered but also in the total and types of vari-
ables used. From the decadal CMIP5 experiments, direct
model outputs of precipitation and temperature were
used in the drift-correction method (Section 3.2.1). On
the other hand, with respect to the CMIP5 climate experi-
ments, atmospheric fields were selected as predictor vari-
ables to simulate local climate change (Section 3.2.2), and
they were combined with a teleconnection-based method
to simulate natural variability at a decadal timescale
(Section 3.2.3). Because the projected horizon is up to
20 years, only the Representative Concentration Path-
ways 4.5 (RCP4.5) is considered. The most basic r1ip1
run was taken for all climate models except for Can-
ESM2, for which it was the r2i1p1 run.
Decadal experiments (Table 2) are collected consider-
ing 10 hindcasts/predictions (approximately every 5 or
10 years) with four different runs, which makes 40 avail-
able experiments per model in total (except CMCC-CM
with just one run and MPI-ESM-LR and MRI-CGCM3
with three runs).
3 | METHODOLOGY
3.1 | General approach
First, a common period was required with a wide enough
time range (1979–2015) to serve as a reference for valida-
tion processes. As longer time series are generally scarce
(with insufficient spatial density), shorter observations
were extended using an analogy-based approach applied
to the ERA-Interim reanalysis (Section 3.2.1). For this
purpose, the original time series length must be at least
5 years of observations (Ribalaygua et al., 2013).
Decadal simulations were developed according to two
methods. The first is the drift-correction of annual precipi-
tation and temperature provided by decadal CMIP5 model
outputs (Section 3.2.1). The second is a combination of
TABLE 1 Available CMIP5 climate models with outputs on a daily timescale
Institution
CMIP5 model
Reference
AGCM resolution
(Lon × Lat)
OGCM resolution
(Lon × Lat)
For climate
experiments
For decadal
experiments
CSIRO, BOM ACCESS1-0 – Bi et al. (2013) 1.87 × 1.25 lon(i,j) × lat(i,j)
BCC BCC-CSM1-1 BCC-CSM1-1 Xiao-Ge et al. (2013) 2.8 × 2.8 1.0 × 0.33
CC-CMA CanESM2 CanCM4 Chylek et al. (2011); von
Salzen et al. (2013)
2.8 × 2.8 1.41 × 0.93
CMCC – CMCC-CM Vichi et al. (2011) Bellucci
et al. (2012)
0.75 × 0.75 lon(i,j) × lat(i,j)
CNRM-
CERFACS
CNRM-CM5 CNRM-CM5 Voldoire et al. (2013) 1.4 × 1.4 lon(i,j) × lat(i,j)
GFDL GFDL-ESM2M – Dunne et al. (2012) 2 × 2.5 1.0 × 0.33
MOHC HADGEM2-CC HADCM3 Collins et al. (2001); Collins
et al. (2011)
1.87 × 1.25 1.0 × 0.33;
1.25 × 0.25
IPSL – IPSL-CM5A-LR Dufresne et al. (2013) 3.75 × 1.89 lon(i,j) × lat(i,j)
JAMSTEC,
AORI, NIES
MIROC-ESM-
CHEM
MIROC5 Watanabe et al. (2011) 2.8 × 2.8
1.4 × 1.4
1.7 × 0.56;
0.5 × 0.5
MPI-M MPI-ESM-MR MPI-ESM-LR Marsland et al. (2003) 1.8 × 1.8 lon(i,j) × lat(i,j)
MRI MRI-CGCM3 MRI-CGCM3 Yukimoto et al. (2011) 1.2 × 1.2 1.0 × 0.5
NCC NorESM1-M – Bentsen et al. (2012),
Iversen et al. (2012)
2.5 × 1.9 lon(i,j) × lat(i,j)
Note: The table shows the responsible institution, climate/decadal model version, respective references and their spatial resolutions for the AGCM and the
OGCM. The case of lon(i,j) × lat(i,j) denotes longitudes and latitudes depending on each grid point (represented as indices i and j).
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downscaled CMIP5 climate models (Section 3.2.2) and
self-predicted teleconnection indices (Section 3.2.3) to sim-
ulate natural variability at a decadal timescale.
3.2 | Statistical downscaling methods
3.2.1 | Decadal dynamical output
correction
The data assimilation carried out for the initialization of
decadal experiments causes a drift in the bias of the simu-
lated variables until they are stabilized (Kim et al., 2012;
Doblas-Reyes et al., 2013). The drift is produced until the
model simulates enough transitory time since the begin-
ning of the run (around a 10-year horizon). As decadal
experiments predict for up to 30 years, it is necessary to
consider and correct this drift (Figure 2a).
Because the bias drift depends on the yearly temporal
horizon, daily data are aggregated into a yearly scale, and
to keep the natural signal of the variable, the time horizon
was redefined as a temporal unit of prediction; the value
at the i-horizon (Hkj) is calculated as the mean of the
i previous years (Equation (1)).
Hkj=
1
k
Xk
j=1
hkj ð1Þ
This is important because the climatic signal weakens
over the time horizon, and it is not possible to distinguish
the annual resolution for many years.
All horizons for each model are rearranged so only the
10 i-year horizons are computed together (where
i = 1,…,10) for each run (Doblas-Reyes et al., 2013). These
i-horizon series are corrected by parametric quantile map-
ping between simulated and observed ones, distinguishing
among each i-year horizon (Figure 2b,c). Horizons from
11 to 30 years (2005–2035) were corrected using the values
obtained with i = 10. The KS test was applied to select the
most reliable parametric distribution (Marsaglia et al.,
2003; Monjo et al., 2014). Due to the softness of the aggre-
gated climate signal (Hkj), a normal distribution was
enough to be considered for correcting temperature and a
lognormal distribution for precipitation.
As some models show overlapping experiments with
different values, an estimation of the median and disper-
sion was obtained for the 1986–2035 period using nine
CMIP5 models running at decadal scale (Table 1). For
the dispersion, a 10–90% range is estimated combining
the set of overlapping experiments and the uncertainty
TABLE 2 Indices and their variables considered: SST is sea surface temperature, SLP represents sea level pressure, R is annual rainfall
and WS is wind speed at 300 hPa
Index Start End Used variable Used region References
PDOi 1854 2016 SST Pacific 20N Mantua and Hare (2002)
ENSOi 1870 2015 SST El Niño 3.4 (170W to 120 W-EQ) Wolter and Timlin (2011)
AMOi 1870 2015 SST Atlantic 0–60N and 7.5W–7.5E Rayner et al. (2003)
GSNWi 1966 2010 SST Atlantic 55 to 75W–35N Taylor (2011)
WeMOi 1821 2013 SLP Padua–San Fernando Martin-Vide and Lopez-Bustins (2006)
SAHEL-Pi 1901 2016 R Africa 8–20N–20W to 10E Becker et al. (2013)
AJSLi 1871 2015 WS Atlantic 4 to 53W–45N to North Pole Redolat et al. (2018)
FIGURE 2 Schematic example of the drift-correction method.
Box (a) represents a comparison between 10 different runs and
observations; box (b) represents the correlation between the
quantile–quantile predicted temperature (X-axis) and observed
temperature (Y-axis); box (c) represents the drift correction applied
to each run; box (d) represents the final results with the corrections
merged to the prediction [Colour figure can be viewed at
wileyonlinelibrary.com]
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level obtained from the drift correction (Figure 2d). The
final aggregated climate signal and the further corrected
ensemble are additional statistical treatments respect to
the previous works of drift correction.
3.2.2 | Analogy-based approach
This work uses the two-step statistical downscaling
method developed by Ribalaygua et al. (2013), which is
summarized here.
Analogue stratification
The first step, which is common for temperature and pre-
cipitation, is based on an analogue stratification (Zorita
et al., 1993). That is, n analogue days (the most similar ones
to the day to be downscaled) are selected to reduce non-lin-
earity. The similarity between 2 days was measured using a
weighted Euclidean distance according to three nested syn-
optic windows and four large-scale fields used as predictors:
The (a) speed and (b) direction of geostrophic wind at
1,000 hPa and the (c) speed and (d) direction of geostrophic
wind at 500 hPa. For each predictor, the distance was calcu-
lated and standardized by replacing it with the closest
centile of a reference population of distances for that predic-
tor. The four predictors were finally equally weighted, while
the synoptic windows had different weights.
Temperature function
In the second step, a transfer function (linear by stepwise
regression) is applied for n = 150 analogous days. Choos-
ing the most similar days, considering precipitation and
cloudiness, reduces the non-linearity of the links between
free atmosphere and surface variables on a local scale.
Thanks to temperature being near-normally distributed,
linear regressions perform well in estimating the maxi-
mum and minimum values; this also obligates taking the
near-normal distributed predictors.
1.1,000/500 hPa thickness above the surface station.
2.1,000/850 hPa thickness above the surface station.
3.A sinusoid function of the day of the year.
4.A weighted average of the station mean of daily
temperatures of the 10 previous days.
Diagnostic equations are calculated (using the
predicting and predictor values with a population of
n analogue days) and applied to estimate daily tempera-
tures for each station and problem day.
Precipitation function
In the second step, a group of m problem days was down-
scaled together (all days of a month were used). For each
problem day, a ‘preliminary precipitation amount’ was
obtained, averaging the rain amount on its n most
analogous days, so the m problem days can be sorted
from highest to lowest in terms of ‘preliminary precipita-
tion amount’. In addition, for assigning the final precipi-
tation amount, all amounts of the m × n analogous days
are sorted and clustered into m groups. Every quantity is
finally assigned orderly to the m days previously sorted
by the ‘preliminary precipitation amount.’
Assuming there is little variation in the climatic char-
acteristics of rainfall within a month, the n × m analogous
days of a month can be mixed to obtain a better probabil-
ity distribution (or Empirical Cumulative Distribution
[ECDF]). Therefore, the number of problem days is chosen
as m = 30. Systematic error or bias was corrected for all
climate simulations of temperature and precipitation using
parametric quantile mapping (Monjo et al., 2014, 2016).
3.2.3 | Teleconnection-based method
A purely statistical approach was used to simulate natu-
ral variability on a decadal timescale, adding to local cli-
mate change (Section 3.2.1). In total, seven (four ocean-
based and three atmospheric-based) teleconnection indi-
ces were chosen for this study (Table 2). Fourier and
wavelet analyses were applied to fit and predict the natu-
ral variability of these teleconnections in the future. This
approach has been employed in previous works to exam-
ine the interannual or decadal variability of temperature
or precipitation in the past, but not yet for decadal pre-
diction (Benner, 1999; van Oldenborgh et al., 2012).
The selection of these indices is based on the fact that
they have decadal-level oscillations capable of explaining
movements at these time scales in the coupled ocean–
atmosphere system (López-Parages and Rodríguez-
Fonseca, 2012). In this sense, the indices that best explain
the annual and decadal variability are usually oceanic
due to the greater inertia of the ocean. However, there
are also atmospheric indices with decadal variability that
have been selected using the methods described above.
Theoretical assumption
From a conceptual viewpoint, two hypotheses are assumed:
(1) the climate system is a coupled dynamic system {xj(xk, t)}
with small perturbations |xj| < < 1 over a given timescale
t and close to equilibrium (xj ~ 0) and (2) the coupling factor
fj
k= ∂xj/∂xk between the variables xj and xk is small and almost
constant with respect to the perturbation (Equation (2)).
f kj ≪
∂xj
∂t
=
dxk
dt
∂f kj
∂xj
≫f kj
8>><
>>: ð2Þ
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Thus, the total variation in each teleconnection index
xi can be considered a quasi-oscillation, that is, a pertur-
bation term plus a coupling term (Equation (3)),
dxj=
∂xj
∂t
dt+
∂xj
∂xk
dxk= i ωjxjdt|fflffl{zfflffl}
perturbation
+ f kj dxk|fflffl{zfflffl}
coupling term
ð3Þ
where ωj = 2πi/Tj is the proper oscillation frequency and
f kj =∂xj=∂xk is the factor coupling of xj with respect to xk.
The sum of all contributions of the variation dxj leads to
a multi-harmonic time series plus a residue that is
assumed noise (unpredicted variance of the model).
Harmonic fitting
By neglecting the noise to model the temporal evolution
of each teleconnection index (xj), N simple harmonic
functions are obtained from the fitting parameter oscilla-
tion frequencies (ωk), initial phases/times (tk) and ampli-
tudes (Ck) according to Equation ((4)).
FIGURE 3 Schematic example
of the teleconnection-based method.
The top left box represents the raw
teleconnection indices; the top right
box represents the filtered process
based on the harmonics; the middle
left box shows the backward
stepwise regression; the middle right
box represents an example of
obtained predictors; the bottom left
box shows an example of an
observed anomaly and the bottom
right figure represents a final
simulation of the index [Colour
figure can be viewed at
wileyonlinelibrary.com]
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xj≈
XN
k=1
vj≔Re
XN
k=1
Cjexp iωk t− tkð Þð Þ ð4Þ
To obtain these simple harmonics, two stages were
considered. In the first stage, a periodogram was taken
from the Fast Fourier Transform (FFT), and it was fil-
tered using Monjo's spell function (Monjo, 2016; Redolat
et al., 2018). Specifically, a factor of two was considered
to determine dry/wet spells in the periodogram, and the
greatest seven amplitudes were selected (i.e., N = 7 was
chosen). The temporal stability of significant periods was
analysed via a wavelet according to WaveletComp, an R-
language package (Rosch and Schmidbauer, 2018).
In the second stage, significant amplitudes were fitted
from a backward stepwise regression. Linear regression is
enough to fit the initial times tk thanks to the mathemati-
cal properties of trigonometric functions in a complex
variable (Equation (5)).
xj≈
XN
k=1
vk≔Re
XN
k=1
Ck
exp iωk t− tkð Þð Þ=
XN
k=1
Ckcos ωkt−ωktkð Þ=
XN
k=1
Ckcos ωktkð Þ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
Ak
cos ωktð Þ+Cksin ωktkð Þ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
Bk
sin ωktð Þ
2
64
3
75
=
XN
k=1
Akcos ωktð Þ+Bksin ωktð Þ½ 
ð5Þ
where the amplitudes Ak, Bk and Ck; the frequency ωk;
and the initial time tk are constants (fitting parameters).
With this, both the amplitude and the initial time can be
fitted using linear regression (Figure 3 top panel). To
focus on the decadal variability modes, all teleconnection
indices were smoothed using a 5-year moving average.
Decadal anomaly simulation
Given a particular training window (see Section 3.2.1),
simulations for 5-year averaged temperature and precipita-
tion anomalies were obtained by computing a backward
stepwise regression between the observed time series and
each teleconnection index (Figure 3 centre-left panel) to
finally be applied to the simulated harmonic series
(Figure 3 centre-right panel). These simulations were com-
bined with downscaled CMIP5 climate models. That is,
external (forcing) and natural contributions were identi-
fied in a separate way: Natural variability in the intra-
decadal timescale was assumed by the teleconnection-
based simulations (Figure 3 bottom-right panel), while
external forcing effects (RCP4.5) were represented by
30-year moving windows averages obtained from down-
scaled CMIP5 climate models (Section 3.2.1). Note that the
scale of 30 years is considered enough to soften the inter-
nal variability provided by the dynamical models used.
3.2.4 | Performance and uncertainty
analysis
Temporal cross validation
Each detrended and standardized teleconnection index
was simulated using the corresponding harmonic model
according to the above section. Then, two periods were
considered: The training and the validation windows.
Both time windows were backward moving to cross vali-
date each harmonic model (hindcast). Several window
sizes were tested to find the optimal window size for
training the harmonic model of each teleconnection
index. Particularly, the set of sizes ranged one-to-one
from 20 to Mj – 10 years, where Mj > 50 years is the total
time series length of each index xj; that is, a minimum of
10 years was reserved to validate the model performance.
On the other hand, the temperature and precipitation
variances (predictands) of each station were separately
analysed so they could be explained by the best set of
teleconnection indices (predictors). For this purpose, a
backward stepwise regression was applied between pre-
dictors and predictands within each training window.
Therefore, temperature and precipitation hindcasts were
performed to validate (within the validation windows)
their predictability according to the several time horizons
and time resolutions of prediction.
The cross validation provided performance statistics,
such as standardized absolute error (SAE; Equation ((6)))
and standardized square error (SSE; Equation ((7))),
which correspond to the explained anomaly (EA = 1 –
SAE) and explained variance (EV = 1 – SSE2),
respectively.
SAE=
PN
i=1 si−oij jPN
i=1 oi−oij j
ð6Þ
SSE=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i=1 si−oið Þ2PN
i=1 oi−oið Þ2
s
ð7Þ
where si and oi are the simulation and observation,
respectively, in a year ‘i’ for a time series of N years.
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3.2.5 | Uncertainty cascade
The performances of all used methods were analysed by
comparing the observed and the simulated-by-reanalysis
time series for the period 1979–2015. The mean absolute
or relative errors (MAE and MRE) were estimated for
both variables as a main measure of the method's
performance.
The SAE is estimated for decadal simulations by com-
paring their MAEs with that obtained from the
climatology-based forecast (i.e., zero anomaly). Moreover,
the KS test was applied to analyse the performance model
according to the statistical significance (p-value >0.05) of
the similarity of the (decadal) simulated probability dis-
tributions respective to the observed ones (Marsaglia
et al., 2003).
For the CMIP5 models used, the validation consists of
evaluating the performance of applying the selected
method to each climate model output. In addition,
because the observed series present gaps, observations
were extended/filled using the corrected ERA-Interim
reanalysis (common period 1979–2015).
Regarding the projection uncertainty, a climate simu-
lation on a local scale is given by four main sources:
(a) the statistical downscaling method used (verification
process), (b) the model/run selection and the method/
model performance (validation processes), (c) the RCP
scenarios considered and (d) the natural climate variabil-
ity. The last two uncertainty sources have been treated by
using the ensemble strategy. That is, once bias correction
is applied to all models, a combination (ensemble) of
those models provides an estimation of the uncertainty
caused by (past and future) climate variability. An
ensemble is performed for each RCP scenario.
4 | RESULTS AND DISCUSSION
4.1 | Performance methods
4.1.1 | Downscaled dynamical model
outputs
All climate variables are adequately simulated by statisti-
cal downscaling. Daily maximum/minimum temperatures
showed a bias and MAE lower than 0.2C and 2C, respec-
tively, with accurate sub-daily values (MAE around 1C in
winter and 1.5C in summer). Precipitation presented a
bias lower than 10%. For both variables, all of the time
series simulated using Era-Interim passed the KS test (p-
value >.05) compared with observed daily distributions.
For downscaled climate models, the analysis of KS
p values showed that all outputs are valid for
temperature, except using GFDL-ESM2M. Precipitation
showed more problems for most of the models, especially
when using HADGEM2-CC (passing test for less than
50% of stations). In fact, only two model outputs
(ACCESS1-0 and MPI-ESM-MR) passed the KS test for
more than 70% of analysed stations.
Regarding the drift-corrected decadal experiments,
both the maximum and minimum temperatures are well
estimated by almost every model for the three cities,
except when using BCC-CSM1 outputs for Lisbon and
Bristol (Table 3). Otherwise, for precipitation, the method
presented worse results due to its more chaotic nature,
with just a few models able to represent the variable his-
torical behaviour properly. In fact, only two drift-
corrected models have predictive ability for a 7- to
10-year horizon.
4.1.2 | Teleconnection-based statistical
outputs
The predictability of teleconnection indices is strongly
linked to the type of variable that characterizes them. On
a decadal scale, oceanic indices have a better predictabil-
ity according to their SAE, particularly when SST is con-
sidered. As a result, AMOi obtains the best skill score to
predict itself, with the lowest SAE values (from 0.2 to 0.5)
for horizons of 2–10 years and training windows of
100–160 years, respectively, which is greater than its peri-
odicity of 64 ± 10 years obtained by a wavelet analysis. A
similar output can be found for the GSNWi with low-
medium SAE values (from 0.4 to 0.6) for horizons of 2 up
to 10 years (a wavelet analysis showed periodicity close
to 8 years). The WeMOi is an exception among the atmo-
spheric indices, as it has a highly regular periodicity with
large time scales (16–20 years). Thus, its optimal predict-
ability (SAE = 0.5) is found in an intradecadal timescale
(until 10 years) with a large training window
(>160 years). For the remaining indices, there are modest
skill scores, with SAE values above 0.6 in most training
windows and horizons; that is, only 40% of each oscilla-
tion amplitude is predicted. In fact, a wavelet analysis
showed important variability in the periodicity of ENSOi
(with noisy oscillations of 4–8 years) and of the atmo-
spheric indices, but statistical significance in quasi-
oscillations close to 32 ± 4 years for AJSLi, 60 ± 10 years
for WeMOi, 8 ± 1 years for GSNWi and 64 ± 10 years for
SAHEL-Pi.
Regarding the correlation between indices and vari-
ables, the best indices for comparing with the tempera-
ture observed are GSNWi, ENSOi, AJSLi and WeMOi, all
with p values below 0.05. For precipitation, GSNWi,
WeMOi and AJSLi presented the best correlations, with a
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p value below 0.1. Finally, in terms of the predictability
of meteorological variables, notable differences between
the three cities can be seen, especially when referring to
precipitation. In Barcelona, the lowest SAE values are for
a horizon between 22 and 30 years; for Bristol, these low
values are concentrated between 16 and 29 years and for
Lisbon, they are limited to a shorter prediction horizon,
from 8 to 9 years. For temperature, a common pattern
can be seen: The longer the horizon, the smaller the SAE.
The lowest SAE values can be seen from 27 to 30 years in
Barcelona and in Lisbon. In Bristol, the prediction period
is longer than 23–30 years (Figure 4).
TABLE 3 Summary of the validation for the drift-corrected decadal models according to the SAE criteria for precipitation and
temperature (maximum and minimum) [Colour table can be viewed at wileyonlinelibrary.com]
Decadal model
Precipitation Maximum temperature Minimum temperature
Barcelona Bristol Lisbon Barcelona Bristol Lisbon Barcelona Bristol Lisbon
BCC-CSM1-1 10 – 6 8 – – 8 – –
CanCM4 – 9 – 10 10 10 10 10 10
CMCC-CM – – – 10 9 7 10 9 4
CNRM-CM5 – 5 – 10 2 6 10 2 10
IPSL-CM5A-LR 2 2 6 10 7 10 10 7 10
MIROC5 – 2 6 10 10 10 10 10 9
MPI-ESM-LR – – – 10 6 10 10 6 10
MRI-CGCM3 – – – 10 10 4 10 10 4
Note: The process counts the number of consecutive horizons where the model achieves a SAE < 1 in a metropolitan area (averaging time series of all
considered stations). Values within the boxes represent the number of horizons with SAE < 1. On the other hand, symbol '–' means that there is no horizon
with SAE < 1.
FIGURE 4 Relation between the standardized absolute error (SAE) and horizons (in years) for temperature (first row) and
precipitation (second row) for observatories in Barcelona, Bristol and Lisbon (first, second and third columns, respectively) [Colour figure
can be viewed at wileyonlinelibrary.com]
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Thus, the correlation and statistical significance
between teleconnection indices and climate variables has
been represented around the RESCCUE cities. In this man-
ner, we observe a common pattern for temperature
(Figure 5) in the cities of Bristol and Lisbon, with Barcelona
on the opposite side, with antagonistic correlations, that is:
• WeMOi/PDOi with negative correlations in Bristol and
Lisbon and positive correlations in Barcelona. A com-
mon pattern of inverse correlation can also be
observed in southern regions of the Iberian Peninsula,
as well as in southern France and Great Britain, being
positive in regions of the eastern half of Iberia.
FIGURE 5 Spatial
distribution of the Pearson
correlation obtained by
comparing the observed
temperature time series and each
index. The bold edges of the
circles indicate cases with
statistical significance for
correlation according to several
p values (. 01, .05 and .1) [Colour
figure can be viewed at
wileyonlinelibrary.com]
FIGURE 6 Spatial
distribution of the Pearson
correlation obtained comparing
observed precipitation time series
and each index. The bold edges of
the circles indicate cases with
statistical significance for
correlation according to several
p values (. 01, .05 and .1) [Colour
figure can be viewed at
wileyonlinelibrary.com]
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• AMOi/SAHEL-Pi with positive correlations in Bristol
and Lisbon and negative correlations in Barcelona. It
is also characterized by an almost inverse pattern seen
in WeMOi/PDOi with positive patterns in the south-
west of the Iberian Peninsula, southern France and
Great Britain.
• GSNWi with common positive pattern through three cit-
ies. This applies to most Western European observatories.
• Without a characteristic pattern in the ENSOi and
AJSLi indices because of the absence of statistical sig-
nificance. In all other regions, however, positive corre-
lations predominate, except in Great Britain.
Regarding precipitation (Figure 6), a general pattern
can be seen in the cities of Barcelona and Bristol, with
opposite correlations in Lisbon, that is:
• AMOi with positive correlations in Barcelona and Bristol
and negative correlations in Lisbon. SAHEL-Pi with posi-
tive correlations in Barcelona and Bristol only and with-
out statistical significance in Lisbon. Although in the rest
of the observatories’ negative correlations predominate
for both indices (especially in the environment of the Bay
of Biscay), no predominant geographic pattern is observed
due to the lack of significance of numerous observatories.
• PDOi with negative correlations in the three cities.
WeMOi with negative correlations in Barcelona and
Bristol and without statistical significance in Lisbon.
In all other regions, positive values predominate in the
Bay of Biscay, including southern France and Ireland
for both indices. In the Mediterranean region, as well
as in the south of Great Britain, negative correlations
predominate.
• ENSOi/AJSLi with common negative correlations in the
three cities. In addition, there is a predominance of neg-
ative values in the coastal regions of the southwest of
Great Britain and the Cantabrian Coast. They are also
observed in some Atlantic and Mediterranean observa-
tories, although there is a shortage of significance, espe-
cially in the case of ENSO due to the annual scale.
• GSNWi with negative correlations in Barcelona and
Lisbon and without statistical significance in Bristol.
Negative values predominate in the Bay of Biscay, as
well as in parts of Britain and Ireland. In areas of the
east and south of the Iberian Peninsula, on the other
hand, positive values predominate.
4.2 | Climate decadal scenarios
According to the uncertainty analysis of the predictions,
some climate signals could be statistically significant. For
Barcelona, the most important change in the future cli-
mate of this city is given by the temperature rise.
According to the teleconnection-based method, the tem-
perature could increase between 0.2C and 1C for
2025–2035 (with respect to the 1979–2015 baseline),
while under the drift-correction method, this increase
would be limited to between 0C and 0.9C. As for pre-
cipitation, with a high level of uncertainty, no significant
changes are expected in annual rainfall (Figure 7).
In the case of Bristol, the temperature estimates point
to a gradual warming, although under the teleconnection
method (with great uncertainty), temperature oscillates
between 0.2C and 1.1C from 2025–2035. Under the
drift-correction method, this increase would be limited to
between 0.1C and 1C. No significant changes are
expected in precipitation between now and 2035; how-
ever, the teleconnection-based method foresees a possible
average increase of up to 5% (Figure 8).
Regarding Lisbon, the temperature could rise
between 0C and 0.3C according to the teleconnection-
based method (Figure 9a). Meanwhile, according to the
drift-correction method, the projection is similar, estimat-
ing a maximum heating of 0.2C (Figure 9b). In terms of
precipitation, the teleconnection method estimates a pos-
sible decrease in rainfall between 2% and 8%, with a
median of 4% (Figure 9c); meanwhile, with the drift-
corrected method, this decrease oscillates from 0% to 15%
with a median of 10% (Figure 9d).
5 | CONCLUSIONS
Near-term climate (decadal) predictions of mean anoma-
lies have been obtained for Barcelona, Lisbon and Bristol
using two methods: (a) drift-corrected CMIP5 decadal
simulations and (b) a teleconnection-based approach
combined with downscaled CMIP5 climate models.
The methods used were verified using surface obser-
vations and ERA-Interim reanalysis as a reference for
reproducing the past climate. In a similar way, the appli-
cation of these methods to global climate models was also
validated according to several statistical measures. Both
processes showed an adequate performance for all simu-
lated climate variables, with negligible systematic errors
in the mean climate. Decadal predictions at 20–30 years
are adequate for temperature if the teleconnection-based
approach is used, while in precipitation, 20–30 years are
suitable only in the case of Barcelona and Bristol and
10 years are suitable in the case of Lisbon. The drift-
corrected dynamical outputs are better to predict temper-
ature over a horizon of 5 years. This is because tempera-
ture anomalies present a lower amplitude/variability
than precipitation for decadal timescales. That is, the
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FIGURE 7 Climate projections of changes in maximum temperature (first row) and precipitation (second row) for the teleconnection-
based method (a, c) and drift-correction method (b, d) for Barcelona until 2035 (with respect to the 1979–2015 baseline). Data are grouped
for the RCP4.5 simulation of every climate model used and for the last 30 years. The ensemble median (solid lines) and the 10th–90th
percentile values (shaded areas) are displayed. The vertical dashed line marks the end of the historical data (2015) [Colour figure can be
viewed at wileyonlinelibrary.com]
FIGURE 8 Climate projections of changes in maximum temperature (first row) and precipitation (second row) for the teleconnection-
based method (a, c) and drift-correction method (b, d) for Bristol until 2035 (with respect to the 1979–2015 baseline). Data re grouped for the
RCP4.5 simulation of every climate model used and for the last 30 years. The ensemble median (solid lines) and the 10th–90th percentile
values (shaded areas) are displayed. The vertical dashed line marks the end of the historical data (2015) [Colour figure can be viewed at
wileyonlinelibrary.com]
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detrended temperature approaches zero compared to the
detrended annual rainfall, which presents strong multi-
decadal oscillations and, therefore, the correlation is
more frequently (statistically) significant for signals very
different from zero.
In addition, a differentiated spatial pattern of the
impacts of the indices on the variables can be found in
Western Europe. For instance, the correlation with tem-
perature showed a predominant tripole among the South-
western Iberian Peninsula, Eastern Iberian Peninsula and
Southern France for WeMOi, AMOi, PDOi and SAHEL-Pi.
Regarding the predictability of the teleconnection indi-
ces, those based on SST presented the maximum predic-
tion horizon with a minimum SAE (down to 20% of the
error in the predicted oscillation amplitude). However,
atmospheric indices also presented significant results in
the predictability of a decadal timescale. This is because
they are partially forced by oceanic variables, with a slow
evolution of oscillation amplitudes (great memory/inertia
in the positive–negative phase transition).
Altogether, both teleconnection-based outputs and the
drift corrections showed that temperature could rise by a
range of 0C to 1C in Barcelona and Bristol and from 0
to 0.5C in Lisbon for the 2016–2035 period. Therefore,
both methods show an increase in temperature with a
high uncertainty level due to natural variability.
In the case of precipitation, the teleconnection method
shows decreases for the city of Lisbon (4%) and no signifi-
cant changes expected for Barcelona and Bristol. All of these
results are characterized by a high level of uncertainty. How-
ever, the combination of downscaled dynamical models with
(purely statistical) teleconnection-based methods provides a
way to measure and manage the uncertainty thanks to the
consensus criteria, that is, when two different methods (with
respective ensemble prediction) lead to the same forecast, it
reduces uncertainties related to systematic errors of the
median prediction (from the choice of method).
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