We present a new approach to establish the existence of a unique limit cycle for the van der Pol equation in case of large damping. It is connected with the bifurcation of a stable hyperbolic limit cycle from a closed curve composed of two heteroclinic orbits and of two segments of a straight line forming continua of equilibria. The proof is based on a linear time scaling (instead of the nonlinear Liénard transformation in previous approaches), on a Dulac-Cherkas function and the property of rotating vector fields.
Introduction
The scalar autonomous differential equation
where λ is a real parameter, has been introduced by Balthasar van der Pol [7] in 1926 to describe self-oscillations in a triod circuit.
It is well-known (see e.g. [6] ) that for all λ = 0 this equation has a unique isolated periodic solution p λ (t) (limit cycle) whose amplitude stays very near 2 for all λ ( [1, 9] ), but its maximum velocity grows unbounded as |λ| tends to infinity.
If we rewrite the second order equation (1.1) as the planar system dx dt = −y,
and if we represent p λ (t) as a closed curve Γ λ in the (x, y)-phase plane, then Γ λ does not stay in any bounded region as |λ| tends to ∞.
In the paper [8] , van der Pol noticed that for large parameter λ the form of the oscillations "is characterized by discontinuous jumps arising each time the system becomes unstable" and that "the period of these new oscillations is determined by the duration of a capacitance discharge, which is sometimes named a 'relaxation time'." From that reason, van der Pol popularized the name relaxation oscillations [3] . 1 2 family {Γ λ } of limit cycles stays for all λ in a uniformly bounded region of the Liénard plane. For defining the Liénard transformation for λ > 0 we introduce a new time τ by t = λτ and a new parameter ε by ε = 
Applying the nonlinear Liénard transformation
which represents a singularly perturbed system for small ε > 0.
The corresponding degenerate system
is a differential-algebraic system. This system does not define a dynamical system on the curve ξ = −η+η 3 /3 since on that curve there exist two points A(η = −1, ξ = 2/3) and C(η = 1, ξ = −2/3) which are so-called impass points: no solution of (1.5) can pass these points. Let B (D) be the point where the tangent to the curve ξ = −η +η 3 /3 at the point A (C) intersects the curve ξ = −η +η 3 /3 (see Fig. 1 ). We denote by Z 0 the closed curve in the (η, ξ)-Liénard plane which consists of two segments of the curve ξ = −η + η 3 /3 bounded by the points D, A and C, B and of two segments of the straight lines connecting the points A, B and D, C, respectively (see Fig.1) .
Using this closed curve Z 0 , D.A. Flanders and J.J. Stoker [2] constructed an annulus whose boundaries are crossed transversally by the trajectories of system (1.4) which contains the stable limit cycle Γ ε of system (1.4) for sufficiently small positive ε.
In what follows we present a new approach to establish the existence of a unique hyperbolic limit cycle Γ λ of the van der Pol equation (1.1) for large λ which is based on a linear time scaling instead of applying the mentioned nonlinear Liénard transformation and on using an appropriate Dulac-Cherkas function.
Time scaled van der Pol system
We start with the van der Pol equation (1.1) and apply the time scaling σ = λ t for λ > 0. Using the notation ε = 1/λ 2 we get the equation
which is equivalent to the system dx dσ = −y,
Setting ε = 0 in (2.2) we get the system dx dσ = −y,
which has the x-axis as invariant line consisting of equilibria. In the half-planes y > 0 and y < 0, the trajectories of system (2.3) are determined by the differential equation
and can be explicitly described by
where c is any constant.
Next we note the following properties of system (2.2).
Lemma 2.1. System (2.2) is invariant under the transformation x → −x, y → −y.
This Lemma implies that the phase portrait of (2.2) is symmetric with respect to the origin.
Lemma 2.2.
The origin is the unique equilibrium of system (2.2), it is unstable for ε > 0.
Lemma 2.3. If system (2.2) has a limit cycle Γ ε , then Γ ε must intersect the straight lines x = ±1 in the lower and upper half-planes.
The proof of Lemma 2.3 is based on the Bendixson criterion and the location of the unique equilibrium.
For the sequel we denote by X(ε) the vector field defined by (2.2).
Lemma 2.4.
is a Dulac-Cherkas function of system (2.2) in the phase plane for ε > 0.
Proof. For the function Φ defined in (4.2) in the Appendix, we get from (2.5), (2.2) and κ = −2
Since the set N, where Φ vanishes, consists of the two straight lines x = ±1 which do not contain a closed curve, we get from Definition 4.1 and Remark 4.2 in the Appendix that Ψ represents a DulacCherkas function for system (2.2) in the phase plane for ε > 0, q.e.d.
For ε > 0, the set W ε where Ψ(x, y, ε) vanishes consists of a unique oval, the ellipse
We denote by A ε the open simply connected region bounded by E ε .
Lemma 2.5. For ε > 0, E ε is a curve without contact with the trajectories of system (2.1).
Proof. By Lemma 4.3 in the Appendix, any trajectory of system (2.2) which meets E ε intersects E ε transversally. It is easy to verify that any trajectory of system (2.2) which crosses E ε will leave the region A ε for increasing σ.
Lemma 2.6. System (2.2) has no limit cycle in A ε for ε > 0.
Proof. Ψ(x, y, ε) is negative for (x, y) ∈ A ε . Thus, by Lemma 4.4 in the Appendix, |Ψ(x, y, ε)| −2 is a Dulac function in the simply connected region A ε for ε > 0 which implies that there is no limit cycle of system (2.2) in A ε for ε > 0.
Lemma 2.7. System (2.2) has at most one limit cycle for ε > 0.
Proof. For ε > 0, the set W ε consists of the unique ellipse E ε . Thus, according to Theorem 4.6 in the Appendix, system (2.2) has at most one limit cycle.
Lemma 2.8. If system (2.2) has a limit cycle Γ ε , then Γ ε is hyperbolic and stable.
Proof. If system (2.2) has a limit cycle Γ ε , then by Lemma 2.6 and by Lemma 2.5, Γ ε must surround the ellipse E ε . Thus, we have Ψ > 0, κ = −2, Φ > 0 on Γ ε . Theorem 4.5 in the Appendix completes the proof.
We recall that for λ > 0 the van der Pol equation (1.1) and system (2.2) have the same phase portrait. Thus, the results above imply that the van der Pol equation has at most one limit cycle Γ λ for λ = 0. In the following section we construct for sufficiently small ε a closed curve K ε surrounding the ellipse E ε such that any trajectory of system (2.2) which meets K ε enters for increasing σ the doubly connected region B ε with the boundaries E ε and K ε .
3 Existence of a unique limit cycle Γ ε of system (2.2) for sufficiently small ε If we assume that there exists some positive number ε 0 such that for 0 < ε < ε 0 system (2.2) has a family {Γ ε } of limit cycles which are uniformly bounded, then the limit position of Γ ε as ε tends to zero is a bounded closed curve Γ 0 symmetric with respect to the origin which can be described by means of solutions of system (2.3), that is, by segments of curves explicitly given by (2.4) and by segments of the invariant line y = 0 consisting of equilibria of system (2.3). Since Γ 0 is a bounded smooth curve in the half-planes y ≥ 0 and y ≤ 0 and is symmetric with respect to the origin, we get for Γ 0 in the upper half-plane the representation
The part in the half-plane y ≤ 0 is determined by the mentioned symmetry (see Fig. 2 ). In what follows, to given ε > 0 sufficiently small, we construct a closed curve K ε surrounding the ellipse E ε such that any trajectory of system (2.2) which meets K ε intersects K ε transversally. For the construction of the closed curve K ε we will take into account the following observations. 6 point. T 0 (P ) intersects the y-axis at the point Q 0 = (0, (2.2) Fig. 3 . Let T ε/2 (P ) be the trajectory of system (2.2), where ε is replaced by ε/2, in the fourth quadrant which passes the point P . For sufficiently small ε, it cuts the y-axis at the point Q ε/2 which is near the point Q 0 . T ε/2 (P ) is represented as dotted curve in Fig. 3 . Fig . 3 . Trajectories T 0 (P ), T ε/2 (P ) and T 2ε (Q ε/2 ) for ε = 0.08.
Now we denote by T 2ε (Q ε/2 ) the trajectory of system (2.2), where ε is replaced by 2ε, in the first quadrant which passes the point Q ε/2 . For sufficiently small ε, T 2ε (Q ε/2 ) is located near the trajectory T 0 (P ) and intersects the straightline x = 2.2 at the point R 2ε which is located near the point R 0 . T 2ε (Q ε/2 ) is represented as dashed curve in Fig. 3 .
According to Remark 3.2, any trajectory of system (2.2) (with the parameter ε), which meets the trajectory T ε/2 (P ) in the fourth quadrant, intersects T ε/2 (P ) transversally and enters for increasing σ the regionD ε/2 bounded by T ε/2 (P ), the x-axis and the y-axis (see Fig. 4 ). By Remark 3.3, any trajectory of system (2.2) (with the parameter ε) which meets the trajectory T 2ε (Q ε/2 ) in the first quadrant intersects T 2ε (Q ε/2 ) transversally and enters for increasing σ the regionD 2ε bounded by T 2ε (Q ε/2 ), the x-axis, the y-axis and the straight line x = 2.2 (see Fig. 4 ). It can be easily verified that the trajectories of system (2.2) intersect the segment of the straight line x = 2.2 bounded by the points R and R 2ε transversally in the upper half-plane enteringD 2ε for increasing σ. Since at the point R we have dy/dσ > 0, also the trajectory of system (2.2) passing R enters the regionD 2ε for increasing σ. If we denote byK ε,u the curve composed by the trajectories T ε/2 (P ) and T 2ε (Q ε/2 ) and the segment of the straight line x = 2.2 bounded by the points R and R 2ε , and introduce the setD ε,u =D ε/2 ∪D 2ε , then we have the following result: For sufficiently small ε, any trajectory of system (2.2) which meets the curveK ε,u enters for increasing σ the regionD ε,u .
P R
Exploiting the symmetry described in Lemma 2.1 there exists a curveK ε,l in the lower half-plane such that the closed curveK ε =K ε,u ∪K ε,l bounding the simply connecting regionD ε has the properties of the wanted closed curve K ε . Fig. 5 shows the closed curvesK ε and E ε bounding the annulus B ε =D ε \ A ε containing the limit cycle Γ ε for ε = 0.08.
Fig . 5 . Closed curvesK ε and E ε together with the limit cycle Γ ε for ε = 0.08.
An improvement of the curveK ε and consequently of the annulusB ε containing the limit cycle Γ ε can be obtained as follows. Let T 2ε (R) be the trajectory of system (2.2), where ε is replaced by 2ε, in the first quadtant starting at the point R. Since on the interval 0 < x < 2.2 of the x-axis it holds dy/dx = εx > 0, the trajectory T 2ε (R) will intersect the y-axis at the point Q 2ε which is located between the origin and the point Q ε/2 . We denote by D 2ε the region bounded by the trajectory T 2ε (R), the x-axis and the y-axis (see Fig. 6 ). Using Remark 3.3, we can conclude as above that any trajectory of system (2.2) which meets T 2ε (R) enters D 2ε for increasing σ. For the following we denote by I ε the interval on the y-axis bounded by the points Q ε/2 and Q 2ε .
From (2.2) it follows that any trajectory of system (2.2) which meets I ε enters for increasing σ the regionD ε/2 which is bounded by the trajectory T ε/2 (P ), the x-and the y-axis. Thus, we have the following result: There is a sufficiently small ε 0 such that for ε ∈ (0, ε 0 ) the trajectories T ε/2 (P ) and T 2ε (R) and the interval I ε form a curve K ε,u which bounds in the upper half-plane the bounded region D ε,u =D ε/2 ∪ D 2ε such that any trajectory of system (2.2) which meets K ε,u enters for increasing 4 8 σ the region D ε,u . Exploiting the symmetry described in Lemma 2.1 there exists a curve K ε,l in the lower half-plane such that K ε = K ε,u ∪ K ε,l forms the wanted closed curve K ε . In Fig. 7 the closed curves K ε and E ε are represented as solid curves which form the boundaries of the doubly connected region B ε which contains the unique limit cycle Γ ε (dashed curve) for ε = 0.08.
Fig. 7. Closed curves K ε and E ε and the limit cycle Γ ε for ε = 0.08
. Summarizing our considerations we have the following results.
Theorem 3.4. For sufficiently small positive ε, the closed curve K ε is a curve without contact for system (2.2), that is, any trajectory of system (2.2) which meets the curve K ε crosses it transversally by entering the doubly connected region B ε for increasing σ.
Taking into account Lemma 2.7 and Lemma 2.8 we get from Theorem 3.4
Theorem 3.5. For sufficiently small positive ε, system (2.2) has a unique limit cycle Γ ε .This cycle is hyperbolic and stable and located in the region B ε .
Appendix
Consider the planar autonomous differential system
depending on a scalar parameter λ. Let Ω be some region in R 2 , let Λ be some interval and let X(λ) be the vector field defined by system (4.1). Suppose that P, Q : Ω × Λ → R are continuous in all variables and continuously differentiable in the first two variables. Remark 4.2. Condition (4.2) can be relaxed by assuming that Φ may vanish in Ω on a set N of measure zero, and that no closed curve of N is a limit cycle of (4.1).
In the theory of Dulac-Cherkas functions the set W λ := {(x, y) ∈ Ω : Ψ(x, y, λ) = 0} (4.3) plays an important role. The following results can be found in [4] . Lemma 4.3. Any trajectory of system (4.1) which meets W λ intersects W λ transversally.
Lemma 4.4.
Let Ω 1 ⊂ Ω, Λ 1 ⊂ Λ be such that Ψ(x, y, λ) is different from zero for (x, y, λ) ∈ Ω 1 × Λ 1 . Then |Ψ| κ is a Dulac function in Ω 1 for λ ∈ Λ.
Theorem 4.5. Let Ψ be a Dulac-Cherkas function of (4.1) in Ω for λ ∈ Λ. Then any limit cycle Γ λ of (4.1) in Ω is hyperbolic and its stability is determined by the sign of the expression κΦΨ on Γ λ , it is stable (unstable) if κΦΨ is negative (positive) on Γ λ Theorem 4.6. Let Ω be a p-connected region, let Ψ be a Dulac-Cherkas function of (4.1) in Ω such that the set W λ consists of s ovals in Ω. Then system (4.1) has at most p − 1 + s limit cycles in Ω.
