We discuss a Conley index calculation which is of importance in population models with large interaction. In particular, we prove that a certain Conley index is trivial.
Introduction
We calculate the Conley index of a suitable isolated invariant set T for the semifloẇ x = H (x) on a Banach space E. Here T consists of two hyperbolic stationary points u 0 and u 1 and a single orbit joining u 0 to u 1 where the unstable manifold of u 0 intersects the stable manifold of u 1 transversally. We prove that the Conley index is trivial, under natural hypotheses.
We briefly explain some of the terms in the previous paragraph; more details can be found in [11] . A semiflow need only be defined for t ≥ 0. A stationary point x 0 is said to be hyperbolic if the linearization H (x 0 ) exists and none of the spectrum of H (x 0 ) lies on the imaginary axis. By a connecting orbit joining u 0 to u 1 , we mean a solution u(t) ofẋ = H (x) such that u(t) → u 0 in E as t → −∞ and u(t) → u 1 in E as t → ∞. The stable manifold of u 1 is defined locally to be the points of E near u 1 which lie on solutions ofẋ = H (x) which tend to u 1 as t → ∞ and is then extended globally. The unstable manifold of u 0 is defined similarly (though there are some complications as we only have a semiflow). The definition of transversality is a slight variant of the usual definition of transversality in differential topology and is discussed in [11] . (The usual definition needs to be changed slightly because, if u(t) is a connecting orbit, u (t) always lies in the tangent spaces of both the stable and unstable manifold at u(t).)
Note that the Conley index is a topological invariant for compact isolated invariant sets of dynamical systems. It has been used extensively to study the bounded solutions [2] A Conley index calculation 511 of such equations; see [6] for the case of flows on finite-dimensional spaces and [15] for the infinite-dimensional case (for a certain class of equations). The basic notions of the Conley index are defined in [15] . In particular, the Conley index of T ,ĥ(T ), is defined to be the homotopy type of [S/Ẽ] (with base point) where S is a rather nice neighbourhood of T (an isolating block in the notation of [15] ). HereẼ is the subset of S where the semiflow of H exits S and [ ] denotes the homotopy type (with base pointẼ). The reason why the above result is of interest is the following. As noted in [8] , the above result implies that the connection index is nontrivial. The connection index is a 'count' of the connecting orbits from u 0 to u 1 in T and is defined in [14] . In particular, under deformations of the equation the connection index stays the same under quite general perturbations and thus we can frequently prove connections from u 0 to u 1 persist. Indeed, this was the motivation for the present paper. In [7] we considered a population model,
on a bounded smooth domain with homogeneous Dirichlet boundary conditions on ∂ . Here α, k > 0, f, g are C 1 , f (0) = 0, and g(0) = 0. This is a competing species model with diffusion which has been extensively studied (see [7, 9, 10] , for example). Because u and v are populations, it is natural to consider only solutions with u, v nonnegative. It is proved in [9] that for large k, there is a natural limit problem,
where h(y) = α f (α −1 y + ) − g(y − ) and where we allow ω to change sign. (We recover u, v from ω by taking u = α −1 ω + , v = −ω − .) There are actually two separate limit problems for this equation. The other limit problem is for small solutions and large k. We do not discuss this one here; it is covered in [8] . It is proved in [8] that Conley indices of (1.1) for large k (in {(u, v) ∈ X × X | u, v are nonnegative}) for an appropriate Banach space X are equal to an appropriate corresponding Conley index of (1.2) on all of X at least up to cohomology. This enables us to prove the existence of connecting orbits between stationary solutions of (1.1) corresponding to two nontrivial solutions of ω 1 , ω 2 of (1.2) for large k if we prove that the connection index of an orbit T joining ω 1 and ω 2 is nontrivial (for the semiflow corresponding to (1.2)). In this way our claim will complete the proof of Corollary 2.7(b) in [8] . Note that our problem is really a singular perturbation problem with small parameter k −1 and we have additional difficulties since u and v are required to be nonnegative while w may change sign. (Thus the two Conley indices are on different spaces.) Hence, it seems difficult to use the implicit function theorem to prove the existence of the connection. Note that we also have considerable technical difficulties because h is not C 1 .
Main result
We now state our main result. We will not state it in the most general form, but the result covers our application. We consider the probleṁ
with h as before. Because our h is not C 1 at zero, there will be technical difficulties which we will have to overcome. (It is Lipschitz on compact sets and C 1 except at zero.) It is convenient to modify h for large y so that |yh (y)| + |h(y)| is bounded on R and yh(y) < 0 for |y| large. Using maximum principles, it follows easily that there is an L ∞ bound for both stationary solutions and connecting orbits of (1.1).
ASSUMPTION A. Assume that:
(i) u 0 and u 1 are hyperbolic stationary solutions of (1.2);
(ii) there is a connecting orbit T joining u 0 to u 1 ; (iii) Morse index of u 1 + 1 = Morse index of u 0 ; and (iv) the unstable manifold of u 0 intersects the stable manifold of u 1 transversally on T .
We need to explain this assumption a little, including why the various terms make sense. Firstly, it is known by [3] that, if ω is a nontrivial solution of (1.2), then ω only vanishes on a set of measure zero and hence h is differentiable (in fact strictly differentiable in the sense of [4] ) at ω in appropriate spaces, and so the linearization makes sense. As we see below, this is enough smoothness to prove the existence of the stable and unstable manifolds at u 0 and u 1 . If z(t, x) is a connecting orbit joining u 0 and u 1 , it follows from [5] (see Lemma 3.2 below) that, for each t, {x ∈ | z(t, x) = 0} has measure zero in . Hence, the linearization at z(t, x) is defined and hence transversality makes sense. The strategy of our proof will be to show that if we take an isolating neighbourhood N of T ∪ {u 0 , u 1 }, then the Conley index of the semiflow of (1.2) on T is the same as that of the 'semiflow' of (1.2) on the finite-dimensional space P n X where h is replaced by P n h(P n ) for large n and where P n is the orthogonal (in L 2 ( )) projection onto the space spanned by the eigenfunctions corresponding to the first n distinct eigenvalues of − for Dirichlet boundary conditions on . Here we prove (and this is the technical part) that our structure, including a single transversal intersection of the stable and unstable manifolds, is preserved and hence we have reduced to the finite-dimensional case. We then smooth carefully and use a result of McCord [14] . (Unfortunately, it does not appear to be easy to generalize McCord's proof to infinite dimensions.) We now state our result precisely and give the tedious details. Note that we could easily state a rather more general abstract result if the mapping h is C 1 . THEOREM 2.1. Assume that is a smooth bounded domain in R N , h is as above and that Assumption A holds. If Y is an isolating neighbourhood of {u 0 , u 1 , T } for the semiflow of (1.2) on the fractional power space X α where 0 < α < 1 and X = L 2 ( ), thenĥ(Y, S(t)) is trivial. REMARK 2.2. There is nothing special about L 2 ( ). By using [8, Lemma 2.1], we can replace L 2 ( ) by L p ( ) where 1 < p < ∞ (at least for the cohomology of the Conley index, which is sufficient for nearly all applications). Note that fractional power spaces are defined in [11] .
The author feels that it should be possible to give a more natural direct proof of the theorem, at least in the C 1 case. LEMMA 2.3.
PROOF. Part (i) follows since the range of the P n s together forms an orthonormal basis for L 2 ( ), then (ii) follows from (i) since the P n s commute with the Laplacian. 2 REMARK 2.4. We can use interpolation to obtain convergence in many other spaces, in particular inẆ 1,2 ( ).
PROOF OF THEOREM 2.1. We first consider the stationary solution u 0 . Since u 0 is nontrivial, a classical result [3] implies that u 0 only vanishes on a set of measure zero.
It then follows as in [7, p. 248 ] that the map ω → h(ω) is strictly differentiable at u 0 in the sense of [4] as a map of L p ( ) into L q ( ) if p > q ≥ 1 (see also Lemma 3.2 below). It follows easily by regularity and compactness of the Laplacian that the map ω → (− ) −1 h(ω) is a completely continuous mapping of L p ( ) into itself if 1 < p < ∞ and is strictly differentiable at u 0 . It follows easily from this that for n large, the problem − Y = P n h(P n Y ) has a unique solution u n 0 in h(P n ) close to u 0 in L 2 ( ). This is straightforward (by the contraction mapping theorem). We do not give the details because similar but more complicated arguments appear below. Moreover, for large n, the operator − h − P n h (u n 0 )P nh = λh on R(P n ) has the same number of negative eigenvalues as − − h (u 0 )I onẆ 1,2 ( ). (Note that u n 0 is a finite linear combination of eigenfunctions and hence is analytic in . Thus it only vanishes on a set of measure zero.) This follows easily from standard spectral results if we note that h (u n 0 ) converges pointwise to h (u 0 ) almost everywhere and is uniformly bounded. (Thus the convergence is strong in L p for all finite p.)
We now consider the parabolic equatioṅ
Since h is strictly differentiable at u 0 as a map of L p ( ) into L q ( ) for p > q, it is easy to combine with regularity properties of the Laplacian to prove the existence of a local unstable manifold W u for u 0 in the sense of [11] . (This is an easy modification of [11, proof of Theorem 6.1.2].) The strict differentiability guarantees a small Lipschitz condition near the stationary point for the remainder term. The same argument guarantees the existence of a stable invariant manifold near u 1 . Similar arguments also guarantee the existence of local stable manifolds W s,n near u n 0 and these are parameterized over the unstable space of u 0 uniformly in n (by examining the contraction mapping proof of the existence of the local manifold theorem in [11, p. 112] ). Similar remarks hold for the unstable manifold of u n 1 which is denoted by W u,n . In both cases, as examination of the proof shows strictly differentiability at the critical point. As in [11, pp. 154-156] there corresponds a global unstable manifold that exists and is in fact a C 1 manifold (which ensures that it has a tangent space). Note that this uses the variational structure because our scalar problem has energy (
where H = h (with a similar result for the projected problem). There are several technical issues in the above. Firstly, the proof of the existence of the global unstable manifold requires backward uniqueness for the equationu + u = h(u)
Secondly, we need to know that if δ > 0 is small, then the time map u → T (δ)u is C 1 along an unstable manifold. This follows from [11, proof of Theorem 3.4.4] and the strict differentiability of h at any point of the unstable manifold. (For this, we also need to know that any nontrivial solution ofu = u + h(u) on × R satisfying the boundary conditions has the property that {x ∈ | u(x, t) = 0} has measure zero in R N for each t ∈ R. This follows from a slight variant of the main theorem in [5] . The details appear in Lemma 3.1 below.)
The strict differentiability of the map x → h(x) as a map of C([0, T ], X α ) into C([0, T ], X ) at a solution is similar to the proof of a result in [7, p. 248] . Since this is technical, we defer it to Lemma 3.2 below. The same argument proves that the local stable manifold is strictly differentiable at any point u(x, t) such that {x ∈ | u(x, t) = 0} has measure zero for each t ∈ R. In particular, this applies at any point of W u (a) ∩ W s loc (b) where a and b are critical points. Thus in particular W s loc (b) has tangent space at such points. Hence, we can define that W u (a) and
for each k and 1 < p < ∞ by the regularity theory in [12] and since h is Lipschitz, h(u) is also in W 1, p ( × [−k, k]). Hence, by the regularity theory again, we see that u tt is defined and is in L p ( × [−k, k]). Hence, we can easily justify differentiating equation (1.2) for u in t and proving that u (t) is a solution ofṡ = s + f (u(t))s on × R (remember that f is strictly differentiable at u). Technically, it is easier to work on a weak form of the equation. Since we have proved that the unstable manifold is a C 1 manifold (and the unstable manifold is strictly differentiable at appropriate points), we can argue as in [11] to prove that our transversality and related assumptions ensure that the problemṡ = s + h (u)s on × R, s = 0 on ∂ × R and h → 0 as |t| → ∞ has up to scalar multiples a unique solution which is u (t) (and transversality is equivalent to this). Now we consider the problemṡ
where g is bounded and − − g(x)I and the boundary condition is invertible. We let X be L 2 ( ). If ω ∈ C(R, X ) ∩ L ∞ (R, X ), then as in [13] , (2.2) has a unique solution in L ∞ (R, X ),h = Lω, where
Here P 1 is the orthogonal projection on L 2 ( ) where the range is spanned by the eigenfunctions corresponding to the eigenfunctions of − − g(x)I corresponding to positive eigenvalues and P 2 = I − P 1 . Note that R(P 2 ) is a finite-dimensional space. Hence, the semigroup T (t) R(P 2 ) naturally extends to a group. Thus everything makes sense. It is easy to check that L is a bounded linear map of L ∞ (R, X ) into itself. Moreover, L maps C 0 (R, X ) into itself and by standard regularity theorems as in [11] ,
we have compactness of L on L ∞ (R, X ) when restricted to compact t intervals. Note that the estimates in [12] guarantee a bound for u t in L 2 (X × [−T, T ]) and hence we have compactness in t on bounded t intervals.) Now much as in [13] , we can deduce a number of consequences. If m ∈ L ∞ (X × R), m(t, x) → m ± (x) as t → ±∞ uniformly in x and − − m ± (x)I (and the boundary condition is invertible) then the linear operatorL, defined bỹ
Lh =ḣ − h − mh with the natural domain, is a closed linear operator on C 0 (R, X ) and is semi-Fredholm of Fredholm index less than infinity. One shows thatLh n → 0 in our space implies that {h n } has a convergent subsequence. (The invertibility for the limit operators as t → ±∞ and the local compactness of L in t plays an essential role here.) Moreover, using the fact that compact perturbations of Fredholm operators do not change their Fredholm index, one proves that this index is determined solely by m + and m − . To calculate the index of the Fredholm operator, we can easily use compact perturbations to reduce to the case where m(x, t) is m − (x) for t < − [16] . In particular, one can show that the index is +1 if − − m + I has exactly n negative eigenvalues counting multiplicity, while − − m − I has exactly (n − 1) negative eigenvalues counting multiplicity. Hence, we see that in our original case where our operatorLh =ḣ − h − h (ũ)h our operator is Fredholm of index 1. Hereũ is the connecting orbit. Note that f (ũ(x, t)) is defined almost everywhere, is uniformly bounded and f (ũ(x, t)) → f (u ± (x)) as t → ∞ uniformly in x except on sets of small measure. Since our transversality assumptions imply that this operator has a one-dimensional kernel, it follows that this operator is onto (as a closed linear operator on C 0 (R, X )).
By the second remark after Lemma 3.2 below, we can approximate h uniformly by C 1 functions f n so that the strictly differentiability holds at u uniformly in n. We prove that the conditions for our problemu = u + h(u) continue to hold for the problemu = u + f n (u) for large n. This is quite straightforward. The only real problem is to prove that for our perturbed problem there is still a connection close toũ. To do this, we use our strict differentiability results and apply the implicit function theorem in the space C 0 ((−∞, ∞), X α ) = Z (noting that strict differentiability rather than C 1 is all that is needed for the implicit function theorem). Firstly, note that we can translate by a fixed function joining u 0 and u 1 to obtain a problem in C 0 . We can write elements of C 0 ((−∞, ∞), X α ) nearũ uniquely in the formũ + su + ω where ω is in a complement Y to spanu in C 0 ((−∞, ∞), X α ). Then uniformly in n and for s small, the solutions are of the formũ + su + ω n (s) where ω n is continuous and is small if n is large. (Note that f n (y) − h(y) is uniformly small and thus f n (u) − h(u) is small in C 0 ((−∞, ∞), X ) if n is large and u ∈ Z and we use crucially that the derivative is onto.) Thus there is a connection for large n. Moreover, the connections near u 0 form a 1-manifold parameterized by s for all large n. Moreover, there is a natural 1-manifold of connections by translating in t (once we know there is one connection). Thus these two manifolds must agree locally and hence globally. Thus for large n there is unique connection near u 0 (up to translation). The proof of nondegeneracy at u 0 n (in our sense) is easy because the linearized operator is close to a Fredholm operator which is onto and of index 1.
Since transversality is equivalent to nondegeneracy (as we saw earlier), homotopy invariance of the homotopy index implies that we have reduced our problem to the case where h is C 1 . Note that part of the technicalities in the above argument is really proving that two definitions of transversality are equivalent.
We now use a closely related idea to reduce our problem to a C 1 finite-dimensional problem. (If we do this, we can easily smooth to reduce the problem to the smooth case and we can then apply the main result in [14] .) The main problem is to check that the Conley index condition persists. For large n, we consider the probleṁ u = P n u + P n h(P n u) on R(P n ) where P n was defined earlier. Since the equationv = v, v = 0 on ∂ has no trivial bounded solutions on × R, we can use the product theorem for the Conley index to show that it suffices to consider the probleṁ u = u + P n h(P n u) u = 0 on ∂ (2.3) [8] A Conley index calculation 517 on X × R. (It is easy to see that the two problems have the same bounded solutions on × R.) We need to prove our earlier structure persists for large n. This is similar to but somewhat easier than the earlier case. Since u is an approximate solution for large n, we again use the implicit function theorem to obtain a connecting orbit for (2.3). (Note that by standard regularity theory {ũ(t) | t ∈ (−∞, ∞)} lies in a compact set in X α and thus P n h(P n u(t)) will converge uniformly on X (in t) as n → ∞.) We can use very similar but easier arguments to obtain the other properties. The only part that needs a more careful argument is the calculation of the homotopy index for large n onŨ whereŨ is a small bounded neighbourhood of {u 0 , u 1 , u(t), t ∈ (−∞, ∞)} in X α which is an isolating block in the sense of [15] . It suffices to prove that any bounded solutionû(t) on h oḟ
for large n such that 0 ≤ s ≤ 1 andû(t) lies in the closure ofŨ for all t lies inŨ .
Suppose not, that is, suppose that u n (t) are solutions of (2.4) for s = s n such that u n (t) lies in the closure ofŨ for all t and u n (t n ) ∈ ∂Ũ for some t n . By translating we may assume that u n (0) ∈ ∂Ũ . By various local estimates as in [11] we can assume that the u n are uniformly bounded in X β and du n /dt is bounded in X α . Thus we can choose a subsequence of the u n such that u n converges uniformly on compact t intervals to z(t) in X α . Passing to the limit in (2.4) (using the mild solution formulation), we see that z(t) is a solution ofu = u + h(u) on × R such that z(0) ∈ ∂Ũ and z(t) lies in the closure ofŨ for all t. This contradictsŨ being an isolating block. Hence, we see that the Conley index of the original flow onŨ is same as that of the finite-dimensional flow and we are finished. 2
Some technical lemmas
We prove two technical lemmas needed to complete the proof of Theorem 2.1.
LEMMA 3.1. If u is a nontrivial bounded solution ofu = u + h(u) on × R such that u = 0 on ∂ × R, then {x | u(x, t) = 0} has measure zero for each t.
PROOF. Now u satisfies the equationu = u + b(x, t)u where b is bounded and measurable. The result follows from [5, Theorem 4.3(iv)] once we prove that, for any fixed t, the map x → u(x, t) cannot have a zero of infinite order in . If one exists, it follows from the main result in [1] that u(x, t) ≡ 0 on . This is impossible by the forward and backward uniqueness theorems for the parabolic equation. (As before the backwards uniqueness can be found in [2] .) 2 itself, where 0 < α < 1, X = L 2 ( ), X α is the fractional power space in the sense of [11] and Sv(t) = t 0 T (t − s)h(v(s)) ds for 0 ≤ t ≤ T . Here T (t) is the semigroup generated by the Laplacian (with Dirichlet boundary conditions).
PROOF. By standard regularity results for the heat semigroup (see [11, Ch. 1] ), it suffices to prove that the map F(v) = h(v) is strictly differentiable at u as a map of C([0, T ], X α ) into C([0, T ], X ). By the Sobolev embedding theorem and interpolation, X α is continuously embedded in L p ( ) where p > 2 (see [11] ). Hence, it suffices to prove our result for F considered as a map of
. If δ > 0 is small, we construct a set Z t ⊆ for each t such that S t = {x ∈ | u(x, t) = 0} lies in the interior of Z t and the measure of Z t \ S t is at most 1 2 δ for each t. To prove this, choose a closed neighbourhoodZ of ∂ in such thatZ has measure at most 1 4 δ. For each t we construct a compact neighbourhoodẐ t of L t = {x ∈ \ intZ | u(x, t) = 0} in such that L t lies in the interior ofẐ t , Z t ∪ ∂ is compact for each t andẐ t has measure at most 1 4 δ. This is possible since L t has zero measure. Now since u is continuous on¯ × R (by standard regularity theory as in [12] ), we see by continuity that for s near t, {x ∈ | u(x, s) = 0} lies in the interior ofẐ t ∪Z and |u(x, s)| has a positive lower bound on ∂(Ẑ t ∪Z ) ∩ for s near t (where the bound is independent of s) andẐ t ∪Z has measure at most 
|u(x, t)| has a positive lower bound on ∂Ẑ i ∩ and eachẐ i has measure at most 1 2 δ. Let γ be the infimum of the lower bounds and if s ∈ C([0, T ], L p ( )) has small enough norm, then for each t, s(t) p is small and hence {x : |s(t)(x)| ≥ 1 2 δ} has measure at most 1 2 δ. Thus, for each t ∈ [0, T ], W t = {x | u(x, t) + s 1 (t)(x), u(x, t) + s 2 (t)(x) and u(x, t) are all nonzero and have the same sign} has the property that \ W t has measure at most 1 2 δ if s 1 and s 2 both satisfy the smallness condition. If t ∈ [0, T ] and x ∈ W t , we can simply estimate A t (x) = h(u(x, t) + s 1 (t)(x)) − h(u(x, t) + s 2 (t)(x)) − h (u(x, t))(s 1 (t)(x) − s 2 (t)(x)) by the mean value theorem and find it is bounded byε|s 1 (t)(x) − s 2 (t)(x)|. If t ∈ [0, T ] and x / ∈ W t , then |A t (x)| ≤ K 1 |s 1 (t)(x) − s 2 (t)(x)| by the Lipschitz property of h. Hence, A t 2, −W t ≤ K 1 s 1 (t) − s 2 (t) 2, \W t ≤ K 1 (m( \ W t )) 1/2−1/ p s 1 (t) − s 2 (t) p by Hölder's inequality. Since m( − W t ) is small for all t ∈ [0, T ] we are in a similar situation to the proof in [7, p . 248] and we can easily complete the proof much as there.
[10]
A Conley index calculation 519 REMARKS.
(1) We can also handle the case of an interval (−∞, ∞) provided u(t) approaches a nontrivial solution of the elliptic equation as t → ∞ and a (necessarily different) nontrivial solution as t → −∞. The point is that we can use a singleẐ i for large negative t and a singleẐ i for large positive t where these are determined by two nontrivial solutions of the elliptic equation. (2) There is a very useful variant of Lemma 3.2. Assume that g n : R → R are globally Lipschitz with Lipschitz constant K independent of n, and g n is C 1 for t = 0 and, given α > 0, g n (t) = 0 if |t| ≥ α and n is large. Then it is easy to see by a similar argument that for large n the inequality for strict differentiability atũ holds uniformly in n. The point is that g n (u(x, t) + h 1 (x, t)) − g n (u(x, t) + h 2 (x, t)) − g n (u(x, t))(h 1 (x, t) − h 2 (x, t))
vanishes except on a set M t ⊆ for each t where M t has small measure uniformly in t. Since it is easy to construct g n as above uniformly small such that f n = h + g n is C 1 , f n is a C 1 approximation to h such that f n − h is uniformly small and such that Lemma 3.2 holds for f n for large n with the neighbourhood independent of n. This is crucial in Section 2.
