Count response data often exhibit departures from the assumptions of standard Poisson generalized linear models (McCullagh & Nelder 1989 ). In particular, cluster level correlation of the data and truncation at zero are two common characteristics of such data. In this paper we describe a random components truncated Poisson model that can be applied to clustered and zero-truncated count data. Residual maximum likelihood method estimators for the parameters of this model are developed and their use illustrated using a data set of non-zero counts of sheets with edge strain defects in iron sheets produced by the Mobarekeh Steel Complex, Iran. We also report on a small scale simulation study that supports the estimation illustrated using a data set of non-zero counts of sheets with edge strain defects in iron sheets produced by the Mobarekeh Steel Complex, Iran. We also report on a small scale simulation study that supports the estimation procedure.
Introduction
Edge strain defects in iron sheets are a major production problem at the Mobarekeh Steel Complex (MSC), Iran. Data on numbers of coils with edge defect for iron sheets produced by the tandem-mill and skin-pass processes at MSC were recorded over a period of 9 months, from March to December 2000. At the same time as these counts were recorded, information was also collected on other characteristics of these sheets, including average weight, thickness and chemical composition, with the aim of investigating the impact of these factors on the number of sheets with edge strain defects observed. Unfortunately, no information was collected on sheets with no edge defects, nor was there a count of the number of such sheets. Consequently information on numbers of sheets with edge defects was only available for days on which there was at least one sheet with such defects.
A flexible and the most widely used model for analysing count response data is the Poisson generalized linear model (McCullagh & Nelder, 1989 Chap. 6 ). In our case however these data are truncated at zero. The distribution of strictly positive Poisson count data is called the zero-truncated Poisson and has a long history, dating back to the papers of David & Johnson (1952) and Plackett (1953) . See also Johnson, Kotz & Kemp (1992) . Shaw (1988) extends the Poisson generalized linear model (PGLM) of McCullagh & Nelder (1989) to deal with truncated count data. Alternatively, zero truncated count data can be modelled via the negative binomial generalized linear model (NBGLM), see Gurmu (1991) and Grogger & Carson (1991) . Gurmu & Trivedi (1992) present tests for overdispersion in the truncated count model. The truncated Poisson generalized linear model (TPGLM) has been applied to adenomatous polyps data by Xie & Aicken (1997) . Examples of economic applications of the TPGLM are given in Cameron & Trivedi (1998 Chap. 1) .
In many applications, however, the dependence structure is more complex than the independent observations assumed by the TPGLM. In particular, count data often exhibit clustering, with observations within clusters correlated with one another. A typical example of this is where repeated measurements are taken of a single subject and a cluster consists of the set of observations for this subject. Ignoring such clustering effects in the TPGLM leads to overdipersion and can result in biased and inconsistent estimates of the regression coefficients in the model (Grogger & Carson, 1991) . This paper extends the TPGLM to zero-truncated longitudinal and repeated measurements Poisson count data. Two models are developed; in the first a subject random effect is introduced into the linear predictor to account for overdispersion. The second then extends the linear predictor to include an additional correlated random effect that allows for a possible increase in correlation in the second and subsequent observations made on a subject. In the context of the iron sheets example given above, subject corresponds to the day of observation, and the additional random effect allows for within day effects due to repetition of the manufacturing process. Sections 2 and 3 define the random effects TPGLM and estimation procedures for model parameters respectively. Section 4 then sets out results from a small simulation study that explores the behaviour of these estimators, while Sections 5 contains a description of their application to the MSC data set on edge strain defects for iron sheets. The results of the paper are discussed in Section 6.
Model Specification
In what follows i = 1, 2, ..., N denotes a cluster and t = 1,2, ... , denotes an observation within a cluster. Let Y n i it represent the value that a count response variable Y takes at observation t within cluster i. In our application, i denotes day and t denotes time within day, we will refer to these indices as day and time from now on. We assume that , while the data collection process is such that only strictly positive
it are observed. We consider two different models for λ it . In the first, η it = ln(λ it ) is assumed to be a linear function of a vector x it of p covariates as well as a random day effect u 1i to account for variation not explained by the values in x it . That is,
(1)
where β is an unknown vector of regression coefficients. The random effects u 1i are assumed to be realisations of independent N(0, φ 1 ) random variables.
In the second model η it includes an extra random effect u 2i , allowing a possible change in variance and pattern of association in the second and following observations within a day. This is consistent with the idea that the any day departures from the model in the first time period (first observation in a day) are likely to be carried over into subsequent time periods(in subsequent observations in a day) and to be augmented further errors. This model is Henderson (1963 Henderson ( , 1973a Henderson ( , and 1975 ) develops best linear unbiased predictors for linear mixed models. These ideas have been extended to obtain maximum likelihood (ML) and restricted or residual maximum likelihood (REML) estimators in Harville (1977) , Thompson (1980 ), Fellner (1986 , 1987 and Speed (1991) . McGilchrist (1994) extends this approach to generalized linear mixed models. This method has elements in common with Schall (1991) , Breslow & Clayton (1993 ), Wolfinger (1993 , Nelder & Lee (1996) and Saei & McGilchrist (1998) . Lee & Nelder (2001a , 2001b further extend the work of Nelder & Lee (1996) to correlated non-normal data. Below we outline the extension of this approach to the random component truncated Poisson model.
Model Estimation
Let l 1 be the loglikelihood function of truncated Poison observations conditional on the value of the random component vector u and let l 2 be the logarithm of the probability density function of u. For the model (2) the functions l 1 and l 2 are Once iterations of (4) have converged to and , let , The values of u i = (u 1i , u 2i ) were independently generated from bivariate normal distribution with zero mean and variance-covariance matrix Σ is given by (3). The x it were randomly assigned to values of zero or one. Observations were generated for times t = 1, 2, …, 5 and for subjects i = 1, 2, …, 30. The TPGLM was then fitted to these data and estimates of φ 1 , φ 2 , φ 3, β 0 , and β 1 obtained, as well as the mean deviance (MD) and lower and upper confidence intervals for β 0 and β 1 (with α = 0.05). This process was then independently replicated 10000 times. Table 1 defines the quantities reported in simulation results set out in tables 2 -6. Tables 3 -6 show the results by both ML (in brackets) and REML methods. Table 2 shows the results from fitting the TPGLM via ML to truncated observations generated by one and two random components TPGLMs. Corresponding results from REML and ML (in brackets) fits of a one random component TPGLM are set out in Table 3 .
Tables 2 and 3 about here
Tables 4 and 5 explores the impact of model misspecification, showing the results from REML and ML fits of a one and a two random components TPGLM to data generated by a two correlated random components model. In comparison, Table 6 shows what happens when the correct two component model is fitted to the two component data.
Tables 4 -6 about here
The results set out in Table 2 show that the ML estimators of β 0 and β 1 under the standard TPGLM are seriously biased when applied to observations generated under random components TPGLM. This bias increases from one component random effect to the two correlated random components. It is also increases with the size of the variance component in the random components TPGLM. The average mean deviances (amd) are very far from 1 in all cases and the average 95% confidence limits (alc, auc) exclude the true values of the parameters β 0 and β 1 . The average estimated standard errors (av.se) are also much smaller than their corresponding simulation standard errors (sd.est) of the estimates of these parameters.
The results in Tables 3 and 6 show that the REML estimates of the variance components and the regression slope are biased downwards. This bias is even more pronounced for the ML estimates of the variance components. Increasing the size of the variance components increases the biases of the estimators of φ 1, φ 2 and φ 3 , but not that of the regression parameters. The simulation standard errors sd.est of the parameter estimators agrees with their average estimated standard errors av.se under both ML and REML. This is also true for the φ 1, φ 2 and φ 3 . Although not shown here, increasing the number of observations for each subject from 5 to 15 significantly decreased the biases of the parameter estimators and their estimated variances. We also see that in all cases the average 95% confidence limits (alc, auc) contain the true values of β 0 , β 1 , φ 1, φ 2 and φ 3 .
Finally, in Tables 4 and 5 we show that the effect of model misspecification when fitting a random components TPGLM. In these cases we fitted a one random component TPGLM and a two independent random components to data generated from a two correlated random components TPGLM. This led to positively biased variance component estimators and increased bias for the estimators of β 0 and β 1 for the one random component model. These biases are small when we ignore the covariance between the two random components. The "average" confidence interval does not include the true value for φ 1 in Table 4 .
Application to Iron Sheet Data
In this section we illustrate the preceding theory by applying it to data obtained in an investigation of the impact of different factors on edge strain defects in iron sheet production at the Mobarekeh Steel Complex (MSC). Information on edge strain defects was recorded over a period of 122 days from March 2000 to December 2000, with the number of coils with edge strain defects recorded at equal time intervals on each day.
No data were collected on coils with no edge strain defects. The level of operation of tandem-mill and skin-pass processes that led to the defective sheets (A, B, C and D)
was also recorded, as were the average sheet width and thickness for the sheets with edge strain defects and their average carbon (C), selenium (Se), magnesium (Mg), aluminium (Al), nitrogen (N), tension strength, elongation and hardness measurements and also coil weight. Figure 1(a) shows the number of observations over the 122 days.
Note the decreasing trend in both average and variability evident in the plot.
Unfortunately, there is no information to link this behaviour to increasing numbers of zero observations. If that was the case then a more complex model that included a time series structure for the random effects would have been appropriate. However, in the absence of any information in this regard, we decided to persist with the simple two component random effects model for these data. Figure 1(b) shows number of coils with edge strain defect. Table 7 sets out the parameter estimates and associated standard errors for four zero-truncated Poisson GLMs fitted to these data, with the response variable in each case corresponding to the number of sheets with edge strain defects observed on each day. Model 1 is the standard TPGLM, fitted via ML. Model 2 is a one random effect TPGLM, fitted via REML, with the random effect corresponding to day of observation.
Model 3 is a two independent random effects TPGLM, with an extra random effect introduced to allow for within day heterogeneity. Finally, Model 4 relaxes the independent assumption in model 3 and includes an extra parameter to account for dependence between two random effects. Models 3 and 4 are also fitted using REML. Table 7 show that there is statistically 
Examination of the results for Model 4 in

Summary and Discussion
In this paper we introduce a simple method for analysing longitudinal or repeated measurement count response data that are truncated at zero. Two types of models, one involving a single random component to account for between subject heterogeneity, and a second involving two random components, with the second component used to account for within subject heterogeneity, have been investigated. These random components are allowed to be correlated. When applied to zero truncated data on counts of coils with edge defects in iron sheets produced at the Mobarekeh Steel Complex, the two random components model indicates the existence of statistically significant day to day and within day heterogeneity in these data. The two random components are also significantly correlated. Furthermore, misleading inferences are obtained if the within day heterogeneity and the dependence between random components are ignored in model specification.
Results from a small scale simulation (Tables 2 -6 ) support this conclusion, in the sense that parameter estimates are biased if no account is taken of extra-Poisson variability when modelling data that includes such effects. These results also show the REML method leads to regression parameter estimates that are both unbiased and efficient. However, the REML estimators of the variance components in the model tend to be negatively biased. Increasing number of observation per cluster and clusters decreases the bias and improves the asymptotic performance of the REML estimators.
Our inference is based on the asymptotic properties of the REML estimators. In general, the development of asymptotic properties is difficult for models with random effects.
This difficulty is not specific to generalized linear mixed models (the approach taken in this paper). Jiang (1996) has investigated the asymptotic behaviour of REML estimators for linear mixed models. Breslow and Clayton (1993) have showed that for Poisson data the accuracy of these estimators improves as the mean increases. Lin (1997) has pointed out that REML estimator of variance components are not normally distributed unless the number of clusters is large and the estimators bounded away from zero. Using a Laplace approximation, Lin & Breslow (1996) show that the REML estimators are biased for large variance components and introduced a bias correction to improve the asymptotic performance of the REML estimators.
Turning now to ML estimation, we note that in theory ML estimates can be calculated via numerical integration using Gauss-Hermite quadrature. However, this is an impractical method for the models with high dimension random effects. More recently McCulloch (1997) and Booth & Hobert (1999) , i.e., a fixed effect model, to the iron sheet data yielded a mean deviance of 3.1 whereas the TPGLM without day random effect (TPGLM fixed effect model) had a mean deviance of 2.994. Clearly, further research needs to be done to explore alternative models for positive valued data. • Tandem 
