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Abstract
This thesis focuses on the problem of automated tracking of tiny cellular and sub-
cellular structures, known as particles, in the sequences acquired from total internal
reflection fluorescence microscopy (TIRFM) imaging technique. Our primary biolog-
ical motivation is to develop an automated system for tracking the sub-cellular struc-
tures involving exocytosis (an intracellular mechanism) which is helpful for studying
the possible causes of the defects in diseases such as diabetes and obesity. However,
all methods proposed in this thesis are generalized in order to be applicable for a
wide range of particle tracking applications.
A reliable multiple particle tracking method should be capable of tracking numer-
ous similar objects in the presence of high levels of noise, high target density, complex
motion patterns and intricate interactions. In this thesis, we choose the Bayesian fil-
tering framework as our main approach to deal with this problem. We focus on the
approaches that work based on detections. Therefore, in this thesis, we first propose
a method that robustly detects the particles in the noisy TIRFM sequences with in-
homogeneous and time-varying background. In order to evaluate our detection and
tracking methods on the sequences with known and reliable ground truth, we also
present a framework for generating realistic synthetic TIRFM data.
To propose a reliable multiple particle tracking method for TIRFM sequences,
we suggest a framework by combining two robust Bayesian filters, the interacting
multiple model and joint probabilistic data association (IMM-JPDA) filters. The
performance of our particle tracking method is compared against those of several
popular and state-of-the art particle tracking approaches on both synthetic and real
sequences. Although our approach performs well in tracking particles, it can be very
computationally demanding algorithm for the applications with dense targets with
poor detections.
To propose a computationally cheap, but reliable, multiple particle tracking method,
we investigate the performance of a recent multi-target Bayesian filter based on ran-
dom finite theory, the probability hypothesis density (PHD) filter, on our application.
To this end, we propose a general framework for tracking cellular and sub-cellular
structures using the multiple model implementation of the PHD filter. Moreover,
we assess the performance of our proposed PHD filter on both synthetic and real
sequences with high level of noise and particle density. We compare its results from
both aspect of accuracy and processing time against our IMM-JPDA filter.
Finally, we suggest a framework for tracking particles in a challenging problem
where the noise characteristic and the background intensity of sequences change
during the acquisition process which make detection profile and clutter rate time-
variant. To deal with this, we propose a bootstrap filter using another type of the
random finite set based Bayesian filters, the cardinalised PHD (CPHD) filter, com-
ix
xposed of an estimator and a tracker. The estimator adaptively estimates the required
meta parameters for the tracker such as clutter rate and the detection probability
while the tracker estimates the state of the targets. We evaluate the performance of
our bootstrap on both synthetic and real sequences under these time-varying con-
ditions. Moreover, its performance is compared against those of our other particle
trackers as well as the state-of-the art particle tracking approaches.
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Chapter 1
Introduction
The ability to accurately monitor cellular and sub-cellular structures in their native
biological environment has enormous potential in addressing open questions in cell
biology. In various applications, one of the key steps for understanding biological
phenomena is to assess motion of these structures. Investigation and study of the
cellular and intracellular mechanisms [71], understanding inflammatory process [28]
and wound healing [76] and also scrutiny of drug effects on cancer cells [54] can be
counted as some examples from numerous biological applications that can be better
understood by analyzing the motion of many different microscopic structures.
Recent developments in time-lapse cell microscopy imaging systems such as elec-
tron [16], phase-contrast [126], fluorescence [84] and confocal [82] microscopy imag-
ing techniques have had a great impact in the visualization of the these structures
behaviour. Total internal reflection fluorescence microscopy (TIRFM) is a recent kind
of fluorescence imaging technique that enables visualization of fluorescently tagged
sub-cellular structures that are on or close to the plasma membrane of cells [4]. This
imaging technique can be powerful tool for studying the intracellular mechanisms
such as exocytosis [19].
This thesis is concerned with the problem of automated tracking of sub-cellular
structures in TIRFM sequences. Our primary biological motivation is to develop an
automated system for tracking the sub-cellular structures involving exocytosis (an
intracellular mechanism) which is helpful for studying the possible causes of the
defects in diseases such as diabetes and obesity [19]. However, all methods proposed
in this thesis are generalized in order to be applicable for a wide range of applications
known as particle tracking1 in the biological signal processing community [26].
In this chapter, we start by introducing the biological process of exocytosis and
TIRFM imaging in order to explain our research motivation. We then explain our
research scope and the thesis technical contribution. At the end of this chapter, we
outline the chapters for the rest of this thesis.
1The term of the particle tracking refers to the biological applications where the structures appear as
similar tiny objects moving through noisy microscopy sequences.
1
2 Introduction
Figure 1.1: Different steps of exocytosis [19].
1.1 Motivation
1.1.1 Exocytosis
Many biological mechanisms such as intracellular trafficking involve the interaction
of diverse sub-cellular components moving between different intracellular locations
and cellular membrane. Exocytosis is one of the intracellular mechanisms that func-
tions to deliver cargo on tubulo-vesicular or granule structures such as secretory
vesicles, into or through the plasma membrane. This process involves a number of
tightly regulated steps including transport, attachment, and fusion as shown in Fig.
1.1 [19].
Exocytosis begins with the generation of cargo-enriched vesicles from donor or-
ganelle membranes. These exocytotic vesicles must then undergo transport to a site
where exocytosis will be completed. As the next step of exocytosis, the vesicles may
undergo attachment processes with the plasma membrane to enable the final step
where the vesicle and surface membranes fuse. Fusion ensures the lumen of the vesi-
cle is exposed to the external environment and that soluble cargo such as hormones
or neurotransmitters can be effectively secreted. Fusion can also ensure that mem-
branous cargo such as phospholipids or proteins including transporters or receptors
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are delivered into the plasma membrane. Such molecular trafficking is essential for
normal cellular function and defects in these processes have been linked to a variety
of pathological states including diabetes and neurodegenerative diseases [19].
One of the most useful techniques for investigating the final stages of vesicle
trafficking, particularly trafficking directed to the plasma membrane, is total internal
reflection fluorescence microscopy described below.
1.1.2 Total Internal Reflection Fluorescence Microscopy
Total internal reflection fluorescence (TIRF) is an imaging technique that enables the
selective excitation of fluorophores in a thin layer very close to the substrate surface
inspected.
TIRF uses a light or laser beam, transmitted from a high refractive index transpar-
ent medium, νh, and obliquely incident upon a planar interface with lower refractive
index νl at an angle greater than the critical angle of refraction θc. Beyond this angle,
the light beam is totally reflected by the interface and an electromagnetic field, also
known as evanescent wave, is penetrated into the lower refractive index medium.
The intensity of this evanescent field exponentially decays with the distance perpen-
dicular to the total internal reflection interface [3]. This penetration depth, so called
TIRF zone, can vary between 70− 250nm from the interface. This field is able to ex-
cite fluorophores located close to the incident surface (Fig. 1.2). Since the excitation
of fluorophores is limited to a thin layer, TIRF generates high contrast images with
low background fluorescence from out-of-focus planes.
After combining the theory of TIRF with microscope imaging (TIRFM) by Axelrod
[3], it became extensively used in many biology applications [37, 53, 72, 86, 104, 107,
117, 118, 124]. One of the most useful applications of TIRFM in cell biology is to
visualize sub-cellular structures such as vesicles tagged by fluorescent fusion protein
constructs, e.g. green fluorescent protein (GFP), during the intracellular mechanisms
such as exocytosis [19, 41, 59]. Fig. 1.2 represents how vesicles in exocytosis events
are visualized using this imaging technique.
1.1.3 Need for Automated Tracking
Analysis of TIRFM sequences helps biologist to investigate motion of different sub-
cellular structures such as vesicles during exocytosis events which may be conducive
for revealing defects in disease such as diabetes and obesity. However, a typical
experiment generates several thousands of TIRFM sequences and each sequence in-
cludes large and time-varying numbers of moving structures. Moreover, due to lim-
itations in the image acquisition process, the images are contaminated with a high
level of noise (Fig. 1.3). For this reason, manual tracking and analysis of these se-
quences is a painstakingly slow procedure and it may be only feasible in relatively
small studies. Consequently, development of an automated tracking method can be
conducive in progress of this biological research.
4 Introduction
Figure 1.2: A schematic of TIRF microscopy and how vesicles in exocytosis events
are visualized using this imaging technique [4, 19].
1.2 Scope and Contributions
Beyond the aforementioned biological motivation, in this thesis we aim to develop
a general and reliable automated system for detection and tracking an unknown
and time-varying number of tiny sub-cellular structures, known as particles, moving
through noisy microscopy sequences including, but not limited to, TIRFM. To this
end, we start by developing a method to detect these structures. Then, we will pro-
pose several tracking approaches based on Bayesian filtering framework for different
conditions.
The main technical contributions of this thesis are:
1. a novel and robust spot detection method to detect similar tiny particles ap-
pearing as either bright or dark spots in the microscopy sequences.
2. a general framework for generating realistic synthetic TIRFM sequences through
§1.3 Summary 5
Figure 1.3: Some examples of real TIRFM images captured from different cells.
simulation of the image formation process and accurate measurement and dy-
namic models. The sequences generated using this framework allow systematic
evaluation of the detection and tracking methods.
3. a reliable multi-target tracking method using a robust Bayesian filter, the Inter-
acting Multiple Model Joint Probabilistic Data Association (IMM-JPDA) filter.
4. a general framework for multiple particle tracking in microscopy sequences
using a recent Bayesian filter derived based on the random finite set theory.
5. a solution to the problem of tracking multiple particles using a random finite
set based Bayesian filter on a challenging biological application where the se-
quences characteristics such as noise and background intensity change during
the acquisition process.
1.3 Summary
In the next chapter, we will provide an overview of the methods proposed in lit-
erature for tracking cellular and sub-cellular structures in microscopy sequences.
6 Introduction
Then, we will focus on the tracking methods proposed based on the Bayesian filter-
ing framework. Moreover, the mathematical background for this framework will be
given in this chapter.
Chapter 3 describes our proposed spot detection method as the preliminary step
for tracking methods. In order to evaluate our detection and tracking methods on
realistic synthetic sequences with reliable ground truth, we will propose a simulation
framework in Chapter 4.
Chapters 5, 7 and 8 are the main chapters of this thesis which are ascribed to the
proposed tracking methods. Chapter 5 describes our multi-target tracking frame-
work using the IMM-JPDA filter while Chapters 7 and 8 are devoted to the ap-
plication of the recent Bayesian filters based on random finite theory. Before these
chapters, we will also provide a brief mathematical background about random finite
set theory and its application in multi-target tracking in Chapter 6.
Finally, Chapter 9 concludes the thesis by summarizing the contributions, Pros
and Cons, and possible extension of the proposed methods.
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top-tier medical image analysis conferences and journals.
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Chapter 2
Related Work and Background
In this chapter, we will review the methods proposed in literature for tracking cellular
and sub-cellular structures in microscopy sequences. Then, by categorizing them into
different approaches based on their functionality and applications, we will focus on
the tracking methods based on the Bayesian filtering framework. In order to follow
the rest of the thesis, we will also provide the mathematical background for this
framework in this chapter.
2.1 Related work
Manual scrutiny of many moving microscopic objects over numerous sequences is
often a tedious task and suffers from poor accuracy and repeatability. Therefore,
automated tracking methods have been extensively used in biological applications in
the last decade. These methods are applied for variety of the biological applications
on the sequences acquired from different cell microscopy imaging technique such as
fluorescence [101], electron [48], phase-contrast [121] and intravital microscopy [74]
imaging techniques. They are able to track either a single [21, 28, 94] or multiple
microscopic object. Since multi-target tracking is usually more complicated and chal-
lenging than tracking a single object, we focus on multi-target tracking approaches
in this thesis.
Despite significant technical advances made in automatically tracking moving
objects, multiple-target tracking in microscopy sequences remains a challenging task
due to the complex nature of biological applications. The microscopy sequences usu-
ally contain structures with maneuvering motion patterns and intricate interactions
with other structures. Moreover, the structures may enter or disappear from the field
of view or be occluded by other objects.
Multi-target tracking methods applied to microscopy sequences can be generally
categorized into the cell and particle tracking methods. The cell tracking term is
often used for the applications where the body and the shape of cellular structures
are clearly distinguishable in sequences [9, 23, 30–32, 48, 54–56, 76, 77, 87, 130]. In
these applications, the tracking methods are usually followed by a segmentation
algorithm in order to segment the deformable body of the cells. The major difficulties
in cell tracking approaches are segmentation of deformable shape of the cells and
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simultaneously tracking each individual cell in presence of cellular interactions such
as splitting and merging. However, the multi-target tracking step itself is not often
a challenging task due to rather limited number of the targets with distinguishable
shape and lack of falsely and missed detected objects.
In this thesis, we concern the particle or spot tracking which refers to the appli-
cations where the cellular and sub-cellular structures appear as similar tiny objects
appearing mostly as bright or dark spots in the microscopy sequences [26]. In multi-
ple particle tracking applications, the sequences are usually populated with the hun-
dreds of similar tiny objects with maneuvering dynamics while splitting and merg-
ing. In addition in some imaging techniques, i.e. fluorescence microscopy imaging,
the sequences contain background structures and are contaminated with a high de-
gree of noise which complicates the detection of these tiny objects. In contrast to the
cell tracking applications, tracking of numerous similar objects in presence of many
false alarms and missed detections is the main challenge in the particle tracking ap-
plications.
To this end, many particle tracking approaches have been proposed in literature.
Some of the most popular particle tracking approaches are methods based on detec-
tion followed by a deterministic linking procedure. Here, each particle is separately
detected in each frame. Then, a deterministic solution, e.g. an optimization tech-
nique, links the corresponding targets between frames [13, 29, 44, 69, 85, 96, 121].
The performance of these algorithms is often sensitive to the detection algorithm
and may degrade in the presence of complex target dynamics and highly cluttered
detections resulting in very noisy sequences [98].
The Bayesian approaches are another class of tracking algorithms that have be-
came popular for particle tracking applications in recent years. These approaches
better deal with the aforementioned difficulties by incorporating prior knowledge of
object dynamics and measurement models. In these approaches, the posterior den-
sity of the targets is either maximized using an optimization technique [9, 57, 102] or
estimated recursively using the Bayesian filtering framework. Since the second ap-
proach is mainly computationally less expensive than batch estimation based meth-
ods, it has become the most popular method for particle tracking applications in the
recent years [25, 33, 35, 38, 98, 100, 101, 119, 122, 123].
2.2 Background
In this thesis, we choose the Bayesian filtering framework as the main approach to
deal with the multiple particle tracking applications. We provide the mathematical
background for this framework in this section.
2.2.1 Bayesian Filtering
The Bayesian filtering approach deals with the problem of inferring knowledge about
the unobserved state of a dynamic system, which changes over time, from a sequence
of noisy measurements. Supposing xt ∈ X and zt ∈ Z are respectively the system
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(kinematic) state vector in the state space X and the measurement (observation) vec-
tor in the observation space Z at time t, the Bayesian filtering approach is used to
recursively estimate the time evolving posterior distribution pt(xt | z1:t) using the
transition density ft|t−1(xt | xt−1), and measurement likelihood gt(zt | xt). In fact,
ft|t−1(xt | xt−1) and gt(zt | xt) express dynamic and measurement models and rep-
resent the uncertainty in the following dynamic and measurement equations respec-
tively,
xt = F f ,t (xt−1, υt) ,
and
zt = Fg,t (xt,ωt) ,
where F f ,t(·, ·) and Fg,t(·, ·) are known (possibly non-linear) functions, υt is the pro-
cess (dynamic) noise while ωt represents measurement noise. Having prior knowl-
edge about the dynamic and measurement models, the posterior pt(xt | z1:t) can
be recursively estimated by the Bayesian filtering approach using the following two
steps.
1. Prediction step:
pt|t−1(xt | z1:t−1) =
∫
ft|t−1(xt | xt−1)pt−1(xt−1 | z1:t−1)dxt−1, (2.1)
2. Update step:
pt(xt | z1:t) ∝ gt(zt | xt)pt|t−1(xt | z1:t−1). (2.2)
The prediction step estimates the state vector xt at time t by calculating the poste-
rior pt|t−1(xt | z1:t−1) using the dynamic model density ft|t−1(xt | xt−1). This posterior
is then updated when the measurement zt at time t is available using the measure-
ment likelihood gt(zt | xt) and Eq. 2.2.
In the case of linear systems and Gaussian noise, the dynamics and measurement
equations can be expressed as
xt = Ftxt−1 + υt,
and
zt = Htxt +ωt,
where Ft and Ht are respectively the transition and the measurement matrices and
the process noise υt and the measurement noise ωt in this case are mutually in-
dependent zero-mean Gaussian processes with the covariance matrices Qt and Rt
respectively.
It can be shown that if pt−1(xt−1 | z1:t−1) is a Gaussian distributionN (xt−1; µt−1,Σt−1),
there is a closed-from solution for the Bayesian recursive equations (Eqs. 2.1- 2.2). In
this case, pt(xt | z1:t) is also Gaussian distribution N (xt; µt,Σt) and the values of µt
and Σt can be calculated using Kalman recursive equations [49] as follows.
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1. Prediction step:
µt|t−1 =Ftµt−1,
Σt|t−1 =FtΣt−1FTt +Qt,
(2.3)
2. Update step:
µt =µt|t−1 +Kt
(
zt −Htµt|t−1
)
,
Σt = (I−KtHt)Σt|t−1,
(2.4)
where I is the identity matrix and Kt is known as the Kalman gain and is calculated
by
Kt = Σt|t−1HTt Σ−1S,t , (2.5)
where ΣS,t is the innovation (or residual) covariance matrix at time t and is given by
ΣS,t = HtΣt|t−1HTt + Rt, (2.6)
In the case of non-linear system equations or non-Gaussian noise, there is no a
general closed-form solution for the Bayesian recursion and pt(xt | z1:t) has generally
non-parametric form. The extended Kalman filter (EKF) [1, 45], and the unscented
Kalman filter (UKF) [47] are analytic approximations of the non-linear Bayesian fil-
ter. The EKF and UKF filters approximate the posterior density pt(xt | z1:t) by a
Gaussian using linearization of the non-linear equations and the unscented trans-
form, respectively. Then, they propagate the approximated pt(xt | z1:t) using Kalman
recursions.
The particle1 (or sequential Monte Carlo) filtering approach is a general subop-
timal solution for the Bayesian estimation in the case of non-linear non-Gaussian
system models [40]. This filter uses the sampling approach to represent the non-
parametric form the posterior density pt(xt | z1:t). The samples from the distribution
are represented by a set of particles; each particle has a weight assigned to it that
represents the probability of that particle being sampled from the probability density
function. Then, these particles representing the non-parametric form of pt(xt | z1:t)
are propagated over time.
In order to apply the Bayesian framework to particle (tiny object) tracking appli-
cations, xt includes all kinematic information about a particle such as its position,
velocity, intensity and etc. The measurement vector zt contains what can be mea-
sured from the microscopy sequences. Based on what is used for the measurement
vector zt, the Bayesian tracking methods are generally divided into two categories as
follows.
1. Track-Before-Detect (TBD) techniques: In this approach, there is no explicit
detection of the targets. In other words, detection and tracking of the targets
1There is a phrase confusion between the terms of particle tracking and particle filtering in this thesis.
The term of particle often refers to the tiny cellular and sub-cellular structures appearing as bright or
dark spots in microscopy sequences. However, the term of particle filter refers to a type of Bayesian
filters. Throughout the thesis, if the term of particle is followed by the term of filter, it refers to this type
of the Bayesian filter. Otherwise, it refers to the tiny structures.
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are performed simultaneously using Bayesian filtering by providing a prior
knowledge about the target and background measurement model. In this case,
the measurement vector zt is often the intensity (or any feature extracted from
each pixel) of the sequences. The example of this approach for tracking in the
microscopy sequences can be found in [28, 38, 76, 98, 100]. In this approach,
since the measurement is usually a non-linear function of the state vector, the
particle filtering approach which is computationally intensive, is required for
the tracking framework.
2. Detection Based techniques: In this approach, a detection technique indepen-
dent from the tracking method is first applied on the sequences. In this case, the
measurement vector zt is the noisy position (or other measured parameters) of
the targets. This approach usually benefits from linearizing of the measurement
equation which can be helpful to use the computationally cheaper algorithms
such as the Kalman filtering based methods. To propose a practical tracker for
densely populated particles with reasonable processing time, we choose this
approach in this thesis.
In many biological applications, the cellular structures exhibit maneuvering dy-
namics which can be described by multiple simpler dynamic models [25, 33, 35, 100,
123]. The Bayesian filtering framework can incorporate these multiple dynamic mod-
els in its formulation using a jump-Markov system explained below.
2.2.2 Bayesian Filtering With Multiple Switching Dynamic Models
The maneuvering and non-linear dynamics can be often characterized by multiple
simpler dynamic models. This condition can also be accommodated into Bayesian
filtering recursion using a jump Markov system. A jump Markov system (JMS) can
be described by a set of state space whose underlying parameters evolve with time
according to finite state Markov chain.
Let rt ∈ R denotes the label of the model in effect at time t, whereR = {1, 2, · · · , R}
is the model space describing the (discrete) set of all R model labels. Therefore, the
rt can be assumed as discrete random variable which can be estimated using a Jump
Markov system. The idea to estimate rt using JMS is to augment the state vector by
the index of the model as xt = [xt, rt] ∈ X = X×R, where × denotes a Cartesian
product. The integral of an arbitrary function F defined on X is given by
∫
X
F (xt)dxt =
R
∑
rt=1
∫
X
F(xt, rt)dx. (2.7)
The transition density for the augmented state vector is obtained using the fol-
lowing factored form:
f
t|t−1(xt | xt−1) = f t|t−1(xt, rt | xt−1, rt−1),
= ft|t−1(xt | xt−1, rt)τf ,t|t−1(rt | rt−1),
(2.8)
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where ft|t−1(xt | xt−1, rt) is the transition density for the dynamic model rt and
τf ,t|t−1(rt | rt−1) is transition probability of the Markov chain from model rt−1 to rt.
By substituting the augmented state vector xt = [xt, rt] and the augmented transi-
tion density (Eq. 2.8) into the Bayesian prediction and update equations (Eqs. 2.1- 2.2)
and using Eq. 2.7, the Bayesian prediction and update equations for the augmented
state vector are obtained as follows.
p
t|t−1(xt, rt | z1:t−1) =
∑
rt−1
∫
ft|t−1(xt | xt−1, rt)τf ,t|t−1(rt | rt−1)pt−1(xt−1, rt−1 | z1:t−1)dxt−1,
(2.9)
p
t
(xt, rt | zt) ∝ gt(zt | xt, rt)pt|t−1(xt, rt | z1:t−1). (2.10)
Similarly, there is no a closed form solution for the JMS Bayesian recursion in
the case of non-linear non-Gaussian models and its practical implementations can
be performed using the particle filtering approach [100]. However, in the case of
the linear Gaussian models, the interacting multiple model (IMM) filter [12] can be
used, which models a maneuvering motion pattern using multiple switching linear
dynamics. Further details about this filter will be given in Chapter 5.
2.3 Summary
In this chapter, we reviewed the tracking approaches proposed in literature for time-
lapse microscopy sequences. Since cell tracking is out of scope of this thesis, only
different types of multiple particle tracking approaches were considered and dis-
cussed. We focused on Bayesian filtering approaches and provided its mathematical
background and its extension for multiple model dynamics.
Since our tracking methods will be based on detection, we first need to propose a
method to detect the particles from noisy and cluttered sequences. The next chapter
is devoted to the development of a reliable spot detection technique.
Chapter 3
Spot Detection
In order to track the sub-cellular structures in microscopy sequences using a detection
based tracking approach, the very first stage begins with detection of them in each
image of the sequence. These structures usually appears as similar tiny particles and
seen as either bright or dark spots occupying few pixels in the image. Moreover, due
to limitations in the image acquisition process, the images are often contaminated
with a high level of noise. Therefore, the detection of these spots in noisy microscopy
sequences is a very challenging task. In this chapter, we propose a method that
robustly detects the spots in an inhomogeneous and time-varying background with
very low signal-to-noise ratio (SNR).
3.1 Related Work
In the literature, extensive efforts have been made to deal with spot detection in
microscopy sequences. The proposed methods can be generally dividend into two
categories including supervised (machine learning) and unsupervised methods. Al-
though supervised methods may perform better for detecting spots compared to un-
supervised methods [99], their superior performance depends on their training step
which is subject to having reliable ground truth on the data. However, due to the
complexity of real biological sequences, providing reliable manual ground truth is a
laborious task which is subject to judgment bias. In addition, supervised methods
usually require re-training when the main characteristics of the data change. There-
fore, in biological applications, unsupervised detectors with parameters robust to the
main characteristics of data are usually preferred.
Unsupervised methods range from relatively simple methods such as local back-
ground subtraction [120], to more complicated techniques including top-hat filter [17,
18, 51], the Laplacian of a Gaussian filter [94], Hessian matrix based detection [105],
h-dome based detection [29, 100, 101], particle probability refinement filter [123], and
wavelet-based multi-scale detectors [35, 75, 128].
In a nice survey work published by Smal et al. [99], the performance of sev-
eral state-of-the art spot detectors applied to microscopy images are compared. The
methods are tested on synthetic images as well as real images. Of the unsupervised
methods, the h-dome based detector (HD) [100, 101] and the multi-scale variance-
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stabilizing transform (MSVST) [127, 128] have the best results in both synthetic and
real images.
3.1.1 The Multi-Scale Variance-Stabilizing Transform (MSVST)
This approach works on image noise reduction and spot enhancement using a sta-
tistical tool, so called variance-stabilizing transform (VST). In this approach, it is
assumed that the main sources of noise contaminating many biological microscopy
sequences such as fluorescence images are photon noise and the detector electronics
noise (readout noise). It can be shown that proper stochastic models for photon and
readout noises are Poisson and Gaussian processes, respectively. Therefore, the noise
can be appropriately modelled as a Mixed-Poisson-Gaussian (MPG) process [128].
The main technique to deal with Poisson process noise are the variance stabiliz-
ing transform (VST) methods. One of most applicable VST methods is generalized
Anscombe transform (GAT) which converts a Poisson process to a nearly normal
distribution with an asymptotically constant variance [2]. Therefore, it is possible
to apply standard denoising methods on the transformed data. The final denoised
data is obtained by applying the inversion of this transform on the processed data.
Consequently, this technique has been frequently used in the literature for denoising
microscopy sequences [15, 127, 128]. Boulanger et al. [15] introduced an adaptive
patch-based method using the GAT for reducing the Poisson noise in microscopy
images. A better and more general solution for Poisson noise removal was proposed
by Zhang et al. [127], where the VST is combined with the filter banks of wavelets,
ridgelets and curvelets , so called multi-scale variance stabilizing transform (MSVST).
Zheng et al. have also suggested an analytical solution for removing mixed-Poisson-
Gaussian noise using the MSVST [128]. Therefore, this approach provides a powerful
tool for enhancement and detection of spots in microscopy images.
3.1.2 The h-dome Transformation
The h-dome transformation, first introduced by Vincent [109], is a technique that
cuts off the intensity of each locally maximum object from its maximum intensity
by a pre-specified value h (Fig. 3.2). This method uses the gray-scale reconstruction
algorithm defined as follows:
H(I ,M) = I −R(I ,M), (3.1)
where the gray-scale reconstructionR(I ,M) is attained by iterating gray-scale geodesic
dilations [109] of mask M inside I until stability is achieved. In traditional h-dome
transformation, the mask M is chosen as the result of subtracting a constant h from
the image I . More details about this transform can be found in [109].
Recently, this transformation was extensively applied for spot detection in many
biological applications [29, 100, 101]. In the spot detection scheme proposed by Smal
et al. [101], the above h-dome transform using a practically tuned value of h is applied
on the image smoothed by a Gaussian (or Laplacian of a Gaussian [100]) kernel.
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This step chooses all locally maximum structures as candidate objects. Then, it is
followed by a sampling procedure and a clustering algorithm for detecting the objects
of interest and discriminating them from background structures and noise. In Smal
et al. [99], it has been shown that this approach can be used as a reliable spot detector
in microscopy sequences.
3.2 Our Proposed Approach
The main problem of the aforementioned MSVST and h-dome detectors is that the
performance of these detectors is relatively sensitive to the value of their main pa-
rameters, especially in the practical cases where the characteristics of images, such
as background intensity and noise level, spatially and temporally changes during
acquisition. Our objective in this chapter is to develop a detector which is able to
robustly detect the spots in presence of these challenges.
3.2.1 Noise Reduction
The objects of interest (the sub-cellular structures) are often seen as either bright
or dark spots which their intensity profile corrupted by high frequency noise and
background structures (Fig. 3.1.(a)). For simplicity, we assume that the objects of
interest are bright spots. However, the method can be easily applied on dark spots
by inverting the image intensity.
The first step to detect the spots is to improve the signal-to-noise ratio (SNR) of
the noisy image Iη. To this end, the more sophisticated methods such as VST can be
used. However, a simple approach is to smooth the image with a Gaussian kernel.
This smoothing acts as a matched filter and enhances the objects as regional peaked
domes [101] (Fig. 3.1.(b)). To avoid eliminating small objects, the kernel’s standard
deviation σ must be set by the size of the smallest object.
3.2.2 Enhancement
In order to enhance and extract the objects of interest located on an inhomogeneous
background with various heights (intensities) and morphologies, we apply the h-
dome transformation on the smoothed image Iσ. One of the interesting properties of
this transform compared to other morphological operations such as top-hat, is that
it is insensitive to the shape of the objects and it only needs the objects of interest
to be locally maximal dome structures. Therefore, it is very good tool for detecting
bright spots in microscopy images. However, the result of the h-dome transformation
approach is too sensitive to the value of h. If a small value of h is chosen, all maximal
structures (spots) including the objects of interest and other objects such as noise
background structures, having heights equal to or more than h, appear with the same
height resulting in a difficulty to distinguish them (Fig. 3.2.(a)). In contrast, with a
large value of h, several peaks may be merged and therefore seen as one object,
which is an undesirable result (Fig. 3.2.(b)). In some cases where the objects show
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(a) (b)
Figure 3.1: Intensity profiles of (a) the noisy image Iη and (b) the resulting image Iσ
after applying a Gaussian kernel with standard deviation σ.
a significant variation in their intensities and are located in a very inhomogeneous
background, no value for h can be found such that all objects are enhanced without
merging while maintaining enough differentiation from each other.
In all previous methods [29, 100, 101], the appropriate value for the constant h
is determined based on trial and error. However, the resulting image still includes
many intersecting regions while the maximum intensity of the all objects is approx-
imately h [99]. This problem becomes worse especially when the local SNR of the
image noticeably changes.
Contrary to all previous methods, our proposed method calculates a height for
each locally maximal structure based on its local information and designs an adaptive
mask to enhance them appropriately. We will show that the best result using this
transform is obtained when all peaks are enhanced with their maximum possible
height while intersection between them is avoided. To fulfill this condition, we will
show that the height of the designed mask for each peak should be equal to the
height of a critical point, named optimal point.
To obtain this optimal point for each local maximum xL, first, we use a radial line
segment , lS(θ, d), with the length of d starting at xL and heading in the direction
defined by angle θ (Fig. 3.3. (a)). The parameter d is set by the user to limit the
search area around each regional maximum and should be bigger than the radius of
the biggest object of interest.
Within the above search area, the optimal point for a local maximum can be
obtained as follows:
1. In the radial line segment lS(θ, d) starting at xL, the optimal point is the nearest
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(a) (b)
Figure 3.2: A 3-D presentation of h-dome transform for a (a) small and (b) large value
of the h. Merging area between two peaks is shown with a red circle.
local minimum xθl in the direction θ. Thus, a set of candidate points Lx is
obtained for all directions. For 2-D images, we have
Lx = {xθl | 0 ≤ θ < 2π}. (3.2)
2. Compared to all points which fulfill the first condition, the optimal point, x∗l ,
has the maximum intensity.
x∗l = argmax
x∈Lx
Iσ(x). (3.3)
If the smoothed image Iσ is differentiable for all points in its domain, it can be
easily shown that the optimal point for each local maximum is the nearest saddle
point to the peak with the highest intensity (Fig. 3.3. (a)). Therefore, using any
method which can find the saddle point with the highest intensity for each peak, the
adaptive mask can be designed.
The description above calculates the optimal point for a single local maximum.
In order to find the location of all locally maximal structures in the image, the h-
dome transform using a small value of h is used. Then, the optimal point x∗l (i) for
each detected local maximum, xL(i), is calculated using the explained procedure.
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(a) (b)
Figure 3.3: A 3-D presentation of (a) a local maximum, its search area and its optimal
point, (b) the designed adaptive mask.
Finally, the adaptive maskMa is obtained by making peaks centered at the positions
of local maxima with intensity equal to Iσ(x∗l (i)) (Fig. 3.3.(b)). Therefore, the spots
can be properly enhanced with their maximum possible heights by applying h-dome
transform and using the designed mask.
H(Iσ,Ma) = Iσ −R(Iσ,Ma). (3.4)
Moreover, R(Iσ,Ma) would be a reasonable estimation of the image’s background
(Fig. 3.4).
Although, the above procedure is presented using 2-D images, it can be general-
ized for N-dimensional images. In order to enhance the locally maximum structures
in N-D images, the best result using the h-dome transform is obtained by applying
the adaptive mask calculated from the optimal points. However, the detection of
the optimal points (or equivalently saddle points) for higher dimension space can be
computationally demanding1.
3.2.3 Detection
The enhanced image resulting from the explained method, the so called "maximum
possible height-dome" (MPHD), includes all maximal structures. Since the spots (the
objects of interest) in our application are domes having intensities higher than their
local backgrounds, they appear as high peaked structures in the enhanced image.
Therefore, it is easy to distinguish them from noise structures, which have small
peaks, by thresholding on intensity. To localize the position of each detected spot,
intensity-weighted centroids of the enhanced domes are calculated.
1In [91], we proposed a computationally cheap scheme to quickly approximate the intensity of
optimal points for moderately round N-D objects. Please refer to this paper for more details.
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Figure 3.4: A 3-D presentation of maximum possible h-dome (MPHD) enhancement.
The MPHD decomposes the smoothed image Iσ into enhanced spots and the esti-
mated background.
3.3 Experimental Results
3.3.1 Evaluation Metrics and Parameters
In order to quantitatively assess the performance of the spot detection algorithms,
the same performance measures used in Smal et al. [99] are also reported here.
These metrics include the true positive ratio (TPR) and the modified false positive
ratio (FPR∗), which are the number of true positive and the number of false posi-
tive divided by the number of objects in ground truth, respectively. True and false
detections are defined as follows.
The distance between the center of each detected object and its corresponding
position in ground truth was calculated. If this distance is less than a small threshold,
dp, it is counted as a true positive, otherwise the detected object is a false positive.
To study the sensitivity of the methods to changes in the value of the main param-
eter (or threshold), ℓ, we similarly use free-response receiver operating characteristic
(FROC) curve which plots the TPR value versus FPR∗ value for different threshold
values. Moreover, we also measure the values ST = −∂TPR/∂ℓ and SF = −∂FPR∗/∂ℓ
at ℓ = ℓ∗. The threshold ℓ∗ corresponds to the value for which the FPR∗ = 0.01
(only 1% false positives). Running on an ordinary PC (Intel Core 2 Quad, 2.66 GHz
CPU, 8 GB RAM) using MATLAB, the average CPU processing times per frame is
also reported.
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The main parameters required for each detector according to [99], include:
1. (NS, ℓF) for the MSVST detector, where NS is the number of wavelet decompo-
sition level and 10−ℓF is the FDR parameter.
2. (σL, σM, ℓh) for the HD detector, where σL is the standard deviation of the spot
enhancer kernel, σM is the maximum object size and ℓh is the value of h in
h-dome transform.
Our detector also has two parameters (σ, ℓI) including the standard deviation of
smoothing filter σ and the threshold value on intensity ℓI . The method is insensitive
to the free parameter of the search area, d, as it should be only bigger than the radius
of the biggest object of interest. The parameter ℓ(·) for each detector is assumed as
the main threshold value which is used for generating FROC curve and studying the
sensitivity of the methods to this value.
3.3.2 Evaluation on Synthetic Data
The performance of the aforementioned detection methods including our proposed
MPHD detector, was first evaluated using the same synthetic data (with ground
truth) used in [99]. In this data, two types of object (round or elongated) are mod-
elled. Each type of object is placed randomly in the images with different types
of background including uniform background (type A), gradient background (type
B), and non-uniform background (type C). In every experiment, 16 synthetic images
(each containing 256 objects) with a very high level of Poisson noise (SNR= 2) were
used (Fig. 3.5). Throughout this thesis, the SNR value is used for representing the
level of noise and is calculated using definition of Smal et al. [99] which is the dif-
ference in intensity between the object and the background, divided by the standard
deviation of the object noise 2. In this section, the value of dp for calculation of true
and false positives is chosen to be 4 pixels which is the exactly same as the value
reported in [99].
Fig. 3.6 represents FROC curves of the MPHD method for the synthetic images
with SNR= 2. The FROC curves3 are generated by changing the value of threshold
ℓI . In Table 3.1, the performance of the spot detectors at ℓ = ℓ∗ are compared us-
ing aforementioned evaluation metrics. Moreover, the average CPU processing time
required for the detection of the objects in a single frame of the synthetic is also
reported in this table.
By referring to Table 3.1 and Fig. 3.6, it can be inferred that the performance of
detection for the proposed method in all types of synthetic images is comparable
to the other two methods. Moreover, one of main advantages of this method is to
have significantly low sensitivity to changes in threshold value as the performance
measures ST and SF are noticeably lower. Considering processing time, there is no
noticeable difference between different the detectors. However, the MSVST performs
slightly faster in this experiment.
2In Chapter 4, we will be more precise about this definition and its equation.
3FROC curves of the HD and MSVST methods for the same synthetic images are available in [99]
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Figure 3.5: Examples of different types of synthetic images at SNR= 2 and their
enhancement results after applying the MPHD method using σ = 2.
3.3.3 Evaluation on Real Data
The described detection methods were also tested on real TIRFM sequences (Figs. 3.7
and 3.9). In order to prepare ground truth labels, an independent expert manually
annotated all visible structures visible in real TIRFM sequences (21752 spots) using
the freely available software tool MTrackJ [70]. The detected points were double-
checked by another biologist expert to maximize the reliability of the ground truth.
In addition to the threshold ℓ = ℓ∗, we define a new threshold value ℓ = ℓ∗∗ for
which the TPR = 0.8 (only 80% true positives). This value is hereafter considered
in this thesis in addition to what reported in [99]. Because, we would like assess
the performance of the detectors when the most of the targets are detected. In order
to use the detections for tracking algorithms, the main concern is to detect more
objects. Because the tracking algorithms can often deal with the false detections
while requiring more detection rate for the reliable tracking results. Therefore, we
also reported FPR∗, ST = −∂TPR/∂ℓ and SF = −∂FPR∗/∂ℓ at ℓ = ℓ∗∗. Since the spots
in the real sequences are dense and close to each other, we choose dp = 1.5 pixels in
this experiment.
According to Table 3.2 and Fig. 3.8, our proposed detector performs better than
two other detectors on the real data. The reason for our method’s superiority on this
data is that our detector works more reliably in more complex condition compared
to the HD and MSVST detectors. In fact, the real sequences can better challenge the
detectors compared to the used synthetic data. One of the reasons is that SNR in
real sequences is often spatio-temporally varying while being constant in the syn-
thetic data for each experiment. Moreover, real data usually contains more complex
background structures and spots with different sizes which may be too close to each
other. In contrast, the spots in these synthetic sequences have the same sizes which
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Figure 3.6: FROC curves for the MPHD detector for the synthetic images at SNR= 2
in the case of round (left) and elongated (right) objects for varying threshold.
are well-distant from each other and are located in simple background structures.
Therefore, the performance of the detection methods cannot be properly evaluated
using this synthetic data.
The values of ST and SF in Table 3.2 confirm our claim about low sensitivity of
the MPHD detector to changes in the value of the threshold.
To compare the processing time of the detectors, the MSVST detector requires
noticeably less time than the other two detectors. However, this significant difference
is mainly because of applying one level wavelet decomposition (NS = 1) as the
optimal parameter on our real data. Note that the MSVST processing time is sensitive
to the number of wavelet decomposition. Since the main computation burden in the
MPHD method is for the enhancement step, the threshold value, ℓI , has almost no
effect on the processing time.
3.4 Summary
In this chapter, we proposed a new spot detection method using a new approach to
the h-dome transform. We showed that the designation of an adaptive mask using
the intensity of the optimal points can properly enhance the dome shape structures.
To show the efficiency of our proposed scheme, we compared the result of our de-
tector against two state-of-the art methods, HD and MSVST, in both synthetic and
real sequences. The results demonstrated that our detector can perform as well as
other detectors on synthetic images while working better on real sequences where
SNR is spatio-temporally varying. Moreover, according to the experimental results,
the MPHD method seems to be more robust in the changes in the threshold value
compared to two other detectors.
In contrast with the HD method, one of the main advantage of the MSVST and
MPHD methods is to provide an appropriate enhancement of the spots before the
detection step (Fig. 3.9). In addition to this, the MPHD method also provides a good
estimation of background structures (Fig. 3.7.(c)) which we will exploit in the next
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(a) (b)
(c) (d)
Figure 3.7: (a) A real TIRFM image, (b) its enhanced spots (b) its estimated back-
ground and (d) its detection result after applying the MPHD method. The intensity
of the images are inverted for better visualization.
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Methods
Image Round Objects Elongated Objects Time
Type TPR ST SF TPR ST SF (Sec.)
A .99 .00 .01 .99 .00 .03
MSVST B .99 .00 .02 .99 .00 .02 .70
C .93 .03 .01 .96 .02 .01
A .99 .11 .05 .99 .01 .09
HD B .97 .22 .05 .99 .01 .09 .73
C .90 .21 .05 .97 .16 .05
A .99 .00 .00 .99 .00 .00
MPHD B .97 .01 .00 .99 .00 .00 .80
C .94 .01 .00 .95 .00 .00
Table 3.1: Performance comparison of the MSVST, HD, and MPHD detectors using
the synthetic images with SNR= 2 and the parameters, dp = 4, NS = 3, σL = 2.5,
σM = 6 and σ = 2. True positive rate (TPR) and the values ST = −∂TPR/∂ℓ and
SF = −∂FPR∗/∂ℓ at threshold ℓ = ℓ∗ are reported here.
Methods
ℓ = ℓ∗ ℓ = ℓ∗∗ Time (ms)
TPR ST SF FPR∗ ST SF ℓ∗ − ℓ∗∗
MSVST .23 .02 .00 .39 .15 .48 9.0− 14.3
HD .41 .74 .06 .44 .92 2.46 47.4− 94.9
MPHD .50 .00 .00 .32 .00 .03 45.7− 48.4
Table 3.2: Performance comparison of the MSVST, HD, and MPHD detectors at
thresholds ℓ = ℓ∗ and ℓ = ℓ∗∗ using the real sequences with the parameters, dp = 1.5,
NS = 1, σL = 1.0, σM = 4 and σ = 1.3.
chapters. Therefore, the MPHD method is used as the preferred detector throughout
this thesis.
In the cases where spots are too close to each other, most spot detection algo-
rithms usually fail to detect the spots correctly. In this situation, the MPHD method
similarly cannot performwell and enhances the spots as very small peaks. Thus, they
may not be detected after intensity thresholding. This can be counted as the main
weakness of this approach. However in Chapter 4, we will show how to suppress
this error for moving objects using simple temporal averaging which improves the
background estimation.
As we discussed in this chapter, the synthetic sequences generated using the
framework proposed in [99] cannot properly reflect the complexities of real sequences.
Therefore, it is not sufficient to rely on the results evaluated using these sequences.
In the next chapter, we will propose a general framework for generating realistic se-
quence of fluorescence microscopy which can challenge the detection and tracking
methods.
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Figure 3.8: FROC curves of the detectors for the real sequences for varying threshold.
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(a) (b)
(c) (d)
Figure 3.9: (a) A real TIRFM image and the enhancement results using the MPHD
(b), MSVST (c), and HD methods. The intensity of the images is inverted for better
visualization.
Chapter 4
A Framework for Generating
Realistic Synthetic Data
Manual annotation of hundreds of moving sub-cellular structures over numerous
noisy sequences of fluorescence microscopy is painstakingly slow and suffers from
poor accuracy and repeatability. As such it is difficult to provide reliable ground
truth for evaluation purposes. To this end, many spot detection and tracking meth-
ods proposed in literature are evaluated using synthetic data with known ground
truth [25, 33, 35, 57, 69, 96, 98–100, 122, 123, 128]. However, differences between real
and synthetic images may lead to inaccurate conclusions about the performance of an
algorithm. In this chapter, we present a framework for generating realistic synthetic
fluorescence microscopy sequences through simulation of the image formation pro-
cess and accurate measurement and dynamic models. The sequences generated using
this framework appropriately reflect the complexities existing in real sequences. We
believe that the sequences are an apt evaluator for detection and tracking methods1.
4.1 Related Work
In many previous works [25, 33, 35, 38, 57, 69, 96, 122, 123], simple assumptions have
been used in generating synthetic fluorescence data such as sequences with con-
stant signal-to-noise ratio (SNR) and without background structures, and particles
with fixed and similar shapes which their intensity distribution is modelled based
on Gaussian point spread function (PSF). Although these assumptions may ease the
procedure for generation of synthetic data, they do not reflect the complexities ex-
isting in real sequences. In general, real fluorescence microscopy sequences contain
numerous spots with different sizes moving through spatio-temporally varying back-
ground and SNR.
Although, the level of noise (SNR) may challenge the spot detection and tracking
algorithms [26, 99], this is not the only difficulty that these algorithms may confront
in real data. For example, many detection algorithms fail in presence of background
structures [99]. Moreover, the robustness of the methods to the size and shape of
1The code and the generated sequences are available at my personal website.
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particles cannot be appropriately assessed using the synthetic sequences containing
similar objects.
Some effort has been recently made to improve the models. For example, the
background structures are simulated using a simple procedure in Smal et al. [99].
However, this simulation can not properly mimic the real background of fluores-
cence microscopy images. In recent work, a simulation framework was proposed
by Boulanger et al. [14] to generate more realistic sequences. In their approach, a
statistical scheme is suggested for modelling the time-varying background estimated
from real sequences. However, it requires a pre-assumed model such as linear, expo-
nential or bi-exponential on intensity model of the background.
Lack of a well principled framework along with demanding need from the com-
munity for generating realistic synthetic sequences of fluorescence microscopy moti-
vate us to work on a more general and reliable simulation framework2.
4.2 Our Proposed Framework
To generate realistic synthetic data, we propose an improved dynamic and measure-
ment model of total internal reflection fluorescence microscopy (TIRFM) sequences
as described below.
4.2.1 TIRFM Principle
As we discussed in Chapter 1, TIRFM uses an evanescent field to exclusively illumi-
nate the sample within a few hundred nanometers from the imaging surface [3]. In
cell biology studies the evanescent field is produced at the surface of a glass cover-
slip on which cells reside in some aqueous medium. The field behaves as a sheet of
light whose intensity decays exponentially with distance from the imaging surface
defined by IE(z) = IE(0)e−z/ζ , where IE(z) is the intensity of the field at distance z,
IE(0) is the intensity of the field at its origin, z = 0, and ζ is the decay constant.
4.2.2 Intensity and Shape Model
Real TIRFM sequences generally contain hundreds of dynamic sub-cellular struc-
tures which appear as bright spot like objects, O, superimposed onto a spatially and
temporally varying background B. Noting this fact that the background is additive
to the sequences [98, 99], the noise-free intensity of the sequences I observed at time
t and at point (pixel) x = (xx, xy) can be modelled using the following equation.
I(x, t) = B(x, t) +O(x, t), (4.1)
2In this thesis, we found it sufficient to focus on the simulation of TIRFM sequences. However, we
also proposed similar framework for generating realistic synthetic sequences of confocal fluorescence
microscopy in [83].
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For TIRFM, the object intensity model observed at pixel x and at time t can be
mathematically defined as
O(x, t) =
Nt
∑
i=1
IO(z
i
t)
(
O(x; xit,Σ
i
t)! Ps(z = z
i
t)
)
(4.2)
where Nt is number of objects at time t, ! denotes the convolution of an image
including the region occupied by an object, O, with the three-dimensional point
spread function (PSF), Ps, of the objective lens at the object’s depth zit. x
i
t = (x
i
x,t, x
i
y,t)
is the position of each object i at time t and Σit is a shape matrix which can be different
for each object and evolves over the time with the state of the object. IO(·) is the
intensity of fluorescence of the object which is proportional to IE(·) and is obtained
by the similar decaying exponential equation defined above as IO(z) = IO(0)e−z/ζ .
In real sequences, it has been observed that sub-cellular structures become elon-
gated in the same direction of their motion due to various biophysical factors. This
phenomenon is observable in dynamic vesicles as they are seen as elongated comet or
tear drop shaped objects when they move (Fig. 4.1) [36, 108]. To improve the particle
model, we propose an evolving procedure for the shape matrix based on the state of
the object. In order to generate different shapes such as circle, ellipse and tear drop
using a model, the shapes of objects are constructed in a piecewise manner using
two half ellipses with different shape matrices which can be evolved based on their
dynamics (Fig. 4.1).
Suppose E(x; b,Σ) = {x | (x− b)TΣ−1(x− b) " 1} represents an ellipsoid vol-
ume (elliptical surface in 2D case) and S(x; b, a) = {x | aT(x− b) # 0} represents a
half space. Then O can be obtained by combining two half ellipses as follows.
O(x; xit,Σ
i
t) = E(x; xit,Σi,1t ) ∩ S(x; xit, aθ) ∪ E(x; xit,Σi,2t ) ∩ S(x; xit,−aθ) (4.3)
where
aθ =
[
cos θit
sin θit
]
, tan θit =
x˙iy,t
x˙ix,t
, (4.4)
and
Σi,kt =
(
Θit
)T
Γi,kt Θ
i
t, k = 1, 2. (4.5)
Parameters Θkt and Γ
k
t are the rotation and axes matrices respectively and calculated
as
Θit =
[
cos θit sin θ
i
t
− sin θit cos θit
]
,
Γi,1t =
[
(σix)
2 0
0 (σiy)
2Fy(∥x˙it∥)
]
,
Γi,2t =
[
(σix)
2Fx(∥x˙it∥) 0
0 (σiy)
2Fy(∥x˙it∥)
]
.
(4.6)
The σix and σ
i
y determine initial size of each object for each axis prior to any motion.
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(a) (b)
Figure 4.1: The proposed evolving shape procedure of a sub-cellular object (a) before
any motion and (b) after movement in direction θt.
The x˙it = (x˙
i
x,t, x˙
i
y,t)
T is the velocity element of each object at frame t. The Fx(.) and
Fy(.) are deformation functions which distort the shape based on the magnitude of
velocity ∥x˙∥. To keep the rate of change of axes constant, the Fy(.) should be equal
to F−1x (.). Moreover, the function must fulfill the constraint Fx(0) = Fy(0) = 1.
The form of this function is different for each biological application and depends
on many biophysical factors such as viscosity, elasticity and osmotic pressure of the
membrane of the structures [36, 108]. In this thesis, we simplify this complexity and
approximate it by a quadratic exponential function as the follows.
Fx(∥x˙it∥) = exp
(
(x˙ix,t)
2 + (x˙iy,t)
2
ς2
)
, (4.7)
The parameter ς summarizes all biophysical factors in a value and controls the effect
of the velocity on this deformation.
4.2.3 Point Spread Function
Although a Gaussian model is a good approximation of the point spread function
for different fluorescence microscopy techniques [105, 129], it cannot preserve the
out of focus effect that exists in real TIRFM sequences. This effect is observable in
real TIRFM for bright particles relatively distant from the evanescent field origin,
but are not present in the signal Gaussian function approximation for a PSF. In our
framework, the point spread function is modelled using an analytical expression for
the diffraction pattern of light through a pupil with a perfect aberration-free lens [20].
Ps(z) =
∣∣∣2 ∫ 10 P(ϱ)J0(ϱv) exp(juϱ2/2)ϱdϱ∣∣∣2
u = 2πNA2z/λw, v = 2πNAra/λw
(4.8)
where P(ϱ) is a pupil function with an aperture radius Ra, J0(.) is a first order
Bessel function, ϱ = ra/Ra, ra =
√
xx2 + xy2, NA is the numerical aperture of the
§4.2 Our Proposed Framework 31
lens, λw is wavelength of the light diffracted by aperture.
This function simulates the out of focus effects of particles at different distances
from the focal plane which are seen when ζ is large (∼ 150− 300 nm).
4.2.4 Background Estimation
To extract the background of real TIRFM sequences, we use the maximum possible
h-dome (MPHD) method explained in Chapter 3. The method properly extracts all
spots from each frame while providing a good estimation of the background in each
frame Bˆ(·, t). However, as we discussed in Section 3.4, this estimation is not perfect
and includes slight errors in the cases where several objects are too close to each
other. In this case, the spots are enhanced as very small peaks and are not completely
removed from the estimated background. For moving objects, we can easily suppress
this error using temporal averaging. Since the background’s characteristics change
gradually over the all frames T, we can assume that the background is constant over
short periods of time where B(·, t− ts) ≈ B(·, t+ ts) if 2ts + 1 ≪ T. Consequently,
we can reduce the error of the estimation by locally averaging the resulting estimated
backgrounds B˜(·, t) = 12ts+1 ∑t+tsi=t−ts Bˆ(·, i).3
4.2.5 Noise Generation
Fluorescence microscopy images are distorted by two main sources of noise; namely,
photon noise (Poisson) and readout noise (Gaussian). Therefore, the stochastic model
describing the noise is a Mixed-Poisson-Gaussian (MPG) process [128]. Because these
are generated from two different sources, these noise processes are mutually inde-
pendent. To generate Poisson noise, the noise-free intensity of each pixel I(x, t) is
supposed as the mean λP of Poisson process Pois(λP). The readout noise can be
generated by adding Gaussian noise with known mean µ and variance σ2. The final
noisy intensity of each pixel Iη(x, t) is obtained as follows.
Iη(x, t) = αIP (x, t) + IN (x, t), (4.9)
where α > 0 is the overall gain of the imaging detector, IP (x, t) ∼ Pois (I(x, t)) and
IN (x, t) ∼ N (µ, σ2).
Due to non-homogeneous backgrounds of the sequences and dynamic intensity
of structures, the SNR of images is not constant. Instead, it can be modelled by a
range between a minimum and maximum SNR. In order to fix the SNR between any
desirable range, we can combine the estimated background and the generated objects
using coefficients Ca and Cb such that I = CaO + CbB˜. Since, SNR in this thesis is
defined as the difference in intensity between the object and the background CaO,
divided by the standard deviation of the object noise
√
α2I + σ2, the minimum SNR,
3In order to improve the spot enhancement result in the detection step, B˜(·, t) should be subtracted
from each image sequence instead of Bˆ(·, t).
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Sm, and maximum SNR, SM, can be calculated as follows.
Sm =
CaOm√
α2(CaOm + CbBM) + σ2
,
SM =
CaOM√
α2(CaOM + CbBm) + σ2
,
(4.10)
where Om, OM, Bm and BM are the minimum and maximum intensity of the gener-
ated objects and the estimated background respectively.
Therefore, the coefficients Ca and Cb can be calculated such that the SNR is set
between a desirable range. For instance, supposing the main source of noise is Pois-
son noise Iη(x, t) = IP(x, t), the Eq. 4.10 can be easily solved based on Ca and Cb as
follows.
Ca =
S2MS
2
m(OMBM −OmBm)
O2MBMS2m −O2mBmS2M
,
Cb = Ca
OMOm(S2MOm −S2mOM)
O2MBMS2m −O2mBmS2M
.
(4.11)
In some cases, the noise level in real sequences may be time-varying. For in-
stance, injection of a stimulus such as insulin into pancreatic beta cells increases the
noise level and overall intensity of the sequences gradually [19]. To simulate this
phenomenon, the coefficients Ca and Cb should be time indexed and re-calculated
for each sequence to follow a specific time-varying pattern.
4.2.6 Dynamic Models
In this thesis, we use statistical models to simulate vesicle motion dynamics. Numer-
ous researchers have shown that two linear dynamic models including random walk
and nearly constant velocity motion with small accelerations can properly mimic the
non-linear motion of the vesicles in TIRFM sequences [33, 89, 100]. Random walk
and constant velocity models resemble vesicle motion patterns described as tether-
ing and docking, and linear movements, respectively [19, 89]. In addition, some
vesicles appear to be stationary for long periods of time. This is due to their strong
attachment to the cell membrane. Hence, they are seen as immobile structures with
subtle jittering motion.
As well as vesicles, there are other membrane bound sub-cellular structures, such
as endosomes, close enough to the plasma membrane to appear in TIRFM images.
Large endosomes appear as bigger structures and are usually relatively immobile.
In addition, they may spawn or absorb the small structures. Thus, our sequences
include these large structures.
Due to the 3-D motion of vesicles, they may exit from the evanescent field. There-
fore, they may either temporarily or permanently disappear from the sequences. In
our framework, we allow the structures to move outside the evanescent field and
re-appear again in the image. Our synthetic sequence also contains new vesicles,
gradually moving from outside into inside the TIRF zone.
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4.3 Experimental Results
4.3.1 Parameter Settings
Generally, the framework introduced in this chapter provides a simulation package
which is capable of generating diverse TIRFM sequences with different quality by
changing the parameters. As an example, we simulate a synthetic TIRFM video
with spatial resolution of 158nm/pixel and temporal resolution 9 fps. Each sequence
contains on average, 80 percent small structures and 20 percent large structures. All
structures are located and move inside a cell membrane (an estimated background)
that is extracted from real TIRFM sequences.
Figure 4.2: A frame of the generated sequences using the proposed framework at
SNR = 1.5− 8.5.
The small structures are generated as round or moderately elongated objects of
different sizes (250-450nm). These structures move through the sequences using two
dynamic models introduced in Section 4.2.6. Moreover, the shapes of vesicles are
deformed using Eqs. 4.3-4.7 with deforming constant ς = 8um/s. In addition, the
decay constant ζ = 100nm is used to change the intensity of moving structures. The
PSF is also generated using equation 4.8 for an objective lens with NA = 1.46, and
λw = 520nm, using the same x-y pixel resolution. The large endosomes also appears
as round or moderately elongated objects generated in different sizes (700-1600nm).
These structures are stationary or have very slight jittering motion. In our simulation,
these structures are able to spawn the small structures. The small structures may be
randomly fused to these large structures if they coincide in the same position. We
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(a) (b) (c) (d)
Figure 4.3: (a)-(b) Two consecutive frames from real data. The shapes of the vesicles
deform as elongated objects with a comet tail when they move. The vesicle with the
higher velocity (dotted red line) appears as a more elongated object with a longer
tail. (c)-(d) Two consecutive frames from synthetic data. The shape of the simulated
objects deforms similar to the real model.
assume that the dominant noise is Poisson noise and α = 1. The SNR is fixed
to be between 1.5 and 8.5 using Eq. 4.11. However, it only shows the minimum
and maximum range of SNR. It is obvious that the SNR for each moving objects is
not constant during the frames due to 3-D motion of objects and inhomogeneous
background. In the current simulation, the calculated average SNR for each object
is 3.3 with a standard deviation equal to 1.3. Fig. 4.2 shows a frame of the synthetic
TIRFM sequences using the aforementioned parameters.
4.3.2 Evaluation
Unfortunately, there is no straightforward way to qualitatively compare the simu-
lated sequences with real sequences. Therefore, generated synthetic sequences were
visually inspected by expert biologists and it was confirmed that our simulations
are similar to real image sequences by considering both the measurement and dy-
namic models. Furthermore, the simulations were deemed an improvement on the
current, more simplistic, synthetic models. To maximize the credibility of our simu-
lation framework, we visually represent the aforementioned assumptions about the
dynamic and measurement models in real TIRFM sequences and compare them with
our simulation.
4.3.2.1 Vesicle Deformation
As mentioned, small structures, especially vesicles, appear as comet shaped objects
in TIRFM sequences when they move. The direction and the amount of elongation of
these comet shape structures depends on their velocities. This shape deformation in
real TIRFM can be seen in Figs. 4.3 (a)-(b) and can be compared with our simulation
in Figs. 4.3 (c)-(d).
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Figure 4.4: Out of focus effect observable in real TIRFM for a bright object moving
toward depth. It can be seen that the it not only appear less bright, but also loose
shape.
4.3.2.2 Out of Focus Effect
The out of focus effect is an artifact observable in real TIRFM sequences for bright
objects moving from surface toward depth (Fig. 4.4). If the decay constant ζ is low (∼
50− 90nm) then the only objects very close to the focal point, z0, are illuminated and
hence any features in the image will appear in focus. When ζ is large (∼ 150− 300nm)
then particles further away from the focal point will be illuminated which results out
of focus effects due to the spread of the PSF in the axial.
The PSF model introduced in Section 4.2.3 is able to simulate this effect properly.
To demonstrate the effects of a particle appearance at different z, positions the sim-
ulation process was performed on a set of 10 adjacent identical elongated particles
positioned between z = 0 and z = 400nm with equal z spacing. The decay con-
stant, ζ, for the evanescent field was set to, 150nm, and a PSF was generated using
equation 4.8 for an objective lens with NA = 1.49, and λw = 520nm.
(a)
(b)
(c)
Figure 4.5: Effects of particle z distance and the PSF: (a) An intensity projection
through the y−dimension of a PSF generated using equation 4.8 from the focal point
z0 to z = 400nm. (b) A noise free image showing 10 identical ellipse shaped particles
equally spaced particle in z from 0nm to 400nm, with a constant low intensity back-
ground. (c) is image (b) corrupted with Poisson noise. The decay constant for these
images ζ is 150nm
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Fig. 4.5 (a) shows an x− z view on an intensity projection through the y−dimension
of a PSF generated using 4.8 from z = 0 to z = 400nm. It shows that axial out of
focus artifact is noticeable at 200nm distance. Fig. 4.5.(b) shows the noise free image
simulation to which a constant low intensity background was then added. The parti-
cle to the far left is positioned at z = 0 and the particle to the far right is z = 400nm.
It can be seen that the particles not only appear less bright (as would be expected
according to the exponential equation in Section 4.2.1) but they also lose shape. The
particles on the far right hand side no longer appear elongated as the broadening
due to the PSF at distances # 250nm becomes more significant.
4.3.2.3 Background Estimation Accuracy
Fig. 4.6 shows the estimated background of a real TIRFM sequence using the MPHD
method.
(a) (b)
Figure 4.6: (a) A real TIRFM image and (b) its estimated background using the
MPHD method.
In order to show the accuracy of the estimator, we calculate the mean intensity
of each sequence and its estimated background. Fig. 4.7 shows that the estimated
background accurately follows the intensity fluctuation in real TIRFM. The difference
between the mean intensities is due to the removed structures (spots). Furthermore,
the estimated background’s curve is smoother than the curve related to the original
sequences. This is due to the temporal averaging explained in Section 4.2.4.
Compared to the sophisticated statistical scheme used for the estimation of the
background in [14], this method provides a more simple and accurate estimation
of the background obtained directly from each sequence. Furthermore, the method
does not requires a pre-assumed model on intensity of the background.
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4.3.2.4 Noise Characteristics
In order to investigate noise characteristics, we chose a region of real TIRFM se-
quences that contained only noise (no structures of interest). Therefore, intensity of
each pixel Iη(x, t) in this region is a random variable representing only noise. In
Fig. 4.7 (b), the mean of each pixel versus its variance is plotted. Clearly, the relation
between mean and variance can be represented by a linear equation.
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Figure 4.7: (a) Mean intensity of a real TIRFM image and its estimated background
over time and (b) linear relation between mean and variance of noise in TIRFM se-
quences.
Since the stochastic model of noise is a mixed-Poisson-Gaussian process and the
Poisson and Gaussian noises are mutually independent, it can be proven that there
should be a linear relation between mean and variance of pixels.
Mean(x) = Et[Iη(x, t)] = αλP(x) + µ,
Variance(x) = Et
[
(Iη(x, t)−Mean(x)])2
]
= α2λP(x) + σ2,
(4.12)
Since the α, µ and σ2 are the constant parameters of imaging system, we can construe
that
Variance(x) = α Mean(x) + σ2 − αµ. (4.13)
We can easily find the α as it is the slope of the fitted line. The y intercept of this
line provides an equation between µ and σ2. In order to calculate the exact values
of µ and σ2, we may need to use either higher statistical moments or the cumulants
based approaches [93].
4.3.2.5 The Dynamics of Structures
Fig. 4.8 (a)-(c) shows the three different dynamics commonly observed in TIRFM
sequences: stationary, tethering and docking, and linear motion. Fig. 4.8 (c) also
demonstrates an example of switching dynamics of vesicles.
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(a) (b) (c)
(d) (e) (f)
Figure 4.8: (a)-(c) Manual trajectories of three different vesicles on real data show-
ing different dynamics: Stationary (a), tethering and docking (b), and tethering and
docking followed by a linear fast motion (c) and (d)-(f) its corresponding simulated
trajectories on synthetic data using the proposed framework including stationary
(d), random walk (e), and a switching dynamics, random walk followed by a linear
motion (f).
It can be seen that the simulated dynamics using random walk and constant
velocity appropriately mimic the dynamics of vesicles in real TIRFM (Fig. 4.8 (d)-(f)).
4.4 Summary
In this chapter, we proposed a framework for generating realistic synthetic TIRFM
sequences by employing validated measurement and dynamic models. Moreover,
we applied an accurate background estimator to ameliorate our measurement mod-
els. This framework provides a simulation package which is capable of generating
diverse TIRFM sequences with different background and quality. Fig. 4.9 represents
another simulation with different background structure, resolution and noise level.
Some parameters such as SNR, noise parameters can be generally time-varying
and can be estimated from real TIRFM sequences. We believe that the sequences
generated using this framework are realistic and comparable with real sequences
(Fig. 4.10). Consequently, they appropriately reflect the difficulties that exist in real
§4.4 Summary 39
Figure 4.9: A simulated TIRFM sequence generated using the proposed framework
with different background and parameters.
TIRFM sequences and can be an apt evaluator for detection and tracking methods.
This framework can be further improved by including other phenomena seen
in real TIRFM data. For example, fusion of fluorescently tagged vesicles with the
plasma membrane can be also modelled. These fusion events are seen in real se-
quences as sudden brightening and a rapid spreading of the intensity or as a sudden
diffuse cloud. In addition, other than heaped structures, there are other objects such
as tubular structures in real sequences. These structures usually have more non-
linear dynamics and complex interactions with the other structures. However, we
found the current framework with this level of complexities sufficient for challeng-
ing the detection and tracking algorithms.
In the next chapter, we will propose a method for multi-target tracking in TIRFM
sequences using the Bayesian filtering approach. Hereafter, we will assess the per-
formance of the detection and the tracking methods using the synthetic sequences
generated by this framework.
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(a) (b)
(c) (d)
Figure 4.10: Two frames of a real TIRFM movie ((a)-(b)) and a generated TIRFM
movie ((c)-(d)) with time varying background intensity and SNR level. The synthetic
sequences are visually comparable with real sequences.
Chapter 5
An Enhanced IMM-JPDA Filter for
TIRF Microscopy Sequences
As discussed in Chapter 2, the tracking algorithms designed based on the Bayesian
filtering approaches often deal better with difficulties existing in time-lapse cell mi-
croscopy sequences. In this chapter, we propose a reliable multi-target tracking
method for Total Internal Reflection Fluorescence Microscopy (TIRFM) sequences
using a robust Bayesian filter such as the Interacting Multiple Model Joint Probabilis-
tic Data Association (IMM-JPDA) filter. We enhance the accuracy and reliability of
the algorithm by tailoring an appropriate framework to this application. Evaluation
of our algorithm is performed on both realistic synthetic data and real TIRFM data.
Our results are compared against several state-of-the art methods.
5.1 Related Work
Bayesian tracking approaches such as the sequential Monte Carlo filter (the so called
particle filter) and Kalman filter have become popular for many cell and particle
tracking applications in recent years. The particle filter is the practical implemen-
tation of the Bayesian optimality in the case of non-linear system models. Due to
usual non-linearity in the dynamic and measurement models of microscopic appli-
cations, this filter has been repeatedly applied in many biological applications [28,
38, 76, 98, 100, 125]. However, the particle filtering approaches suffer from its high
computation complexity due to propagation of numerous particles in high dimen-
sional space [100]. In the cases where a reliable detection algorithm is available and
non-linear dynamics of targets can be modelled by several linear dynamics, Kalman
filtering based methods, such as the interacting multiple model (IMM) filter, which
are computationally effective, are still a popular alternative for biological applica-
tions [25, 33, 35, 55, 123].
Traditional Bayesian tracking algorithms1 such as Kalman and Particle filters
are basically designed for single target or constant cardinality multi-targets. In or-
1The term of traditional is used for all Bayesian filters derived based on the Eqs. 2.1- 2.2 in Chapter 2.
We use this term because we will introduce a new generation of Bayesian filters based on random finite
set theory in the next chapters.
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der to apply these approaches to tracking a time-varying number of targets they
require additional data association and track management techniques. The track
management technique is used for track initiation and termination. In order to
solve the measurement-to-target assignment problem, accurate multi-target track-
ing also requires robust data association. Probabilistic multiple hypothesis tracking
(MHT) [103] and joint probabilistic data association (JPDA) [5, 34] have been widely
accepted as two robust data association techniques. The examples of these techniques
applied on microscopic applications can be found in [24, 25, 101].
MHT hypothesizes all possible measurement-to-track assignments over time and
uses measurements that arrive later in time to resolve the uncertainties in current
assignments. However, the computational cost of such exhaustive data association
is intensive, especially in the regions with high target density [7]. In practice, dif-
ferent heuristic pruning techniques are usually combined with MHT to stop the ex-
ponentially growing number of hypotheses. A computationally cheaper alternative
to MHT is JPDA. Instead of allowing all feasible assignments to propagate ahead in
time, JPDA considers all possible measurement-to-target assignments in each time
separately. In different applications, this data association technique provides accept-
able performance whilst having significantly less processing time compared to the
MHT algorithm. Moreover, it has been shown that for tracking highly maneuvering
targets in the presence of clutter, the JPDA filter in conjunction with the IMM filter
yields one of the best solutions and has comparable performance to MHT [7].
Thanks to our reliable spot detection (MPHD) approach, we can use the com-
putationally cheap Kalman based filters for tracking the sub-cellular structures in
our TIRFM sequences. Since in our application these structures embody non-linear
dynamics, we use the IMM filter as a tracking filter in combination with the JPDA
filter as the data association technique. The combination of these filters, the so called
IMM-JPDA filter, was first introduced by Bar-Shalom et al. [6] and has been used in
various applications such as radar [22] and robotics [42]. However, to our knowledge,
the performance of this filter has not been investigated in biological applications.
Therefore, this would be the first application of the IMM-JPDA filter to biological
imaging. In order to improve the prediction of motion model for maneuvering dy-
namics, we propose a new IMM filter with the state-dependent transition probability
matrix. Moreover, since the original IMM-JPDA filter proposed by Bar-Shalom et al.
cannot deal with tracking unknown and time-varying number of targets, we tailor
a practical framework for track initiation and termination. We evaluate the perfor-
mance of our algorithm on both realistic synthetic and real TIRFM sequences. In
addition, our results are compared with those of the related state-of-the art methods.
5.2 Background
For notational convenience, the time index t has been removed from all variables and
distributions throughout the chapter. However, the random variables and distribu-
tions are generally time-indexed. All random variables (·)t at time t and (·)t−1 at
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time t− 1 are simply denoted by (·) and ´(·), respectively.
5.2.1 The Interacting Multiple Model (IMM) Filter
The IMM filter, first introduced by Blom and Bar-Shalom [12], is a jump Markov
system Bayesian state estimation algorithm which models non-linear motions using
multiple switching dynamics. As explained in Chapter 2, the general approach for
dealing with the multiple dynamic models in the Bayesian framework is to augment
the state vector by the index of the model and propagate the joint posterior density
p
t
(x, r | z) over time. However, the IMM filter operates as R filters in parallel and
propagates the posterior density of each model pt(x | z, r) independently using the
following prediction and update equations.
pt|t−1(x | z´, r) =
∫
f (x | x´, r)pt−1(x´ | z´, r)dx´, (5.1)
pt(x | z, r) ∝ g(z | x, r)pt|t−1(x | z´, r), (5.2)
where pt−1(x´ | z´, r) in Eq. 5.1 is calculated by
pt−1(x´ | z´, r) =
R
∑
r´=1
τf (r | r´)pM(r´ | z´)
pM(r | z´) pt−1(x´ | z´, r´)dx´, (5.3)
where τf (r | r´) is the model transition probability and pM(· | ·) is conditional prob-
ability mass function (pmf), also called the IMM weight, which is predicted and
updated recursively by the following equations.
pM(r | z´) =
R
∑
r´=1
τf (r | r´)pM(r´ | z´), (5.4)
and
pM(r | z) ∝ pM(r | z´)pZ(z | z´, r), (5.5)
where
pZ(z | z´, r) =
∫
g(z | x, r)pt|t−1(x | z´, r)dx. (5.6)
In the case of linear Gaussian models, the posterior density of each model pt(x | z, r)
is a Gaussian distribution N (x, µ(r),Σ(r)) which is predicted and updated using
the Kalman equations (Eqs. 2.3- 2.4). In addition to the above equations, the IMM
filter combines all posterior densities in each iteration and approximates the resulting
mixture of Gaussians with a single Gaussian as follows.
p¯t(x | z) = N (x; µ¯, Σ¯), (5.7)
where µ¯ and Σ¯ are calculated as
µ¯ =∑
r
µ(r)pM(r | z),
Σ¯ =∑
r
[
Σ(r) + (µ¯− µ(r))(µ¯− µ(r))T
]
pM(r | z).
(5.8)
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For a call treatment and formulation details see Blackman and Popoli [10].
5.2.2 The Joint Probabilistic Data Association (JPDA) Filter
The JPDA filter is a method of associating the detected measurements in each time
frame with existing targets using a joint probabilistic score in the presence of spuri-
ous detections (clutter). This method is first introduced by Fortmann et al. [34] for
linear systems and Gaussian statistics.
The joint probabilistic score is calculated based on the set of all valid joint assign-
ments, ∆ij, which assign measurement j to target i. To this end, a set of all possible
measurement-to-track hypotheses are first generated such that each detected mea-
surement is uniquely chosen by one track in each hypothesis. A null assignment ∅,
representing the assignment of no observation to a given track, is also considered.
Next, the probability p(δ | z) corresponding to each hypothesis, δ, is calculated. This
probability can be calculated as
p(δ | z) ∝ ∏
(i,j)∈δ
pij, (5.9)
where pij is measurement-to-target probability and attained in the case of linear
Gaussian models as follows:
pij =
{
1− pDgK if j = ∅,
pDgKN (dij; 0,ΣS) otherwise, (5.10)
where pD is the detection probability of the targets and gK is clutter likelihood which
is often assumed to be uniformly distributed over measurement space with Poisson
cardinality [5, 11, 43]. Here dij is the normalized statistical distance [10] between
track i and measurement j using innovation covariance matrix of the Kalman filter,
ΣS.
Consequently, the joint probabilistic score, p
ij
J , that measurement j was generated
by track i is obtained by
p
ij
J = ∑
δ∈∆ji
p(δ | z). (5.11)
Finally, tracks are updated with a weighted sum of measurements, where the weights
are these joint probabilistic scores. In order to update the posterior density of the tar-
gets with a set of measurements, the update Kalman equation (Eq. 2.4) is accordingly
modified (please see [34]).
5.3 Our Proposed Framework
As explained in Chapter 2, a detection procedure lets us use computationally cheap
Gaussian linear implementation of the filters by linearizing the measurement equa-
tion. However, an accurate detection based multiple target tracking algorithm re-
quires a reliable estimated position of the particles which is achieved by using our
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Figure 5.1: A block diagram for our IMM-JPDA filter.
proposed MPHD detector. The output of the detector is a set of detected positions
and an estimated background B˜t in each time frame t.
To track a time-varying number of targets with maneuvering motion, we propose
to combine the IMM and JPDA filters followed by a track management step (Fig. 5.1).
In this filter, the prediction density of each model for each target are first estimated
using Eq. 5.1. Next, the JPDA filter calculates the joint probabilistic score for each
measurement-to-target assignment and each model, p
ij
J (r). Then, each of the R densi-
ties is updated by these scores using the JPDA update equations. The final posterior
density of each target pit(xt | zt) is calculated according to Eq. 5.8. Last, the decision
to terminate a target trajectory or initiate a new trajectory is made according to the
measurements list, the IMM weights and JPDA scores in the track management step.
To improve the performance of the IMM and JPDA filters for biological applications,
we also tailor the framework as described below.
5.3.1 State and Measurement Vectors
The simplest kinematic state vector for many biological applications is the positions
and velocities of particles. By having detections, the measurement vector is simply
the estimated positions. Therefore, in the 2D TIRFM imaging system, the kinematic
state vector and the measurement vector can be defined as x = (xx, x˙x, xy, x˙y), includ-
ing positions xp = (xx, xy) and velocities x˙p = (x˙x, x˙y), and z = (xˆx, xˆy) containing
the estimated particles’ positions (xˆx, xˆy), respectively.
5.3.2 An Improved IMM Filter for Biological Applications
To deal with non-linear dynamics of the biological structures, different numbers of
linear dynamic models have been proposed in the literature [35, 55, 100]. Although,
a large number of linear dynamics [35, 55] may better mimic the nonlinear motion
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of the particles in some applications, this is also more computationally demanding.
In addition, more dynamic models increase the uncertainty of the estimated state;
because in the IMM filter, a mixture of weighted Gaussian posterior densities results
in higher variance (see Eq. 5.8). For these reasons, we use the two dynamic models
defined by Smal et al. [100]. They are random walk and nearly constant velocity
motion with small accelerations. These two types of dynamics properly model the
nonlinear motion of the vesicles in our TIRFM sequences. The random walk and
constant velocity models resemble vesicle motion patterns described as tethering
and docking, and linear movements, respectively [19]. Also for abrupt changes in
direction, the random walk model operates as the transition state between two linear
movements.
Traditionally, the model transition probability τf (· | ·) is assumed to be state-
independent which is standard assumption in most multiple model tracking filters.
Moreover, its probability elements are chosen empirically. In Li et al. [55], these
values are adaptively estimated using an online minimum mean-square error esti-
mation. However, the model transition probability is still a shared matrix for all
targets and requires an assumed distribution for the probabilities. In contrast, we
use a state-dependent transition probability which evolves based on the state of each
target in the previous frame. Biologically, a vesicle can occasionally switch between
these two states based on its kinetic energy [95]. In other words, a vesicle with low
velocity is more likely to either remain in the first model (docking and tethering dy-
namics) (r = r´ = 1) or switch from the linear movement model (r´ = 2) to the first
model. The transition probability for the above states can be modelled by a decreas-
ing function of the velocity of each target in the previous frame ´˙xp . Here, we define
this function by a Gaussian-like probability function as
τf (r | r´, ´˙xp) =
⎧⎪⎪⎨
⎪⎪⎩
pτ(r´) exp
(
−1
2
´˙xTp
(
Στ(r´)
)−1
´˙xp
)
, r = 1,
1− pτ(r´) exp
(
−1
2
´˙xTp
(
Στ(r´)
)−1
´˙xp
)
, r = 2,
(5.12)
where pτ(r´) is the maximum switching probability from model r´ to model r and
Στ(r´) is a user specified positive semi-definite matrix. In our work, we set Στ(r´) =
στ(r´)I, where I is the identity matrix. These parameters are fixed for each model
based on prior knowledge.
To use the equations of the IMM filter based on the above assumption, we first
need to calculate τf (r | r´, z´) by marginalization over ´˙xp as follows.
τf (r | r´, z´) =
∫
τf (r | r´, ´˙xp)pt−1( ´˙xp | z´, r´)d ´˙xp. (5.13)
τf (r | r´, z´) can be easily substituted into Eq. 5.4 instead of τf (r | r´) without any
change to the main IMM equations.
pM(r | z´) =∑
r´
τf (r | r´, z´)pM(r´ | z´), (5.14)
§5.3 Our Proposed Framework 47
In the case of linear Gaussian models, we have a closed form formulation for
τf (r | r´, z´). Since pt−1( ´˙xp | z´, r´) in this case is a Gaussian with mean µ˙p(r´) and
covariance Σ˙p(r´), the closed form for τf (r | r´, z´) for r = 1 is
pτ(r´)
√
|Στ(r´)|
|Σ˙p(r´) + Στ(r´)| exp
(
−1
2
µ˙Tp (r´)
(
Σ˙p(r´) + Στ(r´)
)−1
µ˙p(r´)
)
. (5.15)
For the case r = 2, this probability is simply one minus the above.
5.3.3 An Enhanced and Computationally Cheap JPDA
The performance of the JPDA algorithm is enhanced if the probability of detection in
Eq. 5.10 is a function of the position of each target. Although, the detection of each
target directly depends on the performance of the detection algorithm, a missed de-
tection is more likely to occur in areas including background structures. The reason
is that the main source of noise in the fluorescence imaging technique is an intensity
dependent noise (Poisson noise) and the signal to noise ratio (SNR) in the areas with
higher intensity levels is lower. Therefore, this probability can be a function of the
position of the targets which changes according the background intensity. Thanks
to the MPHD method, we have a good estimation of B˜t at each time frame t (see
Chapter 4). In this thesis, we define this probability as pD(xp) = 1− FD
(B˜t(xp)),
where FD is a function that normalizes its argument to an interval between [0, 1].
Because a closed form for the probability of detection by marginalization over xp can
not be calculated, we approximate it by the point estimate pD(µp).
The calculation of the JPDA scores of a target for all measurements are compu-
tationally intensive, especially in the biological applications with numerous targets
and cluttered detections. To ease this computational burden, the JPDA filter is often
followed by a gating scheme that only considers a set of the detected points ZG lo-
cated inside a pre-defined distance (gate) dG from the predicted position of the target
xp,t|t−1 as its most plausible measurements. In this case, the JPDA scores are calcu-
lated for each cluster separately. A cluster is a set of targets for which each target in
this cluster have at least one detected point in common with one of the targets in this
set. The most standard gating scheme is based on Mahalanobis distance using the
Kalman innovation matrix ΣS as
ZG =
{
zt = xˆp ∈ Zt|(xp,t|t−1− zt)TΣ−1S (xp,t|t−1− zt) " dG
}
, (5.16)
where Zt = {z1t , z2t , · · · , zMtt } is list of all detected points at time t. The Kalman inno-
vation matrix ΣS includes the information about the target dynamics and therefore,
this elliptical gating catch the most likely measurements based on target motion.
However, missed detection noticeably increases the determinant of the innovation
matrix |ΣS| resulting in significant enlargement of the gate size in spite of the constant
dG. This gate enlargement involves more targets for the cluster which significantly
intensifies computational burden for calculation of the JPDA scores. This problem
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becomes worse especially when the density of the targets are high and the detections
are inconsistent. To address this, we simply substitute the Kalman innovation matrix
ΣS by the following normalized matrix Σ˜S for gating purpose only.
Σ˜S =
⎧⎨
⎩
ΣS, |ΣS| " ℓG,
ℓG
|ΣS| .ΣS, |ΣS| > ℓG,
(5.17)
where ℓG is a threshold to stop the gate from the enlargement by controlling the value
of |ΣS|. It is obvious that a small value for ℓG makes the algorithm computationally
inexpensive. However, in this case, there is a possibility for track truncation after
consecutive missed detections. Thus, there is a trade off between this error and
computational burden of the algorithm.
5.3.4 Track Management
5.3.4.1 Initialization and Track Initiation
In order to initialize the trajectories at the first frame, we use the detected points
for the first two consecutive frames. The positions are initialized with the estimated
location of the targets in the first frame. The initial velocities are estimated as the
difference between the detected positions in the first frame and the nearest corre-
sponding detected positions in the second frame.
An exact and reliable solution for track initiation of newly appearing targets is
to add a measurement-to-newborn-target hypothesis in the JPDA assignments and
calculate its joint probability (score). However, this approach increases the computa-
tional complexity of the JPDA filter. We can show that the JPDA score of the newborn
targets are almost zeros for the detected points that are located within the gate of the
existing targets as long as the size of the gate is relatively small. In this case, we
can easily initiate newborn targets from the remaining detections located outside all
targets’ gate.
To avoid initiation of the spurious measurements as newborn target, we initiate
every detected point which fulfills the above condition as a tentative track. Since false
alarms are generated due to false targets such as noise or background structure, they
do not follow the real targets’ motion pattern. Consequently, they can not receive a
valid measurement in the next frames and their trajectory is immediately terminated
by the algorithm.
5.3.4.2 Temporary Target Disappearance and Track Termination
Missed detections may occur due to the detector failure, temporary target disap-
pearance or occlusion. For instance, because of the depth movements of the targets
in TIRFM sequences, they can temporarily disappear for several sequential frames.
Therefore, they may not be detected. To deal with this situation, we first define a
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total joint probabilistic score for each target in each frame for all models.
p¯
ij
J =
R
∑
r=1
pM(r | z)pijJ (r), (5.18)
In this situation, the first element of the total joint probabilistic score (p¯i∅J ) represent-
ing the missed detection probability is maximum in the frames where a target has
either disappeared or was not detected. To deal with this temporary disappearance,
our algorithm is allowed to continue tracking missed detections for up to Td consec-
utive frames for a confirmed target. Otherwise, the track is terminated from the last
frame where the maximum score is not allotted to the p¯i∅J .
The parameter Td is the maximum number of the consecutive missed detections.
A large value for Td may increase the probability of connection of two separate tra-
jectories. Thus, there is a trade off between this error and ability to handle long
disappearances.
5.4 Experimental Results
In order to assess the performance of the proposed IMM-JPDA filter, we applied it
on both synthetic and real TIRFM sequences and compared its results against several
state-of-the art particle tracking methods using two different experiments.
In the first experiment, our aim was to assess the performance of different track-
ing packages entirely. The recent particle tracking packages including Multiple Hy-
pothesis Tracking (MHT) method [25], U-tracker [44] and Particle Tracker [96] with
their own detections, tracking and data associations techniques are reported.
In the second experiment, we investigated the efficacy of the combination of IMM
and JPDA filters. Therefore, we evaluated the performance of our IMM-JPDA filter
against the relevant and recent data association techniques proposed in literature
for particle tracking applications such as the JPDA filter with single dynamic model
(constant velocity) [101], the IMM filter and a innovation matrix based scheme (IMM-
InM) [35], the IMM filter and the probabilistic data association2 (IMM-PDA) [39] and
MH-Tracker [25]. To maximize the validity of our experiments, we chose identical
parameters, models and techniques such as the same state vector, detections, dy-
namic models and track management scheme for all trackers. For other parameters
which are not in common, we attempted to find the values that resulted in the best
performance for the competing models. Table 5.1 represents the methods’ config-
uration including their detection, tracking, data association and track management
techniques and their abbreviated names used for the aforementioned experiments.
In addition to the above experiments, we will re-assess the performance of the
MSVST, HD and MPHD detection methods in this chapter using our proposed real-
istic synthetic sequences.
2The probabilistic data association (PDA) works same as the JPDA filter. However, the main differ-
ence is that it updates the tracks using pij (Eq. 5.10) instead of the joint scores p
ij
J .
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Abbreviated name Experiment
Detection Tracking Data association Track Management
P-Tracker Detection and tracking package proposed in [96] 1
U-Tracker Detection and tracking package proposed in [44] 1
MHT Tracking package proposed in [25] using the wavelet based detection [75] 1
MH-Tracker MPHD Tracking package proposed in [25] 2
JPDA MPHD Kalman [101] JPDA [101] Our track manag. scheme 2
IMM-PDA MPHD IMM PDA [39] Our track manag. scheme 2
IMM-InM MPHD IMM Innovation Matrix [35] Our track manag. scheme 2
IMM-JPDA MPHD IMM JPDA Our track manag. scheme 1 & 2
Table 5.1: The abbreviated name and configuration of the competing tracking methods and the experiment number in which they
involve. The highlighted names are our proposed schemes.
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5.4.1 Evaluation Metrics
5.4.1.1 OSPA
In order to quantitatively assess the performance of the tracking methods, we need
an appropriate measure to characterize different aspects of multi-target tracking per-
formance such as track accuracy, track truncation and missed or false tracks. To this
end, we use a recent and popular multi-target metric based on optimal sub-pattern
assignment (OSPA) [97]. This metric measures the distance between the set of esti-
mated tracks and the ground truth tracks at each time frame and represents different
aspects of multi-target tracking performance by a single value.
For two arbitrary sets of points X = {x1, ..., xm} and Y = {y1, ..., yn}, where
m ≤ n, the metric of order p is defined as
d
c,p
O (X,Y) =
(
1
n
(
min
δ∈∆n
m
∑
i=1
dc,p(xi, yδi)
p + cp(n−m)
))1/p
, (5.19)
where ∆n is all feasible sets of permutations on Y and dc,p(x, y) = min(c, ∥x− y∥p),
where c > 0 is the cut-off parameter. For m > n, d
c,p
O (Y,X) is calculated, instead.
As seen in Eq. 5.19, the OSPA error is the sum of two errors: cardinality and
location. The cardinality error penalizes mismatched number (cardinality) of the ele-
ments between the two sets which can be an indicator for missed or false tracks. The
location error measures the minimum distance between these two sets. Therefore,
it generally penalizes the higher distances due to the deviated points and can be a
good criterion for track accuracy error. However, the missed and false tracks can also
affects the location error due to the cut-off parameter c.
In this metric, the parameter p controls the sensitivity to outlier estimates that
are distant from the true targets. Moreover, the metric penalizes the cardinality error
by the cut-off parameter c as a higher value for this parameter penalizes the false or
missing targets more. At a first glance, the selection of the parameters c and p seems
to be critical for the performance of different methods. However, it was proved that
the different values of these parameters only change the scale of the error and do not
affect the method ranking [97].
As recall to Chapter 3, we used TPR and FPR∗ defined in Smal et al. [99] as the
performance measures for evaluating the detection algorithms. However, they do not
reflect the accuracy of the detections which can be up to dp pixels. Moreover, change
of the distance parameter, dp, may lead to different method rankings. Furthermore,
the way that true positives and false positives are calculated is not based on optimal
assignments. In order words, a detected point can be assigned as true positive to
more than one point in the ground truth as long as it is located in a distance less
than dp pixels from the points in ground truth.
Since the OSPA metric measures the distance between two sets of points based
on optimal assignments and includes location error representing detection accuracy,
and cardinality error representing missed or false detections, it can be also used for
the evaluation of the detections. Therefore, we will re-assess the performance of the
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detectors using the OSPA metric and investigate their sensitivity to changes in the
value of the main threshold ℓ by SO = −∂ OSPA/∂ℓ at ℓ = ℓ∗ and ℓ = ℓ∗∗.
5.4.1.2 OSPA-T
Although the OSPA metric measures the multi-target tracking errors such as track
accuracy and missed or false tracks, it does not directly evaluate the performance
of the data association step for the assignment errors such as inconsistent labeling
(label switching between the targets in crossing cases) and incorrect label initiation in
the case of track truncation. A new OSPA metric (OSPA-T) was introduced by Ristic
et al. [92] that consider the aforementioned errors by measuring the distance between
two sets of labeled points.
Let us assume that we have two labeled sets such that X =
{{l1, x1}, ..., {lm, xm}}
and Y =
{
{l˘1, y1}, ..., {l˘n, yn}
}
. In a multi-target tracking problem, these would be
the ground truth and estimated state of the targets with their labels in each time
frame. In this metric, the label correspondence between the estimated and ground
truth sets is first performed based on an optimal global assignment using the trajec-
tories’ temporal information [92]. Then, dc,p(x, y) in Eq. 5.19 is substituted by the
following distance.
dc,l,p
(
{x, l}, {y, l˘}
)
= min
(
c,
(
∥x− y∥pp +
(
lFδ(l, l˘)
)p)1/P)
, (5.20)
where Fδ(l, l˘) is a function, that is Fδ(l, l˘) = 0 if l and l˘ are the corresponding labels,
and Fδ(i, j) = 1 otherwise. The parameter l should be between 0 and c and controls
the penalty assigned to the labeling error. The case l = 0 assigns no penalty, and
l = c assigns the maximum penalty. In this thesis, we will report the results with
l = c.
5.4.2 Evaluation on Realistic Synthetic Sequences
The detection and tracking methods were first tested using 10 realistic synthetic
movies generated using our proposed framework. Each movie consists of 80 tar-
gets from around 2900 spots moving through 40 time frames inside a cell membrane
(an estimated background) that is extracted from real TIRFM sequences with effec-
tive region approximately equal to 420 × 420 pixels. The spots were generated in
different sizes ranged between 1.5− 4 pixels, similar to the size of the sub-cellular
structures in the real TIRFM. Furthermore, due to the 3-D dimensional motion of the
structures, their intensity changes according to their depth (see Chapter 4). There-
fore, they may either temporarily or permanently disappear from the frames. New
born targets may also gradually appear from the background. Similar to the real
TIRFM images, the locally varying SNR in the generated data was fixed between 2
and 6 (Fig. 5.2). The dynamics of the targets were modelled using random walk and
linear movement. Furthermore, targets can switch between these two dynamics.
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Figure 5.2: A part of the realistic synthetic data with locally varying SNR= 2− 6.
Methods
ℓ = ℓ∗ ℓ = ℓ∗∗
TPR ST SF OSPA SO FPR∗ ST SF OSPA SO
MSVST .67 .04 .00 9.12 1.05 .28 .04 .17 6.60 −1.60
HD .42 .58 .05 15.17 14.02 .70 .86 5.64 10.61 −45.59
MPHD .75 .03 .00 7.41 .70 .09 .01 .04 4.18 −0.22
Table 5.2: Performance comparison of the MSVST, HD, and MPHD detectors at
thresholds ℓ = ℓ∗ (FPR∗ = 0.01) and ℓ = ℓ∗∗ (TPR= 0.9) using the 10 realistic
synthetic movies with the metric parameters, dp = 4 (pixel), c = 25 (pixel), p = 1,
and the method’s parameters NS = 2, σL = 1.5, σM = 4 and σ = 1.0. The averaged
results are reported in the table.
5.4.2.1 Spot Detection
The MSVST, HD and MPHD detectors are re-evaluated using these realistic synthetic
sequences which include real background structures, spatially varying SNR and the
crossing spots with different sizes. Fig. 5.3 demonstrates the FROC curves of the
detectors delineated using the methods’ main threshold. In addition to the TPR,
FPR∗, ST and SF, the results using the OSPA metric and SO at ℓ = ℓ∗ and ℓ = ℓ∗∗
are also reported in Table 5.2. The results re-establish our claims about the reliability
of our MPHD detector compared to the MSVST and HD detectors for more realistic
and complex synthetic sequences.
5.4.2.2 Spot Tracking
The results of experiments 1 and 2 on the synthetic sequences using OSPA and OSPA-
T metrics are reported in Tables 5.3 and 5.4 respectively.
In the first experiment, the overall performance of the proposed tracking pack-
ages including their detection and tracking framework is assessed. For fair compar-
54 An Enhanced IMM-JPDA Filter for TIRF Microscopy Sequences
−2.6 −2.2 −1.8 −1.4 −1 −0.6 −0.20.3
0.4
0.5
0.6
0.7
0.8
0.9
1
log10(FPR*)
TP
R
 
 
MPHD
HD
MSVST
FPR*=10−2
TPR*=0.9
Figure 5.3: FROC curves of the detectors for the realistic synthetic sequences for
varying threshold.
ison, we attempted to find the values that resulted in the best performance for the
competing methods. According to Table 5.3, our proposed detection and tracking
framework has noticeably lower OSPA and OSPA-T in comparison with the other
methods. Although this significant difference can be due to a failure of the other
methods in any step of detection, tracking, data association and track management,
our further investigation indicates that this is mainly because of their detectors’ per-
formance. The detection schemes proposed in [25, 44, 96] are generally sensitive to
the background structures existing in our sequences. Therefore, they detect and track
many false targets which increase the errors. This argument can also be validated by
comparing the errors of the MHT method and MH-Tracker reported in Table 5.4. As
shown in Table 5.1, the difference between the MHT method and MH-Tracker is the
detection step. Therefore, this experiment re-establish our claim about the reliability
of the MPHD method for particle tracking applications.
In the second experiment, the same detected points using theMPHD scheme were
provided for all methods. In addition, our track management framework were used
for the IMM-InM, IMM-PDA, JPDA and our IMM-JPDA methods. According to Ta-
ble 5.4, the MH-Tracker has slightly higher OSPA and OSPA-T errors in comparison
with the other methods. Although the MHT is known as a reliable data association
techniques, our further consideration indicates that the higher errors are due to its
high cardinality error. In spite of using the same detections, the cardinality error
can be increased by improper track initiation and termination. Therefore, the results
show that our track management scheme can better deal with target initiation, termi-
nation and the cases such as missed detection and temporary appearance compared
to the framework used in [25]. The results for the IMM-InM and IMM-PDA filters
properly reflect the functionality of their data association techniques compared to the
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Methods Cardinality err. Location err. OSPA OSPA-T
P-Tracker 2.66 4.09 6.75 8.80
U-Tracker 2.34 9.12 11.46 12.67
MHT 2.00 5.14 7.14 9.24
IMM-JPDA 2.02 1.52 3.54 4.44
Table 5.3: Comparison of the performance of the spot tracking packages including
P-Tracker, U-Tracker, MHT, and IMM-JPDA on 10 realistic synthetic movies using
OSPA and OSPA-T errors with the parameters p = 1 and l = c = 25 (pixel).
Methods Cardinality err. Location err. OSPA OSPA-T
MH-Tracker 3.93 0.81 4.74 6.26
IMM-InM 2.42 2.03 4.45 6.04
IMM-PDA 2.39 1.99 4.38 5.73
JPDA 2.54 1.24 3.78 4.85
IMM-JPDA 2.02 1.52 3.54 4.44
Table 5.4: Comparison of the performance of the data association schemes includ-
ing MH-Tracker, Innovation matrix based, PDA, and JPDA on 10 realistic synthetic
movies using OSPA and OSPA-T errors with the parameters p = 1 and l = c = 25
(pixel).
JPDA filter. As expected, selection of the JPDA filter as data association technique
enhances the performance of the tracking system. However, the JPDA filter is not
solely sufficient for tracking maneuvering dynamics of sub-cellular structures and
should be followed by the IMM filter.
The performance of our IMM-JPDAmethod for some complex situations is demon-
strated in Fig. 5.4.
5.4.3 Evaluation on Real Sequences
The described detection and tracking methods were also tested on real TIRFM se-
quences (Figs. 5.5) acquired from a pancreatic beta cell. Since the preparation of a
reliable tracking manual annotation for the real sequences is an errorful and tedious
procedure, the ground truth was only provided for a small part of the sequences
(60 × 60 pixels) from where the objects are easily detectable. An independent ex-
pert manually tracked all visible structures in this part of the movie within 150 time
frames using the freely available software tool MTrackJ [70]. The annotated trajecto-
ries are double-checked by another biologist expert to maximize the reliability of the
ground truth.
This ground truth consists of the 160 trajectories generated from around 8050
spots. Compared to the synthetic sequences, the detection of the structures in the
selected part of the real data is not the main challenge due to their visibility. However,
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(a) (b) (c) (d)
Figure 5.4: The result of tracking using the proposed IMM-JPDA filter (dashed line)
and the ground truth (solid line) for (a) a complex assignment, (b) a temporary dis-
appearance (between two red lines), (c) a maneuvering motion, and (d) a switching
dynamics.
Methods
ℓ = ℓ∗ ℓ = ℓ∗∗
OSPA SO OSPA SO
MSVST 19.39 .40 6.01 −4.56
HD 15.31 13.79 6.81 15.73
MPHD 12.93 0.23 5.48 -0.03
Table 5.5: Performance comparison of the MSVST, HD, and MPHD detectors at
thresholds ℓ = ℓ∗ (FPR∗ = 0.01) and ℓ = ℓ∗∗ (TPR= 0.8) on real TIRFM sequences
with the metric parameters, c = 25 (pixel), p = 1, and the method’s parameters
NS = 2, σL = 1.5, σM = 4 and σ = 1.0. The averaged results are reported in the table.
it can be a good evaluator for tracking and data association techniques since it was
chosen from a dense area where targets are closely located from each other and
consist of more occlusion cases.
5.4.3.1 Spot Detection
In Chapter 3, we evaluated the performance of the MSVST, HD and MPHD detectors
on the real sequences with manual ground truth. However, we reported the results
using the TPR and FPR∗ based performance measures. Here, we reported the results
using the more reliable OSPA metric at ℓ = ℓ∗ and ℓ = ℓ∗∗. Similar to the assessment
on the realistic synthetic sequences, the results shows that the MPHD detector is
better able to detect the targets and is less sensitive to its main parameter.
5.4.3.2 Spot Tracking
The results of the experiments 1 and 2 on the real sequences are reported in Tables 5.6
and 5.7 respectively. According to the results, our arguments about the performance
of the methods on the synthetic sequences are still valid for real sequences. However,
the real sequences can be a better evaluator for the data association techniques due
to the density of the targets. The significant difference between the OSPA and OSPA-
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Methods Cardinality err. Location err. OSPA OSPA-T
P-Tracker 2.82 1.91 4.73 11.24
U-Tracker 6.84 5.32 12.16 16.42
MHT 7.64 0.57 8.21 15.00
IMM-JPDA 1.73 2.75 4.48 10.09
Table 5.6: Comparison of the performance of the spot tracking packages including
P-Tracker, U-Tracker, MHT and IMM-JPDA on real TIRFM sequences using OSPA
and OSPA-T errors with the parameters p = 1 and l = c = 25 (pixel).
Methods Cardinality err. Location err. OSPA OSPA-T
MH-Tracker 4.13 1.73 5.86 11.02
IMM-InM 15.54 0.80 16.34 18.68
IMM-PDA 11.28 1.07 12.35 15.68
JPDA 2.11 2.68 4.79 10.91
IMM-JPDA 1.73 2.75 4.48 10.09
Table 5.7: Comparison of the performance of the data association schemes including
MH-Tracker, Innovation matrix based, PDA, and JPDA on real TIRFM sequences
using OSPA and OSPA-T errors with the parameters p = 1 and l = c = 25 (pixel).
T errors in most of the methods denotes how challenging the real data is for data
association techniques.
According to Table 5.6, our proposed detection and tracking framework can still
outperform the other methods. The U-Tracker detection method still does not per-
form well on real data. In contrast, P-tracker shows a comparable results with IMM-
JPDA filter in both synthetic data and real data. The performance of the MHT can
be different depending on the detections. Another arguable point about the tables
is that the errors for the IMM-InM and IMM-PDA filters are noticeably higher com-
pared to the synthetic data. As we discussed, the real data is a better evaluator for
data association techniques. The both PDA and InM schemes neglect the effect of
other targets in the measurement-to-target assignments. As a result, a measurement
may be assigned to several targets in case of closely moving and crossing targets.
In this case, several tracks maybe assigned to a single target (known as track coa-
lescence) and this issue affects both on the OSPA cardinality and OSPA-T errors. In
contrast, our IMM-JPDA filter can properly deal with this situation.
The tracking results of the IMM-JPDA on a part of real sequences are shown
in Fig. 5.5. This figure shows the ability of the IMM-JPDA in dealing with occlu-
sion cases. In this figure, the target with the orange square is partially and totally
occluded by the targets with the purple and green squares. However, the tracking
algorithm maintains its track continuity and does not truncate it.
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Figure 5.5: The tracking result using the proposed IMM-JPDA filter on a real TIRFM
sequences. Each target is shown by an unique color. In the bottom row figures, only
a part of the tracked targets are shown for a better visualization.
5.5 Summary
In this chapter, we proposed a framework for tracking time-varying number of ob-
jects in TIRFM sequences using the combination of the IMM and JPDA filters along
with a track management. We also used our MPHD detector to have a reliable track-
ing package for particle tracking applications. We further evaluated our detection
method on our realistic sequences and we used a new metric to re-validate our claim
about robustness of our detector compared to the MSVST and HD detectors. The
experimental results also indicated that the performance of tracking methods can be
noticeably affected by their detection and data association. Our results show that the
combination of IMMwith JPDA can be effective in both tracking non-linear dynamics
and solving the complex measurement-to-track assignment problem. However, the
IMM-JPDA filter can be may be very computational demanding algorithm for the
dense data with the inconsistent detections that includes many missed detections.
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In this case, the JPDA algorithm confronts a very big clusters for calculating their
joint scores. To ease this computational burden, we suggested to control the size of
the gate and determinant of the innovation matrix for gating purpose which may
increases the track truncation error.
Generally speaking, the complexity and the performance of tracking algorithms
heavily depend on their data association and track management algorithms. Accept-
able tracking performance requires a robust and complex data association technique
and track management, the complexity of which adversely affects running time.
As a unified alternative, a recent generation of Bayesian filters based on the the-
ory of Random Finite Set (RFS) has been proposed in the literature. In this approach,
the state of targets and measurements are modelled as random finite sets. Then, the
Bayesian filtering framework is used to recursively estimate and update the joint pos-
terior density of the targets’ states as a random finite set. This elegant formulation
avoids explicit track management and associations between measurements and tar-
gets which makes this approach advantageous compared to the traditional Bayesian
tracking algorithms. In the next chapter, we will introduce the random finite set the-
ory. We will show how it can be combined with Bayesian framework for multi-target
tracking applications. Some of the filters derived using this approach will be applied
to our application and their advantage and weaknesses will be discussed.
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Chapter 6
Random Finite Set Based Bayesian
Filtering
The notion of Bayes optimality is fundamental to the Bayesian estimation paradigm
and is well-defined for single-target tracking [66]. While Bayes optimal tracking tech-
niques such as Kalman and particle filters are formulated for a single target, they can
be algorithmically extended to track a time-varying number of targets by combining
with data association and track management techniques [5, 11, 43]. However, the
notion of Bayes optimality does not carry over. Nonetheless this approach to multi-
target tracking has been used in a wide range of applications, including cell and
particle tracking.
The random finite set (RFS) approach, introduced by Mahler generalizes the no-
tion of Bayes optimality to multi-target system using RFS theory [66]. The key dif-
ference with other approaches is that the collection of target states at any given time
is treated as a set-valued multi-target state. This representation provides an elegant
formulation for multi-target system which avoids track management and data asso-
ciation techniques. The RFS approach has generated substantial interest in recent
years with the development of the Probability Hypothesis Density (PHD) filter [62],
Cardinalized PHD (CPHD) filter [63], multi-Bernoulli filters [112, 115], labeled RFS
filter [113] and a host of many applications [67].
In this Chapter, we will briefly introduce the RFS statistics and its application for
multi-target tracking applications as a background to the next chapters.
6.1 Random Finite Set
In statistics, a continuous (one or multi-dimensional) random variable x is a (one
or multi-dimensional) variable whose value varies continuously and is subject to
variations due to randomness. In a related concept, a continuous random vector
can be defined by stacking several continuous random variables into a single vec-
tor, x =
(
x1, · · · , xn). The mathematical function describing the possible values of
a continuous random vector and their associated joint probabilities is known as a
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probability density function (PDF) f (x) such that∫ ∞
−∞
f (x)dx = 1. (6.1)
Intuitively, a random finite set (RFS) X is a finite-set valued random variable X ={
x1, · · · , xn} in which each xi can be one or multi-dimensional. What distinguishes
an RFS from a random vector is that: the number of constituent variables is random
and the variables themselves are random, distinct and unordered.
Accordingly, a newmathematical statistics, the so called Finite-set statistics (FISST),
has been derived for RFSs based on point process theory [65]. Here, we introduce
some definitions and examples from finite-set statistics useful for this thesis. More
details about the FISST can be found in [65, 66]
6.1.1 Some Definitions
A statistical function describing an the finite-set variable X is a combinatorial proba-
bility density function f (X) which consists of a discrete probability distribution, the
so called cardinality distribution, and a family of joint probability densities on the
number and the value of the constituent variables, respectively. Similar to the defi-
nition of PDF for a random variable, the PDF of an RFS must sum to unity over all
possible numbers and values of the elements such that
∫
f (X)δX $ f (∅) +
∞
∑
n=1
1
n!
∫
f ({x1, · · · , xn})dx1 · · · dxn = 1, (6.2)
where
∫ ·δX is integral set and calculated as shown above and f (∅) is the probability
of the empty set.
The cardinality distribution ρ(n) over the number of elements in the random
finite set X is attained by
ρ(n) =
∫
|X|=n
f (X)δX $
1
n!
∫
f ({x1, · · · , xn})dx1 · · · dxn. (6.3)
The first statistical moment, or the expected value, of an RFS is known as intensity
density or probability hypothesis density (PHD) and is calculated by definition as
v(x) $
∫
δX(x) f (X)δX, (6.4)
where δX(x) = ∑y∈X δy(x) and δy(x) denotes the Dirac delta function concentrated
at y. The PHD function v(x) is interpreted as the instantaneous expected number
of the variables that exist at that point x. Moreover, the integral of the PHD over a
region gives the expected number of elements in that region and the peaks of the
PHD indicate highest local concentration of expected number of elements.
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6.1.2 Some Examples
The Bernoulli, Multi-Bernoulli and Poisson RFSs are some examples of i.i.d. cluster
RFSs1 applicable in derivation of the multi-target tracking Bayesian filters.
Bernoulli RFS: A Bernoulli RFS X is the simplest RFS which has maximum of one
element. Therefore, it is either an empty set X = ∅ with the existence probability
1− q or a singleton set with the existence probability q distributed according to a
probability density p(x).
f (X) =
{
1− q, X = ∅,
q.p(x), X = {x}, (6.5)
By substituting Eq. 6.5 into Eq. 6.3, it can be easily shown that the cardinality
distribution of a Bernoulli RFS is a Bernoulli distribution with parameter q.
ρ(n) =
{
1− q, n = 0,
q, n = 1,
(6.6)
Multi-Bernoulli RFS: A multi-Bernoulli RFS X is a union of a fixed number of
independent Bernoulli RFSs X(i) as
X =
NB⋃
i=1
X(i),
with existence probability q(i) ∈ (0, 1) and probability density p(i)(x). The probability
density of a Multi-Bernoulli RFS is defined using the following equation [66].
f
(
X =
{
x1, · · · , xn
})
= f (∅)× ∑
1≤i1 ̸=··· ̸=in≤NB
n
∏
j=1
q(i
j)p(i
j)(xj)
1− q(ij)
, (6.7)
where f (∅) = ∏NBj=1
(
1− q(j)
)
.
The cardinality distribution of a Multi-Bernoulli RFS can be easily calculated by
substituting Eq. 6.7 into Eq. 6.3.
ρ(n) = f (∅) ∑
1≤i1 ̸=··· ̸=in≤NB
n
∏
j=1
q(i
j)
1− q(ij)
. (6.8)
Poisson RFS: An RFS is Poisson RFS X with a given the intensity function v(·),
if its cardinality is Poisson distributed, with mean λ =
∫
v(x)dx. A Poisson RFS is
completely characterized by its intensity function and thus, its probability density is
in terms of v(·).
f (X) = e−λvX , (6.9)
where vX = v(x1) · · · v(xn) for |X| = n.
1An i.i.d. cluster RFS is an RFS type that for any finite cardinality, its constituent elements are
independently and identically distributed according to their joint probability densities.
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By substituting Eq. 6.9 into Eq. 6.3, it can be shown that the cardinality distribu-
tion of a Poisson RFS is a Poisson distribution with parameter λ.
ρ(n) =
e−λλn
n!
. (6.10)
6.2 RFS for Multi-Target Tracking
In the Bayesian estimation paradigm, the state and measurements are treated as re-
alizations of random variables which are suitable for single target and single mea-
surement systems. However, in a multi-target system where the number of targets is
varying, the collection of states and measurements can be naturally represented as
finite sets.
Let x1t , · · · , xNtt and z1t , · · · , zMtt be the states of all Nt targets and all Mt measure-
ments at time t, respectively. Over time, some of these targets may disappear, new
targets may appear, and the surviving targets evolve to new states. Moreover, due
to poor detector performance, only some targets are detected at each time step and
many measurements are spurious detections (clutter). Thus, we can conveniently
represent each time slice with two finite sets as
Xt = {x1t , · · · , xNtt },
Zt = {z1t , · · · , zMtt }.
(6.11)
In this case, the concept of a random finite set (RFS) is required to cast the
multi-target estimation problem in the Bayesian framework. Mahler’s Finite Set
Statistics (FISST) provides powerful yet practical mathematical tools for dealing with
RFSs [62, 66], based on a notion of integration and density that is consistent with
point process theory [111]. The centerpiece of the RFS approach is the so called
Bayes multi-target filter, a generalization of the single-target (optimal) Bayes filter
to accommodate multiple targets based on multi-target dynamic and measurement
models.
6.2.1 Multi-Target Dynamical Model
Given a multi-target state Xt−1 at time t− 1, each target xt−1 ∈ Xt−1 either continues
to exist at time t with probability pS,t(xt−1) and moves to a new state xt with prob-
ability density ft|t−1(xt | xt−1), or dies with probability 1− pS,t (xt−1) and takes on
the value ∅. Thus, given a state xt−1 ∈ Xt−1 at time t− 1, its behaviour at time t is
modelled by a Bernoulli RFS which we denote by Et|t−1(xt−1) as
Et|t−1(xt−1) =
{ {xt} with likelihood pS,t(xt−1) ft|t−1(xt | xt−1),
∅ with likelihood 1− pS,t(xt−1). (6.12)
Assuming that individual targets move independently, each of the above Bernoulli
RFSs are mutually independent conditioned on Xt−1. Thus the survival or death of
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all existing targets from time t− 1 to time t is modelled by the multi-Bernoulli RFS
Ft|t−1(Xt−1) =
⋃
xt−1∈Xt−1
Et|t−1(xt−1). (6.13)
The appearance of new targets at time t is modelled by an RFS of spontaneous births
Γt which is usually specified as an i.i.d. cluster RFS with intensity function γt(·) and
cardinality distribution ρΓ,t(·)2. Consequently, the RFS multi-target state Xt at time t
is given by the union
Xt = Ft|t−1(Xt−1) ∪ Γt. (6.14)
Uncertainty in the above equation is expressed by an RFS probability density, so
called the multi-target transition density ft|t−1(Xt | Xt−1) which incorporates target
dynamics, births and deaths [66].
6.2.2 Multi-Target Measurement Model
Given a multi-target state Xt at time t, each target xt ∈ Xt, at time t, is either detected
with probability pD,t (xt) and generates an observation zt with likelihood gt(zt | xt),
or missed with probability 1− pD,t (xt) and generates the value ∅, i.e. each target
xt ∈ Xt generates a Bernoulli RFS which we denote by Dt(xt) as
Dt(xt) =
{ {zk} with likelihood pD,t(xt)gt(zt | xt),
∅ with likelihood 1− pD,t(xt). (6.15)
The set of measurements generated by Xt, at time t, is modelled by the multi-
Bernoulli RFS
Ht(Xt) =
⋃
xt∈Xt
Dt(xt). (6.16)
In addition, the sensor receives a set of false/spurious measurements or clutter, mod-
elled by an RFS Kt, which is usually specified as an i.i.d. cluster RFS with intensity
function κt and cardinality distribution ρK,t [66]. Consequently, at time t, the multi-
target measurement Zt generated by the multi-target state Xt is formed by the union
Zt = Ht(Xt) ∪ Kt. (6.17)
Uncertainty in the above equation is expressed by an RFS likelihood, the so called
multi-target measurement likelihood gt(Zt | Xt) which incorporates detection uncer-
tainty and clutter.
6.2.3 Bayes Multi-Target Filter
According to finite-set statistics and Bayes theorem, the multi-target posterior den-
sity pt(Xt | Z1:t) can be recursively estimated by the aforementioned multi-target
transition density and measurement likelihood using the following prediction and
2An i.i.d. cluster RFS can be statistically represented by its intensity and cardinality distribution.
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update equations.
pt|t−1(Xt | Z1:t−1) =
∫
ft|t−1(Xt | Xt−1)pt−1(Xt−1 | Z1:t−1)δXt−1, (6.18)
pt(Xt | Z1:t) =
gt(Zt | Xt)pt|t−1(Xt | Z1:t−1)∫
gt(Zt | Xt)pt|t−1(Xt | Z1:t−1)δXt
. (6.19)
This filter generalizes the notion of Bayes optimality to multi-target system using
RFS theory and provides an elegant Bayesian formulation which avoids track man-
agement and data association techniques.
6.2.4 RFS Bayesian Filtering Variants
Although the aforementioned filter provides an elegant Bayesian formulation of the
multi-target filtering problem, it is computationally expensive in most practical ap-
plications due to the set integral [62]. To alleviate this intractability, different approx-
imation of this filter such as the probability hypothesis density (PHD) [62], Cardinal-
ized PHD (CPHD) [63] and Multi-target Multi-Bernoulli (MeMBer) [66] filters have
been derived in literature.
The probability hypothesis density (PHD) filter is a popular multi-target filter
which propagates the posterior PHD or intensity distribution of the targets vt(xt)
which is the first statistical moment of the probability density function pt(Xt | Z1:t) [62].
In this work, it is shown that pt(Xt | Z1:t) is a Poisson RFS if each target evolves and
generates observations independently of one another, clutter is Poisson and inde-
pendent of target-originated measurements and the predicted multiple-target RFS
pt(Xt | Z1:t) is Poisson. Therefore, the propagation of intensity distribution vt(xt)
can be sufficient as pt(Xt | Z1:t) is completely characterized by its intensity function.
As a result, this filter is noticeably computationally cheap compared to the Bayes
multi-target filter.
The CPHD filter further generalizes the PHD filter in that pt(Xt | Z1:t) can be
a general independent and i.i.d. cluster process rather than strictly Poisson. The
CPHD filter jointly propagates the posterior intensity, vt(xt), and cardinality, ρt(nt),
distributions. The propagation of the cardinality distribution makes the filter more
robust in the estimation of the number of targets [63].
The MeMBer filter approximates the multi-target probability density function
pt(Xt | Z1:t) by a multi-Bernoulli RFS. Therefore, the filter propagates this distribu-
tion over time which is more computationally tractable than the Bayes multi-target
filter.
In addition to the original equations for the PHD, CPHD and MeMBer filters,
their different implementations and variations have been proposed in literature in-
cluding the PHD, CPHD and Multi-Bernoulli filters for the linear and non-linear
systems, jump Markov system models for maneuvering targets, track-before-detect
approaches, tracking with unknown clutter rate and detection profile and multi-
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target tracking using superpositional sensors. Further details about these filters and
their recursive equations can be found in [64, 68, 73, 81, 106, 110–112, 114–116].
6.3 Summary
In this chapter, we first introduced a new statistical tools to deal with random fi-
nite sets. Then, we showed that how this concept can be combined by the Bayesian
framework for multi-target filtering problems. This approach provides an elegant for-
mulation for this application while avoiding track management and data association
techniques. Moreover, we introduced different variants of the RFS based Bayesian
filters derived based on this theory.
As discussed in Chapter 5, a reliable Bayesian multi-target tracking method for
microscopy sequences requires a robust and complex data association technique and
track management. However, these steps may affect running time and make the
tracking method very computationally demanding, especially in biological applica-
tions with numerous and dense targets and noisy detections. Therefore, the RFS
based approach can be a good alternative solution for tracking of microscopic struc-
tures. In the next chapters, we will investigate the application of two RFS based
Bayesian filters including the PHD and CPHD filters on biological sequences and
will propose a general framework for tracking microscopic sub-cellular structures.
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Chapter 7
A PHD Filter for Time-Lapse
Microscopy Sequences
In this chapter, we investigate the application of the PHD filter on biological se-
quences. We know of only two published applications of this filter to cell and par-
ticle tracking [46, 119]. In these works, the motion of the cellular and sub-cellular
structures is modelled using single linear Gaussian dynamics. However, in many bi-
ological applications, a single motion model cannot mimic maneuvering dynamics of
structures. Thus, these approaches cannot be extended to other similar applications.
In this chapter, we propose a general framework for tracking cellular and sub-
cellular structures using the multiple model approach or the jump Markov system
(JMS) implementation of the PHD filter [81]. Furthermore, we derive a new closed-
form recursive equation for the multiple model Gaussian mixture PHD (MM-PHD)
filter. By including some assumptions required for tracking particles in many bio-
logical applications, this new form is more general than the closed-form suggested
by Pasha et al. [81]. Since the state of an individual target cannot be extracted from
output of the PHD filter, we also propose a scheme for identity propagation of the
targets in this chapter. To show the efficiency of the proposed framework, we apply
it to particle tracking on both realistic synthetic data and real TIRFM data and com-
pare the tracking results against the results of the existing MM-PHD filter [81] and
our reliable IMM-JPDA filter.
7.1 The PHD Recursive Equations
As mentioned in Chapter 6, if the multi-target probability density function pt(Xt |
Z1:t) can be assumed to be a Poisson RFS, the posterior PHD or intensity distribution
of the targets vt(xt) can be propagated over time instead of the multi-target posterior
distribution. Under this assumption, it has been proved that the recursive equations
for the Bayes multi-target filter (Eqs. 6.18- 6.19) can be simplified to the following
PHD recursive equations [62],
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1. Prediction:
vt|t−1(xt) =
∫
pS,t|t−1(xt−1) ft|t−1(xt | xt−1)vt−1(xt−1)dxt−1
+
∫
βt|t−1(xt | xt−1)vt−1(xt−1)dxt−1 + γt(xt),
(7.1)
2. Update:
vt(xt) =[1− pD,t(xt)]vt|t−1(xt)
+ ∑
z∈Zt
pD,t(xt)gt(zt | xt)vt|t−1(xt)
κt(zt) +
∫
pD,t(xt)gt(zt | xt)vt|t−1(xt)dxt
, (7.2)
where xt ∈ Xt is single-target state space, ft|t−1(· | ·) and gt(· | ·) are the single target
transition density and measurement likelihood, pS,t|t−1(·) and pD,t(·) are survival
and detection probabilities, and κt(·), βt|t−1(·) and γt(·) denote the clutter, spawn
and birth intensities, respectively [62].
As seen in the above equations, the PHD recursion operates on the single-target
state space instead of the multi-target state space which makes it a computationally
tractable filter compared to the Bayes multi-target filter.
The predicted intensity in Eq. 7.1 consists of three terms including
vt|t−1(·) = v f ,t|t−1(·) + vβ,t|t−1(·) + vγ,t|t−1(·), (7.3)
where v f ,t|t−1(·), vβ,t|t−1(·) and vγ,t|t−1(·) are the intensity distributions due to exist-
ing targets, spawned and newborn targets, respectively. In addition, the terms such
as pD,t(·) and κt(·) in the updated intensity (Eq. 7.2) model the detection uncertainty
and clutter noise in the measurements. Therefore, the filter incorporates complexi-
ties such as the birth and spawn models, clutter noise, and detection uncertainty in
its formulation. Moreover, since it is derived based on RFS theory, it avoids explicit
data association between measurements and targets. All above features make this
filter advantageous compared to the traditional Bayesian tracking algorithms for the
biological applications.
Note that the PHD recursion involves integrals and does not have a closed-form
solution in general. The Sequential Monte Carlo implementation of this filter, so
called SMC-PHD (or particle-PHD) filter [111], is a generic solution for propagating
the intensity distribution. However, the drawback of this approach is the high com-
putational cost due to the large number of required particles [110]. In the case where
the target dynamics and measurement model are both linear and Gaussian, and the
birth and spawn terms can be expressed as a mixture of Gaussians, there is a closed-
form for this recursion, the so called Gaussian mixture PHD (GM-PHD) filter, which
is computationally efficient [110].
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7.2 Our Proposed Multiple Model PHD Filter
We now tailor a framework using this filter for particle tracking in biological applica-
tions. To propose a practical tracker for densely populated particles with reasonable
processing time, we assume linear Gaussian models. Moreover, we model maneuver-
ing dynamics of the particles with multiple such models. Although, the JMS model
for the PHD filter was previously proposed by Pasha et al. [81], we introduce a more
general closed-form implementation.
7.2.1 The State and Measurement Vectors
Sequences acquired from time-lapse cell microscopy imaging systems usually contain
hundreds of cellular and sub-cellular structures appearing as similar tiny particles
occupying few pixels in the image. Thus, using shape similarity between objects in
order to associate the measurements to the tracks is not helpful. Typically in these
particle tracking applications, the (kinematic) state vector, xt, includes basic features
such as position xp,t, velocity x˙p,t, acceleration x¨p,t, direction θt and the mean intensity
It of particles [25, 33, 38, 46, 98, 100, 119, 123].
The measurement vector zt contains what can be measured from the sequences,
e.g., the intensity of each pixel. However, the intensity of each pixel is usually a non-
linear function of the state vector as previously explained in Chapter 2. Therefore
in this case, SMC-PHD filter which is computationally intensive, is required for the
tracking framework. In contrast, a simple detection approach can be usually applied
for calculation of an estimated position xˆp,t or an estimated intensity Iˆt of each parti-
cle. Although the detections include many false alarms, the PHD filter can properly
deal with this while using the more efficient Gaussian mixture model.
7.2.2 Modelling Manoeuvring Behaviour of Particles
In many biological applications, the sub-cellular structures exhibit intricate motion
patterns and maneuvering dynamics which cannot be described by a single linear
Gaussian motion model. Instead, the motions can be appropriately modelled by
several linear dynamic models [25, 33, 35, 100, 123]. Therefore, we propose a multiple
model approach for simulating the motion of these structures as follows.
For notational convenience, we remove the time index t in our formulation through-
out the chapter. However, the random variables and distributions are generally time-
dependent. All random variables (·)t at time t and (·)t−1 at time t− 1 are simply
denoted by (·) and ´(·) , respectively.
Similar to the previous chapters, we assume that the maneuvering dynamics of
the structures can be modelled by R linear Gaussian models and measurement like-
lihood has also a linear Gaussian form for each model r ∈ R = {1, ..., R} such that
f (x | x´, r) = N (x; F(r)x´,Q(r)) , (7.4)
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g(z | x, r) = N (z;H(r)x,R(r)) , (7.5)
where F(r), H(r), Q(r) and R(r) are the transition, the measurement, and the process
and measurement noise covariance, matrices for model r, respectively.
In some biological applications [50, 89], the transition from a dynamic model to
another model depends not only on the current model but also on the state of the
structures, i.e., its position or velocity. Thus, a more accurate model includes a state-
dependent model transition probability τf (r | r´, x´). Therefore, the transition density
f (· | ·) for the augmented state vector x = (x, r) can be written as the following
factored form.
f (x | x´) = f (x | x´, r)τf (r | r´, x´). (7.6)
where f (x | x´, r) is the state transition density for a specific model r. In this approach,
it is supposed that τf (r | r´, x´) can be expressed by an affine mixture of Gaussians,
τf (r | r´, x´) = w0τ(r, r´) +
Jτ(r,r´)
∑
j=1
w
j
τ(r, r´)N
(
x´; µ
j
τ(r, r´),Σ
j
τ(r, r´)
)
,
∀x´, r´, 0 " τf (r | r´, x´) and ∑
r
τf (r | r´, x´) = 1
(7.7)
where w
j
τ, Jτ(r, r´), µ
j
τ(r, r´) and Σ
j
τ(r, r´) are given model parameters and are tuned
based on prior knowledge about the application. Note that w
j
τ(·) can be negative so
that the conditions in Eq. 7.7 are met.
Instead of having a constant model transition probability, the definition of τf (· | ·)
lets us to adaptively change the transition probability weights w
j
τ(·) based on a set
of Gaussian functions of the state x´.
7.2.3 Modelling Spawn Term
Similarly, the state of spawned structures may be affected by the state of their par-
ents in these applications [27]. Therefore, the spawned intensity for the augmented
state x = (x, r) can be calculated using Campbell’s theorem (for marked point pro-
cesses) [81] by
β(x | x´) = β(x | x´, r´)τβ(r | r´, x´), (7.8)
where β(x | x´, r´) is the spawned intensity of the state x for the model r´ and τβ(r | r´, x´)
is the state-dependent spawn model transition probability.
In this approach, it is assumed that the β(· | ·) and τβ(· | ·) can be represented by
a Gaussian mixture and an affine mixture of Gaussians, respectively.
β(x | x´, r´) =
JB(r´)
∑
j=1
w
j
B(r´)N
(
x; F
j
B(r´)x´+ d
j
B(r´),Q
j
B(r´)
)
, (7.9)
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τβ(r | r´, x´) = w0τβ(r, r´) +
Jτβ (r,r´)
∑
l=1
wlτβ(r, r´)N
(
x´; µlτβ(r, r´),Σ
l
τβ(r, r´)
)
,
∀x´, r´, 0 " τβ(r | r´, x´) and ∑
r
τβ(r | r´, x´) = 1,
(7.10)
where JB(·),wjB(·), FjB(·), djB(·), QjB(·), Jτβ(·), wlτβ(·), µlτβ(·) and Σlτβ(·) are given pa-
rameters for these models [81] and are set based on a prior knowledge of the spawn
phenomena in the application. Note that wlτβ(·) can be negative so the conditions in
Eq. 7.10 are met.
Similarly, the definition of τβ(· | ·) lets us to adaptively change the spawn transi-
tion probability weights wlτβ(·) based on a set of Gaussian functions of the state.
7.2.4 State-Dependent Survival and Detection Probabilities
The probabilities that a target survives, pS(·), or is detected by the detection scheme,
pD(·), may depend on its state. For example, the sub-cellular structures may fuse
or may disappear from the field of view around specific locations. Similarly, the
probability of detection may vary such that the structures with faint intensity may
not be detected as well as other structures [119]. Therefore, state-dependent survival
and detection probabilities, pS(·) and pD(·), can enhance the tracking results. In
our framework, we assume that these probabilities can be represented by Gaussian
mixture models.
pS(x´, r´) = w
0
S(r´) +
JS(r´)
∑
l=1
wlS(r´)N
(
F(r)x´; µlS(r´),Σ
l
S(r´)
)
,
∀x´, r´, 0 " pS(x´, r´) " 1,
(7.11)
pD(x, r) = w
0
D(r) +
JD(r)
∑
l=1
wlD(r)N
(
x; µlD(r),Σ
(l)
D (r)
)
,
∀x, r, 0 " pD(x, r) " 1.
(7.12)
The parameters of the survival and detection probabilities such as wlS(·), JS(·), µlS(·),
ΣlS(·), wlD(·), JD(·), µlD(·) and ΣlD(·) are set based on the application.
7.2.5 Modelling Birth Term
In most biological applications, the locations of spontaneous births are either un-
known or uniformly distributed everywhere in the image background [89, 98, 100,
119]. However in this filtering framework, a prior on birth locations is required to
estimate the birth intensity distribution. To address this, we use a Gaussian term
with very high variance, as the birth intensity distribution of the state x such that
this Gaussian for region of interest resembles the uniform distribution.
γ(x) = wγN (x; µγ,Σγ) , (7.13)
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where wγ represents the expected number of new born targets in each time frame.
This allows that any detection has the same chance to be considered as new born
targets. The birth intensity distribution for the augmented state x = (x, r) is then
given by γ(x, r) = γ(x)τγ(r), where τγ(r) is the probability of birth for model r [81].
7.2.6 A Closed-Form PHD Recursion
Our model differs from Pasha et al. [81] by the introduction of state-dependent mod-
els for τf (· | ·) and τβ(· | ·). Therefore, the closed-form for the augmented predicted
intensity vt|t−1(·) will be different from [81]. However, the augmented updated in-
tensity vt(·) are obtained similar to the general closed-form proposed in their paper.
In order to show that there is a closed-form for the predicted intensity (Eq. 7.1) using
the above models, two Lemmas are required.
Lemma 1: The product of two Gaussian distributions is a weighted Gaussian such
that
N (x; µ1,Σ1)N (x; µ2,Σ2) = CcN (x; µc,Σc), (7.14)
where Cc = N (µ1; µ2,Σ1 + Σ2), Σc = (Σ−11 + Σ−12 )−1 and µc = Σc(Σ−11 µ1 + Σ−12 µ2).
We have the following Corollary from this Lemma as∫
N (x; µ1,Σ1)N (x; µ2,Σ2)dx = Cc, (7.15)
Lemma 2: The product of a Gaussian and a conditional Gaussian has a weighted
Gaussian form such that
N (x; µ,Σ)N (z;Hx+ d,R) = Cb(z)N (x; µb,Σb), (7.16)
where Cb(z) = N (z;Hµ+ d,R+HΣHT), µb = µ+ K(z− d−Hµ), and Σb = (I−
KH)Σ, where K = ΣHT(HΣHT + R)−1.
We have the following Corollary from this Lemma as∫
N (x; µ,Σ)N (z;Hx+ d,R)dx = Cb(z), (7.17)
Prediction Step: Supposing that the augmented posterior intensity vt−1 at time t− 1
has a Gaussian mixture form as
vt−1(x´, r´) =
J(r´)
∑
i=1
w(i)(r´)N
(
x´; µ(i)(r´),Σ(i)(r´)
)
, (7.18)
it can be shown that each term in Eq. 7.3 has Gaussian mixture form.
By substituting Eqs. 7.6, 7.11 and 7.18 into the first term of Eq. 7.1 and using
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Lemmas 1 and 2, it can be shown that v f (·) has Gaussian mixture form as,
v f (x, r) =∑
r´
J(r´)
∑
i=1
JS(r´)
∑
l=0
Jτ(r,r´)
∑
j=0
w
i,l,j
f (r, r´)N
(
x; µ
i,l,j
f (r, r´),Σ
i,l,j
f (r, r´)
)
. (7.19)
The closed-from equations for w
(i,l,j)
f , µ
(i,l,j)
f and Σ
(i,l,j)
f can be easily calculated using
the aforementioned lemmas. Due to the notional complexity, we show it by a Pseudo-
Code in Table 7.1.
Similarly by substituting Eqs. 7.8 and 7.18 into the second term of Eq. 7.1 and
using Lemmas 1 and 2, it can be shown that vβ(·) also has a Gaussian mixture form
as
vβ(x, r) =∑
r´
J(r´)
∑
i=1
Jβ(r,r´)
∑
j=1
Jτβ (r,r´)
∑
l=0
w
i,j,l
β (r, r´)N
(
x; µ
i,j,l
β (r, r´),Σ
i,j,l
β (r, r´)
)
. (7.20)
As above, the closed-form equations for w
i,j,l
β , µ
i,j,l
β and Σ
i,j,l
β can be calculated using
the lemmas.
Finally, the last term in Eq. 7.1 is Gaussian term equal to
vγ(x) = γ(x, r) = wγτγ(r)N (x; µγ,Σγ) . (7.21)
Consequently, vt|t−1(·), which is sum of Eqs. 7.19, 7.20 and 7.21, is a Gaussian mix-
ture.
Update Step: Let assume that the augmented predicted intensity vt|t−1 has a Gaus-
sian mixture form as
vt|t−1(x, r) =
J(r)
∑
i=1
w(i)(r)N
(
x; µ(i)(r),Σ(i)(r)
)
. (7.22)
Using Eqs. 7.5, 7.12 and 7.22 and Lemmas 1 and 2, it can be easily shown that all
terms in Eq. 7.2 have Gaussian mixture forms. Therefore, the augmented updated
intensity vt(·) is also a Gaussian mixture. The closed-form formulation for this step
is given in [81].
The closed-form suggested here for vt|t−1(·) is more general than what is pro-
posed in [81] and is applicable for an enhanced particle tracking in biological ap-
plications where the transition probabilities τf (· | ·) and τβ(· | ·), and survival
and detections probabilities, pS(· | ·) and pD(· | ·), are state-dependent functions.
The proposed scheme, however, is completely general and supports simpler models
where some or all of these terms are state-independent.
7.3 Tag Propagation in The PHD Filter
The PHD filter estimates the intensity distribution of all targets vt(x) in each time
frame t. The state of all targets in each time frame can be easily extracted using
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Input
{
vt−1(·), f (· | ·), τf (·), pS(·), β(· | ·), τβ(·),γ(·), τγ(·)
}
Predict v f
Multiply the Gaussian terms of pS (Eq. 7.11) and vt−1 (Eq. 7.18) using
Lemma 1
Multiply the Gaussian terms of τf (Eq. 7.7) by the above result using Lemma 1
Multiply the Gaussian term of f (· | ·) (Eq. 7.4) by the above result using Lemma 2
Calculate v f (·) using Eq. 7.15
Predict vβ(·)
Multiply the Gaussian terms of τβ(·) (Eq. 7.10) and vt−1(·) (Eq. 7.18) using
Lemma 1
Multiply the Gaussian terms of β(· | ·) (Eq. 7.9) by the above result using Lemma 1
Calculate vβ(·) using Eq. 7.15
Calculate vγ(·) using Eq. 7.21
Sum up all above terms vt|t−1(·) = v f (·) + vβ(·) + vγ(·)
Output
{
vt|t−1(·)
}
————————————————————————————————————————–
Table 7.1: Pseudo-Code for the prediction step of our MM-PHD filter.
vt(x) [110, 111]. However, the temporal correspondences between the estimated
states are not considered. In other words, the output of the PHD filter is a set of
estimated states for each time frame without considering the identity of trajectories.
Thus, the dynamics of an individual target cannot be determined.
To address this, some authors combined the PHD filter with a data association
technique to propagate and maintain the identity of tracks [58, 79]. However, a
reliable data association scheme subsequently increases the computational burden of
the filter. In fact, there is no need to apply any data association technique. Instead, a
set of tags should be assigned to the targets. Then, the tags can be propagated over
time according to their distribution.
A method for propagating the identity of the tracks in Gaussian mixture proba-
bility hypothesis density (GM-PHD) filter is proposed by Panta et al. [78]. However,
the method is only applicable for the GM-PHD filter and still uses a heuristic data
association technique to find the identity of crossing targets.
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Our aim is to propose a tag propagation scheme based on an intuitive interpreta-
tion from the intensity distributions. The method only propagates the identity of the
intensity distributions during the filtering without any data association technique or
any change in the main PHD recursion 7.1- 7.2. In addition, we solve the problem of
crossing targets by a modified pruning step. Our proposed scheme does not require
a specific type of PHD filter and can be applied to different PHD and CPHD filter
variants.
7.3.1 Tag propagation Scheme
As previously mentioned, the integration of the intensity distribution over a region
provides the expected number of targets that exist in that region. We would like
to assign a unique tag to each target and propagate it over time. The main issue is
that only the expected number of targets is known while exact number of targets is
required. To address this problem, our approach is based on the way that the state of
targets is extracted in the PHD filters [110, 111]. In other words, we assign a tentative
number of tags to the intensity distributions based on the scheme described below.
Then, we revise the tags after the update step and after extracting the state of the
targets based on the assumption that each target cannot be in more than one state in
each time frame.
In order to explain our solution, let us assume the intensity distribution vt−1(·) at
the time step t− 1 has a non-parametric form and the set of its tags, Lt−1, is known.
Lt−1 = {l1t−1, · · · , lNˆt−1t−1 }. (7.23)
In general, vt−1(·) can be partitioned into several distributions such that each part of
these distributions carries a specific tag.
vt−1(x) =
Nˆt−1
∑
i=1
vi,t−1(x), (7.24)
where Nˆt−1 is the number of tags at t− 1. This division is only assumed for tagging
purposes and we allow the tags to evolve through time without affecting the PHD
recursion.
In the next time step, the intensity distribution vt|t−1(·) is first estimated using
Eq. 7.1. According to Eq. 7.3 equation, the vt|t−1(·) is contributed with three terms
including intensity distributions due to existing, spawned and newborn targets.
In the first term, vt−1(·) evolves based on the transition density ft|t−1(· | ·). Since
this term is only related to the existing targets which move based on their dynamics,
the evolved intensity distribution v f ,t|t−1(·) maintains its tags. Therefore
L f ,t|t−1 = Lt−1 (7.25)
In SMC-PHD filter, each existing particle moves based on ft|t−1(· | ·) keeps it tag.
In the linear Gaussian implementations, each Gaussian term evolves and holds its
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identity.
For vβ,t|t−1(·) and vγ,t|t−1(·), we have different scenarios. These are related to new
targets which are born or spawned from the existing targets. Thus, new identities
should be added into the tag set.
From Eqs. 7.1 and 7.24, vβ,k|k−1(.) can be re-written as
vβ,t|t−1(x) =
∫
βt|t−1(x | x´)vt−1(x´)dx´
=
Nˆt−1
∑
i=1
∫
βt|t−1(x | x´)vi,t−1(x´)dx´
(7.26)
Therefore, vβ,t|t−1(·) can be written as sum of sub-intensity distributions such that
each term belongs to ith existing tag.
Here, the main idea is to initially assign one tag (for one target) to each of these
terms. In fact, the number of newborn and spawned targets may be less, equal or
more than one. This is a tentative assumption and can be amended in a re-labeling
step when these intensity distributions are updated by the measurements and the
final states are extracted. In other words, if the number of targets is less than one,
we assigned a new tag to nothing and if it is more than one, we add the appropriate
number of new tags. For better explanation of this procedure, we provide a schematic
for our tag propagation scheme in Fig. 7.1. For simplicity, it is supposed that vt−1(·)
includes a single tag l1.
Therefore, for vβ,t|t−1(·), a new tag is assigned to each term spawned from the
intensities with tag label lit−1 in Eq. 7.24.
Lβ,t|t−1 = {l1β,t|t−1, · · · , l
Nˆβ,t|t−1
β,t|t−1}. (7.27)
Moreover, for vγ,t|t−1(·), a single tag is assigned to each the birth intensity port. For
example, for our application with a single Gaussian term as the birth intensity, we
assign a single tag.
Lγ,t = {l1γ,t} (7.28)
Totally, the set of tags for the estimated intensity distribution is
Lt|t−1 = L f ,t|t−1 ∪ Lβ,t|t−1 ∪ Lγ,t. (7.29)
Therefore, vt|t−1(·) can also be represented by a mixture of distributions based on
their tags.
vt|t−1(x) =
Nˆt|t−1
∑
j=1
vj,t|t−1(x), (7.30)
where Nˆt|t−1 is the number of tags in Lt|t−1 = {l1t|t−1, · · · , l
Nˆt|t−1
t|t−1 }. In Fig. 7.1, for
example, vt|t−1(·) includes three intensity term and Lt|t−1 consists of three tags l1, l2
and l3.
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Figure 7.1: A schematic of our tag propagation method for a single transition se-
quence when vt−1(.) includes a single tag Lt−1 = l1. The intensity terms in the pre-
diction step updated by two measurements, z1 and z2, and a missed detection, z∅.
The intensity terms in the update step shown by non-white color include a state of a
target. The darkest circle for each intensity term means the most likely distribution.
In the update step (Eq. 7.2), each intensity term is updated with all detected
measurements at time t in addition to a term related to missed detection. As a result,
each term in vt|t−1(·) gives rise to (1+Mt) terms in the update step.
vj,t(x) = F∅(vj,t|t−1(x)) +
Mt
∑
k=1
Fg,k(vj,t|t−1(x)), (7.31)
where F∅(·) and Fk(·) are equivalent to the recursion in Eq. 7.2 and Mt is the number
of the measurements |Zt|. For example, in Fig. 7.1, the intensity distributions in
the prediction step are updated using two measurements, z1 and z2, and a missed
detection, z∅. The updated intensities are shown by smaller circles.
Initially, the same tag is assigned to each updated term corresponding to its pre-
dicted term. Therefore,
L
j
t = {l jt|t−1, · · · , l jt|t−1}︸ ︷︷ ︸
1+Mt
, (7.32)
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and the set of all tags at this time step is
Lt =
Nˆt|t−1⋃
j=1
L
j
t. (7.33)
Then each intensity term in vj,t(x) is checked if it contains any state by the same
mechanism that the state of targets is extracted in different PHD filters [110, 111].
Noting the fact that an existing target can not have more than one state at each time
frame, the intensity distribution vj,t(x) should not contain more than one state as
all terms of this distribution have the same tag. Otherwise, it means that our as-
sumption for the number of the targets (tags) is incorrect. Therefore, if this intensity
distribution term includes more than one target, then some tags should be added
to this term. We choose a part of this intensity distribution which is most likely
to belong to the current target and update other parts of this term with some new
tags. The most likely term is different for each PHD filter. For example, the cluster
with highest particles weights in SMC-PHD filter and the Gaussian with the highest
weight in GM-PHD filter can be interpreted as the most likely part. Other particles or
Gaussian terms which are not likely to include a state, keep their identities without
any change.
L
j
t = {l jt|t−1, · · · , l jt|t−1}︸ ︷︷ ︸
1+Mt−N˜t
∪{l1t , · · · , lN˜tt }, (7.34)
where N˜t is the number of the detected states minus one which is the tag of the most
likely part.
In the example shown in Fig. 7.1, the most likely intensity term (the darkest circle
inside the each dashed block), maintains its tag and other intensity terms which
include the state of a target (other non-white circles) changes their tags into a new
tag.
In Table 7.2, a Pseudo-Code for this scheme is shown.
7.3.2 A Solution for Crossing Targets
From the PHD recursion, it can be seen that the number of intensity components
increases as time progresses. Therefore, this filter is usually followed by a pruning
step (elimination and merging for GM-PHD filter and resampling for SMC-PHD
filter). This step is applied to decrease computational burden and remove unlikely
intensity distributions. However, it leads to identity loss in crossing targets. To
avoid this problem, we simply suggest that merging between intensity terms can be
performed only if their tags are same. More precisely, the resampling for the particles
and merging for the Gaussian terms with the different tags are not allowed in this
approach. This solution properly keeps the identity of crossing targets and avoid
heuristic methods [78] or bulk of the computational load due to data association
techniques [61, 79].
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Initialization
There is no existing target at t = 0
Initialize the intensity distribution with zero, v0(x) = 0
Set initial tag set to empty, L0 = ∅
for t = 1, · · · , T (number of frames)
Input{vt−1(x),Lt−1}
Prediction step
Predict vt|t−1(x) using Eq. 7.1, (For t = 1, we have only v1|0(x) = vγ,1|0(x)).
Keep the identity of existing targets and add new tags to birth and spawn terms
Lt|t−1 = Lt−1 ∪ Lβ,t|t−1 ∪ Lγ,t|t−1 = {l1t|t−1, · · · , l jt|t−1, · · · , l
Nˆt|t−1
t|t−1 }
(For t = 1, L1|0 = Lγ,1|0)
Update step
Update vt(x) using Eq. 7.2
for j = 1, · · · , Nˆt|t−1
Set tag set for each updated term to empty, L
j
t = ∅
for k = 0, · · · ,Mt
L
j
t = L
j
t ∪ l jt|t−1
end
if vj,t(x) contains more than one target, i.e. N˜t + 1, Keep the identity of
the most likely part of vj,t(x) and add N˜t new tags
L
j
t = {l jt|t−1, · · · , l jt|t−1}︸ ︷︷ ︸
1+Mt−N˜t
∪{l1t , · · · , lN˜tt }
end
Lt =
⋃Nˆt|t−1
j=1 L
j
t
Output{vt(x),Lt}
end
———————————————————————————————————–
Table 7.2: Pseudo-Code for our tag propagation scheme for the PHD filtering.
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7.4 Experimental Results
We tested the proposed framework on both synthetic and real TIRFM sequences. In
order to assess the performance of the proposed PHD filter, we compared its results
against the results of the existing MM-PHD filter [81] and our proposed IMM-JPDA
filter. We used the OSPA and OSPA-T explained in 5.4.1 as the performance metrics.
To apply this filter on the TIRFM sequences, we used the same framework used
for the IMM-JPDA filter in Chapter 5. For example, we modelled the state of each
vesicle by its position, xp = (xx, xy), and velocity, x˙p = (x˙x, x˙y). The measurements
z = (xˆx, xˆy) were provided by our MPHD detection scheme. Then, we applied our
MM-PHD filter using two linear dynamic models including random walk and small
acceleration motion model. The transition probability τf (· | ·) were defined similar
to the function suggested in Eq. 5.12. This function can be easily represented as an
affine mixture of Gaussians.
Since the vesicles are spawned independently from the state of their parents,
a state independent form of the spawned transition probability was used in this
application τβ(r | r´, x´) = τβ(r | r´). Moreover, pS(·) in this current implementation is
independent of the state of targets pS(x´, r´) = pS(r´).
The main source of noise in this imaging technique is an intensity dependent
noise (Poisson noise) [100]. As a result, the signal to noise ratio (SNR) in the ar-
eas with higher intensity levels is lower. Therefore, the vesicles located in this area
have lower detection probability. Since we have a good estimation of the image
background at each time frame using the MPHD method, in order to improve the
detection probability we defined it as a Gaussian mixture function modelled using
the intensity inverted version of the estimated background and changes according to
the target positions, xp.
Because the locations where spontaneous births may occur is unknown in this
application, the birth intensity distribution is set as Gaussian distribution centered
on the image with very high standard deviation.
7.4.1 Evaluation on Synthetic Sequences
The tracking methods were first tested using 10 realistic synthetic sequences gen-
erated using our proposed framework. These sequences are more complex and
challenging than the sequences used in Chapter 5 for evaluation. To this end, we
generated them with the same parameters and the estimated background image; but
with different noise level, target density and size.
Each movie consists of 40 frames with different target density ranging between
(approximately) 30 − 400 trajectories. The spots were generated in different sizes,
1.5− 6 pixels, including some big structures spawning new objects. The SNR in the
sequences is fixed between 1.0 and 8.0.
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(a) (b)
Figure 7.2: The results of tracking using the PHD filter on a part of synthetic data
with the average clutter rate = 52.5 (average number of the false detections per
frame). (a) The results of the PHD filter (a) without and (b) with tag propagation
scheme (The estimated tracks and the ground truth are shown with dashed and
solid lines respectively).
7.4.1.1 Evaluation of The Tag Propagation Scheme
Our tag propagation scheme for the PHD filter was first evaluated using the synthetic
sequences.
In the real sequences, there are structures that are barely visible. Similarly, there
are some objects moving in depth or low SNR regions of the the synthetic sequences.
To detect and track these particles, the threshold in the detection method should be
set as a very low value which increases the false detections (clutter rate).
Although the PHD filter can properly track the real targets in highly cluttered
measurements [81, 110, 111], in the case where the locations of spontaneous births are
unknown and the birth γ(·) and clutter κ(·) intensities are uniformly distributed ev-
erywhere, e.g. our application, the number of false tracks noticeably increases 7.2(a).
This is due to this fact that every detected point has the same chance to be a new
target as well as clutter. Therefore, every point may generates a high peak in the
updated birth intensity detected as the state of a real target. However, its intensity
distribution suppress immediately if it is not due to a new target since it cannot
follow the real target’s dynamic model. Therefore, if the identity of each track is
known, we can remove these false tracks using a small threshold on their life time
(Fig. 7.2(b)).
As shown in Fig. 7.2, our tag propagation framework not only provides us the
identity of the targets, but also eliminates the false tracks.
In order to quantitatively assess the performance of the PHD filters without and
with tag propagation scheme, we evaluated them in different clutter rates. To repre-
sent the number of the false tracks, we used the modified false positive rate (FPR∗)
explained in Section 3.3.1.
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Figure 7.3: The false track rate (FPR∗) for the PHD filter without and with tag propa-
gation scheme in different clutter rate. The averaged value of FPR∗ is reported here.
Figure 7.4: Tracking result of two crossing faint vesicles.
As shown in Fig. 7.3, the number of false tracks in the result of the PHD filter can
be noticeably suppressed in very high clutter rate if the identity of tracks is known.
This benefits for tracking faint and barely visible targets.
When FPR∗ is only 10 percent, the percentage of real targets (TPR) tracked using
the PHD filter with tag propagation scheme is 0.94 while the TPR is 0.62 for the case
without tag propagation scheme. Using this approach, we can track about 32 percent
more targets which are mostly faint and barely visible objects.
The ability of this framework to maintain the identity of the crossing targets are
also demonstrated in Fig. 7.4.
7.4.1.2 Tracking Evaluation
In this section, we quantitatively compared the results of our MM-PHD filter against
the result of the IMM-JPDA filter as well as those of the previously implemented
MM-PHD filter [81] when the τf (· | ·), τβ(· | ·), pS(· | ·) and pD(· | ·) are indepen-
dent of target state. For both PHD filters, we used our tag propagation scheme. To
maximize the validity of our experiments, we chose identical parameters and models
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Figure 7.5: The average CPU time per frame required for tracking the targets us-
ing the IMM-JPDA, the previous MM-PHD and our proposed MM-PHD filters in
sequences with (a) different target densities and a constant clutter rate and (b) differ-
ent clutter rate and a fixed average number of targets.
such as the same state vector, clutter rate, measurements and dynamic models, for
all filters. For other parameters which are not in common, we attempted to find the
values that resulted in the best performance for the competing models.
In the first experiment, we compared the processing time required for these filters
to track different numbers of targets in a fixed averaged clutter rate. Running on an
ordinary PC (Intel Core 2 Quad, 2.66 GHz CPU, 8 GB RAM) using MATLAB, the
average CPU processing time are shown in Fig. 7.5.
As shown in Fig. 7.5(a), we see the both MM-PHD filters require noticeably lower
processing time for tracking large number of targets. However, since our MM-PHD
filter propagates more Gaussian terms for each target in each recursion, its processing
time is higher than the time required for the original MM-PHD filter. In the second
experiment, we evaluated the performance of the tracking filters in different clutter
rates but a fixed average number of targets. Fig. 7.5(b) shows that the processing
time for the both MM-PHD filters is significantly less than the IMM-JPDA filter.
To qualitatively assess the performance of these tracking methods, we tested them
using the synthetic sequences with the target density approximately equal to 164 tar-
gets per frame with a clutter rate approximately equal to 18. In Table 7.3, the per-
formance of these tracking filters is compared using this OSPA and OSPA-T metrics.
According to the table, the overall tracking performance for our MM-PHD filter using
these metrics on the synthetic sequences is better than the other filters. Compared to
the previous MM-PHD filter, this is an expected result as we have a better model for
the τf (· | ·) and pS(· | ·).
In comparison with the IMM-JPDA filter, the both PHD filters have slightly higher
OSPA location error. This is mostly due to the noisy tracks of the PHD filter. The pri-
mary weakness of the PHD recursion is a loss of higher order cardinality information
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Methods Cardinality err. Location err. OSPA OSPA-T
IMM-JPDA 3.53 2.63 6.16 7.23
MM-PHD 2.12 3.01 5.13 6.10
Our MM-PHD 2.02 2.69 4.71 5.72
Table 7.3: Comparison of the performance of the IMM-JPDA, the existing MM-PHD
and our MM-PHD filters on 10 realistic synthetic movies using OSPA and OSPA-T
errors with the parameters p = 1 and l = c = 25 (pixel).
(a) (b)
Figure 7.6: An example where the PHD filter fails to accurately track several crossing
targets with maneuvering motions. The ground truth (solid line) and tracking results
(dashed line) for (a) our MM-PHD and (b) the IMM-JPDA filters. The results of the
PHD filter include some labeling errors.
which causes noisy tracks specially when the density of targets are very high [114].
Therefore, this affects track accuracy and increases the location error.
In addition to the OSPA location error, we found that the PHD filters cannot
avoid switching the identity of the targets in very complex scenarios such as several
crossing targets with maneuvering dynamics. Initially, this seems to be due to the
poor performance of our tag propagation scheme. However, it is based on an intuitive
interpretation from the intensity distributions and the way that they are propagated
over time. The error is due to propagate the intensity distribution of the targets
instead of the multi-target tracking posterior density. Intuitively, JPDA uses joint
probability association of measurements to update the tracks while the PHD filters
use the first statistical moment of this joint probability. Thus, the PHD filters can not
work as well as the IMM-JPDA filter in these cases.
In contrast, both PHD filters have the lower cardinality error compared to the
IMM-JPDA filter due to less false and missed tracks. This is due to incorporating
new born targets and clutter models in their recursions while there is no principled
formulation for the IMM-JPDA filter.
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Methods Cardinality err. Location err. OSPA OSPA-T
IMM-JPDA 1.73 2.75 4.48 10.09
MM-PHD 1.65 3.01 4.66 12.03
Our MM-PHD 1.60 2.81 4.41 11.09
Table 7.4: Comparison of the performance of the IMM-JPDA, the existing MM-PHD
and our MM-PHD filters on real TIRFM sequences using OSPA and OSPA-T errors
with the parameters p = 1 and l = c = 25 (pixel).
7.4.2 Evaluation on Real Sequences
The three tracking filters were also tested on the same real TIRFM sequence used in
Chapter 5 and the results are reported in Table 7.4. According to this table, the OSPA
error for our MM-PHD filter is still lower than the two other filters because of its
better cardinality error.
As previously explained, in the selected part of real data where the manual anno-
tation is provided, the detection of the objects is easier than the synthetic sequences.
As a result, the cardinality error and subsequently the OSPA error for the PHD filters
cannot be significantly different from the IMM-JPDA filter. In contrast, the selected
section includes more crossing objects than the synthetic sequences. According to
our previous argument, this case increases the label errors and therefore the OSPA-T
error for the PHD filters.
In addition, the tracking filters were also applied on a new real TIRFMmovie with
higher noise level (Fig. 7.7). Because manual delineation of trajectories for generating
reliable ground truth in this data is an arduous and subjective task, the results of the
tracking were visually assessed by an expert.
In this data, there are structures that are barely visible. To detect and track them,
the threshold in the detection method was set low. This increases clutter rate which
dramatically increases the processing time and false tracks in the IMM-JPDA filter.
In contrast, the proposed MM-PHD filter allows us to track a significantly larger
number of faint vesicles while keeping false track rate low with significantly lower
processing time compared to the IMM-JPDA filter. However, the tracks resulted from
the PHD filters are still noisy as previously mentioned. Furthermore, they have more
labeling errors in very complex scenarios where there are many crossing targets with
different dynamics.
7.5 Summary
In this chapter, we investigated the application of the PHD filter for particle tracking.
We proposed a new multiple model PHD filter by incorporating state-dependent
transition probability functions τf (· | ·) and τβ(· | ·). The closed-form recursion
proposed for our MM-PHD filter is more general than what was proposed previously
in the literature and therefore, allows a more accurate PHD tracker for biological
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Figure 7.7: Tracking result of our MM-PHD filter for a real TIRFM image sequence.
applications.
Compared to traditional Bayesian trackers such as IMM-JPDA, the proposed filter
has noticeably lower processing time in the cases where there are numerous targets
and noisy detections. Therefore, it can be an accurate particle tracker in these appli-
cations especially when the number of crossing targets with maneuvering motions
is reasonably restricted. In addition, the PHD filter can properly detect and track
spawned particles which is not well-principled in other traditional Bayesian filters.
The main weakness of the PHD filters is that they generate noisy tracks in area with
very high target density due to a loss of higher order cardinality information. To ad-
dress this problem, we will use an improved version of the PHD filter, the so called
Cardinalized PHD (CPHD) filter [63], in the next chapter.
In addition, we will focus on challenging biological applications where the image
characteristics such as noise and background intensity change during the acquisition
process. Under these conditions, the detection parameters such as clutter rate and pD
are unknown and time-varying. To deal with this, we propose a bootstrap filter com-
posed of an estimator and a tracker. The estimator adaptively estimates the required
meta parameters for the tracker such as clutter rate and the detection probability of
the targets while the tracker estimates the state of the targets.
Chapter 8
Dealing With Time-Varying Clutter
Rate and Detection Profile
Knowledge of the clutter rate and detection profile of the chosen detection method,
are of critical importance in Bayesian multi-target tracking. Most existing multi-
target tracking solutions such as what we proposed in the previous chapters assume
known and fixed detection and false alarm parameters. However, these parameters
cannot be computed in many practical applications and worse, it is not even known
whether they are time-invariant. In some biological imaging techniques, the noise
characteristic and the background intensity of sequences may change during the
acquisition process which make detection profile and clutter rate time-variant. For
instance in our application, injection of a stimulus such as insulin into pancreatic
beta cells increases the noise level and overall intensity of the sequences acquired
by TIRFM [19] (Fig. 8.1). Thus, the ability of multi-target trackers to accommodate
unknown clutter and detection parameters is crucial in time-lapse cell microscopy
since mismatches in these model parameters inevitably result in erroneous tracking
outputs.
The key contribution in this chapter is to propose an effective solution to the
problem of tracking multiple maneuvering sub-cellular structures in unknown and
time-varying false alarm and detection rates. To the best of our knowledge, this
practical problem has not been discussed in the biological signal processing litera-
ture so far. To address this challenging problem, we use the recent generation of
Bayesian filters based on random finite set theory. This framework provides an ele-
gant mathematical formulation for multi-target systems and allows us to deal with
the aforementioned complexities. Our proposed approach is based on the Cardi-
nalized Probability Hypothesis Density (CPHD) filter for unknown clutter rate and
detection profile known as the λ-pD-CPHD filter [68]. Clutter rate and detection
probabilities are estimated by the λ-pD-CPHD filter bootstrapped onto a CPHD filter
that outputs target estimates. This bootstrap idea was inspired by [8] which requires
known and uniform probability of detection. Our proposed solution can accommo-
date unknown and non-uniform probability of detection. To cope with maneuvering
motion of sub-cellular structures, we also propose the multiple model implementa-
tion of the aforementioned filters. We will show that the proposed method is able
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(a) (b)
Figure 8.1: Two images of a TIRFM sequence visualizing fluorescently tagged vesicles
(bright spots) close to the plasma membrane of a pancreatic beta cell (a) before and (b)
after injection of insulin. Clearly, the background intensity and noise level noticeably
increase during the acquisition.
to deal with tracking maneuvering structures in the presence of unknown and time-
varying clutter rate and detection profile.
8.1 Background
As discussed in Chapter 7, the primary weakness of the PHD filter is a loss of higher
order cardinality information which causes erratic estimates in the number of targets
especially when the density of targets is high. To address this problem, Mahler [63]
subsequently proposed the Cardinalized PHD (CPHD) filter which jointly propagates
the posterior intensity, vt(xt), and cardinality, ρt(nt), distributions. The propagation
of the cardinality distribution makes the filter more robust in the estimation of the
number of targets [63, 114].
To avoid the complex equations of the CPHD filter, we only explain the models
required for this filter which is sufficient in order to follow the technical aspects
in this chapter. However, its mathematical proof, original recursive equations and
implementations can be found in [63, 114].
Similar to the PHD filter, this filter also requires some predefined models such
as the single target Markov transition density ft|t−1(· | ·) for the dynamic model,
measurement likelihood gt(· | ·) and probabilities of survival pS,t(·) and detection
pD,t(·). Moreover, the models for new born targets and false alarms (clutter) are
described by the birth cardinality ρΓ,t and intensity γt distributions and the clutter
cardinality ρK,t, and intensity distributions κt, respectively [63]. Obviously, this filter
requires knowledge of the detection probability and clutter distributions similar to
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Figure 8.2: A schematic of the proposed bootstrap filter.
other Bayesian filters1.
In [68], it was shown that the CPHD filter can also be reformulated such that it
jointly estimates clutter distributions and detection probability while tracking. We
refer to this version of the filter as the λ-pD-CPHD filter. However, since this filter
cannot use the benefit of propagation of the cardinality distribution, the λ-pD-CPHD
filter cannot naturally perform as well as the CPHD filter when exact knowledge of
detection probability and clutter density is available. The original recursive equations
and implementations of this filter can be found in [68].
8.2 Our Bootstrap CPHD Filter
To propose an effective multi-target particle tracker for practical applications with
unknown and time-varying clutter rate and detection profile, we borrow the boot-
strap idea proposed in [8]. However, in addition to the clutter rate, we calculate
the detection probability, using the λ-pD-CPHD filter, and feed these to a robust
multi-target tracking filter such as the CPHD filter (Fig. 8.2). We use the CPHD fil-
ter for target estimation because it is a good trade-off between accuracy and speed.
Nonetheless, it can be replaced by any multi-target filter that requires knowledge of
false alarm and detection rate. Here, we assume that pD,t and the clutter distribu-
tions, ρK,t and κt, are the meta parameters to be estimated for the CPHD filter in each
time frame. However, we will show that the estimation of the mean of the clutter
rate, λt, is sufficient to uniquely define the ρK,t and κt.
To deal with maneuvering dynamics, we propose the multiple model (or jump-
Markov) implementation of both the CPHD and λ-pD-CPHD filters and use these
filters as the tracker and the parameter estimator, respectively.
For notational convenience, we remove the time index t in our formulation through-
out this chapter. However, the random variables and distributions are generally
time-indexed. All random variables (·)t at time t and (·)t−1 at time t− 1 are simply
denoted by (·) and ´(·), respectively.
1Note that the original CPHD equations does not include the spawn term, we derive our formula-
tions without this term. However, this term has been recently developed for this filter by Lundgren
et al. [60]
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8.2.1 Multiple Model CPHD Filter
Complex maneuvering motions can be often characterized by multiple simpler dy-
namic models. Therefore, we augment the state of the targets by the index of the
model similar to the idea explained in the previous chapters.
Therefore, the measurement likelihood and probabilities of survival and detection
for the augmented state vector can be respectively written as
g(z | x) = g(z | x, r), (8.1)
p
S
(x) = p
S
(x, r), (8.2)
p
D
(x) = p
D
(x, r). (8.3)
Also, for the augmented transition density and birth intensity, we have the following
factored forms2,
f (x | x´) = f (x, r | x´, r´) = f (x | x´, r)τf (r | r´), (8.4)
γ(x) = γ(x, r) = γ(x)τγ(r), (8.5)
As described in Section 8.1, the filter also requires the knowledge of the birth cardi-
nality distribution ρΓ(n) which is not affected by the augmented state.
Clutter is usually assumed to be Poisson RFS and independent from the target
state [5, 11, 43, 66] with
ρK(n) = Pois(λ), (8.6)
κ(z) = λgK(z), (8.7)
where gK(z) is a known probability distribution, e.g. uniform distribution, rep-
resenting how the false alarms are distributed over the measurement space and∫
gK(z)dz = 1. Therefore, given gK(z), knowledge of the parameter λ is sufficient to
define the clutter distribution.
Substituting the aforementioned augmented model terms (Eqs. 8.1-8.7) into the
conventional CPHD equations [114] yields the recursive equations for the multiple
model or jump Markov CPHD filter (see Appendix 10.1).
Fig. 8.3 depicts a simple graphical representation of the proposed multiple model
CPHD filter. At each time step t, the intensity vt and cardinality ρt distributions are
predicted and updated from the intensity vt−1 and cardinality ρt−1 distributions in
the previous time step t − 1 and using the augmented model terms (Eqs. 8.1-8.7).
The intensity distribution provides information on the state of the targets while the
number of targets can be estimated using the cardinality distribution. Specifically, the
number of targets is estimated using the posterior mode Nt = argmax ρt(n) [114].
2In this chapter for simplicity, we assume a state-independent model transition probability τf (r | r´).
However, deriving the equations for a state-dependent model transition probability is straightforward.
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Figure 8.3: A schematic of the proposed MM-CPHD filter.
Note that this filter requires the clutter rate λ and the detection probability pD as
prior knowledge.
8.2.2 Multiple Model λ-pD-CPHD Filter
We borrow a key idea from Mahler et al. [68] to develop a multiple model CPHD fil-
ter with unknown clutter rate and detection profile. To estimate clutter, the idea is to
model it as a random finite set of false targets which is statistically independent from
the set of actual targets. These false targets are defined by their own models such
as birth, death, survival and detection probabilities and transition model. Therefore,
the multi-target state is composed of a disjoint combination of these two finite sets
including actual targets and clutter. This hybrid multi-target state allows us to track
both actual and false targets simultaneously. To deal with multiple model dynamics
and unknown detection probability, the state of targets are augmented by the index
of the models and the unknown detection probability. Finally this hybrid and aug-
mented state is estimated from the sequence of finite sets of measurements generated
by both real targets and clutter while accommodating multiple model dynamics and
estimating the detection probability and clutter rate.
Let X(1) denote the state space for actual targets, X(0) denote the state space for
clutter generators and P = [0, 1], R = {1, 2, · · · , R} and S = {1, 2, · · · , S} denote the
state space for the unknown detection probability, and the multiple models for actual
targets and clutter, respectively. Define the hybrid and augmented state space as
X¨ =
(
X
(1) ×P×R
)
unionmulti
(
X
(0) ×P× S
)
(8.8)
where × is a Cartesian product and unionmulti denotes a disjoint union. The double dot nota-
tion is used throughout to denote a function or variable defined on the hybrid state
space and the underscore notation is used for the augmented state space. Therefore,
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x¨ ∈ X¨ represents a hybrid and augmented state such that x = (x, a, r) ∈ X(1) =
X(1) × P×R and c = (c, b, s) ∈ X(0) = X(0) × P× S denotes the actual and clutter
states comprising the kinematic state and augmented components, respectively. The
integral of any arbitrary function F¨ (·) defined on X¨ is given by
∫
X¨
F¨(x¨)dx¨ =
R
∑
r=1
∫
P
∫
X(1)
F¨(x, a, r)dxda +
S
∑
s=1
∫
P
∫
X(0)
F¨ (c, b, s)dcdb. (8.9)
In theory, there may exist multiple model clutter generators. However, in most track-
ing applications, it is assumed that the clutter is uniformly distributed with Pois-
son cardinality [5, 11, 43, 66]. As a result, multiple model clutter generators with
uniform-Poisson distribution can be substituted by a single model clutter generator
with uniform distribution and higher Poisson mean. Therefore, we continue our
derivations with the single model clutter generators by eliminating the variable s
from the equations. However, deriving the equations for applications with multiple
clutter generators and non-uniform distribution is straightforward.
In addition, since clutter generators are identical and the false targets do not
follow any motion pattern, it is reasonable to ignore any functional dependence on
the state of a clutter generator c, [68]. As a result for the hybrid and augmented state
vector, the probabilities of survival and detection and the measurement likelihood
can be respectively written as
p¨
S
(x¨) =
{
p(1)S (x, r), x¨ ∈ X(1)
p(0)S , x¨ ∈ X(0)
(8.10)
p¨
D
(x¨) =
{
a, x¨ ∈ X(1)
b, x¨ ∈ X(0) (8.11)
g¨(z | x¨) =
{
g(z|x, r), x¨ ∈ X(1)
gK(z), x¨ ∈ X(0) (8.12)
where gK(·) is clutter likelihood which is often assumed to be uniform distribution
in the measurement space. Due to independence of the survival probabilities and
the measurement likelihoods on the detection probabilities, the terms a and b are
removed from their equations. Obviously, the detection probabilities are only depen-
dent on a and b.
Also, for the hybrid and augmented birth intensity and transition density, we
have the following factored forms,
γ¨(x¨) =
{
γ(1)(x, a)τγ(r), x¨ ∈ X(1)
γ(0)(b), x¨ ∈ X(0) (8.13)
f¨ (x¨ | ´¨x) =
⎧⎪⎨
⎪⎩
f (1)(x | x´, r)τ(1)p (a | a´, r´)τf (r | r´), x¨, ´¨x ∈ X(1)
f (0)(c | c´), x¨, ´¨x ∈ X(0)
0, otherwise,
(8.14)
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where τ
(1)
p (a | a´, r´) is the transition density for the targets detection probability a and
the clutter transition density f (0)(c | c´) = τ(0)p (b | b´) due to the independence of false
alarms from the state state c. Furthermore, the cardinality distribution of birth for
the hybrid space is ρ¨Γ = ρ
(1)
Γ ∗ ρ(0)Γ [68].
By substituting the hybrid and augmented state space model terms (Eqs. 8.10–
8.14) into the conventional CPHD equations [114] and using Eq. 8.9, the recursive
equations for this filter can be calculated (see Appendix 10.2).
Fig. 8.4 shows a simple graphical representation of the proposed multiple model
λ-pD-CPHD filter. At each time step t, the target’s intensity v
(1)
t , the clutter intensity
v
(0)
t and the hybrid cardinality distribution ρ¨t are predicted and updated from the
target’s intensity v
(1)
t−1, the clutter intensity v
(0)
t−1 and the hybrid cardinality distribu-
tion ρ¨t−1 in the previous time step t− 1 and using the hybrid and augmented model
terms (Eqs. 8.10–8.14).
The posterior cardinality ρ¨t provides information on the total number of real and
clutter targets. Therefore, the number of actual targets cannot be estimated using
the posterior mode N¨t = argmax ρ¨t(n¨), since ρ¨t(n¨) includes both real targets and
clutter. In this filter, the posterior mean N
(1)
t = ∑r
∫ ∫
v
(1)
t (x, a, r)dxda is used for
estimation of the number of real targets [68]. Therefore, in contrast with the CPHD
filter, this filter cannot use the benefit of propagation of the cardinality distribution
for the estimated number of the targets. Similar to the PHD filter, this leads the
erratic estimates of the number of targets which worsens the tracking result. To this
end, we use this filter only as the estimator in our bootstrap filter. The estimated
detection and mean clutter are respectively calculated as follows [68].
pˆD,t =⟨v(1)t , p(1)D,t⟩,
λˆk =⟨v(0)t , p(0)D,t⟩,
(8.15)
where ⟨·, ·⟩ is the inner product operator and p(1)
D,t
= a and p(0)
D,t
= b.
8.3 Experimental Results
To evaluate the performance of our proposed filters, we apply them for multi-target
tracking in Total Internal Reflection Fluorescence Microscopy (TIRFM) sequences.
We consider the case where the main characteristics of the sequences such as noise
level and the background intensity gradually increase over time, e.g. the injection of
a stimulus such as insulin into a pancreatic cell (Fig. 8.1). In this specific application,
we are interested in the overall motion of the vesicles before and after injection of
Insulin, not motion of a single object. In this case, the primary concern is not how
well a tracking approach maintains the identity of a tracked object over time. Instead,
we are mainly concerned with how well a tracker avoids false and missed tracks
which are properly reflected in the OSPA metric.
We compare the results of our bootstrap filter against those of the same state-
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Figure 8.4: A schematic of the proposed MM-λ-pD-CPHD filter.
of-the-art particle tracking methods used in Chapter 5 including two reliable deter-
ministic linking techniques, P-Tracker [96] and U-Tracker [44], and a robust detec-
tion based traditional Bayesian filtering approach, MHT [25]. Our results are also
compared against the result of our IMM-JPDA and multiple model PHD filters. Fi-
nally, the results of our other derived filters such as the multiple-model CPHD (MM-
CPHD) and λ-pD-CPHD (MM-λ-pD-CPHD) filters are also reported here in order to
show the efficiency of our bootstrap idea.
8.3.1 Setup and Implementation Details
To fairly evaluate the performance of all tracking algorithms, the same detection lists
were provided for all competing tracking methods. We chose our MPHD detector as
it performs reliably in our synthetic and real sequences.
Having ground truth, we can accurately calculate the clutter (false positive) and
the detection probability (true positive rate) of the chosen detector for each time
frame. For the MHT, IMM-JPDA, MM-PHD and MM-CPHD filters, the average num-
ber of false detections per frame λ¯ and the mean value of the detection probability
p¯D (the optimal value for these parameters) were used as the predefined clutter rate
and detection probability. However, accurate knowledge of these values is not pos-
sible in many practical applications and thus, the reported results for these filters
are optimistic. For the MM-λ-pD-CPHD filter and similarly for our bootstrap (B-
MM-CPHD) filter, the clutter rate and detection probability are adaptively estimated
using our proposed framework.
To ensure the validity of our experiments, for the independently implemented
tracking methods such as MHT, P-Tracker and U-Tracker, we attempted to either
estimate their parameters from the ground truth or to find the values that resulted
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in their best performance. Moreover, the multiple motion model implementation of
all competing tracking methods was used. For the IMM-JPDA and different types
of the PHD and CPHD filters, we chose identical parameters and models such as
the same state and measurement vectors and dynamic models. We modelled the
state of each particle by its position, xx, xy, and velocity, x˙x, x˙y. The measurements
vector also contained the estimated position of the particles as z = (xˆx, xˆy). To model
maneuvering motion of particles, two linear dynamics including random walk and
small acceleration motion models were used [33, 89].
Since the target dynamics and measurement models in this application can be
properly expressed by multiple linear and Gaussian terms, we used the Gaussian
mixture implementation [114] and the Beta-Gaussian mixture approach [68] for ana-
lytical implementations of the MM-CPHD and MM-λ-pD-CPHD filters, respectively.
The birth intensity distribution γ(·) for all the PHD and CPHD filters was set as a
Gaussian distribution centered at the image with a very high standard deviation [90].
To avoid any computational burden due to a track management step, we simply
used our tag propagation scheme proposed in Chapter 7, which only propagates
the identity of the intensity distributions for all the PHD and CPHD filters. As it
only considers the previous time step to propagate the identities, this is not the most
reliable approach for identity-to-track assignment. However, since we are interested
in the overall, not individual, motion of the vesicles, we used this approach in this
application.
8.3.2 Evaluation on Synthetic Data
To quantitatively evaluate the tracking algorithms, they were first evaluated using 10
realistic synthetic movies generated by our proposed framework. In these sequences,
the aim is to mimic the effect of the injection of a stimulus such as insulin into a
pancreatic cell.
Each synthetic sequence was simulated with spatial resolution of 158nm/pixel
and temporal resolution 10 fps and consists of time-varying number of targets (on
average 190 particles per frame) moving through 60 time frames inside a cell mem-
brane (an estimated background) that is extracted from real TIRFM sequences with
effective region approximately equal to 230× 230 pixels. The spots were generated
in different sizes, 1.2− 4.5 pixels (200− 700 nm). The dynamics of the targets were
modelled using random walk and linear movement. Furthermore, targets can switch
between these two dynamics. The number of intersecting and touching spots in each
frame was counted according to the Rayleigh resolution [88]. The averaged percent-
age of intersecting and touching spots per frame in these sequences is equal to 1.2%.
Due to the 3-D motion of the structures, their intensity changes according to the
TIRFM exponential equation explained in Chapter 4. Therefore, they may either
temporarily or permanently disappear from the frames. New born targets may also
gradually appear from the background. The sequences are contaminated with Pois-
son noise and the main characteristics of the sequences such as background intensity
and noise level gradually change based on a model extracted from real sequences.
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(a) (b)
Figure 8.5: Two frames of the synthetic TIRFM sequences generated by our simula-
tion framework proposed.
Due to spatio-temporally varying noise level and backgrounds and dynamic inten-
sity of spots, the signal-to-noise ratio (SNR) of an object cannot be constant. Instead,
it varies between 1 and 9. Fig. 8.5 shows two frames of the synthetic sequences us-
ing this framework which are comparable with the real TIRFM sequences shown in
Fig. 8.1.
Similar to the real TIRFM data, the spots in the synthetic sequences fade over
time as noise level and background intensity gradually increases. From a biological
perspective, it is important to assess the dynamics of vesicles after injection of the
stimulus which leads the escalation of noise level and background intensity. There-
fore, the threshold in the detection method needs to be set low to ensure consistent
detections of the objects in order to avoid early track termination. To this end, we
chose a value for the threshold such that the averaged detection probability for all
sequences p¯D is about 0.9. However, this scenario noticeably increases the clutter rate
and its variation over time. Fig. 8.6 shows that the mean clutter rate estimated using
the proposed MM-λ-pD-CPHD filter can appropriately follow the quick changes in
the ground truth clutter rate.
In this experiment, the performance of the trackers were evaluated using these
time-varying and highly cluttered detections and their results are reported in Ta-
ble 8.1. In this Table, the errors are averaged over the number of frames in all 10
synthetic sequences. The results show that our bootstrap filter benefits from a reli-
able estimator, the MM-λ-pD-CPHD filter, which accurately estimates the detection
probability and clutter rate. Consequently compared to the other tracker, its tracking
results contain lower false and missing tracks, which decreases the cardinality error
significantly. Similarly, this error is also low in the MM-λ-pD-CPHD filter. The other
Bayesian trackers cannot benefit from these estimations as their parameters are fixed.
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Figure 8.6: The ground truth, averaged and estimated (using the proposedMM-λ-pD-
CPHD filter) clutter rates for a synthetic image sequence in the high clutter scenario
(p¯D = 0.88 and λ¯ = 112).
Therefore, they have higher cardinality error. In comparison with the traditional
Bayesian trackers such as the IMM-JPDA and MHT trackers, the RFS filters have rel-
atively better cardinality error as they properly incorporate birth, death and clutter
models in their formulations. However, the higher difference between the OSPA and
OSPA-T errors of the all RFS filters represent that their results include more iden-
tity switch errors compared to the other trackers due to the simple tag propagation
scheme used.
The performance of the P-tracker as one of the deterministic trackers seems to be
sensitive to cluttered measurements. Therefore, it has the highest cardinality error
between the trackers. In contrast, the results show that another deterministic track-
ing scheme, U-tracker, can robustly track the particles while dealing with highly
cluttered detections.
The P-Tracker has the lowest location error between the other trackers. Although
this error reflects the accuracy of the trackers in tracking particles, its lower value
can be also an artifact of the tracker’s poor performance. The trackers with higher
cardinality error have relatively lower location error and vice versa.
The method rankings may change in other scenarios, e.g. where the clutter rate is
low and its variation over time can be ignored. In our application, the clutter rate and
its variation over time can be decreased by increasing the detection threshold value.
For example, we chose a value such that the averaged clutter rate λ¯ and detection
probability p¯D are respectively about 11 and 0.7. In this case, the detected points from
a target are inconsistent and many faint particles are missed detected after initial
time frames. This case is undesirable for our application due to many truncated
tracks with short life time. Nevertheless, we report the tracker’s OSPA and OSPA-T
errors in this case in Table 8.2 in order to compare their different performance in
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Method Location Cardinality OSPA OSPA-T
B-MM-CPHD 2.52 0.56 3.08 5.41
MM-λ-pD-CPHD 2.64 0.63 3.27 5.48
MM-CPHD 2.39 1.12 3.51 5.50
MM-PHD [90] 2.71 1.30 4.01 6.55
IMM-JPDA [89] 1.54 2.68 4.22 5.72
MHT [25] 1.71 2.23 3.94 5.67
P-Tracker [96] 1.33 2.70 4.03 6.50
U-Tracker [44] 1.85 1.43 3.28 5.04
Table 8.1: The averaged location, cardinality, OSPA and OSPA-T errors of the trackers
in pixel with the metric parameters p = 1 and c = l = 10 (pixel) for the 10 synthetic
sequences in the high clutter scenario (p¯D = 0.88 and λ¯ = 112).
the low and high clutter rate scenarios. Note that both false tracks in high clutter
scenario and missed or truncated tracks in low clutter scenario increase the OSPA
and OSPA-T errors.
The results show that the trackers such as the IMM-JPDA filter and P-Tracker
which have the worst performance in highly cluttered measurements perform better
in a low clutter rate with long missed detections compared to other trackers. In
contrast, the U-Tracker cannot perform reliably in this case as it has the highest
cardinality error. Estimating declining trend in the detection probability (Fig. 8.7)
helps our bootstrap tracker to still have lower OSPA error compared to the other
trackers, but relatively high OSPA-T error due to the simple tag propagation scheme.
In a nutshell, the performance of the trackers may vary according to the detector
reliability. Our bootstrap approach has superior performance in the highly cluttered
detections with the time-varying rates.
8.3.3 Evaluation on Real Data
The tracking methods were also tested on a real TIRFM sequence acquired from a
pancreatic beta cell injected by insulin during the acquisition. We used the same real
movie used in Chapters 5 and 7. However, the manual ground truth is provided
for longer time frame (500 frames) including the 350 sequences acquired after the
injection of insulin.
In order to detect and track all structures, especially after injection of insulin, the
threshold in the detection method was set low, which noticeably increases clutter rate
and its variation over time (Fig. 8.8). The results of the trackers for the real data are
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Figure 8.7: The ground truth, averaged and estimated (using the proposed MM-
λ-pD-CPHD filter) detection probability for a synthetic image sequence in the low
clutter scenario (p¯D = 0.7 and λ¯ = 11).
reported in Table 8.3. In this Table, the errors are averaged over the number of time
steps in the real image sequence.
The higher clutter rate along with significantly higher number of time frames and
numerous faint structures existing in real sequences cause higher values of the OSPA
and OSPA-T errors of the all trackers for real sequences compared to the synthetic
data. In addition, the results confirm our arguments about the performance of the
trackers in the synthetic sequences for the same high clutter scenario. The ability
of our B-MM-CPHD to properly track true targets while accurately estimating the
clutter rate and detection probability (Fig. 8.8) leads to the lowest cardinality and
also OSPA errors.
Since there were always faint structures in real sequences that even experienced
annotators were unable to detect or determine whether they are real or false targets,
the reliability of the manual ground truth cannot be completely guaranteed. In this
case, the quantitative results may be biased to a specific filter. To maximize the
validity of our comparison, the results of the tracking were also visually assessed by
the experts. This assessment also proved that our bootstrap filter can better detect
and track the real vesicles, especially faint ones, while avoiding tracking false targets.
In Fig. 8.9, the tracking results of several crossing particles with maneuvering mo-
tions using the proposed bootstrap filter are shown. The results shows that the filter
can properly deal with the maneuvering motion of the targets. However, the results
are not error free and include some missing and false tracks and switching labeling
errors. Fig. 8.10 also demonstrates the performance of our proposed bootstrap filter
in tracking two faint particles moving through the synthetic and real sequences with
time-varying background and noise level.
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Method Location Cardinality OSPA OSPA-T
B-MM-CPHD 2.71 0.68 3.39 5.39
MM-λ-pD-CPHD 2.78 0.82 3.60 5.97
MM-CPHD 2.84 0.79 3.63 5.61
MM-PHD [90] 2.90 1.08 3.98 6.01
IMM-JPDA [89] 1.37 1.67 3.04 4.21
MHT [25] 0.81 3.07 3.88 5.48
P-Tracker [96] 0.85 2.55 3.40 5.20
U-Tracker [44] 0.64 3.36 4.00 4.93
Table 8.2: The averaged location, cardinality, OSPA and OSPA-T errors of the trackers
in pixel with the metric parameters p = 1 and c = l = 10 (pixel) for the 10 synthetic
sequences in the low clutter scenario (p¯D = 0.7 and λ¯ = 11).
Method Location Cardinality OSPA OSPA-T
B-MM-CPHD 3.91 1.04 4.95 6.30
MM-λ-pD-CPHD 4.01 1.23 5.24 6.56
MM-CPHD 3.92 2.07 5.99 7.23
MM-PHD [90] 4.05 2.23 6.28 7.64
IMM-JPDA [89] 0.93 5.75 6.68 7.25
MHT [25] 1.21 4.28 5.49 6.33
P-Tracker [96] 0.55 5.45 6.00 7.32
U-Tracker [44] 1.96 3.63 5.59 6.44
Table 8.3: The averaged location, cardinality, OSPA and OSPA-T errors of the trackers
in pixel with the metric parameters p = 1 and c = l = 10 (pixel) for a real image
sequence.
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Figure 8.8: The ground truth, averaged and estimated (a) clutter rate and (b) detection
probability using the proposed MM-λ-pD-CPHD filter for the real image sequence.
8.4 Summary
The estimation of clutter rate and detection probability helps improve tracking of the
targets in particle tracking applications where measurements include many spurious
and missed detections with unknown and time-varying parameters. The RFS frame-
work provides a principled solution to deal with the estimation of these parameters
which was not possible in previous approaches. The λ-pD-CPHD filter is one of
the filters derived based on RFS theory which is able to estimate these parameters.
However, the filter cannot naturally perform as well as the CPHD filter with known
parameters. To this end, in this chapter, we proposed a bootstrap filter by combina-
tion of the CPHD and λ-pD-CPHD filters. To accommodate the maneuvering motion,
we also proposed a multiple model implementation of the filters. Therefore, the clut-
ter rate and detection probability are estimated by the multiple model λ-pD-CPHD
filter bootstrapped onto a multiple model CPHD filter that outputs target estimates.
Although, we used the MM-CPHD filter as the tracker, it can be generally replaced
by any multi-target tracker that requires knowledge of false alarm and detection rate.
The proposed approach was evaluated on a challenging particle tracking applica-
tions where vesicles moves in noisy sequences of total internal reflection fluorescence
microscopy while the noise characteristic and background intensity of the sequences
change during the acquisition process. In this application which the clutter rate and
detection probability are time-varying, we demonstrated that our bootstrap filter is
able to better track the real targets and more reliably avoid false tracks compared
to the other RFS filters such as the MM-PHD, MM-CPHD and MM-λ-pD-CPHD as
well as other state-of-the-art particle tracking methods such as the IMM-JPDA, MHT,
P-Tracker and U-Tracker in both synthetic and real sequences. However, in the appli-
cations where the motion of each individual targets is required, the tag propagation
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Figure 8.9: The tracking results of several crossing targets with maneuvering mo-
tions in a synthetic TIRFM sequence using the proposed bootstrap filter (dashed
line) against the ground truth (solid line).
scheme may need to be changed to a track management algorithm, e.g., that pro-
posed in [58, 79] or more generally, the tracker in the bootstrap filter can be replaced
by any multi-target tracker that requires knowledge of false alarm and detection rate
and performs reliably in the label assignments. In the RFS concept, a principled solu-
tion to the track labeling problem using labeled RFS [113] has been recently proposed
which can be also used for this purpose.
Obviously, our approach may not be a good choice for some applications. For
example, in the cases where the particles can be easily detected or the rates for false
alarms and missed detections are negligible, known or time-invariant, there is no
point to adaptively estimate the clutter rate and the detection profile. In addition,
to estimate these time-varying rates, the MM-λ-pD-CPHD requires some probabilis-
tic priors describing how the clutter rate and the detection probability change over
time [68]. Therefore, this approach requires more parameters compared to other
trackers. Moreover, the bootstrap filter requires two times filtering in each frame
in order to estimate the state of the targets. Consequently, its processing time is
more than each of its component filters, MM-λ-pD-CPHD and MM-CPHD. Our non-
optimized MATLAB code was run on an ordinary PC (Intel Core 2 Quad, 2.66 GHz
CPU, 8 GB RAM). The average CPU processing time per frame per target in the
highest considered clutter rate (around 280 detected positions per frame) for the
multiple model CPHD, λ-pD-CPHD and our bootstrap filter are about 17.1ms, 8.0ms
and 25.1ms respectively.
Due to linearity of the dynamic and measurement models in our application, we
only used the multiple model Gaussian linear implementation of all filters while the
recursive equations derived in the appendices can be used for both Gaussian linear
and non-Gaussian non-linear system models. In order to apply the proposed frame-
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Figure 8.10: Some examples of tracked vesicles using the proposed bootstrap filter
(dashed line) against the ground truth (solid line) in the synthetic and real TIRFM
sequences. The resulting trajectory of two faint vesicles from the synthetic (Top row)
and real (Bottom row) TIRFM sequences in different time frames. For an improved
visualization, the other tracks are eliminated. These particles move in different back-
ground intensity and noise level.
work to the applications with non-linear non-Gaussian systemmodels, the sequential
Monte Carlo (SMC) implementation of the filters is required. This implementation
will also allows us to further evaluate the performance of our bootstrap filter and
compare it against the SMC-PHD [111], SMC-CPHD [66] and the traditional parti-
cle [43] filters.
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Conclusion
In this thesis, the problem of multi-target tracking in microscopy sequences using
the Bayesian filtering framework was considered. Since we chose to use the detection
based tracking approach, we started by proposing a reliable spot detection method.
Then, we tailored several frameworks to deal with tracking multiple particles in dif-
ferent conditions by incorporating mechanism for dealing with the complexities ex-
isting the microscopy sequences into the Bayesian approach. Having a framework for
generating realistic synthetic TIRFM sequences, we applied and tested our methods
on these microscopy sequences.
In the following section, we will briefly summarize the contributions of this the-
sis and will discuss their advantages and limitations. Suggestions for their improve-
ments and future extensions will also be given.
9.1 Discussion and Conclusion
• In Chapter 3, we proposed a reliable spot detector, the so called MPHD, appli-
cable for noisy microscopy sequences. This is a primary step for our detection
based tracking approaches and can be also used for other approaches.
The advantage of the MPHD detector
– The method is able to enhance and detect spots from the noisy microscopy
images in presence of background structures.
– Followed by the enhancement and detection of the spots, the MPHD scheme
also provides a good estimation of the background structures which is
useful for both generating realistic synthetic sequences and tracking the
particles.
– The detector is insensitive to the particles’ shape and size. It is also robust
to its main parameter (threshold) compared to the state-of-the-art spot
detectors techniques such as the HD and MSVST methods (Chapter 3).
The limitations of the MPHD detector and its possible extensions
– The method is applicable only for the applications where the spots (or
particles) are either bright or dark spots in the sequences.
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– Similar to most other spot detectors, the MPHD method does not perform
well in detecting closely located spots. However, we attempted to suppress
this error for moving spots using temporal averaging.
– The method is not impeccable and contain, though low, false and missed
detections. In the sequences with time-varying background and noise
level, the rate of the false alarm and missed detection is also time-varying.
• In Chapter 4, we proposed a framework for generating realistic synthetic TIRFM
sequences. In order to evaluate the performance of the detection and track-
ing algorithms, we have released the framework’s codes as open source. The
sequences generated by this framework appropriately reflect the complexities
existing in real sequences.
The advantage of this simulation framework
– To assess the performance of the detectors and trackers, the realistic syn-
thetic sequences with exact ground truth can be good alternative for real
sequences with limited and unreliable manual ground truth.
– This framework provides a simulation package which is capable of gener-
ating diverse TIRFM sequences with different characteristics such as image
resolution and noise level by changing the parameters.
– Compared to the existing approaches for simulation of the synthetic fluo-
rescence imaging sequences, our proposed framework benefits from more
complex and accurate measurement and dynamic models.
The limitations of this simulation framework and its possible extensions
– The method includes many parameters related to the imaging system,
measurement and dynamic models. Since there is no straightforward way
to quantitatively evaluate the simulated and real sequences, these parame-
ters are tuned empirically such that the simulated sequences visually looks
like real data. However, some parameters such as the noise parameters can
be estimated from real data using the procedure explained in 4.3.2.4. In
addition, the parameters related to the imaging system can be set using
their measured values from the imaging system. The parameters for the
dynamic models and the shape deformation of the objects requires either
manual or automated tracking and segmentation of numerous structures
in real data which makes it a chicken-and-egg problem. Therefore, a pos-
sible extension to our framework can be a technique which can approxi-
mate these parameters from real sequences without explicit tracking and
segmentation of the objects.
• In Chapter 5, we proposed a multi-target tracking package for particle tracking
applications using our MPHD detector and an enhanced IMM-JPDA filter .
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The advantage of our proposed IMM-JPDA
– The MPHD method is a reliable detector which provides an estimated
position of the particles with low false missed detection rate for our IMM-
JPDA filter in presence of complex background structures.
– Our enhanced IMM-JPDA tracker is able to robustly track a time-varying
number of maneuvering objects in the presence of clutter, detection uncer-
tainly and temporary disappearance of the targets.
The limitations of the proposed IMM-JPDA filter and its possible improve-
ments
– Although the JPDA filter is very reliable data association technique, it can
be very computational demanding algorithm for the dense data with poor
detections. To ease its computational burden, we proposed a procedure ex-
plained in Section 5.3.3. However, this may cause track truncation in some
cases. A possible solution for this problem is to approximate the JPDA
joint probabilities for big clusters using the graphical model approaches
such as message passing scheme [52].
• In Chapter 7, we investigated the application of the most popular random finite
set based Bayesian filter, known as the PHD filter, on biological sequences.
The advantage of the PHD filter
– This filter is a computationally cheap Bayesian multi-target tracker which
is able to track the densely moving targets in presence of highly cluttered
detections.
– Compared to traditional Bayesian filters such as the IMM-JPDA filter, this
filter benefits from a well principled models for target initiation, termina-
tion due to incorporating new born targets and clutter models in its formu-
lation. In addition, the PHD filter can properly detect and track spawned
particles which is not well formulated in other traditional Bayesian filters.
The limitations of the PHD filter and its possible improvements
– Even with tag propagation such as the technique explained in Section 7.3,
the PHD filters cannot avoid the identity loss of the targets as well as
the JPDA in very complex scenarios such as several crossing targets with
maneuvering dynamics. Although a data association technique can be
used along with this filter to improve the results, this approach disproves
the claim about which the RFS based filters avoid the data association step.
– Another weakness of the PHD filters is that it generates noisy tracks in
areas with very high target density due to a loss of higher order cardinality
information. To address this problem, the CPHD filter which is more
robust in the estimation of the number of targets, can be used.
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• In Chapter 8, we proposed an effective solution to the problem of multiple par-
ticle tracking in a very challenging biological application where the sequence
characteristics such as noise and background intensity change during the ac-
quisition process. Under these conditions, detection methods usually fail to
detect all real particles and are often followed by missed detections and many
spurious measurements with unknown and time-varying rates. We proposed
a framework for this case using a bootstrap filter derived based on other ran-
dom finite set based Bayesian filters, known as the CPHD filter and its variant
λ-pD-CPHD filter.
The advantage of our bootstrap filter
– This filter provides a well-principled solution to deal with tracking multi-
ple maneuvering particles in unknown and time-varying false alarm and
detection rates which was not possible using the previous approaches.
– The filter use the benefits of both the CPHD and λ-pD-CPHD filter while
avoiding their weaknesses.
– Compared to the PHD filter, the CPHD filter more robust in the estimation
of the number of targets and better avoid the noisy tracks.
The limitations of our bootstrap filter and its possible improvements
– To estimate the time-varying clutter and detection rates, the filter requires
some probabilistic priors describing how the clutter rate and the detection
probability change over time. Therefore, it requires more parameters to be
tuned compared to the other proposed filters.
– The bootstrap filter requires two times filtering in each frame in order to
estimate the state of the targets. Consequently, its processing time is more
than each of its component filters, MM-λ-pD-CPHD and MM-CPHD.
9.2 Directions for Future Research
The application of other RFS based Bayesian filters such as multi-target multi-Bernoulli
(MeMBer) filters [112, 115] for particle tracking can be a future extension of our the-
sis work. The MeMBer filter approximates the multi-target probability density by a
simpler probability density using the multi-Bernoulli RFS. A possible advantage of
this filter over the PHD and CPHD filters is that the MeMBer filter propagates an
approximated multi-target probability density instead of the targets intensity distri-
bution which may address the aforementioned weaknesses of these filters.
The output of all filters derived based on the RFS theory discussed in Chapter 6
such as the PHD, CPHD and MeMBer filters is a set of the estimated states for each
time frame without considering their temporal associations. To have the identity of
the trajectories, they should be necessarily followed by a tag propagation scheme.
The recently developed class of RFS filters, known as the labeled RFS approach [113]
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addresses this problem. Therefore, they may function more reliably in maintaining
the identity of the crossing targets in the particle tracking applications.
In this thesis, we only focused on the detection based approaches and we at-
tempted to deal with its difficulties such as clutter and missed detections. The
recently proposed RFS based track-before-detect Bayesian filters [80, 112] can be an-
other alternative solution for the particle tracking applications, especially in low SNR
sequences.
Using the results of currently proposed tracking packages, we are able to study
the dynamic behaviour of the exocytotic structures such as vesicles in TIRFM se-
quences in different experiments. The IMM-JPDA filter usually provides very reli-
able tracking results which can be used for motion assessment of each individual
vesicle. However, when we are also interested in the behaviours of the vesicles mov-
ing in depth, this filter can be computationally expensive. The reason is that the
detection threshold should be set into very low value in order to detect these barely
visible vesicles which increases both target density and clutter rate. In contrast, our
MM-PHD filter can be applied to quickly track many vesicles including those which
are barely visible. However, its tracking results can be only used for overall motion
assessments of the vesicles. Our biologist colleagues are also interested in studying
the effect of injection of a stimulus such as insulin into pancreatic beta cells on the
motion of the vesicles. In this case, our bootstrap technique can be useful tool for
this analysis. Our preliminary results show that after injection of insulin, some very
fast moving structures with linear dynamic behaviour appear in some specific loca-
tions in the cell membrane. However, this hypothesis need to be confirmed by more
experiments and tracking more objects in different TIRFM movies.
We hope that our work helps biologists to better understand the underlying pro-
cesses that give rise to the behaviours that we are now able to track with our tracking
methods.
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Appendix
The following notations are used in throughout this Appendix. The binomial and
permutation coefficients are denoted by CB(l, j) and CP(n, j), respectively. ⟨·, ·⟩ is
the inner product operation between two continuous or two discrete functions. The
elementary symmetric function of order j defined for a finite set Z of real numbers
is denoted by ej(Z) = ∑S⊆Z,|S|=j (∏δ∈S δ), where |S| is the cardinality of a set S and
e0(Z) = 1 [114].
10.1 Multiple Model CPHD Recursions
Prediction step: Suppose at time t− 1, the posterior cardinality distribution ρt−1 and
posterior intensity vt−1 are known. The predicted cardinality distribution ρt|t−1 and
predicted intensity vt|t−1 are calculated by
ρt|t−1(n) =
n
∑
j=0
ρΓ(n− j)Π[vt−1, ρt−1](j), (10.1)
vt|t−1(x, r) = γ(x)τγ(r) +∑
r´
∫
p
S
(x´, r´) f (x | x´, r)τf (r | r´)vt−1(x´, r´)dx´, (10.2)
where
Π[vt−1, ρt−1](j) =
∞
∑
l=j
CB(l, j)ρt−1(l)
⟨p
S
, vt−1⟩j⟨1− pS, vt−1⟩l−j
⟨1, vt−1⟩l−j
. (10.3)
Note that in the multiple model approach, the inner product function operates on
both the kinematic state and the model, i.e. ⟨p
S
, vt−1⟩ = ∑r´
∫
pS(x´, r´)vt−1(x´, r´)dx´.
Update step: If at time t, the predicted cardinality distribution ρt|t−1, predicted
intensity vt|t−1 and set of measurement Zt are given, the updated cardinality distri-
bution ρt and updated intensity vt are calculated by
ρt(n) =
Υ0
[
vt|t−1,Zt
]
(n)ρt|t−1(n)〈
Υ0
[
vt|t−1,Zt
]
, ρt|t−1
〉 , (10.4)
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vt(x, r) = vt|t−1(x, r)×
⎡
⎣(1− p
D
(x, r))
〈
Υ1
[
vt|t−1,Zt
]
, ρt|t−1
〉
〈
Υ0
[
vt|t−1,Zt
]
, ρt|t−1
〉
+ ∑
z∈Zt
ψ
z
(x, r)
〈
Υ1
[
vt|t−1,Zt\z
]
, ρt|t−1
〉
〈
Υ0
[
vt|t−1,Zt
]
, ρt|t−1
〉
⎤
⎦ ,
(10.5)
where
Υu
[
vt|t−1,Zt
]
(n) =
min(|Zt|,n)
∑
j=0
(|Zt|− j)! ρt(|Zt|− j)CP(n, j+ u)
× ⟨1− pD, vt|t−1⟩
n−(j+u)
⟨1, vt|t−1⟩n ej
(
Ξ(vt|t−1,Zt)
)
,
(10.6)
where
Ξ(vt|t−1,Zt) =
{〈
vt|t−1,ψz
〉
: z ∈ Zt
}
, (10.7)
and
ψ
z
(x, r) =
⟨1, κ⟩
κ(z)
g(z | x, r)p
D
(x, r). (10.8)
10.2 Multiple Model λ-pD-CPHD Recursions
Prediction step: Suppose at time t− 1, the hybrid cardinality distributions ρ¨t−1 and
the posterior intensity distribution for actual targets v
(1)
t−1 and clutter generators v
(0)
t−1
are given. The hybrid predicted cardinality distribution ρ¨t|t−1 is calculated by
ρ¨t|t−1(n¨) =
n¨
∑
j=0
ρ¨Γ(n¨− j)
∞
∑
l=j
CB(l, j)ρ¨t−1(l)(1− φ)l−jφj (10.9)
where
φ =
⎛
⎝ ⟨p(1)S , v(1)t−1⟩+ ⟨p(0)S , v(0)t−1⟩
⟨1, v(1)t−1⟩+ ⟨1, v(0)t−1⟩
⎞
⎠ , (10.10)
and the predicted intensity for actual targets v(1)t|t−1 and clutter generators v
(0)
t|t−1 are
estimated as follows.
v(1)t|t−1(x, a, r) = γ
(1)(x, a)τγ(r) +∑
r´
∫ ∫ 1
0
[
p(1)S (x´, r´) f
(1)(x | x´, r)×
τ
(1)
p (a | a´, r´)τf (r | r´)v(1)t−1(x´, a´, r´)dx´da´
]
,
(10.11)
v
(0)
t|t−1(b) = γ
(0)(b) + p(0)S v
(0)
t−1(b). (10.12)
Update step: If at time t, the predicted intensity for actual targets v
(1)
t|t−1, the pre-
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dicted intensity for clutter generators v
(0)
t|t−1, the predicted hybrid cardinality distribu-
tion ρ¨t|t−1 and set of measurement Zt are all given and the function Υ¨
u
[
v¨t|t−1,Zt
]
(n¨)
defined as follows:
Υ¨
u
[
v¨t|t−1,Zt
]
(n¨) =
⎧⎨
⎩ 0 n¨ < |Zt|+ uCP (n¨, |Zt|+ u)Φn¨−(|Zt|+u) n¨ ≥ |Zt|+ u (10.13)
where
Φ = 1−
〈
v
(1)
t|t−1, p
(1)
D
〉
+
〈
v
(0)
t|t−1, p
(0)
D
〉
〈
1, v
(1)
t|t−1
〉
+
〈
1, v
(0)
t|t−1
〉 , (10.14)
where p(1)
D
(x, a, r) = a and p(0)
D
(b) = b. Then, the updated cardinality distribution ρ¨t
and the updated intensity distribution for actual targets v(1)t and clutter generators
v
(0)
t are given as follows
ρ¨t(n¨) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 n¨ < |Zt|,
Υ¨
0
[
v¨t|t−1,Zt
]
(n¨)ρ¨t|t−1(n¨)〈
Υ¨
0
, ρ¨t|t−1
〉 n¨ ≥ |Zt|, (10.15)
v(1)t (x, a, r) = v
(1)
t|t−1(x, a, r)×
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
(1− a)
〈
Υ¨
1
[
v¨t|t−1,Zt
]
, ρ¨t|t−1
〉
〈
Υ¨
0
[
v¨t|t−1,Zt
]
, ρ¨t|t−1
〉
〈
1, v
(1)
t|t−1
〉
+
〈
1, v
(0)
t|t−1
〉 +
∑
z∈Zt
a.g(z | x, r)〈
v
(0)
t|t−1, p
(0)
D gK
〉
+
〈
v
(1)
t|t−1, p
(1)
D g(z | .)
〉
⎤
⎦ ,
(10.16)
v(0)t (b) = v
(0)
t|t−1(b)×
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
(1− b)
〈
Υ¨
1
[
v¨t|t−1,Zt
]
, ρ¨t|t−1
〉
〈
Υ¨
0
[
v¨t|t−1,Zt
]
, ρ¨t|t−1
〉
〈
1, v
(1)
t|t−1
〉
+
〈
1, v
(0)
t|t−1
〉 +
∑
z∈Zt
b.gK(z)〈
v
(0)
t|t−1, p
(0)
D gK
〉
+
〈
v
(1)
t|t−1, p
(1)
D g(z | .)
〉
⎤
⎦ .
(10.17)
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