Extension of Vladimirov's lemma  by Bella, A. et al.
Topology and its Applications 134 (2003) 147–157
www.elsevier.com/locate/topol
Extension of Vladimirov’s lemma
A. Bella a, A. Błaszczyk b,∗, A. Kucharski b
a Department of Mathematics, University of Catania, viale A. Doria 6, 95125 Catania, Italy
b Institute of Mathematics, University of Silesia, ul. Bankowa 14, 40-007 Katowice, Poland
Received 24 January 2002; received in revised form 19 March 2003
Abstract
In the paper we consider an extension of Vladimirov’s lemma on independent sets in complete
Boolean algebras. As an application we obtain a criterion for existence of maximal independent
families in compact spaces.
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1. Introduction
A Lemma of Vladimirov [12] says that if B is a complete Boolean subalgebra of a
complete Boolean algebra A and for no u ∈ B+ the algebra B restricted to u is dense in the
algebra A restricted to u then there exists x ∈A+ such that x ∧ a =O = −x ∧ a for every
a ∈ B+; see Koppelberg [7, p. 201]. In topological language the lemma can be formulated
as follows:
Theorem 1.1 (Vladimirov’s Lemma). Assume f :X → Y is an open mapping of an
extremally disconnected compact space X onto a Hausdorff space Y and the following
condition holds true:
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(∗) for every non-empty open set U ⊆ Y there exists a non-empty clopen set V ⊆ f−1(U)
such that for no non-empty clopen set W ⊆ Y the set f−1(W) is contained in V .
Then there exists a clopen set H ⊆X such that f (H)= f (X \H)= Y .
Recall, a space X is extremally disconnected provided that the closure of any open
subset of X is again open. It is easy to show that the condition (∗) is equivalent to the
following one:
(∗∗) for every non-empty clopen set U ⊆ Y there exists a non-empty clopen set V ⊆
f−1(U) such that f (X \ V )= Y .
Indeed, for every set W ⊆ Y , condition W ∩f (X \V )= ∅ is equivalent to f−1(W)∩ (X \
V )= ∅.
As usual πw(X) stands for the π -weight of X, i.e., for the minimal cardinality of a
π -base in the space X. The local version of π -weight is called π -character. For x ∈ X
the π -character of the space X at x , denoted by πχ(x,X), is the minimal cardinality
of a family P of non-empty open subsets of X such that every open neighborhood of
x contains an element from P . Clearly, the π -character cannot exceed the character; i.e.,
πχ(x,X) χ(x,X) for every x ∈X. Clearly, the condition (∗) is easily fulfilled whenever
πw(U) < πw(f−1(U)) for every non-empty open set U ⊆ Y . In this paper we will show
also other conditions that imply condition (∗).
The aim of this paper is to present an extension of Vladimirov’s Lemma. We will drop
out the assumptions that the space is extremally disconnected and the mapping is open.
As an application, we get some results on the minimal power of maximal independent
families.
2. Main lemma
All spaces considered here are assumed to be compact and Hausdorff. Recall, a set
H ⊆X is a cozero-set whenever H is a preimage of an open set under a continuous real-
valued function f :X → R, whereas it is a zero-set if it is a preimage of a closed set
under f. In normal spaces cozero-sets are exactly open Fσ -sets and the collection of all
cozero-sets constitutes a base for any Tychonoff space.
We say that a continuous surjection f :X→ Y has the Vladimirov’s property provided
that for any non-empty open set U ⊆ Y there exist cozero-sets V1,V2 ⊆X such that clV1 ⊆
V2 ⊆ f−1(U) and Intf (V1) = ∅ and f (X\V2)= Y. Clearly, if X is zero-dimensional then
every open surjection f :X→ Y satisfying condition (∗) has the Vladimirov’s property.
Now we are ready to prove our extension of Vladimirov’s Lemma.
Lemma 2.1 (Main Lemma). Assume f :X→ Y has Vladimirov’s property. Then for every
base B of Y there exists a disjoint family W ⊆ B such that cl⋃W = Y and for each
W ∈W there exist non-empty open sets H 0W,H 1W ⊆ X such that clH 0W ∩ clH 1W = ∅ and
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f (H 0 )= f (H 1 )=W. If B consists of cozero-sets, H 0 ,H 1 ⊆X may also be chosen toW W W W
be cozero-sets.
Proof. Since f has Vladimirov’s property, for arbitrary non-empty open set U there exist
cozero-sets V1,V2 ∈ B such that clV1 ⊆ V2 ⊆ f−1(U) and Intf (V1) = ∅ and f (X \V2)=
Y. Since Intf (V1) is non-empty, there exists a non-empty open set W ⊆ clW ⊆ Intf (V1).
We set
F0 = clV1 ∩ f−1(clW) and F1 = f−1(clW) \ V2.
Then we get
f (F1)= clW ∩ f (X \ V2)= clW = clf (V1)∩ clW = f (F0).
Since F0 and F1 are disjoint and closed, there exist cozero-sets G0,G1 such that
clG0 ∩ clG1 = ∅ and Fi ⊆ Gi for i ∈ {0,1}. Since Int(f (F0) ∩ f (F1)) = ∅ there exists
G ∈ B such that G ⊆ f (F0) ∩ f (F1). Now we set H 0U = G0 ∩ f−1(G) and H 1U =
G1∩f−1(G). Then we get cozero-sets with clH 0U ∩clH 1U = ∅ and f (H 0U)= f (G0)∩G=
G= f (G1)∩G= f (H 1U).
By Kuratowski–Zorn’s Lemma there exists a maximal family W ⊆ B of non-empty
disjoint cozero-sets with the property that for each W ∈W there exist non-empty cozero-
sets H 0W,H
1
W ⊆X such that clH 0W ∩ clH 1W = ∅ and f (H 0W)= f (H 1W)=W. Maximality
of W implies cl⋃W = Y ; the proof is complete. ✷
Our Main Lemma gives immediately an easy proof of Vladimirov’s Lemma:
Proof of Theorem 1.1. Since extremally disconnected spaces are zero-dimensional and
all open surjections with the property (∗) defined on such spaces satisfy the Vladimirov’s
property it is enough to use the Main Lemma and to set H = cl⋃{H 0W : W ∈W} and
G = cl⋃{H 1W :W ∈W}. Then f (H)= f (G) = Y . Since X is extremally disconnected,
the sets H and G are clopen and H ∩ G = ∅. Therefore f (X \ H) = Y ; the proof is
complete. ✷
Lemma 2.2. Assume f :X→ Y is a continuous surjection. Then for every y ∈ Y there
exists x ∈ f−1(y) such that for every open neighborhood U of x , the set f (U) has non-
empty interior.
Proof. Let us consider the set
S = {x ∈X: for every open set U ⊆X, x ∈U implies Intf (U) = ∅}.
We need to show that f (S) = Y . Clearly, X \ S is open. Hence, by compactness of X
and by continuity of f , the set f (S) is closed. Suppose Y \ f (S) = ∅. Then there exists a
non-empty open set W ⊆ Y such that clW ∩ f (S) = ∅. For every x ∈ f−1(clW) we can
choose an open neighborhood Ux ⊆X of x such that Intf (clUx)= ∅. Now we choose a
finite collection Ux1, . . . ,Uxn of open sets such that
f−1(clW)⊆Ux1 ∪ · · · ∪Uxn
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and Intf (clUxi )= ∅ for every i  n. Then clW is contained in a finite union of nowhere
dense sets; a contradiction. ✷
A continuous mapping f :X → Y is called semi-open provided that Intf (U) = ∅
for each non-empty open set U ⊆ X. Hence, the last lemma says in fact that whenever
f :X→ Y is a continuous surjection then for every y ∈ Y there exists a point x ∈ f−1(y)
in which the mapping is semi-open.
If X and Y are compact and U ⊆X is an open set then the set Y \ f (X \U) is open as
well. It can happen, however, that Y \ f (X \U) is empty for some non-empty U.
Lemma 2.3. If f :X→ Y is a continuous surjection and πχ(x,X) > πw(Y ) for some
x ∈X, then there exists a neighborhood U of x such that Y \ f (X \U)= ∅.
Proof. Suppose Y \ f (X \ U) = ∅ for each open neighborhood U of x and let P be a
fixed π -base in the space Y such that |P | = πw(Y ). Then the family {f−1(V ): V ∈ P} is
a π–base at the point x . Indeed, if U is an open neighborhood of x and V ∈ P is such that
V ⊂ Y \f (X \U), then V ∩f (X \U)= ∅, so f−1(V )⊆U . Hence we get a contradiction
with πχ(x,X) > πw(Y ). ✷
Lemma 2.4. If f :X→ Y is a continuous surjection and πw(f−1(U)) > πw(U) for some
non-empty open set U ⊆ Y, then there exists a non-empty open set V ⊆ f−1(U) such that
Y \ f (X \ V )= ∅.
Proof. Suppose Y \ f (X \ V ) = ∅ for every non-empty open set V ⊆ f−1(U). As in the
previous lemma, for every π -base P in the subspace U , the family{
f−1(V ): V ∈ P and V ⊆ Y \ f (X \U)}
is a π -base for the subspace f−1(U) and this is in a contrast with the assumption made. ✷
Concluding this section we provide two broad classes of mappings satisfying the
Vladimirov’s property.
Theorem 2.5. Assume f :X→ Y is a continuous surjection of compact spaces and at least
one of the following conditions holds true:
(A) f is a semi-open mapping and πw(f−1(U)) > πw(U), for every non-empty open set
U ⊆ Y,
(B) πχ(x,X) > πw(Y ), for every x ∈X.
Then f has Vladimirov’s property.
Proof. Assume that either condition (A) or (B) holds true. Fix a non-empty open set
U ⊆ Y. If the condition (A) holds true then, by Lemma 2.4, there exists a non-empty open
set V ⊆X such that f (X \ V )= Y and V ⊆ f−1(U). Since X is a compact space, there
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are cozero-sets V1,V2 such that V1 ⊆ clV1 ⊆ V2 ⊆ clV2 ⊆ V . As f is semi-open, we have
Intf (V1) = ∅.
If condition (B) holds true, then by Lemma 2.2 there exists a point x ∈ f−1(U) such
that for every neighborhood V of x we have Intf (V ) = ∅. By Lemma 2.3 there exists
a neighborhood V of x such that f (X \ V ) = Y and V ⊆ f−1(U). Again, since X is
a compact space, there exist cozero-sets V1 and V2 such that x ∈ V1 ⊆ clV1 ⊆ V2 ⊆
clV2 ⊆ V . Consequently we get
Intf (V1) = ∅ and f (X \ V )= Y,
which completes the proof. ✷
The famous Balcar–Franeˇk Theorem [1] says that every extremally disconnected (in-
finite) compact Hausdorff space X has a continuous mapping onto a Cantor cube of the
maximal possible weight, namely Cantor cube of the weight equal to the weight of X.
Crucial argument in the proof of this theorem is the Vladimirov’s Lemma cited above. In
the next section we shall present an application of the extended Vladimirov’s Lemma.
3. Independent families
A family {(Fα,Gα): α < κ} consisting of pairs of disjoint zero-sets is called
independent provided that for every disjoint finite subsetsA,B ⊆ κ the following condition
holds:⋂
{Fα : α ∈A} ∩
⋂
{Gα: α ∈ B} = ∅;
see, e.g., Juhász [6] and also Monk [8] for deeper investigation of maximal independent
families in Boolean algebras.
By Kuratowski–Zorn’s Lemma one can easily prove that every independent family is
contained in a maximal one, i.e., is contained in an independent family which cannot be
enlarged to a greater one. Later on we shall prove that, in particular, the cardinality of an
independent family cannot exceed the weight of the space. One can, however, construct a
(zero-dimensional) compact space X with a maximal independent family of cardinality
strictly less than w(X). Therefore, maximal independent family need not to be of the
maximal possible cardinality.
Proposition 3.1. If X is a dense in itself compact Hausdorff space then X has an infinite
independent family. Moreover, if χ(x,X) = ω for some x ∈ X, then X has a maximal
independent family of cardinality ω.
Proof. First we fix a family {Wn: n ∈ ω} of open neighborhoods of a point x ∈ X. Now,
since X has not isolated points, for every n < ω and for every s ∈ {0,1}n we can construct
a non-empty zero-set Fs such that
(1) for all s, t ∈ {0,1}n, s = t implies Fs ∩ Ft = ∅,
(2) for every n < ω, every s ∈ {0,1}n and every i ∈ {0,1} we have Fs!i ⊆ IntFs ,
152 A. Bella et al. / Topology and its Applications 134 (2003) 147–157
(3) if s ∈ {0,1}n constantly equals zero, then x ∈ IntFs ⊆Wn.If the construction is ready, for n < ω and every i ∈ {0,1} we set
Gin+1 =
⋃{
Fs!i : s ∈ {0,1}n
}
and G00 = F(0) and G10 = F(1). It is not difficult to check that {(G0n,G1n): n < ω} is an
independent family on X and
(4) ⋂{G0n: n < ω} ⊆Wn
for every n ∈ ω. Now, if the character of x in X is countable and {Wn: n ∈ ω} is a base in x ,
then the family {(G0n,G1n): n < ω} is a maximal independent family. Indeed, if {(F,G)} is
a pair of disjoint zero-sets in X then, without loss of generality, we can assume that x does
not belongs to F . Consequently, F ∩Wn = ∅ for some n < ω and by condition (4) we get
F ∩⋂{G0n: n < ω} = ∅. Therefore, by compactness of X, {(F,G)} ∪ {(G0n,G1n): n < ω}
is not an independent family. The proof is complete. ✷
The next lemma seems to be known in the so-called mathematical folklore. For the sake
of completeness, however, we submit a proof.
Lemma 3.2. If κ  ω and {(Fα,Gα): α < κ} is an independent family in a compact
space X, then there exists a continuous mapping h :X→ Iκ such that {0,1}κ ⊆ h(X) ⊆
Iκ .
Moreover, if F,G⊆X are disjoint zero-sets and {0,1}κ ⊆ h(F )∩h(G), then the family
{(F,G)} ∪ {(Fα,Gα): α < κ} is independent.
Proof. For each α < κ there exists a continuous mapping hα :X→ I such that h−1α ({0})=
Gα and h−1α ({1})= Fα. Let h :X→ Iκ be given by the formula:
h(x)(α)= hα(x),
for every x ∈X and α < κ. The mapping h satisfies the following conditions:
h−1
(
pr−1α
({0}))=Gα and h−1(pr−1α ({1}))= Fα,
where prα : Iκ → I is the natural projection, i.e., prα(x) = x(α) for each x ∈ Iκ and
α ∈ κ. Since X is compact we have {0,1}κ ⊆ h(X). It remains to prove that the family
{(F,G)} ∪ {(Fα,Gα): α < κ} is independent, whenever {0,1}κ ⊆ h(F ) ∩ h(G). For this
goal we fix two finite disjoint subset A,B ⊆ κ and define x ∈ {0,1}κ as follows:
x(α)=
{1 if α ∈A,
0 if α /∈A,
for every α < κ . Since x ∈ h(G) ∩ h(F ), we have
h−1(x)∩G = ∅ = h−1(x)∩ F
and moreover
h−1(x)⊆
⋂
{Fα : α ∈A} ∩
⋂
{Gα: α ∈ B}.
Hence the family {(F,G)} ∪ {(Fα,Gα): α < κ} is independent. ✷
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Recall, a space X is called an F -space whenever each two disjoint open Fσ -sets in
X have disjoint closures. Clearly, every extremally disconnected space is an F -space. The
ˇCech–Stone remainder of integers (i.e., the space ω∗) is an example of an F -space that is
not extremally disconnected. The following theorem (see [4, Theorem 14.27]) provides a
large class of compact F -spaces: if X is locally compact and σ -compact, then βX \X is
a compact F -space. In particular, the ˇCech–Stone remainder of the set of all non-negative
real numbers is a compact and connected F -space. Using our Main Lemma we get a lower
bound for the cardinality of maximal independent families in compact F -spaces:
Theorem 3.3. If X is a compact F -space and πχ(x,X)  τ  ω for every x ∈ X, then
every maximal independent family in X is of cardinality not less than τ.
Proof. Let {(Fα,Gα): α ∈ κ} be a maximal independent family. Suppose that κ < τ. Let
f :X→ Iκ be a continuous mapping as in Lemma 3.2 for this independent family. Since
χ(Z, Iκ )  κ, we get χ(f−1(Z),X)  κ. Then we have πχ(x,f−1(Z))  τ, for every
x ∈ f−1(Z). Indeed, since X is a compact space and f−1(Z) is a closed subset of the space
X such that χ(f−1(Z),X)  κ < τ and πχ(x,X)  τ, for every x ∈ X, the assertion
follows from the inequality
πχ(x,X) πχ
(
x,f−1(Z)
) · χ(f−1(Z),X),
see Juhász [6, p. 71, Theorem. 3.19]. Now, we consider the restriction
f |f−1(Z) :f−1(Z) onto−→Z
of the mapping f. By Theorem 2.5 and the Main Lemma (i.e., Lemma 2.1), there exists a
maximal familyW consisting of disjoint cozero-sets in Z such that for each W ∈W there
are cozero-sets H 0W,H
1
W ⊆ f−1(Z) such that H 0W ∩H 1W = ∅ and h(H 0W)= h(H 1W)=W.
Since elements of the family W are cozero-sets in the Cantor cube {0,1}κ, we have
|W| ω. Since X is a compact F -space and f−1(Z)⊆ X is a closed subspace, f−1(Z)
is also an F -space (see Gillman and Jerison [4, p. 210]). Clearly,
H 0 =
⋃{
H 0W : W ∈W
}
and H 1 =
⋃{
H 1W : W ∈W
}
are open Fσ -sets. Therefore, clH 0 ∩ clH 1 = ∅ and f (clH 1) = f (clH 0) = clf (H 0) =
cl
⋃{W : W ∈W} =Z.
Then there are disjoint zero-sets G,F ⊆X such that clH 0 ⊆G and clH 1 ⊆ F, which
yields Z ⊆ f (G)∩ f (F ). Hence, by Lemma 3.2 the family {(F,G)} ∪ {(Fα,Gα): α < κ}
is independent. This contradiction completes the proof. ✷
Remark. First of all one should note that a zero-dimensional compact space X has a
continuous surjection onto {0,1}τ if and only if the Boolean algebra of clopen subsets
of X has an independent family of size τ . By Šapirovskiı˘’s Theorem (see [10] or [6],
see also Corollary 4.2 below), every compact space has a (maximal) independent family
of cardinality at least τ provided that the π -character of the space at every point is not
less than τ . We, however, do not know whether in this case every maximal independent
family is actually of cardinality at least τ . The last theorem asserts that this happens
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for all compact F -spaces. Moreover, the π -character cannot be replaced by the character
of X. Indeed, Shelah [11] has constructed a model of ZFC in which there exists in ω∗ a
maximal independent family of cardinality strictly less than the character of the space. In
connection of this Monk [8] posed a question (see [8, Question 7]) which can be formulated
as follows: can one construct a zero-dimensional compact spaceX such that every maximal
independent family on X is of cardinality strictly greater than the character of X? Here,
the character of the space X is defined to be the minimal character at a point of X. Trying
to reverse the last theorem we were able to prove only the following:
Proposition 3.4. Assume X is a compact space and every maximal independent family on
X is of cardinality at least κ , where κ  ω. Then for every dense in itself zero-set E ⊆X
there exists x ∈E such that χ(x,X) κ .
Proof. Suppose E ⊆ X is a dense in itself zero-set and {(Fα,Gα): α ∈ λ} is a maximal
independent family on the space E. Since E is dense in itself, we have λ  ω. First of
all we note that every zero-set in E is also a zero-set in X. Thus {(Fα,Gα): α ∈ λ} is an
independent family on the space X. We also note that it has to be maximal on X. Indeed,
suppose {(F,G)} ∪ {(Fα,Gα): α ∈ λ} is an independent family on X. Then F ∩ E and
G∩E are non-empty zero-sets in E. Since both Fα and Gα are for every α < λ contained
in E, the family {(F ∩ E,G ∩ E)} ∪ {(Fα,Gα): α ∈ λ} is an independent family on E;
a contradiction. Therefore we get λ κ . Hence, by Lemma 3.2, there exists a continuous
mapping f :E→ Iκ ofE onto the Tychonoff cube of weight κ . Now, applying Lemma 2.2,
we get a point x ∈ E such that the image of every open neighborhood of x has non-
empty interior. Since π -character at every point of the cube of weight κ equals κ , we
get χ(x,E) κ . A fortiori then χ(x,X) κ . ✷
The last proposition leads immediately to the following:
Corollary 3.5. If X is a compact Hausdorff space and every maximal independent family
on X is of cardinality κ > ω then the set {x ∈X: χ(x,X) κ} is dense in X.
To prove the corollary it is enough to note that, by Proposition 3.1, the character at every
point of X has to be uncountable. Hence, every zero-set in X is dense in itself. On the other
hand every non-empty open set contains a non-empty zero-set.
4. Remarks on mappings onto Dugundji spaces
Vladimirov’s Lemma says in fact that, under some assumptions, the mapping f has a
factorization by the projection pY :Y ×{0,1}→ Y , i.e., there exists a continuous mapping
g from X onto Y × {0,1} such that f = pY ◦ g. Indeed, the mapping g can be defined by
the formula:
g(x)=
{(
f (x),0
)
if x ∈H,(
f (x),1
)
if x ∈X \H.
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Clearly, the projection pY is open and has countable weight. For zero-dimensional
compact spaces X and Y we shall say that a continuous mapping f :X → Y has a
countable weight whenever there exists a countable family B of clopen subsets of X such
that the family{
U ∩ f−1(V ): U ∈ B and V is a clopen subset of Y}
is a base of the topology on X. Open mappings with countable weight play an important
role in the theory of Dugundji spaces. A zero-dimensional compact space is called a
Dugundji space whenever it is a retract of a Cantor cube. Clearly, Cantor cubes are
Dugundji spaces. The well-known Haydon’s Theorem (see Haydon [5]) says that X is
a zero-dimensional Dugundji space iff X is the limit of an inverse system {Xα,pαβ ; β <
α < κ} where κ is a cardinal, X0 is metrizable, all Xα’s are compact zero-dimensional and
for every α < κ the bounding mapping pα+1α is an open surjection and has a countable
weight; see also Koppelberg [7] for Boolean version.
We shall state without proof an easy modification of the Main Lemma presented in the
previous section. Again, we assume that all spaces considered here are compact Hausdorff.
We would like to conclude the paper by a theorem on factorization of mapping
of compact spaces onto Dugundji spaces. Under slightly different assumptions such a
factorization has been obtained recently by Shapiro [9]. He use it for a proof of a new
version of Šapirovskiı˘’s criterion. Roughly speaking, his theorem says that, under some
assumption, a surjection f :X → Y , where Y is a Dugundji space, is a composition of
surjections g :X→ Z and h :Z→ Y , where Z is again a Dugundji space and h is a non-
trivial open mapping. This theorem corresponds to the Theorem 1.1. In fact, under similar
assumptions, the latter establishes that an open mapping of an extremally disconnected
space onto a Cantor cube has a non-trivial factorization.
Theorem 4.1. Assume X and Y are zero-dimensional compact spaces and Y satisfies
the Souslin property. If πχ(x,X) > πw(Y ), for every x ∈ X, then for each continuous
surjection f :X → Y there exist a zero-dimensional compact space Z and continuous
surjections g :X→ Z and h :Z→ Y such that h ◦ g = f where h is an open mapping
with a countable weight and the set {y ∈ Y : |h−1(y)|> 1} is dense in Y . Moreover, if Y is
a Dugundji space, Z is a Dugundji space as well.
Proof. Clearly, one can assume that Y is infinite. By Theorem 2.5, the mapping f has the
Vladimirov’s property. Since Y is zero-dimensional, we can set in the Main Lemma the
family Clop(Y ) of all clopen subsets of Y instead of B. Then we obtain a disjoint family
U ⊆ Clop(Y ) such that for every U ∈ U there exists cozero-sets H 0U,H 1U ⊆ X such that
clH 0U ∩ clH 1U = ∅ and f (H 0U)∩ f (H 1U)=U. Again, since X is also zero-dimensional we
can find for every i ∈ {0,1}, disjoint clopen sets GiU ⊆X, such that clHiU ⊆GiU . Now we
set WiU =GiU ∩f −1(U) and we get disjoint clopen set such that F(WiU )=U for i ∈ {0,1}.
By the countable chain condition we get a maximal family {Un: n < ω} ⊆ Clop(Y ),
consisting of clopen non-empty disjoint sets satisfying the following property:
(∗∗∗) for every n < ω there are clopen disjoint sets W 0n ,W 1n ⊆ X such that f (W 1n ) =
f (W 0n )= Un.
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By induction we construct an inverse sequence Σ = {Zn,hn+1n ; n < ω} and a family
of mappings {gn: n < w}, where gn :X onto−→ Zn, such that hn+1n :Zn+1 → Zn are open
surjections and the following conditions hold true:
(a) Z0 = Y and g0 = f ,
(b) gn = hn+1n ◦ gn+1,
(c) gn(W 1n )= (hn0)−1(Un),
(d) gn(X \W 1n )=Zn.
Assume Zn and gn are defined. Then we set Zn+1 = Zn ⊕ (hn0)−1(Un) and we define
the mapping gn+1 by the formula:
gn+1(x)=
{(
gn(x),0
)
if x /∈Wn1 ,(
gn(x),1
)
if x ∈Wn1 .
By condition (∗ ∗ ∗) the sets W 1n and W 0n are disjoint and have the same image. Therefore
the mapping gn+1 is a surjection. The mapping hn+1n :Zn+1 → Zn is the usual projection,
i.e., hn+1n ((y, i)) = y for all i ∈ {0,1}. We set Z = lim←−Σ . Then g :X → Z is the
mapping induced by gn’s whereas h :Z→ Y is the projection from the inverse limit. From
conditions (a)–(c) it easily follows that h ◦ g = f and h has a countable weight. Since
all h′ns are open the limit map h is open as well. Condition cl{y ∈ Y : |h−1(y)|> 1} = Y
follows from the fact that cl
⋃{Un: n < ω} = Y . Since all gn are surjections, the mapping
g is a surjection as well. Clearly, from Haydon’s Theorem, it easily follows that Z is a
Dugundji space whenever Z0 is a Dugundji space. ✷
Recall, a compact space is called dyadic provided it is a continuous image of a Cantor
cube. Clearly, Dugundji spaces are dyadic as they are retracts of Cantor cubes. It is known
(see Efimov [2] and Gerlits [3]) that if X is a dyadic space of weight τ and X cannot
be covered by a countable collection of closed subsets of weight less than τ , then X
has a continuous mapping onto the Cantor cube {0,1}τ . In particular, if X is a zero-
dimensional dyadic space and w(X) = w(U) = τ for every non-empty open set U ⊆ X,
then X has a continuous mapping onto {0,1}τ . Šapirovskiı˘’s Theorem says that if X is a
compact space and πχ(x,X) τ for every x ∈X, then X has a continuous mapping onto
the Tychonoff cube [0,1]τ . In zero-dimensional case one can easily deduce Šapirovskiı˘’s
Theorem from the Theorem 4.1 and the Efimov–Gerlits Theorem. For this goal it is enough
to construct, using inverse limits and Haydon’s Theorem, a continuous mapping onto a
Dugundji space of the maximal possible weight. Therefore, from our Theorem 4.1 we get
the following:
Corollary 4.2 (Šapirovskiı˘’s [10]). If X is a zero-dimensional compact space and
πχ(x,X)  τ, for every x ∈ X, then X has a continuous mapping onto a Cantor cube
of weight τ .
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