Graph Neural Networks (GNNs) are powerful to learn the representation of graphstructured data. Most of the GNNs use the message-passing scheme, where the embedding of a node is iteratively updated by aggregating the information of its neighbors. To achieve a better expressive capability of node influences, attention mechanism has grown to become a popular way to assign trainable weights of a node's neighbors in the aggregation. However, though the attention-based GNNs have achieved state-of-the-art results on several tasks, a clear understanding of their discriminative capacities is missing. In this work, we present a theoretical analysis of the representational properties of the GNN that adopts attention mechanism as an aggregator. In the analysis, we show all of the cases when those GNNs always fail to distinguish distinct structures. The finding shows existing attention-based aggregators fail to preserve the cardinality of the multiset of node feature vectors in the aggregation, thus limits their discriminative ability. To improve the performance of attention-based GNNs, we propose two cardinality preserved modifications that can be applied to any kind of attention mechanisms. We evaluate them in our GNN framework on benchmark datasets for graph classification. The results validate the improvements and show the competitive performance of our models.
Introduction
Graphs, as a kind of powerful data structure in non-Euclidean domain, can represent a set of instances (nodes) and the relationships (edges) between them, thus has a broad application in various fields [1] . Different from regular Euclidean data such as texts, images and videos, which have clear grid structures that are relatively easy to generalize fundamental mathematical operations [2] , graph structured data are irregular thus it is not straightforward to apply important operations in deep learning (e.g. convolutions). Consequently the analysis of graph-structured data remains a challenging and ubiquitous question.
In recent years, Graph Neural Networks (GNNs) have been proposed to learn the representations of graphs and attract a growing interest [3, 4, 5, 6, 7, 8, 9, 10, 11, 12] . GNNs can iteratively update node embeddings by aggregating/passing node features and structural information in the graph. The generated node embeddings can be fed into extra classification/prediction layer and the whole model is trained end-to-end for the node-level (e.g. node classification, link prediction) or the graph-level (e.g. graph classification) tasks.
Though many variants of the GNNs have been proposed with different aggregation schemes, update rules, and pooling methods, it is noted that when updating the embedding of a node v i in each propagation layer by aggregating the embeddings of its neighbor nodes v j , most of the GNN variants will assign non-parametric weight between v i and v j . For example, in [7] , the weight is assigned as 1/ N (v i )N (v j ), where N (v) is the number of nearest neighbors of node v. For other popular aggregators, mean aggregator [8] treats the weight between v i and v j as 1/N (v i ), and sum aggregator [12] considers all weights as 1. However, such aggregators fail to learn and distinguish the information between a target node and its neighbors during the training. Taking account of different contributions from the nodes in a graph is important in real world data as not all edges have similar impacts. A natural alternative solution is to make the edge weights trainable in order to have a better expressive capability.
To assign learnable weights in the aggregation, attention mechanism is incorporated in GNNs and the weights can be directly represented by attention coefficients that are computed by the attention mechanism between nodes [13, 14, 15, 16] . Though GNNs that use the attention mechanism in their aggregators achieve promising performance on various tasks, it is not trivial to build a GNN model without knowing the exact power that attention mechanism holds in graph representation learning. Recent work [12] has theoretically analyzed the expressive power of GNNs that uses non-parametric weights in their aggregators. But for GNNs with attention-based aggregators, a clear understanding of their discriminative power is missing, thus limits the design of powerful attention-based GNNs.
In this work, we make efforts on theoretically analyzing the discriminative power of GNNs with the attention-based aggregation scheme. Our findings reveal that previous proposed attention-based aggregators fail to capture cardinality information and thus exhibit limited representational power. These inspire us to improve the attention mechanism via cardinality preservation. We propose two modifications that can be applied to any kind of attention mechanisms to achieve our goal. We further develop Cardinality Preserved Attention Network (CPAN) that adopts our models to solve graph classification problem. Our experimental results validate our theoretical analysis. By using the cardinality preservation approach, we can increase the representational power of attention-based aggregator. Moreover, CPAN achieves promising results comparing to other state-of-the-art models. Specifically, our contributions can be summarized as follow:
• We show that previous proposed attention-based aggregators in message-passing GNNs always fail to distinguish certain distinct structures. We strictly give all of those structures and demonstrate that the cardinality information is missing in attention-based aggregation. • We propose two methods to improve the original attention mechanism via cardinality preservation in the aggregator. With those methods, we develop a simple GNN framework, Cardinality Preserved Attention Network (CPAN), which is universal to adopt any kind of attention mechanisms. • Experimental results on benchmark graph classification datasets confirm that our approaches can improve the representational power of the original attention mechanism, and CPAN achieves comparable performance comparing to other state-of-the-art baselines.
Preliminaries

Notations
Let G = (V, E) be a graph where V is the set of n nodes and E is the set of m edges between nodes. Let X to denote the input feature of node i ∈ V or edge (i, j) ∈ E. The structure of G can be represented by the adjacency matrix,
The degree of a node i is defined as degree(i) = A i,: . In the scope of this paper, w ij = 1, ∀i, j ∈ V . The nearest neighbors of node i are defined as N (i) = {j|d(i, j) = 1}, where d(i, j) is the shortest distance between node i and j. Moreover, we denote the set of node i and its nearest neighbors asÑ (i) = N (i) ∪ {i}.
For the nodes inÑ (i), their feature vectors form a multiset M (i). A multiset is defined as a pair M = (S, µ), where S = {s 1 , . . . , s n } is the ground set of M , and µ : S → N ≥1 is the multiplicity function that gives the multiplicity of each s i ∈ S. The cardinality of a multiset is the number of elements(with multiplicity) in the multiset. We denote it as |M | = s∈S µ(s). Thus for M (i), |M (i)| = |Ñ (i)|, which is also the number of nodes inÑ (i).
Graph Neural Networks
GNNs adopt element(node or edge) features X and the graph structure A as input to learn the representation of each element, h i , or graph, h G , for different tasks. In this work, the term "GNNs" especially means those GNNs under neighborhood aggregation framework, which update the node embeddings by aggregating neighbor node embeddings iteratively. In previous surveys, this type of GNNs is referred as Graph Convolutional Networks in [17] or the GNNs with convolutional/attention aggregator in [1] . Usually, each aggregation layer of the GNN aggregates the nearest neighbors of each node. Thus a learned representation of the node after l aggregation layers can contain the feature and structural information within l-step neighborhoods of the node. The l-th layer of a GNN can be formally represented as:
where the superscript l denotes the l-th layer and h 0 i is initialized as X i . Eq.(1) works as an aggregator to propagate information or massages between nodes. Eq. (2) is the updater which updates the hidden state of nodes. Different architecture designs of Aggregate and Update will result in different GNNs. Common used functions include sum [12] , mean [7] , and max-pooling [8] .
In the final layer, the node representation h L i can be directly used after a total of L iterations for node-level tasks. While for graph-level tasks, the whole graph representation h G is needed. Thus an extra readout function is used to compute h G from all h L i :
Attention-Based Aggregator
When an aggregator in a GNN adopts attention mechanism to assign learnable weights between nodes, we name it "attention-based aggregator". We also denote the GNN as "attention-based GNN". In previous survey (Section 6 of [18] ), this is referred as the first two types of attentions which have been applied to graph data.
In general, the attention-based aggregator combines Eq.(1) and Eq.(2) together and the aggregating step in l-th layer can be formulated as follows:
where the superscript l denotes the l-th layer and e ij is the attention coefficient computed by an "Attention" function to measure the relation between node i andj. Different kinds of Attention functions can be used to form different attention-based aggregators. α ij is the attention weight calculated by the softmax function. Eq.(6) is a weighted summation uses all attention weights α as weights followed with a nonlinear function f . Note that the weighted summation is done onÑ (i), which includes the nearest neighbors of node i and i itself.
Limitation of Attention-Based Aggregator
In this section, we theoretically analyze the discriminative properties of attention-based aggregator and show its limitation. We start with the upper bound for the discriminative capacity of any attentionbased GNN when solving the graph isomorphism problem. We find that the conditions cannot be always satisfied for attention-based GNN to reach the upper bound. Furthermore, we theoretically find and claim all cases when such conditions are always failed to be satisfied for all attention-based aggregators.
Upper Bound for Representational Capacity
As proved in the Theorem 3 of [12] , for any aggregation-based GNNs, the upper bound for their discriminative capacity is the Weisfeiler-Lehman (WL) test [19] when deciding the graph isomorphism. For the attention-based GNN, the WL test is still the upper bound for its representational power and the conditions for reaching the upper bound is given in Lemma 1.
Lemma 1. Let A : G → R g be a GNN following the neighborhood aggregation scheme with the attention-based aggregator. For any graphs G 1 and G 2 that the Weisfeiler-Lehman test of isomorphism decides as non-isomorphic, A maps them to different embeddings after sufficient iterations with the following conditions: a) A computes node features h i iteratively with
where α ij is the attention weight between node i and j calculated by Eq.(4) and Eq. (5) . f and the weighted summation function are injective. b) A's readout function, which operates on the multiset of all node features, is injective.
With Lemma 1, we are interested in whether its conditions can always be satisfied, thus to guarantee the highest discriminative capacity of an attention-based GNN. For all functions in attention-based GNN, since the function f and the graph-level readout function can be predetermined to be injective, we only focus on whether the weighted summation function is injective. In the next section, we will show the answer is no from our theoretical analysis.
The Non-Injectivity of Attention-Based Aggregator
Given a countable feature space H, a weighted summation function is a mapping W : H → R n . However, the exact W is determined by the attention weights α, which are learned during the training using a stochastic optimization algorithm like stochastic gradient descent (SGD), AdaGrad [20] , Adam [21] and so on. Due to the undetermined attention weights, it is not straightforward to conclude the injectivity of a stochastic weighted summation function. We state this in Lemma 2. Lemma 2. Let α be the attention weight calculated by Eq.(4) and Eq.(5) in the attention-based aggregator. If the Attention function in Eq.(4) is affected by a stochastic optimization algorithm, it is not possible to decide the final α before the optimization process.
We now try to decide the injectivity of the weighted summation function when having any possible choices of the Attention function. In Theorem 1, we theoretically find and show all of the cases where weighted summation functions in attention mechanism will always map distinct multisets to the same embedding no matter how the the Attention function is learned, which shows attention-based aggregators are not injective. So that the attention-based GNNs can never met the upper bound to be as powerful as the WL test, which is stated in Corollary 1. Theorem 1. Assume the input feature space X is countable. Given a multiset X ⊂ X and the node feature c of the central node, the weighted summation function h(c, X) in aggregation is defined as
where f : X → R n is a mapping of input feature vector and α cx is the attention weight between f (c) and f (x) calculated by the Attention function att in Eq.(4) and the softmax function in Eq. (5) . For all f and att, h(c 1 , X 1 ) = h(c 2 , X 2 ) if and only if c 1 = c 2 , X 1 = (S, µ) and X 2 = (S, k · µ) for k ∈ Q + . Corollary 1. Let A : G → R g be a GNN following the neighborhood aggregation scheme with the attention-based aggregator. There exits G 1 and G 2 that the Weisfeiler-Lehman test decides as non-isomorphic while A always maps to the same embeddings after sufficient iterations.
When the node features seldom repeat in a graph, the cases shown in Theorem 1 will rarely happen. That's why the attention-based GNN, for example GAT [13, 22] , works well for node classification tasks on citation networks and social influence predictions on social networks, where the node features are diverse.
Attention Mechanism Fails to Preserve Cardinality
For all of the cases listed in Theorem 1 where weighted summation functions in attention mechanism always map distinct input multisets to the same embedding, we find that those distinct multisets have the same distribution. In fact, attention-based aggregator will assign similar weights to identical elements in the multiset. For distinct elements in the multiset, attention-based aggregator can assign different weights to them, which means a learnable distribution of the elements in the multiset is assigned via the attention mechanism. Thus the multiplicity of each element is missing and the cardinality of the multiset is not preserved.
Improve Attention Mechanism via Cardinality Preservation
Cardinality Preserved Attention Model
As the cardinality of the multiset is not preserved for an attention-based aggregator to distinguish different multisets, our goal is to propose modifications to any attention mechanisms so that they can capture the cardinality information. With preserved cardinality, the distinct multisets with the same distribution can be distinguished. Thus all of the cases listed in Theorem 1 can be avoid and our modified attention-based aggregators are probable to be injective.
To achieve our goal, we modify the weighted summation function in Eq. 
where w is a trainable or fixed vector∈ R n , denotes the element-wise multiplication. 
where Ñ (i) equals to the cardinality of the multisetÑ (i), ψ : Z + → R n is an injective function for the cardinality value, denotes the element-wise multiplication.
In the Additive model, each element in the multiset will contribute to the term that we added so as to preserve the cardinality information. In the Scaled model, the original weighted summation is directly multiplied by a representational vector of the cardinality value. So with these models, distinct multisets with the same distribution will result in different embedding h. Note that both of our models don't change the Attention function, thus can keep the learning power of the original attention mechanism.
With these modifications, attention-based aggregators can now distinguish the multisets mentioned in Theorem 1.
Corollary 2. Assume X is countable. Given two finite multisets X 1 = (S, µ) and X 2 = (S, k · µ) ⊂ X for some k ∈ Q + and c ∈ S, there exists w ∈ R n , function f : X → R n and ψ : Z + → R n so that the aggregation function
Moreover, while the original attention-based aggregator is never injective as we mentioned in Section 3.2 and Section 3.3, our cardinality preserved attention-based aggregator can be injective with certain learned attention weights, thus could be as powerful as the WL test. As a future direction, it would be interesting to find the conditions when our cardinality preserved attention-based aggregator is injective and analyze the effects of different attention mechanisms.
Cardinality Preserved Attention Network (CPAN)
Now with our novel proposed cardinality preserved attention models, we build a simple GNN framework named Cardinality Preserved Attention Network (CPAN) that adopts them. In detail, we take advantage of the approximation capability of multi-layer perceptrons (MLPs) [23, 24] to model f l and ψ l in Eq. (7) and Eq. (8) . w l in Eq. (7) is set as trainable. Thus the aggregating step in the l-th layer of CPAN can be chosen as one of bellow:
Note that we can still use the original version of attention mechanism in the aggregator, so as to compare it with our approaches:
For the graph pooling function, CPAN concatenates graph embedding from all iterations to capture all structural information, which is similar to the one used in GIN framework:
where represents concatenation, Readout function can be sum or mean.
Experiments
In this section, we evaluate the performance of CPAN on graph classification tasks. As our CPAN framework is universal enough to adopt any kind of attention mechanisms, we choose 2 typical attention mechanisms in our experiments. For each attention mechanism we choose, we use its original form as well as our modified forms to build CPAN variants as described in Section 4.2.
Note that the discriminative power of the CPAN variants can be directly shown by the accuracies on training sets. Higher training accuracy indicates better fitting ability on given dataset to distinguish graphs. To empirically investigate the generalization power of CPAN, the accuracies on testing sets are provided. With the testing accuracies, we can further compare our models with other state-of-the-art baselines.
Experimental Setup
Datasets In our experiments on graph classification tasks, we use 6 benchmark datasets: 4 bioinformatics datasets (MUTAG, PROTEINS, PTC, NCI1) and 2 social network datasets (IMDB-BINARY, IMDB-MULTI) 1 . For the bioinformatics datasets, we use the one-hot encodings of the node features. While for the social network datasets, there are no node features. Instead, we use the one-hot encodings of the node degrees.
Baselines We compare CPAN with several state-of-the-art baselines: WL kernel (WL) [25] , PATCHY-SAN (PSCN) [6] , Diffusion CNN (DCNN) [26] , Deep Graph CNN (DGCNN) [9] , kdimensional GNN (k-GNN) [11] , Graph Isomorphism Network (GIN) [12] and Capsule Graph Neural Network (CapsGNN) [27] . For all models, we report the original accuracies in papers. Especially for WL kernel, we report the results shown in [12] .
Choices of Attention Mechanism
As CPAN can adopt any kind of attention mechanism in Eq.(4), we choose two typical ones to evaluate the performance of our models: GAT and Bilinear.
GAT is the attention mechanism proposed in [13] :
where a and W are trainable, and is the concatenation operation.
Bilinear is the attention mechanism proposed in [28] :
where W is trainable. 1 All of the datasets are available at https://ls11-www.cs.tu-dortmund.de/staff/morris/graphkerneldatasets Figure 1 : Training curves of CPAN variants that uses the GAT attention mechanism. We use the same hyper-parameter settings for all models on each dataset.
Model Settings
To evaluate the performance of our cardinality preserved models, we use 3 variants of our CPAN framework: (1) CPAN-Additive: CPAN with Additive model in Eq.(9); (2) CPAN-Scaled: CPAN with Scaled model in Eq.(10); (3) CPAN-Original: CPAN that adopts the original attention mechanism in Eq. (11) . Considering that each CPAN variant can adopt GAT and Bilinear as its attention mechanism, there are 6 different models we use in total.
We evaluate the performance by using 10-fold cross-validation, and repeating the experiments 10 times for each dataset and each model. The average accuracies and their standard deviations are reported based on the results across the folds in all runs. More details about experimental setting can be found in the Supplementary Material.
Results and Discussion
Performance on training set. We first compare the training accuracies of CPAN variants to validate that our cardinality preserved attention models can increase the representational power of the original attention-based aggregator to reach the upper bound. On each dataset, we use the same hyper-parameter configurations for different CPAN variants.
On bioinformatics datasets, we show the training curves of CPAN variants that uses the GAT attention mechanism in Figure 1 . From these curves, we can see CPAN-Additive and CPAN-Scaled fit the training data better than CPAN-Original and bring gains in different percentages on different datasets. For CPAN variants that uses the Bilinear attention mechanism, we found similar patterns in the curves and include the results in the Supplementary Material. Comparing with the WL kernel, CPAN-Additive and CPAN-Scaled can get training accuracies close to 1 on several datasets, which almost reach those obtained from the WL kernel (equal to 1 as shown in [12] ). However, the accuracies of CPAN-Original always exist gaps comparing with those of the WL kernel. This validates that our proposed models can approach the upper bound to be as powerful as the WL test with certain learned weights in optimization steps, while the original attention-based GNNs are constrained.
On social network datasets (IMDB-B and IMDB-M), we found that all CPAN variants that base on the same attention mechanism (GAT or Bilinear) will have similar training curves, which suggest that our cardinality preserved approaches bring no gain in fitting those datasets.
To understand the reason why CPAN-Additive and CPAN-Scaled fit better than CPAN-Original only on bioinformatics datasets but not social network ones as shown above, we calculate the proportion P of multisets that hold the properties in Theorem 1 among all multisets for each dataset and show the results in Table 1 . The results directly show the existence of the multisets that hold the properties in Theorem 1 in all 4 bioinformatics datasets (P ≥ 29.3). While for 2 social network datasets, no such multisets are found when using degree as node features (P = 0). A larger P will lead the attention-based aggregator to more likely meet the multisets in Theorem 1 that are unable to be distinguished, thus decrease the discriminative power of attention-based GNN when distinguishing graphs. These analysis can now explain the results of training accuracies: The discriminative power of CPAN-Original are weaken by the multisets in Theorem 1 in all 4 bioinformatics datasets. So our proposed models can exhibit improvements. In 2 social network datasets, CPAN-Original is not affected by the multisets in Theorem 1 (P = 0) and can already distinguish the graphs without cardinality information. Thus our cardinality preservation models don't show improvements in training results. Performance on testing set. We next compare the testing accuracies of CPAN variants and other baselines in Table 2 . On each dataset, we use the same hyper-parameter configurations for different CPAN variants. For CPAN variants, CPAN-Additive and CPAN-Scaled outperform or achieve comparable accuracies as CPAN-Original on all 6 datasets. These results show that CPAN variant with a better representational power can also generalize better. Though on certain datasets (PROTEINS, PTC, IMDB-B), CPAN-Original can get higher testing accuracies than CPAN-Additive and CPAN-Scaled, it is because higher training accuracies as we show in Figure 1 don't guarantee higher testing accuracies due to the generalization ability [29] .We also compare CPAN variants with other state-of-the-art baselines. In general, CPAN-Additive and CPAN-Scaled exhibit good generalization power and achieve comparable or better results comparing to the baselines. Note that our CPAN framework is universal enough to adopt any kind of attention mechanisms, it is expected that even better performance can be achieved with certain choice of attention mechanism.
Conclusion
In this paper, we theoretically analyze the representational power of GNNs with attention-based aggregators. We find all cases when those GNNs always fail to distinguish distinct structures. The finding shows that attention mechanism fails to preserve cardinality and thus limits its discriminative ability. To improve the attention mechanism, we develop models that can preserve cardinality information to solve this issue. With our models, a GNN framework that adopts them is designed and evaluated on several benchmark datasets for graph classification. Results on the datasets validate our theoretical analysis and confirm our models can improve the discriminative power of attention mechanism. Comparing to other state-of-the-art baselines, our framework can achieve better or comparable performance. In future work, it would be interesting to design new approach that assigns learnable weights in aggregation while always has a representational power close to that of the WL test. How those learnable weights affect the generalization power of GNNs is also interesting to be investigated.
