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THEOREME DE DONSKER ET FORMES DE DIRICHLET
Nicolas Bouleau
Ecole des Ponts, Paris
Abstract. We use the language of errors to handle local Dirichlet forms with
squared field operator (cf [2]). Let us consider, under the hypotheses of Donsker
theorem, a random walk converging weakly to a Brownian motion. If, in addition,
the random walk is supposed to be erroneous, the convergence occurs in the sense
of Dirichlet forms and induces the Ornstein-Uhlenbeck structure on the Wiener
space. This quite natural result uses an extension of Donsker theorem to functions
with quadratic growth. As an application we prove an invariance principle for the
gradient of the maximum of the Brownian path computed by Nualart and Vives.
Résumé. Nous employons le langage des erreurs pour manier les formes de Dirich-
let locales avec carré du champ (cf [2]). Considérant une promenade aléatoire
convergeant en loi vers un mouvement brownien sous les hypothèses du théorème
de Donsker, nous montrons que si la promenade est supposée de plus erronée, la
convergence a lieu au sens des formes de Dirichlet et induit la structure d’Onstein-
Uhlenbeck sur l’espace de Wiener. Ce résultat bien naturel nécessite l’extension du
théorème de Donsker aux fonctions à croissance quadratique. A titre d’application
nous en déduisons un principe d’invariance pour le gradient du maximum de la
courbe brownienne calculé par Nualart et Vives.
Mots clés : promenade aléatoire, mouvement brownien, gradient, forme de
Dirichlet, erreur.
Keywords : random walk, Brownian motion, Dirichlet form, error
1. INTRODUCTION
Le calcul d’erreur fondé sur les formes de Dirichlet est inspiré des idées de
Gauss sur la propagation des erreurs en les formulant avec des formes de Dirichlet
ce qui leur donne la puissance de s’appliquer aux espaces fonctionnels rencontrés
en modélisation stochastique : espace de Wiener, de Poisson et de Monte Carlo.
L’approche intuitive et les fondements mathématiques sont exposés en [2]. Ce
formalisme rend compte de la propagation à travers les calculs des variances, des
co-variances et des biais des erreurs supposées infiniment petites.
De la même façon que le calcul des probabilités a pu se développer sans que la
notion de hasard fût complêtement élucidée, le calcul d’erreur fondé sur les formes
de Dirichlet n’explicite pas la notion d’erreur elle-même et ne prend en compte que
les notions dérivées de variance et de biais qui sont axiomatisées. L’explicitation
de cette notion d’erreur est un programme théorique intéressant mais n’est pas un
1
préalable aux nombreuses applications des calculs d’erreurs et de sensibilité (cf.
[4], [5] et [2]).
En revanche la question du choix des hypothèses à prendre en compte sur les
erreurs lorsqu’on procède à une étude de sensibilité d’un modèle est une question
concrète importante dans la mesure où ce langage plus fin que d’ordinaire sur
les erreurs fait apparâıtre la nécessité d’hypothèses a priori sur les corrélations
ou non-corrélations des erreurs sur les paramètres scalaires ou fonctionnels du
modèle étudié. La connexion avec les statistiques par l’information de Fisher et
sa robustesse par changement de variables est la réponse générale à cette question
(cf. [6]). Elle peut être complètée par l’étude des extensions en termes de calcul
d’erreur des grands théorèmes limites de la théorie des probabilités tels que le
théorème de limite centrale ou le théorème du logarithme itéré (cf. [7]).
Nous étudions ici la question bien naturelle de l’extension du théorème de
Donsker concernant la limite faible d’une promenade aléatoire vers un mouvement
brownien. Elle peut se formuler ainsi : étant donné une suite de variables aléatoires
indépendantes équidistribuées centrées, supposées en outre erronées, les erreurs
étant stationnaires et non corrélées, est-ce que l’approximation usuelle affine par
morceaux converge vers le mouvement brownien au sens de la forme de Dirichlet
qui décrit les erreurs et si oui, quelle structure d’erreur cela induit-il sur l’espace
de Wiener ?
La réponse est positive et la structure d’erreur obtenue est la structure d’Orn-
stein-Uhlenbeck. Ce résultat très naturel n’avait pas été publié jusqu’ici, sa démons-
tration nécessite une amélioration strictement probabiliste du théorème de Donsker
aux fonctions à croissance quadratique. Cette extension, plus délicate que dans le
cas du théorème de limite centrale est la principale difficulté du présent travail.
Nous en tirons comme conséquence, une formule explicite concernant la limite
de la forme de Dirichlet sur la norme uniforme qui utilise le beau résultat de Nu-
alart et Vives [11] sur le gradient du maximum de la trajectoire brownienne sur
[0,1].
2. DEFINITIONS ET NOTATIONS
Une structure d’erreur est un terme S = (Ω,A, IP, ID,Γ) où (Ω,A, IP) est un
espace de probabilité, ID un sous-espace dense de L2(IP) et Γ un opérateur bilinéaire
symétrique positif de ID × ID dans L1(IP) vérifiant
1) le calcul fonctionnel de classe C1 ∩ Lip
i.e. si U = (U1, . . . , Um) ∈ IDm, V = (V1, . . . , Vn) ∈ IDn,
et si F et G sont de classe C1 et lipschitziennes de IRm [resp.IRn] dans IR,
alors F (U1, . . . , Um) ∈ ID et G(V1, . . . , Vn) ∈ ID et
Γ[F (U1, . . . , Um), G(V1, . . . , Vn)] =
∑
i,j
F ′i (U)G
′
j(V )Γ[Ui, Vj] IP-p.s.
2) 1 ∈ ID, la forme E [F,G] = 1
2
∫
Γ[F,G]dIP est fermée
i.e. ID est complet pour la norme ‖ . ‖E= (‖ . ‖2L2(IP) +E [.])
1
2 .
Avec les notations ci-dessus E est une forme de Dirichlet locale ayant pour
opérateur carré du champ Γ. On notera Γ[F ] pour Γ[F, F ] et E [F ] pour E [F, F ].
Exemple. Si l’on note B(IR) la tribu borélienne sur IR, ν = N (0, 1) la loi normale
centrée réduite et H1(ν) l’espace de Sobolev associé, alors
(IR,B(IR), ν,H1(ν),Γ[u] = u′2)
est une structure d’erreur appelée structure d’erreur d’Ornstein-Uhlenbeck sur IR.
Les structures d’erreur ont la propriété de se transporter simplement par image
et de permettre les opérations de produits y compris infini-dénombrables, cf. [2],
[7].
Convergence en loi de Dirichlet.
Soit une structure d’erreur S = (Ω,A, IP, ID,Γ), soit E la forme de Dirichlet
associée.
Soit W un espace vectoriel normé muni de sa tribu borélienne B(W ) = W.
On se donne une famille de variables aléatoires (Un)n∈IN définies sur (Ω,A) à
valeurs (W,W).
On introduit une notion de convergence adaptée pour les structures d’erreur
de la convergence en loi des variables aléatoires.
Définition 1. On dit que (Un)n∈IN converge en loi de Dirichlet s’il existe une
structure d’erreur sur (W,W) soit Σ = (W,W, m, ID0,Γ0) telle que :
i) (Un)∗IP → m étroitement
i.e. ∀f : Ω 7→ IR continue bornée IE[f(Un)] −→
∫
W f(w)dm(w),
ii) si F ∈ C1 ∩ Lip(W, IR) alors F ∈ ID0 et F (Un) ∈ ID ∀n et
E [F (Un)] −→ E0[F ] quand n→ ∞. où E0 est la forme associée à Σ.
Remarque 1. Sous les hypothèses de la définition 1, les Un transportent la structure
S sur (W,W):
Si on définit
IPUn = (Un)∗IP (loi de Un)
IDUn = {ϕ ∈ L2(IPUn) : ϕ(Un) ∈ ID}
ΓUn[ϕ](w) = IE[Γ[ϕ(Un)]|Un = w]
le terme
SUn = (W,W, IPUn , IDUn ,ΓUn)
est une structure d’erreur, IDUn contient les fonctions C
1 ∩ Lip(W, IR), IPUn con-
verge étroitement vers m sur (W,W) et EUn[F ] = 12
∫
ΓUn [F ] dIPUn → 12
∫
Γ0[F ] dm
pour toute F ∈ C1 ∩Lip(W, IR). Il est naturel d’appeler la structure SUn la loi de
Dirichlet de Un.
Remarque 2. Si de plus il existe une variable aléatoire V ∈ ID0 telle que
i) (Un)∗IP → V∗m étroitement
ii) ∀F ∈ C1 ∩ Lip E [F (Un)] → E0[F (V )]
nous dirons que les Un convergent en loi de Dirichlet vers V .
3. CONVERGENCE D’UNE PROMENADE ALEATOIRE ERRONEE.
Rappelons le résultat classique de Donsker [8] concernant la convergence d’une
promenade aléatoire. Soient Un, n ≥ 1, une suite de variables aléatoires i.i.d. de
carré intégrable, de variance σ2, centrées. On interpole la promenade aléatoire∑n
k=1Uk de façon affine par morceaux en considérant le processus
Xn(t) =
1√
n


[nt]∑
k=1
Uk + (nt− [nt])U[nt]+1


pour t ∈ [0, 1], où [x] désigne la partie entière de x.
L’espace W = C([0, 1]) étant muni de la norme uniforme, les variables Xn à
valeur W convergent en loi vers un mouvement brownien centré de variance σ2t.
Il en résulte que si Φ est une fonctionnelle Riemann-intégrable pour la mesure
de Wiener et bornée
IE[Φ(Xn)] → IE[Φ(B)],
où B est un mouvement brownien centré de variance σ2t.
Supposons maintenant que les Un soient erronées, en conservant les hypothèses
d’indépendance et d’équi-distribution pour les Un et leurs erreurs. Autrement dit,
considérons que les Un sont les applications coordonnées d’une structure d’erreur
produit
S = (Ω,A, IP, ID,Γ) = (IR,B(IR), µ,d, γ)IN∗
la structure (IR,B(IR), µ,d, γ) étant telle que l’identité j soit dans L2(µ) centrée et
dans d. Ainsi les Un sont i.i.d., de loi µ, de variance σ
2 = µ(j2), vérifient Un ∈ ID
et
{
Γ[Un] = (γ[j])(Un)
Γ[Um, Un] = 0 si m =/ n
(1)
Les v.a. Γ[Un] sont dans L
1(IP), indépendantes et de même loi.
Pour t fixé la v. a.
Xn(t) =
1√
n


[nt]∑
k=1
Uk + (nt− [nt])U[nt]+1


est dans ID, et par (1)
Γ[Xn(s), Xn(t)] =
1
n


[nt]∧[ns]∑
k=1
Γ[Uk] + α(n, s, t)

(2)
avec
α(n, s, t) =
(
(ns− [ns])1{[ns]<[nt]} + (nt− [nt])1{[ns]>[nt]}
+ (ns− [ns])(nt− [nt])1{[ns]=[nt]}
)
Γ[U[ns]∧[nt]+1]
Il découle de la loi forte des grands nombres que
1
n
[nt]∧[ns]∑
k=1
Γ[Uk] → (s ∧ t)IE[Γ[U1]] IP-p.s. et dans L1(IP).
Par ailleurs
|α(n, s, t)|
n
→ 0 IP-p.s. et dans L1(IP).
Ainsi Γ[Xn(s), Xn(t)] → (s ∧ t)c IP-p.s. et dans L1(IP) où c est la constante
IEΓ[U1] =
∫
γ[j](x)dµ(x).
Nous déduisons de ce calcul la convergence des lois de Dirichlet marginales
d’ordre fini vers les marginales correspondantes du mouvement brownien muni de
la structure d’Ornstein-Uhlenbeck: soit W = C([0, 1]) muni de sa tribu borélienne
W et m la mesure de Wiener telle que la coordonnées d’indice t soit centrée de
variance σ2t, soit ID0 le domaine de la forme d’Ornstein-Uhlenbeck et Γ0 l’opérateur
quadratique associé caractérisé par son action sur le premier chaos (cf. [2] chapitre
VI §2 et [7])
∀h ∈ L2([0, 1])
∫ 1
0
hdB ∈ ID0 et Γ0[
∫ 1
0
hdB] = c
∫
h2dt.
Proposition 1. Soient t1, . . . , tp ∈ [0, 1], les variables aléatoires (Xn(t1), . . . , Xn(tp))
convergent en loi de Dirichlet vers (B(t1), . . . , B(tp)) où B est un mouvement
brownien centré de variance σ2t muni de la structure d’Ornstein-Uhlenbeck
(W,W, m, ID0,Γ0).
Démonstration. Il faut montrer que si f ∈ C1 ∩ Lip
∫
Γ[f(Xn(t1), . . . , Xn(tp))] dIP →
∫
Γ0[f(B(t1), . . . , B(tp))] dm.
Par majoration de la fonction α(n, ti, tj) et par le calcul fonctionnel on est ramené
à étudier la convergence de l’expression
IE[f ′i((Xn(t1), . . . , Xn(tp))f
′
j((Xn(t1), . . . , Xn(tp))
1
n
[nti]∧[ntj ]∑
k=1
Γ[Uk]](3)
et pour cela d’étudier la convergence de
IE[ei(u1Xn(t1)+···+upXn(tp))Γ[Uk]]
pour k fixé. Or, compte tenu de ce que Γ[Uk] = (γ[j])(Uk), par un argument
classique (similaire celui de la proposition 3 ci-dessous), cette expression converge
vers
IE[ei(u1B(t1)+···+upB(tp))]c.
D’où finalement (3) converge vers
IE[f ′i((B(t1), . . . , B(tp))f
′
j((B(t1), . . . , B(tp))]c(ti ∧ tj)
ce qui démontre la proposition.
Ces résultats sur les marginales finies posent naturellement la question de
l’extension suivante du thèorème de Donsker :
Théorème 1. Les variables Xn convergent en loi de Dirichlet vers la structure
d’ornstein-Uhlenbeck sur l’espace de Wiener (W,W, m, ID0,Γ0).
Nous donnerons deux démonstrations de ce théorème. La première plus élémen-
taire nécessite l’hypothèse supplémentaire que la fonction γ[j] est dans Lp(µ) pour
un p > 1. Elle fait comprendre la difficulté surmontée par la seconde démonstration
qui utilise un renforcement du théorème de Donsker probabiliste. Nous aurons
besoin de quelques lemmes et notations.
Lemme 1. Si F ∈ C1 ∩ Lip(W, IR) où W est muni de la norme uniforme,
F (x+ h) = F (x)+ < F ′(x), h > +‖h‖εx(h)
où εx(h) est bornée (en x et h) et εx(h) → 0 quand h→ 0 dans W , et où x 7→ F ′(x)
est continue bornée de W dans l’espace de Banach des mesures de Radon sur [0, 1].
Démonstration. Il résulte en effet des hypothèses que | < F ′(x), u > | ≤ K pour
tout u unitaire dans W où K est la constante de Lipschitz de F ce qui donne le
résultat.
Il sera commode d’utiliser l’opérateur (.)# qui est un gradient particulier cons-
truit avec une copie de l’espace initial (cf. [2] p80).
Soit (Ω̂, Â, ÎP) une copie de (Ω,A, IP) et Ûn les coordonnées de Ω̂. Choisis-
sant un opérateur dièse pour la structure (IR,B(IR), µ,d, γ), nous en déduisons un
opérateur dièse pour la structure produit (cf. [2] p80 remarque) en posant U#n =
j#(Un, Ûn). Maintenant pour définir l’opérateur (.)
# de ID dans L2(Ω× Ω̂, IP× ÎP)
il n’est que de poser si H = h(U1, . . . , Uk, . . .) ∈ ID
H# =
∑
i
h′i(U1, . . . , Un, . . .)U
#
i .
On a alors
ÎE[(H#)2] = Γ[H ] ∀H ∈ ID
d’où il résulte (cf. [2]) que ∀ϕ ∈ C1 ∩ Lip, ∀H1, . . . , Hp ∈ ID
(ϕ(H1, . . . , Hp))
# =
∑
i
ϕ′i(H1, . . . , Hq)H
#
i .
De même sur l’espace de Wiener, nous considérons une copie (Ŵ , Ŵ, m̂) et l’opérateur
(.)# de ID0 dans L
2(W ×W, m× m̂) qui vérifie (cf. [2] chap VI §2) (Bt)# =
√
c
σ
B̂t
et ∀H ∈ ID0 ÎE[(H#)2] = Γ0[H ].
Nous avons alors
Lemme 2. Soit F ∈ C1 ∩ Lip(W ), on a F (Xn) ∈ ID et
(F (Xn))
# =
∫
[0,1]
(Xn(s))
# F ′(Xn)(ds)
et
Γ[F (Xn)] =
∫
[0,1]
∫
[0,1]
Γ[Xn(s), Xn(t)]F
′(Xn)(ds)F
′(Xn)(dt).
De même F (B) ∈ ID0 et (F (B))# =
∫
[0,1]B
#(s)F ′(B)(ds) et
Γ[F (B)] =
∫
[0,1]
∫
[0,1]
s ∧ t F ′(B)(ds)F ′(B)(dt) =
∫ 1
0
< F ′(B), 1[u,1] >
2 du.
Démonstration. Les formules sont aisées à établir lorsque F (x) ne dépend que d’un
nombre fini des valeurs prises par x. Puis pour F ∈ C1∩Lip quelconque, soit Pk(x)
l’approximation de x affine par morceaux de pas 1
k
et posons Fk(x) = F ◦ Pk(x).
Fk est de classe C
1 ∩ Lip et on a (Fk)′ = P ∗kF ′Pk où P ∗k est l’opérateur adjoint de
Pk. Nous avons
(Fk(Xn))
# =
∫
[0,1]
(Xn(s))
# F ′k(Xn)(ds).
Compte tenu de ce que s 7→ (Xn(s))# est continue comme étant l’approximation
affine par morceau de la promenade des U#n , nous avons
(Fk(Xn))
# =< Pk(Xn(.))
#, F ′(Pk(Xn)) > .
D’où il résulte que Fk(Xn))
# converge vers < (Xn(.))
#, F ′(Xn) > en restant
dominé en module par maxs |(Xn(s))#|maxx ‖F ′(x)‖ donc dans L2(IP × ÎP). La
première formule résulte alors du fait que (.)# est un opérateur fermé. Les autres
formules en découlent ou se démontrent de façon analogue.
La première démonstration du théorème s’engage maintenant naturellement:
Première démonstration
Du lemme précédent et de la formule (2) nous tirons
Γ[F (Xn)] =
∫ ∫ ( 1
n
∑[ns]∧[nt]
k=1 Γ[Uk]
)
F ′(Xn)(ds)F
′(Xn)(dt)
+
∫ ∫
α(n, s, t)F ′(Xn)(ds)F
′(Xn)(dt)
= (A) + (B).
Le second terme peut être majoré ainsi
|(B)| ≤ 1
n
sup
k≤n
Γ[Uk]‖F ′(Xn)‖2
où ‖F ′(Xn)‖ est la masse totale de la mesure F ′(Xn). Il résulte alors du lemme
suivant que IE[|(B)|] → 0 quand n tend vers l’infini.
Lemme 3. Si les Yk sont i.i.d. dans L
1 et positives, limn IE[
1
n
supk≤n Yk] = 0.
Preuve du lemme. On a
IE[
1
n
sup
k≤n
Yk] =
∫ ∞
0
1 − ((1 − IP(Y1 > a))n
n
da
et
1 − ((1 − IP(Y1 > a))n
n
≤ IP(Y1 > a)
qui est intégrable puisque Y1 ∈ L1 donc le théorème de convergence dominée
s’applique et donne le résultat.
En ce qui concerne le premier terme (A) posons Vk =
∑k
i=1(Γ[Ui] − IEΓ[Ui]).
Supposant Γ[U1] ∈ Lp pour un p > 1, nous avons par l’inégalité de Doob ([10] p.
68) appliquée à la martingale Vk
IE[
1
n
max
1≤k≤n
|Vk|] ≤
p
p− 1
1
n
max
1≤k≤n
k‖1
k
k∑
i=1
(Γ[Ui] − IEΓ[Ui])‖p
Le second membre est de la forme 1
n
maxk≤n kε(k) avec ε(k) → 0 donc tend vers
zéro quand n→ ∞.
Il résulte de cette majoration que IE[(A)] a même limite que
IE
∫ ∫ 
 1
n
[ns]∧[nt]∑
k=1
IE[Γ[Uk]]

F ′(Xn)(ds)F ′(Xn)(dt)
ce qui vaut puisque les Γ[Uk] sont i.i.d.
cIE
∫ 1
0
< F ′(Xn), 1[ [nu]
n
,1]
>2 du
D’où par le théorème de Donsker, l’application x 7→ ∫ < F ′(x), 1[u,1] >2 du étant
continue bornée, on a finalement
IEΓ[F (Xn)] → cIEΓ0[F (B)] C.Q.F.D.
Pour lever l’hypothèse Γ[U1] ∈ Lp pour un p > 1, nous abordons la question
différemment. De
Xn(t) =
1√
n


[nt]∑
k=1
Uk + (nt− [nt])U[nt]+1


nous tirons
X#n (t) =
1√
n


[nt]∑
k=1
U#k + (nt− [nt])U#[nt]+1


de telle sorte que par le théorème de Donsker appliqué aux couples (Uk, U
#
k ) qui
sont i.i.d. on a si G est continue bornée de W ×W dans IR
IEÎE[G(Xn, X
#
n )] → IEÎE[G(B,B#)].
Pour démontrer le théorème en appliquant cette idée à F (Xn)
# =
∫
X#n (s)F
′(Xn)(ds)
il faudrait disposer du théorème de Donsker non seulement pour les fonctions
bornées mais pour les G telles que |G(x)| ≤ K1‖x‖2 + K2. C’est ce que nous
établissons ici:
Théorème 2. Soient Xn(t) comme dans le théorème de Donsker, et B(t) un
mouvement brownien de variance σ2t, alors
IE[Φ(Xn)] → IE[Φ(B)]
pour toute Φ continue de W dans IR telle que |Φ(x)| ≤ K1‖x‖2 +K2.
Démonstration. Posons
Zn = max
t
|Xn(t)] =
1√
n
max
1≤k≤n
|
k∑
j=1
Uj |.
a) Il suffit de montrer que les v. a. Z2n sont uniformément intégrables.
En effet, ε > 0 étant donné, cette uniforme intégrabilité entrâıne que l’on peut
trouver a > 0 tel que
|IE[(Φ(B) ∧ a) ∨ (−a)] − IE[Φ(B)]| ≤ ε/3
et que ∀n
|IE[(Φ(Xn) ∧ a) ∨ (−a)] − IEΦ(Xn)| ≤ IE[|Φ(Xn)|1|Φ(Xn)|>a] ≤ ε/3.
Choisissant alors, d’après le théorème de Donsker, n assez grand pour que
|IE[(Φ(Xn) ∧ a) ∨ (−a)] − IE[(Φ(B) ∧ a) ∨ (−a)]| ≤ ε/3
on a |IEΦ(Xn) − IEΦ(B)| ≤ ε.
b) Pour montrer que les v. a. Z2n sont uniformément intégrables, nous posons
Sn =
∑n
i=1 Ui et nous utilisons la majoration suivante ([1] p.69)
IP{max
i≤n
|Si| ≥ λσ
√
n} ≤ 2IP{ |Sn|
σ
√
n
≥ λ
2
} si λ ≥ 2
√
2
d’où
IP{Z2n ≥ α} ≤ 2IP{
|Sn|
σ
√
n
≥
√
α
2σ
} si α ≥ 8σ2.
De
IE[Z2n1Z2n≥α] = αIP{Z2n ≥ α} +
∫ ∞
α
IP{Z2n ≥ t}dt
nous déduisons
IE[Z2n1Z2n≥α] ≤ 2αIP{
|Sn|
σ
√
n
≥
√
α
2σ
} + 2IE[(4S
2
n
n
− α)+].
Il résulte alors du théorème de limite centrale, et du fait que les S
2
n
n
sont uni-
formément intégrables, que si α ≥ 8σ2,
lim sup
n
IE[Z2n1Z2n≥α] ≤ 2αIP{|N | ≥
√
α
2σ
} + 2IE(4N2 − α)+(4)
où N est une variable normale réduite. Donc
lim
α↑∞
lim sup
n
IE[Z2n1Z2n≥α] = 0
et ceci entrâıne l’uniforme intégrabilité des Z2n. C.Q.F.D.
Revenons à la seconde démonstration du théorème 1.
La fonction G(x, y) =
∫
[0,1] y(s)F
′(x)(ds) est continue de W × W dans IR
et vérifie |G(x, y)| ≤ ‖y‖2 supx ‖F ′(x)‖2. Le théorème 2 étendu aux variables
bidimensionnelles, ce qui est sans difficulté, s’applique et donne par le lemme 2
IEΓ[F (Xn)] = IEÎE[((F (Xn))
#)2] → IE[Γ0[F (B)]]. C.Q.F.D.
Par les propriétés de la convergence étroite vis à vis des fonctions Riemann-
intégrables, cette seconde démonstration donne également :
Corollaire 1. Soit Φ(x, y) une fonction de W × Ŵ dans IR continue hors d’un
négligeable pour m× µ où m est la loi de B et µ celle de B#, telle que
|Φ(x, y)| ≤ K1‖x‖2 +K2‖y‖2 +K3
alors IEÎEΦ(Xn, X
#
n ) → IEÎEΦ(B,B#).
Application. Supposons ici pour simplifier les notations que σ2 = c = 1 de sorte
que B# = B̂. La norme uniforme N(w) = ‖w‖ qui est continue et lipschitzienne
appartient à ID0 (cf. [7] avec la méthode Feyel-La Pradelle [9], ou [12] p.90), de
même la fonctionnelle M(w) = supt w(t).
D’après les résultats de Nualart et Vives [11] les opérateur (.)# et Γ0 sont
calculables sur ces fonctionnelles :
i) M#(w, ŵ) = B̂Σ = ŵ(Σ(w)) où Σ = inf{t : B(t) = supsB(s)} d’où il résulte
que Γ0[M ] = Σ.
ii) N#(w, ŵ) = sign(BT )B̂T où T = inf{t : |B(t)| = sups |B(s)|} d’où il résulte
que Γ0[N ] = T .
L’ensemble des trajectoires browniennes qui atteignent plusieurs fois leur maxi-
mum est négligeable et hors de cet ensemble, il n’est pas difficile de voir que
l’application w 7→ Σ(w) est continue, il résulte alors du corollaire 1 que lorsque
n ↑ ∞ :
IEΓ[sup
t
Xn(t)] = IEΓ[
1√
n
max
1≤k≤n
Sk] → IEÎE[M#2] = IE[Σ]
et de même
IEΓ[‖Xn(t)‖∞] = IEΓ[
1√
n
max
1≤k≤n
|Sk|] → IEÎE[N#2] = IE[T ].
Ainsi nous pouvons énoncer avec les notations ci-dessus :
Proposition 2. Soit F : IR2 7→ IR de classe C1 ∩ Lip, alors d’une part
IE[F 2(
1√
n
max
1≤k≤n
Sk,
1√
n
max
1≤k≤n
|Sk|)] → IE[F 2(M,N)]
d’autre part
IEΓ[F ( 1√
n
max1≤k≤n Sk,
1√
n
max1≤k≤n |Sk|)]
→ IE[F ′21 (M,N)T ] + 2IE[F ′1(M,N)F ′2(M,N) T ∧ Σ] + IE[F ′22 (M,N)Σ].
Indépendance asymptotique. Lorsque n augmente indéfiniment, la prise en compte
d’un nombre croissant de Un fait que le processus Xn se comporte comme un
processus indépendant d’une variable fixée à l’avance. Le résultat suivant est
classique :
Proposition 3.Soit Y une v. a. définie sur (Ω,A, IP) intégrable. Si ϕ ∈ Cb(W, IR)
on a
IE[Y ϕ(Xn)] → IE[Y ]IE[ϕ(B)].
Dans le même esprit, grâce aux théorèmes 1 et 2 on a
Théorème 3. Si Z ∈ L∞, Y ∈ ID ∩ L∞, ψ ∈ C1 ∩ Lip et bornée, alors
IE[ZΓ[Y ψ(Xn)]] → IE[ZΓ[Y ]]IE[(ψ(B))2] + IE[ZY 2]IE[Γ0[ψ(B)]].
Observons que si Z ≥ 0 et IEZ = 1 sous la probabilité Q = Z.IP les variables
Un ne sont plus nécessairement indépendantes, et de plus la forme Q[ZΓ[.]] n’est
plus nécessairement fermable. Le résultat précédent est donc une extension stricte
du théorème 1.
Remarque finale. Terminons par quelques mots sur le résultat principal lui-
même. Supposons que les Un soient simulées par une méthode de Monte Carlo
avec une certaine précision, de telle façon que l’hypothèse d’indépendance et de
stationarité des variables et de leurs erreurs puisse être considérée comme accep-
table. Contrairement certains théorèmes limites comme la loi des grands nombres
qui effacent les erreurs (cf [4]), la normalisation faite pour la convergence en loi
vers le brownien ne conduit sur celui-ci ni à une erreur nulle ni à une erreur infinie
mais à l’erreur d’Ornstein-Uhlenbeck. Que ce soit cette structure d’erreur qu’on
obtienne se conçoit bien car, d’après la formule de Mehler (cf [12] p49 et [2] p116
§2.5.9), l’erreur qu’elle décrit est transversale et stationnaire. Nous voyons donc
que pour obtenir d’autres structures d’erreur sur l’espace de Wiener, telles que des
structures de Mehler généralisées (cf [2] p113 §2.5), il faut supposer que les erreurs
sur les Un sont correlées.
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continu” C. R. Acd. Sci. Paris sér I, 307, 349-354, 1988.
[12]Nualart, N. : The Malliavin calculus and related topics. Springer, 1995.
