Image reconstruction is one of the main challenges for fluorescence tomography. For in vivo experiments on small animals, in particular, the inhomogeneous optical properties and irregular surface of the animal make free-space image reconstruction challenging because of the difficulties in accurately modeling the forward problem and the finite dynamic range of the photodetector. These two factors are fundamentally limited by the currently available forward models and photonic technologies. Nonetheless, both limitations can be significantly eased using a signal processing approach. We have recently constructed a free-space panoramic fluorescence diffuse optical tomography system to take advantage of co-registered microCT data acquired from the same animal. In this article, we present a data processing strategy that adaptively selects the optical sampling points in the raw 2-D fluorescent CCD images. Specifically, the general sampling area and sampling density are initially specified to create a set of potential sampling points sufficient to cover the region of interest. Based on 3-D anatomical information from the microCT and the fluorescent CCD images, data points are excluded from the set when they are located in an area where either the forward model is known to be problematic (e.g., large wrinkles on the skin) or where the signal is unreliable (e.g., saturated or low signal-to-noise ratio). Parallel Monte Carlo software was implemented to compute the sensitivity function for image reconstruction. Animal experiments were conducted on a mouse cadaver with an artificial fluorescent inclusion. Compared to our previous results using a finite element method, the newly developed parallel Monte Carlo software and the adaptive sampling strategy produced favorable reconstruction results.
INTRODUCTION
Fluorescence imaging has become an important investigational tool for preclinical studies. In particular, fluorescence diffuse optical tomography (FDOT) offers the capability of noninvasive 3-D imaging, which is critical for in vivo experiments [1] [2] [3] [4] [5] [6] . In a traditional setup for FDOT experiments, optical fibers are typically used to couple light to and from the animal, while it is enclosed in a compressing chamber filled with optical matching fluid. This type of experimental setup is not well suited for in vivo studies. Introduction of a free-space FDOT configuration using a scanning laser illumination source, a charge-coupled device (CCD) camera as the photodetector, and a rotation stage to allow panoramic view of the animal was a significant development for in vivo experiments [7, 8] . Nonetheless, application of free-space FDOT in preclinical studies is still very limited, mainly due to difficulties in accurately modeling light propagation through an arbitrary heterogeneous medium.
Light propagation in an arbitrary medium is well-defined by the radiative transfer equation. In biological tissues this reduces to the diffusion equation, in which the scattering coefficient is much larger than the absorption coefficient [9, 10] . Given the source/detector distributions, determination of the optical signal at the detectors based on known optical properties of the medium is referred to as the forward problem. Its inversion, determining the optical properties of the medium based on known optical signals at the detectors, is referred to as the inverse problem. In typical FDOT experiments, it is generally true that one can use the Born expansion to approximate the heterogeneity of the medium, and that changes in the scattering coefficient are negligible. Therefore, a closed-form solution to the diffusion equation is available, which is referred to as the Born solution. The Born solution is essentially the integral of the spatial distribution of the fluorescence yield and an integral kernel over the entire imaging volume. The integral kernel is determined using a forward problem solver, and is often termed the sensitivity function as it represents the contribution of each voxel in the imaging volume to the detected optical signal.
To solve the forward problem, one can adopt either analytical methods, finite element methods (FEM), or Monte Carlo methods. Analytical methods are available only for a very limited number of special geometries (e.g., layered slabs, spheres, and cylinders) [11] . The FEM are applicable to arbitrary geometries, but are typically based on the diffusion equation, which breaks down near boundaries. This limitation is amplified where the boundary is very complex, such as the large wrinkles on the skin of an animal [12] . Monte Carlo methods are well known to be the most accurate in solving the forward problem, although they are very computationally demanding [13] . Nonetheless, with advanced parallel computing technologies, such as clustered CPUs, supercomputers and graphics processing units (GPUs) on desktop computers, the Monte Carlo methods have become more attractive than ever because they are inherently suited for parallel computing [14] .
We previously developed an optical imaging workbench for free-space FDOT in small animals [15] . Initial studies on both phantoms and animals have shown highly repeatable and accurate reconstruction results. In the phantom study, we used our previously developed Monte Carlo method but limited the reconstruction to 2-D due to limited computational resources available on our desktop computers [16] . In the initial animal study, we adopted a FEM software package for true 3-D reconstruction using optically constructed surface and registered atlas anatomy of the mouse [17] . In the current study, we implemented a parallel version of our Monte Carlo software and used the actual animal surface and anatomy derived from the co-registered microCT images. Meanwhile, we also propose an adaptive sampling strategy to retrospectively choose appropriate source and detector sampling points based on the co-registered microCT anatomical information.
METHODS
The methodology of our FDOT system, including the hardware configuration and our Monte Carlo-based reconstruction method has been described previously. Interested readers are referred to [15] [16] [17] for details. In this article, we describe our latest progress in applying the Monte Carlo reconstruction method to animal studies enabled by parallel computing and the development of a new sampling strategy that improves image reconstruction.
Animal preparation and experimental design
All animal protocols involved in this study were approved by the Duke University Institutional Animal Care and Use Committee. A nude mouse (Nu/Nu, 33.6 g, male) was injected with a liposomal blood-pool contrast agent [18] for microCT (14 μL/g) via the tail vein 24 hours before the experiment. The animal was euthanized by injecting a lethal dose of sodium pentobarbital and butorphanol tartrate mixture, followed by surgical insertion of a glass capillary (inner diameter 2.4 mm) into the thorax (between the heart and the spine) via a ventral incision on the neck. A fluorescent inclusion was created by filling the capillary with 18.4 mol/L of indocyanine green in deionized water.
The prepared animal cadaver was vertically positioned on a rotation stage, which moved 40 discrete steps during data acquisition. A diode laser (785 nm, 50 mW continuous wave) was scanned vertically to create 5 illumination source points over a span of 4.5 mm. A charge-coupled device (CCD) camera positioned on the opposite side of the animal measured transillumination (field-of-view 60×45 mm at the focal plane). The CCD camera had 1376×1040 (6.5 μm) 2 pixels and was cooled to -12°C.
Data acquisition consisted of four steps. Firstly, a series of emission images were acquired by taking a CCD image (using a 830±5 nm band-pass filter, integration time 4 sec) for each laser point and for each rotation angle. Secondly, a series of excitation images were acquired similarly using a 785±5 nm band-pass filter (integration time 20 ms). Thirdly, a white-light image was taken at each angle using an epi-illumination source. Finally, the laser illumination positions on a translucent calibration target, which replaced the animal and the rotation stage, were recorded using the camera, in order to compute the laser illumination positions on the animal surface.
Detector sampling positions were chosen from each raw CCD image in a grid of 4×10 points (spacing 4 and 2 mm horizontally and vertically, respectively) with a binning size of 23×23 pixels. The center of the detector sampling grid followed the horizontal motion of the animal torso due to rotation during the experiment (as a result of asymmetry of the animal about the rotational axis).
The animal was first scanned while positioned on the optical imaging workbench for FDOT acquisition, and then moved to the X-ray workbench for structural microCT scan. The two datasets were co-registered via the optically constructed surface of the animal during FDOT acquisition.
Adaptive sampling strategy
The accurate surface and internal structure of the animal constructed using co-registered microCT data formed the basis for solving the forward problem in FDOT. Even when using Monte Carlo methods the forward problem is challenging due to large irregular wrinkles and other complexities of the skin, Fig. 1(a) . In this study, we used an adaptive sampling strategy to reduce the effects of unpredictable arbitrary surface structures on the quality of acquired optical data. The microCT scan of the animal was segmented into different tissue types, namely, skin/muscle, bones, heart, lungs, and liver. Structures on the skin that were expected to interfere with optical sampling, particularly the skin folds extending from under the forelimbs to the top of the hindlimbs, were marked as defective in the segmented 3-D structural images, Fig. 1(b) . Regions in the excitation and the emission CCD images that exhibit signal saturation (a value of 4095 in our system, corresponding to the 12-bit analog-digital converter of the camera) are also marked defective. The optical data sampled from these defective regions (either source and/or detector positions) are excluded from the final dataset for reconstruction.
Parallel Monte Carlo software
The Monte Carlo methods are a class of computational algorithms that obtain definitive results from repeated random sampling of physical or mathematical systems. The reliability of the Monte Carlo results is strongly dependent on the number of repetitions. From the perspective of solving the forward problem in FDOT, the minimal acceptable number of photons simulated is on the order of 10 7 , which takes approximately 15 minutes for each illumination source point on a typical desktop computer (Dell Optiplex 745, Intel Core 2 Duo 2.4 GHz processor, and 8 GB memory). In this study, we used a total of 200 illumination points, each having 10 8 simulated photons, which would have required 500 hours on our desktop computer.
Another limiting factor when using the Monte Carlo method in animal FDOT is the computer storage required for intermediate data that pass from the simulations to the construction of the sensitivity function. Our previously developed software package consists of a Monte Carlo simulation module (implemented in the C programming language) and a module for constructing the sensitivity function (implemented in MATLAB). For 10 8 photons in a typical geometry for small animals, approximately 1 gigabyte (GB) of simulation data is produced for each illumination source. This is prohibitively large for typical animal experiments and significantly degrades performance due to frequent disk-access during computing.
To overcome the above limitations, we combined our existing computing modules into a single C language implementation which kept data passing between the two computational phases in main memory and eliminated the need for intermediate disk files. The integrated software package was subsequently re-written to use the message passing Parallel computing was performed at the National Resource for Biomedical Supercomputing of Pittsburgh Supercomputing Center on an SGI Altix 4700 shared-memory system comprising 36 computer blades. Each blade holds 2 Itanium2 Montvale 9130M dual-core processors and four cores on a blade share 8 GB of local memory. A maximum of 132 cores may be used for a single run. The processors are connected by a high-speed "NUMAlink" interconnect, by which the local memory on each processor is accessible to all of the other processors. Each processor runs an enhanced version of the SuSE Linux operating system. The optical properties of the different tissue types used in the Monte Carlo simulation were compiled from the literature, shown in Table 1 . 
Image reconstruction and evaluation
The fluorescent image is reconstructed using an iterative reconstruction algorithm, previously described in [15, 19] , which uses Tikhonov regularization algorithm. The reconstructed image is obtained by solving an unconstrained minimization problem
where X is the fluorescent image, and H is a cost function that regularizes the reconstruction. The cost function H(X) is defined as ( ) where ||k|| 2 is the L-2 norm of a vector k, Ω is the region of interest, and r is position. The three terms of the cost function penalize the residual error (i.e., data consistency), intensity, and smoothness of the solution, respectively, whose weights are independently adjusted by the user-specified factors α and β. This minimization problem was solved using the conjugate gradient method. All image reconstruction algorithms are implemented using MATLAB.
The full-width-at-half-maximum (FWHM) definition was used to define the reconstructed fluorescent inclusion. To quantitatively compare the quality of the reconstruction results using the proposed adaptive and regular sampling strategies, we defined the following quality metrics for the reconstructed images: (1) the localization error defined by the displacement of the centroid of the fluorescent inclusion from its true location obtained from microCT data, (2) the rootmean-square (RMS) error between the reconstruction and the true image (given by the microCT data), and (3) variation of mean intensities of reconstructed fluorescent inclusions.
RESULTS
The construction of the sensitivity function in this study required 370 core-hours on the Altix supercomputer. This scales linearly with the number of allocated cores so that the wall clock run time is inversely proportional to the actual number of allocated cores. Our parallel runs used 128 of the available 132 cores by partitioning the task into 40 jobs of 32 cores each. Computing resources were managed by the usual multiuser job scheduling software. Under typical system load, it took approximately 3-6 hours to finish the computing task. The matrix size in the forward problem (parallel Monte Carlo computing) was 171×155×260 with an isotropic voxel size of 0.178 mm. The reconstruction matrix was 34×31×52 with an isotropic voxel size of 0.888 mm giving a total of 54,808 voxel/unknowns. There were 8000 measurements using uniform sampling and 6344 using adaptive sampling. Solving the inverse problem requires approximately 6 minutes on our desktop computer (Intel Core 2 Duo 2.4 GHz processor, 8 GB memory, and 64-bit Linux operating system). Both of the Tikhonov regularization parameters for reconstruction, α and β, were empirically determined to be 10
The reconstructed fluorescent inclusions using adaptive sampling and uniform sampling are shown in Figs. 2(a) and (b) , respectively, as the colored patches superimposed on co-registered microCT anatomical images. The reconstructed fluorescent inclusion matches its actual location very well, shown in the microCT image as a bright circle near the spine and between the lungs (partially covered by the superimposed FDOT reconstruction.) The fluorescence intensity above and below these slices is zero, as expected, because the sensitivity of the fluorescent measurements drops dramatically outside the field of view (FOV) defined by the coverage area of the illumination sources and the detectors. It is worth noting that although significant imaging artifacts can appear due to such dramatic change in the sensitivity, the regularized reconstruction algorithm used in this study has effectively reduced such artifacts.
A quantitative comparison between the adaptive sampling and uniform sampling methods in terms of the three image quality metrics defined previously (localization error, RMS error, and intensity) are shown in Figs. 3(a) -(c), respectively. The reconstruction result using the adaptive sampling method showed consistent improvement in all three image quality metrics, compared to those using the uniform sampling method. Although the improvement appears to be moderate, we note that both sampling strategies were based on the Monte Carlo computing method, which is known for its accuracy. In other words, the use of our Monte Carlo method has mitigated the improvement in image quality as a result of the improved sampling strategy. It is also apparent that the improvement of sampling strategy more than compensates for the reduced number of measurements.
(b) (a) Fig. 2 The reconstructed fluorescent inclusions using (a) the adaptive sampling method and (b) the full optical dataset, superimposed on co-registered anatomical microCT images, which is also the structural prior for solving the forward problem using our parallel Monte Carlo computing method.
The voxel size of the fluorescent reconstruction is 0.88 mm, and that of the microCT images is 88 μm (both isotropic). The inter-slice distance (center to center) in the figure is 0.88 mm. The reconstructed fluorescence yield is in arbitrary units. The intensity of fluorescence above and below these slices is zero. The reconstruction results from the same set of experimental data (recently published in [17] ), but using a FEM software package, is redrawn in Fig. 3(d) . Note that only the localization error and the normalized intensity of the previous results are shown because of the difficulties in comparing RMS errors from vastly different bases of reconstruction (cubic matrix vs. tetrahedral finite elements). Using the FEM, the relative intensity of the reconstructed fluorescent inclusion varied almost 2 orders of magnitude within the FOV (i.e., the coverage area of the sources), the dashed line in Fig. 3(d) .
In contrast, the variation using our parallel Monte Carlo method and adaptive sampling is within about 20%, solid/red line in Fig. 3(c) . The localization errors of the Monte Carlo method and the FEM are largely the same, 1.3±0.5 mm vs. 1.2±0.6 mm, respectively, although both the maximum and minimum errors of the Monte Carlo method are less than those of the FEM, solid/red line in Fig 3(a) vs. solid line Fig. 3(d) .
In our previous study, the FDOT reconstruction using a FEM software package required 6.25 hours on a computer workstation (Dell Precision T7400 equipped with two Xeon 2.83 GHz quad-core processors and 32 GB memory). Using our parallel Monte Carlo software, computation of the sensitivity function (forward problem) can be easily achieved within 3 wall-clock hours (allocating 128 computing cores), and the reconstruction (inverse problem) takes only a few minutes. A unique advantage of the parallel Monte Carlo method is that its performance is easily scalable. Further reduction in computing time is easily achievable by allocating a larger number of computing cores, which is feasible for many researchers given the increasingly easy access to large-scale parallel computing facilities nowadays. In contrast, the improvement of performance using parallel computing is very limited for FEMs because it is challenging to solve coupled differential equations in a parallel and scalable fashion.
