U" Periodic solutions in energy approximation are sought for aircraft optimal cruise-dash problems. The cost functional is the weighted sum of the time taken and the fuel used average over one cycle. It is known from previous work that in energy-state approximation, relaxedsteady-state controls give lower costs than steady-state solution. However, this control is not implementable. Higher approximations to this are sought via averaging oscillations. The "fast" dynamics (path-angle/altitude/throttle/lift-coefficient) is modeled in terms of period ic solutions in a boundary-layer-like motion which does not die out, but moves along with the progression of the-"slow state, energy. This is shown not to help the situation. A better approximation in terms of relaxation oscillations is proposed. Unlike earlier models, the energy is allowed to vary. However, the net change in energy per cycle is zero. Fast, constant-energy climbs and descents and slow energy transitions are "'spliced" together in zeroth order approximation to obtain the periodic solutions. The energies in question are determined as part of the problem. This technique is shown to produce a more practical solution, but still needs imvrovement £or practical apnlication. 
Introduction,
Before solving the cruise-dash solution in point-mass modeling, it is instructive to study the nature of the solutions, by restricting the problem through assumptions. The energy approximation has a long history in flight-
. This is a good starting point for the discussion of the cruise-dash problem. The steady-state analysis of the cruise-dash problem in energy approximation has been studied by several researchers [1,7,10]. For the cruise problem, Ref. [10] showed that the hodograph is non-convex and that "chattering" solutions can attain lower costs. 
Averaging Oscillations
In the averaging oscillations, the idea is to model the "fast" (path-angle / altitude / throttle / lift-coefficient) motion in terms of periodic control in a boundary-layer-like motion which does not die out, but moves with the progression of the "slow" state (energy 
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In this form of the cruise-dash problem, q represents the cruise problem (minimum-fuel). As 0 -+ o, the emphasis on time goes high and the problem can be identified as the minimum-time or the dash problem.
Between these two extremes are the cruise-dash problems. The system of equations are:
In this analysis, the slow variable is frozen in the study of the fast motions. But unlike the normal perturbation approach, the net change in energy is achieved only on the average. Also, the fast motion has to be solved for first, for a range of the slow variables. Only then can the slow motion be solved for.
Fast Motions
The equations of motion for the fast motions are Necessary and boundary conditions for periodic solutions are found in the literature. However, the current situation is a little different because of the isoperimetric constraint. In Ref. [13] , the equations and boundary conditions for a optimal periodic control problem with isoperimetric constraints are derived. The equations of motion were given in (2).
The isoperimetric constraint to augmented to the cost function. Then the Hamiltonian is: The lift-coefficient is obtained from:
The throttle is given by:
where, S --
The periodic boundary conditions are (Ref. thesis)
The condition for the Lagramge parameter is:
The condition fo r the free wavelength is:
The Slow Motions
The fast motions have to be solved for a range of values of the show parameter, here E. Using the value of the Lagrange parameter :f.mu:ef., that emerges from the analysis of the fast motions, as a control, the slow motions have to be analyzed as:
Energy is the state variable and the parameter, m is the control.
For the steady cruise-dash problem, the average energy-rate is zero. This average copst is a function of the (frozen) energy. The cost is thus a one parameter family, with energy as the parameter. To get the lowest cost, a one dimensional search has to be conducted and the best cruisp-dash energy thus determined by selection.
Numerical Results
This approach was applied to the F4 aircraft model . To solve the resulting NL2PBVP numerically, the multiple shooting technique of refBulirsch] was used. Initially, the simplest case of cruise ( 0 = 0 ) was studied.
First, the value of energy was arbitrarily chosen (E = 14 km). The problem was solved for various wavelengths. Figure 2 shows the altitude histories of the oscillations against the range normalized by the wavelength, for a range of wavelengths. Figure 3 shows the path-angle histories against the same variable. It can be seen from these figures, that as the wavelength increases, there is a marked dwell at an upper and a lower altitude. It was found that these altitudes were the "chattering" altitudes for that energy. The same trends were seen at a different energy.
A higher approximation or a better technique is needed. A possible answer is a "relaxation oscillation" described in the next section.
Relaxation Oscillations for Cruise-Dash
One of the shortcomings of the averaging method is that the energy is One way to obtain the altitudes corresponding to these is from the energy hodograph. The two tangency points of the convex hull ( points A and B in Figure 1 ) are points in question. The graphical method is, of course, not accurate. These points are also singular points in the boundary-layer statespace. So analytical methods can be used to determine the altitudes. This is discussed in the next section. The important point to be made here is that there are two commanded altitudes, one corresponding to ri= 0 and the other to Ti =1. For now, these are presumed to be known functions of the energy.
The total cost for this segment is given by:
The boundary conditions are the two specified energies
The unknown final range is determined from the second boundary condition. This is a fairly simple two-point boundary-value problem and is -asily solved using any method.
The multiple shooting method [4] was used to solve the problem numerically. Figure 6 shows the downrange obtained for energy transition between 6 km. and 17 km. for the cruise case ( 0 = 0). Both case of increasing and decreasing energies are shown on the same plot. Figure 7 shows the cost of increasing the energy between the same limits. Note the decreasing energy costs nothing in the cruise case. For a cruise-dash problem, there is a non-zero cost for decreasing energy, because of the non-zero time taken.
This is all the information that is needed to analyze this motion for any transitional energies in the range [ 6 km., 17km. ]. This is because
Constant Energy Transient
In this section the constant energy segments of the relaxation oscillations ( A and C ) are discussed. This transient is the boundary-layer motion from one chattering point to the other, ( hc0, h=0 ) to ( hci, h=1 ) and vice-versa.
Before analyzing the problem, the command altitudes are determined analytically.
Command Altitudes
The command altitudes occur at the singular points in the state space of the boundary-layer at that energy for h=O and h=1. Proceeding formally, the equations in SPT notation are those of equation 17. The energy, E, and its costate, XE are frozen in the boundary layer. The hamiltonian is given by 
Note that these derivatives are taken at constant energy. These three equations can be solved for the unknown variables, in particular for the altitudes. The command altitudes for the two thrust levels are now known.
Equations for the Transient Motion
The optimal control problem to b solved for the transients is: In fact, only one of the segments needs to be investigated as the trajectory for the other segment can be determined from the following transformations:
y(R) -
Xh(R) = Xh(Rf -R) 12
The cost for either trajectory is the same. The final range Rf is free and has to be determined. The application of the optimality conditions has reduced the problem to a nonlinear two-point boundary-value problem.
The NL2PBVP for the aircraft was solved numerically using the multiple-shooting method of Bulirsch] . Figure 8 shows the altitude against the downrange normalized by Rf. for several values of the final range, for the cruise case ( h = 0 ). Figure 9 shows the path-angle history for the same case.
The (constant) value of the energy was 10 kilometers.
It is important to remember that these transients take place at a different time-scale than the outer-layer energy transitions. In this layer, the downrange is frozen. In the zeroth order analysis currently being pursued, the constant energy transients receive no credit for downrange achieved. of generality ) and :f. A E = E 2 -El. Using these two parameters rather than E 1 and E 2 , the cost function is:
Now, A E = 0 represents oscillations at one constant energy, which is similar to the averaging oscillations of the previous chapter. This is to be avoided and so it is necessary that A E > 0. Figure 12 shows the average cost of relaxation oscillations for the cruise case as a function of the energy increase for different lower energies. Figure 13 shows the same quantities for a cruise-dash case ( h = 1.6 N/s ). It is now a simple matter to find the values of E 1 and A E that minimize the cost function (equation ...). To find the solution numerically, a sequential linear least-squares method was used to solve the nonlinear programming problem.
The cost for arbitrary values of E 1 and AE was determined by a cubic-spline interpolation between computed data points. With this, it is a simple matter to obtain the gradients of the cost function with respect to the independent variables. The following table summarizes the results: Figure 14 shows the resulting trajectory for one case ( 0=0). It is seen that there are four corners in the trajectory. This is due to the fact that the lift-coefficient jumps at these points. Such inconsistencies are to be expected in a zeroth-order analysis.
Higher order approximations should reveal the true nature of the trajectories.
At q=0, the resulting costs are a little higher than the costs achieved by the chattering solution. This is due to the fact that the relaxation oscillations make some allowances for the transient costs. 
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