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Abstract
Este trabajo de tesis trata sobre la comunicacio´n oral y esta´ dividida en tres
grandes subtemas. El primero de ellos comprende la conversio´n de ondas de
presio´n en el t´ımpano (sonido) en conceptos; el segundo aborda la transicio´n
mental entre ideas y ﬁnalmente el tercero, la emisio´n de una vocalizacio´n.
De esta manera cubrimos el recorrido completo que experimenta una sen˜al
en un hablante. Cada una de estas tres secciones es un campo en si mismo y
lo que se encuentra en este trabajo son pequen˜os aportes a cada uno de ellos.
En el a´rea del proceso de comprensio´n del habla estudiamos un efecto que se
conoce como Efecto de Transformacio´n Verbal (ETV) que se produce frente
a la escucha repetida de la misma palabra y mostramos que su dina´mica
cumple con todas las caracter´ısticas de percepcio´n biestable. Esto agrega
al ETV a la lista de feno´menos biestables junto con las ﬁguras ambiguas,
tonos galopantes, rivalidad binocular, etc. y sugiere modiﬁcaciones a los mo-
delos vigentes de reconocimiento de palabras. En el campo de la sema´ntica
cuantitativa, construimos un grafo sema´ntico de co-ocurrencias (una medi-
da estad´ıstica de la similitud entre palabras a partir de la estructura de sus
ocurrencias en texto escrito) y mostramos que el proceso de asociacio´n libre
(decir la primera palabra que se nos viene a la cabeza frente a la presen-
tacio´n de una palabra est´ımulo) puede ser capturado, en esencia, por un
proceso difusivo ano´malo dentro de dicho grafo. Finalmente, estudiamos la
emisio´n de vocalizaciones, no ya en humanos sino en ratas, analizando la
riqueza de su comportamiento vocal con miras a establecerlas como un mo-
delo animal de comunicacio´n vocal. En particular, desarrollamos algoritmos
de clasiﬁcacio´n automa´tica para sus vocalizaciones ultraso´nicas y mostra-
mos que se estructuran de manera probabil´ıstica en el tiempo. Con esto se
cierra nuestro ciclo de recepcio´n, elaboracio´n y emisio´n de un mensaje.
Palabras clave
lenguaje - comunicacio´n animal - comprensio´n de palabra hablada - lingu¨´ısti-
ca cuantitativa - vocalizaciones ultraso´nicas
Abstract
The work presented here is a study on oral communication and is subdivi-
ded into three big areas. The ﬁrst one deals with the translation of pressure
waves at the eardrums (sound) into concepts in the brain; the second one
explores the mental transition between thoughts and ﬁnally, the third one
investigates vocal output. In this manner, we cover the whole excursion of a
signal through a communicating agent. Each one of these stages represents
an active and broad ﬁeld of research. Here, we present our contributions to
each one of those areas. In the area of spoken word recognition we study
the Verbal Transformation Eﬀect (VTE) which entails a change in the per-
ceived word after repeated presentations. We show that the dynamics of
this eﬀect has all the characteristics of bistable perception. This appends
the VTE to the list of bistable percepts (together with ambiguous ﬁgures,
galloping tones, binocular rivalry, etc) and suggests corrections to current
models of spoken word recognition. In the ﬁeld of quantitative semantics,
we constructed a semantic graph of word co-occurrence (a statistical mea-
sure of similarity between words based on the structure of occurrences in
written text) and showed that the process of free association (i.e saying ﬁrst
thing that comes to mind upon the presentation of a stimulus word) can
be understood as an anomalous diﬀusion process in the mentioned graph.
Finally, we study the production of vocalizations, not in humans but in the
rat. We analyze the richness of their vocal behavior in an attempt to esta-
blish them as an animal model for vocal communication. In particular, we
developed algorithms for automatic classiﬁcation of ultrasonic vocalizations
and showed that they are probabilistically structured in time. This closes
the communication loop: to receive, elaborate and send a message.
Keywords
language - animal communication - spoken word recognition - quantitative
linguistics - ultrasonic vocalizations
A Tata y Ana
Agradecimientos
Nadie es lo que es sin quienes lo rodean; sin la gente a la que quiere. Yo
tuve la suerte de estar rodeado de gente genial desde que nac´ı y la astucia
para elegir seguir esta´ndolo hoy. A ustedes, que me saben de pocas palabras,
quiero decirles simplemente: gracias.
A mis viejos por ser cuna, trampol´ın y refugio
A mis hermanos porque no soy uno, sino una parte de tres
A la mesa chica a la que quiero inﬁnito, a Flor, Lula, Vico, Paco y ?
A Belu por el estilo
A Kers por la luz
A Emi y Ro por su optimismo sin l´ımites
A Mariano F por los cuentos que vendra´n
A los jueves por bancar mi pie de palo
Al Br´ıo por despertarme
Al LNI por las ondas alfa
A los secuaces del LSD: MT, ZK e YS
A los de Roque: Andrew, Rob, Pawel y Yevgeny
A Mariano S por el largo camino
A Diego L por la opera
A Wais por lo feliz
I´ndice general
I´ndice de figuras VII
I´ndice de cuadros IX
Abreviaturas XI
1. Apertura 1
1.1. Recepcio´n, emisio´n y elaboracio´n . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Organizacio´n de esta Tesis . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Biestabilidad Lexical 5
2.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1. Sobre el Efecto de Transformacio´n Verbal . . . . . . . . . . . . . 8
2.1.2. Sobre la Biestabilidad Perceptual . . . . . . . . . . . . . . . . . . 10
2.2. El experimento de Biestabilidad Verbal . . . . . . . . . . . . . . . . . . 13
2.2.1. Las ventajas del castellano en la construccio´n de est´ımulos . . . . 13
2.2.2. Paradigma Experimental . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3. Resultados: El ETV es un feno´meno biestable . . . . . . . . . . . 17
2.3. Discusio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.1. ¿De do´nde vienen las oscilaciones? . . . . . . . . . . . . . . . . . 20
2.3.2. Control Voluntario . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3. Asociacio´n libre de palabras 23
3.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2. Una me´trica para el espacio de palabras . . . . . . . . . . . . . . . . . . 25
3.2.1. Construccio´n del Corpus . . . . . . . . . . . . . . . . . . . . . . . 25
iii
I´NDICE GENERAL
3.2.2. Deﬁnicio´n de la me´trica entre conceptos . . . . . . . . . . . . . . 26
3.3. Experimentos de asociacio´n libre . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1. Plataforma para experimentacio´n Online . . . . . . . . . . . . . . 27
3.4. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.1. Fuzzy clustering y proyeccio´n de Sammon . . . . . . . . . . . . . 28
3.4.2. Los ciclos y el comportamiento difusivo . . . . . . . . . . . . . . 29
3.5. Modelos difusivos para la asociacio´n libre . . . . . . . . . . . . . . . . . 32
3.5.1. Modelos de vecindario acotado . . . . . . . . . . . . . . . . . . . 33
3.5.2. Modelos libres de escala . . . . . . . . . . . . . . . . . . . . . . . 35
3.6. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4. Vocalizaciones Ultraso´nicas en Ratas. 41
4.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2. Caracter´ısticas sonoras . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1. Rangos, duraciones y propiedades espectrales . . . . . . . . . . . 42
4.2.2. Mecanismos de produccio´n . . . . . . . . . . . . . . . . . . . . . 43
4.2.3. Clases de Vocalizaciones . . . . . . . . . . . . . . . . . . . . . . . 43
4.3. Rol Social . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.1. Vocalizaciones de 22 KHz . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2. Vocalizaciones de 50 KHz . . . . . . . . . . . . . . . . . . . . . . 46
4.4. Circuitos Neuronales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5. Control Voluntario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.6. Respiracio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.7. Dispositivo Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.7.1. Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.7.2. Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.7.3. Protocolo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5. Clasificacio´n automa´tica y estructura de vocalizaciones 53
5.1. Estrategia general . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2. Deteccio´n y Extraccio´n de propiedades . . . . . . . . . . . . . . . . . . . 55
5.2.1. Ca´lculo del espectro. . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2.2. Segmentacio´n de vocalizaciones . . . . . . . . . . . . . . . . . . . 57
5.2.3. Propiedades de la curva . . . . . . . . . . . . . . . . . . . . . . . 59
iv
I´NDICE GENERAL
5.2.4. Mapa de Propiedades . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3. Combinacio´n en secuencias . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4. Estructura entre vocalizaciones . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.1. Composicio´n de categor´ıas en una ra´faga . . . . . . . . . . . . . 73
5.4.2. Memoria del sistema . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.5. Interaccio´n entre individuos . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.6. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6. Otros aspectos de la produccio´n vocal en ratas 85
6.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2. Vocalizacio´n y locomocio´n . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.3. Mecanismos de produccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.3.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.4. Control Vocal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.4.1. Conﬁguracio´n Experimental . . . . . . . . . . . . . . . . . . . . . 97
6.4.2. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.3. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7. Cierre 111
Bibliograf´ıa 113
v
I´NDICE GENERAL
vi
I´ndice de figuras
2.1. Ilusio´n de perspectiva . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2. Cubo de Necker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3. Chitas ambiguas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4. Resumen de Biestabilidad Perceptual . . . . . . . . . . . . . . . . . . . . 14
2.5. Manipulacio´n de los est´ımulos . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6. Esquema del paradigma experimental . . . . . . . . . . . . . . . . . . . 17
2.7. Caracter´ısticas biestables en los datos experimentales . . . . . . . . . . . 19
2.8. Ajuste lineal del par CASA-SACA . . . . . . . . . . . . . . . . . . . . . 20
3.1. Proyeccio´n de una trayectoria . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2. Datos Experimentales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3. Simulaciones para vecindarios acotados . . . . . . . . . . . . . . . . . . . 36
3.4. Densidades de probabilidad de los distintos modelos . . . . . . . . . . . 37
3.5. Simulaciones libres de escala . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1. Espectros de una vocalizaciones ultraso´nicas . . . . . . . . . . . . . . . . 44
4.2. Categor´ıas de Vocalizaciones . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3. Arena de Grabacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4. Ana´lisis de los videos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1. Estrategia general para la categorizacio´n de curvas. . . . . . . . . . . . . 54
5.2. Ejemplos de espectrogramas . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3. Ejemplo de extraccio´n de una curva . . . . . . . . . . . . . . . . . . . . 58
5.4. Histograma de duracio´n de silencios . . . . . . . . . . . . . . . . . . . . 59
5.5. Distribucio´n espectral de potencia de las curvas . . . . . . . . . . . . . . 60
5.6. Ejemplo de curva con su regresio´n . . . . . . . . . . . . . . . . . . . . . 61
vii
I´NDICE DE FIGURAS
5.7. Mapas de propiedades . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.8. Excursiones de vocalizaciones en el espacio de propiedades . . . . . . . . 64
5.9. Histograma del para´metro B en el ajuste . . . . . . . . . . . . . . . . . . 65
5.10. Histogramas de duracio´n para las nubes F y T . . . . . . . . . . . . . . 65
5.11. Modelo de Markov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.12. Comparacio´n de secuencias con el modelo . . . . . . . . . . . . . . . . . 68
5.13. Comparacio´n de clasiﬁcaciones . . . . . . . . . . . . . . . . . . . . . . . 70
5.14. Ejemplo de un FT mal categorizado . . . . . . . . . . . . . . . . . . . . 71
5.15. Distribucio´n de frecuencias iniciales segu´n secuencias . . . . . . . . . . . 72
5.16. Tabla de nueva notacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.17. Composicio´n de las ra´fagas en funcio´n de su largo . . . . . . . . . . . . . 75
5.18. Composicio´n de la ra´faga en funcio´n de su largo (varias ratas) . . . . . . 76
5.19. Proporcio´n de Categor´ıas en funcio´n del orden . . . . . . . . . . . . . . 78
5.20. Histogramas de Tiempo entre vocalizaciones para dos experimentos . . . 82
6.1. Velocidad y vocalizaciones . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2. Filtros entre Vocalizaciones y velocidad . . . . . . . . . . . . . . . . . . 88
6.3. Mapa de una frecuencia en un instante contra el siguiente . . . . . . . . 90
6.4. Esquema de un silbato bird-call . . . . . . . . . . . . . . . . . . . . . . . 90
6.5. Mapa de saltos con rectas dadas por la ec 6.4 . . . . . . . . . . . . . . . 92
6.6. Anatomı´a del tracto respiratorio de la rata . . . . . . . . . . . . . . . . 93
6.7. Frecuencia de oscilacio´n en funcio´n de la velocidad . . . . . . . . . . . . 95
6.8. Evolucio´n temporal del ﬂujo . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.9. Conﬁguracio´n del dispositivo experimental . . . . . . . . . . . . . . . . . 100
6.10. Entrenamiento de una Rata . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.11. Inversio´n de la regla . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.12. Entrenamiento Vocal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.13. Entrenamiento Vocal segunda fase . . . . . . . . . . . . . . . . . . . . . 106
6.14. Histogramas de tiempo de Respuesta segu´n distintas condiciones . . . . 107
6.15. Ejemplos de Vocalizaciones . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.16. Cambios en los mapas de R6 . . . . . . . . . . . . . . . . . . . . . . . . 110
viii
I´ndice de cuadros
2.1. Lista de s´ılabas est´ımulo. . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2. Lista de palabras est´ımulo. . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1. Lista de palabras semilla en el juego de asociacio´n. . . . . . . . . . . . . 28
5.1. Para´metros de los espectrogramas y umbral para la deteccio´n de voca-
lizaciones en el archivo de audio. Hth1 es el primer umbral de entrop´ıa;
Hth2 el segundo; WIN es el taman˜o de la ventana del espectrograma y
STEP el nu´mero de paso. . . . . . . . . . . . . . . . . . . . . . . . . . . 57
ix
ABREVIATURAS
x
Abreviaturas
ACC Corteza Cingulada Anterior
AIC Criterio de Informacion de Akaike
BIC Criterio de Informacion Bayesiano
CFI Corteza Frontal Inferior
EEG ElectroEncefaloGraf´ıa
ETV Efecto de Transformacio´n Verbal
FM Frecuencia Modulada
GCA Giro Cingulado Anterior
LB Me´todo de Lattice Boltzmann (Cuadri-
cula de Boltzmann)
LRF Formacio´n Reticular Lateral
LTN Nu´cleo Tegmental Laterodorsal
NA Nu´cleo Ambiguo
PAG Sustancia Gris Periacueductal
RFID Identificacio´n de Radiofrecuencia
xi
ABREVIATURAS
xii
1Apertura
1.1. Recepcio´n, emisio´n y elaboracio´n
¿Co´mo es que un conjunto de sonidos se interpreta como una palabra? ¿Co´mo
se conecta un signiﬁcado con otro? ¿Que´ habilidades vocales compartimos con otros
mamı´feros (y cuales no)? Estas tres preguntas se inscriben cada una dentro de una
parte del bucle inﬁnito que hace a cualquier sistema rec´ıproco de comunicacio´n. Un
agente recibe un est´ımulo f´ısico, una variacio´n de presio´n en el aire, una variacio´n
de campo electromagne´tico, una palmada en la espalda. Ese est´ımulo se decodiﬁca,
modiﬁca al agente, que lo elabora, realiza una serie de co´mputos y transformaciones y
puede o no accionar sobre el ambiente para generar otro est´ımulo como respuesta a su
interlocutor.
Esta tesis es un recorrido por esas tres etapas. Por supuesto que cada una de las
etapas, as´ı deﬁnidas, es un campo de investigacio´n en si mismo y lo que se cuenta en
estas pa´ginas son apenas distintos paseos exploratorios por cada uno de esos campos.
Podr´ıa decirse que esto se corresponde con una mirada generalista sobre el proceso de
comunicacio´n. Este abordaje tiene la desventaja de que ninguno de los temas puede ser
analizado a fondo, pero, se anota a favor el brindar una mirada ma´s global e integradora.
La divisio´n del proceso en estas tres partes no es novedosa, tiene sus ra´ıces en la
interpretacio´n Jamesiana de la accio´n como acto reﬂejo.
“I refer to the doctrine of reﬂex action, especially as extended to the
brain. This is, of course, so familiar to you that I hardly need deﬁne it. In
a general way, all educated people know what reﬂex action means.
1
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It means that the acts we perform are always the result of outward
discharges from the nervous centres, and that these outward discharges are
themselves the result of impressions from the external world, carried in along
one or another of our sensory nerves. Applied at ﬁrst to only a portion of our
acts, this conception has ended by being generalized more and more, so that
now most physiologists tell us that every action whatever, even the most
deliberately weighed and calculated, does, so far as its organic conditions
go, follow the reﬂex type. There is not one which cannot be remotely, if not
immediately, traced to an origin in some incoming impression of sense. There
is no impression of sense which, unless inhibited by some other stronger one,
does not immediately or remotely express itself in action of some kind. There
is no one of those complicated performances in the convolutions of the brain
to which our trains of thought correspond, which is not a mere middle term
interposed between an incoming sensation that arouses it and an outgoing
discharge of some sort, inhibitory if not exciting, to which itself gives rise.
The structural unit of the nervous system is in fact a triad, neither of whose
elements has any independent existence.”
Wlliam James - Reﬂex Action And Theism 1881
En este esquema, acto reﬂejo no es un eufemismo; quiere decir literalmente eso. Un
reﬂejo como el de la rodilla, perfectamente entendido en su meca´nica. Una neurona
sensorial de la rodilla hace sinapsis al mismo tiempo sobre dos neuronas: una motoneu-
rona (que activa el mu´sculo extensor) y una interneurona (que a su vez hace sinapsis
inhibitoria sobre una motoneurona que inerva el mu´sculo ﬂexor). El resultado: la pierna
se contrae frente a un pequen˜o golpe. As´ı, un comportamiento ma´s elaborado deriva
de una complejizacio´n de la red de interneuronas que se anteponen en el camino del
impulso. Un camino esculpido por genes y experiencia.
Esta tesis es, ma´s que nada, una excusa para dar una vuelta en ese bucle. Siempre
me llamo´ un poco la atencio´n como esta idea permea a toda la disciplina neurocient´ıﬁca
y sin embargo raramente se menciona el ciclo completo. Por supuesto, es una omisio´n
por necesidad y no por ignorancia. Si uno se va a poner a estudiar en detalle los
mecanismos de la memoria, es razonable que omita hacer referencia al sistema motor
y viceversa. Casi todas las a´reas dentro de la neurociencia caen dentro de estas tres
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grandes divisiones: percepcio´n, “pensamiento” y accio´n y poco hay en los puentes que
las unen. Dada la ausencia de puentes, no queda otra para recorrer todos los territorios
que andar un poco a los saltos. Esa es la historia que se encuentra aqu´ı resumida. La
de un f´ısico, tratando de darse una idea de cual es el estado del campo de lenguaje y
la comunicacio´n, saltando entre estas tres grandes a´reas y, espero, aportando algo en
el camino.
1.2. Organizacio´n de esta Tesis
Este escrito esta organizado en 5 cap´ıtulos centrales (sin contar e´ste y un cap´ıtulo
ﬁnal de cierre), los cap´ıtulos que van del 2 al 6.
En el cap´ıtulo 2, estudiamos la primera de estas grandes a´reas, la percepcio´n; y
en el contexto del lenguaje, la percepcio´n del discurso. Estudiamos en particular el
reconocimiento de la palabra hablada y mostramos que una ilusio´n auditiva conocida
como el Efecto de Transformacio´n Verbal corresponde a un caso de percepcio´n biestable.
En el cap´ıtulo 3, analizamos el proceso de asociacio´n libre como modelo para enten-
der la transicio´n mental entre distintas ideas. Usamos herramientas de la f´ısica estad´ısti-
ca y modelamos el proceso como una difusio´n ano´mala en un grafo de co-ocurrencias
construido a partir de un corpus de textos.
Finalmente, los cap´ıtulos 4, 5 y 6 corresponden a la u´ltima de las etapas, la de emi-
sio´n. En esos cap´ıtulos, estudiamos distintos aspectos de las vocalizaciones ultraso´nicas
en ratas con miras a establecerlo como un posible modelo de comunicacio´n. El cap´ıtu-
lo 4 es un resumen de la literatura sobre vocalizaciones ultraso´nicas en ratas. En el
cap´ıtulo 5 estudiamos en profundidad las distintas caracter´ısticas sonoras de las voca-
lizaciones y proponemos un esquema para clasiﬁcarlas automa´ticamente. Analizamos
tambie´n como esas clases se estructuran en el tiempo y el grado de interaccio´n vocal que
hay entre distintos individuos. En el u´ltimo cap´ıtulo, exploramos brevemente otros tres
aspectos de la produccio´n vocal: 1) Su relacio´n con la locomocio´n, 2) Los mecanismos
f´ısicos de produccio´n de sonido y 3) El grado de control voluntario en la emisio´n de
vocalizaciones.
3
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2Biestabilidad Lexical
2.1. Introduccio´n
La primera parte de nuestro esquema de comunicacio´n corresponde a la recepcio´n
del mensaje y sera´ lo que nos ocupara´ durante este cap´ıtulo. La pregunta central sera´ la
siguiente: ¿Co´mo se pasa de la representacio´n f´ısica de un mensaje a la representacio´n
mental? Ciertamente, el proceso sera´ distinto segu´n en que´ forma se presente el con-
cepto. Por ejemplo el concepto VACA, podr´ıa ser presentado con la palabra escrita
(tal como se hace en esta oracio´n) o con su secuencia de sonidos, o mostrando una
imagen, etc. Nosotros estudiaremos la conversio´n de sonidos en palabras, es decir, la
percepcio´n auditiva de palabras. Usaremos una herramienta tradicional ya, en el campo
de la neurociencia cognitiva, estudiaremos casos limite de la percepcio´n: las ilusiones.
Las ilusiones pueden parecer, a primera vista, “fallas” de nuestros sistemas perceptivos
(por ejemplo, vemos moverse cosas que en realidad no se mueven, o percibimos como
distintos dos est´ımulos que son f´ısicamente iguales, o como iguales, cosas que son distin-
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tas). En realidad, lo que estas ilusiones ponen de maniﬁesto es lo entrenados que esta´n
los ﬁltros de nuestra percepcio´n para entregarnos la interpretacio´n ma´s plausible de
acuerdo a las regularidades de nuestro ambiente. A modo de ejemplo consideremos la
ﬁgura 2.1. En ella, la ﬁgura de arriba aparenta estar ma´s atra´s y ser ma´s grande que la
de abajo a pesar de que esta´n a la misma distancia (la distancia entre los ojos del lector
y esta hoja). Pareciera que nuestros ojos (o mejor dicho nuestros cerebros) nos entre-
gan una pintura equivocada de lo que en realidad ocurre. La pregunta que nos permite
entender que esa interpretacio´n es, en realidad, o´ptima, es: ¿cua´l es la probabilidad de
que esas conjunciones de a´ngulos, segmentos y tonalidades ocurran en nuestras retinas,
simplemente por azar en comparacio´n con la probabilidad de que ocurran porque son
producto de objetos f´ısicos en nuestro mundo cuyas proyecciones en nuestras retinas
siguen las leyes de la o´ptica? Vemos entonces que nosotros no recibimos de nuestros
ojos la informacio´n como de una ca´mara de video (luminosidad de cada pixel) sino que
nuestro sistema visual nos entrega una versio´n altamente interpretada (y mucho ma´s
u´til) de los hechos. La escena visual que percibimos se compone de objetos, que pueden
estar ma´s cerca o ma´s lejos, ser ma´s grandes o ma´s pequen˜os, etc.
Figura 2.1: Ilusio´n de perspectiva - Ambas ﬁguras tienen exactamente el mismo ta-
man˜o. La criatura ma´s lejana aparenta ser ma´s grande debido a la perspectiva. La misma
esta sugerida por los patrones y sombras de las paredes. 2
Estudiar ilusiones nos permite, entonces, conocer la naturaleza y mecanismos de
funcionamiento de nuestros ﬁltros perceptuales. En este cap´ıtulo, analizaremos un tipo
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de ilusio´n auditiva que se conoce como el Efecto de Transformacio´n Verbal (ETV) . El
equipo de Warren (1) fue el primero en describir este efecto en los an˜os sesenta mientras
estudiaba el efecto del contexto en la percepcio´n del habla. Observaron que se produce
una ilusio´n cuando una palabra se tiene solo a si misma como contexto. Al escuchar
una misma palabra repetida muchas veces, a medida que se suceden las repeticiones,
la palabra se va transformando y se comienzan a o´ır nuevas formas verbales. Ellos
reportan, por ejemplo, que frente a la presentacio´n repetida de la palabra tress (trenza
en ingle´s) los sujetos perciben dress,stress, Joyce, floris, florist, y purse.
Naturalmente, surgen analog´ıas con el sistema visual (que por cierto, esta´ mucho
ma´s estudiado que el sistema auditivo). Los mismos Warren et al. sen˜alan similitudes y
diferencias (2) con las ﬁguras ambiguas. Las ﬁguras ambiguas son aquellas que tienen
ma´s de una interpretacio´n posible. Quiza´ la ma´s famosa de estas ﬁguras sea el cubo
de necker (3) (ver ﬁgura 2.2). All´ı se presenta una situacio´n bastante particular en la
que es imposible decidir que´ cara del cubo esta´ por delante y cua´l por detra´s. El lector
notara´ que la percepcio´n alterna entre estas dos posibles interpretaciones; es lo que se
conoce como percepcio´n biestable.
La percepcio´n biestable ha sido ampliamente estudiada (4) y hay resultados cuan-
titativos robustos sobre la frecuencia de alternancia, los tiempos de duracio´n de cada
est´ımulo y como e´stos var´ıan segu´n algu´n para´metro que determina la plausibilidad o
intensidad de cada percepto. A pesar de que la analog´ıa con el efecto de transforma-
cio´n verbal fue propuesta hace var´ıas de´cadas, la diﬁcultad para manipular est´ımulos
auditivos (en particular los verbales) hace que, hasta hoy, no haya una comparacio´n
cuantitativa que permita formalizarla.
En este cap´ıtulo propondremos una modiﬁcacio´n sobre el ETV que permite realizar
manipulaciones parame´tricas con el ﬁn de variar la estabilidad de cada percepto. Vere-
mos as´ı que el ETV veriﬁca las propiedades ya establecidas para ﬁguras ambiguas. En
las siguientes secciones repasaremos algunos de los resultados ya establecidos tanto para
el ETV como para la percepcio´n biestable y analizaremos que´ cosas tienen en comu´n y
cua´les no. Finalmente, discutiremos las implicaciones de estos resultados tanto para el
campo de percepcio´n del habla como para estudios ma´s generales de la percepcio´n, en
particular, la percepcio´n multiestable.
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Figura 2.2: Cubo de Necker - Ejemplo de una ﬁgura ambigua. Puede interpretarse
como que el ve´rtice A esta´ por delante del B o viceversa. La percepcio´n alterna entre estas
dos interpretaciones.
2.1.1. Sobre el Efecto de Transformacio´n Verbal
La forma ma´s fa´cil de entender el efecto de transformacio´n verbal es, sin duda,
experimenta´ndolo. El lector pude intentarlo eligiendo una palabra al azar (como JA-
BALI´) y repetirla en voz alta muchas veces. A medida que transcurren las repeticiones
la palabra original se desvanece lentamente para dar paso a otra interpretacio´n de la
secuencia (t´ıpicamente, con JABALI se dan VALIJA y LIJABA pero pueden ser otras
ma´s raras). En palabras de Warren et al (1):
When speech sounds – either words or short phrases– are repeated again
and again without pause, then the verbal organizaton undergoes abrupt tran-
sition into other words and phrases, sometimes accompanied by apparent
changes in the component-sounds.
Originalmente Warren et al presentaron al ETV como un ana´logo de las ﬁguras
ambiguas. Ma´s tarde hicieron notar algunas de las diferencias. Por ejemplo, el ETV
no se limita a patrones ambiguos, cualquier frase o palabra funciona; los cambios son
imposibles de predecir; var´ıan mucho de individuo a individuo y usualmente implican
una distorsio´n considerable del est´ımulo original.
Las palabras como perceptos multiestables han recibido mucha menos atencio´n por
parte de la comunidad neurocient´ıﬁca que sus contrapartes visuales, las ﬁguras ambi-
guas. Esto se debe, en parte a que el campo de la audicio´n, esta´, en general, menos
explorado y comprendido que el de la visio´n. Por otro lado, usar palabras como est´ımu-
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lo supone una diﬁcultad adicional a la hora de intentar manipulaciones parame´tricas
sobre lo que se les presenta a los sujetos.
Luego de los primeros trabajos de Warren et al. (1, 2) hubo algunos intentos por
estudiar las distribuciones de los tiempos pasados percibiendo cada una de las formas
verbales (5). Un dato interesante es que, a pesar de que frente a la presentacio´n de una
misma palabra se pueden percibir hasta treinta o cuarenta formas verbales diferentes, la
percepcio´n queda t´ıpicamente atrapada en un par que incluye la palabra efectivamente
presentada (6). Es decir, si la palabra presentada es pez y como formas alteradas se
escuchan paz y vez la percepcio´n oscilara´ mayormente solo entre pez y alguna de las
otras dos formas: pez, pez, pez, pez, vez, vez, vez, vez, pez, pez, vez vez vez .... Esto
resultara´ importante cuando en la seccio´n 2.2.1 construyamos los est´ımulos.
La mayor´ıa de las teor´ıas modernas sobre el reconocimiento humano del habla
(TRACE (7), SHORTLIST (8), MERGE (9), NAM (10), PARSYN (11)) presuponen
que el input sonoro activa una conjunto de representaciones verbales estructuralmente
similares en la memoria y que e´stas compiten entre s´ı. Se suele deﬁnir operativamente
el vecindario de una palabra a partir de la adicio´n, sustitucio´n o borrado de un fonema.
Ser´ıan por ejemplo, vecinos de pez : vez, paz, hez, pe, mes entre otros. El ETV posi-
bilita explorar experimentalmente en forma directa estos vecindarios. Siguiendo esta
idea, Bashford y colaboradores (12) muestran que la deﬁnicio´n de vecindario a partir
de cambios en un u´nico fonema puede ser demasiado restrictiva.
Los trabajos ma´s recientes se centran en el estudio de los circuitos neuronales que
subyacen a las alternancias del ETV. Utilizando resonancia magne´tica funcional, Sato
et al. (13) observan, en una version silenciosa (donde la palabra la repite el sujeto
para sus adentros) del ETV, un acople funcional en el hemisferio izquierdo entre el
giro frontal inferior, el giro supramarginal y el giro superior temporal sugiriendo una
interaccio´n, durante la tarea, tanto de las a´reas de percepcio´n como de produccio´n del
discurso. Kondo y Kashino (14), utilizando tambie´n resonancia magne´tica funcional,
pero esta vez teniendo a los tiempos de las alternancias como eventos anclas, muestran
una correlacio´n positiva entre la cantidad de alternancias y la actividad en la Corteza
Frontal Inferior (CFI) y una correlacio´n negativa en el Giro Cingulado Anterior (GCA) .
Todo siempre lateralizado en el hemisferio izquierdo. Utilizando medidas de causalidad,
establecen la siguiente secuencialidad en el percepcio´n de las alternancias en la formas
verbales: la informacio´n sensorial se env´ıa desde las A´reas Auditivas hacia la I´nsula,
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all´ı y en la CFI se generan activamente formas verbales y luego la actividad del GCA
dorsal suprime las transiciones perceptuales. Ellos concluyen que la CFI promueve la
percepcio´n de formas verbales novedosas mientras que el GCA estabiliza la percepcio´n.
Resultados similares fueron obtenidos utilizando EEG intracraneal (15).
2.1.2. Sobre la Biestabilidad Perceptual
Discutimos brevemente la nocio´n de biestabilidad perceptual en la introduccio´n.
Enfrentados a un est´ımulo ambiguo, nuestros cerebros resuelven la ambigu¨edad pro-
yectando en nuestra consciencia una alternancia aleatoria entre las posibles interpreta-
ciones. A modo ilustrativo, consideremos la ﬁgura 2.3 donde se puede ver una foto de
dos chitas, tomada por el foto´grafo Gerry Lemmo para National Geographic. Resulta
imposible saber que´ cabeza corresponde a cada chita y al observarla nuestra percepcio´n
oscila. Si se le pidiera a un sujeto que reportara que´ esta´ percibiendo en cada momento,
generar´ıa un gra´ﬁco similar al que se ve en la parte de abajo de la ﬁgura.
Figura 2.3: Chitas ambiguas - Otro ejemplo de una ﬁgura ambigua. Se destacan las
dos posibles interpretaciones y se muestra una posible curva de respuesta de un sujeto al
que se le pide que reporte momento a momento lo que percibe
La biestabilidad perceptual esta´ mucho ma´s estudiada que el efecto de transforma-
cio´n verbal, principalmente en su modalidad visual. La forma ma´s antigua de biestabi-
lidad perceptual descripta en la literatura es la rivalidad binocular (16). La rivalidad
binocular ocurre cuando presentamos una imagen distinta (muy distinta, no como nor-
malmente en la visio´n estereosco´pica) a cada ojo. En lugar de ver a las dos ima´genes
sobreimpuestas, se ve una por un rato, luego la otra y ma´s tarde vuelven a alternar
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siguiendo un patro´n temporal aleatorio. Segu´n Wade (17), las primeras descripciones de
la rivalidad binocular se deben a Giambattista della Porta quien noto´ que si colocaba
una hoja distinta de libro delante de cada uno de sus ojos pod´ıa leer alternadamente de
una pa´gina o la otra sin interferencia. Posteriormente a esto, cientos de trabajos fueron
publicados estudiando la rivalidad binocular y un gran compendio y revisio´n de ellos
se debe a Levelt (18). En ese libro, Levelt enuncia cuatro proposiciones que relacionan
la intensidad con la que se ilumina cada ojo y los tiempos de alternancia.
I Un aumento de la fuerza del est´ımulo en un ojo aumentara´ la predominancia del
est´ımulo.
II Un aumento de la fuerza del est´ımulo en un ojo no afectara´ l para ese ojo. (NOTA:
Levelt llama l a la duracio´n promedio que se percibe alguna de las ima´genes)
III Un aumento de la fuerza del est´ımulo en un ojo aumentara´ la frecuencia de alter-
nancia.
IV Un aumento de la fuerza del est´ımulo en ambos ojos aumentara´ la frecuencia de
alternancia.
Donde la fuerza del est´ımulo es alguna medida de la saliencia del mismo; es decir,
sera´ una funcio´n creciente del contraste, decreciente de la distancia de presentacio´n
de la fo´vea, etc. Las proposiciones de Levelt podr´ıan enunciarse sucintamente de la
siguiente manera: Aumentar la fuerza del est´ımulo en un ojo, reduce el tiempo me-
dio de percepcio´n del estimulo del ojo contrario. Evaluar las proposiciones de Levelt
en ﬁguras ambiguas resulta dif´ıcil porque no es evidente como deﬁnir la intensidad
de cada est´ımulo. Un ejemplo de ﬁgura ambigua (aunque en movimiento) para la que
se demostro´ que se cumplen las proposiciones son para el tarta´n ambiguo (ambiguous
plaids) (19). E´ste consiste en dos rejas que forman un a´ngulo y se mueven en direccio-
nes horizontales opuestas. Como son observadas a trave´s de una abertura ese mismo
est´ımulo se puede percibir como un u´nico patro´n (un tarta´n) que se mueve hacia arri-
ba. La predominancia en la percepcio´n de cada una de las interpretaciones se puede
cambiar variando las velocidades y a´ngulos de las rejas.
En resumen, las proposiciones de Levelt se erigen como medida esta´ndar para mos-
trar que estamos frente a un feno´meno de percepcio´n biestable. Analice´moslas, por lo
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tanto, un poco ma´s en profundidad con un ejemplo. Usaremos el paradigma de rivali-
dad binocular que quiza´ torne al ejemplo ma´s transparente. Imaginemos que estamos
presentando dos ima´genes distintas una a cada ojo. Llamemos 1 al ojo izquierdo, 2
al derecho y Si al contraste lumı´nico de la imagen del ojo i. El espacio de est´ımulos
sera´, entonces, el espacio (S1, S2). Queremos ver como cambian la tasa de alternancias
(TA) y la proporcio´n de tiempo que se percibe uno de los est´ımulos (digamos que es el
est´ımulo del ojo izquierdo y llamemos a esa proporcio´n P1) al pasearnos por el espacio
(S1, S2). Las proposiciones de Levelt se pueden ver ma´s fa´cilmente en el espacio rotado
(S,∆S) donde S = S1+S2 y ∆S = S2−S1 que corresponden a las direcciones de suma
constante y diferencia constante. Leyendo las proposiciones podemos ver que si varia-
mos ∆S manteniendo S constante, deber´ıamos observar un cambio en P1 que valdr´ıa
uno para valores muy negativos de ∆S y cero para valores muy positivos. Por otro lado
la TA deber´ıa mantenerse constante. Por el contrario, si variamos S manteniendo ∆S
constante observar´ıamos lo opuesto, la TA aumenta al aumentar S pero P1 permanece
constante. Esto u´ltimo esta´ ilustrado en los cuatro paneles superiores de la ﬁgura 2.4
(a, b, c, d).
Adema´s de las proposiciones de Levelt, Logothetis (20) establecio´ tres caracter´ısti-
cas de las alternancias perceptuales observadas en todas las instancias de biestabilidad
visual: exclusividad, aleatoriedad e inevitabilidad. La exclusividad establece que no se
perciben ambas interpretaciones al mismo tiempo. La aleatoriedad dice que el tiempo
que un est´ımulo permanece en consciencia es una variable aleatoria independiente de la
duracio´n de ese mismo est´ımulo en la consciencia en la percepcio´n anterior. La inevita-
bilidad hace referencia a la imposibilidad de ejercer los cambios entre una percepcio´n
y su rival voluntariamente.
La exclusividad muchas veces esta´ automa´ticamente garantizada, por ejemplo en
el cubo de Necker, pues un ve´rtice no puede ser a la vez co´ncavo y convexo. No es
as´ı en el cla´sico ejemplo de la copa y las dos caras que, en principio podr´ıan ser per-
cibidas al mismo tiempo (aunque se podr´ıa argumentar que algo no puede ser ﬁgura
y fondo al mismo tiempo). De todos modos, en el caso de las palabras queda garan-
tizado porque los sujetos, t´ıpicamente escuchan alguna palabra, lo que descarta a las
dema´s. Volveremos sobre la inevitabilidad en la seccio´n de discusio´n. La aleatoriedad,
por otro lado, es fa´cilmente veriﬁcable y la incluiremos entonces en nuestra ﬁgura 2.4
(e), do´nde el lector podra´ advertir que estamos acumulando todas las medidas cuanti-
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tativas que caracterizan a la percepcio´n biestable y que aspiramos a veriﬁcar para el
efecto de transformacio´n verbal. Notara´, tambie´n, que queda una por mencionar. Se
trata de la distribucio´n de los tiempos de dominancia de cada est´ımulo. En todos los
casos de percepcio´n biestable reportados, la distribucio´n de tiempos sigue o bien una
distribucio´n log-normal, o una gama (19, 21, 22). La log-normal sugiere que el proceso
emerge de la multiplicacio´n de un nu´mero grande de variables aleatorias mientras que
la distribucio´n gama surge de la concatenacio´n de un nu´mero pequen˜o de procesos de
Poisson. En cualquier caso, ninguna de las dos corresponde a la distribucio´n que se
obtiene de pedirle a los sujetos que aprieten un boto´n al azar.
Hemos resumido las caracter´ısticas ma´s importantes de la percepcio´n biestable las
cuales se encuentran ilustradas en la ﬁgura 2.4. Ya estamos en condiciones de pasar al
experimento.
2.2. El experimento de Biestabilidad Verbal
Finalmente llegamos al experimento propuesto para mostrar que las transiciones del
ETV siguen las mismas leyes que la de los est´ımulos biestables que discutimos en la sec-
cio´n anterior. El truco central reside en la construccio´n de los est´ımulos, que detallamos
a continuacio´n. Luego, explicamos el paradigma en si y posteriormente presentamos los
resultados.
2.2.1. Las ventajas del castellano en la construccio´n de est´ımulos
La parte dif´ıcil para intentar mostrar las proposiciones de Levelt suele ser la de
encontrar las propiedades del est´ımulo que se pueden modiﬁcar parame´tricamente para
cambiar su estabilidad. Ser´ıan, el a´ngulo y la velocidad en el caso de los tartanes
ambiguos. La idea para la manipulacio´n de las palabras es la que se esconde detra´s
de las vin˜etas de Montt que ilustran el comienzo de este cap´ıtulo. Ya vimos que las
transformaciones verbales tienden a formar transiciones de a pares y las oscilaciones
suelen darse entre la palabra dada y la siguiente interpretacio´n ma´s frecuente. En
castellano, hay muchas palabras bisila´bicas que siguen siendo palabras va´lidas al invertir
sus s´ılabas (por ejemplo, PASO y SOPA, MATE y TEMA, CASA y SACA, TACO y
COTA, etc). Esto fomenta que las transformaciones se den entre estas dos alternativas
y adema´s nos da una pista de que´ para´metros podemos controlar para cambiar la
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Figura 2.4: Resumen de Biestabilidad Perceptual - Aca´ resumimos las propiedades
recolectadas de la literatura sobre la percepcio´n biestable. De (a) a (d) corresponden a
las proposiciones de Levelt. (e) ejempliﬁca la propiedad de aleatoriedad y (f) muestra la
distribucio´n t´ıpica de tiempos de dominancia.
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estabilidad entre ambas palabras: los tiempos entre s´ılabas. En la ﬁgura 2.5 vemos
esto representado. Los para´metros a manipular ser´ıan los tiempos ∆t1 y ∆t2. Para
poder hacer la analog´ıa con los Si de la rivalidad binocular podemos hacer la analog´ıa
: Si ∼ 1∆ti . Esta analog´ıa esta´ motivada por el hecho de que disminuir el tiempo entre
MA y TE aumenta la “intensidad” o “fuerza” del percepto MATE.
Figura 2.5: Manipulacio´n de los est´ımulos - Al variar los tiempos entre s´ılabas se
favorece una interpretacio´n por sobre la otra.
Un tema importante a la hora de construir est´ımulos de habla es la naturalidad de los
mismos. Esencialmente hay dos estrategias posibles: utilizar sonido sinte´tico o utilizar
grabaciones. Inicialmente nos inclinamos por el sonido sinte´tico pero los paquetes de
s´ıntesis disponibles no eran los suﬁcientemente ﬂexibles para nuestros ﬁnes. Por otro
lado, la grabacio´n tampoco es la panacea, pues el cortado y pegado introduce tambie´n
artefactos. Se trata del mismo problema que tienen que resolver los sistemas de anuncios
automa´ticos en la terminal de micros o el aeropuerto. All´ı, sonidos pregrabados tienen
que ser empalmados para que suenen lo ma´s natural posible. A continuacio´n resumimos
algunas de las cosas con las que hay que tener cuidado durante la construccio´n de los
est´ımulos
1. Grabar todas las s´ılabas en una misma sesio´n. La voz cambia mucho con el tiempo
incluso durante el transcurso de pocas horas. La voz de la man˜ana, no es la misma
que la de la noche.
2. Grabar con referencia. Es decir, presentarle al locutor la referencia de las s´ılabas ya
grabadas antes de grabar la nueva. Esto permite tener siempre la misma frecuencia
fundamental. Lo cual se chequea posteriormente a la grabacio´n haciendo una
ana´lisis espectral.
3. Controlar el largo de las vocales. Esto se hace con posterioridad a la grabacio´n.
Si quedaron muy largas algunas se pueden cortar con una ventana suave. La
duracio´n de la vocal es una de las claves para la acentuacio´n y queremos tratar
de que la acentuacio´n juegue el menor rol posible.
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Lista de s´ılabas
Ba, Be, Bo, Ca, Co, Di, Fe, La, Ma, Me, Mi, Na, N˜a,
N˜o, No, Pa, Pe, Pi, Po, Sa, Se ,So, Ta, Te, Ti, Ye
Cuadro 2.1: Lista de s´ılabas est´ımulo.
Lista de palabras
casa, saca, tapa, pata, bala, lava, tana, nata, sabe, besa,
pase, cepa, cabe, beca, mate, tema, cafe, feca, calle, lleca,
pati, tipa, mami, mima, pin˜a, n˜api, pizza, zapi, taco, cota,
sapo, posa, paso, sopa, saco, cosa, tano, nota, ban˜o, n˜oba,
peso, sope, piso, sopi
Cuadro 2.2: Lista de palabras est´ımulo.
Para este experimento grabamos las s´ılabas que se muestran en el cuadro 2.1 con
una duracio´n de vocales de 200± 1 ms y una frecuencia fundamental de 94± 5 Hz.
Con estas s´ılabas construimos las palabras de la tabla 2.2. El lector notara´ que
incluimos en la lista, a modo explorativo, palabras que t´ıpicamente se usan al vesre en
el lunfardo.
Armados con estas grabaciones, estamos listos para describir el paradigma experi-
mental, lo cual hacemos a continuacio´n.
2.2.2. Paradigma Experimental
El experimento consiste en la presentacio´n de sesenta segundos de grabacio´n con
tiempos ∆t1 y ∆t2 variables. La suma T = ∆t1 +∆t2 var´ıa entre 50 ms y 450 ms y la
resta ∆ = ∆t1 − ∆t2 var´ıa entre -400 ms y 400 ms. Cada sujeto escucha 25 de estas
grabaciones sentado frente a una computadora. Mientras escucha, se le pide que sen˜ale
con la barra espaciadora que´ palabra esta´ percibiendo. A tales ﬁnes, el monitor muestra
escrita alguna de las dos palabras que cambia por la otra cuando se presiona la barra
espaciadora. No se les informa a los sujetos de las manipulaciones de los tiempos entre
s´ılabas. En la ﬁgura 2.6 se resume picto´ricamente el paradigma experimental.
Del experimento participaron 29 estudiantes universitarios (15 varones y 14 mujeres)
con edades entre 21 y 30 an˜os.
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Figura 2.6: Esquema del paradigma experimental -
2.2.3. Resultados: El ETV es un feno´meno biestable
Dado que ya hab´ıamos establecido en la ﬁgura 2.4 lo que esperamos de un feno´meno
biestable cla´sico, el resultado central de esta seccio´n sera´ veriﬁcar cuales de las carac-
ter´ısticas sen˜aladas por Levelt y Logothetis se veriﬁcan en el ETV. En la ﬁgura 2.7 se
pueden ver las medidas de la ﬁgura 2.4 pero ahora para los datos del experimento.
Podemos observar (en los cuatro paneles superiores a, b, c y d) que se cumplen las
proposiciones de Levelt para el nu´mero de alternancias y los tiempos medios de domi-
nancia. En el panel (d) se presentan dos maneras distintas de deﬁnir las alternancias:
sin normalizar (en rojo) y normalizadas por el tiempo total (en gris punteado). Esto
lo hacemos para ver si lo que importa es el tiempo o la cantidad de veces que es pre-
sentada la palabra. Si solo importara la cantidad de veces que se presenta la palabra,
al dividir por el tiempo total deber´ıa quedar una constante. Esto no ocurre; se pueden
ver diferencias entre tiempos cortos y tiempos largos; lo que sugiere que ambos factores
juegan un rol.
Los dos paneles inferiores muestran la estad´ıstica de los tiempos de percepcio´n.
En el panel f utilizamos un gra´ﬁco de cuantiles contra cuantiles (Q-Q plot (23)) para
estudiar la similitud entre la distribucio´n de tiempos de duracio´n de cada percepto y una
distribucio´n normal. En este tipo de gra´ﬁcos si la distribucio´n analizada es normal los
puntos deber´ıan caer en una recta, lo cual no sucede. Sin embargo, si transformamos los
tiempos a escala logar´ıtmica la distribucio´n se vuelve aproximadamente normal. Esto
coincide con lo que se observa comu´nmente en los feno´menos de percepcio´n biestable
(ver seccio´n 2.1.2). En el mismo panel incluimos el histograma de tiempos junto con un
ajuste por una curva Gaussiana y por una distribucio´n Log-normal que puede resultar
una forma de comparar ma´s accesible a quienes no este´n familiarizados con los gra´ﬁcos
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Q-Q. Finalmente, en el panel e mostramos la correlacio´n entre la duracio´n de percepcio´n
de una de las formas verbales en dos eventos consecutivos. Observamos una correlacio´n
muy pequen˜a (r = 0.12; p < 0.00001) entre uno y otro tiempo. Este resultado es
compatible con el principio de aleatoriedad de feno´menos biestables.
Todas las medidas que analizamos en la seccio´n 2.1.2 se veriﬁcan para el Efecto de
Transformacio´n Verbal. Podemos concluir que estamos, entonces, en presencia de un
feno´meno de percepcio´n biestable. Habiendo establecido las caracter´ısticas que el ETV
comparte con otras formas de percepcio´n biestable podemos abocarnos a estudiar sus
particularidades.
¿Que´ particularidades trae aparejado el hecho de que los est´ımulos sean palabras?
Para estudiar la transicio´n entre una forma verbal y otra podemos hacer un gra´ﬁco
donde se muestre la proporcio´n del tiempo que se escucha una de las formas verbales
en funcio´n de la diferencia de tiempos ∆T . Un ejemplo para el par CASA-SACA se
muestra en la ﬁgura 2.8 junto con un ajuste lineal.
Para evaluar efectos lexicales, medimos en un corpus de textos construido por no-
sotros (ver el cap´ıtulo 3) las frecuencias de aparicio´n de cada palabra. Observamos una
correlacio´n positiva signiﬁcativa (r = 0.52; p < 0.01) entre la ordenada al origen y el
cociente de frecuencias en escala logar´ıtmica entre palabras de cada par (por ejemplo
entre CASA y SACA). No encontramos una correlacio´n signiﬁcativa para la pendiente.
Observar una correlacio´n positiva signiﬁca que las palabras ma´s frecuentes son a la vez
ma´s estables. Es decir, que hace falta separar sus s´ılabas un tiempo mayor para que
pase a dominar la palabra rival.
2.3. Discusio´n
Hasta hace no mucho tiempo, la percepcio´n biestable era un feno´meno observado
exclusivamente en el sistema visual. Recie´n en el trabajo de Pressnitzer y Hupe´ de 2006
(24) se documenta por primera vez la percepcio´n biestable en la modalidad auditiva.
Establecer al Efecto de Transformacio´n Verbal como un feno´meno biestable sugiere que
la percepcio´n biestable es un principio de organizacio´n sensorial muy general; una estra-
tegia comu´n en nuestro sistema nervioso para manejar las ambigu¨edades. Un esquema
en el cual, la informacio´n sensorial se acumula como evidencia de mu´ltiples hipo´tesis
que, en el caso de ser excluyentes, compiten entre s´ı y se alternan. Ahora bien, ¿Que´ es
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Figura 2.7: Caracter´ısticas biestables en los datos experimentales - De (a) a (d)
corresponden a las proposiciones de Levelt. En el panel (d) mostramos dos maneras de
calcular las alternancias. En rojo esta´n simplemente la cantidad de alternancias mientras
que en gris punteado se encuentran normalizadas por el tiempo total. En (e) presentamos
el logaritmo del tiempo de duracio´n de un percepto en la instancia n contra la misma
cantidad en la instancia n + 1. Finalmente, en (f) se encuentra el gra´ﬁco Q-Q para la
distribucio´n de duraciones de cada percepto (en azul) y para el logaritmo de esa cantidad
(en verde). Dentro del mismo panel se presenta un histograma para esas duraciones (en
segundos) junto con un ajuste con una distribucio´n Log-Normal
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Figura 2.8: Ajuste lineal del par CASA-SACA - Ecuacio´n de la recta y = -0.78 X
+ 0.45; R = 0.68
lo que alterna?
2.3.1. ¿De do´nde vienen las oscilaciones?
Los modelos cla´sicos de percepcio´n biestable representan cada percepto por una
poblacio´n de neuronas. Esas dos poblaciones de neuronas son activadas por el est´ımulo
en un grado que depende de la intensidad de cada percepto (siempre es ma´s fa´cil pensar
en intensidad lumı´nica en cada ojo en el caso de rivalidad binocular). A su vez, ambas
poblaciones se inhiben mutuamente. Solo con esos ingredientes el comportamiento ser´ıa
u´nico, y quedar´ıa activa solamente la poblacio´n que recibe el mayor input. Para que
haya oscilaciones hay que agregar un elemento ma´s: una adaptacio´n lenta de cada
una de las poblaciones. En ese esquema, la poblacio´n ganadora comienza a adaptar
lentamente (disminuye su actividad) hasta que pasa a ganar la segunda poblacio´n. Ese
instante corresponde a un cambio entre las dos interpretaciones del est´ımulo. Ahora
bien, ¿Do´nde esta´n estos ingredientes en el caso de la biestabilidad lexical? Para poder
responder a esta pregunta debemos discutir un poco sobre los modelos existentes para
el reconocimiento de palabras.
Hay distintos modelos teo´ricos sobre el reconocimiento de palabras (TRACE, SHORTLIST,
NAM) pero todos comparten cierta arquitectura comu´n: son modelos con jerarqu´ıa en
la escala temporal. En primera instancia se procesan las caracter´ısticas sonoras crudas,
luego los fonemas, las s´ılabas, las palabras y, ﬁnalmente, las frases. No todos incorporan
todas las capas pero a grandes rasgos se suele distinguir entre una etapa prelexical (pre-
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via a las palabras) y otra etapa lexical. La etapa prelexical recolecta evidencia sonora
y activa selectivamente elementos de la etapa lexical. Los elementos de la etapa lexical
compiten entre si hasta que uno supera un cierto nivel de activacio´n y pasa a ser la
palabra reconocida. La competencia se da por una inhibicio´n mutua entre los elementos
lexicales.
Bajo estos esquemas es posible entender la biestabilidad lexical de la siguiente ma-
nera. El audio repetido activa dos representaciones que compiten (por ejemplo MATE
y TEMA). Si suponemos que la secuencia arranco´ en MA, entonces habra´ ma´s eviden-
cia para segmentarla como una concatenacio´n de la palabra MATE. Eso es, en efecto,
lo que los sujetos perciben inicialmente. Sin embargo, con el correr del tiempo y las
presentaciones repetidas, la representacio´n de MATE adapta lentamente (disminuye su
actividad) hasta que es sobrepasada por TEMA y la percepcio´n salta. Una consecuen-
cia, entonces, de la mera existencia de la biestabilidad lexical es que los modelos deben
incluir, adema´s de conexiones inhibitorias a sus vecinos, alguna forma de adaptacio´n
de manera tal que presentaciones repetidas de una palabra disminuyan su activacio´n.
En estos modelos tradicionales (TRACE, SHORT, NAM, etc), tambie´n se incorpora
de alguna forma la frecuencia de uso de cada palabra de manera tal que una palabra
con mayor frecuencia de uso se reconoce ma´s ra´pido. Esto nos permite inferir que una
palabra ma´s frecuente sera´ a su vez ma´s estable y explica el efecto de correlacio´n entre
la ordenada al origen del ajuste y el cociente de frecuencias entre cada par de palabras
que observamos en los datos.
2.3.2. Control Voluntario
Como vimos en la introduccio´n, se suelen deﬁnir tres caracter´ısticas de la percepcio´n
biestable: la exclusividad, la aleatoriedad y la inevitabilidad. Las primeras dos ya vimos
que se cumplen, pero ¿que´ pasa con la inevitabilidad? Originalmente la deﬁnicio´n para
rivalidad binocular dec´ıa que era imposible ejercer un control voluntario sobre las alter-
nancias. Posteriormente se observo´ que la atencio´n es capaz de modularlas; ma´s au´n,
que el grado de control voluntario aumenta a medida que involucra comportamientos
de ma´s alto nivel (25). Es decir que modiﬁcar a voluntad las alternancias en rivalidad
binocular es ma´s dif´ıcil que hacerlo con las ﬁguras ambiguas. Si bien no investigamos
esto cuantitativamente es ma´s o menos evidente, a partir de la propia experiencia, que
en el caso de la biestabilidad lexical resulta fa´cil cambiar entre uno y otro percepto.
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Esto va en linea con la idea de que cuanto ma´s alta es la funcio´n cognitiva involucrada
ma´s fa´cil sera´ el control voluntario.
2.4. Conclusiones
En este cap´ıtulo estudiamos algunos aspectos del reconocimiento auditivo de pala-
bras a trave´s de una ilusio´n que se conoce como el Efecto de Transformacio´n Verbal.
Mostramos que este efecto tiene todas las caracter´ısticas de un feno´meno de percepcio´n
biestable. Tambie´n vimos que las palabras poseen una cierta estabilidad intr´ınseca co-
mo perceptos biestables que esta´ dada por su frecuencia de uso. Entendimos tambie´n
como los modelos de reconocimiento de habla tradicionales dan un marco para com-
prender de do´nde surgen estas oscilaciones pero vimos que estos modelos carecen de
un elemento clave: la adaptacio´n. Esto concluye nuestra exploracio´n de la v´ıa de input
en nuestro esquema de comunicacio´n, es decir, como el sistema pasa de una serie de
est´ımulos f´ısicos a la representacio´n mental de un concepto. Pero, ¿co´mo se conecta una
idea con otra? Ese es el material de nuestro pro´ximo cap´ıtulo.
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3.1. Introduccio´n
En el cap´ıtulo anterior discutimos algunos aspectos del proceso mediante el cual
un concepto llega a nuestro pensamiento desde una sen˜al externa (en ese caso una
onda de sonido). En el presente cap´ıtulo analizaremos el orden de esos conceptos en
nuestra cabeza. En palabras de De Saussure podr´ıamos decir que si el cap´ıtulo anterior
se ocupo´ de la conexio´n entre signiﬁcante y signiﬁcado, el foco de este cap´ıtulo es
la organizacio´n de los signiﬁcados. Como forma de explorar este espacio usaremos la
te´cnica de asociacio´n libre. Al presentarle a una persona una palabra y pedirle que
diga la primera palabra (distinta a la presentada) que se le ocurra se observa que la
palabra producida guarda, invariablemente, cierta relacio´n con la palabra presentada.
Esta te´cnica, junto con el estudio de redes y algunos aspectos de meca´nica estad´ıstica
sera´n las herramientas que usaremos para explorar el espacio de signiﬁcados. Pero el
signiﬁcado ¿Que´ es?
“Apart from the studies to be reported here, there have been a few, if any,
systematic attempts to subject meaning to quantitative measurement. There
are probably several reasons for this even in a period of intense objectivity in
psychology: For one thing, the term meaning seems to connote, from most
psychologists at least, something inherently nonmaterial, more akin to idea
or soul than to observable stimulus and response, and therefore to be treated
like the other ghosts that J.B. Watson dispelled form psychology”
Osgood - Sulci - Tannenbaum (26)
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En su trabajo seminal Osgood et al. (26) argumentan que el espacio sema´ntico pue-
de ser medido cuantitativamente, determinando un cierto nu´mero de ejes principales
sema´nticos. Cada concepto queda, entonces, representado por un vector en este espacio
sema´ntico multidimensional. Por ejemplo, es relativamente sencillo posicionar los con-
ceptos rato´n, perro y casa en el eje de taman˜o. Si bien esta aproximacio´n al problema
lograba predecir el desempen˜o en varios experimentos, ten´ıa limitaciones tanto teo´ricas
como pra´cticas (27): la determinacio´n de los ejes principales era altamente subjetiva y
el nu´mero de juicios que el experimentador ten´ıa que realizar para ubicar un te´rmino
crec´ıa proporcionalmente a la cantidad de ejes elegidos.
Ambos problemas fueron resueltos por la propuesta de construir el espacio sema´ntico
multidimensional a partir de una matriz de co-ocurrencia de te´rminos en texto escrito
(27, 28) . La suposicio´n principal detra´s de esta construccio´n es que la proximidad
sema´ntica puede ser inferida analizando las regularidades estad´ısticas en un corpus de
textos. Por ejemplo, si la palabra “Jirafa” aparece mencionada en un texto, es probable
que las palabras, “cuello”, “cebra” y “zoolo´gico” (que esta´n sema´nticamente relaciona-
das) tambie´n aparezcan. Las probabilidades condicionales, se erigen entonces como una
buena medida para determinar proximidad sema´ntica. Lund y Burgess demostraron
esta relacio´n determinando que: (1) Vecinos cercanos en el espacio de co-ocurrencias
corresponden a signiﬁcados relacionados (2) Aglomerados (o clusters) en este espacio
corresponden a categor´ıas sema´nticas y (3) La similitud en el espacio de co-ocurrencias
determina el efecto de Tiempo de Respuesta (RT) en experimentos de priming sema´nti-
co.
Estos resultados esta´n en linea con evidencia previa que muestra una correlacio´n
entre la frecuencia de co-ocurrencia y la probabilidad de asociacio´n de dos te´rminos
en un experimento de asociacio´n libre (29). La estructura asociativa de palabras juega
un rol central en experimentos de memoria (30) (31) (32) (33), memoria con claves
(34) y en reconocimiento de palabras (35). Ma´s recientemente Steyvers y colegas (36)
mostraron que las me´tricas basadas en la asociacio´n libre de palabras tienen mejor
desempen˜o a la hora de predecir el comportamiento humano en distintos experimentos
de memoria sema´ntica.
Si asumimos que el espacio sema´ntico se encuentra bien caracterizado, ¿Co´mo de-
ber´ıan ser los modelos que capturen el proceso de asociacio´n libre a partir de la es-
tructura de este espacio? La hipo´tesis subyacente en los estudios ma´s recientes es que
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la evocacio´n de la memoria de palabras y el proceso de asociacio´n libre son el resul-
tado de un proceso de propagacio´n (concept spreading) en el espacio sema´ntico do´nde
los vecinos de este espacio multidimensional son algo ana´logo a un campo sema´ntico
(37, 38, 39, 40, 41, 42, 43).
Bajo este esquema, signiﬁcados que no esta´n directamente conectados, pueden rela-
cionarse a trave´s de cadenas largas de eslabones sema´nticos (por ejemplo, la secuencia
leon - felino - tigre - rayas). Estas trayectorias sema´nticas pueden ser reconstruidas a
partir de asociaciones de a pares como el camino ma´s corto que conecta dos signiﬁca-
dos que no esta´n inmediatamente relacionados (44, 45). Trabajos previos muestran que
las asociaciones indirectas juegan un rol en la memoria inducida por claves (45) y el
reconocimiento de palabras (35).
Esta evidencia es consistente con la idea de que el proceso de asociacio´n de palabras
y la evocacio´n de memorias involucran la navegacio´n en un grafo sema´ntico. En este
cap´ıtulo nos proponemos estudiar justamente eso: estudiar co´mo es que cadenas largas
de asociaciones se embeben en el grafo sema´ntico y modelar el proceso de asociacio´n
como un proceso difusivo (veremos ma´s adelante que sera´ un proceso difusivo ano´malo).
En las secciones que siguen, describimos la construccio´n de la me´trica para deﬁnir el
grafo sema´ntico y el experimento de asociacio´n libre. Finalmente, analizamos distintos
modelos de difusio´n posibles.
3.2. Una me´trica para el espacio de palabras
Habiendo establecido que vamos a usar el grafo de co-ocurrencias como sustrato
para estudiar el proceso de asociacio´n libre, falta decidir que´ textos usaremos y deﬁnir
ma´s precisamente la nocio´n de co-ocurrencia. En los siguientes apartados describimos
la construccio´n del corpus y formalizamos la deﬁnicio´n de la me´trica.
3.2.1. Construccio´n del Corpus
Para la construccio´n del corpus necesitamos grandes volu´menes de textos en cas-
tellano. Internet nos provee de una fuente casi ilimitada. Incluimos en nuestra base
de datos: la wikipedia completa en castellano, todos los art´ıculos del diario La Nacio´n
entre 2000 y 2011, todos los libros en castellano que no se encuentran protegidos por
derechos de autor del Proyecto Gutemberg. Todos los textos fueron “limpiados” de
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co´digo HTML y tambie´n se les quitaron las tildes. Esto fue hecho para captar erro-
res ortogra´ﬁcos comunes ya que las tildes suelen omitirse con frecuencia especialmente
en Internet. Por supuesto, el costo de esta operacio´n es que se pierde la distincio´n de
palabras que diﬁeren solo en su acentuacio´n (por ejemplo te y te´). El corpus contiene
alrededor de mil millones de palabras.
3.2.2. Definicio´n de la me´trica entre conceptos
Como mencionamos en la introduccio´n, para deﬁnir la distancia entre te´rminos
usaremos la probabilidad condicional; es decir, la probabilidad de encontrar en un
texto a la palabra A dado que sabemos que en ese texto esta´ presente la palabra B. La
distancia entre A y B estara´ dada entonces por:
D(A→ B) = 1
P (B|A) (3.1)
Una cosa importante a notar es que la probabilidad condicional no es sime´trica
(P (A|B) 6= P (B|A)) y por lo tanto D no es formalmente una distancia. Podemos
estimar la probabilidad condicional a partir del conteo de los eventos de co-ocurrencia
de la siguiente manera:
P (A|B) = P (A ∩B)
P (B)
∼ N(A ∩B)
N(B)
(3.2)
Falta aclarar que consideramos una co-ocurrencia. Diremos que dos palabras co-
ocurren si se encuentran a una distancia menor o igual a diez palabras entre si.
Todos los algoritmos para la construccio´n del corpus, limpiado de textos y conteo
de co-ocurrencias fueron escritos en PERL y esta´n disponibles en la pa´gina web del
laboratorio (neurociencia.df.uba.ar).
3.3. Experimentos de asociacio´n libre
El experimento de asociacio´n libre es conceptualmente sencillo. La idea es que cada
sujeto recibe una palabra y responde la primera palabra que se le ocurre. Para generar
una cadena cada palabra que produce un sujeto se usa como palabra est´ımulo de otro.
De esta forma se va generando una trayectoria de asociaciones como en una especie
de juego de cada´ver exquisito pero de una sola palabra. Dado que la dina´mica del
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experimento es razonablemente lu´dica, decidimos implementar el experimento como un
juego online. Esto nos permitio´ obtener muchos datos de varios participantes en un
tiempo relativamente corto.
3.3.1. Plataforma para experimentacio´n Online
El juego de asociaciones fue programado usando una combinacio´n de HTML, PHP y
Javascript. Los datos fueron guardados en una base MySQL. El sitio estaba dividido en
tres grandes partes solo dos de las cuales eran accesibles para los jugadores. La primera
parte consist´ıa en una pa´gina de registro para jugadores nuevos. All´ı los usuarios deben
dejar su nombre y su direccio´n de correo electro´nico donde reciben la conﬁrmacio´n de
su registro y las instrucciones del juego.
La segunda y principal parte del sitio era la pa´gina personal de cada jugador.
All´ı pod´ıan ver cuantas palabras hab´ıan recibido y enviar sus asociaciones a otros
jugadores. Por ejemplo si un jugador recib´ıa la palabra PERRO, asociaba libremente
(GATO por ejemplo) y enviaba su palabra a un nuevo jugador. Esto iba formando,
con cada paso, una trayectoria de asociaciones. Cada tanto, los jugadores ten´ıan la
posibilidad de “doblar” y enviar la palabra asociada a dos jugadores, bifurcando as´ı la
trayectoria. Esto implica que algunas asociaciones pertenecen a ma´s de una trayectoria.
La probabilidad de bifurcacio´n pod´ıa ser controlada dina´micamente para regular el
traﬁco total de palabras en el juego.
Luego de registrarse, los jugadores recib´ıan una palabra “semilla” de una lista cerra-
da de veinte palabras (ver tabla 3.1). Una vez que un jugador hubiese contestado todas
sus palabras pendientes pod´ıa robar palabras de otro jugador o ver una instanta´nea de
su trayectoria. Todo esto fue hecho para darle una dina´mica de juego e incentivar la
participacio´n. Si los jugadores dejaban muchas palabras sin responder recib´ıan primero
una tarjeta amarilla y posteriormente una roja (lo que implicaba eliminarlos del juego).
Cada 3 d´ıas se enviaba un recordatorio automa´tico indicando a cada jugador cuantas
palabras pendientes ten´ıa.
Una tercera parte del sitio que no era accesible a los jugadores serv´ıa de “puerta
trasera” del sitio para monitorear el desarrollo del juego. Desde ah´ı pod´ıamos: ver la
actividad de cada jugador, del juego como un todo; enviar correos de recordatorio; sacar
tarjetas amarillas y rojas y cambiar la probabilidad de bifurcacio´n de las trayectorias.
El juego estuvo abierto por 2 meses y genero´ 11.000 asociaciones de 120 jugadores.
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Lista de palabras semilla
bebe, anillo, torta, almohado´n, agua, motor, escoba, huevo
mano, hoja, planta, caramelo, juez, mapa, barco, sonido, murcie´lago
rosas, lengua, pluma, menta, chocolate, casa, rodilla
Cuadro 3.1: Lista de palabras semilla en el juego de asociacio´n.
3.4. Resultados
Quiza´ una de las cosas ma´s dif´ıciles con datos altamente multidimensionales sea
elegir una forma de visualizarlos que resulte clara. El espacio sema´ntico que deﬁnimos
en la seccio´n anterior tiene muchas dimensiones, ¿Co´mo representar las trayectorias de
asociaciones que obtuvimos en el juego para intentar visualizar su estructura?
3.4.1. Fuzzy clustering y proyeccio´n de Sammon
Hay muchas te´cnicas de reduccio´n de la dimensio´n que permiten “aplanar”los es-
pacios. Nosotros elegimos hacer una primera reduccio´n encontrando grumos o clusters
de palabras muy relacionadas entre s´ı, lo que intuitivamente llamamos categor´ıas de
palabras. Ahora bien, una palabra suele poder pertenecer a ma´s de una categor´ıa y
por lo tanto elegimos usar algoritmos de clustering borrosos; es decir, que le asignan a
cada palabra un grado de membres´ıa a cada cluster o grupo que vale 0 si la palabra no
pertenece a ese grupo y que crece con el grado de pertenencia hasta llegar a un ma´ximo
de 1.
Siguiendo a Hotta et al (46)) aplicamos un me´todo espectral (de descomposicio´n
en autovectores) como una forma de encontrar los vectores de membres´ıa. El me´todo
propuesto por ellos es jera´rquico, es decir que extrae los clusters de mayor a menor
grado de cohesio´n. Graﬁcar la cohesio´n del cluster i-e´simo en funcio´n del orden en que
fue extra´ıdo permite deﬁnir un criterio para decidir cuantos clusters signiﬁcativos hay
en el grafo.
El clustering borroso permite hacer una primera reduccio´n de la dimensionalidad.
Si tenemos un grupo de N palabras, la matriz de co-ocurrencias deﬁnira´ un espacio N-
dimensional donde se ubica cada una. Usando el clustering borroso podemos pasar de
un espacio de dimensio´n N a otro de dimensio´n K (donde K sera´ el nu´mero de clusters
signiﬁcativos, con K mucho ma´s chico que N). Supongamos que encontramos 5 clusters
signiﬁcativos. Cada palabra sera´, entonces, un punto en un espacio 5-dimensional donde
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la coordenada i-e´sima nos dice el grado de membres´ıa al cluster i-e´simo.
Para poder llevar este espacio a algo fa´cilmente representable (2 dimensiones) usa-
mos un mapeo no lineal conocido como Proyeccio´n o Mapa de Sammon (47). Esta
proyeccio´n consiste en encontrar la representacio´n 2D que minimiza la deformacio´n de
las distancias entre los datos.
¿Co´mo se vera´, entonces, una trayectoria representada en dos dimensiones? La res-
puesta esta´ en la ﬁgura 3.1. Ah´ı se puede ver una trayectoria del juego dibujada en el
espacio 2D reducido. La trayectoria empieza en “huevo” (marcada con una estrella) y
termina en “Sweater” (marcada con un cuadrado). Algunos aspectos de la topolog´ıa de
la trayectoria, que ma´s adelante cuantiﬁcaremos, resultan evidentes.
Primero, podemos observar que la mayor´ıa de las transiciones en la trayectoria
resultan en un salto pequen˜o (es decir, una asociacio´n entre dos palabras cercanas).
Segundo, para varias asociaciones consecutivas, la trayectoria queda conﬁnada en un
“barrio” (una categor´ıa) del espacio de palabras. Tercero, dentro de cada barrio, los
ciclos son muy prevalentes. En efecto, los ma´s frecuentes son ciclos de orden 2, es
decir dos palabras con probabilidades de regreso rec´ıprocamente altas (por ejemplo:
pelota, fu´tbol, pelota ... u mujer, hombre, mujer... ). Finalmente, en algunas instancias
espora´dicas, una asociacio´n resulta en un salto muy largo que relaciona palabras de
distintos barrios.
3.4.2. Los ciclos y el comportamiento difusivo
Para cuantiﬁcar lo observado en la seccio´n anterior deﬁnimos, a partir de la es-
tad´ıstica del corpus, el desplazamiento entre la palabra k y la palabra j como:
∆(k, j) =
1
A P (j|k) (3.3)
con
A =
∑
∀k,j
1
P (j|k) (3.4)
Se suele referir a esta medida como distancia, aunque, como vimos, no es formal-
mente una distancia pues no es sime´trica.
Analizaremos el ensamble de trayectorias {Ti} que no es ma´s que una lista de
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Figura 3.1: Proyeccio´n de una trayectoria - Proyeccio´n en dos dimensiones usando
el algoritmo de clustering borroso y la proyeccio´n de Sammon. En esta proyeccio´n pueden
verse algunas categor´ıas (como deportes, o ropa y costura indicadas con sombras).
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secuencias. T i es una secuencia de palabras
{
Ti1 , Ti2 , ..., TiLi
}
donde Li es la longitud
de la trayectoria Ti. Deﬁnimos entonces 〈∆(n)〉 como el promedio de ∆(Tij , Tij+n)
(es decir el desplazamiento entre la palabra Tij y la palabra Tij+n) sobre todas las
trayectorias posibles.
La segunda medida que vamos a usar es la probabilidad de regreso a una dada
palabra, que se puede deﬁnir sencillamente como la fraccio´n de trayectorias que regresan
a la palabra original despue´s de n asociaciones.
En la ﬁgura 3.2 presentamos los desplazamientos medios y fraccio´n de ciclos en
funcio´n de la cantidad de pasos (o asociaciones) intermedias.
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Figura 3.2: Datos Experimentales - (a) Desplazamiento medio para cada paso calcu-
lado segun la ecuacio´n 3.3 (b) Probabilidad de regreso a la palabra original despue´s de n
pasos.
Como se puede ver, el desplazamiento aumenta monoto´nicamente con el numero de
pasos n, lo que reﬂeja la perdida de memoria luego de una concatenacio´n de asociaciones
libres. Esta progresio´n alcanza un valor asinto´tico de aproximadamente 0.8, un valor
menor a 1 que indica que dos palabras cuales quiera dentro de una trayectoria esta´n
en promedio ma´s cerca que dos palabras al azar dentro del grafo. Es decir que las
trayectorias no recorren el grafo de manera uniforme, dicho de otra forma, el sistema
no es ergo´dico.
La fraccio´n de ciclos tambie´n presenta un patro´n claro. Hay un efecto de paridad
marcado (nu´meros pares de pasos tienen una probabilidad de retorno ma´s alta) modu-
lado por un decaimiento exponencial. Este efecto de paridad indica que la estructura
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de ciclos esta´ dominada por ciclos de orden 2, es decir que segmentos de la forma perro-
gato-perro... son muy frecuentes en trayectorias de asociacio´n libre. Cabe destacar que
la probabilidad de encontrar un ciclo de orden 2 es relativamente alta (alrededor del
12%, indicando que aproximadamente 1 en 8 de las asociaciones regresan a la palabra
original). El hecho de que no se observen ciclos de orden 1 simplemente muestra que
los sujetos cumplen con la instruccio´n de no repetir la palabra que reciben.
Estas curvas que caracterizan el desplazamiento y la estructura de ciclos nos servira´n
de vara de medida para evaluar modelos generativos de asociacio´n libre. Describiremos
estos modelos en te´rminos de cadenas de Markov donde cada palabra representa un
estado y el modelo queda determinado al especiﬁcar las probabilidades de transicio´n
entre estados.
En la siguiente seccio´n analizaremos distintas propuestas para las probabilidades
de transicio´n y simularemos trayectorias para contrastar las curvas de desplazamiento
y ciclos simuladas contra los datos experimentales.
3.5. Modelos difusivos para la asociacio´n libre
Modelaremos el proceso de asociacio´n como una cadena de Markov de orden uno,
es decir que so´lo tiene memoria del estado actual del sistema. Una cadena de Markov
de orden uno es un proceso aleatorio en el que un sistema hace una transicio´n entre
diferentes estados y la probabilidad de saltar a un dado estado depende u´nicamente
del estado en que nos encontremos. En nuestro caso, cada palabra ser´ıa un estado y la
transicio´n entre estados corresponde al proceso de asociacio´n.
¿Co´mo elegir las probabilidades de transicio´n entre palabras? Supondremos que
sera´n alguna funcio´n de la distancia entre conceptos. As´ı, deber´ıa ser ma´s probable
saltar de “perro” a “gato” que a “electro´n”. En los siguientes apartados estudiaremos
esencialmente dos tipos de formas funcionales. En la primera parte, analizaremos fun-
ciones de vecindario acotado, es decir donde cada palabra tendra´ un nu´mero deﬁnido de
vecinos. En la segunda, estudiaremos dependencias funcionales libres de escala (leyes
de potencias).
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3.5.1. Modelos de vecindario acotado
Quiza´ el modelo ma´s sencillo que se nos podr´ıa ocurrir corresponde a un modelo de
nu´cleo en el que la probabilidad de transicio´n desde una palabra dada es una funcio´n
escalo´n. Supongamos que {1...N} es la lista ordenada por distancia de los vecinos de
una palabra. Entonces, la distribucio´n de probabilidad en este conjunto para un modelo
de nu´cleo de K vecinos, esta´ dada por:
P (i) =
{
1
K
i ≤ K
0 i > K
(3.5)
donde P (i) es la probabilidad de saltar al i-e´simo vecino. Los comportamientos
l´ımites de este modelo son fa´ciles de entender. K = 1 corresponde a un comportamiento
de perseverancia, es decir, asociar siempre la palabra ma´s cercana en el grafo. Siempre
que dos palabras sean rec´ıprocamente sus vecinas ma´s cercanas (lo cual ocurre seguido
pero no siempre pues el grafo no es sime´trico) la trayectoria queda atrapada en un
ciclo. Por lo tanto, en este l´ımite, los ciclos son muy prevalentes y el desplazamiento
no converge al promedio. El otro caso l´ımite corresponde a K = N (el nu´mero total de
nodos en el grafo) en el cual las transiciones se hacen completamente al azar. En esta
situacio´n, los ciclos son muy raros (orden 1
N
) y el desplazamiento es chato e igual al
desplazamiento medio.
Usando una medida de cuadrados de diferencias entre las simulaciones y los datos
exploramos que´ valores de K son compatibles con lo observado para los ciclos y el
desplazamiento. Un resu´men de esta exploracio´n puede verse en la ﬁgura 3.3 en los
paneles a, b, c, d, e y f en color azul.
Medimos la bondad del ajuste usando errores cuadra´ticos normalizados deﬁnidos
como: e¯i =
ei
µi
, donde ei es el error cuadra´tico para la curva de desplazamiento (i=1)
y la curva de ciclos (i=2) respectivamente. Los µi =
√
x2i1 + x
2
i2 + ...+ x
2
in son factores
de normalizacio´n (xij son puntos de la curva i).
Las curvas de ciclos y desplazamiento pueden ser ajustadas razonablemente de ma-
nera individual pero con valores dra´sticamente distintos del para´metro K. El mejor
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ajuste para los ciclos corresponde a K = 8 (e¯1 = 0.66 y e¯2 = 0.11) mientras que
el mejor ajuste para la curva de desplazamiento se da para un valor de K = 71
(e¯1 = 0.05 y e¯2 = 0.68). No nos fue posible encontrar valores de K intermedios que
permitieran ajustar ambas curvas simulta´neamente.
Esto quiza´ se deba a que pesamos igualmente a todos los primeros K vecinos sin
importar cuan cerca o lejos este´n. Para explorar esta posibilidad, decidimos simular
un modelo en donde la probabilidad de transicio´n dependa exponencialmente de la
distancia. En este modelo, las probabilidades de transicio´n entre la palabra k y la j
estara´n dados por:
P (k → j) = Ae−∆(k,j)T (3.6)
donde A es una constante de normalizacio´n y T puede ser pensada como una “tem-
peratura” del sistema, es decir que representa el grado de estocasticidad. En este modelo
T juega un rol similar al de K, con las analog´ıas K = 1 (T → 0) para un comporta-
miento de perseverancia y K = N (T →∞) para saltos completamente aleatorios. Sus
casos l´ımites son, de hecho, ide´nticos.
Al igual que para el modelo anterior, encontramos dos valores del para´metro T que
pod´ıan explicar razonablemente bien la curva de ciclos o de desplazamiento por separado
(T¯ = 7.4; T¯ = 66.6, donde la barra denota que T esta´ normalizada por el ∆ medio del
grafo). Sin embargo, como observamos para el modelo de nu´cleo, no nos fue posible
encontrar un valor intermedio de T que permita ajustar ambas curvas simulta´neamente.
Los valores de e¯1 y e¯2 esta´n graﬁcados en la ﬁgura 3.3 en el panel (g). De ese gra´ﬁco,
resulta evidente que los mı´nimos de ambas curvas no se solapan y por lo tanto no existe
un valor de T que garantice un buen ajuste para las dos curvas. Un intento de hacer
el gra´ﬁco para un valor intermedio (el que minimiza emax = max{e¯1, e¯2}) tampoco
resulta satisfactorio (ver paneles (b) y (e) ). Obtuvimos un resultado muy similar para
el modelo de nu´cleo.
Si bien, no exploramos esto exhaustivamente, es cualitativamente fa´cil de entender
que cualquier modelo en el que las probabilidades de asociacio´n este´n conﬁnadas a un
nu´cleo o vecindario ﬁnito (au´n con pesos distintos) no puede explicar simulta´neamente
las curvas de ciclos y desplazamiento.
La probabilidad de ciclos de orden 2 es igual a 1
K
(si cada palabra puede asociarse a
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K vecinos, entonces la probabilidad de regresar a la palabra original es 1
K
), esto impone
un valor ﬁjo y pequen˜o para K. Por otro lado, la curva de desplazamiento (que muestra
una ra´pida convergencia a un valor asinto´tico) determina que el nu´mero de vecinos (K
en el modelo de nu´cleo o vecinos efectivos en el modelo exponencial) debe ser grande
∼ 70. Por lo tanto, la asociacio´n de palabras no puede ser explicada por un modelo
difusivo comu´n acotado. Esto va en l´ınea con las observaciones cualitativas que hicimos
en la seccio´n anterior donde observamos que si bien la mayor´ıa de las asociaciones esta´n
restringidas a un entorno local en un cluster sema´ntico, algunas pocas asociaciones son
de largo alcance y relacionan palabras de distintos barrios
Una forma posible de conseguir este comportamiento ser´ıa agregarle a los modelos
anteriores una pequen˜a probabilidad de producir, cada tanto, saltos completamente
aleatorios. Esta metodolog´ıa sirve, es decir, es posible ajustar ambas curvas con modelos
de este estilo pero viene con el costo adicional de tener que ajustar un para´metro extra
(la probabilidad de saltos aleatorios).
Una mejor solucio´n es considerar procesos difusivos ano´malos en los que la distri-
bucio´n de probabilidad es invariante de escala y esta´ dada por una ley de potencias.
Este caso, es el que estudiaremos en la siguiente seccio´n.
3.5.2. Modelos libres de escala
Muchos feno´menos naturales siguen distribuciones donde la probabilidad de eventos
de gran magnitud es mucho mayor de lo que esperar´ıamos dada una distribucio´n normal
(Gaussiana). Existe una familia de procesos aleatorios que reﬂejan matema´ticamente
este hecho: los Le´vy flights. Los Le´vy flights (48) son procesos de caminata al azar
en los que la distribucio´n de pasos sigue una ley de potencias (del tipo x−α). Se las
llama distribuciones libres de escala pues al cambiar x por Ax su forma no cambia. Son
distribuciones con “colas largas”, es decir que decaen lentamente y por lo tanto saltos
de gran magnitud son posibles. A modo de comparacio´n con los modelos anteriores
presentamos en la ﬁgura 3.4 las densidades de probabilidad de los modelos de nu´cleo,
exponencial, y libre de escala.
Si repetimos las simulaciones y buscamos el para´metro α que mejor ajusta la curva
de desplazamientos y la de ciclos vemos que ahora coinciden para un dado valor (α =
0.9± 0.1). Esto es lo que presentamos en al ﬁgura 3.5. Vemos que es posible, entonces,
encontrar un u´nico valor del para´metro que ajusta razonablemente bien ambas curvas.
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Figura 3.3: Simulaciones para vecindarios acotados - En los paneles superiores (a-f)
mostramos las curvas de desplazamiento y ciclos junto con los ajustes para los dos modelos
de vecindario acotado. En verde, modelo de K vecinos; en azul, modelo exponencial. En el
panel inferior (g) se muestra la curva de errores normalizados para el modelo exponencial
y se indican los valores que corresponden a los ajustes de los paneles superiores.
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Figura 3.4: Densidades de probabilidad de los distintos modelos - Se puede ver
como un modelo de ley de potencia decae mucho ma´s lentamente que los otros dos.
Antes de cerrar esta seccio´n nos gustar´ıa hacer un pequen˜o comentario de algo que
quiza´ ya hayan notado. Existe otra forma de interpretar estos datos, sin pasar por la no-
cio´n de distancia. En efecto, si deﬁnimos nuestra pseudo-distancia di,j como di,j =
1
pi,j
,
al decir que la probabilidad de transicio´n es una ley de potencias de exponente negativo
estamos, en parte, invirtiendo esta relacio´n. Es decir que el proceso esta´ dado por las
probabilidades pαi,j . Dado que alfa es menor a 1, esto quiere decir que la distribucio´n
esta´ ma´s “achatada”(de nuevo sirve pensar en los l´ımites cuando α → 0 y α → ∞).
Bajo esta interpretacio´n, el proceso de asociacio´n esta´ gobernado por las mismas pro-
babilidades de transicio´n que el proceso de escritura pero escaleadas de manera tal de
alargar la cola de la distribucio´n. Una nueva inspeccio´n a la ﬁgura 3.1 puede darnos una
pista sobre el origen de las colas largas. Las transiciones largas entre barrios parecen
ser frecuentes en palabras polise´micas (palabras con ma´s de un signiﬁcado posible). En
el ejemplo de la ﬁgura, boca puede referirse a la parte de la cara o al equipo de fu´tbol.
Durante el discurso coherente evitamos la ambigu¨edad que puedan traer estas palabras
mantenie´ndonos en un u´nico contexto; a menos que queramos hacer un chiste o juego
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Figura 3.5: Simulaciones libres de escala - A diferencia de los modelos de vecindario
acotado, los modelos libres de escala tienen una regio´n de su para´metro α que ajusta tanto
a la curva de desplazamientos como a la de ciclos.
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de palabras. Como ese capita´n que pidio´ que bajen las velas y todos los que estaban
en la parte de arriba del barco quedaron a oscuras; o como en la novela de Saer, donde
no se sabe si por falta de habilidad o por miedo al agua pero nadie nada nunca. En
cambio, el proceso de asociacio´n libre nos permite esos saltos entre barrios que pare-
cer´ıan favorecidos por la existencia de palabras polise´micas. Este ansatz va en linea con
trabajos que muestran que la relacio´n de polisemia convierte a la red sema´ntica en una
red de mundo pequen˜o??.
3.6. Conclusiones
En este cap´ıtulo analizamos trayectorias de asociacio´n libre, obtenidas a trave´s de un
juego online, embebie´ndolas en un grafo de co-ocurrencias derivado de un Corpus grande
de textos. Usamos esta estrategia para comparar la produccio´n linguistica altamente
estructurada de un texto con las trayectorias ma´s azarosas producidas mediante la
asociacio´n libre. Pudimos observar que estas trayectorias no pueden ser explicadas por
un modelo difusivo acotado, ya que la estructura de ciclos y de desplazamientos no
pueden ser ajustadas para un mismo valor del para´metro que determina el taman˜o
del vecindario. Sin embargo, esto puede ser solucionado usando distribuciones libres
de escala. Esto es consistente con nuestras observaciones cualitativas del proceso de
asociacio´n libre: las asociaciones, en su mayor´ıa, esta´n conﬁnadas a pequen˜os clusters
sema´nticos y por lo tanto son estereotipadas y los ciclos son prominentes; en algunas
instancias se producen saltos ma´s largos que unen distintos clusters y que posiblemente
sean ma´s frecuentes en palabras polise´micas.
Con esto cerramos los estudios hechos en humanos y pasamos a la tercera y u´ltima
parte de esta tesis que corresponde a la emisio´n de un mensaje.
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40
4Vocalizaciones Ultraso´nicas en
Ratas.
En los cap´ıtulos anteriores estuvimos discutiendo algunos aspectos de la decodiﬁca-
cio´n de sonidos en palabras y de las transiciones mentales entre palabras o conceptos.
En los cap´ıtulos que siguen nos enfocaremos en la tercera pata de nuestro esquema de
recepcio´n - elaboracio´n - emisio´n para la comunicacio´n. Nos abocaremos, entonces, a
la produccio´n de sonidos con ﬁnes comunicacionales pero ya no en la especie humana.
Estudiaremos la produccio´n vocal de las ratas en el rango ultraso´nico. Supongo que
esto parecera´ un poco extran˜o y de hecho lo es. Este salto corresponde a un intere´s
personal, una necesidad de estudiar un sistema ma´s sencillo (o al menos eso pense´ en
ese momento) y donde se puede acceder ma´s directamente a los correlatos ﬁsiolo´gicos.
Hay tambie´n, como en casi toda la vida, una cuota de aleatoriedad y ocurre que es
una de las lineas que comenzaba cuando llegue al laboratorio de Diego Laplagne. El
campo de las vocalizaciones ultraso´nicas esta´ relativamente subexplorado y, dado el
uso extensivo de ratas como modelo animal de laboratorio, resulta interesante conocer
los detalles de funcionamiento y complejidad de ese sistema de comunicacio´n que no
podemos escuchar. Ahora s´ı, sin ma´s, podemos hacer un breve repaso del estado actual
del campo.
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4.1. Introduccio´n
Las vocalizaciones ultraso´nicas en la rata fueron descriptas por primera vez por
John Anderson en 1954 (49). Los primeros registros eran bastante crudos ya que no
se dispon´ıa de equipos comerciales capaces de grabar y almacenar audio por encima
de los 20 KHz. Era comu´n utilizar “detectores de murcie´lagos”, dispositivos que per-
miten dividir la frecuencia de la vocalizacio´n para llevarla al rango audible. Con el
abaratamiento de los costos y la mejora de los equipos de grabacio´n, el campo cre-
cio´ ra´pidamente. En seguida se aprecio´ el fuerte componente emocional que tiene la
emisio´n de vocalizaciones observando variaciones en la produccio´n en distintos contex-
tos: agresio´n, juego, apareamiento, etc. Tambie´n se comenzo´ a estudiar los mecanismos
f´ısicos de produccio´n que, au´n hoy, no esta´n del todo comprendidos. Posteriormente
aparecieron estudios sobre los circuitos neurales involucrados en su produccio´n. Estos
son algunos de los temas que discutiremos en este cap´ıtulo.
En las secciones siguientes analizaremos algunas de las caracter´ısticas sonoras de
las vocalizaciones y veremos hasta que´ punto e´stas nos permiten deﬁnir categor´ıas.
Repasaremos tambie´n las observaciones que arrojan luz sobre las posibles funciones
sociales de las vocalizaciones. Discutiremos adema´s, que´ se sabe hasta ahora de los
circuitos neuronales involucrados en su produccio´n y, ﬁnalmente, que´ grado de control
voluntario poseen sobre su aparato fonador.
En la u´ltima seccio´n de este cap´ıtulo describimos, tambie´n, el dispositivo experi-
mental que se utilizo´ para grabar la mayor´ıa de las vocalizaciones analizadas en esta
tesis.
4.2. Caracter´ısticas sonoras
4.2.1. Rangos, duraciones y propiedades espectrales
Las ratas adultas emiten vocalizaciones ultraso´nicas en el rango que va desde los
20 KHz hasta los 80 KHz aproximadamente. Sus duraciones son muy variables y se
encuentran en el rango que va de los 20 ms hasta los 2 segundos. Presentamos espectro-
gramas de algunas vocalizaciones ultraso´nicas en la ﬁgura 4.1. Una caracter´ıstica que
se observa inmediatamente es que las vocalizaciones son espectralmente muy puras y
contienen, generalmente, una u´nica frecuencia modulada.
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4.2.2. Mecanismos de produccio´n
Las ratas pueden emitir tanto vocalizaciones ultraso´nicas como audibles, aunque las
segundas se producen solo en un enfrentamiento directo o frente a un est´ımulo doloroso.
Las vocalizaciones audibles presentan una estructura de armo´nicos similar a la de otros
mamı´feros y son generadas mediante la vibracio´n de las cuerdas vocales.
Por otro lado, las vocalizaciones ultraso´nicas son pra´cticamente tonos puros modu-
lados lo cual sugiere un mecanismo de produccio´n diferente. Hay relativamente pocos
estudios que hayan explorado esta pregunta y seguramente los ma´s completos sean los
trabajos de Roberts y colaboradores en los an˜os setenta (50, 51, 52, 53). En esos traba-
jos ellos acumulan evidencia a favor de un mecanismo puramente aerodina´mico para la
produccio´n de llamadas ultraso´nicas. Muestran entre otras cosas: que los sonidos son
emitidos desde la laringe, que las vocalizaciones audibles y las ultraso´nicas se compor-
tan de forma diferente al reemplazar el aire por un gas ma´s liviano (Heliox), que un
silbato tipo bird-call con taman˜os similares a los de la laringe de la rata puede generar
tonos parecidos a las vocalizaciones.
Un silbato bird-call consiste esencialmente de dos oriﬁcios alineados de taman˜os
diferentes a trave´s de los cuales ﬂuye el aire. Inestabilidades en el ﬂujo generan una
serie de vo´rtices que pulsan, entran en resonancia y emiten un tono puro. No esta´ claro,
en la anatomı´a de la rata, que´ partes del tracto ae´reo servir´ıan de oriﬁcios del silbato.
Sanders et al. (54) reportan que durante la emisio´n de vocalizaciones ultraso´nicas las
cuerdas vocales se encuentran completamente aducidas dejando un pequen˜o oriﬁcio de
1 a 2 mm en la parte dorsal. Este podr´ıa ser uno de los oriﬁcios pero todav´ıa queda sin
respuesta la pregunta de cual podr´ıa ser el otro.
4.2.3. Clases de Vocalizaciones
Una primera categorizacio´n de vocalizaciones puede hacerse simplemente mirando
el contenido espectral. Suele distinguirse entre vocalizaciones de 22 KHz y de 50 KHz
(55), a veces llamadas tambie´n vocalizaciones de baja frecuencia y vocalizaciones de
alta frecuencia.
Las vocalizaciones de 22 KHz son emisiones de duracio´n larga ∼ 1 s y presentan
poca o ninguna modulacio´n con una frecuencia central cercana a los 22 KHz aunque
este valor puede ﬂuctuar entre los 20 y los 25 KHz dependiendo de la cepa, del taman˜o
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Figura 4.1: Espectros de una vocalizaciones ultraso´nicas - Algunos ejemplos de
vocalizaciones ultraso´nicas. Si bien se trata de vocalizaciones consecutivas emitidas por
una rata se borraron silencios en el medio a los ﬁnes de mostrar una mayor cantidad en un
mismo gra´ﬁco.
y de la edad del animal. Una vocalizacio´n t´ıpica de la categor´ıa de 22 KHz puede verse
en la ﬁgura 4.2 panel (b).
Las llamadas vocalizaciones de 50 KHz conforman una familia ma´s amplia y su
rango de frecuencias puede ir desde los 30 KHz hasta los 80 KHz o incluso ma´s alto
en individuos jo´venes. Algunos ejemplos de esta categor´ıa se muestran en la ﬁgura
4.2 panel (a). Las vocalizaciones de esta categor´ıa pueden presentar una modulacio´n
amplia en frecuencia que puede ser suave o en saltos abruptos. Uno de los esquemas
de clasiﬁcacio´n de vocalizaciones ma´s recientes y completos fue realizado por Wright
et. al (56). En ese trabajo los autores elijen 14 categor´ıas distintas de vocalizaciones de
50 KHz a partir de la inspeccio´n, a ojo, de miles de vocalizaciones. Esta categorizacio´n
esta´ resumida en una ﬁgura de su trabajo que reproducimos en 4.2. En la misma ﬁgura
aparece, a modo de comparacio´n, una vocalizacio´n de 22 KHz. Se puede ver que la
riqueza de las vocalizaciones de 50 KHz es mucho mayor que las de 22 KHz.
En la siguiente seccio´n veremos que estas dos grandes categor´ıas cumplen roles
comportamentales diferentes.
4.3. Rol Social
Las ratas son animales con un complejo comportamiento social. Viven en colonias de
muchos individuos y establecen jerarqu´ıas (57). Buscan permanentemente la interaccio´n
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Figura 4.2: Categor´ıas de Vocalizaciones - Categor´ıas deﬁnidas por Wright y colabo-
radores (56)
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con otros miembros de la colonia, aunque solo recientemente se comenzo´ a entender
cuan complejos son los comportamientos empa´ticos y pro-sociales en la rata (58). No
esta´ claro que rol juega la comunicacio´n vocal dentro de la organizacio´n social de la
colonia pero, en una primera aproximacio´n, las vocalizaciones parecen ser un buen
indicador del estado emocional del individuo que las emite. En ese sentido, las dos
grandes categor´ıas que deﬁnimos ma´s arriba desempen˜an papeles complementarios.
4.3.1. Vocalizaciones de 22 KHz
Las vocalizaciones de 22 KHz se suelen interpretar como sen˜ales de alarma o aflic-
cio´n (distress) debido al tipo de situaciones que evocan su produccio´n (59). Situaciones
t´ıpicas en las que una rata emite 22 KHz incluyen: la presencia distante de un pre-
dador (60), percepcio´n del olor de un predador, la presencia de una rata dominante y
agresiva (61, 62), la presencia de un humano desconocido (63), o inclusive un est´ımulo
mı´nimamente desagradable (como un soplido de aire) si es presentado de manera im-
predecible (64). Por otro lado, la emisio´n de llamadas de baja frecuencia se reduce con
la administracio´n de drogas ansiol´ıticas (65).
Estas sen˜ales generan un sistema de alarma distribuido en la colonia ya que no es
necesario que cada individuo este´ atento a todas las posibles amenazas pues sera´ infor-
mado por los dema´s integrantes. Para que este sistema sea efectivo las vocalizaciones
de 22 KHz tienen que poder evocar respuestas defensivas (como por ejemplo para´lisis
(freezing)) en el individuo que las escucha. En efecto, Kim et al (66) muestran que las
ratas, en determinadas condiciones, pueden paralizarse frente a la escucha de una sen˜al
de 22 KHz emitida por un conge´nere.
4.3.2. Vocalizaciones de 50 KHz
Las vocalizaciones de 50 KHz son mucho ma´s ricas y variadas. T´ıpicamente se evocan
en contextos afectivos positivos. Ejemplos de estos contextos son: interacciones sociales
no agresivas (67), durante el cortejo (68), interacciones de juego, al ser acariciados por
un humano (69), al recibir drogas estimulantes (70), etc. Las ratas tambie´n emiten
llamadas de 50 KHz durante la expectativa de una experiencia placentera, por ejemplo,
esperando a recibir un impulso ele´ctrico en centros cerebrales de recompensa (71).
Los contextos sociales tambie´n producen un aumento en la emisio´n de vocalizaciones
de alta frecuencia. Las ratas emiten un mayor nu´mero de vocalizaciones en lugares
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donde previamente hubo otras ratas. Ma´s au´n, el numero de vocalizaciones que emiten
es directamente proporcional a la cantidad de individuos distintos que hayan estado en
ese mismo espacio antes (67).
Si bien vimos que dentro de las vocalizaciones de alta frecuencia se pueden deﬁnir
hasta 14 categor´ıas distintas, no es evidente que dichas categor´ıas tengan un correlato
comportamental. Generalmente, no se consideran las 14 categor´ıas sino que se divide
a las vocalizaciones en chatas (flat) o de Frecuencia Modulada (FM) . Burgdorf et al.
(72) muestran que las ratas se autoadministran voluntariamente grabaciones de vocali-
zaciones de 50 KHz de frecuencia modulada pero no chatas. Esto los hace concluir que
no todas las llamadas de alta frecuencia se corresponden a un contexto afectivo positivo
sino que eso solo es va´lido para las de FM. Sin embargo, Wohr et al. (73) muestran que
la presentacio´n tanto de vocalizaciones FM como de tonos puros provoca que las ratas
se acerquen al parlante que las esta´ emitiendo, aparentemente contradiciendo lo ante-
rior. Hay experimentos que muestran que es posible que las ratas emitan vocalizaciones
de 50 KHz en contextos neutros o, inclusive, levemente negativos. Por ejemplo, al ser
separados de sus compan˜eros de jaula, tanto la rata que fue retirada como el individuo
que queda en ella emiten vocalizaciones de alta frecuencia, mayormente sin modulacio´n
de frecuencia (74).
4.4. Circuitos Neuronales
Las ratas comparten con otros mamı´feros parte de los circuitos neuronales responsa-
bles del comportamiento vocal motor (75). Las motoneuronas que enervan los mu´sculos
de la laringe se encuentran en el Nu´cleo Ambiguo (NA) dentro del bulbo raqu´ıdeo. Es-
te nu´cleo tiene conexiones rec´ıprocas con la Formacio´n reticular lateral (LRF) donde
se presume que esta´ el generador central de patrones. La evidencia para esto es que
registros de una sola ce´lula en esa regio´n encuentran que la actividad neuronal sigue a
la estructura temporal ﬁna de cada vocalizacio´n (76) a pesar de que no enerva direc-
tamente a la laringe. LRF tiene tambie´n conexiones rec´ıprocas con la Sustancia Gris
Periacueductal (PAG) una estructura que media la iniciacio´n de una vocalizacio´n. Le-
siones en esta regio´n producen mutismo en ratas, gatos, perros e inclusive en pacientes
humanos(77). Tanto la estimulacio´n ele´ctrica como qu´ımica de PAG evoca vocalizacio-
nes muy similares a las naturales (78) mientras que la estimulacio´n en LRF produce
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vocalizaciones deformadas. Ma´s au´n, la actividad neural en PAG no sigue los detalles
ﬁnos de las vocalizaciones sino que la mayor´ıa de las ce´lulas presenta actividad fa´sica
sincronizada al inicio de la vocalizacio´n o to´nica durante la duracio´n de la misma (79).
Toda esta evidencia parece indicar que LRF cumple el rol de un generador central de
patrones mientras que PAG desempen˜a un papel en la iniciacio´n de las vocalizaciones.
PAG a su vez, recibe conexiones directas de distintas estructuras del sistema l´ımbico
relacionadas con estados motivacionales diferentes(80).
Dado que, como vimos, las vocalizaciones de 22 KHz y las de 50 KHz esta´n asocia-
das a contextos afectivos diferentes es esperable que se pueda afectar diferenciadamente
la tasa de emisio´n de los dos tipos de vocalizaciones manipulando el funcionamiento
de ciertas estructuras del sistema l´ımbico. En efecto, la estimulacio´n del sistema co-
line´rgico con origen en el Nu´cleo Tegmental Laterodorsal (LTN) induce en la rata un
estado defensivo y evoca intensamente llamados de 22 KHz (81). Por otro lado, la ac-
tivacio´n del sistema dopamine´rgico de la rata, con origen en el A´rea Tegmental Ventral
(VTA) aumenta la actividad locomotora, el comportamiento de exploracio´n e induce
vocalizaciones de 50 KHz (70, 82, 83).
4.5. Control Voluntario
Vimos que PAG juega un rol en la iniciacio´n de vocalizaciones, pero no esta´ claro el
grado de control voluntario que hay en la iniciacio´n de esas vocalizaciones. PAG recibe
conexiones de la Corteza Cingulada Anterior (ACC) una regio´n que presumiblemente
juega un papel en la iniciacio´n voluntaria de vocalizaciones. La evidencia para esto
proviene de estudios en monos (84) donde los entrenan para responder con vocalizacio-
nes especiﬁcas a ciertos est´ımulos y luego ven que esta habilidad se pierde al lesionar
ACC. Si bien esta´ demostrado que hay conexiones desde ACC hacia PAG en la rata
(85) la evidencia comportamental para el uso voluntario de vocalizaciones es poca y
contradictoria. Hay cuatro trabajos publicados, de los que tengamos conocimiento, en
los que hay reportes ya sea positivos o negativos de condicionamiento de vocalizacio-
nes. Todos los trabajos son acerca de vocalizaciones audibles. Los primeros resultados
positivos corresponden a los trabajos de 1943 de Cowles Pennington (86) y 1946 de
Herbert (87). En esos dos trabajos se describen protocolos exitosos de condicionamiento
cla´sico donde usan un shock ele´ctrico como est´ımulo incondicionado y un tono como
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est´ımulo condicionado. Posteriormente el trabajo de Mowrer y colaboradores de 1948
(88) muestra resultados negativos frente a un protocolo de condicionamiento operante.
Finalmente, el u´ltimo de los trabajos, el de Lal de 1967 (89) muestra resultados posi-
tivos en algunas de las ratas entrenadas bajo un protocolo operante. No hay ningu´n
trabajo publicado sobre el condicionamiento de vocalizaciones ultraso´nicas.
4.6. Respiracio´n
Un aspecto relevante y a tener en cuenta en el estudio de vocalizaciones es el ritmo
de respiracio´n que presenta la rata. E´ste sera´ distinto segu´n la rata se encuentre en
un estado de reposo o durante una exploracio´n activa de la escena olfativa (sniffing).
La respiracio´n en reposo tiene un ritmo cercano a los 2 Hz mientras que durante el
sniffing la respiracio´n se acelera al rango de los 8 a 12 Hz (90). Dado que se emite una
vocalizacio´n por exhalacio´n, las mismas suelen venir agrupadas en ra´fagas (bouts) a la
frecuencia de sniffing. Estos elementos resultara´n importantes a la hora de segmentar
vocalizaciones a partir de audio continuo.
4.7. Dispositivo Experimental
Dadas las caracter´ısticas etolo´gicas que describimos en las secciones anteriores de-
cidimos armar una arena que nos permita grabar vocalizaciones de un u´nico individuo
pero en compan˜´ıa de un conge´nere. Para entender sistemas de comunicacio´n social, es
importante contar con registros en los que es posible asignar las vocalizaciones al indi-
viduo que las emitio´. Esto es un desaf´ıo particular, en el caso de la rata, por su taman˜o
y por la intensa interaccio´n f´ısica de contacto que despliegan. Es por eso que decidimos
construir una arena para dos ratas en la que este´n separadas pero puedan interactuar
vocalmente. De esta manera, tenemos un dispositivo experimental que provee un con-
texto favorable para la emisio´n de vocalizaciones de 50 KHz y que conserva ciertas
caracter´ısticas etolo´gicas de la interaccio´n pero, a la vez, permite asignar las vocaliza-
ciones a cada individuo. En las siguientes secciones describimos los elementos necesarios
para la construccio´n de dicha arena y el protocolo utilizado en los experimentos.
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4.7.1. Hardware
La arena de grabacio´n esta´ compuesta por una jaula de alambre recubierto (150 cm
de largo, 50 cm de ancho, 70 cm de alto) dividida en dos partes con una separacio´n
de 10 cm entre ellas. Un esquema puede verse en la ﬁgura 4.3. Pueden verse en esa
misma ﬁgura los dema´s componentes. Cada mitad de la arena posee un micro´fono
ultraso´nico (Avisoft-Bioacoustics CM16/CMPA) en la parte de arriba y una ca´mara
USB infrarroja (Microsoft LifeCam 3000 con el ﬁltro de infrarrojo quitado). Ambas
mitades se encuentran semi-separadas (la parte ma´s baja se encuentra descubierta) por
espuma acu´stica de manera tal de minimizar el ruido cruzado entre ambos micro´fonos
pero permitiendo que las vocalizaciones pasen entre una y otra mitad de la arena.
Los registros se toman a oscuras y por lo tanto hace falta iluminar la arena con
luz infrarroja para poder grabar video. Para esto, se coloca un array de leds infrarro-
jos por encima de todo el dispositivo. Para evitar reﬂexiones sonoras con los objetos
de alrededor, se coloca espuma acu´stica rodeando la jaula a unos 20 cent´ımetros de
distancia (para evitar que las ratas la muerdan). A su vez, con el ﬁn de minimizar el
ruido introducido por la caminata de los animales decidimos usar un tipo espec´ıﬁco de
aserr´ın para el piso (Aspen Chips).
La digitalizacio´n de sen˜al de los micro´fonos se realiza mediante una placa de adquisi-
cio´n (National Instruments PCIe-6320). Para poder sincronizar el video con el audio se
env´ıa, usando la misma placa NI, una sen˜al de sincron´ıa a dos leds infrarrojos que apa-
recen en el campo de visio´n de cada ca´mara. Todo el dispositivo se encuentra adentro
de una habitacio´n insonorizada. Las PCs de registro se ubican afuera de la habitacio´n
dado que coolers y otros dispositivos internos de las computadoras producen ruido en
el rango ultraso´nico.
4.7.2. Software
Describiremos el software para el ana´lisis del audio con detalle en el pro´ximo cap´ıtulo
pero en esta seccio´n haremos un breve racconto del procesamiento de la sen˜al de video
y su sen˜al de sincron´ıa.
Usando la librer´ıa de acceso libre Open CV (91) implementamos una pequen˜a rutina
que permite extraer la posicio´n y orientacio´n de la rata en cada cuadro del video. Dado
que el aserr´ın ofrece un buen contraste contra el color oscuro de la rata es posible
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Figura 4.3: Arena de Grabacio´n - Esquema con los diferentes componentes de la arena
de grabacio´n
identiﬁcarla usando simplemente un umbral de brillo. En la ﬁgura 4.4 mostramos un
cuadro original del video y a su lado un cuadro con el umbral aplicado. All´ı los pixels
ma´s claros que cierto valor se convierten en blanco y los pixeles ma´s oscuros que ese
mismo valor se convierten en negro. Luego, es posible buscar la componente conexa
negra ma´s grande que haya en la imagen y ajustarla por una elipse. E´sta nos dira´ la
posicio´n y orientacio´n de la rata.
Por otro lado necesitamos mantener la sincron´ıa entre el audio y el video. Para eso
enviamos una sen˜al generada por la placa de adquisicio´n (y que por lo tanto podemos
garantizar que estara´ en sincron´ıa con el audio grabado) hacia dos leds que esta´n en el
campo de visio´n de cada ca´mara. En el cuadro de video de la ﬁgura 4.4 se puede ver
destacado el led de sincron´ıa. Debajo, en el panel C, mostramos la sen˜al de sincron´ıa
usada. La sen˜al consiste en una sucesio´n de pulsos de dos largos distintos. Los pulsos de
500 ms actu´an de separadores y se encuentran marcados en la ﬁgura. Los pulsos cortos
(250 ms) indican el nu´mero de separador del que se trata en binario. De esta forma es
posible sincronizar audio y video aunque se haya perdido alguna parte del registro.
4.7.3. Protocolo
Para los registros se usaron ratas de la cepa Long Evans, adultos jo´venes (circa 3
meses). El experimento que se analiza en el cap´ıtulo siguiente fue realizado en 6 ratas
macho (V1...V6) que viv´ıan separadas en dos jaulas de 3 y 3 (V1-V3 / V4-V6). Las
sesiones de grabacio´n fueron de 10 minutos cada una y estaban divididas en sesiones de
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Figura 4.4: Ana´lisis de los videos - En el panel (a) se muestra, a modo de ejemplo, un
cuadro de video. En el panel (b) se muestra el mismo cuadro pero con un umbral de brillo
donde la rata se destaca claramente como un objeto oscuro. Se muestra tambie´n el ajuste
por una elipse. En el panel (c) se presenta la sen˜al de sincron´ıa enviada al led infrarrojo.
interaccio´n y sesiones solitarias ordenadas en forma aleatoria. Se registraron 15 sesiones
de pares (una para cada par posible) y 6 sesiones solitarias para cada rata. Las sesiones
fueron registradas a lo largo de 3 d´ıas. Entre sesio´n y sesio´n se reemplaza todo el
aserr´ın de la arena y se limpia con una solucio´n de agua y alcohol al 70%. Esto se hace
para minimizar la presencia de olores de las ratas que estuvieron anteriormente. Bajo
un esquema similar contamos tambie´n con registros de pares Macho-Hembra que son
discutidos cuando analizamos interacciones vocales entre individuos.
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estructura de vocalizaciones
El esquema de clasiﬁcacio´n automa´tica que presentamos en este cap´ıtulo parte de
la clasiﬁcacio´n de Wright et al. que estuvimos discutiendo en el cap´ıtulo anterior. Nues-
tro objetivo al desarrollar esta herramienta es doble. Por un lado, nos proponemos
estudiar en que medida las clasiﬁcaciones de Wright emergen de las distribuciones de
las propiedades acu´sticas de las llamadas. Por otro, la inspeccio´n visual de cada una
de las vocalizaciones es engorrosa y proclive a sesgos. Desarrollar algoritmos que per-
mitan agilizar y sistematizar esta tarea permitir´ıa el estudio a gran escala de corpus
de vocalizaciones ultraso´nicas. En este cap´ıtulo nos abocamos precisamente a esa em-
presa. Completa la herramienta, la utilizamos para categorizar automa´ticamente las
vocalizaciones de la arena de dia´logos y estudiamos co´mo las diferentes categor´ıas se
estructuran en el tiempo. Hacia el ﬁnal del cap´ıtulo analizamos, tambie´n, la existencia
de interaccio´n o no entre las vocalizaciones de diferentes individuos.
5.1. Estrategia general
Dado que, como vimos, las vocalizaciones presentan, en su gran mayor´ıa, u´nicamente
una frecuencia para cada tiempo - es decir, son ba´sicamente tonos puros modulados-
podemos reducir dra´sticamente la dimensionalidad del espacio a estudiar si en lugar de
conservar la informacio´n espectral completa, nos quedamos solamente con la frecuencia
pico para cada tiempo. Esta idea esta´ representada esquema´ticamente en la ﬁgura 5.1.
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All´ı tambie´n se representan las etapas de procesado posteriores. Una vez obtenida la
curva deﬁnimos propiedades de la misma que sirvan para separar sus tramos en el
tiempo. En la siguiente seccio´n daremos una deﬁnicio´n precisa de estas propiedades.
Finalmente, en el u´ltimo cuadro de la misma ﬁgura mostramos como una vocalizacio´n
termina siendo representada por una curva en el espacio de propiedades. Regiones en
el espacio de propiedades correspondera´n a clases de segmentos de vocalizacio´n.
Figura 5.1: Estrategia general para la categorizacio´n de curvas. - (a) Ca´lculo
del espectrograma de reasignacio´n (92) de una vocalizacio´n. (b) Extraccio´n de curva a
partir del espectrograma. (c) Ca´lculo de propiedades de la curva en funcio´n del tiempo.
(d) Elaboracio´n del mapa de propiedades para categorizar segmentos de curva.
Una vez que tengamos clasiﬁcados los segmentos, estudiaremos las transiciones entre
clases que ocurren dentro de una vocalizacio´n. Esto nos permitira´ identiﬁcar ciertas
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secuencias estereotipadas y compararlas con las categor´ıas deﬁnidas ad-hoc por Wright
et al. Finalmente analizaremos la estructura en una escala temporal ma´s larga mirando
transiciones de categor´ıas entre vocalizaciones.
5.2. Deteccio´n y Extraccio´n de propiedades
El dato crudo a partir del cual parte todo este ana´lisis es el clip de audio grabado
a 250 kHz en la arena de dia´logos que describimos en el cap´ıtulo anterior. En una
primera instancia tenemos que poder identiﬁcar los momentos en los que cada rata
vocaliza. Lo mas sencillo ser´ıa computar el poder total de la sen˜al tiempo a tiempo
y poner un umbral, un volumen mı´nimo a partir del cual consideramos que la rata
esta´ vocalizando. Sin embargo, esa estrategia no es sensible al contenido espectral y
por lo tanto terminara´ identiﬁcando como vocalizacio´n a cualquier ruido que cruce
el umbral (por ejemplo el ruido de la rata caminando o saltando sobre el aserr´ın,
mordisqueando los barrotes, etc).
Una caracter´ıstica saliente de las vocalizaciones, vimos, es su monotonalidad. Es
decir que tiempo a tiempo se aproximan bien por una u´nica componente armo´nica. Esto
resulta suﬁciente para distinguirla de los dema´s ruidos presentes en la jaula. Usaremos
entonces la entrop´ıa de la distribucio´n de poder como principal propiedad para separar
sen˜al de ruido. Deﬁnamos esto un poco ma´s rigurosamente.
Si llamamos Pij a la potencia de la sen˜al en la frecuencia fi al tiempo tj - es decir,
que la matriz P es el espectrograma de la onda sonora- deﬁnimos entonces la entrop´ıa
para cada tiempo tj :
Hj = −
N∑
i
pijlog(pij) (5.1)
donde pij =
Pij∑
i
Pij
. Recordemos que esta expresio´n valdra´ 0 si toda la potencia
esta´ concentrada en una u´nica frecuencia f∗i y valdra´ log(N) si la potencia esta´ unifor-
memente distribuida en todas las frecuencias. Esto nos permitira´ establecer un umbral
por debajo del cual consideraremos que se produjo una vocalizacio´n. Nos resta explicitar
como calcularemos Pij .
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5.2.1. Ca´lculo del espectro.
La forma usual en la que se calcula un espectrograma es haciendo uso de la trans-
formada de Fourier en una ventana temporal mo´vil. De esta manera, se puede construir
un gra´ﬁco de intensidad en funcio´n de la frecuencia para cada tiempo. En este esquema
solo se usa el valor de la amplitud y se descarta la informacio´n de la fase. Desde los
an˜os 70 existen propuestas para aumentar la precisio´n del espectrograma reasignando
cada punto del espacio (t,ω) (tiempo, frecuencia) a la frecuencia y tiempo instanta´neos
(92, 93, 94). A esta familia de te´cnicas se la conoce como espectrogramas de reasigna-
cio´n. Este esquema si bien no aumenta la resolucio´n (no podremos distinguir dos sen˜ales
que este´n mas cerca que el l´ımite de incerteza) permite localizar sen˜ales aisladas con
mucha mayor precisio´n. Estas te´cnicas son particularmente buenas para observar mo-
dulaciones temporales de frecuencia. En la ﬁgura 5.2 presentamos la misma vocalizacio´n
con iguales taman˜os de ventana y solapamiento para un espectrograma comu´n y para un
espectrograma de reasignacio´n. Los espectros de reasignacio´n fueron calculados usando
la librer´ıa de software libre LibTfr (95). A partir de ahora siempre que nos reﬁramos
al espectro de la sen˜al sera´ calculado usando el espectrograma de reasignacio´n.
Figura 5.2: Ejemplos de espectrogramas - IZQ: Espectrograma convencional ; DER:
Espectrograma de reasignacio´n.
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Para´metro Valor
Hth1 4.5
Hth2 4.8
WIN 512
STEP 30
Cuadro 5.1: Para´metros de los espectrogramas y umbral para la deteccio´n de vocaliza-
ciones en el archivo de audio. Hth1 es el primer umbral de entrop´ıa; Hth2 el segundo; WIN
es el taman˜o de la ventana del espectrograma y STEP el nu´mero de paso.
5.2.2. Segmentacio´n de vocalizaciones
Ahora s´ı, estamos en condiciones de segmentar el archivo de audio continuo en
vocalizaciones. Para esto, como dijimos en la seccio´n anterior, calculamos la entrop´ıa
usando el espectrograma que deﬁnimos recie´n. Luego deﬁnimos un umbral de entrop´ıa
por debajo del cual consideramos que hubo una vocalizacio´n. En la ﬁgura 5.3, en panel
del medio puede verse la sen˜al de entrop´ıa para una vocalizacio´n junto con dos umbrales.
Usamos un sistema de doble umbral en el cual un umbral ma´s estricto (entrop´ıa ma´s
baja) se requiere para decidir si hubo o no una vocalizacio´n pero luego un umbral ma´s
laxo deﬁne cuales sera´n los bordes de la vocalizacio´n. Cuales sean los valores de los
umbrales dependera´ de los para´metros con que se haya calculado el espectrograma. En
la tabla 5.1 resumimos los valores usados para el ca´lculo de espectro y umbrales de
entrop´ıa.
Si deﬁnimos que los momentos en los que la entrop´ıa no supera el umbral son
silencios y que los silencios separan vocalizaciones resultar´ıa que el segmento de audio
que mostramos en la ﬁgura 5.3 quedar´ıa separado en cuatro vocalizaciones distintas.
Sin embargo, vamos a deﬁnir que si dos segmentos del audio donde decidimos que
ocurrio´ una vocalizacio´n esta´n ma´s cerca que 20 ms diremos que son parte de la misma
vocalizacio´n. Una de las razones para esto es que de esa forma nuestra segmentacio´n
automa´tica coincide con la manera usual de segmentar vocalizaciones a ojo segu´n se
reporta en la literatura. Pero por otro lado, hay razones ﬁsiolo´gicas para usar este
criterio. Si observamos un histograma de la duracio´n de los silencios, segu´n los deﬁnimos
al principio de este pa´rrafo, veremos algo llamativo (ver ﬁgura 5.4). All´ı vemos que las
duraciones de los silencios presentan mucha estructura. Hay un pico muy marcado
cerca de la duracio´n cero que sale de la escala del gra´ﬁco y luego dos picos menores;
uno se encuentra cerca de los 100 ms y el otro cerca de los 200 ms. Esta estructura
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es la que impone, esencialmente, la respiracio´n. Segu´n vimos en el cap´ıtulo anterior,
las ratas poseen un modo de respiracio´n estereotipado durante fases de exploracio´n que
llamamos sniffing. E´sta es una respiracio´n ra´pida, de entre 8 y 12 Hz, que se corresponde
con tiempos entre respiraciones de aproximadamente 100 ms. Entonces, los picos que
se observan en el histograma, de 100 ms y 200 ms, corresponden a silencios de una
respiracio´n y dos respiraciones respectivamente. Por otro lado, el pico cercano a cero
contiene silencios que esta´n dentro de una misma exhalacio´n. Vemos, entonces, que
hay un margen para deﬁnir un tiempo de corte (entre 20 ms y 60 ms) que nos permite
agrupar todos los sonidos que hayan sido producidos en una exhalacio´n como una u´nica
vocalizacio´n.
Finalmente, para deﬁnir la curva que representara´ a la vocalizacio´n, basta tomar el
valor de la frecuencia pico en el espectrograma para cada tiempo solo para los puntos
en que la entrop´ıa este´ por debajo del umbral ma´s estricto. A los puntos que cruzaron
el umbral ma´s estricto, se les permite relajar y contagiar a sus vecinos hasta llegar al
umbral ma´s laxo. En u´ltimo panel de la ﬁgura 5.3 mostramos con linea gruesa cuales
ser´ıan los puntos seleccionados por este me´todo.
Figura 5.3: Ejemplo de extraccio´n de una curva -
Ahora que ya llevamos las vocalizaciones a una representacio´n ma´s sencilla, nos resta
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Figura 5.4: Histograma de duracio´n de silencios - Los silencios son deﬁnidos co-
mo momentos donde la entrop´ıa no llega a cruzar el umbral. Se observan dos picos que
corresponden a haber dejado una y dos respiraciones entre vocalizaciones, respectivamente.
deﬁnir propiedades para seguir avanzando con el esquema general que planteamos al
principio. Es decir, nos encontramos a punto de deﬁnir el panel (c) de la ﬁgura 5.1.
5.2.3. Propiedades de la curva
Utilizaremos dos propiedades para caracterizar a las curvas: la frecuencia instanta´nea
y la modulacio´n. La frecuencia instanta´nea no es otra cosa que la curva misma. Es de-
cir, que´ frecuencia esta´ emitiendo la rata momento a momento. La modulacio´n, por
otro lado, correspondera´ a la amplitud de la variacio´n de frecuencias. Dado que no
siempre se registra el ciclo completo en una vocalizacio´n modulada, pues la intensidad
disminuye mucho para las frecuencias bajas (ver por ejemplo la ﬁgura 5.3), no es po-
sible simplemente restar el ma´ximo y el mı´nimo de la sen˜al para obtener la amplitud.
Para remediar esto, aprovecharemos el hecho de que las variaciones en la frecuencia
tienen una frecuencia caracter´ıstica estable de alrededor de 100 Hz. Mediante un ajuste
lineal en una ventana mo´vil, podemos reconstruir la sen˜al original y, a partir del ajuste,
obtener los valores de la modulacio´n.
Sin embargo, antes de poder realizar el ajuste, hace falta hacer una pequen˜a co-
rreccio´n en las sen˜ales. Como describimos en el cap´ıtulo anterior, las vocalizaciones
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ultraso´nicas suelen presentar saltos abruptos de frecuencia. Para ajustar solo partes
continuas de la sen˜al, detectaremos saltos de frecuencia mayores que un cierto valor y
los usaremos como bordes. Es decir, solo ajustaremos curvas entre saltos o, dicho de
otra forma, la ventana mo´vil del ajuste no es capaz de cruzar saltos.
La funcio´n que ajustaremos sera´ la siguiente:
f(t) = A+Bt+ Ccos(2πνt) +Dsen(2πνt) (5.2)
A partir de esa fo´rmula, deﬁniremos la modulacio´n como R =
√
C2 +D2. El
para´metro ν no se ajusta sino que se ﬁja de ante mano. En principio ν podr´ıa variar pa-
ra cada individuo pero nosotros encontramos que un valor de ν = 95Hz arrojo´ buenos
ajustes para todos los animales analizados. La eleccio´n de este valor de ν fue hecha ob-
servando la distribucio´n espectral de potencia para las curvas de frecuencia en funcio´n
del tiempo para cada uno de los individuos (ver ﬁgura 5.5).
Figura 5.5: Distribucio´n espectral de potencia de las curvas - Las distribuciones
de potencia esta´n re-escaladas y sumadas a una constante de manera tal de separarlas
en el gra´ﬁco y poder compararlas. Cada curva corresponde a un animal distinto. La linea
vertical marca los 95 Hz
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En la ﬁgura 5.6 mostramos un ejemplo de curva ajustada junto con los valores de
amplitud de modulacio´n obtenidos.
Figura 5.6: Ejemplo de curva con su regresio´n - SUPERIOR- Curva extra´ıda junto
con su ajuste por regresio´n de la ecuacio´n 5.2 en rojo. Se puede ver como se reconstruye
la oscilacio´n en las partes en las que no hay sonido. INFERIOR- Valor de la amplitud de
modulacio´n en funcio´n del tiempo.
5.2.4. Mapa de Propiedades
Una vez que tenemos deﬁnidas y medidas las propiedades de las curvas podemos
poner todas las vocalizaciones juntas en un mapa como en el panel (d) de la ﬁgura
5.1. El resultado puede verse en la ﬁgura 5.7. All´ı presentamos los mapas para seis
animales distintos (V1 hasta V6). Hay tres regiones que resultan distinguibles: una
regio´n de modulacio´n elevada y predominantemente altas frecuencias (T) ; una regio´n
de baja modulacio´n y alta frecuencia (F) y una regio´n de baja modulacio´n y baja
frecuencia (f). No todas las regiones esta´n presentes con igual intensidad en todos los
individuos. Algunos producen predominantemente vocalizaciones del tipo T, otros del
tipo F y otros producen ambas. Las vocalizaciones del tipo f son las menos observadas.
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No´tese tambie´n, que V1 no presenta una separacio´n clara entre sus nubes T y F. Ahora
bien, ¿Que´ representan estas nubes? ¿Corresponden de alguna manera a las categor´ıas
deﬁnidas por Wright y colaboradores?
Para responder estas preguntas presentamos algunos ejemplos representativos de
cada una de las regiones para la rata V6 (ver ﬁgura 5.8). En los distintos paneles A-
D mostramos los siguientes ejemplos: A) una vocalizacio´n sin modulacio´n y de alta
frecuencia (flat o F); B) una vocalizacio´n de frecuencia modulada (Trill o T); C) una
transicio´n de F a T; D) una vocalizacio´n que tiene una parte en la nube f. T´ıpicamente
(y como se observa en este caso), las transiciones desde y hacia f se realizan mediante
saltos en frecuencia. El hecho de que existan nubes separables de vocalizaciones, en
te´rminos de ciertas propiedades temporo-espectrales, nos sirve para ganar conﬁanza en
la categorizacio´n ad-hoc hecha por Wright y colaboradores.
Si volvemos a revisar la ﬁgura 4.2 con las categor´ıas de Wright et al, vemos que
las regiones de los mapas de propiedades, junto con sus posibles combinaciones, nos
permiten detectar varias de esas categor´ıas: flat, trill, split, flat-trill, composite. Vemos
tambie´n que la categor´ıa complex deber´ıa aparecer como una nube de modulacio´n inter-
media, pero en nuestros mapas no se observa. Esto puede deberse a distintas razones: 1)
Podr´ıa ser que no formen una categor´ıa discreta en sus propiedades sonoras 2) Podr´ıa
ser que s´ı formen categor´ıas discretas, pero nuestros ana´lisis no son capaces de separar
las nubes 3) Podr´ıa ser que su produccio´n es relativamente baja y no aparecen como
una nube clara. Hay que tener en cuenta que segu´n Wright y colaboradores, flat, trill,
y flat-trill representan el 70% de todas las vocalizaciones.
Otra pregunta razonable, observando la misma ﬁgura, es si podemos distinguir
downward-ramps, upward-ramps y flats que, para nosotros, formara´n todos parte de la
nube F. Para esto, podemos aprovechar el para´metro B (pendiente) de la ecuacio´n 5.2
que usamos para el ajuste. Presentamos un histograma del para´metro B en la ﬁgura
5.9. Lo primero que se observa es que hay muchos ma´s eventos con pendiente positiva
que negativa. Tambie´n se observa cierta estructura (destacada con ﬂechas) aunque no es
posible identiﬁcar tres picos que correspondan a downward-ramp, flat y upward-ramp.
Para ganar conﬁanza en la identiﬁcacio´n del las nubes con elementos distintos de la
vocalizacio´n podemos hacer histogramas de duracio´n para la nube F y para la nube T.
Esto es lo que mostramos en la ﬁgura 5.10. Ambos poseen estructuras marcadamente
distintas. La nube T posee ciertas duraciones estereotipadas y que son consistentes con
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Figura 5.7: Mapas de propiedades - Mapas de propiedades para seis animales distintos.
Se encuentran destacadas 3 regiones distinguibles que corresponden a formas distintas de
vocalizacio´n.
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Figura 5.8: Excursiones de vocalizaciones en el espacio de propiedades - Izquier-
da: Curvas de frecuencia vs tiempo para distintos tipos de vocalizaciones. Derecha: Las
mismas vocalizaciones pero en el espacio de propiedades. El color indica el tiempo para
hacer ma´s fa´cil la comparacio´n entre ambos espacios.
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Figura 5.9: Histograma del para´metro B en el ajuste - Lo primero que se observa
es que hay muchos ma´s eventos con pendiente positiva que negativa. Tambie´n se observa
cierta estructura (destacada con ﬂechas) aunque no es posible identiﬁcar tres picos que
correspondan a downward-ramp, flat y upward-ramp
incluir 1, 2, 3, ... ciclos de una oscilacio´n. Aparece tambie´n un pico correspondiente a
media oscilacio´n. En cambio, la nube F posee un pico claro para duraciones cortas y
luego una distribucio´n de campana centrada cercana al cero. El hecho de que al separar
por propiedades espectrales tambie´n hace que se separen en su estructura de duraciones
nos permite ganar conﬁanza en nuestro esquema de clasiﬁcacio´n. Tambie´n, aparece una
hecho llamativo y es que los ciclos de T aparecen de manera discreta.
Figura 5.10: Histogramas de duracio´n para las nubes F y T - Ambos poseen
estructuras marcadamente distintas. La nube T posee ciertas duraciones estereotipadas y
que son consistentes con incluir 1, 2, 3, ... ciclos de una oscilacio´n. Aparece tambie´n un
pico correspondiente a media oscilacio´n. En cambio, la nube F posee un pico claro para
duraciones cortas y luego una distribucio´n de campana centrada cercana al cero.
En nuestro esquema, entonces, una vocalizacio´n queda reducida a un co´digo de
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letras que identiﬁca por cua´l regio´n del espacio de propiedades pasa, y en que´ orden.
Por ejemplo, para las vocalizaciones de la ﬁgura 5.8 ser´ıan los co´digos: A) F, B) T, C)
FT, D)FfFT. En la siguiente seccio´n buscaremos encontrar motivos repetidos o patrones
dentro de estas secuencias.
5.3. Combinacio´n en secuencias
En la seccio´n anterior representamos a las vocalizaciones en un espacio de dos pro-
piedades e identiﬁcamos las regiones F, f y T. Una vocalizacio´n, entonces, corresponde
a una excursio´n por estas regiones. Pero, ¿Son estos paseos aleatorios? ¿O hay alguna
estructura en la manera en que se combinan los distintos fragmentos F, f y T? Dicho
de otra forma, ¿Co´mo se comparan las secuencias que aparecen en las vocalizaciones
con las que surgir´ıan de combinar dichos elementos al azar?
Para responder a esta pregunta, haremos uso nuevamente de los procesos de Markov
(96), como ya lo hicimos en el cap´ıtulo 3. Recordemos brevemente que un modelo de
Markov consiste en estados y probabilidades de transiciones entre esos estados. Las
probabilidades de transicio´n, a su vez, pueden tener memoria, es decir, pueden depender
de la historia de los estados anteriores que hayamos visitado. Si el sistema no tiene
ningu´n tipo de memoria, diremos que se trata de una cadena de Markov de orden 0; si
depende del estado actual sera´ de orden 1; si depende del actual y el anterior sera´ de
orden 2 y as´ı siguiendo.
Dado que dijimos que queremos comparar las cadenas de secuencias que producen
las ratas con cadenas al azar, ser´ıa natural compararlas con un modelo de orden 0
donde la probabilidad de saltar, por ejemplo, a un estado F dependa u´nicamente de la
proporcio´n total de segmentos F que la rata haya producido. Sin embargo, esto ser´ıa
automa´ticamente distinto de las secuencias que conseguimos en la seccio´n anterior dado
que mientras la vocalizacio´n permanezca en una regio´n del espacio de propiedades, por
ejemplo la regio´n F, se la identiﬁca con una u´nica letra. Es decir que nunca veremos
una secuencia con dos letras iguales seguidas, a pesar de que en un modelo de orden
0 son inevitables. Para poder evitar las repeticiones hay que tener alguna memoria,
al menos del estado actual. Usaremos, entonces, un modelo de orden 1. Para tener en
cuenta que las secuencias tienen duracio´n ﬁnita, introduciremos un estado ma´s (adema´s
de T, F y f) que representara´ una separacio´n S (un espacio, si estuvie´ramos pensando
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en palabras). Las probabilidades de transicio´n sera´n independientes del estado, con la
salvedad de que no se puede repetir letra. Los valores de las probabilidades estara´n
dados por la cantidad de S, F, f y T que aparezcan en los datos. Presentamos una
representacio´n esquema´tica de la idea para la construccio´n del modelo de Markov en la
ﬁgura 5.11.
Figura 5.11: Modelo de Markov - Esquema para la construccio´n del modelo de Markov
de orden 1. Tres estados corresponden a tipos de segmentos de vocalizacio´n (F,f,T) y uno
a una separacio´n o espacio (S). Las probabilidades de transicio´n se estiman a partir de los
datos. Se cuenta cuantos elementos hay de cada tipo. Luego se construyen las transiciones
para cada uno de ellos simplemente colocando las cuentas en ﬁla y poniendo los elementos
diagonales a cero (el ejemplo se muestra para transiciones partiendo desde S). Finalmente,
se normalizan las ﬁlas para que sumen uno.
Ahora s´ı, podemos comparar las secuencias que genera el modelo con las que ob-
tuvimos de las grabaciones de las ratas. Para eso, podemos contar que proporcio´n del
total representa cada secuencia ya sea generada por el modelo u observada en los datos.
Presentamos ese gra´ﬁco en la ﬁgura 5.12. Ah´ı se puede ver que hay varias secuencias que
aparecen sobre o subrepresentadas en los datos, en comparacio´n al modelo aleatorio.
Las distribuciones son claramente distintas (no´tese la escala de los intervalos de con-
ﬁanza para la media), es decir, las secuencias no se combinan aleatoriamente de acuerdo
a nuestro modelo de Markov. Aparecen ciertas asimetr´ıas interesantes. Consideremos,
por ejemplo el par FT y TF. Como contienen las mismas letras, el modelo les asigna
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ide´ntica probabilidad. Sin embargo, en los datos se observa 13 veces ma´s la diada FT
que TF. Ma´s au´n, FT aparece tres veces ma´s de lo que esperar´ıamos por azar mientras
que TF aparece solo con un tercio de la probabilidad que le asigna el modelo aleatorio.
Esto indica que la categor´ıa Flat-Trill combination deﬁnida por Wright esta´ en reali-
dad compuesta en su mayor´ıa por combinaciones del tipo FT. Tambie´n se observan
otras secuencias que aparecen ma´s de lo que esperar´ıamos por azar. Si ﬁltramos todas
las secuencias pidiendo que aparezcan incrementadas en ma´s de 3σ respecto del valor
aleatorio obtenemos la siguiente lista: T, FT, TFT, fFT, FfFT y FfT. Es llamativo que
los flats aparecen solos menos de lo que esperar´ıamos por azar.
Figura 5.12: Comparacio´n de secuencias con el modelo - En barras rojas y en
orden descendiente mostramos las 12 secuencias ma´s observadas en los datos. En barras
azules mostramos las probabilidades asignadas por el modelo aleatorio a cada una de esas
secuencias. Se observan claras discrepancias entre ambas distribuciones.
En lo que resta de esta seccio´n intentaremos ver como estas secuencias se relacionan
con las categor´ıas deﬁnidas por Wright. Para eso, categorizaremos manualmente 700
vocalizaciones (100 por cada una de las secuencias sobrerrepresentadas y agregaremos
100 tambie´n para incluir a los F puros). El resultado de esta categorizacio´n puede verse
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en la ﬁgura 5.13. Las categor´ıas automa´ticas F y T coinciden con las categor´ıas a ojo en
un 88% y un 79% respectivamente. Los porcentajes restantes se encuentran divididos
en las dema´s categor´ıas. En el caso de las secuencias FfT corresponden en un 99% a
la categor´ıa split mientras que la secuencia FfFT corresponde en un 91% a split. En
el caso de las secuencias FT, se reparte casi en partes iguales en flat-trill (41%) y flat
(45%). Esto se debe a que algunos flats presentan una modulacio´n ra´pida en frecuencia
hacia abajo al ﬁnal de la vocalizacio´n; arrojando valores de la regresio´n compatibles con
la regio´n T. En la ﬁgura 5.14 mostramos un ejemplo de esos flats junto con la regio´n
donde el valor de la modulacio´n entra en la regio´n T. Es llamativo que la secuencia fFT
corresponde mayormente a la categor´ıa flat-trill (74%).
En principio uno podr´ıa pensar que se trata de un artefacto y que la secuencia
fFT corresponde simplemente a un FT que empieza un poco ma´s abajo en frecuencia,
tanto as´ı que cruzan a la regio´n f. En ese caso la discretizacio´n en dos categor´ıas
ser´ıa artiﬁcial. Sin embargo, el hecho de que la secuencia fFT no se confunda casi
nunca con un flat nos da la pauta de que quiza´ sean efectivamente dos cosas distintas.
Podemos mirar entonces la distribucio´n de frecuencias con las que comienzan las F, FT
y fFT. Si tomamos el primer milisegundo de cada una de esas secuencias y hacemos
un histograma de frecuencias obtenemos el gra´ﬁco de la ﬁgura 5.15. En el panel de
arriba se observa como la distribucio´n de fFT se encuentra corrida hacia frecuencias
ma´s bajas y es pra´cticamente disjunta de las distribuciones tanto de FT como de F.
Dado que dentro de las secuencias FT vimos que hay una cierta “contaminacio´n” de
flats podr´ıa argumentarse que la distribucio´n de FT y F se parecen artiﬁcialmente. Por
esa razo´n, mostramos en el panel de abajo de la misma ﬁgura las distribuciones dentro
de la categor´ıa FT tanto para las que fueron categorizadas a ojo como flat como las
flat-trill. Se puede ver que se parecen a las distribuciones de FT y F pero no a la de
fFT. Todo esto parece indicar que la secuencia fFT es, en efecto, una categor´ıa en si
misma distinta de la categor´ıa FT. La transicio´n de f a F, sin embargo, no es con un
salto, sino continua.
Finalmente, la secuencia TFT no parece corresponderse fuertemente con ninguna de
las categor´ıas de Wright, aunque es interesante que es la que presenta mayor componente
de Multi-step (28%).
En resumen, en esta seccio´n estudiamos algunas propiedades sonoras de las voca-
lizaciones y vimos que se distribuyen en forma discreta, de manera tal que es posible
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Figura 5.13: Comparacio´n de clasificaciones - Vocalizaciones categorizadas a mano
siguiendo los criterios de Wright separadas de acuerdo a la clasiﬁcacio´n automa´tica por
secuencias sobrerrepresentadas.
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Figura 5.14: Ejemplo de un FT mal categorizado - Se puede ver como en la parte
ﬁnal presenta una modulacio´n que es capturada por los para´metros de la regresio´n
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Figura 5.15: Distribucio´n de frecuencias iniciales segu´n secuencias - En el panel
superior se muestra la distribucio´n de frecuencias al inicio de secuencias F, FT y fFT. Se
puede ver que las fFT tienen una distribucio´n distinta tanto a F como a FT. En el panel de
abajo se muestran las distribucio´n para las FT que fueron categorizada a mano separadas
segu´n si fueron asignadas a la categor´ıa flat o a flat-trill.
72
5.4 Estructura entre vocalizaciones
distinguir tres regiones distintas en el espacio de propiedades (f, F y T). Vimos tambie´n
que una vocalizacio´n explora esas regiones de manera no aleatoria y pudimos reconocer
algunos patrones o secuencias en la forma de recorrer esas regiones. A partir de todo
esto, nos fue posible reobtener algunas de las categor´ıas descriptas en el trabajo de
Wright pero que en lugar de estar deﬁnidas a ojo, e´stas emergieron naturalmente de
observar los patrones espectrotemporales de las vocalizaciones ultraso´nicas. Sin embar-
go, no observamos todas las categor´ıas deﬁnidas en ese trabajo y surge la duda de si
son efectivamente categor´ıas o son particiones arbitrarias dentro de un continuo. Por
otro lado, vimos que la categor´ıa flat-trill combination que para Wright es cualquier
combinacio´n de flats y trills en realidad esta´ mayormente formada por secuencias del
tipo FT y que existe una subcategor´ıa que comienza de frecuencias ma´s bajas la fFT.
Deﬁnidas las clases de vocalizaciones y la forma de clasiﬁcarlas automa´ticamente
surge la pregunta natural acerca de co´mo estas clases de vocalizaciones se estructuran
en el tiempo. A esto nos abocaremos en la siguiente seccio´n.
5.4. Estructura entre vocalizaciones
Al estudiar como se estructuran las categor´ıas de vocalizaciones en el tiempo surge
una primera pregunta ana´loga a la que ya surgio´ para decidir que es una vocalizacio´n:
¿Co´mo segmentar? En el caso de las vocalizaciones vimos que hab´ıa una unidad natu-
ral para segmentarla dada por el ritmo de respiracio´n. Para segmentar vocalizaciones
podemos recordar algo que describimos en el cap´ıtulo anterior y es que las vocalizacio-
nes vienen en ra´fagas (bouts) de aproximadamente 7 Hz que corresponden a momentos
en los que todas (o casi todas) las exhalaciones contienen una vocalizacio´n. Diremos
entonces que si hay un silencio de duracio´n mayor al tiempo t´ıpico de dos respiraciones
consecutivas, se ha interrumpido la ra´faga. Estudiemos, entonces, la composicio´n de
estas ra´fagas.
5.4.1. Composicio´n de categor´ıas en una ra´faga
Lo primero que vamos a estudiar es como var´ıa la composicio´n de una ra´faga en
funcio´n de su largo. Dado que miraremos proporciones de cada categor´ıa y para no
trabajar con muchas categor´ıas a la vez agruparemos algunas de las secuencias de la
seccio´n anterior. A las secuencias FT y fFT las agruparemos y las llamaremos G, a las
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secuencias TFT las llamaremos M y a las secuencias FfFT y FfT las agruparemos y
llamaremos S; al resto de las secuencias las identiﬁcaremos con ?. De esta manera, cada
vocalizacio´n queda etiquetada por un u´nico caracter. Un resumen con las equivalencias
y curvas de frecuencia t´ıpicas puede verse en la ﬁgura 5.16. Ahora s´ı, podemos graﬁcar
la fraccio´n de cada una de estas categor´ıas en funcio´n del largo de la ra´faga. Este es el
gra´ﬁco que presentamos en la ﬁgura 5.17. Presentamos all´ı tambie´n en esa misma ﬁgura
la potencia sonora promedio de cada vocalizacio´n tambie´n en funcio´n del largo de la
ra´faga. Esto lo hacemos suponiendo que ra´fagas cortas y largas pueden corresponder
a estados emocionales diferentes y que este cambio puede verse reﬂejado tambie´n en
el volumen. En efecto, como se ve en la ﬁgura, la potencia sonora aumenta con el
largo de la ra´faga. Cabe aclarar que ver un cambio de volumen en el audio registrado
no necesariamente implica un cambio de intensidad por parte de la rata dado que los
micro´fonos usados son muy direccionales. Es decir que cambios de volumen pueden
indicar cambios en la direccio´n de la cabeza. Al estudiar la composicio´n de categor´ıas
de las ra´fagas, vemos que tienen diferente composicio´n dependiendo de su largo. En
particular, G y S aumentan su proporcio´n a medida que el largo aumenta mientras que
F y T la disminuyen. Recordemos que la categor´ıa G esta compuesta de FT y fFT.
En ese sentido, es llamativo que F y T se comportan de manera opuesta cuando esta´n
combinados en una u´nica vocalizacio´n.
Figura 5.16: Tabla de nueva notacio´n - Nombres de las nuevas categor´ıas en te´rmino
de las secuencias. Se muestran con una curva de frecuencias representativa de esa categor´ıa.
Ahora bien, como estamos mirando un promedio entre varios animales, esto podr´ıa
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Figura 5.17: Composicio´n de las ra´fagas en funcio´n de su largo - El panel superior
muestra la cantidad de ra´fagas en los datos segu´n su largo. Los dos paneles inferiores
son zonas ampliadas del segundo superior. Se puede ver como var´ıa la composicio´n de las
categor´ıas en funcio´n del largo de la ra´faga. En particular se ve un claro aumento de las
categor´ıas G y S y una disminucio´n de las categor´ıas F y T. En la escala de la derecha del
segundo panel se presenta tambie´n la potencia sonora promedio de las vocalizaciones en
funcio´n del largo de la ra´faga
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deberse, no a que la rata cambia la composicio´n segu´n el largo de la ra´faga sino a que
hay diferencias entre ratas. Podr´ıa pasar que haya ratas que hacen ra´fagas ma´s cortas y
que a su vez emiten ma´s vocalizaciones T, por ejemplo. Sin embargo, esto no es as´ı. Si
repetimos el ana´lisis de la ﬁgura 5.17 vemos que se observa el mismo patro´n para todas
ratas estudiadas, cada una por separado. En la ﬁgura 5.18 mostramos esto para las
categor´ıas T y G en todas las ratas excepto en V1 que posee muy pocas vocalizaciones
y solo presenta un patro´n ruidoso. Se evitan las barras de error para no oscurecer la
visibilidad de la ﬁgura.
Figura 5.18: Composicio´n de la ra´faga en funcio´n de su largo (varias ratas) -
Mostramos las proporciones de T y G que presentan un patro´n similar en todas las ratas T
disminuye y G aumenta. No se muestran las barras de error para no oscurecer la visibilidad
del gra´ﬁco. No se incluyen los datos de V1 que emitio´ muy pocas vocalizaciones y presenta
solo un comportamiento ruidoso.
El aumento de volumen con el largo de la ra´faga apoya la idea de que lo que estamos
observando es un cambio en el estado de excitacio´n de la rata. Bajo esta hipo´tesis, las
categor´ıas G y S denotar´ıan estados de mayor excitacio´n mientras que F y T sen˜alar´ıan
una excitacio´n ma´s baja y no tendr´ıa por que´ haber un orden dentro de la ra´faga.
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Alternativamente, podr´ıa ser que los cambios en densidad de cada categor´ıa se deban,
de hecho, a un efecto de orden. Por ejemplo, si todas las ra´fagas comenzaran con mayor
probabilidad con Ts pero luego tuvieran con mayor probabilidad Gs tambie´n ver´ıamos
un efecto con la longitud de la ra´faga. Esto es, efectivamente, lo que ocurre. Para
sacarnos de encima el efecto con la longitud podemos mirar u´nicamente secuencias de
un dado largo. En la ﬁgura 5.19 presentamos tanto las proporciones de cada categor´ıa
como la potencia sonora en funcio´n del orden dentro de cada ra´faga. Los promedios
esta´n separados en paneles por ra´fagas de igual largo. Se puede observar que los primeros
lugares de cada ra´faga tiene mayor probabilidad de T mientras que los u´ltimos tienen
mayor probabilidad de G. Es decir, hay cierto orden dentro de una ra´faga. Hay un
pequen˜o efecto del volumen con el orden, y un claro efecto con el largo de la ra´faga (el
valor promedio del volumen sube a medida que avanzamos de panel).
En resumen, observamos que las categor´ıas deﬁnidas en este cap´ıtulo no se emiten
homoge´neamente en el tiempo sino que tienen un orden. Y que ese orden parece estar
atado a una cadencia natural de emisio´n de vocalizaciones en ra´fagas. La emisio´n parece
ser, en esencia, probabil´ıstica, lo cual la distingue de otras formas de vocalizacio´n ma´s
estereotipadas (como puede ser por ejemplo el canto de aves). Ahora bien, que no
parezca seguir siempre una misma regla y que sea probabil´ıstica no quiere decir que
sea simplemente al azar. De hecho, el efecto de orden que observamos en esta seccio´n
nos dice que las probabilidades de emisio´n no pueden ser independientes entre s´ı. En
el siguiente apartado veremos cual es el grado de dependencia temporal que existe,
es decir, cua´ntos pasos hacia atra´s hacen falta para hacer una buena prediccio´n del
sistema.
5.4.2. Memoria del sistema
En esta seccio´n haremos nuevamente uso de los procesos de Markov pero ahora los
estados sera´n los distintos tipos de vocalizaciones que fuimos deﬁniendo: F, T, G, M, S y
?. Vimos que las probabilidades de transicio´n del paso n en un modelo de Markov pueden
depender, en general, de los estados que el sistema haya recorrido en los pasos n−1, n−
2, ..., n−l. Se suele decir que el sistema tiene una memoria de l pasos. Sin lugar a dudas,
a partir de una secuencia ﬁnita de datos observados, aumentar el orden del modelo
hara´ que los datos sean mejor y mejor ajustados por el modelo. Dicho de otra forma,
el ma´ximo de la funcio´n verosimilitud aumentara´ a medida que aumentemos el orden
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Figura 5.19: Proporcio´n de Categor´ıas en funcio´n del orden - Cada panel co-
rresponde a promedios para ra´fagas de largo creciente. El panel de arriba a la izquierda
corresponde a ra´fagas que contienen solo dos vocalizaciones mientras que el de abajo a la
derecha corresponde a ra´fagas de largo nueve. En el segundo eje de cada gra´ﬁco muestra
la potencia sonora promedio correspondiente a cada posicio´n. Se puede observar que los
primeros lugares de cada ra´faga tiene mayor probabilidad de T mientras que los u´ltimos
tienen mayor probabilidad de G. Es decir, hay cierto orden dentro de una ra´faga. Sin em-
bargo no hay ninguna tendencia clara del volumen con el orden mientras que si se observa
un efecto con el largo de la ra´faga.
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del modelo. Recordemos que la funcio´n verosimilitud es simplemente la distribucio´n
de probabilidad de los datos observados como funcio´n de los para´metros del modelo.
Por ejemplo, en el caso de una moneda, si asumimos que el proceso es binomial y
llamamos a la probabilidad de cara p, la funcio´n verosimilitud de la secuencia observada:
XOXXOXOOOO donde hay 6 caras y 4 cecas sera´ L(p) = p6(1− p)4. Por supuesto que
al incluir ma´s y ma´s para´metros en nuestro modelo haremos mejores ajustes de nuestros
datos pero, a la vez, caemos en el riesgo de estar sobreajustando, es decir, de haber
construido un modelo que solo explique las peculiaridades de la tira de datos particular
que estamos analizando. Si queremos comparar la bondad de ajuste de modelos con
distinta cantidad de para´metros tenemos que de alguna manera penalizar a los modelos
que usan ma´s para´metros. Hay distintas propuestas para hacer esto, en esta seccio´n
utilizamos dos: el criterio de informacio´n de Akaike (AIC) y el criterio de informacio´n
bayesiano (BIC). Ambas propuestas son similares y corresponden a evaluar la bondad
del ajuste con algu´n te´rmino que penalice usar un mayor nu´mero de para´metros. Las
propuestas son las siguientes:
AIC = −2 ln(Lmax) + 2k
BIC = −2 ln(Lmax) + k ln(N)
(5.3)
donde Lmax es la ma´xima verosimilitud, k la cantidad de para´metros del modelo y N
la cantidad de datos observados. BIC es ma´s restrictivo que AIC, pues ln(N) > 2 para
N ≥ 8. Para una derivacio´n de cada uno de los me´todos pueden referirse al trabajo de
Burnham y Anderson (97). Co´mo idea intuitiva del origen del te´rmino kln(N) en BIC
imaginemos lo siguiente. Si un modelo posee k para´metros en un vector ~θ = (θ1, ..., θk)
podemos escribir la verosimilitud de los datos D dada la hipo´tesis Hi como:
P (D|Hi) =
∫
P (D|~θ,Hi)P (~θ|Hi)d~θ (5.4)
Asumiendo que la distribucio´n de los para´metros se puede aproximar por un pico,
la integral queda aproximada por:
P (D|Hi) ≈ P (D|~θmax, Hi)× P (~θmax|Hi)σkθ (5.5)
es decir, por el valor de su ma´ximo multiplicado por el volumen de un cubo k-
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dimensional de lado σθ. El primer te´rmino es simplemente lo que llamamos Lmax.
El te´rmino P ( ~θmax|Hi) corresponde al prior que elijamos para cada para´metro y que
si no tenemos ninguna informacio´n previa podemos tomarlo como una constante. σθ
corresponde al error en la estimacio´n de cada para´metro que ira´ disminuyendo a medida
que consigamos ma´s datos, es decir que aumente N. Bajo una aproximacio´n Gaussiana
σθ ∝ 1√N . Reemplazando todo esto, la ecuacio´n 5.5 queda:
P (D|Hi) ≈ Lmax(C
N
)
k
2 (5.6)
y tomando el logaritmo y multiplicando por -2:
−2 ln(P (D|Hi)) ≈ −2 ln(Lmax) + k ln(N)− k ln(C) (5.7)
Finalmente, despreciamos el u´ltimo te´rmino para valores grandes de N y llegamos
a la ecuacio´n 5.3.
Ahora s´ı, estamos en condiciones de evaluar nuestros datos para estimar el orden
del modelo de Markov conformado por las distintas categor´ıas, es decir de ver cua´l
es el rango de dependencia entre distintas vocalizaciones. Construimos, entonces, un
modelo de Markov con los estados [F, T,G,M, S, ?] y buscamos el orden del modelo
que minimiza los criterios AIC o BIC. Analizando 28201 vocalizaciones, el me´todo AIC
arroja un mı´nimo para un orden de modelo 3 y BIC para un orden de modelo 2. Para
estimar cual es la relacio´n que tienen con el siguiente modelo ma´s probable podemos
restarle al valor de AICmin (o BICmin) el valor de AIC (o BIC) para el modelo con
valor de AIC (BIC) ma´s cercano, en este caso orden 2 (orden 1 para BIC). Esto arroja
un ∆AIC = −42.8 y un ∆BIC = −61.3. Ambas son diferencias signiﬁcativas; dado que
son escalas logar´ıtmicas esas diferencias corresponden a cocientes de verosimilitudes de
10−10 y 10−14 respectivamente. Si bien ambos criterios no coinciden, los dos muestran
que el sistema tiene memoria, es decir, un modelo de orden cero no es una buena
explicacio´n de los datos, ma´s au´n, el ma´s conservador de esos criterios estima una
memoria del sistema de orden 2. Es decir, que la probabilidad de emisio´n de cada
vocalizacio´n depende de cuales sean las dos vocalizaciones que se emitieron antes. Esto
no nos garantiza que existen reglas para la construccio´n de secuencias de vocalizaciones
pero indica la existencia de estructura en la forma en que se organizan temporalmente.
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5.5. Interaccio´n entre individuos
Como u´ltima parte de este cap´ıtulo, exploramos las interacciones vocales entre in-
dividuos en la arena de dia´logos. Analizamos las distribuciones de tiempos entre vocali-
zaciones separa´ndolos en dos grupos: tiempos intra-rata (es decir tanto la vocalizacio´n
previa como la posterior a ese intervalo corresponden a la misma rata) y tiempos inter-
rata (tiempos entre vocalizaciones de distintas ratas). Ambas distribuciones pueden
verse en la ﬁgura 5.20. Para estudiar, en que´ medida la distribucio´n de tiempos INTER
esta´ dada por la distribucio´n de tiempos INTRA podemos generar datos subrogados
que permuten aleatoriamente los intervalos de tiempo de manera de preservar las dis-
tribuciones INTRA pero destruir toda estructura en la distribucio´n INTER. Eso es lo
que se muestra tambie´n en la ﬁgura 5.20. No se observan diferencias apreciables entre
la distribucio´n INTER de los datos reales y los datos subrogados, a excepcio´n de un
pequen˜o pico cercano al cero. Sin embargo, creemos que ese pico puede deberse a un
artefacto de nuestro setup a la hora de asignar el tiempo a dos vocalizaciones que ocu-
rren casi simulta´neamente. Dado que contamos con datos para interacciones de otro
experimento con ratas machos y ratas hembra, repetimos el mismo ana´lisis para ese
juego de datos y es lo que presentamos tambie´n en la ﬁgura 5.20 pero en el panel de la
derecha. En esos datos s´ı se observa una diferencia signiﬁcativa entre los datos reales y
los subrogados para tiempos entre los 0 y los 100 ms. Se observa una reduccio´n de apro-
ximadamente 20% respecto a la cantidad de vocalizaciones que se esperar´ıan por azar.
Nuevamente aparece tambie´n un pico cercano a tiempo cero que creemos artefactual.
Una diferencia a notar entre los grupos de ratas de ambos experimentos es que en el
experimento de machos las ratas utilizadas se usaron para poner a punto el dispositivo
experimental y por lo tanto, al momento de tomar los datos ya hab´ıan tenido varios
encuentros en la arena de dia´logo. En cambio, en el experimento de machos y hembras,
los sujetos no hab´ıan tenido encuentros previos.
Si bien el efecto puede parecer sutil, es la primera evidencia de algu´n tipo de interac-
cio´n vocal entre individuos en la rata. Es una muestra de que son capaces de procesar las
vocalizaciones en una escala temporal ra´pida y modiﬁcar su comportamiento (vocalizar
menos).
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Figura 5.20: Histogramas de Tiempo entre vocalizaciones para dos experimen-
tos - Panel (a): Experimento de machos V1-V6, Panel(b): experimentos de machos y hem-
bras. Los cuatro colores corresponden a los tiempos entre dos vocalizaciones consecutivas
de: Azul) una misma rata (INTRA), Rojo) vocalizaciones de dos ratas distintas (INTER).
Verde y amarillo corresponden a permutaciones aleatorias que preservan la distribucio´n
INTRA pero rompen toda estructura en INTER.
5.6. Conclusiones
En este cap´ıtulo hicimos una suerte de anatomı´a de las vocalizaciones buscando
en ellas una jerarqu´ıa de estructuras. Empezamos deﬁniendo propiedades sonoras para
cada pequen˜o intervalo de tiempo y vimos que esas propiedades se agolpan en nubes de
ciertos valores. Luego, estudiamos las transiciones que se dan entre esas nubes de pro-
piedades y encontramos secuencias estereotipadas que nos sirvieron para deﬁnir clases
de vocalizaciones. Pudimos relacionar y contrastar nuestras categor´ıas, que emergieron
de la estructura en los datos, con la u´nica otra categorizacio´n existente (deﬁnida ad-hoc
por el grupo de Wright). Finalmente, en el nivel superior estudiamos como estas cate-
gor´ıas se estructuran en el tiempo y observamos que la escala natural para analizarlas
era la de las ra´fagas. As´ı, observamos que hay un efecto de orden dentro de cada ra´fa-
ga y que las distintas categor´ıas no se distribuyen uniformemente. Logramos estimar
cual es la memoria del sistema, es decir cua´ntas vocalizaciones anteriores determinan la
pro´xima vocalizacio´n (en un sentido Markoviano). Usando el criterio ma´s conservador
el sistema tiene memoria de orden 2 y con un criterio ma´s laxo es de orden 3. Final-
mente, estudiando las interacciones entre individuos, logramos observar (en algunos de
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los experimentos) que la vocalizacio´n de una de las ratas inhibe temporariamente y de
manera parcial las vocalizaciones de su compan˜era.
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6Otros aspectos de la produccio´n
vocal en ratas
6.1. Introduccio´n
Dado que el campo de las vocalizaciones en roedores esta´ relativamente subexplo-
rado, los datos obtenidos en la arena de dia´logos permiten estudiar muchas preguntas
ma´s que la de clasiﬁcacio´n desarrollada en el cap´ıtulo anterior. En este u´ltimo cap´ıtulo
presentamos algunos resultados cortos que surgen del ana´lisis de los datos obtenidos en
la misma arena de dia´logos; son dos pequen˜as exploraciones que estudian: 1)La relacio´n
entre vocalizacio´n y locomocio´n, 2) Los mecanismos de produccio´n sonora. As´ı mismo,
presentamos tambie´n en este cap´ıtulo, un u´ltimo experimento que explora el grado de
control voluntario de las ratas en la iniciacio´n de una vocalizacio´n.
6.2. Vocalizacio´n y locomocio´n
La relacio´n entre vocalizaciones ultraso´nicas y locomocio´n en roedores no ha sido
pra´cticamente estudiada. Los u´nicos trabajos, de los que estamos al tanto, que inves-
tigan esta relacio´n son el de Thiessen y Kittrell (98) de 1980 y el de Blumberg (99)
de 1992. En el primero de esos trabajos, los autores muestran que existe una correla-
cio´n entre la cantidad de vocalizaciones que emiten estudiando Gerbillos (Gerbils) y
la cantidad de eventos de movimiento (etiquetados por ellos por inspeccio´n visual de
video), promediando en la escala del minuto. Blumberg va un poco ma´s alla´ y sugiere
directamente que las vocalizaciones ultraso´nicas de los roedores son directamente un
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subproducto de la locomocio´n (ana´logo al rebufar de un caballo cansado). Sin embargo,
su observacio´n se basa u´nicamente en una apreciacio´n cualitativa de videos en ca´mara
lenta.
Aprovechando que tenemos informacio´n de video sincro´nica con la grabacio´n de
audio podemos estudiar la relacio´n entre la posicio´n de la rata y su taza de emisio´n
de vocalizaciones. Inspeccionando un gra´ﬁco de velocidad en funcio´n del tiempo en
conjunto con los tiempos en los que ocurren las vocalizaciones (ver ﬁgura 6.1) podemos
observar que hay momentos donde vocalizacio´n y locomocio´n se dan simulta´neamente.
Figura 6.1: Velocidad y vocalizaciones - Ejemplo de un registro de velocidad donde se
observa una gran sincron´ıa entre momentos de alta velocidad y vocalizaciones (indicadas
por lineas verticales en la parte de arriba)
Para estudiar esto de manera cuantitativa podemos construir un ﬁltro lineal que
integre la informacio´n de comportamiento vocal de manera tal de reproducir, lo mejor
posible, la curva de velocidades. Es decir si Vi es la velocidad para cada cuadro i de
video, deﬁnimos Ri un vector que vale 1 si el i-e´simo cuadro contiene una vocalizacio´n
y 0 si no. Luego deﬁnimos el ﬁltro Wk que nos permitira´ generar un vector Vˆi de
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velocidades estimadas a partir de la convolucio´n de R y W. Es decir,
Vˆi =
K∑
j=−K
WjRi+j (6.1)
As´ı escrito, se trata de un ﬁltro no-causal pues pues para calcular el punto i-e´simo de
Vˆ se usan K puntos que esta´n en el futuro y K puntos del pasado. Una estimacio´n del
ﬁltro W se puede obtener mediante cuadrados mı´nimos pidiendo que sus coeﬁcientes
minimicen la diferencia entre V y Vˆ .
Haciendo esto obtenemos la ﬁgura 6.2. Ah´ı mostramos en el panel (a) los ﬁltros
obtenidos para las distintas ratas y sesiones, es decir los valores de Wj ; en el panel (b)
los valores de correlacio´n entre V y Vˆ tambie´n para cada sesio´n y rata en funcio´n del
orden K del ﬁltro. En los paneles inmediatamente inferiores mostramos la mediana de
esas magnitudes entre sesiones y ratas. Podemos observar que el ﬁltro no se encuentra
centrado respecto del cero; esto quiere decir que las vocalizaciones preceden levemente
a la curva de velocidad. El retraso promedio es de 5 cuadros de video y dado que
las ca´maras grababan a, aproximadamente, 15 Hz el retraso en tiempo ser´ıa de un
tercio de segundo. Por otro lado, el taman˜o de la ventana en que el ﬁltro integra, es
de aproximadamente 20 cuadros. Es decir que el ﬁltro integra en una ventana de 1,3
segundos. Para calcular el valor de la correlacio´n que se muestra tanto en los paneles (b)
como (d) calculamos los valores del ﬁltro usando la mitad de los datos de cada sesio´n y
luego calculamos la correlacio´n para la otra mitad de los datos. E´sta es una te´cnica usual
para evitar sobre-ajustar los datos. Si simplemente mira´ramos la correlacio´n sobre los
mismos datos con los que calculamos los coeﬁcientes del ﬁltro, cuantos ma´s coeﬁcientes
ajustemos mejor sera´ el resultado. En cambio, si usamos una mitad para entrenar
los coeﬁcientes de W y la otra para medir la bondad del ajuste (en este caso con
la correlacio´n) en cuanto empecemos a sobre-ajustar los datos la bondad del ajuste
disminuira´. Esto es lo que se observa parcialmente en el panel (d). Finalmente, en el
panel (e) mostramos un histograma de las mejores correlaciones que se pueden obtener
por este me´todo para cada rata y sesio´n.
En resumen, en esta seccio´n vimos, usando los datos del video sincro´nico con las
grabaciones de audio, que existe una correlacio´n importante entre la velocidad de la
rata y la tasa de emisio´n de vocalizaciones. Observamos, adema´s, que la emisio´n de
vocalizaciones precede al aumento de la velocidad.
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Figura 6.2: Filtros entre Vocalizaciones y velocidad - (a)Coeﬁcientes de un ﬁltro
lineal de Wiener entre la secuencia de vocalizaciones y la velocidad (b) correlacio´n en
funcio´n del orden del ﬁltro para cada rata y cada sesio´n. (c) y (d) son medianas de los
paneles superiores. (e) Tiene un histograma de los valores de correlacio´n en cada sesio´n.
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6.3. Mecanismos de produccio´n
Como discutimos en el cap´ıtulo introductorio, los mecanismos de produccio´n de las
vocalizaciones ultraso´nicas no esta´n del todo claros. En esta seccio´n, aportamos algunas
evidencias a favor de modelos aerodina´micos del tipo silbato. Para eso, estudiaremos las
caracter´ısticas de los saltos en frecuencia que presentan muchas de las vocalizaciones
ultraso´nicas. Vimos algunos ejemplos de estos saltos en el cap´ıtulo anterior (y de hecho
fueron un pequen˜o obsta´culo a la hora de deﬁnir las propiedades) (ver ﬁgura 5.6). Una
manera de representar todas las vocalizaciones juntas que evidencia la existencia de
saltos es graﬁcar la frecuencia en un dado instante contra la frecuencia en un instante
posterior. Es decir, si usamos las curvas de frecuencia en funcio´n del tiempo del capitulo
anterior y [F1...FN ] corresponde a las frecuencias en los instantes [t1...tN ] construiremos
un gra´ﬁco de Fi versus Fi+1. Como se trata de un gra´ﬁco con millones de puntos,
haremos un histograma que nos permita entender la densidad de puntos en cada regio´n
del espacio (Fi, Fi+1). Esto es lo que presentamos en la ﬁgura 6.3. La gran mayor´ıa de
los puntos cae en la diagonal (es decir que la frecuencia no cambia apreciablemente).
Se observan tambie´n algunas nubes correspondientes a distintos tipos de salto.
Para entender el origen de los saltos estudiamos el funcionamiento de los silbatos
tipo bird-call que consisten un oriﬁcio por el que pasa un ﬂuido produciendo un chorro
que impacta luego en un segundo oriﬁcio ma´s adelante. Un esquema puede verse en
la ﬁgura 6.4. En la misma ﬁgura, se ve tambie´n como el ﬂujo del chorro se desarrolla
convirtie´ndose en una serie de vo´rtices en forma de aro que luego impactan en el segundo
oriﬁcio produciendo sonido. Parte del sonido regresa al primer oriﬁcio y estimula la
produccio´n de otros vo´rtices. Si la velocidad del ﬂujo es U , los vo´rtices viajan a una
velocidad menor Uc ≤ U ; t´ıpicamente Uc se encuentra en el rango que va de U2 a U .
Asumiendo que hay una dada fase de la onda de sonido a la que se acopla la emisio´n
de vo´rtices ( θ
2π
) y que la frecuencia de emisio´n de vo´rtices es f podemos escribir la
condicio´n para que el sistema resuene:
2πf(ti − L
v0
− L
Uc
)− 2πθ = 2mπ (6.2)
Donde L es la distancia entre oriﬁcios, los ti =
1
f
, 2
f
, 3
f
... son los instantes en los que
se emite un vo´rtice y v0 es la velocidad del sonido. La condicio´n dice, esencialmente,
que la diferencia de fase entre la onda de sonido y la fase θ tiene que ser una cantidad
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Figura 6.3: Mapa de una frecuencia en un instante contra el siguiente - La gran
mayor´ıa de los puntos cae en la diagonal (es decir que la frecuencia no cambia apreciable-
mente). Se observan tambie´n algunas nubes correspondientes a distintos tipos de salto.
Figura 6.4: Esquema de un silbato bird-call - Reproducido del libro “Acoustics of
Fluid Structure Interactions”(100)
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entera de vueltas. Despejando, y despreciando el te´rmino de v0 por ser v0 >> Uc, la
ecuacio´n queda:
fm ≃ (m− θ)Uc
L
(6.3)
Vemos, entonces, que la frecuencia aumenta linealmente con la velocidad Uc y es
inversamente proporcional a L. Sin embargo un mismo valor de Uc y de L pueden dar
lugar a distintas frecuencias discretas variando el nu´mero entero m. Un salto, entonces,
corresponde a cambiar de modo. Para comparar la ecuacio´n 6.3 con la ﬁgura 6.3 sin
conocer ni los valores de Uc ni L pensemos lo siguiente. Sean cuales sean esos valores,
deber´ıan ser aproximadamente iguales antes y despue´s de un salto. Por lo tanto, si el
salto es entre valores de frecuencia fm y fl, el cociente queda:
fm
fl
=
m− θ
l − θ (6.4)
Es decir que las frecuencias antes y despue´s del salto tienen una relacio´n lineal cuya
pendiente depende de entre que´ dos modos estemos saltando (m y l). Ahora podemos
volver a realizar el gra´ﬁco de la ﬁgura 6.3 agregando las rectas que esperamos de la
ecuacio´n 6.4. Esto es lo que presentamos en la ﬁgura 6.5. El valor de θ que ajusta las
rectas a las nubes es θ = 0. Las rectas dibujadas corresponden a saltos entre modos
consecutivos (1→ 2, 2→ 3,...). Se pueden ver nubes correspondientes a las pendientes
1/2, 2/3, 3/4 y 4/5. Datos experimentales de silbatos tipo bird-call indican que θ ≃ 1
4
El hecho de que θ valga cero puede indicar que el segundo oriﬁcio es, en realidad menor
que el primero. En este caso, los vo´rtices se reﬂejan y se adquiere una fase extra ψ que
puede compensarse con theta (ver el libro de Howe (100) pag 486-487).
Habiendo visto como el modelo aerodina´mico puede explicar la estructura de saltos
resta ver si los taman˜os y velocidades que e´ste requiere son compatibles con la anatomı´a
de la rata. Brudzynski y Fletcher (75) estiman que una velocidad razonable para el
ﬂujo de aire en la laringe es de, aproximadamente, 40 m/s; eso dar´ıa un rango para
Uc de entre 20 m/s y 40 m/s. Lo cual implica que para el modo fundamental (m = 1)
produzca frecuencias en el rango de 20-40 kHz el valor de L debe ser cercano a 1 mm.
En un abstract sin publicar Sanders et al. (54) reportan que, durante la emisio´n de
vocalizaciones ultraso´nicas, las cuerdas vocales se encuentran totalmente cerradas y no
vibran. Observan tambie´n que se forma una pequen˜a abertura (de aproximadamente
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Figura 6.5: Mapa de saltos con rectas dadas por la ec 6.4 - Misma ﬁgura que
la 6.3 junto con las rectas correspondientes a los distintos saltos. El histograma, en este
caso esta´ simetrizado (es decir que se cuentan juntos saltos hacia arriba o hacia abajo).
Esto resalta un poco la estructura. La recta de pendiente 3/4 fue puesta del lado sime´trico
(como 4/3) para hacer ma´s sencilla la visualizacio´n del gra´ﬁco.
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1 mm) entre los cart´ılagos aritenoides. Brudzynski y Fletcher sugieren que el segundo
oriﬁcio podr´ıa estar formado por la oclusio´n parcial de la epiglotis dando un taman˜o
de la cavidad de aproximadamente 1 mm (ver ﬁgura 6.6).
Figura 6.6: Anatomı´a del tracto respiratorio de la rata - Ep: epiglotis; Ett: huesos
etmoides; Eu: apertura de Trompa de Eustaquio; Fd: Pliege cubriendo la diastema; HP:
Paladar Duro; Hr: Paladar rugoso; In: Coana; Ini: Incisivo inferior; Inu: Incisivo superior;
Lar: Laringe; Ll: Labio inferior; Lu: Labio Superior; Ma: Fragmento inferior Mandibula;
Mo: Tres molares (superiores omitidos); NC: Cavidad Nasal; No: Fosas nasales; NP: Pasaje
nasal; Nph: Nasofaringe; Ns: Huesos nasales; Oe: Eso´fago; Oph: Orofaringe; Rhi: Rinario;
SP: Paladar Blando; To: Parte rostral de la lengua; Tr: Tra´quea; VF:Cuerdas Vocales.
Reproducido de Brudzynski, Fletcher(75)
Un aspecto que no discutimos es que la ecuacio´n 6.3 nos permite calcular que´ po-
sibles valores de frecuencias presentara´ el sistema en caso de que se desarrolle un
flujo de vo´rtices de aro. Pero esto no pasa para cualquier escala y velocidades del sis-
tema. Para explorar si los taman˜os de cavidad, oriﬁcios y velocidades que mencionamos
dan lugar a inestabilidades perio´dicas en el ﬂujo (vo´rtices) decidimos simular un modelo
crudo de laringe usando un ﬂujo bidimensional. Las simulaciones de dina´mica de ﬂuido
son computacionalmente costosas y suelen requerir el uso de clusters de PCs. En las
u´ltimas de´cadas, el me´todo de cuadricula de Boltzmann (me´todo LB ) surgio´ como un
esquema competitivo para simular ﬂujos cuasi incompresibles. El me´todo es paraleli-
zable y particularmente adaptable a ser programado en una unidad de procesamiento
gra´ﬁco (placa de video o GPU en ingle´s). Una placa de video posee miles de CPUs que
contrastan con los 4 u 8 que suele tener una PC convencional. Esto hace posible realizar
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simulaciones de ﬂuidos complejas en una PC convencional (incluso una laptop); simu-
laciones que tendr´ıan tiempos de corrida prohibitivamente largos si se ejecutaran en el
procesador principal. Nosotros usamos la librer´ıa Sailﬁsh de Michal Januszewski (101)
que implementa el me´todo LB con directivas de alto nivel en Python. Usando Sailﬁsh,
armamos un modelo crudo de laringe como una caja rectangular de 1 mm de ancho y 3
mm de alto con dos aperturas de 1 mm de dia´metro cada una. Usamos una cuadr´ıcula
de 150x300 con un ∆x = 2.10−5m/div un ∆t = 3, 3.10−8s/it, velocidades nume´ricas
de entre 0.01 y 0.1 (con 0.05 equivalente a 30m/s), viscosidad nume´rica ν = 1, 4.10−3.
Estos valores adimensionales de la simulacio´n fueron elegidos de manera tal que sean
compatibles con los valores f´ısicos que ya describimos en esta seccio´n tomando valores
para la densidad y viscosidad del aire a 35◦ C. Describimos los resultados de estas
simulaciones a continuacio´n.
Logramos obtener oscilaciones auto sostenidas para velocidades superiores a 6 m/s.
Por debajo de ese valor el ﬂujo era uniforme y no presentaba oscilaciones. Las frecuen-
cias obtenidas dentro de los rangos ﬁsiolo´gicos de velocidad abarcan el rango entre los
8 KHz y los 60 KHz compatible con el rango de las vocalizaciones ultraso´nicas. La fre-
cuencia de oscilacio´n aumenta linealmente con la velocidad hasta que en cierto punto
salta a una nueva frecuencia y continua subiendo linealmente (ver ﬁgura 6.7). Creemos
que se trata de un salto entre el modo 1 y el modo 2. De ser as´ı deber´ıamos ver un
u´nico vo´rtice dentro de la cavidad en el primer caso y dos vo´rtices en el segundo. Esto
es efectivamente lo que observamos. En la ﬁgura 6.8 mostramos algunos cuadros que
ilustran la evolucio´n temporal del ﬂujo en cada modo. Se observa tambie´n en la ﬁgura
6.7 un salto ma´s, posiblemente un modo 4. Para velocidades mayores, la simulacio´n se
vuelve inestable.
6.3.1. Conclusiones
En esta hemos presentado evidencias a favor de un modelo aerodina´mico para la
produccio´n de vocalizaciones ultraso´nicas en la rata. Vimos que la estructura del mapa
de saltos pod´ıa entenderse (al menos en parte) a partir de un modelo de silbato bird-call
sencillo en el que el ﬂujo se aproxima por una serie de vo´rtices discretos y la frecuencia
del sistema esta´ dada por un acople entre la frecuencia de emisio´n de vo´rtices y la
frecuencia del sonido emitido en el segundo oriﬁcio. Para comparar con un escenario
ma´s realista, simulamos ﬂujos en 2 dimensiones con una geometr´ıa sencilla y para´metros
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Figura 6.7: Frecuencia de oscilacio´n en funcio´n de la velocidad - Los puntos azules
corresponden a simulaciones con velocidad ascendente y los rojos a velocidad descendente.
Se observa un feno´meno de histe´resis pues el sistema nunca vuelve a caer al modo 1.
Tambie´n al ir bajando la velocidad aparece una regio´n en la que el sistema no oscila (entre
los 15 m/s y los 18 m/s).
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Figura 6.8: Evolucio´n temporal del flujo - Los gra´ﬁcos muestran el valor absoluto
de la vorticidad a distintos tiempos. A la izquierda se observa la evolucio´n temporal del
modo 1 y a la derecha el del modo 2. Notar que a la izquierda se ve un u´nico vo´rtice en
cada cuadro mientras que a la derecha cuando un vo´rtice esta´ impactando en el borde de
la cavidad se puede ver otro cerca de la mitad
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aproximados a los reales. Obtuvimos oscilaciones cuyas frecuencias esta´n en el rango
de las frecuencias t´ıpicas emitidas por las ratas y tambie´n observamos la existencia de
saltos. Ser´ıa interesante construir un sistema dina´mico de baja dimensionalidad que
permita estudiar anal´ıticamente las regiones de estabilidad de los distintos modos. A
su vez, resultar´ıa u´til contar con datos del ﬂujo durante la emisio´n de una vocalizacio´n
y separar las contribuciones de Uc y de L a los cambios en frecuencia.
6.4. Control Vocal
En el cap´ıtulo introductorio de la parte de vocalizaciones (cap´ıtulo 4) estuvimos dis-
cutiendo algunos de los trabajos previos sobre el condicionamiento (cla´sico u operante)
de vocalizaciones audibles en la rata con resultados contradictorios. Sin embargo, no
hay ningu´n reporte de condicionamiento operante de las vocalizaciones ultraso´nicas.
Nosotros construimos un dispositivo experimental para entrenar a las ratas a vocalizar
de manera operante frente a la presentacio´n de un est´ımulo.
6.4.1. Configuracio´n Experimental
El dispositivo consiste en una sala de entrenamiento incorporada dentro de la jaula
donde se alojan los animales. A diferencia de un esquema de entrenamiento convencio-
nal, donde cada sujeto es retirado de su jaula para ser llevado a un sitio especial donde
es entrenado por determinado tiempo, en nuestro dispositivo los animales pueden salir
y entrar cuando quieran de la sala de entrenamiento. Esto supone una diﬁcultad adicio-
nal ya que requiere una automatizacio´n casi total del entrenamiento pero una vez que
funciona permite simpliﬁcar ampliamente la tarea de entrenamiento. A continuacio´n
sigue una descripcio´n detallada del aparato.
La caja que contiene a todo el dispositivo y sirve para alojar a las ratas esta´ hecha
de acr´ılico transparente y mide 80 cm de ancho, 30 cm de alto y 50 cm de profundidad.
Una separacio´n de acr´ılico divide la zona de vivienda de la sala de entrenamiento que
ocupa una porcio´n menor del total de la jaula (25 cm de ancho). Dentro de la sala de
entrenamiento hay una jaula de metal que se encuentra elevada del nivel del piso ya
la que se accede por una pequen˜a escalera y oriﬁcio en el separador de acr´ılico. Las
caras de acr´ılico internas a la sala de entrenamiento (que son inaccesibles a la rata pues
e´sta queda dentro de la jaula meta´lica) se encuentran insonorizadas por recubrimientos
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de espuma acu´stica. Tambie´n dentro de la sala de entrenamiento y exterior a la jaula
meta´lica hay una ca´mara de video USB y un micro´fono capacitivo ultraso´nico (iguales
a los usados en la arena de dia´logos). Para poder detectar la presencia de una rata
colocamos un par la´ser-fotodiodo que cruza de lado a lado y es interrumpido por el
cuerpo del animal cuando esta´ dentro de la jaula de entrenamiento. Con el objetivo
de poder identiﬁcar separadamente los datos de cada individuo ubicamos un sensor
de RFID (como el de la tarjeta SUBE) a la entrada de la jaula y cada animal tiene
colocado un chip RFID que lo identiﬁca. Por fuera de la jaula y en la misma direccio´n
que la ca´mara y el micro´fono hay un pequen˜o can˜o meta´lico (de 0,5 mm de dia´metro)
que viene del exterior de toda la jaula acr´ılica y permite entregar una recompensa
(ya sea agua o agua azucarada). Del lado externo, el tubo es de pla´stico y viene de un
recipiente elevado que funciona como tanque. El recorrido del tubo pla´stico se encuentra
interrumpido por una electro-va´lvula que permite controlar la dosis de la recompensa.
Nuevamente dentro de la sala, formando una cruz entre el ﬁnal del can˜o meta´lico y la
jaula hay dos pares de la´ser-fotodiodo que son interrumpidos por la rata al buscar la
recompensa. A la altura del micro´fono, hay distintos leds de colores que servira´n como
claves visuales para del comportamiento operante. Las sen˜ales de ca´mara y micro´fono
se conectan directamente a la PC, al puerto USB y a una placa de adquisicio´n A/D
respectivamente. Todas las dema´s sen˜ales de: sensor RFID, fotodiodos, leds y electro-
va´lvula son controladas por una placa Arduino que se encuentra adosada a la cara
externa de toda la jaula acr´ılica. La placa Arduino se conecta a la PC mediante el
puerto USB. Un esquema de todo esto puede verse en la ﬁgura 6.9.
Hay dos elementos de software que controlan el desarrollo del experimento. Co´digo
de MATLAB controla desde la PC el funcionamiento general del experimento y al-
macena los datas mientras que co´digo de C en la placa Arduino controla el desarrollo
de cada ensayo (trial). Ambos se comunican serialmente en el intervalo entre trials. A
continuacio´n describimos el ﬂujo de funcionamiento. Para simpliﬁcar la descripcio´n en
lugar de decir: el co´digo dentro de la placa Arduino diremos simplemente Arduino y
en lugar de: el co´digo de MATLAB diremos sencillamente MATLAB. Empezamos la
descripcio´n con la sala de entrenamiento vac´ıa. Arduino chequea perio´dicamente el es-
tado del haz de la´ser que detecta la presencia de una rata. Si una rata ingresa a la sala,
pide al sensor RFID el co´digo que identiﬁca al individuo y se lo pasa v´ıa comunicacio´n
serial a MATLAB. MATLAB selecciona el programa de entrenamiento adecuado para
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ese individuo y le pasa a Arduino los para´metros del pro´ximo trial. Ma´s adelante, cuan-
do describamos el protocolo, detallaremos cuales son esos para´metros. Arduino ejecuta
el trial y, segu´n la respuesta de la rata, entrega o no una recompensa. Dado que las
respuestas son vocalizaciones, quien monitorea permanentemente y en tiempo real para
decidir si hubo o no un vocalizacio´n es MATLAB y env´ıa una sen˜al por un pin digital a
Arduino cuando esto ocurre (esto es ma´s ra´pido que la comunicacio´n por puerto serial).
El desarrollo de un trial es el siguiente. Se enciende una de dos luces posibles de
acuerdo al tipo de trial (SD o S∆) que permanecera´ encendida por un ma´ximo de 5
segundos. Si se trata de un trial SD la rata debe vocalizar. Si esto ocurre, se apaga la
luz, se escuchan 3 clics y la va´lvula entrega una recompensa (una gota de agua o agua
con azu´car). Si la rata no responde dentro de los 5 segundos, la luz se apaga y no hay
recompensa. En el caso de un trial tipo S∆, se prende otra luz y la contingencia es al
reve´s. Si la rata vocaliza se apaga la luz y no da recompensa y si la rata permanece en
silencio los 5 segundos recibe la recompensa al ﬁnal. Los trials esta´n separados por una
pausa de 250 ms. Para fomentar que las ratas ingresen en la ca´mara de entrenamiento
se ofrecen tambie´n recompensas libres en forma aleatoria entre trial y trial. Las recom-
pensas son menores (en volumen de agua) a las que corresponden a responder un trial
correctamente y esta´n acompan˜adas por un u´nico clic. La probabilidad de recompensas
libres se corrige automa´ticamente de manera tal de asegurar que la rata recibe un piso
mı´nimo de recompensas por minuto y se hace cero en cuanto el desempen˜o de la rata
mejora y obtiene sus recompensas como resultado de haber respondido correctamente.
La probabilidad de que se presente un trial SD o un S∆ depende de las respuestas de
la rata; de manera tal, que recibe una proporcio´n mayor del tipo de trials en el que
haya cometido ma´s errores. Esto garantiza que no es una estrategia va´lida responder
siempre igual y recibir la mitad de las recompensas.
Para veriﬁcar que nuestro dispositivo funciona decidimos entrenar antes que el com-
portamiento vocal un comportamiento motor que sabemos puede ser condicionado de
manera operante: el nose poking (que consiste en que la rata introduce su nariz en un
oriﬁcio). Para esto, agregamos a la jaula una cavidad con un led infrarrojo y un foto-
diodo (lo que se conoce como un nose port). Todo lo que describimos anteriormente
permanece igual, la u´nica diferencia es que la respuesta es motora en lugar de vocal.
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Figura 6.9: Configuracio´n del dispositivo experimental - No se indican las cone-
xiones desde y hacia la placa Arduino para no afectar la legibilidad del dibujo. Todos los
elementos excepto el micro´fono y la ca´mara esta´n conectados a la placa. Ver texto para
una descripcio´n detallada.
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6.4.2. Resultados
En primera instancia presentamos los resultados del entrenamiento de una accio´n
motora que sabemos que puede ser condicionada operantemente: el nose poking. Entre-
namos con este protocolo a dos individuos. Resumimos, en la ﬁgura 6.10, el desempen˜o
de uno de ellos en las distintas etapas del entrenamiento y a medida que la tarea se
va haciendo cada vez ma´s dif´ıcil. La ﬁgura esta´ dividida en distintas etapas. En la
etapa 1, so´lo se presentan trials del tipo SD y se puede ver como la rata aumenta su
proporcio´n de respuestas correctas (y por lo tanto disminuye la cantidad de trials con
recompensa gratis). En la etapa 2, se introducen los trials S∆ y se observa una ca´ıda
inicial del desempen˜o seguido de una paulatina mejora. En la etapa 3, se acorta el
tiempo ma´ximo de duracio´n del trial de 10 s a 5 s. Nuevamente, se observan ca´ıdas en
el desempen˜o hasta que ﬁnalmente la fraccio´n de correctos se estabiliza (en la etapa
4) alrededor del 70%, aunque con variaciones considerables. Mostramos, tambie´n en la
misma ﬁgura, histogramas de tiempo de respuesta para los trials SD (los trials en los
que la rata debe responder). Ah´ı se puede ver como en los primeros trials la distribucio´n
es aproximadamente exponencial y no hay un tiempo de respuesta claro mientras que
en los u´ltimos se observa un pico deﬁnido. Es llamativa la variabilidad del desempen˜o
en la etapa ﬁnal, una vez que ya aprendieron la tarea. Es probable que e´sta se deba a
que, como las ratas pueden entrar y salir a voluntad de la sala de entrenamiento, no
siempre que entren en ella sera´ en busca de recompensa. Sin embargo, el haz de la´ser
detecta, de todas formas, la presencia de una rata y comienza a presentar trials a los
cuales la rata puede no estar prestando atencio´n. Para solucionar esto, decidimos usar
los haces la´ser que se encuentran frente al tubo de recompensas (que sirven para saber
si la rata busco´ la recompensa o no) como forma de que la rata inicie los trials. Es
decir que la rata tiene que interrumpir los haces del tubo de recompensa por un cierto
tiempo para iniciar un trial. El aprendizaje de este nuevo esquema se muestra en la
ﬁgura 6.11 (hasta el trial 10000).
Hasta ahora todo parece indicar que el protocolo de entrenamiento funciona co-
rrectamente. Una u´ltima prueba que se suele hacer para mostrar el comportamiento
operante es invertir la regla. Esto se muestra tambie´n en la ﬁgura 6.11, donde en el trial
10000 se procede a dar vuelta la contingencia. A partir de ese trial, el est´ımulo asociado
a SD pasa a ser el de S∆ y viceversa. Se puede ver como el desempen˜o cae ra´pidamente
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Figura 6.10: Entrenamiento de una Rata - La evolucio´n del entrenamiento se muestra
de manera continua pero dividida en distintas escalas temporales para apreciar diferentes
fases de la misma. Las tres primeras ﬁlas corresponden a tres medidas del desempen˜o
de la rata a medida que avanzan los trials. En la primera ﬁla, mostramos la fraccio´n de
trials correctos; en la segunda, la fraccio´n de trials presentados separados segu´n su tipo
y, ﬁnalmente, en la tercera ﬁla, presentamos los tiempos de respuesta separados tambie´n
segu´n el tipo de trial. En la u´ltima de las ﬁlas mostramos la distribucio´n de tiempos de
respuesta para trials del tipo SD en distintos momentos del entrenamiento (indicados con
sombra). En la etapa 1, so´lo se presentan trials del tipo SD y se puede ver como la rata
aumenta su proporcio´n de respuestas correctas (y por lo tanto disminuye la cantidad de
trials con recompensa gratis). En la etapa 2, se introducen los trials S∆ y se observa una
ca´ıda inicial del desempen˜o seguido de una paulatina mejora. En la etapa 3, se acorta el
tiempo ma´ximo de duracio´n del trial de 10 s a 5 s. Nuevamente, se observan ca´ıdas en
el desempen˜o hasta que ﬁnalmente la fraccio´n de correctos se estabiliza (en la etapa 4)
alrededor del 70% aunque con variaciones considerables.
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para luego recuperarse paulatinamente a niveles previos a la manipulacio´n.
Figura 6.11: Inversio´n de la regla - Desempen˜o para los dos animales entrenados en
la modalidad de inicio voluntario de trials. Se muestra tambie´n lo que ocurre cuando, en
el trial 10000, se invierte la regla; es decir, el est´ımulo asociado a SD pasa a ser el de S∆
y viceversa.
Ahora s´ı, estamos en condiciones de observar que´ ocurre si repetimos este protocolo
de entrenamiento no ya para una accio´n motora sino para una vocalizacio´n. En la
ﬁgura 6.12 presentamos la proporcio´n de respuestas correctas para la primera fase de
entrenamiento, es decir, cuando solamente se presentan trials del tipo SD. En esta fase
esperar´ıamos que la tasa de vocalizaciones aumente a medida pasan los trials, lo cual
se ver´ıa reﬂejado en un aumento de la proporcio´n de aciertos. Sin embargo, se puede
ver que, a diferencia de lo que ocurre en la primera fase de la ﬁgura 6.10, las ratas no
desarrollan un comportamiento consistente. Muchos de los individuos presentan picos
con momentos de alta tasa de vocalizacio´n. Esto se debe a que, dado que todas las ratas
viven juntas en la jaula anexa a la sala de entrenamiento, cuando se producen momentos
de interaccio´n social fuerte (juego o pelea) esto estimula la produccio´n vocal de la rata
que se encuentra en ese momento en la sala de entrenamiento. En principio, e´sta es una
caracter´ıstica deseable ya que sirve para fomentar el comportamiento que queremos
llevar bajo control operante. Varios individuos presentan altas tasas de vocalizacio´n
al comienzo, cuando recie´n fueron puestas en la jaula y hay una interaccio´n social
ma´s intensa entre ellos. Los u´nicos dos sujetos que presentaron un comportamiento
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relativamente consistente y tasas de vocalizacio´n sostenidas en el tiempo son R4 y R6.
Sin embargo, sus comportamientos distan de lo observado en el caso de la accio´n motora
donde alrededor del trial nu´mero 1000 ya se obten´ıan respuestas correctas en el 90%
de los trials.
Por estas razones, solo R4 y R6 fueron expuestos a trials del tipo S∆. Los resultados
de esa etapa posterior se muestran en la ﬁgura 6.13. El desempen˜o de ambas ratas se
mantiene estable y en valores bajos. Nada parece indicar que haya signos de aprendi-
zaje. No hay diferencias signiﬁcativas en los tiempos de respuesta para trials del tipo
SD (aciertos) y para trials S∆ (errores) excepto al comienzo y solo en el caso de R4.
Esto se debe a que a R4 (la primera rata en ser presentada con trials S∆) se le presen-
taron inicialmente trials S∆ que no estaban atados a la contingencia; es decir, que no
eran recompensados por no vocalizar durante ellos. Esto se hizo porque, dado que las
ratas esta´n, naturalmente, relativamente calladas, al introducir trials S∆ comenzar´ıan
a recibir recompensas que podr´ıan ser percibidas como “gratis”.
A pesar de que no logran producir el comportamiento de manera operante, es lla-
mativo que R4 y R6 lograron de alguna forma conservar una tasa de vocalizaciones
razonable como para obtener algunas recompensas. Ma´s au´n, el tiempo de respuesta, si
bien no distingue entre ambas condiciones, es relativamente estable; esta´, de alguna for-
ma, atado al inicio del trial. ¿Co´mo es que logran esto sin tener un control voluntario?
Veremos que la vocalizacio´n parece estar atada a un respuesta emocional provocada
por la recompensa. Para estudiar esto, podemos hacer un histograma de los tiempos
de respuesta para 4 condiciones distintas: si los trials son SD o S∆ y si el trial anterior
fue recompensado o no. Esto es lo que mostramos en la ﬁgura 6.14. Ah´ı se puede ver
como la distribucio´n presenta un pico solo en los casos en los que el trial fue precedido
por uno recompensado, indistintamente de si se trata de un SD o un S∆. En efecto,
esto es consistente con la interpretacio´n de la vocalizacio´n como una respuesta afectiva
positiva frente a la experiencia placentera de la recompensa.
Toda la evidencia presentada hasta ahora indica que las vocalizaciones son, en
efecto, muy distintas de otros gestos motores (como por ejemplo el nose poking) y que
no pueden ser puestas bajo control operante. Cinco de los siete animales entrenados
simplemente no pudieron incrementar su tasa de vocalizaciones para conseguir una
recompensa a pesar de haber sido expuestos a decenas de miles de contingencias incluso
en situaciones sociales, dadas por la cohabitacio´n con otras ratas, que los llevaban
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Figura 6.12: Entrenamiento Vocal - Desempen˜o para siete ratas en la primera fase
de entrenamiento. Todos los trials son SD, es decir que los sujetos deben vocalizar lo ma´s
posible para maximizar las recompensas. Sin embargo, no se observa un comportamiento de
vocalizacio´n consistente. Solo R4 y R6 mostraron una tasa de vocalizaciones relativamente
sostenida en el tiempo y fueron, entonces, presentados con trials S∆
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Figura 6.13: Entrenamiento Vocal segunda fase - R4 (paneles de la izquierda) y R6
(derecha) son expuestos a Trials del tipo S∆. R4 fue el primer sujeto en ser expuesto a
este tipo de trials y en primera instancia los presentamos sin contingencia, es decir, no
recompensaban por ser completados correctamente. Luego, segu´n se indica en la ﬁgura,
comenzamos a recompensar los trials S∆. R6 fue directamente expuesto a los trials en
conjunto con la contingencia.
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Figura 6.14: Histogramas de tiempo de Respuesta segu´n distintas condiciones
- Todos los histogramas corresponden a R4. Los tiempos de respuesta esta´n separados de
acuerdo al tipo de trial en el que fueron medidos. Se los separa tambie´n por el desempen˜o
de la rata en el trial anterior; es decir, si recibio´ o no recibio´ recompensa. Se puede observar
que los trials posteriores a recibir una recompensa (indistintamente de que tipo de trial se
trate) presentan un tiempo de respuesta atado al inicio del trial. En cambio, esto no ocurre
si el trial anterior no fue recompensado.
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a vocalizar naturalmente y recibir recompensas. Los dos individuos que si lograron
vocalizar establemente en proporciones cercanas a la mitad de los trials no pudieron
ajustar ese comportamiento a los cambios en un est´ımulo externo; es decir, atar sus
vocalizaciones a los momentos SD y no a los S∆. Ma´s au´n, en estos individuos vimos que
la respuesta de vocalizacio´n ocurr´ıa un cierto tiempo despue´s de recibir una recompensa
independientemente del tipo de trial que fuera presentado.
Algo que nos llamo´ la atencio´n, sin embargo, es que el tipo de vocalizaciones que
hac´ıan, tanto R4 como R6, hacia el ﬁnal del experimento eran muy estereotipadas. En la
ﬁgura 6.15 mostramos ejemplos de vocalizaciones de R6 al comienzo del experimento y
vocalizaciones del ﬁnal. Se puede ver mucha ma´s variabilidad en las primeras, mientras
que la segundas son vocalizaciones con poca modulacio´n y de frecuencia similar. Esto
no se debe sin embargo a una deriva “natural” del tipo de vocalizaciones con el tiempo,
pues, terminado el experimento, grabamos vocalizaciones en la arena de dialogo y se
vuelve a obtener mayor riqueza (tambie´n mostrado en la ﬁgura 6.15). El mismo efecto
se puede ver como un cambio gradual en la composicio´n de las nubes en los mapas de
propiedades como los que usamos en el cap´ıtulo pasado (ver ﬁgura 6.16).
No sabemos a que se debe esta deriva pero es posible que reﬂeje un intento de
alterar las variables que s´ı pueden ser controladas voluntariamente para incrementar
la probabilidad de una vocalizacio´n. Algunas de estas variables podr´ıan ser: la presio´n
de los pulmones, la forma del tracto vocal, la postura del torso, la de la cabeza. Esto
podr´ıa favorecer la produccio´n de vocalizaciones que sean artiﬁciales, y con propiedades
acu´sticas distintas a las vocalizaciones “naturales”.
6.4.3. Conclusiones
En esta seccio´n exploramos el grado de control voluntario de las ratas durante la
emisio´n de vocalizaciones ultraso´nicas. Para esto construimos un dispositivo de entre-
namiento de 24 hs con dos modos de funcionamiento: uno motor y otro vocal. Usando
este dispositivo nos fue posible entrenar fa´cilmente un gesto motor (nose poking) de
manera operante. Las ratas ejecutaban el gesto frente a la presentacio´n de un est´ımu-
lo y lo evitaban frente a la presentacio´n de otro con tasas de e´xito cercanas al 90%.
Ma´s au´n, nos fue posible invertir la regla y, luego de cierto tiempo, recuperar valores
de desempen˜o similares a los que hab´ıa previamente a esta manipulacio´n. A pesar del
e´xito del dispositivo para entrenar un gesto motor, no nos fue posible usar el mismo
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Figura 6.15: Ejemplos de Vocalizaciones - Ejemplos de vocalizaciones de R6 en dis-
tintos momentos. INICIO: vocalizaciones al inicio del experimento. FINAL: Vocalizaciones
del ﬁnal del experimento. DIALOGO: vocalizaciones luego de terminado el experimento
grabadas en al arena de dia´logos.
protocolo para entrenar vocalizaciones de manera operante. De las siete ratas entre-
nadas solo dos pudieron mantener un nivel estable de vocalizaciones pero ninguna de
las dos pudo emitirlas de manera contingente a un est´ımulo externo. Todo esto parece
indicar que el grado de control voluntario de las vocalizaciones ultraso´nicas es muy bajo
o inexistente.
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Figura 6.16: Cambios en los mapas de R6 - Cambios en los mapas de R6 a lo largo
del entrenamiento. Toda la secuencia de trials completa mostrada en las ﬁguras 6.12 y 6.13
se presenta aqu´ı dividida en 9 intervalos temporales de igual duracio´n. Se puede ver como
cambia la conformacio´n de las nubes.
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Hemos llegado al ﬁnal del viaje. Dimos una vuelta al bucle de la comunicacio´n
recorriendo cada una de las tres grandes a´reas Jamesianas y aprendimos algunas cosas
en el camino. Empezamos estudiando una puerta de entrada: el reconocimiento de
la palabra hablada. Analizamos una ilusio´n que se produce frente a la escucha de
una palabra repetida y pudimos mostrar que cumple con todas las caracter´ısticas de
un feno´meno de percepcio´n biestable. Esto pone de maniﬁesto cabalmente co´mo la
estrategia de percibir est´ımulos ambiguos alternando las hipo´tesis ma´s probables, es
una estrategia muy general de nuestros cerebros. A la vez, pensar el reconocimiento de
palabras como feno´meno biestable nos permitio´ sugerir que hay un elemento faltante
en los modelos tradicionales: la adaptacio´n. La adaptacio´n es la que permite que el
percepto ganador de la competencia, disminuya su actividad lentamente para dejar
paso al percepto que le siga en nivel de plausibilidad.
Siguiendo nuestro recorrido, pasamos al procesamiento y elaboracio´n del est´ımulo
(pensamiento). All´ı estudiamos algunos aspectos de la forma de organizacio´n sema´ntica
de los conceptos en nuestras mentes. Usamos el texto escrito como ancla para deﬁnir
algor´ıtmicamente una nocio´n de signiﬁcado a partir de la estad´ıstica de co-ocurrencias
entre palabras. Esto nos permitio´ estudiar de manera cuantitativa la evocacio´n es-
ponta´nea de un pensamiento por otro (asociacio´n libre). Tratamos de entender este
proceso como una caminata aleatoria en un espacio deﬁnido por la estad´ıstica de textos
y vimos que ningu´n modelo de vecinos acotado es capaz de capturar esa dina´mica. Tu-
vimos que recurrir entonces a modelos libres de escala. Ocurre que al asociar libremente
nos permitimos hacer algunas conexiones de largo alcance que no son comunes en el
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texto escrito.
Finalmente, llegamos a la u´ltima etapa que corresponde al agente efectuando un
cambio en el ambiente; en nuestro caso, eso correspondera´ a vocalizar. Hicimos aqu´ı un
gran salto y pasamos a estudiar las vocalizaciones no en humanos sino en ratas. Deﬁni-
mos propiedades acu´sticas tiempo a tiempo que nos permitieron reconocer segmentos
estereot´ıpicos que componen cada vocalizacio´n. Luego, vimos que las transiciones entre
esos segmentos no eran aleatorias sino que hab´ıa secuencias que se repet´ıan ma´s de
lo que esperar´ıamos por azar. Esto nos permitio´ recuperar algunas de las categor´ıas
deﬁnidas ad-hoc por otros grupos de investigacio´n pero en forma justiﬁcada por la es-
tructura emergente de los datos. Armados con nuestras categor´ıas pudimos estudiar
co´mo e´stas se estructuran en el tiempo y vimos que hay un efecto de orden y que el
sistema tiene memoria. Todo esto sugiere que si bien no parece haber reglas estrictas
hay una estructuracio´n probabil´ıstica de las categor´ıas en el tiempo. Pudimos observar,
adema´s, interacciones entre individuos que se hacen visibles en una correlacio´n negativa
de sus tasas de vocalizacio´n a escalas temporales cortas.
Adicionalmente, pudimos explorar otros aspectos de las vocalizaciones utraso´nicas.
Vimos que hay una fuerte correlacio´n entre la locomocio´n y la tasa de vocalizacio´n pe-
ro, tambie´n, que no es la vocalizacio´n un simple subproducto de la caminata. Pudimos
explorar, tambie´n, los mecanismos f´ısicos de produccio´n sonora. Observamos que los
saltos de frecuencia presentes en las vocalizaciones corresponden a modos de funciona-
miento de una cavidad resonante y mostramos que eso es consistente con modelos de
silbato aerodina´mico para la produccio´n. Logramos simular un modelo aerodina´mico
sencillo con magnitudes realistas y compatibles con la anatomı´a de la rata que produjo
perturbaciones perio´dicas en el rango de frecuencias esperado.
En un u´ltimo experimento, evaluamos el grado de control voluntario que las ratas
poseen durante la emisio´n de vocalizaciones ultraso´nicas. Para esto disen˜amos una
jaula de entrenamiento de 24 hs totalmente automatizada. El protocolo establecido nos
permitio´ entrenar operantemente un gesto motor (nose poking) pero no nos fue posible
hacer lo mismo con las vocalizaciones. Todo parece indicar que el grado de control
voluntario de las vocalizaciones es limitado.
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