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This paper focuses on accuracy and interpretability issue of fuzzy model approaches. In
order to balance the trade-off between both of the aspects, a new fuzzy model based
on experience-oriented learning algorithm is proposed. Firstly, support vector regression
(SVR) with presented Mercer kernels is employed to generate the initial fuzzy model
and the available experience on the training data. Secondly, a bottom-up simplification
algorithm is introduced to generate reduced-set vectors for simplifying the structure of
the initial fuzzy model, at the same time the parameters of the simplified model derived
are adjusted by a hybrid learning algorithm including linear ridge regression algorithm and
gradient descent method based on a new performance measure. Finally, taking the results
from two-dimensional sinc function approximation and fuzzy control of the bar and beam
system, the proposed fuzzy model preserves nice accuracy and interpretability.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Fuzzy systems have demonstrated their ability for modeling or control in a huge number of applications. The key to their
success and interest is the ability to incorporate human knowledge, so that the information mostly provided for many real-
world systems could be discovered or described by fuzzy statements. Developing and establishing fuzzy systems is fuzzy
modeling (FM), which considers model structures in the form of fuzzy rule-based systems and constructs them by means of
different parametric system identification techniques [1].
In recent years, the interest in data-driven approaches to FM has increased. On the basis of limited training data set,
fuzzy systems can be effectively modeled by means of some learning mechanisms, and the fuzzy model after learning
tries to infer the true information. In order to assess the quality of the obtained fuzzy models, there are two contradictory
requirements [2]: interpretability, capability to express the behavior of the real system, and the accuracy, capability to
faithfully represent the real system. In general, the search for the desired trade-off is usually performed from two different
perspectives, mainly using certain mechanisms to improve the interpretability of initial accuracy fuzzy models, or to
improve the accuracy of good interpretable fuzzy models. For example, Gustafson–Kessel or Gath–Geva fuzzy clustering
is usually employed to identify the initial accuracy fuzzy models [3], and subsequently similarity measures of fuzzy sets or
orthogonal transformation methods are applied to improve the interpretability of the obtained model even at the expense
of losing certain accuracy [4,5]; otherwise, Delgado uses fuzzy C-means clustering to generate interpretable fuzzy models,
and then tunes the parameters with genetic algorithm to increase accuracy [6]. Here, the accuracy is the performance of
fuzzy systems in terms of approximation evaluated over training data set, since there is always the chance of indirectly
improving the accuracy in terms of generalization when improving interpretability. Actually, the accuracy requires the
I Supported by the National Natural Science Foundation of China (60674057).∗ Corresponding author. Tel.: +86 028 87601013.
E-mail addresses: yulong.swjtu@163.com (L. Yu), jian_x@126.com (J. Xiao).
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.10.040
886 L. Yu, J. Xiao / Computers and Mathematics with Applications 57 (2009) 885–895
fulfillment of two important aspects: approximation and generalization. However, most studies about search of a balance of
interpretability–accuracy in FM only focus on the trade-off between approximation accuracy and interpretability, and leave
the generalization alone. It is just conceivable that the possibility mentioned above may happen. Hence, while improving
interpretability for obtaining a transparent rule base, we lose certain approximation but gain uncertain generalization.
Evaluating both approximation and generalization at the same time is still an open issue when improving interpretability.
Themain aim of this paper is to propose some learningmechanism in order to establish an interpretable fuzzymodel which
gives excellent approximation and generalization performance.
It is well known that Support Vector Machine (SVM) has been shown to have the ability of generalizing well to unseen
data, and giving good balance between approximation and generalization [7]. Thus, some researchers have been inspired
to combine SVM with FM in order to take advantages of both of approaches, human interpretability and nice performance.
Therefore, support vector learning for FMhas evolved into an active area of research [8–11]. Chan et al. [8] proposed a support
vector neural network (SVNN) with radial basis function to the modeling of nonlinear dynamic systems. The structure of
SVNN has the same form of the fuzzy basis functions expansion model, but the weights of SVNN were estimated using
linear least-squares algorithm so that the derived model has lost the excellent generalization ability of original model.
Chiang et al. [9] tried to construct fuzzy model with regarding fuzzy basis function whose denominator was removed as
kernel function of the SVM framework, but the optimal choice of fuzzy rules depends heavily on the training data set,
particularly on the learning process of the support vectormodeling, and furthermore the effects of hyperparameters settings
on the properties of the obtained fuzzy inference system was not yet known. The ε-insensitive learning algorithm from
SVR was introduced by Leski [10] to estimate consequence parameters with control of the fuzzy model complexity, and
the antecedent structure and parameters were represented as data-dependent kernel matrix obtained by fuzzy C-means
clustering algorithm in input space. Clearly, the rule number of obtained fuzzy model is equivalent to the cluster number
which is usually difficult to be chosen for the balance of interpretability and accuracy of fuzzy model even though there
are some validation measures for fuzzy C-means. Shen et al. [11] tried to construct new support vector fuzzy adaptive
network (SVFAN) whose rule number directly depends on the number of support vectors. Similarly, the performance is
highly determined by the selection of hyperparameters in SVR.
In general, in the study of combining SVMwith FM, nearly all themethods extract support vectors for the use of fuzzy rules
generation; thereupon one support vector corresponds to one fuzzy rule. This makes the number of support vector equals to
the rule number, which is usually made as few as possible since it is easier to enhance interpretability of fuzzy model as the
rule number decreases. However, as we shall see in examples or experiments, optimal generalization performances of SVM
are achievedwith the number of support vectorsmore or less than 50% training samples [12]. Ifwe tune the hyperparameters
of SVM to reduce the number of support vectors, then the desirable generalization performances will loss. In other words,
when we extract support vectors of the ordinary solution of SVM for generating fuzzy rules, the optimal model selection
procedures, such as cross validation, leave one out, Bayesian evidence framework, etc. [13], will produce too many fuzzy
rules, which will result some redundancy rules in rule base.
In this paper, we solve the trade-off problem between the interpretability and accuracy using a new fuzzy model based
on experience-oriented learning algorithm. Firstly, a connection between fuzzy membership functions and Mercer kernels
is established to get interpretable Mercer kernels, and then the SVR with presented kernels is employed to extract support
vectors for generating initial fuzzy rules. Based on simple equivalent transform, the obtained SVR model is characterized
by TS fuzzy inference procedure. Thus, the experience acquired from SVR becomes available in the form of fuzzy model,
and its prudent usage could be highly advantageous. Secondly, in order to preserve nice performance while improving
interpretability, a bottom-up simplification algorithm is employed to generate reduced-set vectors for simplifying the initial
structure of fuzzy model, at the same time the parameters of simplified model derived are adjusted by a hybrid learning
algorithm including linear ridge regression algorithm and gradient descent method. The performance index is measured by
the difference between the desired output and actual output plus the experience of SVR, i.e., the difference between the
actual output and output of SVR.
The rest of this paper is organized as follows: SVR and fuzzy model are briefly summarized and discussed in Section 2.
Interpretable Mercer kernels are studied in Section 3. Section 4 describes the new fuzzy model proposed, and presents the
associated learning algorithms. Some numerical results about the proposed fuzzy model are shown in Section 5. Finally,
Section 6 concludes this paper.
2. Review of earlier works and analysis
2.1. Fuzzy models and support vector regression
Given observation data from an unknown system, data-driven methods aim to construct a decision function f (x) that
can serve as an approximation of the system. Indeed, both of fuzzy models and SVR are employed to describe the decision
function.
Fuzzy models characterize the system by a collection of interpretable if-then rules, and a general Takagi–Sugeno fuzzy
model which consists of a set of rules with the following structure [3]:
Ri : If x1 is Ai1 and x2 is Ai2 and · · · xd is Aid, then yi = gi(x, βi) for i = 1, 2 . . . , c. (1)
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Here, parameter d is the dimension of antecedent variables x = [x1, x2, . . . , xd]T, Ri is the ith rule in the rule base, and
Ai1, . . . , Aipx are fuzzy sets defined for the respective antecedent variable. The rule consequent gi(x, βi) is a function of the
inputs with parameters βi. Parameter c is the number of fuzzy rules. The decision function in terms of fuzzymodel by fuzzy-
mean defuzzification is:
fFM(x) =
c∑
i=1
(
d∏
j=1
µi(xj)
)
gi (x, βi)
c∑
i=1
(
d∏
j=1
µi(xj)
) (2)
where
∏px
j=1 µi(xj) is the antecedent firing strength, µi(xj) is the membership of xj in the fuzzy set Ai1.
SVR is formulated as minimization of the following functional [7]:
1
2
‖ω‖2 + C
n∑
i=1
(
ξi + ξ ∗i
)
(3)
s.t. −yi + f (xi, ω)+ b ≤ ε + ξi
yi − f (xi, ω)− b ≤ ε + ξ ∗i
ξi, ξ
∗
i ≥ 0, i = 1, 2 . . . n
where C is the regularization parameter. The solution of (3) is used to determine the decision function f (x), and is given by:
fSVR(x) =
c∑
i=1
θ ′i k (x, xi)+ b (4)
where θ ′i = αi − α∗i are subjected to constraints 0 ≤ αi, α∗i ≤ C , c is the number of support vectors, and the kernel
k (x, xi) = 〈Φ(x),Φ(xi)〉 is an inner product of the images in feature space. The model given by (4) is referred to as SVR
model.
Motivated by the underlying concept of granularity, both of kernel in (4) and fuzzy membership function in (3) are
information granules. In details, kernel is a similarity measure between support vector and non-support vector in SVR,
and fuzzy membership functions associated with fuzzy sets are essentially the linguistic granules, which can be viewed
as linked collections of fuzzy variables drawn together by the criterion of similarity. Hence, [8,9,11] regarded kernels as
Gaussian membership function of t-norm-based algebra product
k (x, xi) =
d∏
j=1
exp
(
−
(
xj − xij
σj
)2)
(5)
and incorporated SVR in FM. In (5), xi = [xi1, xi2, . . . xid]T means the support vector in the framework of SVR, but xij is
referred as to the center of Gaussianmembership function. Parameterσj is a hyperparameter of kernel, whereas it represents
dispersion of Gaussian membership function in fuzzy sets theory.
2.2. Combination for trade-off
Combining fuzzy model with SVR, we can build fuzzy system that can use the advantages that each technique offers, so
the trade-off could be balancedwell under this combination. Development of fuzzymodel based on SVR is to extract support
vectors for generating fuzzy rules, so c in both of (2) and (4) is equal. Asmentioned in Section 1, sometimes there are toomany
support vectors which will lead to a redundant and complicated rule base even though the model has nice performance.
Alternatively, we could obtain a reduction of the support vectors, and utilize them to generate a transparent fuzzy model.
Simultaneously, make the fuzzy model to retain the original performance of SVR model, and learn the experience already
acquired from SVR. Hence, an experience-oriented learning algorithm is proposed. In details, a bottom-up simplification
algorithm is employed to obtain reduced-set vectors instead of support vectors for constructing the fuzzy model, and the
parameters are adjusted by a hybrid learning mechanism considering the experience of SVR model on the same training
data set. The obtained fuzzy model keeps the acceptable performances of the original SVR solutions, and at the same time
possesses high transparency. This will pave the way to get good compromise between the interpretability and accuracy of
the fuzzy model.
3. Constructing interpretable kernels
Noticeably, in the previous section the fuzzy model based on SVM is only conceived for Gaussian kernel function like (5).
Actually, there are some other common forms of membership functions as followings.
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Triangle membership function:
µt (x, b, γ ) = max
{
1− |x− b|
γ
, 0
}
, γ > 0. (6)
Generalized bell-shaped membership function:
µb (x, b, a) = 1
1+ ( x−ba )2 , a > 0. (7)
Trapezoidal-shaped membership function:
µtr (x, b, a, c) =

1 b− a ≤ x ≤ b+ a
max
{
1− |x− b| − a
c
, 0
}
otherwise, a > 0, c > 0. (8)
Similar to Gaussian membership function, b is the center of membership functions, parameter γ , a and c mean to the
dispersion. Obviously, one may question whether (6)–(8) could also be used for constructing an admissible Mercer kernel.
Note that (6), (7) or (8) is translation invariant function, so the multidimensional function created by these kinds of
functions based on product t-norm operator is also translation invariant. Furthermore, if we regard the multidimensional
functions as translation invariant kernels, then the following theorem can be used to check whether these kernels are
admissible Mercer kernels.
Theorem ([14]). A translation invariant kernel k(x, xi) = k(x − xi) is an admissible Mercer kernel if and only if the Fourier
transform
F [k] (w) = (2pi)−px/2
∫
Rpx
exp (−j (w · x)) k (x) dx (9)
is non-negative.
For the case of triangle and generalized bell-shaped membership function, the Fourier transform is respectively as
follows:
F [k] (w) = (2pi)−d/2
d∏
j=1
2
(
1− coswjγj
)
w2j γj
(10)
and
F [k] (w) =
(pi
2
)d/2 d∏
j=1
exp
(−aj ∣∣wj∣∣) aj. (11)
Since both of them are non-negative, we can construct Mercer kernels with triangle and generalized bell-shaped
membership function. But the Fourier transform in the case of Trapezoidal-shaped membership function is
F [k] (w) = (2pi)−d/2
d∏
j=1
2
(
coswjaj − coswj(aj + cj)
)
w2j cj
(12)
which is not always non-negative.
In conclusion, the kernel can also be regarded as product type multidimensional triangle or generalized bell-shaped
membership function, but not the trapezoidal-shaped one. The denotation
∏
is also considered as a fuzzy logical operator
which is t-norm-based algebra product. The obtained Mercer kernels could be understood by means of conjunction (and).
Thus, one can assign some meanings to the constructed Mercer kernels to get linguistic interpretability.
4. Experience-oriented fuzzy modeling via reduced-set vectors
In this section, we give detailed FM algorithm considering the balance of trade-off, i.e., experience-oriented fuzzy
modeling via reduced-set vectors.
4.1. Motivation
Given n training data {(x1, y1), . . . , (xn, yn)} ⊂ Rd×R, the goal of experience-oriented fuzzy modeling is to construct a
fuzzymodel like (2) that has good trade-off between interpretability and accuracy.We examine the trade-off using proposed
algorithm with two objectives: to minimize the number of fuzzy rules and maximize the accuracy, i.e., approximation and
generalization performance.
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Firstly, we expected that the experience obtained could provide a guarantee of high accuracy. In deed, how to acquire
the useful experience for FM should be mostly considered. Fortunately, in virtue of the excellent performance of SVR, it
is reasonable to share the successful experience of SVR in FM. Hence, SVR with presented Mercer kernels is employed to
generate initial fuzzy model and the available experience on the training data. Secondly, we expected that reduction of
the rule number could make the resulting rule base more interpretable and transparent. Thus, a bottom-up simplification
algorithm is introduced to generate reduced-set vectors for simplifying the structure of the initial fuzzy model, at the same
time theparameters of simplifiedmodel derived are adjusted by ahybrid learning algorithm including linear ridge regression
algorithm and gradient descent method based on a new performance measure.
Hence, we reformulate (4) through simple equivalent algebra transform, and obtain another expression form:
fSVR(x) =
c∑
i=1
k(x, xi)g ′i
(
x, β ′i
)
c∑
i=1
k(x, xi)
(13)
where c is the number of support vectors,β ′i =
(
θ ′i , b, xj,2
′)are the parameters of function g ′i (x, β ′i ) =∑cj=1 k (x, xj) θ ′i+b,
and2′ = (Θ ′1, . . . ,Θ ′d) denote kernel parameters. Obviously, if k(x, xi) is created by Gaussian, triangle or generalized bell-
shapedmembership function, then (13) is consistent with TS fuzzy inference structure, and has nice performance under the
optimal model selection procedures. However, c , i.e., the number of support vectors, usually becomes quite large so that
the fuzzy model suffers from being uninterpretable. To compensate for the drawback, c should be replaced by a smaller c ′.
Thus, a simplified fuzzy model is presented:
fFM(x) =
c′∑
i=1
d∏
j=1
µi
(
xj, zij,Θj
)
gi (x, βi)
c′∑
i=1
d∏
j=1
µi
(
xj, zij,Θj
) (14)
where c ′ is the number of rules, βi =
(
θi, θ0i, zj,2
)
are consequent parameters of rule consequent gi (x, βi) =∑c′
j=1
∏d
j=1 µi
(
xj, zij,Θj
)
θi + θ0i, and 2 = (Θ1, . . . ,Θd) denote dispersion parameters of membership functions. The
consequent parameter b does not keep unchanged anymore, and it is replaced by θ0i in order to increase the adjustment
ability of each consequent.
Rather than directly extracting support vectors to generate fuzzy rules, we have solved the FM problem by learning
the parameters in (14) while considering the experience of (13). We expect (14) would be able to describe input–output
behavior as same as (13). However, the experience acquired heavily depends on the selection of hyperparameters [12,
15]. Improper selection of these hyperparameters may result in bad performance and bring on useless experience and
information. Here, some selection methods are suggested. Firstly, the regularization parameter C can be given by following
prescription according to the range of output values of training data [12]:
C = max {∣∣y¯− 3σy∣∣ , ∣∣y¯+ 3σy∣∣} · n (15)
where y¯ and σy are the mean and the standard deviation of the training data y, n is the number of training data. Secondly,
v-SVR is employed instead of ε-SVR, since it is easy to determine of the number of support vectors by the adjustment of v.
The adjustment of parameter v can be determined by an asymptotically optimal procedure, and the theoretically optimal
value for Gaussian noise is 0.54 [15]. For kernel parameter2′, k-fold cross validation method is utilized [15].
4.2. Reduced-set vectors
In order to share the experience, we are interested in constructing (14) such that the original (13) is approximated.
As a matter of convenience, k (x, xi) is written as k′ (x, xi) considering its kernel parameters 2′ in (13). Similarly in
(14),
∏d
j=1 µi
(
xj, zij,Θj
)
is replaced by k (x, zi) according to the kernels constructed in Section 3. Then, let G(x) =∑c
i=1 θ
′
i k
′ (x, xi)−∑c′i=1 θik (x, zi)+ b. Thus
|fSRV (x)− fFM (x)| =
∣∣∣∣∣∣∣∣∣
c∑
i=1
θ ′i k
′ (x, xi)+ b−
c′∑
i=1
θik (x, zi)−
c′∑
i=1
θ0ik (x, zi)
c′∑
i=1
k (x, zi)
∣∣∣∣∣∣∣∣∣
=
c′∑
i=1
k (x, zi)
c′∑
i=1
k (x, zi)
|G (x)− θ0i| . (16)
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If let consequent parameter θ0i be G (x0i), then
|fSRV (x)− fFM (x)| ≤ max
i=1,...c′
|G (x)− G (x0i)|
≤ max
i=1,...c′
(∣∣(∇Φ(x)G (x) · (Φ (x)− Φ (x0i)))∣∣+
∣∣∣∣∣ c
′∑
j=1
θj
(
k′
(
x, zj
)− k′ (x0i, zj)− k (x, zj)+ k (x0i, zj))
∣∣∣∣∣
)
.
In order to get a smaller upper bound, we assume that 2′ = 2. Then, according to the Cauchy–Schwartz inequality, the
right side of the inequality above is simplified to
max
i=1,...c′
∥∥∇Φ(x)G (x)∥∥ ‖Φ (x)− Φ (x0i)‖ = ρ max
i=1,...c′
√
k (x, x)+ k (x0i, x0i)− 2k (x, x0i) (17)
where ρ > 0, ρ2 =
∥∥∥∑ci=1 θ ′iΦ (xi)−∑c′i=1 θiΦ (zi)∥∥∥2. Furthermore,
|fSRV (x)− fFM (x)| ≤ ρ max
i=1,...c′
√
2− 2k (x, x0i). (18)
Define ‖·‖∞ as ‖d (x)‖ = supx∈Rd |d (x)|,
‖fSVR − fFM‖∞ <
√
2ρ. (19)
It is expected to get a small ρ in order to make a good approximation. This is the well-known problem of reduced set
in kernel-based methods [16]. A bottom-up simplification algorithm is employed to determine reduced-set vectors zi and
coefficients θi for implementing this case, and the number of fuzzy rules c ′ is determined by maximummarginal difference
(MMD) [17].
4.3. Hybrid learning algorithm
However, the parameter ρ in (17) is not small enough in many situations. Hence, A hybrid learning algorithm including
linear ridge regression algorithm and gradient descent method is developed to adjustΘ and θ0i according to the experience
of (13) in order to pursuit better approximation. The performance measure is defined as:
E = 1
2
n∑
k=1
(e1(xk))2 + α2
n∑
k=1
(e2(xk))2 (20)
where α is a weighted parameter that defines the relative trade-off between squared error loss and experienced loss, and
e1(xk) = yk − fFM(xk), e2(xk) = fSVR(xk) − fFM(xk). Thus, the error between the desired output and actual output is
characterized by the first term, and the second term measures the difference between the actual output and experienced
output of SVR. Therefore, each epoch of the hybrid learning algorithm is composed of a forward pass and a backward pass
which implement linear ridge regression algorithm and gradient descent method in E over parameter2 and θ0i.
More specifically, θ0i are identified by the linear ridge regression in the forward pass. Here, we assume that Gaussian
membership function is employed, thusΘj is referred as to σj. According to (13) and (14), and let
φi (xk) =
d∏
j=1
exp
(
−
(
xj−zij
σj
)2)
c′∑
i=1
d∏
j=1
exp
(
−
(
xj−zij
σj
)2) . (21)
Then, the necessary condition for the minimum of (20) is that all derivatives with respect to θ0i vanish:
∂E
∂θ0i
=
n∑
k=1
φi(xk)(fFM(xk)− yk)+
n∑
k=1
αφi(xk)(fFM(xk)− fSVR(xk)) = 0. (22)
These conditions can be rewritten in the form of normal equations:
θ01
n∑
k=1
φm(xk)φ1(xk)+ · · · + θ0c′
n∑
k=1
φm(xk)φ′c(xk)
=
n∑
k=1
φm(xk)
(
yk
1+ α +
α
1+ α
(
c∑
i=1
k(xk, xi)θ ′i + b
)
−
c′∑
i=1
θi
d∏
j=1
exp
(
−
(
xj − zij
σj
)2))
(23)
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Fig. 1. Experience-oriented learning algorithm.
where m = 1, . . . , c ′. This is a standard problem that forms the grounds for linear regression, and the most well-known
formula for estimating θ = [θ01 θ02 · · · θ0c′ ]T uses ridge regression algorithm:
θ = [XTX + δIn]−1 XTY (24)
where δ is a positive scalar, and
X =

ψ (x1)T
ψ (x2)T
...
ψ (xn)T
 Y =

y′1
y′2
...
y′n
 (25)
where y′k = yk1+α + α1+α
(∑c
i=1 k(xk, xi)θ
′
i + b
)−∑c′i=1 θi∏dj=1 exp(− ( xj−zijσj )2
)
,
ψ (xk) = [φ1 (xk) φ2 (xk) · · ·φc′ (xk)]T , k = 1, . . . , n.
In the backward pass, the error rates propagate backward and σj are updated by the gradient descent. The derivatives with
respect to σ−2j are calculated from:
∂E
∂σ−2j
= −
n∑
k=1
e1(xk)
∂ fFM(xk)
∂σ−2j
− α
n∑
k=1
e2(xk)
∂ fFM(xk)
∂σ−2j
(26)
where
∂ fFM(xk)
∂σ−2j
= −
c′∑
i=1
(
xkj − zij
)2
λi(xk)θi +
(
c′∑
i=1
(
xkj − zij
)2
φi(xk)
)(
c′∑
i=1
φi(xk)θ0i
)
−
(
c′∑
i=1
(
xkj − zij
)2
φi(xk)θ0i
)(
c′∑
i=1
φi(xk)
)
(27)
λi(xk) =
d∏
j=1
exp
(
−
(
xkj − zij
σj
)2)
. (28)
Hence, σj are updated as:
σ−2j = σ−2j − η
∂E
∂σ−2j
(29)
where η is the constant step size.
The overall experience-oriented fuzzy modeling via reduced-set vectors for (14) is summarized in Fig. 1.
5. Experimental results
In this section, we show two examples of artificial data sets to illustrate the quality of our proposed fuzzy model. Firstly,
we present two-dimensional sinc function to provide simulation for FM. Secondly, we present more realistic example of the
ball and beam problem.
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Table 1
Some parameters used in different FM.
ANFIS SVM-based FBFIS SVNN SVFAN Proposed fuzzy model
Regularization parameter
181.0
Clusters number Regularization parameter Regularization parameter Regularization parameter Adjustment parameter
14 181.0 181.0 181.0 0.54
Initial step size Constant step size
0.01 0.01
Step size decrease rate Adjustment parameter Adjustment parameter Adjustment parameter Weighted parameter 2
0.9 0.54 0.0105 0.0105
Step size increase rate Kernel parameter Kernel parameter Initial kernel parameter MMD4
1.1 2.8284 2.8284 2.8284 Initial kernel parameter
7.4953 7.4953 7.4953 2.8284
7.4953
Table 2
Performance of different FM.
Learning algorithm ANFIS SVM-based FBFIS SVNN SVFAN Proposed fuzzy model
Numbers of fuzzy rules 14 134 14 16 14
RASE for training 0.0937 0.0443 0.0887 0.0496 0.0609
RASE for testing 0.1094 0.0806 1.4868 0.2540 0.0802
5.1. Two-dimensional sinc function
Let us consider the following two-dimensional sinc function:
F(x) = sin
√
(x1 − 5)2 + (x2 − 50)2 /100√
(x1 − 5)2 + (x2 − 50)2 /100
+ e (30)
where 0 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 100, e is Gaussian noise whose standard deviation is 0.05. 169 examples data sets (x1, x2, y)
are generated by the function (30) as training data. The test set consists of 676 equally spaced data points of the noiseless sinc
function. All of SVM-based fuzzy basis function inference system (SVM-based FBFIS) [9], ANFIS [18], SVNN [8] and SVFAN [11]
are employed to simulate (30) compared to our proposed experience-oriented fuzzy model. Here, Gustafson–Kessel fuzzy
clustering is employed to obtain initial parameters of ANFIS [3,18]. For SVNN and SVFAN, we set a small v in order to
get a transparent fuzzy rule base. All of hyperparameters are selected by optimal model selection procedures according
to Section 4 in our proposed fuzzy model and SVM-based FBFIS. Some systems parameters are shown in Table 1 and the
results of model constructed under these conditions are shown in Table 2. Root average squared error (RASE) is used as
measures in training and testing for evaluating approximation and generalization. Its definition is:
RASE =
√√√√√ n∑i=1 (yk − fFM(xk))2
n
. (31)
The results of Table 2 indicate that when improving interpretability by decreasing rule number, the accuracy of ANFIS,
SVNN and SVFAN cannot maintain nice performance. If it retains excellent accuracy, the rule base of SVM-based FBFIS is too
complicated. The proposed fuzzymodel based on experience-oriented learning algorithm establish a good balance between
accuracy and interpretability, and the obtained model has few fuzzy rules, at the same time keeps acceptable accuracy
including approximation and generalization.
In another aspect, different values of weighted parameter α are chosen to evaluate RASE for training and testing in order
to account for their effectiveness. From Fig. 2, it is clear that α controls the degree of regularization. Bigger α-values impose
more weight on experience of SVR, thus fuzzy model obtained has better generalization ability.
5.2. The ball and beam problem
We simulate the famous ball and beam problem conducted in [9]. Fuzzy model (14) with associated experience learning
algorithm is implemented to approximate a controller for a nonlinear ball and beam system. We first use approximation
linearization algorithm of [19] to generate a set of randomly sampled input–output pairs for training purpose. Then we
simulate the nonlinear ball beam system using the proposed inference systemwith arbitrarily chosen initial conditions. The
ball and beam problem is a basic control experiment, as shown in Fig. 3. The beam is made to rotate in a vertical plane by
applying a torque at the center of rotation and the ball is free to roll along the beam. The system requires that the ball keep
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(a) Curve of weighted parameter. (b) Curve of weighted parameter.
Fig. 2. Effectiveness of different weighted parameter values.
Fig. 3. Ball and beam problem.
in contact with the beam, Let x = (x1, x2, x3, x4)T =
(
r, r˙, θ, θ˙
)T
be the states of the system and y = r be the output of the
system. The system can be represented by the state-space model asx˙1x˙2x˙3
x˙4
 =
 x2B(x1x24 − G sin x3)x4
0
+
000
1
 u
y = x1
(32)
where B = 0.7143, G = 9.81. The purpose of control is to determine u(x) such that the closed-loop system output y will
converge to zero under certain initial conditions. For many practical problems, this kind of controller can be provided by
human experts or collected from past successful control executions.
The input–output linearization algorithm determines the control law u(x) as follows:
u(x) = (v(x)− b(x))/a(x) (33)
and b(x) = BGx24 sin x3, v(x) = α3BGx4 cos x3 + α2BG sin x3 − α1x2 − α0x1, a(x) = −BG cos x3.
αi are chosen so that s4+α3s3+α2s2+α1s+α0 satisfies a Hurwitz polynomial. Here,α3 = 40, α2 = 60,α1 = 38, α0 = 9.
Fig. 4 depicts the output y of the closed-loop system for approximation input–output linearization model. In our
simulation, we used (33) to generate randomly 200 samples for training. SVM-based FBFIS and fuzzy model proposed are
utilized to construct fuzzy logic controller, and the response curves of position of the ball are respectively shown in Figs. 5
and 6.
Obviously, when fuzzy model proposed is employed to construct fuzzy logic controller, then the dynamic responses of
ball and beam system for four different initial conditions are quite satisfactory. Moreover, Fig. 6 shows that overshot and
adjust time of dynamic responses are less. Very importantly, one can notice that, only 8 fuzzy rules are employed to construct
the fuzzy logic controller.
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Fig. 4. Outputs of the closed-loop ball and beam system using the input–output linearization algorithm.
Fig. 5. Outputs of the closed-loop ball and beam system using SVM-based FBFIS with 23 fuzzy rules.
Fig. 6. Outputs of the closed-loop ball and beam system using fuzzy model proposed with 8 fuzzy rules.
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6. Conclusion
This paper tries to find a better balance between interpretability and accuracy with the proposed experience-oriented
fuzzy modeling algorithm. In this study, the experience of v-SVR is captured in the form of rule-based topologies constructed
on training data set for fuzzy modeling, and the utilization of experience is under the assumption that Mercer kernels can be
regarded as product type multidimensional triangles, generalized bell-shaped or Gaussian membership functions. Hence,
an experience-oriented FM learning algorithm is established. Reduced-set vectors are employed to reduce the structure or
the complexity of fuzzymodel for interpretability and combined hybrid learning algorithmmakes themodel more accurate.
In result, the fuzzy model obtained preserves advantages of both the statistical learning experience and interpretable fuzzy
inference system.
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