ABSTRACT The wireless in-band full-duplex technique enables wireless nodes to transmit and receive in the same channel simultaneously. To fully and effectively leverage this capability of the IBFD technique, new full-duplex medium access control (FD MAC) protocols that accommodate the features of the IBFD technique must be designed and analyzed. In this paper, we first propose an asymmetric FD MAC protocol, and then we develop an analytical model for the proposed protocol to evaluate the saturation throughput performance of wireless local area networks in the presence of hidden terminals. In the proposed protocol, asymmetric full-duplex transmissions can be established with the access point (AP) and two stations that hidden from each other. Thus, the well-known interstation interference problem in asymmetric full-duplex transmissions can be overcome. In the developed model, we adopt the stationary distribution of the backoff counter values at the beginning of a generic transmission to characterize the behavior of a node. The saturation throughput is then derived based on the stationary distribution. The accuracy of the proposed analytical model is verified through simulations. Using the proposed analytical model, the saturation throughput performance of the FD MAC protocols is studied with respect to different numbers of stations in each region and the minimum contention windows. In addition, the effects of hidden terminals on performance are thoroughly investigated, since the hidden terminals play an important role in the saturation throughput. Moreover, we compare the saturation throughput performance between symmetric and asymmetric FD MAC protocols to demonstrate the gains provided by asymmetric full-duplex transmissions.
I. INTRODUCTION
The wireless in-band full-duplex (IBFD) technique allows wireless nodes to transmit and receive in the same frequency band simultaneously [1] , [2] . Consequently, the IBFD technique can provide many benefits, such as improved spectral efficiency, a reduced collision duration, and minimized collisions due to hidden terminals. Specifically, since a fullduplex-enabled node can still receive collision signals during the sending process, it can detect collisions and promptly stop the transmission. Consequently, the duration of a collision can be significantly reduced. In addition, after correctly receiving the header of a data frame, a full-duplex-enabled node may initiate another transmission, which can not only enhance channel utilization but also suppress transmissions from the hidden terminals to avoid collisions. To fully and effectively utilize the benefits of the IBFD technique in wireless local area networks (WLANs), new medium access control (MAC) protocols, called FD MAC protocols, are required to adapt the features of the IBFD technique.
A few FD MAC protocols for WLANs have been proposed and can be classified as symmetric FD MAC protocols [3] , [4] and asymmetric FD MAC protocols [5] - [9] based on whether asymmetric full-duplex transmissions are permitted in the protocol. As shown in Fig. 1 (a) , symmetric fullduplex transmission indicates that the access point (AP) and a station transmit to each other simultaneously to realize a full-duplex transmission. Correspondingly, asymmetric fullduplex transmission indicates that the AP transmits a frame to one station while receiving a frame from another station, i.e., the AP and two stations together establish a full-duplex transmission, as illustrated in Fig. 1 (b) . Since symmetric full-duplex transmissions require that both the AP and the station have frames waiting to send to each other, adoption of asymmetric full-duplex transmissions can increase fullduplex transmission opportunities in the network. Moreover, stations are not required to have full-duplex capability when establishing asymmetric full-duplex transmissions. However, the interstation interference problem must be resolved in asymmetric full-duplex transmissions. As shown in Fig. 1 (b) , when receiving a frame from the AP, station B may experience interference from the transmission of station A. Many researchers have proposed various methods to overcome the interstation interference problem. Tang and Wang [5] proposed an FD MAC protocol called asymmetrical duplex, which solved the interstation interference problem by using the packet-alignment-based capture effect. The FD MAC protocol proposed in [6] adopted distributed power control to manage interstation interference. Specifically, the authors first introduced a signal-strength-based backoff mechanism to provide a higher reception opportunity to the station with low interstation interference. Then, to maximize the network throughput performance, the authors also formulated an optimization problem for calculating the optimal transmit powers of the AP and station. Observing that the interstation interference degrades the full-duplex gain, the authors in [7] presented an FD MAC protocol that allows the AP to adaptively switch between full-duplex and half-duplex modes. In addition, the probabilities of full-duplex and halfduplex access were determined by maximizing the expected network throughput. To reduce the interstation interference, the receiving station of the secondary transmission in asymmetric transmissions should be well selected by the AP. The FD MAC protocol proposed in [8] required the AP to select the receiving station based on the neighborhood information. Similarly, the receiving station was selected based on the link map in the FD MAC protocol, which was proposed in [9] . However, theoretical analyses of these two FD MAC protocols are lacking.
In traditional WLANs, the hidden terminal problem is considered an important factor that degrades network performance. Specifically, the hidden terminal problem effectively disables the carrier sense capability, and the transmissions of hidden terminals may cause collisions, which degrade the saturation throughput. From another point of view, if two stations are hidden from each other, then the interference between them is generally low. Therefore, an asymmetric full-duplex transmission can be established with the AP and two stations that are hidden from each other in full-duplexenabled WLANs. The FD MAC protocols proposed in [10] and [11] adopted this concept to establish asymmetric fullduplex transmissions. However, the FD MAC protocol proposed in [10] was designed for an ad hoc network where nodes communicate with each other without a central node, e.g., the AP. The FD MAC protocol proposed in [11] was designed based on a PHY constraint that a node cannot start a new transmission while it is receiving a packet. Furthermore, the authors in [10] and [11] only proposed FD MAC protocols without developing analytical models.
Numerous models for the distributed coordination function (DCF) [12] - [14] and the enhanced distributed channel access (EDCA) [15] , which are two prevalent MAC mechanisms in WLANs, have been developed. In addition, several research works [16] - [18] have studied the effects of the hidden terminal problem on network performance in traditional WLANs. The existing models for DCF and EDCA can also be extended to model FD MAC protocols. The authors in [19] formulated an analytical model of a FD MAC protocol based on carrier sense multiple access/collision avoidance (CSMA/CA) by using a discrete-time Markov renewal process. However, the CSMA/CA-based FD MAC protocol only supported symmetric full-duplex transmissions and adopted a static contention window backoff mechanism. Lee and Yoo [20] presented a comprehensive analytical framework for an FD MAC protocol. In their analytical framework, unsaturated traffic conditions and all types of full-duplex transmissions were considered, but the hidden terminal problem was ignored in their model. Liao et al. [21] proposed an FD MAC protocol and studied its analytical performance. The authors also considered the imperfect sensing resulting from residual self-interference in the PHY layer. However, the FD MAC protocol employed the fullduplex capability only for collision detection, not for frame transmission.
Motivated by these observations, in this paper, we first propose an asymmetric FD MAC protocol and then develop an analytical model to estimate the saturation throughput of WLANs with the proposed protocol in a symmetric topology. Specifically, the contributions of this paper are summarized as follows:
• An asymmetric FD MAC protocol is proposed. In the proposed asymmetric FD MAC protocol, the AP can schedule a symmetric full-duplex transmission with one station or an asymmetric full-duplex transmission with two stations that are hidden from each other. VOLUME 6, 2018 Additionally, the binary exponential backoff (BEB) mechanism is also introduced in the proposed protocol.
• We develop an analytical model in which we divide the entire channel access process into consecutive renewal cycles, each of which contains a generic transmission, including a full-duplex transmission, a half-duplex transmission, or a collision. The backoff counter value at the beginning of each renewal cycle is adopted to characterize the behavior of a node (the AP or a station), as in [22] . According to the backoff counter values of all the nodes in the network, the type of the upcoming transmission, such as full-duplex transmission, halfduplex transmission or collision, can be determined. Then, the saturation throughput performance can be analyzed based on the stationary distribution of the backoff counter values for a node at the beginning of a renewal cycle. In particular, we carefully study the backoff counter value variation in hidden terminals. Consequently, the impacts of the hidden terminal problem on the saturation throughput can be accurately investigated.
• The accuracy of our model is verified through comparisons with simulation results. Using the proposed analytical model, we evaluate the saturation throughput with respect to different network parameters, including the number of stations in each region and the minimum contention window. Specifically, the benefits provided by the BEB mechanism are demonstrated. Moreover, the performance gains resulting from the asymmetric FD MAC protocol are investigated by comparison with the symmetric FD MAC protocol.
The remainder of this paper is organized as follows. In Section II, we describe the main features of the proposed asymmetric FD MAC protocol. An analytical model for the proposed protocol is developed in Section III. In Section IV, numerical analyses and simulations are conducted to validate the theoretical model and evaluate the saturation throughput of the proposed protocol. Finally, concluding remarks are presented in Section V.
II. ASYMMETRIC FD MAC PROTOCOL
In this section, we summarize the main characteristics of the asymmetric FD MAC protocol proposed in this paper. The protocol is designed based on the basic access mechanism specified in DCF in IEEE 802.11. We consider a singlehop WLAN in which the AP acts as the central node, and several surrounding stations communicate with the AP. All of the nodes (the AP and stations) are equipped with the IBFD capability. The channel is slotted by a constant time, i.e., a slot time. The nodes start to transmit at the beginning of a slot. When a new packet arrives, a node first senses the state of the channel. If the channel has been idle for the duration of a DCF interframe space (DIFS), then the node immediately transmits the packet. Otherwise, the node defers the transmission and continues to sense the state of the channel. When the channel is determined to have been idle for an interval equal to a DIFS, the node executes a random backoff procedure. Specifically, the node randomly selects an initial value for the backoff counter from the set {0, 1, · · · , W − 1}, where W is the contention window. Subsequently, the node decreases the value of its backoff counter after an idle slot. When the value of the backoff counter reaches zero, the node starts to transmit at the beginning of the next slot.
For convenience, we divide the entire access process into consecutive renewal cycles. The renewal epoch is the time at which nodes execute a backoff procedure after the channel has been idle for a period of time equal to the DIFS, as shown in Fig. 2 . At the beginning of a renewal cycle, the nodes with the minimum backoff counter value among all the nodes in the network win the channel. In particular, when only one node wins the channel, the node is referred to as a primary transmitter. The major cases of successful transmissions in a renewal cycle to be investigated are illustrated in Fig. 2 . As shown in Fig. 2 (a) , when the AP becomes the primary transmitter, the receiving station can simultaneously start a transmission as a secondary transmitter after correctly decoding the frame header from the AP if it has packets waiting to be transmitted. Otherwise, a half-duplex transmission initiated by the AP will be implemented, as illustrated in Fig. 2  (b) . Alternatively, if a station becomes the primary transmitter, after correctly receiving the frame header, the AP will start another transmission as a secondary transmitter only if the destination station of the head-of-line (HOL) packet in the queue of the AP is the primary transmitter or one of the candidate stations of the primary transmitter for establishing asymmetric full-duplex transmissions, as shown in Fig. 2 (c) . Otherwise, a half-duplex transmission initiated by a station will be implemented, as illustrated in Fig. 2 (d) . To avoid interstation interference in asymmetric transmissions, a candidate station is selected to guarantee that the candidate station and the primary transmitter are hidden from each other.
Furthermore, we introduce a busy tone mechanism in the proposed protocol. Specifically, when the AP completes a transmission before the station (as shown in Fig. 2 (a) and Fig. 2 (c) ) or does not need to transmit (as shown in Fig. 2 (d) ), it may send a busy tone until finishing the transmission. Using the busy tone mechanism serves two purposes. First, it can effectively prevent transmissions from hidden terminals that may result in collisions. Second, it is helpful for realizing the acknowledgment mechanism in the proposed protocol. According to the acknowledgment mechanism, the receiving node should transmit a positive acknowledgment (ACK) to the sender after the channel has been idle for the duration of a short interframe space (SIFS) when it successfully receives a data frame. Since the simultaneous transmissions in a full-duplex transmission may finish at different times, nodes engaged in the full-duplex transmission experience difficulty in sending and receiving ACKs for successful transmissions, which is referred to as the ACK timeout issue in [8] . To solve this issue in the proposed protocol, we require the transmitting nodes to start the ACK timeout timer only when the channel resumes being idle, i.e., both of the simultaneous transmissions finish. In an asymmetric full-duplex transmission as shown in Fig. 2 (c) , if the AP finishes first, station B may consider the channel to be idle and reply to an ACK since station B cannot perceive the transmission from station A. Then, the ACK cannot be successfully received by the AP due to a collision. This problem can be resolved by using the busy tone mechanism, as shown in Fig. 2 (c) .
In addition, two types of collision that occur in a renewal cycle are also defined. First, two or more nodes have the minimum backoff counter value at the beginning of a renewal cycle and transmit in the same slot. Then, a collision caused by simultaneous transmissions occurs, as shown in Fig. 3 (a) . The duration of the collision is equal to the length of a frame header due to the detection process time. Second, a station becomes the primary transmitter in a renewal cycle and its hidden terminals transmit later. Then, a collision caused by hidden terminals occurs, as shown in Fig. 3 (b) . The duration of the collision caused by hidden terminals varies in different renewal cycles since the slots in which the hidden terminals start to transmit are different. We call the duration of the frame header HL (in slots) the vulnerable period of the primary transmitter. One of the benefits of the IBFD technique is a reduced vulnerable period to the duration of the frame header. We also introduce a collision notification signal, which is sent out by the AP once it detects a collision, as presented in [19] . To clearly demonstrate all possible transmission cases in a renewal cycle, we list them in Table 1 .
A backoff process is always needed after a transmission attempt regardless of successful transmission or collision. Furthermore, the BEB mechanism is introduced in the proposed protocol. Specifically, a node adopts the minimum contention window W min when it transmits a packet for the first transmission attempt. After experiencing a collision, the node doubles W until the maximum contention window W max is reached. W is reset to W min after a successful transmission. Let γ denote the retry limit. Thus, γ +1 transmission opportunities are available for a certain packet. Furthermore, we refer to every transmission of a packet as a backoff stage, which is denoted as i ∈ {0, 1, · · · , γ }.
III. SATURATION THROUGHPUT ANALYSIS
In our model, we consider a symmetric topology, which is commonly used in works related to hidden terminals [16] - [18] . As shown in Fig. 4 , two separate regions with the same number of stations n surround the AP. The AP and all the 2n stations in the network have full-duplex transmission capability. In particular, all the stations are within the transmission range of the AP. However, the stations in the same region cover each other, and the stations between two regions are hidden from each other. The key feature of the symmetric topology is that each station sees the same number of hidden terminals n in the network. According to the proposed protocol, the AP can simultaneously transmit to a station in one region and receive from a station in another region. Moreover, we assume that the AP knows which region each station is located in. Then, the AP has knowledge of the candidate station list a priori for establishing asymmetric fullduplex transmissions.
We also assume that all the nodes in the network are in saturated traffic conditions, where the transmission queues of the nodes are assumed to always be nonempty. All the stations send frames directly to the AP, and the AP sends frames to each station with equal probability. The channel is also assumed to be error free, i.e., all the frames can be successfully transmitted unless a collision occurs. Moreover, the length of all packets is assumed to be a constant, and the packets are supposed to be transmitted at the same data rate. Consequently, the transmission duration for a packet can be denoted as L (in slots). Moreover, the backoff counter values of all nodes at the beginning of a renewal cycle are assumed to follow an independent identical distribution. This assumption is referred to as the decoupling assumption.
A. STATIONARY DISTRIBUTION
Define two stochastic processes s (t) and b (t), t ∈ {1, 2, 3, · · ·}, which represent the backoff stage and the backoff counter value of a tagged node at the beginning of each renewal cycle, respectively. According to the backoff mechanism specified in the proposed protocol and the decoupling assumption, the two-dimensional stochastic process {s (t) , b (t)} is a two-dimensional discrete-time Markov chain. Furthermore, we define s i,j , i ∈ {0, 1, · · · , γ } , j ∈ {0, 1, · · · , W max − 1} to describe the stationary probability of the Markov chain, i.e.,
Thus, the stationary distribution of the per-node backoff counter values at the beginning of a renewal cycle is equal to the marginal distribution, i.e.,
Since the behaviors of the AP and a tagged station are different, we model their behaviors using two different Markov chains. Therefore, let b AP (t) and b STA (t) denote the backoff counter values at the beginning of a renewal cycle for the AP and the tagged station, respectively. Furthermore, s a i,j and s s i,j are used to denote the stationary distributions of the two Markov chains for the AP and the tagged station, respectively. Correspondingly, b a j and b s j are used to denote the stationary distributions of the backoff counter values at the beginning of a renewal cycle for the AP and the tagged station, respectively.
According to the asymmetric FD MAC protocol described in Section II and the definitions of the two Markov chains, the state transitions of the two Markov chains rely on whether a node (the AP or a tagged station) transmits during a renewal cycle and the corresponding transmission results. Consequently, before deriving the one-step transition probabilities of the two Markov chains, we first, respectively, calculate the probabilities that the AP and the tagged station successfully transmit, transmit and experience a collision, or do not transmit in a renewal cycle based on the parameters A (k), R (n, k), M (n, k), and Q (n, k), which are defined and derived as follows. Let A (k) denote the probability that the backoff counter value of the AP is equal to or larger than k, i.e.,
Correspondingly, let R (n, k) denote the probability that the backoff counter values of n stations are equal to or larger than k, which can be expressed as
Then, the probability M (n, k) that the minimum backoff counter value among n stations is k can be calculated by
Let Q (n, k) denote the probability that the backoff counter value of one station is equal to k while the backoff counter values of other n − 1 stations are larger than k, which can be given by
First, we derive the AP-related probabilities. Two cases allow the AP with b AP (t) = j to successfully transmit in a renewal cycle. First, the backoff counter values of all the 2n stations at the beginning of the renewal cycle are larger than j, and the AP as the primary transmitter can successfully transmit in the renewal cycle. Second, one station becomes the primary transmitter and no collision occurs, and the AP as a secondary transmitter successfully transmits in the renewal cycle later. Considering these two cases, the probability that the AP with b AP (t) = j successfully transmits in a renewal cycle can be calculated by 1
The number of stations eligible to become the receiver of the secondary transmission is
If the minimum backoff counter value of the 2n stations at the beginning of the renewal cycle is equal to j, and the AP and the stations with the minimum backoff counter value transmit simultaneously, then a collision occurs. In addition, when a station becomes the primary transmitter, its hidden terminals launch a transmission and the AP starts the second transmission at the same time. In this special case, the AP collides with the hidden terminals. Thus, the probability that the AP with b AP (t) = j transmits and experiences a collision in a renewal cycle can be calculated by
When b AP (t) = j ∈ {1, 2, · · · , W max − 1} and the minimum backoff counter value of the 2n stations is k ∈ {0, 1, · · · , j − 1} at the beginning of a renewal cycle, the probability that the AP does not transmit in the renewal cycle can be derived by
Note that the probability p a n (k) is dependent only on k and is independent of j. However, the range of k relies on j.
Next, we derive the station-related probabilities. Without loss of generality, we assume that the tagged station is located in region A. Then, the stations in region A are in the same region as the tagged station, whereas the stations in region B are in a different region from the tagged station. Two cases allow the tagged station with b STA (t) = j to successfully transmit in a renewal cycle. First, at the beginning of the renewal cycle, the backoff counter values of the AP and other n − 1 stations in region A are larger than j, and the backoff counter values of the n stations in region B are larger than j + H . Then, the tagged station as a primary transmitter can successfully transmit in the renewal cycle. Second, the AP becomes the primary transmitter in the renewal cycle, and the tagged station as a second transmitter successfully transmits later. Therefore, the probability that the tagged station with b STA (t) = j successfully transmits in a renewal cycle can be expressed as
Correspondingly, three cases allow the tagged station with b STA (t) = j to transmit and experience a collision in a renewal cycle. Specifically, at the beginning of the renewal cycle, if the backoff counter values of the AP and other n − 1 stations in region A are larger than j and the minimum backoff counter value of the n stations in region B is within {j + 1, · · · , j + H }, then the tagged station as a primary transmitter transmits and collides with its hidden terminals. Second, if the minimum backoff counter value of the AP and other 2n−1 stations is j, then the tagged station transmits and experiences a collision due to simultaneous transmissions in the renewal cycle. Third, only the stations in region B win the channel in the renewal cycle, and then the tagged station transmits as a hidden terminal. Therefore, the probability that VOLUME 6, 2018 the tagged station with b STA (t) = j transmits and experiences a collision in a renewal cycle can be expressed as
Since the decreases in the backoff counter values are different in the state transition processes, the probabilities that the tagged station does not transmit in a renewal cycle are derived in terms of three circumstances. We first derive the probability that the tagged station with b STA (t) = j ∈ {1, · · · , W max − 1} is not a hidden terminal and does not transmit in a renewal cycle when the minimum backoff counter value of the AP and all the other 2n − 1 stations at the beginning of the renewal cycle is k ∈ {0, 1, · · · , j − 1}. To this end, three possible cases are considered. First, the AP is the primary transmitter in the renewal cycle, and the tagged station is not the destination station of the AP. Second, the AP and one or more other stations simultaneously win the channel in the renewal cycle. Third, the AP does not win the channel, but at least one of the other n − 1 stations in region A wins the channel. Thus, we have
Then, the probabilities that the tagged station becomes a hidden terminal of the primary transmitter and does not transmit in a renewal cycle are derived by separately analyzing two cases p s n2 (h) and p s n3 (h) based on whether other hidden terminals transmit. When only one or more stations in region B win the channel in a renewal cycle, all of the stations in region A become the hidden terminals of the winning stations. The probability that the tagged station with b STA (t) = j ∈ {2, · · · , W max − 1} as a hidden terminal does not transmit in a renewal cycle but other hidden terminals with b STA (t) = h ∈ {1, 2, · · · , j − 1} transmit during the vulnerable period of the winning stations can be expressed as
Alternatively, when none of the other hidden terminals transmit during the vulnerable period of the winning stations, we have
In particular, in this case, the backoff counter value of the tagged station j must be within the range {H + 1, · · · , W max − 1}, and the backoff counter value of the winning stations k must be within the range {0, 1, · · · , j − H − 1}; otherwise, the tagged station will transmit as a hidden terminal. Using (7)- (10), we summarize the nonnull one-step transition probabilities of the Markov chain for the AP in (16) . 2 Specifically, the first equation in (16) shows that the AP successfully transmits in a renewal cycle. Then, the AP resets the backoff stage to zero and uniformly selects a new backoff counter value in the range {0, 1, · · · , W 0 − 1}. The second and third equations show that the AP transmits and experiences a collision in a renewal cycle. If the number of retransmissions exceeds γ , as shown in the third equation, then the backoff stage will be reset to zero; otherwise, the backoff stage increases, as shown in the second equation. Then, the AP selects a new backoff counter value according to the updated backoff stage. The fourth equation in (16) shows that the AP does not transmit in a renewal cycle and then decreases its backoff counter value according to the minimum backoff counter value k of the 2n stations in the network.
Using (11)- (15), we summarize the nonnull one-step transition probabilities of the Markov chain for the tagged station in (17) . The first equation in (17) shows that the tagged station successfully transmits in a renewal cycle, and then it resets the backoff stage to zero and uniformly selects a new backoff counter value in the range {0, 1, · · · , W 0 − 1}. The second and third equations show that the tagged station transmits and experiences a collision in a renewal cycle. If the number of retransmissions exceeds γ , as shown in the third equation, then the backoff stage will be reset to zero; otherwise, the backoff stage increases, as shown in the second equation. Then, the tagged station selects a new backoff counter value according to the updated backoff stage. The following three equations in (17) describe the state transitions when the tagged station does not transmit in a renewal cycle in terms of three cases. The backoff stage remains unchanged, and the backoff counter value is changed based on different cases. The fourth equation shows that when the tagged station is not a hidden terminal and does not transmit in a renewal cycle, it decreases its backoff counter value based on the minimum backoff counter value k of other nodes. The fifth equation shows that when the tagged station as a hidden terminal does not transmit in a renewal cycle but other hidden terminals with b (t) = h transmit, the tagged station decreases its backoff counter value according to h. Finally, the sixth equation shows that when the tagged station as a hidden terminal does not transmit and none of the other hidden terminals transmit, the tagged station decreases its backoff counter value according to the minimum backoff counter value k of other nodes and the duration of the vulnerable period H . 2 We adopt the short notation:
Based on the one-step transition probabilities in (16), we can develop the following equations describing the relationships between the stationary states in the Markov chain for the AP. The equations are presented with respect to the destination states. For brevity, we first define a function as
When 0 < i ≤ γ and 0 ≤ j 2 ≤ W i − 1,
. (20) Similarly, the relationships between the stationary states in the Markov chain for the tagged station can also be developed based on the one-step transition probabilities in (17) . When 0 < i ≤ γ and 0 ≤ j 2 ≤ W i − 1,
By imposing the normalized condition
the stationary distributions of the Markov chains can be obtained using a numerical method. Then, the distributions VOLUME 6, 2018
of b a j and b s j can be achieved, and the saturation throughput can be derived.
B. SATURATION THROUGHPUT
According to renewal theory, the normalized saturation throughput is
where E vp represents the average valid payload transmitted in a renewal cycle and E rc denotes the average length of a renewal cycle. To derive the above two parameters E vp and E rc , we must first determine the probabilities that different events occur in a renewal cycle. Let p FD (k), p HD (k), and p STCOLL (k), respectively, denote the probabilities that a full-duplex transmission, a half-duplex transmission, and a collision due to simultaneous transmissions occur in a renewal cycle when the minimum backoff counter value of all nodes in the network is k at the beginning of the renewal cycle. Let p HTCOLL (h) denote the probability that a collision caused by transmissions of the hidden terminals with b STA (t) = h occurs in a renewal cycle.
For a given k ∈ {0, 1, · · · , W max − 2}, two cases lead to the realization of the full-duplex transmission in a renewal cycle. First, the AP becomes the primary transmitter in the renewal cycle. Second, a station becomes the primary transmitter in the renewal cycle, its hidden terminals do not transmit, and the destination station of the HOL packet in the AP is the primary transmitter or one of the candidate stations for establishing asymmetric full-duplex transmissions. Considering these two cases, the probability p FD (k) can be expressed as
If a station with b STA (t) = k ∈ {0, 1, · · · , W max − 2} becomes the primary transmitter in a renewal cycle and the destination station of the HOL packet in the AP is not the primary transmitter or one of the candidate stations for establishing asymmetric full-duplex transmissions, then a halfduplex transmission can be implemented in the renewal cycle. Thus, the p HD (k) can be calculated as
Next, the probabilities that the two types of collision occur in a renewal cycle are derived. When two or more nodes with b STA (t) = k ∈ {0, 1, · · · , W max − 2} win the channel, a collision due to simultaneous transmissions occurs in a renewal cycle. Thus, we have
Alternatively, when a station becomes the primary transmitter and one or more hidden terminals with b STA (t) = h ∈ {1, 2, · · · , W max − 1} transmit during the vulnerable period, a collision caused by hidden terminals occurs in a renewal cycle. Therefore, we have
The average valid payload in a renewal cycle can be calculated by using (25) and (26). In particular, two packets can be successfully transmitted in the renewal cycle in which a fullduplex transmission is implemented, whereas only one packet can be successfully transmitted in the renewal cycle when a half-duplex transmission is realized. Then, the average valid payload in a renewal cycle can be calculated as
The average length of a renewal cycle can readily be calculated by using (25)-(28) and the durations of different events. Then, we have
where τ FD , τ HD , and τ COLL represent the constant durations of a full-duplex transmission, a half-duplex transmission, and a collision, respectively, which are given by
Note that SIFS, DIFS, and ACK denote the short interframe space, the DCF interframe space, and the ACK frame, respectively. All three parameters consider a slot as the unit.
IV. PERFORMANCE EVALUATION
In this section, we present the results obtained from the proposed analytical model. In addition, we use MATLAB to simulate a single-hop WLAN with the proposed asymmetric FD MAC protocol described in Section II. To provide an independent verification of the analytical results, the simulation is also performed on the symmetric topology described in Section III and contains all major components of the asymmetric FD MAC protocol. Unless otherwise specified, the parameters used to obtain the results for both the analytical model and simulations are presented in Table 2 . Most of the parameters are adopted based on the DSSS PHY specification in IEEE 802.11.
Using the proposed analytical model, we thoroughly evaluate the saturation throughput performance of the asymmetric FD MAC protocol in terms of several network parameters, including the number of stations in each region and the minimum contention window. Note that the number of hidden terminals for a station is equal to the number of stations in each region in the symmetric topology. Consequently, the effects of hidden terminals on the saturation throughput performance are considered in the analysis related to the number of stations in each region. Furthermore, we compare the saturation throughput performance of the asymmetric FD MAC protocol with that of the symmetric FD MAC protocol to evaluate the gains provided by asymmetric full-duplex transmissions.
In the following section, both the analytical results (lines) and the simulation results (symbols) are presented to verify the proposed model. The analytical results match the simulation results quite well in all scenarios, from which we can confirm the accuracy of the proposed analytical model in a wide variety of cases. Fig. 5 shows the normalized saturation throughput as a function of the number of stations in each region for W min = 32 and W min = 128. As shown in Fig. 5 , the saturation throughput significantly decreases as the number of stations in each region increases. The decrease in the saturation throughput can be explained in terms of two aspects. First, more collisions caused by simultaneous transmissions and hidden terminals occur due to the larger network size. Second, the probability of the full-duplex transmission initiated by a station decreases due to the HOL blocking problem. Specifically, when a station becomes the primary transmitter, the full-duplex transmission can be established only if the destination station of the HOL packet in the AP is the primary transmitter or one of the candidate stations for establishing asymmetric full-duplex transmissions, as mentioned in Section II. Although the number of candidate stations increases due to more hidden terminals as the number of stations in each region increases, HOL blocking also becomes more severe. Under the effects of these two aspects, the probability of the full-duplex transmission initiated by a station decreases as the number of stations in each region increases. Moreover, we plot the probabilities that a full-duplex transmission and a collision occur in a renewal cycle versus the number of stations in each region in Fig. 6 when W min = 32. As expected, the probability of the full-duplex transmission significantly decreases, while the probability of collision sharply increases as the number of stations in each region increases. Fig. 7 presents the normalized saturation throughput as a function of the minimum contention window for n = 10 and n = 20. As shown in Fig. 7 , the saturation throughput varies slowly with the minimum contention window. Specifically, VOLUME 6, 2018 when n = 10, the saturation throughput decreases as the minimum contention window increases due to more idle time. In contrast, the saturation throughput when n = 20 increases as the minimum contention window increases due to the decreased probability of collision. Consequently, an inherent tradeoff between channel idle time and the probability of collision should be considered when setting the minimum contention window for a given n. Furthermore, to investigate the effects of the minimum contention window on the probability that a collision occurs in a renewal cycle, we plot the probabilities of collisions caused by simultaneous transmissions (denoted as ST) and caused by hidden terminals (denoted as HT) versus the minimum contention window when n = 20. Both of the probabilities of collisions consistently decrease as the minimum contention window increases. For the collisions due to simultaneous transmissions, the increasing contention window decreases the contention level, and then the probability of simultaneous transmissions becomes lower. For the collisions caused by hidden terminals, since the vulnerable period of the primary transmitter is restricted to the duration of the frame header, a larger contention window can decrease the probability that the hidden terminals transmit in the vulnerable period. Fig. 9 compares the probabilities that the AP and a station (denoted as STA) successfully transmit in a renewal cycle. As shown in Fig. 9 , compared to a station, the AP can realize more successful transmission in a renewal cycle. Two reasons can account for this result. First, by using the FD technique, the AP has an opportunity to simultaneously transmit as a second transmitter once it correctly decodes the frame header from the primary transmitter, which results in more access opportunities for the AP. Second, the collision probability of the transmission for the AP is obviously low due to the absence of hidden terminals for the AP. In short, the FD technique can provide more downlink transmission opportunities, thus mitigating the transmission unfairness between the uplink and downlink in traditional WLANs.
To investigate the effectiveness of the BEB mechanism in the FD MAC protocol, we compare the saturation throughput of the BEB mechanism with that of the static contention window mechanism in Fig. 10 . The minimum and maximum contention windows for the BEB mechanism are W min = 32 and W max = 1024, respectively. Moreover, two fixed contention windows W = 32 and W = 1024 for the static contention window mechanism are selected for comparisons. As shown in Fig. 10 , the saturation throughput of the static contention window mechanism with W = 32 is close to that of the BEB mechanism when the number of stations is relatively small, such as n = 1; however, the saturation throughput sharply decreases as the number of stations in each region increases. Correspondingly, the saturation throughput of the static contention window mechanism with W = 1024 can achieve higher saturation throughput than the BEB mechanism when the network size is relatively large; however, the saturation throughput seriously degrades when the number of stations in each region is small. From this observation, we find that the BEB mechanism enables the network saturation throughput to be more robust with the variation in the number of stations because the contention window can be adaptively adjusted according to the number of stations by using the BEB mechanism.
To provide insights into the saturation throughput improvements of asymmetric full-duplex transmissions over symmetric full-duplex transmissions, we define the asymmetric gain as the ratio of the saturation throughput of the asymmetric FD MAC protocol over that of the symmetric FD MAC protocol. Then, we investigate the effects of various parameters on the asymmetric gain. Fig. 11 plots the asymmetric gain versus the number of stations in each region for W min = 32, W min = 128, and W min = 512. As shown in Fig. 11 , the asymmetric gain consistently increases as the number of stations in each region increases for all minimum contention windows. The curves reveal that the adoption of asymmetric fullduplex transmissions can achieve more saturation throughput improvements when the network size becomes larger. The increase in network size aggravates the HOL blocking in both the symmetric and asymmetric FD MAC protocols. However, in the asymmetric FD MAC protocol, since the candidate stations for asymmetric full-duplex transmission include the hidden terminals of a primary transmitter, the number of candidate stations increases as the number of stations in each region increases, which can increase the probability of full-duplex transmission and mitigate saturation throughput degradation. Fig. 12 plots the asymmetric gain versus the minimum contention window for n = 1 and n = 20. As shown in Fig. 12 , the asymmetric gain significantly increases as the minimum contention window increases. The increase in the contention window can reduce the probabilities of simultaneous transmissions and transmissions from the hidden terminals in the vulnerable period of the primary transmitter. In other words, the probability of collision is reduced with an increased contention window. Then, more full-duplex transmissions initiated by a station occur in renewal cycles. Compared VOLUME 6, 2018 with the symmetric FD MAC protocol, the asymmetric FD MAC protocol can realize more full-duplex transmissions and achieve more benefits from the increase in the contention window.
V. CONCLUSION
In this paper, we propose an asymmetric FD MAC protocol and develop an analytical model for the proposed protocol to evaluate the saturation throughput of WLANs in the presence of hidden terminals. Comparisons with simulation results have shown that the proposed model provides a close estimation of the saturation throughput. Using the proposed model, the impacts of several network parameters, such as the number of stations in each region and the minimum contention window, on the saturation throughput are investigated. Moreover, the hidden terminal problem as an important factor affecting the saturation throughput has been thoroughly studied. Additionally, compared with the static contention window mechanism, the results show that the BEB mechanism can provide more stable saturation throughput regardless of variation in the network size. Based on the results obtained from the analytical model, we also find that, compared to the symmetric FD MAC protocol, the asymmetric FD MAC protocol can provide considerable performance improvements due to the increase in full-duplex transmission opportunities, especially when the network size and the contention window are relatively large. His research interests include radar system design and signal processing, electronic systems simulation and signal simulator, spread spectrum signal processing, radio monitoring and control, and satellite navigation and positioning technologies.
