Tracker is implemented for a single-target, single-sensor scenario. The K-best data association approach is compared to the Probabilistic Data Association technique to determine under what conditions it is generally the preferred method. A fundamental problem is observed in which the tracks coalesce. Several methods to prevent coalescence are presented and compared.
I. INTRODUCTION
While the Kalman Filter deals optimally with measurement error, it does not deal at all with measurement-origin uncertainty [1] . Many data association algorithms have been formulated to deal with this problem. The simplest method of data association, the Nearest Neighbor method, finds the measurement from the current scan that is closest to the track prediction and uses that measurement in the Kalman Filter update equation.
One of the earliest approaches to the data association algorithm was the track splitting filter [1] , which simply splits the track whenever multiple measurements fall within the validation (gating) region of the track prediction. The number of branches of the track can grow exponentially with time, and it becomes necessary to "prune" (eliminate) the tracks whose likelihood is below a threshold. The track splitting filter approximates the optimal filter implemented by Singer, et al. in [2] by representing all of the possible branches by a subset of the most likely branches.
The Probabilistic Data Association (PDA) Filter is another approximation to the optimal Bayesian filter. Whereas the posterior density of the state given all past observations is really a Gaussian mixture, the PDAF approximates this density with a single Gaussian with the same mean and variance [3] . Using PDA, only one track is propagated forward at each scan (instead of an exponentially increasing number of tracks), and the computational requirements do not increase with time. Because it takes all of the measurements from the current scan into account, it performs better in dense clutter than the NN filter. However, the extra computational burden is small ("about 50% greater" than the NN Filter [3] ).
A. Sequential K-Best MHT
Sequential K-Best MHT is similar to the track-splitting filter, except that it allows only K total tracks to exist at each scan. The K-Best method finds the K best data associations (given by the probability-based score of [4] ) for each scan of data received. Then, on the next scan, it finds the K best associations from all of the K tracks maintained from the previous scan. At each scan, the track with the highest score is the output track state estimate.
1 Fig. 1 illustrates how the K-best MHT tracker "feels around for" the true trajectory. The best track at the current scan is sometimes later shown not to be the best when considered in the light of further data. In this way, Sequential K-Best MHT avoids losing the track as NN would have. Another difference between NN and K-Best MHT is that while the NN filter always updates the track with the nearest measurement, the MHT filter also considers the case that all the measurements may be false alarms, i.e., there is a missed detection. Thus, even with K = 1, Sequential KBest MHT will often outperform NN if there are missed detections. Measurement gating is effectively a crude way for NN to approximate the K = 1 MHT-if a measurement is too far away from the track, the gating causes NN to coast rather than pick the unlikely nearest neighbor. 1 A soft association approach that probabilistically combines the K estimates into one output track state estimate could also be used. However, for the reason given by Drummond in [5] , we have chosen to use the best estimated track as the output of our MHT tracker. Sequential K-Best MHT is similar to PDA in that they are both simple recursive methods that do not require memory of past scans. For this reason, the important performance comparison of this paper will be Sequential K-Best MHT with PDA. To our knowledge, such a comparison for these single-target trackers has not been documented.
1) Sequential K-Best in the Literature: In multiple target tracking, a common way to keep the number of hypotheses from exploding is to maintain and propagate forward only the K best (often called the "m best", "M best", or "N best") hypotheses from each scan, where a hypothesis is a set of compatible tracks. Cox and Hingorani [6] discovered that Murty's algorithm can be used to efficiently find the K best solutions to the 2-D assignment problem without using exhaustive enumeration of all of the possible hypotheses. This pruning method is a common way to implement hypothesisoriented MHT for the multiple-target scenario. However, we have not seen the K-Best method compared to PDA in the single-target case.
II. SIMULATION FRAMEWORK
We incorporated a Sequential K-Best MHT tracker into a MATLAB-based tracking framework developed primarily by Terry Ogle and Dale Blair at the Georgia Tech Research Institute. All of the trackers operate in two spatial dimensions on single point targets. No signal-related data (i.e., signalto-noise ratio) is used.
The sensor is assumed to receive range and azimuth measurements. This means the observed output y is a nonlinear function of the Cartesian state x, and a nonlinear estimator is needed. A standard Extended Kalman Filter (EKF) is used.
We use a Constant Velocity (CV) state model, which models the random target dynamics via a white noise acceleration. In our study, the model is implemented directly in the discrete-time domain and is piecewise-constant between sampling times [4] .
There are many ways to define and gauge "tracking performance." The primary metric used throughout this paper is the track loss ratio, which is the number of lost tracks in a set of Monte Carlo runs divided by the total number of runs. We declare a track to be "lost" if the track estimate is over 4.7 standard deviations from the true trajectory, i.e., if
for 3 consecutive scans.
III. COMPARING K-BEST MHT WITH PDA
The first major thrust of this research is to determine under what general conditions Sequential K-Best data association is preferable to PDA. Both data association techniques were simulated with varying probability of detection P D and false alarm density β F A . The false alarms are uniformly distributed over a "field of view" around the track. In this region, the number of false alarms per km 2 is Poissondistributed with mean β F A .
Tables I and II contain the track loss ratios for a PDA and a Sequential K-Best MHT tracker, respectively. Both tables, and all simulations in this paper, use 200 Monte Carlo runs. The K-Best MHT algorithm in Table II uses the measurement constraint explained later to prevent track coalescence. In Table II , the track loss ratio is seen to generally decrease with increasing K, as expected. There are some places where the track loss ratio appears to actually increase with K; for example, when β F A = .08, K = 3 appears to be better than K = 4. However, when 10,000 Monte Carlo runs were used on a problematic section of this table, all of the"hiccups" in the data vanished and performance consistently decreased and levelled off with K. Thus, this phenomenon appears to merely be an artifact of a modest number of Monte Carlo runs.
Simulations were also run for greater values of K, but when K > 4, the track loss ratios level off and give diminishing returns. This same effect was observed when 10,000 Monte Carlo runs were used. Tables I and II indicate that under difficult tracking scenarios of high false alarm density and low probability of detection, the PDA is comparable to the Sequential K-Best MHT and neither is particularly advantageous over the other. Otherwise, and in most cases, K-Best association generally outperforms PDA if K ≥ 2.
IV. THE TRACK COALESCENCE PROBLEM
Upon implementing the Sequential K-best MHT tracker, we observed a fundamental problem: the K best tracks would often coalesce and become essentially one track. If two tracks are similar or close to each other, they are likely to pick the same measurement during data association. Updating the tracks with the same measurement generally makes them more similar to each other, making this more likely to happen again on the subsequent scan. Tracks quickly coalesce to the point that we have, in effect, just a single-hypothesis tracker (see Fig. 2 ). The second major thrust of this paper is to compare different approaches to resolve this issue.
A. The Simple "Measurement Constraint" Method
A number of methods to prevent track coalescence have been formulated. The first method simply prevents different tracks from picking the same measurement during data association. Table II , which was analyzed earlier, uses this "measurement constraint." Table III contains the results when nothing is done to prevent track coalescence. For almost all of the values of P D , β F A , and K, use of the measurement constraint method results in a lower track loss ratio than when no method is used to prevent track coalescence (except for when K = 1, in which case the two methods perform identically, as expected). The obvious problem with the measurement constraint method is that two tracks can be different from each other and yet rightfully pick the same measurement. For this reason, it seems necessary to test the similarity of the track state vectors before forcing them to pick different measurements. In other words, a tighter test to determine track coalescence might be desired, one that will not declare tracks to be coalesced so easily.
For this similarity test, we use the "Mahalanobis Distance," which has been used to test track similarity in the literature 2 (for example, see [7] ). The Mahalanobis distance d 1 between two tracks x 1 and x 2 is given by
where P B is the covariance matrix of the higher-scoring of the two tracks. The tracks are then declared similar if d 1 < λ, where λ is a predetermined threshold (chosen experimentally). The measurement constraint is used together with this statistical distance test. If two tracks are declared similar 2 The motive to identify similar tracks is entirely different for most MHT methods than for Sequential K-Best MHT. Whereas most MHT methods identify similar tracks in order to merge them and make the algorithm computationally feasible, K-Best MHT is already computationally feasible (due to the K-Best constraint) and needs to identify similar tracks to prevent the track coalescence from robbing us of the ability to keep track of other alternatives. Whatever the motivation, however, the issue of recognizing track similarity should be the same in both cases.
by the Mahalanobis distance test, then they are not allowed to pick the same measurement.
This method was tested over a range of values of P D , β F A , and K, and the threshold λ was also varied. Somewhat surprisingly, this method was consistently worse than the simple measurement constraint technique under the scenarios tested. Fig. 3 shows a typical scenario of P D = .94, β F A = .04. The bottom curve is for λ = ∞, which is the same thing as the measurement constraint method without any similarity test. The top curve is for λ = 0, which corresponds to no method being used to prevent track coalescence. The middle curve is for λ = 0.5, which is better than when nothing is done to prevent track coalescence (λ = 0), but worse than the original measurement constraint (λ = ∞). Fig. 3 represents the trend in our simulations: Increasing λ-decreasing the influence of the similarity testconsistently leads to better tracker performance. Declaring tracks to be coalesced when they are actually not may be a problem, but it is apparently not as big of a problem as letting track coalescence go undetected. These results persuade us to change our earlier course and pursue "loose" criteria for detecting track coalescence.
B. Variations of the Mahalanobis Distance Test
One simple way to detect track coalescence is to use the Mahalanobis distance test of (2) by itself, without the measurement-picking constraint. However, once tracks are declared to be coalesced, what should be done about it? We tried two basic remedies. The first remedy adds Gaussian noise to the worse of the two tracks: If x 2 is the track with the lower score, with covariance P 2 , then let
where (P 2 ) 1/2 is the matrix square root of P 2 , v = (v 1 , . . . , v N ) with each v i independently distributed by a standard normal distribution, and α is an experimentally chosen scalar that determines how much random perturbation is added to the track.
A possible problem with this idea is that it is just as likely to bring the tracks closer together as it is to push them apart. A variation of this is to push the lower-scoring track away from the higher-scoring one:
In most of our simulations, the first remedy described above led to better performance than the second, so in all of our similarity tests, we use (3) as a remedy once the tracks are declared to be coalesced. We tried the Mahalanobis similarity test along with two variations of it. In (2), P B was the covariance matrix of the better of the two tracks. An alternative that is often used (for example, see [7] ) is to let P be the sum of the covariance matrices of the two tracks. In this case, the new distance is
A second alternative is to average the Mahalanobis distances (or rather, the square of the distances) that result from using P 1 and P 2 . In this case, the distance is given by
These three variations of the statistical distance test to detect track coalescence were simulated over a range of values of P D , β F A , and K, and the threshold λ was also varied. The three methods lead to similar tracking performance, and over all of the simulations, none of the three is consistently better or worse than the others. Fig. 4 shows a typical scenario of P D = .94, β F A = .04. All three are consistently better than when nothing is done to prevent track coalescence. However, all three are also consistently worse than the simple measurement constraint technique. 
C. The J-Divergence Test
The basic shortcoming of the above statistical distance tests for determining track similarity is that two tracks might have similar track state vectors, yet have very different covariances associated with them. Such tracks are not truly similar and may not be as likely to cause coalescence problems. Reid points out the importance of combining tracks that have "similar effects," and explains that two tracks have similar effects if the means and variances are "sufficiently close" [8] . However, he does not explain how he determines if the means and variances are sufficiently close. We use the so-called J-Divergence, which is a symmetrized KullbackLeibler distance.
The Kullback-Leibler distance is a natural measure of the dissimilarity between two probability distributions. If X 1 ∼ p(x 1 , . . . , x N ) and X 2 ∼ q(x 1 , . . . , x N ), then the KullbackLeibler distance D(p||q) is defined as
The Kullback-Leibler distance from one N -variate Gaussian distribution, N 2 (x 2 , P 2 ), to another, N 1 (x 1 , P 1 ), can be shown 3 to be
Equation (8) averages two terms; the first, (8a), is the Mahalanobis distance used earlier to determine the difference between the means of the two random vectors, and the second, (8b), is a new term that measures the difference in the covariances. The J-Divergence is simply the average of the two possible Kullback-Leibler distances:
The J-Divergence is attractive because it is symmetric, i.e., J (p||q) = J (q||p). Applying (9) to (8) gives
Equation (10) is also the average of two terms; the first, (10a), is the average of the two possible Mahalanobis distances and has the exact same form as d 2 3 of (6), while the second, (10b), is the average of the terms due to the variance. Thus, the J-Divergence can be decomposed as
Using the J-Divergence method, the tracks x 1 and x 2 , with distributions N 1 (x 1 , P 1 ) and N 2 (x 2 , P 2 ), respectively, are declared to be coalesced if J (N 1 ||N 2 
The J-Divergence test was simulated for all of the scenarios of Table II and yielded results similar to those of the Mahalanobis distance test (see Fig. 5 for one scenario of β F A = .04, P D = .94). 3 This is easily derived from the definition of (7); see [9] The J-divergence did not bring much improvement over the Mahalanobis test because it turned out to be practically the same thing; over a simulation of 200 Monte Carlo runs, J mean of (11) accounted for 99.0% of the total J on average, completely dwarfing the other term, J var . The means of the track state distributions apparently differ from each other much more than the variances, and the J-Divergence test was essentially equivalent to the statistical distance test in Sequential K-Best Multiple Hypothesis Tracking.
V. CONCLUSIONS
Several conclusions may be drawn from our simulations of the single-target trackers. Under difficult tracking scenarios of high false alarm density and low probability of detection, K-Best MHT gives results comparable to PDA. Otherwise, in most cases, the K-Best association generally begins to outperform the PDA if K ≥ 2.
Several methods were tested to detect track coalescence. All of them led to better tracking performance than when nothing was done to prevent coalescence. The best results were generally found with the "looser" tests, i.e., those that more readily declared tracks to be coalesced. Using the JDivergence to measure the dissimilarity between tracks led to essentially the same results as using the Mahalanobis distance and its variations, since the difference in means dominated the J-Divergence. Surprisingly, the most effective method to deal with track coalescence was to simply not let two tracks pick the same measurement during data association.
