We consider a single, classical Brownian particle in a spatially symmetric periodic system far from thermal equilibrium, which can be readily realized experimentally. Upon application of an external static force F, the average particle velocity is negative for FϾ0 and positive for FϽ0 ͑absolute negative mobility͒. The various physical mechanisms responsible for such a paradoxical effect are identified, leading to analytical approximations that are in good agreement with numerical simulations.
I. INTRODUCTION
When a system at rest is perturbed by a static force, we expect that it responds by moving into the direction of that force. The rather surprising opposite behavior in the form of a permanent average motion against a ͑not too large͒ static force of any direction is called absolute negative mobility ͑ANM͒. If the unperturbed system is at thermal equilibrium, then ANM is impossible since it could be exploited to construct a perpetuum mobile of the second kind. Familiar to everyone, but rather complex nonequilibrium systems that do exhibit ANM are donkeys ͓1͔.
Much simpler and better controlled nonequilibrium systems in which ANM has been experimentally and theoretically studied under the label of absolute negative conductance or resistance are different kinds of semiconductor devices ͓2-12͔, photovoltaic effects in ruby crystals ͓13-16͔, tunnel junctions between superconductors with unequal energy gaps ͓17-19͔, and a simplified theoretical model for certain ionized gas mixtures ͓20-22͔. In all these cases, the physical roots for the appearance of ANM are genuine quantum mechanical effects that do not survive in the limit towards a classical description.
A second class of nonequilibrium systems exhibiting ANM consists of various theoretical models of interacting Brownian particles ͓23-27͔. In this case, the underlying physical mechanisms are of purely classical character, but now collective effects are an indispensable ingredient for the manifestation of ANM. While in most of these studies, the main focus is on systems with a large number of interacting particles, a toy model that requires as few as three particles has been put forward in Ref.
͓1͔. Yet, a further reduction to one single particle exhibiting ANM was commonly assumed to be impossible among those practitioners.
With our present paper we continue and provide the details of our brief account ͓28͔ on the existence of ANM in purely classical, single-particle models that can be readily realized experimentally. An independent, closely related, but complementary investigation has been recently published in Ref. ͓29͔ . While the effect of ANM is the same, the proposed models therein are completely different from ours and may not be so straightforward to realize in an experiment.
The common denominator of the different models that we will treat in the present work is their spatial periodicity and inversion symmetry. Furthermore, upon application of an external static ''load'' force F, these models respond with an average particle current that always runs into the direction opposite to that of F ͑provided F is not too large in modulus͒. Especially, no average current arises when Fϭ0 due to the spatial symmetry. In other words, the current-load curve exhibits a passage through the origin with a negative slope as its most prominent feature, which, in fact, constitutes the defining property of ANM.
In contrast to ANM, the so-called ratchet effect ͓30-34͔ is characterized by an average particle current that is nonzero for Fϭ0 and does not change its direction within an entire neighborhood of Fϭ0. This effect thus inevitably involves some kind of asymmetry ͑for Fϭ0). Moreover, the response of a ratchet system to an applied load force F results usually in a change of the current in accordance with the sign of that force, i.e. the current-load curve passes through Fϭ0 not only with a finite offset but also with a positive slope. The latter property, in fact, holds true for all existing ratchet systems we are presently aware of ͓33͔. There is in principle no reason, however, that this has to be always so, and counterexamples can actually be constructed by straightforward asymmetric modifications of our present models.
Put differently, the salient difference between the ratchet effect and ANM is as follows: In an equilibrium system, the second law of thermodynamics forces the current-load curve to pass through the origin with a nonnegative slope. In a ratchet system, the main nonequilibrium effect is a vertical shift of that curve, while ANM exploits the disequilibrium to turn the slope negative without a concomitant offset.
Also note that ANM is distinct from so-called differential negative mobility ͑or resistance͒ ͓35-39͔ which is typified by a negative slope of the current-load curve away from the origin Fϭ0. It characterizes a current that is oriented in the direction of the bias but decreases with increasing F. In contrast to ANM or the ratchet effect, differential negative mobility can also occur in equilibrium systems if subjected to an external static bias ͓37͔.
The present paper is organized as follows: In Sec. II, we introduce our model and the basic quantity of interest, namely, the average particle current. Additionally, a formal definition of ANM is given. Section III is devoted to a detailed analysis of the physical mechanisms that are responsible for the occurrence of ANM in our model under periodic nonequilibrium perturbations. Based on an intuitive understanding of these mechanisms at work, we develop a simple theory that is in good agreement with numerical simulations. In Sec. IV, various generalizations of the original model are introduced and discussed. Finally, the summary and discussion of our findings are presented in Sec. V.
II. MODEL
We consider a Brownian particle in a two-dimensional hard-wall ''corridor'' with obstacles that are arranged periodically and symmetrically under spatial inversion, rendering a straightforward passing of the ''corridor'' impossible, as in Fig. 1 . The particle is subjected to both random thermal fluctuations and externally applied forces acting along the ''corridor.'' Taking the ''corridor axis'' as the y direction of our coordinate system, the dynamical behavior of the particle is modeled by the coupled two-dimensional overdamped Langevin equation,
In comparison to the usual Newtonian equation, the inertia terms mẍ (t) and mÿ (t) are omitted, since in typical experimental systems these inertial effects are negligibly small. In Eq. ͑1͒, denotes the viscous friction coefficient, V(x,y) is the hard-wall potential from Fig. 1 , and F is a static ''tilting force.'' Further, the thermal fluctuations are modeled by unbiased Gaussian white noise x (t) with correlations
where k B denotes Boltzmann's constant, T the temperature, and ͗•͘ indicates the ensemble average over many independent realizations in Eq. ͑1͒.
Aiming at nonequilibrium effects, y (t) cannot be simply a second thermal white noise, but rather must include appropriate time-dependent forces ͑with zero mean͒ to drive the system out of thermal equilibrium. From a theoretical viewpoint, the simplest such source of disequilibrium is a symmetric dichotomous noise that switches randomly at a rate ␥ between two states ϮA. The respective distribution of sojourn times then reads
͑ ͒ϭ␥e
Ϫ␥ ͓dichotomous noise y ͑ t ͔͒. ͑3͒
Another choice for y (t) ͑which we will not pursue in detail in this paper͒ would be, e.g., colored Gaussian noise ͑which does not satisfy a generalized fluctuation-dissipation theorem of the second kind ͓40͔͒. While conceptually appealing due to their simplicity, such models for y (t) without a thermal noise component are hard to realize experimentally. One possible experimental realization we have in mind is based on the techniques used in Refs. ͓41-55͔. Micrometersized beads in a dilute colloidal suspension at room temperature serve as practically noninteracting Brownian particles. The potential landscape of Fig. 1 ͑or one of the generalizations introduced in Sec. IV͒ can be built by means of light forces ͓43, 47,52-54,56,57͔, electric fields ͓42,43,45,46,49,55͔ or morphologically via lithographic etching methods ͓41,51͔. The external forces can be realized, e.g., by electric ͓41,51͔ or magnetic ͓50͔ fields or by making use of gravitation. Indeed, an experimental realization of our model along these lines is currently being constructed by Bechinger and co-workers.
A realistic choice for the noise source y (t) in such an experiment is composed of a symmetric periodic force f (t) that switches between ϮA with period 2 and, in addition, another thermal white noise th (t) like x (t) in Eq. ͑2͒ but statistically independent, i.e., ͗ x (t) th (s)͘ϭ0 for all t,s,
Our central observable is the mean particle current through the corridor Hard-wall potential V(x,y) , defined as zero in the white regions and infinity in the black regions. The particle moves inside this corridor of width B, the white regions outside are of no interest. The symmetrically and periodically ͑with period L) arranged obstacles are characterized by the parameters b and . Note that b ϾB/2.
Due to the long-time limit t→ϱ, the right-hand side of Eq. ͑5͒ becomes independent of the initial conditions t 0 and y(t 0 ). Moreover, due to self-averaging ͑or ergodicity͒ reasons, the ensemble average may be omitted as well ͓33͔, i.e., we may recast Eq. ͑5͒ as
The current-load characteristics ͑or load curve͒ that displays the current ͑5͒ as a function of the static load F ͑cf. Fig. 2͒ exhibits an odd symmetry with respect to F due to the y symmetry of the potential landscape in Fig. 1 
͑7͒
ANM is characterized by a current ͑5͒ that runs ͑at least for sufficiently small F) opposite to F, independent of whether F is positive or negative. Formally, ANM is thus defined as
together with property ͑7͒. For large values of the bias F, the current ͑5͒ will in general again adopt the direction of F; this regime, however, is not at the focus of our present work.
In an equilibrium system ͑1͒, the current ͑5͒ always runs into the direction of the static force F, because ANM is forbidden at thermal equilibrium. If this was not so, we readily could construct a perpetuum mobile of the second kind: Under a periodically switching external load ϮF, the particle would ͑on average͒ cyclically move back and forth, thereby performing useful work against this bias. Consequently, d͗ẏ ͘/dF͉ Fϭ0 Ͼ0 in thermal equilibrium. For continuity reasons, d͗ẏ ͘/dF͉ Fϭ0 still remains positive for small deviations from equilibrium, implying that model ͑1͒ cannot exhibit ANM close to thermal equilibrium. Turning to situations far away from thermal equilibrium, however, permanent motion opposite to the external force is no longer ruled out a priori. In fact, ANM occurs ͓28͔ in our system ͑1͒ for sufficiently strong nonequilibrium driving ͑4͒, as depicted with Fig. 2 . The physical origin for the occurrence of ANM in Eq. ͑1͒, as well as a theoretical description of this phenomenon, will be the subject of the following sections.
III. ANM FOR PERIODIC DRIVING
Out of the various possibilities for the nonequilibrium noise source y (t) mentioned in the preceding section, let us first focus on the case that may be understood most readily, the combination of thermal fluctuations with deterministic periodic driving, as given in Eq. ͑4͒.
We can adopt the following simplified picture of our model ͑1͒. The particle moves in the potential landscape of Fig. 1 under the influence of thermal fluctuations and, in addition, is subjected to the total external force
acting in the y direction along the corridor. The total force ͑9͒ switches periodically between FϩA and FϪA with period 2 and average value F.
In each of the two states FϮA of Eq. ͑9͒ with sojourn time , the particle travels on average a distance ⌬y(,F tot ) along the corridor. The net particle current ͑5͒ thus follows as ͗ẏ ͘ϭ ⌬y͑,AϩF ͒Ϫ⌬y͑ ,AϪF͒ 2 . ͑10͒
For later convenience, we have written Ϫ⌬y(,AϪF) instead of ϩ⌬y(,FϪA) for the second term in the numerator, thereby exploiting the odd y symmetry of our system ͑1͒. Due to this symmetry, we furthermore can restrict ourselves without loss of generality to AϾ0 and Fу0 in the following.
As already mentioned at the end of the preceding section, ANM cannot occur in Eq. ͑1͒ close to thermal equilibrium, i.e., for small A or small . This is a consequence of linear response theory for stochastic processes at high frequency ͓58͔. However, simply making A large is not sufficient either to create ANM. If AϽF, the total force ͑9͒ points permanently into the direction of F, and the average particle current ͑5͒ thus adopts the same orientation as the static load, even if we are far away from thermal equilibrium. For ANM, we thus have to focus at least on the regime AϾF. Then, the where is the viscosity of water. The finite particle radius r has been approximately accounted for by replacing B by BϪ2r in Eq. ͑12͒. The choice of the above parameter values has been made with the experimental realization described above Eq. ͑4͒ in mind.
two states FϮA of the total force ͑9͒ are of different sign, and the current ͑10͒ constitutes the net result from the different average distances the particle travels in the opposite directions.
The above conditions imposed on A and F imply that A ϩFϾAϪF. In view of Eq. ͑10͒, we can thus infer that a current ͑5͒ opposite to the static force F, and therefore ANM, may emerge only if statistical paths dominate where the mean traveling distance ⌬y(,F tot ) is smaller for larger forces F tot .
A. Moderately fast driving
The system parameters in Fig. 2 , in particular the characteristic time scale of Eq. ͑4͒, are chosen such that the nonequilibrium noise source operates in the regime of rather high frequency 1/(2), i.e., the particle can travel at most a few periods L by free drift within the time . The physical mechanism leading to ANM for this ''moderately fast'' driving can be understood as follows. Consider a particle being located in one of the ''corners'' between the right ''corridor wall'' and any of the adjacent obstacles ͓see Fig. 3͑a͔͒ at the beginning of the time interval with constant F tot Ͼ0. Due to this external force, a drift with velocity
in the positive y direction is induced, additional to the diffusive motion stemming from the thermal environment. If the ambient thermal noise is not too strong, and hence the diffusion proceeds not too fast, the particle in Fig. 3͑a͒ first closely follows the right ''corridor wall,'' not being hindered by the neighboring obstacle to the left. It then hits the next obstacle ͑at the right corridor wall͒ and ''slides down on the back'' of that obstacle until it ''falls off'' to perform a ''free fall'' in the positive y direction. Because the lateral extension of the obstacles b exceeds half the corridor width B/2, the particle then hits with a high probability q, the next obstacle on its way and ends up being trapped in the corresponding corner between that obstacle and the left corridor wall. In order to avoid this trap, the particle must thermally diffuse at least over a distance bϪ(BϪb)ϭ2bϪB in the positive x direction during its free fall in the y direction. With increasing total force ͑9͒, ''free traveling speed'' ͑11͒ increases, implying that the available time and therefore the probability pª1Ϫq of such a diffusive displacement decreases, see Fig.  3͑b͒ . Consequently, the particle travels on average a shorter distance along the y axis during the time for larger forces F tot . As discussed above, see below Eq. ͑10͒, it is this very mechanism that implies the occurrence of ANM. In order to quantify these qualitative findings, we calculate the average traveling distance ⌬y(,F tot ) for F tot Ͼ0; the current ͑5͒ then follows according to Eq. ͑10͒. To this end, we start by approximating the above mentioned probability p of avoiding a trap. After drifting for a time t along the y axis with speed v y from Eq. ͑11͒, the thermal diffusion along the x axis is approximately captured ͑for not too large t) by a Gaussian distribution with variance 2Dt. For a particle that closely passes by the leftmost edge of an obstacle FIG. 3 . ͑a͒ Typical traveling routes of the particle for F tot Ͼ0 together with their probabilities (qª1Ϫp). ͑b͒ Traveling routes for a large positive force F tot ϭFϩA ͑left͒ and a small negative force F tot ϭFϪA ͑right͒. For the large force, the traveling speed v y is large and the particle has only a little time to thermally diffuse along the x direction, as indicated by a narrow ͑approximately͒ Gaussian profile. The particle thus typically ends up by being trapped, and the probability p for avoiding a trap is very small. For the small force, the drift velocity v y is smaller. Consequently, the available time for diffusive ''broadening'' is larger ͑broader Gaussian profile͒ resulting in a noticeable probability p of avoiding the trap. The respective values of p are indicated by the filled parts of the Gaussian profiles. The dashed paths do not contribute to ANM. See also the main text. ͑c͒ Typical traveling routes for fast nonequilibrium driving with sojourn times just smaller than 3L/2(AϪ͉F͉) ͓see also Eq. ͑14͔͒. Before the particle can cover the ''basic distance'' 3L/2 but after it has traveled at least one period L, the external force F tot switches from FϪAϽ0 to FϩAϾ0, indicated by the turning point of the particle route. The solid path showing immediate trapping after reversal of the force is at the origin of ANM. The dashed path yields no net motion. Both routes occur with an approximate probability of 1/2. attached to the right corridor wall ͑for F tot Ͼ0), the probability p is determined by this part of the Gaussian distribution which lies beyond the rightmost edge of the next ''trapping'' obstacle ͓see Fig. 3͑b͔͒ . By use of Einstein's relation D ϭk B T/ and observing that neighboring obstacles have an overlap bϪ(BϪb)ϭ2bϪB ͑in x direction͒ and an approximate distance L/2 ͑in y direction͒, we obtain
du is the complementary error function. With probability p, a particle thus covers in addition to the ''basic distance'' of approximately 3L/2 from one of the ͑right͒ corners up to the first ''trapping'' obstacle another period L ͓see Fig. 3͑a͔͒ . It then avoids the second trap on its way with approximately the same ͑relative͒ probability p as in Eq. ͑12͒, i.e., a second period L is covered with ͑absolute͒ probability p 2 , etc. ͓see Fig. 3͑a͔͒ . If the maximal traveling distance ͑avoiding all traps͒ is of the form (3/2ϩN)L with NN, the average traveling distance ⌬y(,F tot ) thus follows as L͓3/2ϩpϩ p 2 ϩ•••ϩ p N ͔. Neglecting the fact that the free traveling speed v y is slightly reduced when the particle ''slides down on the back'' of an obstacle, we obtain (3/2ϩN)Lϭv y ; hence, in virtue of Eq. ͑11͒, we find
This expression can also be used as a decent interpolation even if v y does not precisely equal (3/2ϩN)L. With the average traveling distance ͑13͒, current ͑5͒ is finally obtained from Eq. ͑10͒. As can be inferred from Fig.  2 , the agreement of this analytic prediction with the simulations is remarkably good despite the various approximations underlying our theoretical estimates in Eqs. ͑12͒ and ͑13͒:
͑i͒ The thermal noise th (t) from Eq. ͑4͒ which couples to the y component of Eq. ͑1͒, has been neglected, thereby tacitly assuming that corresponding corrections to Eqs. ͑12͒ and ͑13͒ are small.
͑ii͒ In order to obtain Eq. ͑12͒, we have assumed that the probability distribution resulting from the lateral diffusion of the particle during its free fall possesses a Gaussian shape, and we have thus neglected effects of the corridor walls.
͑iii͒ The drift distance in the y direction between subsequent obstacles has been supposed to equal L/2, which is justified as long as Ͻ90°is not too small, see in Fig. 1 . In fact, for very small , neighboring obstacles have an overlap in the y direction. Then the probability p for avoiding a trap becomes exactly zero, independent of F tot , implying that the crucial mechanism for ANM cannot occur at all. For ϭ90°, ANM is found to disappear as well in numerical simulations of Eq. ͑1͒.
͑iv͒ We have used the assumption that the particle first closely follows the ͑right͒ corridor wall up to the next obstacle attached to this wall, see Fig. 3͑a͒ . This approximation becomes doubtful for
2 /L because the particle can then get trapped with considerable probability already by the very first obstacle ͑to the left͒ due to lateral diffusion away from the corridor wall. While these conditions ͑i͒-͑iv͒ basically refer to the geometrical properties of the corridor, the derivation of our theoretical results, in particular the result in Eq. ͑13͒, is moreover based on further assumptions that involve the time scale of the nonequilibrium force ͑4͒: ͑v͒ The expression ͑13͒ is only valid if the particle covers at least the ''basic distance'' 3L/2 during the time , i.e., if v y ϭF tot /Ͼ3L/2.
͑vi͒ We have completely neglected the possibility that a trapped particle may escape from its trap due to the ambient thermal noise. This is only justified as long as is much smaller than the mean escape time esc (F tot ) out of a trap. In passing we note that under such an assumption the particle mostly lingers in one of the ''sticky corners'' before a switch of F tot occurs; this is consistent with our approach to take these corners as initial positions for the motion of the particle within a time interval .
The latter two requirements are fulfilled for both forces F tot ϭFϮA and the sojourn time contributing in Eq. ͑10͒ if they hold for the smaller force AϪF, i.e., if
where AϾ0 and Fу0 have been tacitly assumed. This relation defines our ''moderately fast'' driving regime in quantitative terms. For intermediate Ϸ esc and large ӷ esc ANM subsists, whereas for smaller driving intervals ANM eventually disappears. These latter driving regimes will be discussed in detail in the following sections.
B. Fast driving: Bursting and disappearance of ANM
For shorter half periods Ͻ3L/2(AϪF), ANM is found to vanish in numerical simulations of Eq. ͑1͒. Before this disappearance occurs, we observe-much to our own surprise-an enhancement of ANM, see in Fig. 4 . This remarkable feature is rooted in a completely different mechanism, illustrated in Fig. 3͑c͒ : Suppose, we are just beyond the driving-regime characterized in Eq. ͑14͒, i.e., the sojourn time with constant F tot ϭFϪA ͑the small force͒ is too short to cover the ''basic distance'' 3L/2 with the ''free traveling speed'' ͑11͒, but still sufficiently large to advance at least by one period L. Then, the external forcing switches to the state F tot ϭFϩA ͑the large force͒ during the free fall of the particle towards the first trap, see Fig. 3͑c͒ . Drifting now into the opposite direction, the particle either gets trapped by the obstacle it just has passed by, or else, it avoids this trap to finally end up ͑with high probability͒ in its original starting corner. In the latter case, no net motion has occurred, whereas in the former case a period L has been covered into the direction opposite to the static force F, i.e., we again find ANM. The respective probability for getting trapped is close to 1/2, and therefore much larger than the typical probability p for avoiding a trap in the moderately fast-driving mecha-nism as detailed above. Consequently, also the resulting ANM is more pronounced, thereby explaining the observed bursting of ANM in Fig. 4. 
C. Slow driving
The slow-driving regime is characterized by sojourn times of the nonequilibrium source ͑4͒, which are much longer than the mean escape time out of a trap for the forces contributing in Eq. ͑10͒. In view of esc (AϩF)Ͼ esc (AϪF), see Eq. ͑19͒ below, this implies that
To determine the average traveling distance ⌬y(,F tot ) for such large values, we start by calculating the time to advance by one period L along the y axis for F tot Ͼ0: With probability p approximately given in Eq. ͑12͒, the particle avoids the trap within such a period; its traveling time to cover the period L is then approximately given by
wherein we have exploited Eq. ͑11͒ for the second equality. With probability 1Ϫp, the particle gets trapped and has to reescape from the trap in order to cover the period L; this in turn yields an increase of the traveling time by esc on the average. The average time to advance by one period L is therefore p L/v y ϩ͓1Ϫ p͔͓L/v y ϩ esc (F tot )͔. With Eq. ͑16͒, the resulting average traveling distance during the ͑large͒ time ӷ esc (F tot ) then takes the form
For small F tot Ͼ0, the effect of the traps is small and the first term in the denominator of Eq. ͑17͒ dominates. Hence, ⌬y increases in the expected linear response manner with increasing F tot . As F tot becomes larger, 1Ϫ p approaches 1, cf. Eq. ͑12͒, and the escape time esc increases very fast, cf. Eq. ͑19͒ below. This increasing ''stickiness'' or ''depth'' of the traps with increasing F tot ͓2,4,5,35-38,59,60͔ implies the existence of a maximum and a subsequent decay of ⌬y. As a consequence we recover once again ANM in Eq. ͑10͒ for sufficiently large A, based on the mechanism that the particle travels on average shorter distances for larger applied forces F tot . This prediction of ANM is confirmed by the numerical simulations shown in Fig. 5 . Moreover, the agreement of the simulations with Eq. ͑10͒ and Eqs. ͑17͒ and ͑19͒ below is satisfactory.
To approximate the mean escape time esc , the twodimensional geometrical trap is reduced to a onedimensional potential system according to the following procedure: Out of the entire corridor we consider only a small part consisting of one corner ͓i.e., a segment of the ͑left͒ corridor wall with an obstacle attached to it͔, and a particle being trapped in this corner by the external force F tot Ͼ0. Neglecting the effect of the wall, the motion of the particle decouples into a component parallel to the obstacle and a component perpendicular to it. We thus may consider only the one-dimensional motion along the auxiliary coordinate Xϭx/sin parallel to the obstacle, which is governed by thermal fluctuations and by the external force component F tot cos. The corresponding one-dimensional Langevin equation reads
where X (t) represents the thermal Gaussian fluctuations with the properties specified in Eq. ͑2͒. This dynamics correctly reproduces the equilibrium distribution as well as the limiting case of zero temperature Tϭ0. One can then ap- proximate esc (F tot ) by the mean first passage time from X ϭ0 to Xϭb/sin with a reflecting boundary placed at X ϭ0 ͓40͔ to obtain
D. Driving with arbitrary period
The upshot of our present findings in this section is twofold. On the one hand, we showed that ANM occurs for both, ͑moderately͒ fast driving and ͑asymptotically͒ slow driving as characterized by ͑14͒ and ͑15͒. On the other hand, the respective physical origins of ANM, being quantitatively captured by Eqs. ͑13͒ and ͑17͒, turned out to be completely different: In the fast-driving regime, transient, forcedependent ''first-trapping events'' after each jump of F tot provide the crucial mechanism for ANM, while in the slowdriving regime ''reescape events'' out of the traps are responsible for ANM. These escape events are negligible for fast driving, while for slow driving the transient behavior is irrelevant. In other words, the pivotal mechanism creating ANM in one case is completely negligible for the other case and vice versa. Thus, our model ͑1͒ ͑with the potential of Fig. 1͒ reveals the remarkable feature that two completely different, ''complementary'' physical mechanisms both support one and the same phenomenon. On the basis of this physical insight, we may naively expect that ANM will be present as a result of a ''superposition'' of both effects in the intermediate driving regime as well. An educated guess is thus to add Eqs. ͑13͒ and ͑17͒ and then evaluate Eq. ͑10͒. These predictions are nicely confirmed by Fig. 6 .
For a more sophisticated and systematic analysis of general driving, we start by extending our approach of Sec. III C by taking into account the distribution esc (t) of escape times out of the traps. This distribution can be approximated by
Similar in spirit as for the derivation of the mean time, a particle needs to cover a period L ͓see above Eq. ͑17͔͒; we now obtain a distribution (t) of traveling times ͑for F tot Ͼ0). When the trap within such a period is avoided, this time is given by L from Eq. ͑16͒. In contrast, when the particle's motion is held up by the trap, the traveling time is distributed according to esc (t) with an additional ''time offset'' L that represents the drift across this period. The respective probabilities p and 1Ϫ p are approximated by Eq. ͑12͒. Therefore, we find
where ⌰(t) is the Heaviside function and the argument F tot has been omitted in p and esc . This result is based on our assumption that the particle always closely passes by the leftmost edge of any obstacle attached to the right corridor wall when F tot Ͼ0, as indicated in Fig. 3͑a͒ . Furthermore, we have again neglected the fact that the ''free traveling speed'' ͑11͒ slightly decreases when the particle ''slides down on the back'' of an obstacle. As an important consequence of these two approximations, the traveling times across any period L are governed by one and the same probability distribution (t) given by Eq. ͑21͒, independent of the particle's past history ͑Markov property͒, and independent of the concrete partition of the ''corridor'' along the y direction into segments of period L. In this way, the original two-dimensional system ͑1͒ ͑with the potential of Fig. 1͒ is approximately reduced to a onedimensional, unidirectional random walk characterized by (t), Eq. ͑21͒. Provided that the random walk advances in discrete steps ͑''hopping process''͒, such problems have been analyzed in detail in the context of renewal theory ͓61,62͔. Extending these methods to our case of continuous motion ͑see the Appendix͒, we obtain for the Laplace transformed displacement ⌬ỹ (s,F tot )ª͐ 0 ϱ dt ⌬y(t,F tot )e Ϫts the result ͓63͔
where ͑ s ͒ϭe
is the Laplace transform of (t) from Eqs. ͑20͒ and ͑21͒. The expression ͑22͒ differs from standard renewal theory ͓61,62͔ by the last factor on the right hand side, which accounts for the fact that the particle proceeds continuously rather than in discrete jumps of length L. After an inverse Laplace transformation of Eq. ͑22͒, a final transformation, FIG. 6 . Current-load characteristics for Eq. ͑1͒ with the potential V(x,y) of Fig. 1, periodic driving ͑4͒ , and the same parameter values as in Fig. 2 is required, because the ''basic distance'' of approximately 3L/2, which the particle covers before encountering the first trap ͓see Fig. 3 and below Eq. ͑12͒ below͔, is not yet taken into account by Eq. ͑22͒. The distinction between the two cases in Eq. ͑24͒ can be understood as follows: On its way to the first trap, the particle proceeds with approximately the free traveling speed v y from Eq. ͑11͒. It thus can cover the ''basic distance'' 3L/2 only if is sufficiently large, namely, у3L/2v y ; for smaller , the particle advances by the distance v y . With the average traveling distances finally obtained from Eq. ͑24͒, current ͑5͒ follows according to Eq. ͑10͒. A typical result is depicted in Fig. 6 , being in good agreement with the numerical simulations. Moreover, it presents a notable improvement in comparison to the naive first guess discussed above. While a numerical evaluation of the inverse Laplace transformation is necessary in general, the special cases of moderately fast and slow driving detailed in Secs. III A and III C can be treated analytically. The basic assumption for fast driving that a trapped particle does not escape from its trap corresponds to the limit esc →ϱ in Eq. ͑20͒; the probability for escaping from the trap within any finite time t is then zero. In this limit, Eq. ͑23͒ simplifies to p e Ϫs L . Then, the transformation to original time in Eq. ͑22͒ is straightforward, and, by additionally taking into account the final transformation ͑24͒, one recovers the previous ͑moderately͒ fast driving result ͑13͒, provided that / L Ϫ3/2N ͑for details, see the Appendix͒. Slow driving is characterized by ͑very͒ large sojourn times with constant total force ͑9͒, see Eq. ͑15͒. We expect that such an asymptotic long-time limit of ⌬y is related to the small-s behavior of ⌬ỹ , for which we find
This guess is mathematically rigorously corroborated by a so-called Tauberian theorem ͓61,64͔: If for constants J and K,
for the Laplace transform h (s) of a function h(), then h͑ ͒ϭJϩKϩo͑ 1 ͒ as →ϱ. ͑27͒
In Eq. ͑26͒, O(1) denotes a function of s which is bounded as s→0, whereas o(1) in Eq. ͑27͒ denotes a function of tending to zero as →ϱ. In view of this theorem and expansion ͑25͒, we herewith recover our previous result ͑17͒.
IV. GENERALIZATIONS
The model ͑1͒, ͑4͒ together with the potential landscape of Fig. 1 is particularly suitable for elucidating the different basic physical mechanisms for ANM, and for quantifying them by simple theoretical concepts. Based on the so-gained physical insight, we expect that ANM subsists for various generalizations and modifications of our original model, thereby providing a whole collection of systems containing noninteracting classical Brownian particles that are capable of exhibiting ANM. In the following, we discuss several such generalizations, mainly with respect to the form of the potential landscape and/or the nonequilibrium perturbation. Restricting ourselves to a more qualitative level in these discussions, we shall present corresponding simulation results of Eq. ͑1͒ in dimensionless units.
A. Dichotomous noise
As already alluded to in Sec. II, the simplest nonequilibrium model y (t) in Eq. ͑1͒ is, from a theoretical viewpoint, a symmetric dichotomous noise that switches randomly between two states ϮA with a switching rate ␥. This case of a nonequilibrium perturbation can be understood along the same qualitative arguments as already developed for periodic driving ͑4͒ in the preceding section. We therefore conclude that ANM occurs due to the same physical mechanisms at work ͓28͔. However, the current ͑5͒ now results from the contribution of all sojourn times of the total forcing states F tot ϭFϮA according to the distribution () from Eq. ͑3͒. Consequently, the current formula ͑10͒ generalizes to ͗ẏ ͘ϭ
wherein the average traveling distance ⌬y(,F tot ) has, in general, to be calculated from Eqs. ͑22͒ and ͑24͒. To determine the mean escape time esc required in Eq. ͑22͒, one must take into account that the dichotomous perturbation y (t) does not contain a thermal noise part. The thermal bath thus only couples to the x component of model ͑1͒. As a consequence, the relevant effective temperature of the thermal noise X (t) in Eq. ͑18͒ is given by T eff ϭT sin 2 , resulting in a similar replacement T‫ۋ‬T sin 2 in Eq. ͑19͒. Instead of the generally valid formula ͑22͒ for the traveling distance ⌬y, we may, in some special cases of the distribution (), employ in Eq. ͑28͒ the high-or lowfrequency results ͑13͒ or ͑17͒, respectively. If, e.g., large sojourns dominate, then the average traveling distance ⌬y may be approximated by Eq. ͑17͒. As a consequence, ⌬y(,F tot )/ becomes independent of , and thus Eq. ͑28͒ resimplifies to Eq. ͑10͒. On the other hand, for large enough rates ␥ in Eq. ͑3͒ ͑small sojourn times predominate͒, the average traveling distances ⌬y(,F tot ) ͓which noticeably contribute in Eq. ͑28͔͒, may be well captured by the fastdriving result ͑13͒. A typical example of such a theoretical estimate is depicted with Fig. 7 , in good agreement with the numerical simulations.
It is quite clear that the above discussion and especially Eq. ͑28͒ with Eqs. ͑22͒ and ͑24͒ is not restricted to dichotomous noise y (t), but can be taken over without any change for arbitrary random as well as deterministic processes y (t) switching between ϮA according to some switching time distribution (). Returning finally to the special case of a dichotomous process y (t) with Eq. ͑3͒ one sees that the numerator in Eq. ͑28͒ can be evaluated in terms of the Laplace transform ⌬ỹ (s,F tot ). Taking into account the transformation ͑24͒, one then obtains the explicit analytical result ͗ẏ ͘ϭ
where the superscripts Ϯ refer to the total forces AϮF. In Eq. ͑29͒, L Ϯ follows from Eq. ͑16͒ and Ϯ (␥) from Eq. ͑23͒; the required probability p is obtained according to Eq. ͑12͒ and the modified mean escape time esc according to Eq. ͑19͒, with T‫ۋ‬T sin 2 .
B. Alternative potential landscapes
The most immediate geometrical modification of the potential from Fig. 1 is shown in Fig. 8 , where the corridor of Fig. 1 is periodically continued along the x direction. Due to obvious symmetry properties of the dynamics ͑1͒, the current ͑5͒ through this sieve remains exactly the same as in Fig. 1 , but the parallelization now admits to simultaneously transport many more particles. This ''sieve'' is reminiscent of the two-dimensional arrays of obstacles theoretically considered in Refs. ͓65-67͔. We emphasize, however, that the physical phenomena studied there are completely different from ours; in particular ANM has not been addressed in those works.
Yet alternative corridors are depicted in Fig. 9 . They all do not possess obstacles, but provide traps with increasing stickiness as the bias forces ͑along the y axis͒ increase. Consequently, ANM is found in the slow-driving regime according to the very same mechanism as discussed in Sec. III C. Under ͑moderately͒ fast nonequilibrium perturbations, however, the potential landscapes from Fig. 9 behave quite different from those of Figs. 1 and 8. In the corridor of Fig.  9͑a͒ , the particle gets trapped by ''falling into a depression'' when ''sliding down the ramps.'' Due to the additional diffusive motion, this trapping occurs with higher probability FIG. 7 . Current-load characteristics for Eq. ͑1͒ with the potential V(x,y) of Fig. 1, dichotomous Fig. 1 but now periodically continued along the x axis, resulting in a two-dimensional array of obstacles ͑''sieve''͒. For symmetry reasons, the y component of the Brownian motion ͑1͒ is completely independent of whether the gray shaded ''corridor'' is endowed with perfectly reflecting ''sidewalls'' ͑Fig. 1͒ or not.
FIG. 9. Alternative geometries for hard-wall corridors with traps that may represent the potential V(x,y) in Eq. ͑1͒ to yield ANM. In each case, the particle is confined to the inner white regions where V(x,y)ϵ0; the black walls are defined to have infinite potential. All these corridors are periodic ͑shown are two periods͒ and symmetric with respect to inversion of the y axis. ͑a͒ The vertical parts of the corridor act as traps. The particle ''falls into'' them when ''sliding down the diagonal ramps.'' ͑b͒ The traps are represented by the attached ''fins'' and are entered by lateral diffusion along the x direction while ''falling'' along the central ''backbone.'' ͑c͒ The particle is trapped in the ''corners'' with a probability that is practically 1, independent of the strength of the force F tot .
the faster the ''free fall'' with velocity v y from Eq. ͑11͒ proceeds, and thus the larger the total external force ͑9͒ is. As discussed in Sec. III A, such a force-dependent trapping probability of the particle implies ANM for ͑moderately͒ fast driving. The potential landscape of Fig. 9͑b͒ , does not support this mechanism. Here, faster drift along the y direction even decreases the trapping probability. Similarly, fastdriving ANM based on force-dependent trapping processes cannot occur with Fig. 9͑c͒ , since the trapping probability ͑in the corners͒ is practically 1, independent of the external force strength.
V. CONCLUSIONS
In this paper, we have demonstrated that a single, classical Brownian particle in a periodic, symmetric, two-dimensional potential landscape can exhibit the paradoxical and prima facie quite astonishing phenomenon of absolute negative mobility under suitable far from equilibrium conditions. This constitutes a substantial simplification and extension in comparison to the physical systems hitherto known to exhibit ANM, where either quantum mechanical effects ͓2-12͔ or else particle-particle interactions ͓23-27͔ are clearly indispensable for the emergence of ANM.
The qualitative and quantitative analysis of the ANM phenomenon in such classical, one-particle systems has been exemplified in detail for periodic nonequilibrium perturbations ͑4͒ in Eq. ͑1͒ and the potential landscape from Fig. 1 . The main analytical result is the Laplace-transformed average traveling distance Eq. ͑22͒ from which the particle current is obtained ͑after an inverse Laplace transformation͒ according to ͑10͒. The occurrence of ANM is found to be robust against various modifications of the potential landscape and the nonequilibrium noise source. In general, it is simultaneously supported by completely different physical mechanisms that dominate in the distinct driving regimes ͑fast vs slow͒ of the nonequilibrium perturbations ͓28͔. These different mechanisms have in common that they all exploit the existence of ''particle traps,'' which is, in fact, the characteristic feature of the potential landscapes considered herein. Put differently, any potential landscape that provides traps with increasing stickiness as the external force strengths increase is expected to exhibit ANM, at least for adiabatically slow nonequilibrium perturbations ͓2,4,5͔. A well-known system of this kind is the two-dimensional gel network consisting of randomly distributed traps which is used in trapping electrophoresis for DNA-protein complexes ͓59,60͔.
Experimental implementations of the ANM effect can be realized with mechanical microsystems of the type discussed herein. Likewise, other potential realizations involve the Brownian motion of colloidal particles in light-guided tracks or the motion of atoms and molecules in appropriately designed optical lattices ͓68͔. Extensions of our basic ideas to Coulomb blockade systems ͓69,70͔ represent promising applications.
Apart from the phenomenon of absolute negative mobility itself, other future challenges involve the problem of optimization of ANM as a function of the parameters that characterize the nonequilibrium situation. Moreover, a single realization exhibits mobility fluctuations that depend on the diffusive properties of the driven Brownian motion process. The diffusion of the displacements present yet another objective that is worthwhile to be addressed in the future in greater detail.
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APPENDIX: CONTINUOUS UNI-DIRECTIONAL RANDOM WALK
Interpreting the motion of the particle for the moment within a coarse grained approximation of y(t) by multiples of L as a hopping process characterized by some waiting time distribution (t), we can readily derive the Laplace transform ⌬ỹ (s,F tot ) of the average traveling distance ⌬y(t,F tot ) according to the usual renewal theory ͓61,62͔: The probability P(n,t) to make n steps within the time t is given by the sum over the probabilities of all possible realizations of the random walk, namely, a first step at time t 1 (0Ͻt 1 Ͻt), a second step at time t 1 ϩt 2 (t 1 ϩt 2 Ͻt and t 2 Ͼ0),etc., and the (nϩ1) th step at time
Once P(n,t) is known, ⌬y(t,F tot ) readily follows according to
After a Laplace transformation, one obtains the well-known result ͓61,62͔
where (s) is the Laplace transform of (t). However, this discrete approximation clearly does not capture the continuous motion of the particle properly. Nevertheless, we can describe all periods L that the particle passes completely during the time t by such a hopping process, since the dynamical details within these periods are of no interest ͓they are fully incorporated in the waiting time distribution (t)]. Only within the ''final period'' ͑which will not be passed completely͒ the continuous motion of the particle has to be taken into account explicitly. To this end, we approximate that continuous motion by a hopping process with step size ␦LªL/K, where KN (K large͒ is the number of steps to cover the period L completely. The coordinate y is thus discretized according to
yϭnLϩk␦L, ͑A4͒
where nN 0 is the number of complete periods contained in y and kϭ0,1, . . . ,KϪ1 represents the position within the period nϩ1. Finally, after ⌬ỹ (s,F tot ) for this coarse grained approximation has been calculated, we perform the limit K →ϱ ͑implying ␦L→0) to regain a genuine continuous motion.
Due to this approach, we can still apply renewal theoretic methods. The particle motion is now characterized by the following three waiting time distributions ͓cf. Eq. ͑21͔͒
where esc (t) is the distribution of escape times out of a trap. As in Eq. ͑21͒, Eq. ͑A5a͒ represents the traveling times through any ͑full͒ period L. The distributions ͑A5b͒ and ͑A5c͒ describe the motion within a period, where Eq. ͑A5c͒ accounts for the single step that passes by the trap contained in this period. Note that both these distributions ͑A5b͒ and ͑A5c͒ depend on the step size ␦L, since L /Kϭ␦L/v y . The
Laplace transforms of the distributions ͑A5͒ read
with esc (s) denoting the Laplace transform of esc (t). In order to calculate the average traveling distance ⌬y(t,F tot ) via its Laplace-transformed counterpart ⌬ỹ (s,F tot ), we now consider the probability P(n,k,t) to cover n periods L completely and to additionally make k steps in the ''final period'' nϩ1 during the total time t. Similarly as in Eq. ͑A1͒, it is given by
dt n ͑t n ͒P͑ 0,k,tϪt 1 Ϫ•••Ϫt n ͒. ͑A7͒
In comparison to Eq. ͑A1͒, the last integral has been replaced by the probability P(0,k,tϪt 1 Ϫ•••Ϫt n ) to advance by k steps of size ␦L during the remaining time tϪt 1 Ϫ . . . Ϫt n . This probability is given by 
͑A8͒
Here, we have exploited the possibility to freely choose the partition of the corridor into periods of length L, as discussed in Sec. III D. We take a period to start just before a trap and to end just before the next trap which is consistent with the initial ''basic distance'' captured by the final transformation ͑24͒, see also Fig. 3 . Consequently, we have to take into account the trap in the first small step (kϭ1) by using the distribution ͑A5c͒. Then, the right-hand sides of Eq. ͑A8͒ follow according to the same line of reasoning that has led us to Eq. ͑A1͒. ͑ nLϩk␦L ͒P͑ n,k,t ͒. ͑A9͒
Using the Laplace transform of the probability P(n,k,t), 
As already mentioned in Sec. III D, the inverse Laplace transformation of Eq. ͑A12͒ has to be performed, in general, numerically. However, for the specific form ͑20͒ of the escape time distribution esc (t), an analytical backtransformation is feasible in the limit esc →ϱ, which corresponds to the fast-driving regime discussed in Sec. III A. For this limit, the Laplace transform ͑23͒ of the waiting time distribution (t) simplifies to ͑ s ͒ϭ pe Ϫs L . ͑A13͒
Observing that (s)/͓1Ϫ (s)͔ϭ ͚ nϭ1 ϱ ͓ (s)͔ n , the Laplace-transformed average traveling distance ͑A12͒ for this case reads
The inverse Laplace transform is
by the theorem of residues, where must be chosen such that all poles of the integrand in the complex plane of s are located to the left of the integration path. With the definition Nª͓t/ L ͔ int ͑where ͓•͔ int denotes the largest integer smaller than the enclosed expression͒, the first sum terminates at N ϩ1, the second at N, and we obtain 
͑A17͒
where mod is the usual modulo operator. The first two terms represent the average number of periods, L, that the particle can cover completely within the time t including the ''basic distance'' 3L/2 ͓see also Eq. ͑13͔͒. The last term accounts for the situation where the particle passes through Nϭ͓t/ L Ϫ3/2͔ int periods without being trapped, afterwards it also avoids the next trap ͑with absolute probability p Nϩ1 ) and proceeds further for the remaining time tϪ(3/2ϩN)L/v y . This latter possibility has been neglected in the derivation of our moderately fast-driving result ͑13͒ in Sec. III A. Consequently, Eqs. ͑13͒ and ͑A17͒ are identical only if t/ L Ϫ3/2 N. Otherwise, Eqs. ͑13͒ and ͑A17͒ constitute two different possibilities for a ''smooth interpolation,'' where obviously Eq. ͑A17͒ is the physically correct one. However, for all the cases considered in this paper ͑Figs. 2, 6, and 7͒, the differences between Eqs. ͑13͒ and ͑A17͒ are extremely small.
