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ABSTRACT
An autonomous, time-invariant dynamical system that veries the classical
Lyapunov criterion is globally asymptotically stable for the case when the
Lyapunov function is strictly decreasing along the solution. We dene an al-
most Lyapunov function to be a candidate Lyapunov function whose derivative
with respect to time is of unknown sign in a set of small measure and neg-
ative elsewhere. We investigate the convergence of a system associated with
an almost Lyapunov function. We show that for an unknown set of small
enough measure, all the trajectories converge to a ball around the equilibrium
point, under standard condition of Lipschitz continuity over the system and
the derivative of the almost Lyapunov function.
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CHAPTER 1
INTRODUCTION
Aleksandr Lyapunov, a Russian mathematician, introduced the notion of Lya-
punov stability in 1892. He judged it necessary to renew the existing methods
on nonlinear control, based on linearization around an equilibrium point. His
work did not receive much attention in the Western world for many decades.
Interest in the work started suddenly during the Cold War period, when his
Second Method of Lyapunov was found to be applicable to the stability of
aerospace guidance systems. In detail, given a dynamical system, autonomous
and time invariant, the existence of a so-called Lyapunov function, i.e. a
positive denite scalar function, radially unbounded, strictly decreasing with
respect to time in all the points of this region, ensures the asymptotic stability
of the system [1].
Our work consists in relaxing the conditions on the Lyapunov function,
namely the negativity of its derivative with respect to time. We suppose that
its sign is unknown in a region of nonzero measure. This motivation comes
from the issues encountered while computing the sign of the derivative. In fact,
determining the zeros of a multivariate polynomial is a computational chal-
lenge. The sum of squares method tackles this issue [2]. Based on semidenite
programming, it shows how the sum of squares decision procedure allows for
the search of bounded degree solutions to the Positivstellensatz equation. Our
work oers an alternative. Our approach consists of sampling the sign of the
derivative on a good enough number of points to ensure convergence to a set.
This is inspired from the methods based on randomized algorithms [3], [4] or
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more generally on the Cherno bound in statistics [5].
We consider the case when the Lyapunov function is the Euclidean norm.
This rst approach, inspired by [6], relies on the fact that any Lyapunov
function can be seen as the norm Lyapunov function, by a change of coordinate.
We show that the presence of a region where the sign of the derivative is
unknown still allows a convergence of all the states to a ball, whose volume
depends on the size of the unknown region. The idea is based on the following
observation: if the derivative with respect to time of the Lyapunov function
is negative at a given point, then it will remains negative in a neighborhood
of this point. The size of this neighborhood is estimated by using the bound
and the Lipschitz constant of the system and the gradient of the Lyapunov
function. Therefore, for a given point in the unknown set, the idea is to pick
up a decreasing point nearby and compare the distance between both points:
the value of the Lyapunov function (the norm) at the unknown point will be
estimated by the distance between both points, plus the norm at the decreasing
point. If the unknown point is far enough from the origin, the norm trajectory
starting from this point will decrease for at least some period of time. The
next idea is to apply the same analysis to the ending point after that period
of time. The size of the ball of convergence depends on the dierent bounds
cited earlier. The last part of the proof will consist of estimating this size.
As a corollary, if we sample a large enough number of points with negative
Lyapunov derivative so that the union of the neighborhoods of each point re-
covers the whole space, then the system converges to the ball described above.
There will be an important discussion on how to relax that last condition.
That is: Do we still have convergence if the union does not entirely recover
the whole space?
This thesis is organized as follows: Chapter 2 introduces the context and
the notations. Chapter 3 states our main result. Chapter 4 proposes a compu-
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tational algorithm and the dierent constraints around it. Chapter 5, divided
in three parts, is the proof of the main result. Chapter 6 presents actual
examples. Chapter 7 relates future work in this subject.
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CHAPTER 2
PRELIMINARIES
Consider the system
_x = f(x) (2.1)
where f : Rn ! Rn is a function continuous and Lipschitz with f(0) = 0.
Consider a function V : Rn ! R, continuously dierentiable and positive
denite whose derivative Vx is Lipschitz continuous.
For a given c > 0 consider the set D := V  1([0; c]). Dene L0 := jjf jj =
supx2D jf(x)j, L1 as the Lipschitz constant of f , M1 := jjVxjj = supx2D jVx(x)j
and M2 as the Lipschitz constant of Vx outside the origin.
Dene _V (x) := Vx(x)  f(x) and consider a subset 
  D with the property
that for some a > 0:
_V (x) + aV (x) < 0; 8x 2 D n 
 (2.2)
Remark 1. There is a relationship between L1 and a. Suppose there exists
a global constant a > 0 such that _V (x) + aV (x) < 0. Then ajxj = aV (x) 
j _V (x)j. In the special case we are going to study, V is taken to be the Euclidean
norm so that jVxj = 1.
j _V (x)j  j1j:jf(x)j  jf(x)  f(0)j
 L1:jx  0j  L1:jxj
4
where the last inequality results from the existence of x = 0 as an equilibrium.
Therefore, we have a  L1.
By abuse of language, x will refer to the solution (or trajectory) verifying
(2.1) with initial condition x(0). A point x(0) will refer to the initial state of
a solution x solving (2.1).
We call a good point x0 with rate q if _V (x0) <  qV (x0). Hence all points in
D n
 are good points with rate a. We call z a bad point if _V (z) > 0. The ball
BR(0) is called a convergence ball for the system (2.1) if any solution starting
from D eventually enters BR(0). R > 0 is said to be an admissible radius if
BR(0) is a convergence ball for (2.1) with BR(0)  D.
5
CHAPTER 3
MAIN RESULT
Our rst approach is to consider the norm case V (x) = jxj motivated by
[6]; see section 7.2 for more details on the choice of this particular function.
Notice then that M1 = 1 and M2 = 0. Given  > 0, denote X = fx 2
X; dist(x; @X)  g, Ba(b) the ball of radius a and center b. Let us also dene
 > vol(
) to be an upperbound of the measure of the set 
 and  = () to
be
vol(B 
2
) =  (3.1)
Theorem 1 (Norm case theorem). Given the system (2.1) with V (x) = jxj
satisfying (2.2), there exist  > 0 and a function R : [0; ] ! R+ such that
8 2 [0; ], if vol(
)   then 8x0 2 D() the corresponding solution x of (2.1)
with initial state x(0) = x0 remains in D for all time and eventually enters
the set B R();1 and eventually remains in B R();1+()(0).
R();1, the function
dening the radius of the convergence ball, is an admissible radius, increasing
with  increasing and R(0);1 = 0.
The proof relies on a simpler assumption: If, for any point, there is a nearby
good point of decay rate a, then the rest of the analysis remains the same and
we obtain the following corollary:
Corollary 2. For a given system (2.1), given L0 and L1, if there exist a and
 such that for all z 2 D there is a good point x0 of decay rate a in B(z),
6
then B R(0) is a convergence ball for (2.1) where R = inffRjR 2 S;1g and S;1
is dened in section 5.2.
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CHAPTER 4
COMPUTATION ALGORITHM
4.1 General presentation
We provide an applicative algorithm to compute R for given parameters a; L0; L1,
,  and precision tolerance R; T . For an arbitrary R > 0, we dene:
WR(t) = e
L1t +R(e at   1) and T+(R) = (1  )a
L1L0 + aL0
(R  )
The objective is to nd the smallest R such that
9t 2 (0; T+) for which WR(t)  0
The approach consists of nding the rst zero T (R) of WR and comparing
it to T+(R). The existence of the rst zero is guaranteed for R big enough.
Algebraic properties of T (R) and T+(R) show that T (R) < T+(R) for R big
enough. R will be the smallest of these R.
4.2 Analysis and algorithm description
We invite the reader to look at the owchart (see Figure 4.1).
Subroutine lowerR provides the lowest value of R such that WR admits
at least one zero. Since WR(0) > 0, this is equivalent to showing that the
minimum value ofWR(t) is negative, where t > 0, which expressed as a formula
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gives: Solve for R > L1
a

R

 L1
L1+a
 
a
L1
 L1
L1+a
+

a
L1
 L1
L1+a
 1!
  R

 0 (4.1)
This is also solvable for R big enough. lowerR will then provide the lower
bound. This value can be arbitrarily large depending on values of the input
parameters. Therefore, the suggested subroutine is a bisection search from L1
a
to 1. One should also add a tolerance parameter R.
Subroutine createT provides T (R) the zero of a given function WR. We
suggest searching the zero between 0 and the minimum of WR given by:
1
L1 + a
ln

aR
L1

Existence is guaranteed by the previous subroutine. Subroutine createT+
provides T+(R) by the explicit formula:
T+(R) =
(1  )a
L1L0 + aL0
(R  )
In the main, the rst step is to check if for R = lowerR, T (R) < T+(R),
in which case R = lowerR. Otherwise, the problem is to nd R large enough
to obtain the last inequality (in the second step). We are then given an
interval [R1; R2] in which R will be such that the above inequality is actually
an equality. This value can again be arbitrarily large depending on the values
of the input parameters. Thus we suggest a bisection search in [R1; R2] with
tolerance T .
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R=R1
T<T+
Read 
a,L0,L1,,,R,T
R1=lowerR(a,L1, R,, ) 
R1=R1, R2=2R1, R=R2
T>T+
T<T++  T 
or T>T+
T>T+
T=createT(a,L1,,R,)
T+=createT+(a,L0,L1,,R,) 
Read R
R2=R
R1=R
R=(R1+R2)/2
T=createT(a,L1,,R,)
T+=createT+(a,L0,L1,,R,) 
T=createT(a,L1,,R ,)
T+=createT+(a,L0,L1,,R ,) 
yes
yes
no
no
no
yes
no
yes
Start
Stop
Figure 4.1: Algorithm owchart
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CHAPTER 5
PROOF OF THE THEOREM
In the entire proof, we are given the parameters a, L0, L1, M1 and M2 and for
the rst and second part we x  > 0.
5.1 First part
For this rst part, the analysis resides on the local study of the solution y of
(2.1) starting from an arbitrary point y(0) 2 D. For this, we compare the y
trajectory with a trajectory x starting from a nearby good point x(0) of decay
rate a. Using a continuity argument on f and V , we show that for jy(0)j large
enough, the y trajectory remains close to the x trajectory for a certain amount
of time. Past this time, we reiterate the process to the ending point of the y
trajectory.
Analytically, we want to achieve:
V (y(t))  V (y(0)) = jy(t)j   jy(0)j  0
for some t > 0 where  2 (0; 1). Parameter  is xed in this rst part.
We start by introducing three lemmas:
Lemma 3. Let y(0) 2 D be such that jy(0)j > 2 , then there exists x(0) 2
B(y(0)) such that
x(0) 2 D n 
 and jx(0)j  jy(0)j
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Proof. Let z(0) be the point on the line segment connecting 0 and y(0) dened
by the equality jz(0) y(0)j = =2 (such a z(0) exists because of the assumption
that jy(0)j > =2). Consider the ball B 
2
(z(0)). From simple geometry, this
ball is strictly contained both in B(y(0)) and in Bjy(0)j(0). Next, by denition
of  as (3.1), we know that vol(B=2(z(0))) =  < vol(
). Therefore, we can
nd a point x(0) 2 B(y(0)) \ Bjy(0)j(0) such that x(0) =2 
. This x(0) fullls
all the properties required in the lemma.
Lemma 4. Two solutions x and y of (2.1) verify the following inequality:
jy(t)  x(t)j  jy(0)  x(0)jeL1t
Proof. Let h(t) = x(t)  y(t) be dened for t  0. Considering the denition
of a derivative gives djh(t)j
dt
 j _h(t)j. On the other hand, j _h(t)j = jf(x(t))  
f(y(t))j  L1jh(t)j by considering the Lipschitz constant of f . Therefore we
obtain _jh(t)j  L1jh(t)j which once integrated gives the result.
Lemma 5. Let x be solution of (2.1) with x(0) 2 D n 
 and  2 (0; 1), then
_V (x(t)) + aV (x(t))  0
for all t  (1 )aV (x(0))
M1L1L0+L0M2L0+aM1L0
.
Proof. Dene h(s) = _V (x(s)) + aV (x(s)), for s > 0. Let
t  (1  )aV (x(0))
M1L1L0 + L0M2L0 + aM1L0
h(t) = h(t)  h(0) + h(0)  jh(t)  h(0)j+ h(0)
 jVx(x(t))  f(x(t))  Vx(x(0))  f(x(0))j
+jaV (x(t))  aV (x(0))j+ h(0)
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where the rst term of the right-hand side can be estimated as follows:
jVx(x(t))  f(x(t))  Vx(x(0))  f(x(0))j
 jVx(x(t))  f(x(t))  Vx(x(t))  f(x(0))
+Vx(x(t))  f(x(0))  Vx(x(0))  f(x(0))j
 (M1L1 + L0M2)jx(t)  x(0)j
We obtain
h(t)  (M1L1 + L0M2)jx(t)  x(0)j
+aM1jx(t)  x(0)j+ h(0)
 (M1L1 + L0M2 + aM1)L0t+ h(0)
 (1  )aV (x(0)) + h(0)  0
Now suppose that jy(0)j > 
2
; then by lemma 3 there is x(0) 2 B(y(0))
satisfying (2.2). Therefore,
jy(t)j = jy(t)  x(t) + x(t)j  jy(t)  x(t)j+ jx(t)j (5.1)
Using lemma 4 and lemma 5, we get jy(t)j  jy(0)  x(0)jeL1t + jx(0)je a2 t for
t  T+y(0) where T+y(0) := ajx(0)j2L1L0+aL0 (where we choose  = :5).
Remark 2. We chose  = :5 arbitrarily to simplify the calculations in the rest
of the proof. However, one can choose dierent values of  to maybe optimize
the radius of the convergence ball.
Now for any y(0) 2 D nB(0) we dene
Wy(0)(t) := jy(0)  x(0)jeL1t + jx(0)je a2 t   jy(0)j
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And if there is a time
t 2 [0; T+y(0)] for which Wy(0)(t)  0 (5.2)
then jy(t)j  jy(0)j.
Remark 3. If condition (5.2) holds, then for all t 2 [0; T+y(0)], jy(t)j jy(0)j 
Wy(0)(t), i.e. jy(t)j  jy(0)  x(0)jeL1t + jx(0)je a2 t  jy(0)  x(0)j+ jx(0)j 
jy(0)j + . Thus, jy(0)j +  is an upperbound to jy(t)j in this interval of time
and y won't leave D.
Now we will try to characterize the region in D where (5.2) holds.
For a given R > , denote
W;;R(t) := e
L1t +R(e 
a
2
t   )
T+ (R) :=
a
2(L1L0 +
a
2
L0)
(R  )
Lemma 6. Given R > , let y(0) 2 D be such that jy(0)j > R, then for all
t 2 [ 2
a
ln( 1

); T+ (R)]
Wy(0)(t)  W;;R(t)
Proof. Let y0 2 D nBR(0) and consider Wy(0). From lemma 3,
Wy(0)(t) = jy(0)  x(0)jeL1t + jx(0)je a2 t   jy(0)j
 eL1t + jy(0)j(e a2 t   )
For t 2 [ 2
a
ln( 1

); T+y(0)], the second term of the left-hand side is negative. Since
jy(0)j > R,
Wy(0)(t)  eL1t +R(e a2 t   ) = W;;R(t)
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Secondly, jx(0)j  jy(0)j     R   so that
T+y(0) =
ajx(0)j
2(L1L0 +
a
2
L0)
 a(R  )
2(L1L0 +
a
2
L0)
= T+ (R)
which gives the result.
By lemma 6, given R > 0, if
9t 2 [2
a
ln(
1

); T+ (R)] for which W;;R(t)  0 (5.3)
then conditions (5.2) hold for any y0 2 D nBR(0).
Remark 4. We exclude [0; 2
a
ln( 1

)] from the initial time interval as condition
(5.2) cannot be veried in this interval where W;;R is positive.
5.2 Second part
For this second part,  is still xed; given  we characterize with respect
to R the negativity of the function W;;R(t) = R(e
 a
2
t   ) + eL1t for t 2
[ 2
a
ln( 1

); T+ (R)].
Remark 5. First, notice that W;;R(
2
a
ln( 1

))  0 and that W;;R(t) is sum
of two exponentials in t plus a constant. Notice also that if its derivative at
t = 2
a
ln( 1

) is positive, then W;;R(t) is increasing for all time. Thus one
trivial condition is that its derivative at time t = 2
a
ln( 1

) is negative, i.e.
W 0;;R(
2
a
ln( 1

)) =  a
2
R + L1e
2
a
L1ln(
1

)  0:
R  2L1
a
e
2
a
L1ln(
1

)  2
which gives a restriction on R on the study of W;;R, R  2 and the former
condition jy(0)j > 
2
from lemma 3 is overwritten.
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Dene T;(R) as the instant when:
W;;R(T;(R)) = 0 (5.4)
W 0;;R(T;(R))  0 (5.5)
To achieve (5.3), we need to nd R for which:
T;(R)  T+ (R) (5.6)
Lemma 7. T;(R) exists for R large enough. Inequality (5.6) is veried for
a large enough R > 0.
Proof. Existence of such a T; comes with the following: Fix some T; >
2
a
ln( 1

). Since e 
a
2
T;    < 0, it is clear that for R large enough, we will
have W;;R(T;(R)) = 0. Now, let us show that for given R and R
0 such
that R < R0, we have T;(R) > T;(R0). Indeed, let T;(R) be such that
W;;R(T;(R)) = 0. It must then be that e
 a
2
T;(R)    < 0. But then it is
clear that W;;R0(T;(R)) < 0, which implies that T;(R
0), the crossing time
for W;;R0 is smaller than T;(R). On the other hand, lim
R!1
T+ (R) = 1, i.e.
T;(R) < T
+
 (R) for a large enough R, which gives the rst result.
For a given , denote S; = fR > 0 : T;(R) exists and T;(R)  T+ (R)g.
The set is closed as a complement of the open set fR > 0 : T;(R) does
not exist g [ fR > 0 : T;(R) exists and T;(R) > T+ (R)g and admits a
minimum that we denote R;:
R; := minfRjR 2 S;g (5.7)
Eventually, any trajectory starting from y(0) 2 Dr n B R; (0) sees its norm
jy(t)j bounded by + jy(0)j (see remark 3) and decreasing to jy(0)j after time
T;(R). Then again, if y(T;(R)) 2 Dr n B R (0), its norm decreases. After a
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nite number of iterations, trajectory y eventually enters B R; (0) and stays
in a larger ball B R;+r(0).
5.3 Third part
For a given , consider W;R;1(t) = e
L1t +R(e 
a
2
t   1) and the corresponding
time T;1(R) dened as (5.4) and (5.5). Dene the set S;1 = fR > 0 :
T;1(R) exists and T;1(R)  T+ (R)g. This set is closed as the complement of
the open set fR > 0 : T;1(R) does not exist g [ fR > 0 : T;1(R) exists and
T;1(R) > T
+
 (R)g. Dene R;1 = minfR : R 2 S;1g.
Lemma 8. Let ; 0 2 (0; 1) such that 0 >  then R; > R;0.
Proof. Let R 2 S; and T;(R) be dened as in (5.4) and (5.5). Since 0 >
, W;0;R(T;(R)) is negative. Thus the crossing time T;0(R) of W;0;R is
strictly smaller than T;(R) and R 2 Int(S;0) since S;0 is closed. Therefore
R; 2 Int(S;0) which gives the result.
Lemma 9. For a given , R;1 = inf<1f R;g.
Proof. From the lemma 8, it is clear that S;1 
S
<1 S;. Now take any
R0 > R;1 +  with  arbitrarly large. By denition of R;1, T;1(R0) exists
and T;1(R
0) < T;1( R;1)  T+ ( R;1) < T+ (R0). Now, it is clear that for
given R as  goes to 1, WrRg goes to W;1;R. Therefore for a given R, there
exists  large enough such that T;(R) > T;1(R) is as close as we want to
T;1(R). Take R = R
0 and hence we can nd  such that T;1(R0) < T;(R0) <
T;1( R;1) < T
+
 (R
0). Therefore, R0 2 S;. Since  is chosen arbitrarly, we
obtain
S
<1 S;  Int(S;1) which gives the result.
Lemma 10. Let ; 0 such that 0 <  then R0;1 < R;1.
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Proof. Let R 2 S;1 and T;1(R) be dened as in (5.4) and (5.5). Since 0 < ,
W0;1;R(T;1(R)) < 0. Thus the crossing time T0;1(R) of W0;1;R is strictly
smaller than T;1(R) and R 2 Int(S0;1) since S0;1 is closed. Therefore  0;1 2
Int(S;1) which gives the result.
Dene now S0;1 =
S
>0 S;1 and R0;1 = inffRjR 2 S0;1g.
Lemma 11. R0;1 = 0
Proof. For a given R, consider W;1;R(t) = e
L1t+R(e 
a
2
t  1). Because of the
opposite signs of the two right terms, as  goes to zero, T;1(R) goes to zero.
On the other hand, T+ (R) goes to
aR
2(L1L0+
a
2
L0)
. Thus, all R > 0 belongs to
S0;1 which gives the result.
Remark 6. For a given  > 0, any trajectory starting from y(0) 2 DnB R;1(0)
enters asymptotically the ball B R;1(0) and stays in B R;1+(0). The radius
R;1 is monotonic with respect to . And last, for  going to zero, the theorem
veries the classic Lyapunov result. The quantity  is not important in a real
implementation. Lemma (9) gives a lowerbound of the radius of asymptotic
convergence R;1 and trajectories will enter any ball of higher radius in nite
time.
5.4 Proof of the corollary
Let z(0) 2 D and z be the associated solution of (2.1). Suppose jz(0)j > R,
for a given R > r. Since z(0) 2 D, there exists a good point x0 2 B(z(0))
of decay rate a. By considering the intersection between B(z(0)) and the line
(Oz(0)), one can always nd such x0 with jz(0)j  jx0j. Let x be the solution
of 2.1 with x(0) = x0. Therefore, for a given  2 (0; 1):
jz(t)j   jz(0)j  jz(t)  x(t)j+ jx(t)j   jz(0)j
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Since x(0) is a good point, for t  a
2L0L1+L0a
V (x(0)):
jz(t)j   jz(0)j  jz(0)  x(0)jeL1t + jx(0)jea2 t   jz(0)j
 jz(0)  x(0)jeL1t + jz(0)j(ea2 t   )
 eL1t +R(ea2 t   ) = W;;R(t)
for t 2 [ 2
a
ln( 1

); a
2L0L1+L0a
V (x(0))].
Then, R = R;1 results from the same previous construction starting from
lemma 6. As a result of the theorem, R is an admissible radius for  small
enough.
Remark 7. The essence of the theorem resides in the rst two lemmas 3
and 5. For a good point x0 of rate a, lemma 5 estimates the neighborhood of
good points around x0. Therefore, for a given z, if z is in that neighborhood,
then z is a good point. Hence, one can practically sample x0 in a quantized
way and choose a to be the smaller convergence rate of all the x0. After a big
enough amount of quantized sampling, one can expect the value of a tending
to a certain constant while the quantication step  decreases. For  small
enough, by theorem we eventually obtain R to be an admissible radius.
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CHAPTER 6
SIMULATIONS
6.1 The quasi spiral
Let us try to design a 2-D system where points are good with decay rate a in
D n 
 but where there is no information in 
. The goal is to show that there
are systems for which the resulting R from theorem 1 is actually admissible.
Let us start with considering a system that is linear outside 
:
_x1 =  x1 + x2
_x2 =  x1   x2
where  and  are positive and x = (x1; x2) 2 D n 
.
The linear system over D n 
 is Hurwitz (the eigenvalues of the transfer
matrix we denote by A are   + j and     j). One can verify that
V (x) = jxj satises equation (2.2) with a = . Suppose that f , fx, V and
Vx are continuous over entire region D (including 
) but we do not have any
information of the values of _V in 
. Suppose D = Bd(0) where d > 0 is big
enough. Let us compute the dierent constants over D n 
 :
L0 = sup
x2Dn

jAxj =
p
max(tAA) sup
x2Dn

jxj = (2 + 2)d
L1 = sup
x2Dn

jjAjj = (2 + 2)
a = 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Table 6.1:  = 1;  =
p
3; d = 10;  = 0:5
 0.0001 0.001 0.01 0.1 1 10
R 0.1417 0.4500 1.4422 4.7632 17.5391 122.0704
Now suppose f satises the bounds L0 and L1 within 
.
6.2 Simulations
Table 6.1 gives the values of R() for  = 1;  =
p
3 and d = 10 (or a = 1,
L0 = 20, L1 = 2), and  = 0:5.
Notice rst that R(1) > 10 is not an admissible radius, which means that
 = 1 is not an admissible value (i.e. () < 1). The fourth column indicates
that R(0:1) is an admissible radius. By theorem 1, any trajectory in the system
(6.1) starting from B9:9(0) eventually enters B4:8(0) and stays in B4:9(0); see
Figure 6.1a. In other words, the theorem says that the vector eld within 

can be anything, as long as its value stays within the bounds L0 and L1.
Actually, the corollary 2 tells us more: one can sample good points x0;i of
decay rate 1. If the points are sampled at every 0:1 from each other, then by
continuity, all the trajectories will eventually enter B4:8(0); see Figure 6.1b.
However, this does not mean that the system, under the constraints on f ,
allows the presence of bad points in 
.
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Figure 6.1: Quasi linear spirals
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(b) Sampling at  interval
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CHAPTER 7
FURTHER WORK AND CHALLENGES
7.1 Can 
 allow bad points?
7.1.1 Necessary condition
Our result permits for a system to converge to the ball B R without checking
that _V is negative everywhere. Now suppose there exists a bad point in 
, the
question is whether the theorem captures this case. With the presence of a
diverging point in 
, under the limitations over f and fx, one can expect the
size of 
 to be too large, i.e.  to be too large and R not to be an admissible
radius. On the other hand, if R is an admissible radius, then the presence
of a bad point does not aect the convergence of the whole system. In this
second scenario, if we call z the bad point, then _V (z) = 0 must not imply that
f(z) = 0 (in which case the system is not converging to 0 anymore). In the
following, we look for necessary condition for the second scenario to happen.
First, let us come back to lemma 5. From a good point x0 of decay rate a,
solution x with x(0) = x0 will be converging at least at the rate a for at least
time (1 )V (x0)
L0(L1+a)
. One can review the proof of lemma 5 and obtain a geometrical
version. Indeed, in the second to last line of the proof, we can just replace L0t
by jx(0)  x(t)j that we denote x. Therefore,
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x(x0) =
(1  )V (x0)
L1 + a
Suppose that D R(0)  D. Suppose z 2 D n B R(0) such that _V (z)  0. Let
B(z) be the ball of radius  centered around z. From lemma 3, there exists a
good point x0 2 B(z) of decay rate. Using our previous remark on lemma 5,
since z is a bad point :
 > x(x0) =
(1  )V (x0)
L1 + a
for all  2 (0; 1), especially for  = 0. Since x0 2 B(z) and jzj > R, then
necessarily, V (x0) = jx0j > R   . We then obtain the following necessary
condition:
 >
a
L1 + a
R (7.1)
where R is the radius of the convergence ball for any  and for  close enough
to 1. On the other hand, remark 5 provides another necessary condition, that
W 0
;1; R
(0) < 0:
W;1; R(t) = R(e
 at   1) + eL1t
W 0;1; R(0) =  a R + L1 < 0
which gives:
 <
a
L1
R
These two necessary conditions do not contradict each other. They actually
24
provide a strange range for :
 >
L1
a+ L1
(7.2)
Therefore, nothing prevents from the second scenario to happen.
7.1.2 Return to the quasi spiral
Our objective is to start from the spiral, and deform the vector eld Ax in
a smooth way in the region 
 to create a bad point in that region. From
simulation, we try to understand the relationships between a, L0, L1, ,  and
the resulted R (see algorithm in Figure 4.1). Therefore we expect to estimate
the location of the dierent parameters under which we have the best chance
to create a good example.
The rst criterion is the following: the resulting R must be an admissible
radius. Since R() is an increasing function, one should always expect a maxi-
mum value of  that we call MAX such that 8 < MAX ; R() is an admissible
radius.
In this particular example, the condition that B R+  D is translated in
the following way:
R +   d   (7.3)
Empirically,  is negligible compare to R or d.
For  = 1;  =
p
3 and d = 10, the observation of Table 6.1 conrms
that one can nd a system where _V is unknown in set 
  B:1(z)  D,
where jzj > 5. Therefore, any trajectory that enters the unknown region still
eventually converges to B4:9(0).
Now we would like to see the behavior R while changing a. Indeed, the
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Table 7.1:  varying, L1 = 2; d = 10;  = 0:5
  0.0001 0.001 0.01 0.1 1 10
0.1 R 13 41 130 427 1555 11009
0.5 R 0.2771 0.8544 2.7351 8.9936 32.8971 230.9277
1 R 0.1465 0.4517 1.4458 4.7638 17.5423 122.0752
1.5 R 0.0994 0.3172 1.0126 3.3485 12.4022 85.7227
1.9 R 0.0816 0.2604 0.8270 2.7465 10.2274 70.3819
Table 7.2:  = 1:9; L1 = 2, d varying
d  0.0001 0.001 0.01 0.1 1
1 R 0.0260 0.0827 0.2747 1.0227 7.0382
10 R 0.0816 0.2604 0.8270 2.7465 10.2274
100 R 0.2703 0.8164 2.6041 8.2699 27.4654
ratio a over L1 is invoked in equation 7.2. We chose  = 1 (a = 1), and in
Table 7.1, we see the eect of varying  from 0:1 to 1:9 (recall a < L1) while
keeping  =
p
3; d = 10;  = 0:5.
Clearly, the closer a is to L1, the smaller MAX is and the bigger choice of
 we have; see Figure 7.1a and Figure 7.1b.
In the following, we study the eect of d (or L0); see Table 7.2. R increases
with L0 increasing. This comes from the inequality (5.6). However, it's always
possible to relax this condition. For example, one can study the nonlinear
spiral:
_x =
f(x)p
1 + f 2(x)
(7.4)
where f is our linear spiral. We claim that within such a transformation,
L0 does not depend on the size of D anymore, when L1 is not much modied
except maybe around the origin. However, the inuence of L0 is not important,
since the nonlinear curve is slightly higher than the linear curve and thus, we
can still keep the case of the linear spiral to nd our example.
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(b) R() for a = 1; 1:5; 1:9; 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3; d = 10;  = 0:5
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(c) R() for  varying,
a = 1:9; L1 = 2; L0 = 2
Figure 7.1: Various graphs of R()
27
Finally, let us study the role of . To allow a bad point in 
,  must satisfy
(7.2). Now let us stay in the best conguration:  close to L1 = 2, and
L0 = L1. Therefore,  can take values between 0:5 and 1. Let us choose:
a = 1:9, L1 = 2, L0 = 2.
Figure 7.1c shows that in the linear case,  = 0:9, is actually undesirable.
However, with the nonlinear transformation suggested in (7.4), L0 can take
any value. Therefore, one should take  as in (7.2).
7.1.3 Conclusion
This question whether bad points can exist in the system described in our
theorem is still open. The only way to solve it is to nd a good example,
where the existence of such points does not create any undesirable equilibrium
or limit circle in the 
 set.
7.2 The case of general Lyapunov functions
The article [6] shows that asymptotical stability is actually equal to exponen-
tial stability under a nonlinear change of coordinate. For a given V positive
denite and _V < 0 everywhere except on a set 
, based on the idea that the
level sets of a Lyapunov function are homotopically equivalent to spheres [7],
the hope is that one can nd a smooth function , except around zero, such
that:
 : Rn ! Rn
V ((x)) = jxj
The idea presented in [6] is benecial for our result in the sense that  may
not be smooth around the origin, which does not matter since we consider the
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convergence ball around 0. The problem would be to nd such a change of
coordinate, since we do not have a pure Lyapunov function anymore. This
also raises another problem: how to practically implement such a theory?
Another way to treat the general case is to start the analysis again, and
look for a similar procedure. One can see that the triangular inequality (5.1)
in the beginning of the proof is of no use anymore. Consideration of intrinsic
properties of V should however be relevant.
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