ABSTRACT Fast and energy efficient data collection is the most important function of wireless sensor networks (WSNs) which governs the performance of WSNs. Time division multiple access (TDMA) is an effective data collection strategy in which node only schedules the active slot to save energy when transmitting data. However, many previous studies are designed for static traffic pattern such that each node to generate one data packet in a data collection cycle. Moreover, all nodes in the network use the same transmission radius r, so that the network data collection has a larger delay, a lower lifetime, and energy utilization rate. In view of the shortcomings of previous research, this paper proposes a reducing delay and maximizing lifetime (RDML) data collection strategy for WSNs with dynamic traffic patterns. The main innovation point of our work is the data transmission radius is no longer unified as r, while some nodes with energy surplus use a data transmission radius of mr(m > 1). The following network performance can be achieved by adopting the RDML scheme. First, because the nodes in the near sink mr radius area can send data directly to sink, the amount of data carried by hotspots nodes in the original strategy is greatly reduced, and the lifetime is improved. Second, since some nodes can go mr distance to the sink in data transmission, thus accelerating the data routing and reducing the time needed for data collection. Finally, since the remaining energy of nodes is fully utilized to increase the radius of data transmission, the energy utilization rate can be effectively improved. Through the theoretical analysis and experimental results, the RDML scheme can reduce the maximum delay of data collection by 22.32% and improve lifetime as well as the energy utilization rate by 0.86%−84.40%, and 23.33%−88.00%, respectively, compared with previous strategies.
one of the most important networks, and thus has become the focus of research.
In wireless sensor networks (WSNs), a large number of sensor nodes are deployed in areas that need to be monitored. Once the interested event or physical phenomenon is detected, the perceived data will be sent to sink through multi-hop routing. Then sink analyzes the data and makes decisions on the event [17] [18] [19] [20] . Data collection is the most basic and important function of WSNs [21] , [21] [22] [23] [24] [25] . However, high lifetime [19] , [23] , [24] , [26] [27] [28] [29] and low latency [18] , [19] , [26] , [30] data transmission are the two key issues of the most worthwhile research in data collection [31] , [32] . Data collection is also the most energyconsuming operation in WSNs [1] [2] [3] [4] , [7] , [13] , [14] , [23] , [31] . Therefore, the designed data collection strategy governs the performance of WSNs [23] , [31] , [33] . Lifetime generally refers to the time when the first node in the network dies [19] , [23] , [24] , [29] . Since sensor nodes are generally small in size and powered by batteries, their energy is extremely limited, so how to conserve energy to improve lifetime becomes the first important challenge in data collection [19] , [23] , [24] , [29] . Another challenge to design an efficient data collection strategy is how to collect all data packets in the network to sink quickly [18] , [19] , [26] , [30] . Because decision makers need to make decisions on the monitored objects based on the collected data, WSNs are often applied to such as industrial monitoring and event detection which need to make quick response. Therefore, rapid data collection is of great significance for these applications, and delayed data collection can cause significant losses.
Researchers have proposed numerous data collection strategies. According to whether the time division is strictly divided in the data collection, it can be divided into Time Division Multiple Access (TDMA) MAC protocol [7] , [32] and contention-based MAC protocol [18] , [19] , [21] , [22] , [24] . The main characteristics of the data collection strategy based on TDMA are that the time of nodes in the network is divided into slots one by one, and the node can complete a transmission in one time slot [7] , [32] . Each node is active only in the slot where the data operation is performed and sleeping in the slot where there is no data operation. Moreover, the slot in which the node performs data operations is carefully scheduled, so that there is no interference between the nodes performing data operations at the same time. It can clearly be seen that TDMA-based MAC protocol is very effective in energy consumption, and thus has been widely studied [7] , [32] .
There are already some data collection strategies based on TDMA. This type of TDMA-based data collection is mostly applicable to networks where nodes generate data that is fixed. It is generally assumed that each node will generate one packet in a data collection cycle, and these packets need to be sent to the sink. However, Zhao and Tang [7] believe that this static network traffic pattern that generates one packet for each cycle has some applications, but in more applications, the data generation of the network is often dynamic.
Some nodes generate data in a cycle, while some nodes do not need to generate data because there is no event. Therefore, the number of packets that need to be collected in each cycle of data collection is not equal. The general TDMA scheduling algorithm is to arrange the data operation slot for each node according to the situation that each node generates data in each cycle of data collection. Although this data collection strategy can also be applied to networks with dynamic data generation, where the node's operation is empty as long as there is no data in the slot assigned to the node. However, this approach has the following disadvantages: First, the data collection delay of the network is large, as the time required for data collection has a great relationship with the number of collected data packets. When there are many nodes in the network and the amount of data is large, the time required for data collection is long. However, if the number of packets actually generated in the network is not large, data collection in a fixed manner in which each node generates data will cause a great delay. Second, the energy consumption of nodes increases, when there is no data to be sent, it is better to turn off the node and put it in sleep state to save energy. Obviously [18] , [22] , when a node has no data transmission, an empty operation will consume the node's energy.
For many applications, not every node generates one data packet in a cycle of data collection, Zhao et al. [7] proposed a data collection strategy for dynamic traffic patterns. The difficulty of the data collection strategy for WSNs with dynamic traffic patterns lies in that it is impossible to determine the number of packets to be transmitted by the nodes, so it is a great challenge to reasonably and economically arrange the active slots of the nodes. The main idea of scheduling strategy proposed by Zhao and Tang [7] is that each node sends continuous packets at its activation time slots, and if the receiver receives a packet from the sender, it will receive the packet sent by the sender continuously. After the sender sends all its own packets, it stops sending. While the receiver can confirm that all packets of the sender have been sent after experiencing an active slot with no data transmission, thus ending the data receiving of this node in advance and turning to other nodes for data operations. The essence of this approach is to arrange the data packets of the sender node in continuous active time slots, and add a slot of empty operation to indicate that the sender has finished sending the entire data packets, thereby realizing data collection of the dynamic data generation networks.
Although some scheduling strategies for data collection have been proposed, these strategies still have much room for improvement in reducing data collection delay, improving network lifetime, and balancing energy consumption. In this paper, a Reducing Delay and Maximizing Lifetime (RDML) data collection scheme is proposed for WSNs with dynamic traffic patterns. The main innovation points of our work are as follows:
(1) A data collection strategy with mixed node sending radius is proposed in this paper. In our proposed scheme, the data transmission radius is no longer unified to r, and some nodes with energy remaining have a data transmission radius of mr(m> 1). By adopting a data collection strategy with multiple data transmission radii, the following network performance can be achieved better than the previous strategy. (a) Owing to the data transmission radius of some nodes with residual energy is mr, the nodes in the near sink mr radius range can send data directly to sink. It can improve the network lifetime by avoiding the deficiency of the original strategy that only sink r range nodes send data to sink, which makes these nodes bear a huge amount of data. (b) Because some nodes adopt mr as their data transmission radius, they can advance mr distance to sink in one data transmission, thus speeding up data routing, which can reduce the time required for data collection. (c) Due to the remaining energy of the node is fully utilized to increase the radius of the node data transmission, the energy utilization rate can be effectively improved.
(2) For WSNs with dynamic traffic patterns, this paper completely proposes a TDMA data collection algorithm suitable for node sending radius r and mr mixing. In the previous data collection strategies, the data transmission radius of all nodes in the network is r, and when nodes send data, they only interfere with the data transmission of adjacent two-layer nodes, so the design of scheduling algorithm for data collection is relatively easy. When the sending radius of the node in the network is mr, the data transmission of the node will interfere with the transmission of upper and lower m-layer data, so its interference range is large. At the same time, different sending radii lead to great challenges in designing the data collection strategy. This paper is the first time to design a scheduling algorithm of TDMA with multiple transmission radii, which is innovative.
(3) Through theoretical analysis and experimental results, the RDML data collection strategy proposed in this paper can effectively improve network performance compared with previous strategies. The RDML scheme compared with previous strategies can reduce the maximum delay of data collection by 22.32% and improve lifetime as well as energy utilization by 0.86% -84.40%, 23.33% -88.00% respectively.
The rest of this paper is organized as follows: The related work are introduced in Section II. In Section III, the network model and problem statement are presented. Then, the design of RDML scheme is introduced in Section IV. Performance analysis of RDML scheme is presented in Section V. The experimental results and analysis are given in Section VI. Finally, Section VII provides conclusions.
II. BACKGROUND AND RELATED WORK
With the development of big data networks, the importance of data collection is increasingly reflected. In addition, with the development of current technology, the means and methods of data collection have become more and more diversified [5] , [6] , [8] , [13] , [16] . On the basis of a large amount of data collection, coupled with the development of artificial intelligence technology [34] , [35] , the hidden information in the data [36] can be fully mined, so that work can be carried out more effectively. It has been fully applied in social networks [9] , [17] , [36] , product recommendation [36] , location service [37] , privacy and security protection [38] [39] [40] . In particular, with the development of sensing technology, various data can be perceived, transmitted, analyzed and processed anytime, anywhere. The emergence of Edge Network [41] , [42] , Fog Computing [43] , [44] , Transparent Computing [45] , Cloud Computing [10] , [17] , [33] , [43] and other network models and computing methods, as well as the rise of 5G network [46] , [47] has pushed the current network development to a new height, and data collection plays an important role in it.
A. RESEARCH ON DATA COLLECTION STRATEGY
Data collection in WSNs has always been one of its most important functions. There have been many researchers who have proposed quite a number of data collection strategies. These data collection strategies can be divided into different categories based on different classification criteria. Firstly, according to whether competitive communication mode is adopted for data collection, it is divided into TDMA-based data collection schemes [7] , [32] and contention-based data collection strategies [18] , [19] , [21] , [24] .
(1) Data collection scheme based on TDMA. In TDMAbased data collection, the time in the network is divided into slots with equal unit time intervals, and slot is the basic time unit for data operations [7] , [32] . In general, a node can establish a connection and send or receive a data packet in one slot. And in this way, the clocks of the nodes in the network are synchronized. At present, there are two kinds of slot allocation strategies: fixed allocation and on-demand allocation. The fixed allocation strategy is to arrange the data operation slots for each node according to the scheduling algorithm before data collection. In the data collection, each node can complete the data collection according to the pre-arranged slots. This kind of data collection scheme can optimize scheduling in advance for the network generated by fixed data, so the scheduling efficiency is better, but it has poor adaptability to changes in the number of nodes. On-demand allocation is a dynamic time slot allocation technique, but not suitable for network topology updates. Obviously, the advantage of a TDMA-based data collection strategy is that the node does not need to be in the active state for a long time, but only when data operation is needed, it will be converted to the active state, thus saving energy. In addition, with a network based on TDMA-based data collection strategy, the additional communication required for data transmission between nodes is also relatively small. Because each node can perform the corresponding operation in the planned slot without prior communication. However, data collection networks based on TDMA require time synchronization between nodes, so the maintenance of additional time synchronization protocols also consumes energy. TDMA-based data collection strategies can also be divided into two types, one is data aggregation based on data collection strategy, the other is data collection strategy without data aggregation.
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Since there is a correlation between the data collected by the sensor network nodes, when multiple data packets meet, it is able to aggregate smaller data. Therefore, the amount of data that the node needs to transmit can be reduced and the lifetime of the network can be increased, and thus the data collection approach based on data aggregation is widely used in WSNs. One of the special data aggregation TDMA data collection schemes has been the most studied [32] . This data aggregation means that when n packets meet, they can be merged into one packet. For example, in a wireless sensor network that monitors crops, the monitored data is the highest, lowest, and average temperature (or humidity) of the farm. Therefore, when multiple data packets meet, they can be merged into one data packet. In order to save energy consumption, the general data collection approach of this network is to convert the network into a tree. The data operation of each node complies with the following two-stage data collection rules, namely the data collection stage and the data transmission stage. The node only collects data in the first stage, that is, it only receives the data sent by the child nodes. When the first stage ends, the node fuses all the data packets it has collected into one data packet and sends it to its parent node. That is, only one data packet is sent during the data transmission stage, and the data packet is no longer received once the node performs data transmission. In this data collection strategy, the operation of the data begins with the leaf nodes of the tree, that is, the lowest layer of the network. When the parent node receives the data packets of all the son nodes, it sends data to the parent node of the upper layer. After data collection is performed layer by layer, sink receives the data of the entire network as the root node of the tree. Therefore, in this data collection strategy, on the basis of obeying the two stage data collection rules, the data operation can be performed concurrently without interference, so that the delay of data collection is minimized. Because in this kind of data collection strategy, the energy consumption between nodes is basically balanced. The advantage of this kind data collection approach, which abstracts the network into a tree structure, is that it can be applied to both networks with data aggregation and networks without data aggregation.
In the data aggregation network, the shortage of the tree structure network is that the data can only be collected layer by layer from the leaf layer, so the delay of data collection is still relatively large. Subsequent research has been improved. Li et al. [32] proposed a parallel data collection strategy. This strategy also has two stages: the first stage is the data collection and fusion within the cluster. Firstly, the network is divided into clusters, and each cluster member node sends data to the cluster head, which aggregates the data into a single packet. The second stage is the data collection between clusters. When all the cluster head data are merged into one data packet, all the cluster heads of the network will form a tree, and then the tree-based data collection strategy mentioned above can be used for data collection. However, the research of Li et al. [32] is different from the previous clustering data fusion strategy: In the previous clustering network, the size of each cluster is the same. But Li et al. [32] considered that in the clustered network with equalization, when the data collection in the cluster ends, the data collection of the cluster head node still needs to be collected layer by layer from the leaf nodes of the tree structure. At this time, the cluster head node in the near sink area needs to wait, which will cause a large delay. Therefore, Li et al. [32] proposed a data collection scheme with unequal clustering structure in which the near-sink area adopts a larger cluster and the far sink area uses a smaller cluster. In such an unequal clustering structure, since the clustering away from the sink area is small, the data collection in the cluster is terminated early and the data collection between the clusters is initiated. The clustering near the sink area is large, and the time for collecting data in the cluster is long. Therefore, when the data of the cluster head node far from the sink arrives, the data collection between the clusters exactly happens. In this way, data collection within the cluster and between clusters can be performed simultaneously in parallel, thereby reducing the time required for data collection. The difficulty of this scheme is that it is necessary to accurately control the data arrival time of the cluster head node away from the sink.
(2) Data collection scheme based on competition mechanism. In a competition-based data collection strategy, time does not need to be divided into slots and synchronization is not required. When a node needs to send data, it listens and preempts the channel first. Once the channel is contended, the node begins to transmit data [18] , [19] , [21] , [22] . Obviously, the advantage of this strategy is that the time between nodes in the network does not need to be synchronized. When the node has data to send, it contends for the channel to send its own data. But in this way, the energy consumption of the node is larger than that based on the TDMA scheme. Because in the TDMA scheme, when the node has no data operation, it can get into sleep to save energy. However, in the strategy of competition mechanism, if the node has no data to send, it may be necessary to forward the data of other nodes as a relay node, so it is better to keep active. It may not be required to serve as a relay node in most of the time, but since it is unknown when other nodes have data to forward, so the node either remains active all the time or adopts the duty cycle mode to save energy [18] , [22] , [26] . The Duty cycle mode is a way of working in which nodes periodically wake up and sleep [18] , [22] , [26] . This mode saves more energy than the way the node stays active all the time, but it introduces more delays in data collection. This is because in the duty cycle mechanism, when the sender has data to send, its forwarding node may be in a sleep state. Therefore, the sender needs to wait for its forwarding node to wake up before data can be routed, thus causing a large delay. Kim et al. [26] proposed an anycast forwarding and sleep wakeup scheduling strategy. The anycast strategy reduces the delay by each node opportunistically forwarding the packet to the first neighboring node that wakes up between multiple candidate nodes. In addition, the scheme optimizes network performance by jointly controlling the system parameters of VOLUME 7, 2019 the sleep-wake scheduling protocol and the anycast packet forwarding protocol, such as the node wake-up rate, forwarding set, and priority. In competitive data collection, there are also communication interference and conflict when multiple nodes wake up at the same time.
In terms of data collection, in fact, most of the data collection strategies are based on competition mechanism. In many studies, sometimes not called data collection strategies, but called various data routing algorithms, such as cluster routing algorithm [32] , shortest routing algorithm, its essence is to collect network data into the sink. Clustering network data collection can adopt either the TDMA mechanism mentioned above or the competition mechanism.
According to different data generation patterns, the data collection strategy can be divided into data collection under dynamic data patterns [7] and data collection under static data pattern [32] . In general, most of the data collection strategies based on competitive mechanism can be adapted to the network of dynamic data generation with little change. Because no matter how much data is generated by the data collection of the competition mechanism, its operation mode is the same, which is mainly competition. After successful competition, data will be sent. But the disadvantage of the competition mechanism is that when multiple nodes compete for one forwarding node, network congestion may be caused, thereby increasing energy consumption and delay, and thus a load balancing routing algorithm is required. However, the TDMA mechanism is completely different. In the static data generation network, because each node is determined before data collection, it is possible to arrange the state of each node in each slot in advance, so that it can be accurately scheduled. However, in the network with dynamic data generation, how many active slots each node needs to be arranged, and when to arrange the active slot of the node cannot be determined in advance. And since the number of packets is uncertain, the receiver can not even determine how many packets the sender needs to send and when the receiver has finished sending. Therefore, the dynamic data collection strategy of the TDMA mechanism faces a large challenge. Zhao and Tang [7] proposed a data collection strategy for dynamic traffic patterns. The main idea of their proposed strategy is to arrange the data transmission of a node in its continuous activation slot. The sender sleeps after sending its own data, and the last slot after the receiver receives the data continuously is empty, which means that the sender's data packets have been sent.
B. RESEARCH ON LIFETIME
The performance of different data collection strategies is different, among which the two most important ones are lifetime and delay. This section first discusses the situation of lifetime with different data collection strategies.
Because of the limited energy of sensor nodes, how to save energy and improve lifetime is the most critical factor in data collection strategies. Yetgin et al. [28] provided a broad overview of the definition of network lifecycle based on the application areas and design constraints of WSNs. After discussing the related network lifetime maximization techniques, Yetgin et al. [28] also provided some general design examples for maximizing the network lifetime of WSN to show potential improvements in different design standards. Therefore, from the point of view of the node, the energy consumption of the node should be minimized to extend its lifetime. It should be pointed out here that the lifetime of the network is not the same concept as the lifetime of the node [27] [28] [29] . This is because the lifetime of the network is defined as the time at which the first node in the network dies [19] , [23] , [24] . Therefore, to extend the lifetime of the network, it is necessary to maximize the lifetime of the node with the largest energy consumption in the network, so as to effectively improve the network lifetime. However, there is a unique phenomenon called ''energy hole'' in WSNs, which makes it particularly challenging to improve the network lifetime [24] , [29] . Energy hole is such a phenomenon: Because in WSNs, the data of all nodes have to be routed to sink through multiple hops, which means that nodes within the r area of sink assume the relay of data of all nodes in the network, so their energy consumption is much higher than that of nodes in other areas, which is called hotspots [24] . As the energy consumption of hotspots is much higher than that of nodes in other areas, these nodes die prematurely, which affects the lifetime of the network [24] . Therefore, researchers realized that avoiding energy holes is the most important way to improve network lifetime. Thus, many strategies to avoid energy holes and improve network lifetime are proposed. The main ideas of these strategies are as follows: (a) The overall amount of data that needs to be transferred to the sink is reduced, thereby reducing the energy consumption of the hotspots nodes and improving the network lifetime. There are many such strategies, for example, data aggregation strategy can reduce the transmission of redundant data by utilizing the correlation between data [32] , thus improving the network lifetime. There are also the recently developed compression-sensing strategies [22] , as well as methods that use matrix completion techniques to reduce the amount of data and improve network lifetime [16] , [23] , [31] . In such a method, since there is a certain correlation between data, when the network lacks some data, it can be derived from the data of the adjacent location, thereby effectively reducing the collection of data to improve the network lifetime [16] , [23] , [31] . (b) A method of using different transmission radii. Different transmission radii can make the hotspots area of the network not in the same position, which can improve the network lifetime. Ju et al. [21] proposed the collection strategy of using a large sending radius when the energy absorbed by the external environment is sufficient, and using a small sending radius when the energy absorbed by the sensor node from the external environment is not sufficient, which can effectively reduce the energy consumption of hotspots area and improve the service life of the network. In addition, there are some joint design optimization schemes. Madan et al. [27] provided an iterative algorithm that alternates between link scheduling and computation of transmission powers and rates to maximize the lifetime of energy-constrained WSNs. Yetgin et al. [29] focused on cross-layer optimization of power allocation, scheduling, and routing operations, and proposed the optimal but excessive-complexity exhaustive search algorithm (ESA) and a near-optimal single objective genetic algorithm (SOGA) to maximize the network lifetime.
However, to the best of our knowledge, the current proposed strategies are to target the data collection strategy under the competition mechanism, but not the data collection strategy under the TDMA MAC protocol. Obviously, nodes with different transmission radii in TDMA-based data collection strategy can effectively improve the network performance. However, TDMA-based data collection algorithms face greater difficulties because mutual interference between multiple transmit radii makes the design very difficult [48] , [49] . Moreover, it is more difficult to apply this strategy to the network generated dynamically by data, so there is no TDMA-based scheduling strategy of mixed sending radius. This paper is the first data collection strategy to attempt to use dynamic data generation networks based on TDMA with different transmission radii.
C. RESEARCH ON DELAY OPTIMIZATION
Delay research is also one of the most important research contents in WSNs [18] , [19] . There are also many studies on reducing delay in wireless sensor networks. The delay for reducing data collection can be performed from multiple layers, such as the MAC protocol layer, the network routing layer, the application layer, and so on. In fact, wireless communication is used between nodes in a wireless sensor network. Because of the reliability of wireless communication, data transmission may fail. In order to ensure the reliability of data transmission, it is necessary to adopt a certain reliability guarantee method. The most commonly used protocol is send and wait automatic repeat-request (SW-ARQ) protocol. In the SW-ARQ protocol, Sender waits for the receiver to return an ACK to acknowledge the receipt of the packet after each packet is sent, and then starts the transmission of the next packet. If the ACK is not received until the timeout, the packet needs to be resent. It can be seen that the delay in wireless communication is relatively large.
From the network layer, the delay of data collection using competitive MAC protocols will be relatively large. Because in the competing MAC protocols, there are a large number of active nodes in the network, which leads to more interference between nodes, thus increasing delay in data retransmission, etc. Relatively speaking, the TDMA strategy is mainly applied to the occasion where the delay requirement is relatively high, and the delay of data collection is relatively small, but the time scheduling of data collection is strict.
III. THE SYSTEM MODEL AND PROBLEM STATEMENT A. THE NETWORK MODEL
Similar to many studies [7] , [18] , [50] , WSNs are organized into a tree structure with base station as the root for data collection. In a continuous data collection scenario, the sensor node samples local data in each sampling interval and then transmits the data to the base station. In addition to sending its own generated data, each node in the tree is also responsible for forwarding its child's data to its parent. Due to energy saving issues and the nature of monitoring applications, sensor nodes may not send data to the base station in each sampling interval. Therefore, the traffic patterns of data collection in the network exhibit unpredictable dynamic variability.
We consider that n homogenous sensor nodes and one sink node deployed in a WSN. The network can be regarded
where s means the base station and v i represents the i-th node. Those sensor nodes are randomly and uniformly deployed in the target area such as environment monitor, industrial field, smart field and so on [22] [23] [24] . The sensor nodes are powered by battery whose energy are limited, and the energy of the sink is unlimited. The network radius is R, the transmission radius of a sensor node is r. Each node, including sink node, has ω transmission power levels, and the transmission radius r of different transmission power levels is also different. In our research approach, the wireless sensor network can be converted into a complete k-ary routing tree of d levels, which can be represented in the Figure 1 . Sink is the root of the tree, called level 0, and the other nodes in the tree are called level d according to the minimum hop counts to the sink. As shown in Figure 1 , the left side is labeled with the level of the sensor nodes, and the right side is the maximum number of nodes per layer. The data sampling mode is: In each data sampling interval, each sensor node generates a data packet with a probability of p, and transmits its acquired data to the sink. For the sake of simplicity, it is assumed that the generation of data packets is independent on different sensor nodes and in different VOLUME 7, 2019 sampling intervals. The data collection approach adopts the Time Division Multiple Access (TDMA) mechanism, and the cycle T of each data collection is divided into |T | time slots with the same length. Thus, one cycle can be expressed as {0, 1, 2, 3, . . . , |T | − 1} time slots. Each sensor node in the network has two states: activation and sleep. The TDMA mechanism assigns each wireless sensor network node independent time slots for data transmission. In other idle time slots, the node is in sleep state to save energy. Similar to other related studies [51] [52] [53] , it is assumed that the clock is synchronized between sensor nodes. In the study of this paper, one slot is sufficient to complete the data acquisition and transmission of one hop irrespective of the transmission radius, and the data acquired in each sampling interval is suitable for the size of one data packet. Data packets generated by different nodes will not be aggregated on the path transmitted to the sink (the aggregation of the packets can be achieved by the extended algorithm, but it is limited by the size of some packets).
B. THE ENERGY CONSUMPTION MODEL
In this paper, a typical energy consumption model [14] is used. The energy consumption of the transmitted data is shown in equation (1), and the energy consumption of the received data is shown in equation (2) .
In the equation, E elec represents the energy dissipated by the transmitting circuit. If the transmission distance is less than the threshold value r 0 , the power amplification loss adopts a free space model. If the transmission distance is greater than or equal to the threshold value r 0 , the multipath attenuation model is adopted. ε fs , ε amp are the energy required for power amplification in the two models, respectively, and l represents the number of bits of data. In this paper, the specific settings of the above parameters are taken from the literature [14] , as shown in Table 1 . 
C. THE CONFLICT HANDING MODEL
In order to avoid interference in the data collection process, the data reception and transmission of the node cannot be performed in the same time slot, and only non-conflicting nodes are allowed to perform data transmission in the same time slot. For any two nodes v i and v j in the network, when the formula (3) is satisfied, it can be ensured that the respective transmissions of v i and v j do not conflict.
where |v i − v j | represents the shortest distance between nodes v i and v j , r i and r j represent the transmission radius of node i and node j, respectively, l v i and l v j represent the level where v i and v j are located, respectively. For wireless sensor networks where the transmission distance of each node is r, the transmission of node i and its sibling nodes, parent node and grandfather node are in conflict with each other. That is, nodes that are separated by two levels can transmit data in the same time slot. We assume that before each cycle of scheduling, each node knows about other nodes that are in conflict with it. This information can be obtained by using practical methods such as RID [50] .
D. PROBLEM STATEMENT
As mentioned earlier, since TDMA-based strategies are more energy efficient than competition-based strategies, and the TDMA mechanism can avoid conflicts that are simultaneously awakened by multiple nodes in the contention mechanism by allocating time slots. This paper attempts to design an effective time-slot scheduling strategy based on TDMA protocol with different transmission radii, which is suitable for dynamic data generation networks. The ultimate goal is to reduce delays in data collection and improve the life cycle of the network. The specific discussion is as follows: Definition 1: Minimization of network data collection delay (denoted as D). The network data collection delay D refers to the time when data packets (if any) of all nodes in the network are transmitted to the sink. The aim of this paper is to reduce the delay of network data collection. The time required for the data generated by node v i to arrive at sink is denoted by d i , it can be calculated as follows.
Definition 2: Maximization of network lifetime (denoted as ). The life cycle of a network can be defined as the time from the start of data collection to the death of the first node. Affected by the death node, the data of some nodes could not be transmitted to the sink, which damaged the function of the whole network and prevented it from working normally. In this paper, the energy consumption e i of the node v i is mainly composed of three parts: the energy consumption e i r of the received data packet, the energy consumption e i s of the transmitted data packet, and the energy consumption e i l of the idle monitoring data. The initial energy of node v i is denoted by E init . Thus, the lifetime of node v i in the network is E init (e i r + e i s + e i l ). While maximizing the life of the network is to maximize the node with the least lifetime in the network, and it can be expressed as follows.
Definition 3: Maximization of effective energy utilization rate (denoted as ϕ). ϕ refers to the ratio of the energy consumed by the sensor network at the end of its life cycle to its initial energy. The aim in this paper is to make full use of energy left in nodes far from the sink, then maximize energy utilization of the whole network. Thus, the effective energy utilization rate is as follows.
Obviously, the goal of data collection scheduling strategy is to minimize delay, D, maximize the network life, , and effective energy utilization, ϕ, which can be summarized as follows.
For the convenience of readers, notations used in the paper are listed in Table 2 , where the columns ''Notation'' contains the names of variables, and their definitions are presented in the columns ''Definition''. 
IV. THE DESIGN OF RDML SCHEME A. RESEARCH MOTIVATION
In the previous data collection scheduling, the sending radius adopted by each node is r. Therefore, data transmission only occurs between two adjacent levels of the network, that is to say, nodes at level d will only send data packets to nodes at level d − 1. When the node has data to send, the data transmission of the node is performed as much as possible under the premise that the data transmission does not cause conflict, so that the delay required for data collection is minimized. However, we have observed that if some nodes in the network have a transmission radius of m times r, that is, when the transmission radius is mr, the data of the level d nodes can be transmitted to the nodes of level d − m in one slot only by one hop. Therefore, the distance of one-hop data transmission is increased, the time required for data collection of the entire network is reduced, and the lifetime and energy utilization rate is improved. We first use a specific experiment to illustrate that when the sending radius of some nodes in the network is mr, the time required for data collection can be effectively reduced. In this paper, we use the network with the sending radius r as the basic network. When the maximum sending radius of the nodes in the network is mr, we call this mr-transmission network. In this way, when m = 1, it is the network used in the previous scheduling strategy, which is called r-transmission network. When m = 2, it is called 2r-transmission network. Figure 2 is a comparison of the time required for a cycle of data collection after the transmission radius of the non-hotspots nodes are increased to 2r, and the time required for the data collection by all the nodes in the previous strategy adopting r. As can be seen from the experimental results, when the transmission radius of some nodes in the network increases to 2r, the time required for the network to complete a cycle of data collection is significantly reduced.
However, the energy consumption of the node is related to the transmission radius of the node in the power of 2 or even 4th. Since the energy of the sensor nodes is very limited, increasing the transmission radius of the node to mr will increase the energy consumption, which may cause the network lifetime to decrease. However, after the following analysis, we can completely increase the transmission radius of some nodes in the network to mr without affecting the network lifetime.
In WSNs, since sink is the data collection center of the entire network, when the node adopts sending radius r, all data packets will be forwarded to sink through the node within the area of sink r. Thus, the amount of data carried by nodes in the area of sink r is much larger than that of nodes in other areas. These nodes are also called hotspots nodes. As a result, the hotspots nodes often die first, resulting in the end of the life cycle of the entire network. While non-hotspots nodes have a large amount of energy surplus, according to [12] , due to the influence of hotspots, when the network dies, the remaining energy in the network is as high as 80%. In theory, if we only increase the transmit power of the non-hotspots nodes for mr transmission, we can share the amount of data that the hotspots nodes bear. Instead of reducing lifetime, this will improve the lifetime of the entire network. At the same time, the mr transmission strategy also reduces the number of hops that packets are sent to the sink, thereby reducing the delay in data collection.
In order to verify the effectiveness of the strategy in this paper, we use the network as shown in Figure 1 , through a specific example to analyze and illustrate that the wireless sensor network has a large amount of residual energy, which can extend the life cycle of the network on the premise of increasing the transmission radius of some nodes to mr. Considering a worst case scenario, each node in the tree produces one packet (ie, p = 1) during a cycle of data collection. Then, the node sends packets to sink continuously in its transmission slot, so there is no energy consumption for idle listening. For a r-transmission network, each node of level d has only the energy consumption of sending packets. Each node from level d − 1 to level 1 has both the energy consumption of sending and receiving data packets. In a data collection cycle, the number of packets received by each node at level d − 1 is k, at level d − 2 is k + k 2 , and so on, and finally at level 1 is
Since the node itself also generates one data packet, the number of packets to be sent by each node is one more than the number of packets to be received. Thus, the amount of data packets carried by each node at level i(1 ≤i≤d) can be expressed as
Then combined with equation (1) of the network can be expressed as
Thus, the remaining energy e i re of each node at level i in the network can be expressed as
We take the tree's level d to be 5, the transmission distance r to be 10, and k to be 2 and 3, respectively. The values of the other parameters are taken from Table 1 , and the following Figure 3 and Figure 4 are obtained. Figure 3 shows the amount of data that each node in the near-sink area and the far-sink area bears. It can be seen that the near-sink area node bears much more data than the far sink area. Figure 4 shows the remaining energy in different areas of the network. It can be seen that there is a lot of energy remaining in the far sink area. Therefore, we can use this part of the remaining energy to increase the transmission radius of some nodes to mr. Not only that, the new scheduling strategy can significantly improve the network lifetime. In the original scheduling strategy, the transmission radius of all nodes in the network is r. Therefore, all data in the network must be sent to the sink through the nodes in the area of sink r. That is to say, the nodes in the network near the sink r area bear the data forwarding of all nodes in the network, so the energy consumption is very heavy, and its lifetime determines the life of the entire network. When the transmission radius of the non-hotspots node in the network increases to 2r, the data of the nodes in the area of sink 2r can be directly sent to the sink, so that the amount of data undertaken by the hotspots nodes is greatly reduced. This can effectively improve the lifetime of the entire network. Figure 5 is a comparison of the network life cycle that increases the transmission distance of non-hotspots nodes to 2r and all nodes are transmitted at a distance of r. It can be seen that when k is taken as 2, 3 and 4, the life cycle of 2r-transmission network is longer than that of r-transmission network. Among them, when k is taken as 2, the life cycle is increased by 48.77%. This shows that the data collection strategy of making the transmission radius of some nodes as mr proposed in this paper can effectively improve the network performance.
Although the previous examples show that the proposed strategy can effectively improve network performance, the effective data collection strategy in the sensor network of dynamic data generation still faces some significant challenges. The major challenge is how to optimize the active slot in each node's data collection process, so that the number of active slots required by the node is as small as possible to save energy. At the same time, the data transmission slot of the node is optimally arranged so that as many nodes as possible can transmit data in parallel without interference, so as to minimize the delay of data collection. In the strategy of this paper, the data transmission radius of some nodes is mr, when the node sends data, its interference range is m times larger than the original strategy, so its scheduling is more complex and more challenging. Furthermore, this paper is aimed at a network of dynamic data generation, that is, whether a node generates data in a data collection cycle is uncertain. This is very different from previous studies, in which each node produces a fixed data packet in a cycle of data collection. Therefore, slot allocation is more complex. Finally, according to the energy consumption of the nodes in the network, it is also a certain challenge to select which nodes with energy remaining to adopt mr distance for data transmission.
B. AN EXAMPLE OF THE PROPOSED SCHEME
From the previous discussion, the new data collection strategy proposed in this paper is very complicated and challenging. In this section, we first illustrate our data collection strategy through a specific time slot scheduling example. Since the data generation of nodes is uncertain, the number of packets that the same node needs to receive and send will be greatly different in different data collection cycles, which means that the number of slots that nodes need to send and receive is also greatly different. Therefore, the problem of scheduling strategy is how to effectively reduce the unnecessary idle listening in data collection under dynamic traffic patterns. It is better to make each node's data packets can be transmitted continuously, so as to effectively reduce the time and energy consumption required for data collection.
The general idea of our proposed strategy is to allow each node to transmit all packets (if any) in its consecutive transmission slots starting from its first transmission slot in a data collection cycle. If the node does not send a data packet in the scheduled transmission time slot, indicating that the node has no data packets to be transmitted or all the data packets have been transmitted, then the data collection of the node is completed. The principle of scheduling is that the nodes below level m (including level m) can transmit mr distance in one hop, and the nodes above level m can send data packets to sink by one hop, and multiple rounds of data collection are required for a cycle. A round of data collection means that from the bottom of the network, each node makes one data transmission to its next hop node in one time slot (nodes that do not conflict can be transmitted in the same time slot). Then, the data transmission of the upper level node is performed until the node that is r distance away from the sink performs one data transmission to the sink. Thus, each node at level i(1 ≤ i ≤ d) collects at most the subtree size rounds of the mr transmission distance rooted VOLUME 7, 2019 at itself. If the node does not transmit one data packet in its activation slot or reaches its maximum data collection rounds, the node's data collection is completed. And during the data collection, nodes of non-conflicting levels can be transmitted concurrently. In this way, multiple rounds of collection are performed. Finally, if the node at level 1 does not receive the data packet in its activation time slot or reaches its maximum collection rounds, the data collection of the network in this cycle is completed. We start with an example to illustrate the scheduling process of our proposed strategy. Figure 6(a) shows the topology diagram that each node can transmit data packets to its next hop node (indicated by the dotted line with arrows in the figure) when the binary tree of level 3 adopts 2r transmission distance. When each node generates one data packet (ie, p = 1), Figure 6 (b) shows the specific process of time slot scheduling in the 2r-transmission network. According to our scheduling principle, the maximum number of data collection rounds for each node at level 3, 2, 1 is 1, 1, 5, respectively. Packets of nodes v 7 , v 8 , v 9 and v 10 can be directly transmitted to node v 1 by one hop. Similarly, packets of nodes v 11 , v 12 , v 13 and v 14 are directly transmitted to node v 2 . Since the transmissions of the sibling nodes collide with each other, in the first round of transmission, nodes v 7 and v 11 end the data collection after performing one data transmission in the slot 1. Similarly, nodes v 8 and v 12 , v 9 and v 13 , v 10 and v 14 end data collection after one data transmission in time slots 2, 3, 4, respectively. Nodes v 3 , v 4 , v 5 and v 6 end the data collection after one data transmission in slot 5, 6, 7 and 8. Then according to this schedule, v 1 and v 2 are assigned to slots 9 and 10. Thus, after the first round of data collection, the bottom level of the network becomes 1. In the second round of transmission, slot 11 is assigned to node v 1 and slot 12 is assigned to node v 2 . Similarly, in the third round of transmission, nodes v 1 and v 2 are assigned to slots 13 and 14, respectively. Thus, by the fifth round of transmission, nodes v 1 and v 2 are assigned to time slots 17 and 18, respectively, reaching the maximum number of data collection rounds for this level nodes, and then the node goes to sleep and ends the data collection. At this time, the data collection of the entire network is completed, which takes 18 time slots and has no idle listening. The maximum number of data collection rounds for each level 3, 2, 1 node is 1, 3, 7, respectively. The first round of scheduling begins with level 3, and nodes v 7 , v 9 , v 11 and v 13 end data collection after simultaneous data transmission in time slot 1, and nodes v 8 , v 10 , v 12 and v 14 simultaneously terminate data collection after transmitting one data packet in time slot 2. Thus, the nodes v 3 and v 5 , v 4 and v 6 of level 2 perform one data transmission in slots 3 and 4, respectively. Then, to level 1, v 1 and v 2 perform one data transmission in slots 5 and 6, respectively. The second round starts from level 2, v 3 and v 5 , v 4 and v 6 perform one data transmission in slots 7 and 8, respectively, and v 1 and v 2 of level 1 perform one data transmission in slots 9 and 10, respectively. By analogy, finally, the data collection of the network is completed at the end of time slot 22, and there is no idle listening. Table 3 lists the number of rounds required for the two schemes to complete data collection in one cycle and the time slots at the end of each round. By comparison, it can be found that when each node in the three-layer binary tree network generates one data packet, both schemes have no idle listening. However, the data collection of 2r-transmission network scheme is 2 less rounds and 4 less time slots than that of r-transmission network scheme.
Since this paper studies the wireless sensor network generated by dynamic data. During a data collection cycle, the network traffic pattern changes abruptly, and each node in the network generates a packet to be sent with a probability of 0.5. The set of nodes that actually generate the data packet is {v 1 , v 2 , v 3 , v 5 , v 6 , v 9 , v 12 }. The specific processes of the 2r-transmission network and r-transmission network scheduling are given in Figure 8 (a) and Figure 8(b) , respectively. In the figure, the actual transmission only occurs in the green rectangle, and the yellow rectangle indicates that the receiving node has listening, but actually the sending node has no data transmission. The gray rectangle indicates that the receiving node is not listening, and the sending node has no data transmission, that is, the node has finished data collection and is in a sleep state.
We illustrate the 2r-transmission network scheduling process for dynamic data generation in conjunction with Figure 8(a) . Similar to Figure 6(b) , in the first round of scheduling, time slot 1 is assigned to nodes v 7 and v 11 , and time slots 2, 3, 4 are assigned to v 8 and v 12 , v 9 and v 13 , v 10 and v 14 , respectively. Then nodes v 3 , v 4 , v 5 and v 6 are assigned to time slots 5, 6, 7 and 8, and v 1 and v 2 to time slots 9 and 10, respectively. In the second round of scheduling, the time slot 11 is assigned to the node v 1 , and the transmission of the node v 2 is performed in the time slot 12.
In the third round of scheduling, nodes v 1 and v 2 are assigned to slots 13 and 14, respectively. Since there are no data packet transmissions in slots 13 and 14, the nodes v 1 and v 2 end their data collection, and the network collection of data in this cycle is completed. Although sink has completed the collection of all packets at the end of the second round (end of time slot 12), it has to continue to listen for possible transmissions in slots 13 and 14. The reason is that sink can not know the situation of packets generated by each node in the network in advance. However, in time slots 11 and 12, node v 1 and v 2 still send data to sink, and the maximum number of collection rounds is not reached. In order to prevent any possible loss of data packets, sink has to continue listening to the next transmission slots 13 and 14 of nodes v 1 and v 2 to sink. In time slots 13 and 14, sink does not receive the packets sent by v 1 and v 2 , at which time the data collection of the network is completed. Therefore, the latency of the entire network data collection is 14 time slots. Table 4 shows the number of rounds required for two schedules to collect data in one cycle and the time slots at the end of each round. The comparison shows that when p = 0.5, adopting the 2r-transmission network scheduling to complete data collection requires 14 time slots, 9 idle listening and 3 rounds. Compared with r-transmission network, the total data collection time slot is 2 less, the number of idle listening is 4 less, and the number of required rounds is 2 less.
C. OUR PROPOSED SCHEDULING ALGORITHM RDML
In view of this, we propose the RDML scheduling algorithm (Reducing Delay and Maximizing Lifetime) that increases the transmission radius of some nodes to mr. We record the next hop node of node v transmission data as P v , and assume that each sensor node v knows its next hop P v . In general, such information can be easily obtained at each node after the routing tree is constructed. In addition, each node v also knows the set I (v) of other nodes that conflict with it, and level i(1 ≤i≤d) also knows the set I (i) of levels in conflict with it. This can be obtained by having the sensor node broadcast [54] to its neighbors or using a method such as RID [50] . In the RDML scheduling process, T (v) is used to record the transmission time slot of the node, initially ∅. All nodes do not start data collection at the initial stage, and the actual data collection round R v is 0 (steps 2-6). Each round of data collection starts with the node at the lowest level level d. If one node is not in the conflict set of another node, they can transmit data in the same time slot (steps 9-15). If the node does not transmit a packet to its next hop node in the transmission slot, or has reached its maximum number of collection rounds, the node's data collection is complete (steps [16] [17] [18] ). If all nodes of level d have completed data collection, the maximum level of the nodes that have not completed data collection is updated to depth − 1 (steps [20] [21] [22] . Then continue to collect the nodes of level d − 1, d − 2, . . . , 1 level by level. When d is 0, the current round of data collection is completed (steps 8-24) . Then, the next round of data collection begins with the maximum level depth of the actual unfinished data collection nodes (steps 29). If d and i are levels that do not conflict with each other, they can be transmitted in parallel (steps [30] [31] [32] . This is performed in multiple rounds until the depth is 0 and all nodes in N have finished the data collection, the network data for this cycle are all collected (steps 25-27).
V. PERFORMANCE ANALYSIS
We analyze the performance of the RDML algorithm by increasing the transmission radius of some nodes to 2r. In fact, the analysis of increasing the transmission radius of some nodes to mr is similar. We analyze and compare the theoretical performance of the RDML algorithm with the advanced TPO algorithm. In the TPO algorithm, all nodes adopt the same transmission radius r for data collection, which is an efficient data collection scheme for dynamic data generation networks.
A. ANALYSIS OF ENERGY CONSUMPTION
In our analysis, we focus on the energy consumed by sensor nodes in transmitting data, receiving data, and idle listening. To simplify presentation, we shall denote the size of the 2r transmission distance subtree rooted at a node located at level i of the k-ary tree by i . E s , E r and E l represent the energy consumption of sending one data packet, receiving one data packet and one idle listening at a node with a hop transmission distance of 2r, respectively. d represents the level where the leaf nodes are located, for each 1 ≤i ≤ d, there is
Theorem 1: In a data collection cycle, the expected energy consumption of each node at the i-th ( 
Proof: For the RDML algorithm, during a data collection cycle, the nodes of level d and level d − 1 in the k-ary routing tree simply send the generated packets (if any) to their next hop parents without listening to any other nodes. Therefore, the expected energy consumption of each node at level d and
, v receives and sends data packets by 2r distance, where the number of data packets to be transmitted is p· i . Therefore, for node v, the energy consumption of transmitting and receiving data is p·(( i −1)·E r + i ·E s ). In addition, node v also listens to one idle time slot of each child node unless the child node sends data packets in all of its transmission time slots, which occurs when each node in the 2r transmission distance subtree rooted at the child node generates one packet. Therefore, the probability that node v performs idle listening for one slot of a child is 1−p i+2 . Since the number of last hop nodes of node v has k 2 , the expected energy consumption of v for idle listening is E l ·k 2 ·(1−p i+2 ). Thus, the expected total energy consumption of node v is p·
Since each node of level 1 can send data packets to sink through r distance, the energy consumption of sending data packets is p· 1 ·e s . Therefore, the expected energy consumption of each level 1 node is p·
In a data collection cycle, the ratio ψ i en of the proposed algorithm to the expected energy consumption of each node at the i-th (1 ≤i≤d) level of the previous TPO algorithm is ψ i en = δ i RDML /δ i TPO , where
Proof: For TPO scheduling, the leaf nodes of level d in one cycle only transmit data without receiving and listening, so the energy consumption of the level d node is p·e s .
The energy consumption of each internal node v of other ). Finally, the ratio ψ i en of the expected energy consumption of each node at level i(1 ≤i≤d) of the RDML and the TPO is given by formula (10).
B. ANALYSIS OF NETWORK LIFETIME
As mentioned earlier, the life cycle of a sensor network is mainly determined by the node in the network that consumes the most energy. In the study of this paper, each node has the same initial energy, so the node with the most energy consumption is the first to die. Then the data transmission of other nodes will be interrupted by the influence of dead nodes, which leads to sink unable to complete the data collection of the entire network. Therefore, when calculating the life cycle of the network, it is to calculate the lifetime of the node with the highest energy consumption in the network.
Theorem 3: A sensor network that adopts RDML scheme for data collection, whose life cycle can be expressed as
Proof: Since RDML scheduling algorithm transmits data packets from bottom to top by 2r distance. Therefore, all data packets in the network are either transmitted to sink by 2r distance of level 2 nodes or to sink by r distance of level 1 nodes. Thus, the nodes that consume the most energy in the network are located at level 1 or level 2. According to formula (9), the expected energy consumption of each level 2 and level 1 node in one cycle isp·
,so the life cycle of the network can be collectively given by formula (11) .
More specifically, according to formula (8), we can get
When d is even, according to formula (12), 1 = 2 , so p· 1 = p· 2 , which means that in a data collection cycle, each node at level 1 and level 2 has the same number of data packets to send. However, the node of level 1 consumes less energy to transmit data to sink than that of level 2, so the node at level 2 first dies. Therefore, for even-level tree networks, VOLUME 7, 2019 the network lifecycle of RDML algorithm can be directly expressed as
When d is odd, according to formula (13) , it is obvious that the expected number of data packets to be sent in one cycle of each level 2 node is p· 2 , less than the number of each level 1 node p· 1 . However, the node of level 1 sends one data packet with less energy consumption than that of level 2. Therefore, the maximum energy consumption of the node can be expressed as max{p· p 3 )}, so the network life cycle of RDML algorithm is as formula (11) .
Theorem 4: The network expected lifetime ratio ψ lt of the RDML algorithm proposed in this paper relative to the previous TPO algorithm is expressed as
Proof: Since all nodes use r distance to transmit data when adopting TPO algorithm, the data packets generated by all nodes in the network are sent to sink through level 1 nodes. Finally, the node with the highest expected energy consumption is the node at level 1 of the k-ary tree. Because each level 1 node has the expected energy consumption of p·
) in a data collection cycle. Thus, the network life cycle of the TPO algorithm can be expressed as TPO 
), according to Theorem 3, the network life cycle ratio ψ lt of the RDML and TPO algorithm can be expressed as formula (14) .
C. ANALYSIS OF ENERGY UTILIZATION RATIO
According to formula (6), the energy utilization of WSN is the ratio of the energy consumed by all nodes in the network at the end of its life cycle to the initial energy of the entire network. Initially, each node in the network has the energy of E init . Since thek-ary tree has d levels and there are k i nodes at each level i, the total initial energy of the network is
When the sensor network adopts the RDML scheme for data collection, its network energy utilization can be expressed as
Proof: The total network energy consumption is the sum of the energy consumption of each node. For the RDML algorithm, the total energy consumption of the network in a data collection cycle consists of the following three parts: (1)
The energy consumption of all nodes at the level i(2 ≤i≤d − 2) of receiving, idle listening and sending data packets through 2r distance is
. Therefore, the expected total energy consumption of all nodes in the network during a data collection cycle is given by p·E s ·(k p 3 ) ). According to Theorem 3, the network life cycle of the RDML algorithm is RDML . Therefore, the network energy utilization of the RDML algorithm can be expressed as formula (15) .
Theorem 6: The ratio of the RDML algorithm in this paper to the network energy utilization ratio of the previous TPO algorithm can be expressed as follows
Proof: The expected total energy consumption of TPO algorithm in a data collection cycle consists of two parts: (1) The energy consumption of all level d leaf nodes that only send data packets is p·e s ·k d . (2) There are both receiving data packets and idle listening, as well as the energy consumption of all level i(1 ≤ i ≤ d − 1) internal nodes that send data packets, which is
). Thus, the total energy consumption of the network in one cycle is p·e s 
). According to Theorem 4, the network life cycle of the TPO algorithm is TPO . Therefore, the energy utilization ϕ TPO of the network can be given by (p·e
. Since ψ eur = ϕ RDML /ϕ TPO , combined with Theorem 5, the formula (16) can be obtained by simplifying.
D. NUMERICAL RESULTS AND COMPARISON
Now, we show the numerical results obtained from the above sections analysis. The energy consumption value of sending and receiving data is calculated by equation (1) (2), while the energy consumption of idle listening is related to the length of slot, which is taken as 800 nJ. We take the transmission radius r as 80, the tree's level d is 5, k is 3, and the probability p of node generating a data packet as 0.6. Firstly, the energy consumption of nodes at different levels in one cycle can be obtained by changing r, k and p respectively, as shown in Figure 9 (a), 9(b) and 9(c).
As can be seen from Figure 9 (a), the energy consumption of RDML scheme increases intermittently with the decrease of levels, while that of TPO scheme increases continuously. When the network generates data packets with the same probability, the energy consumption of hotspots nodes of RDML scheme (ie, level 1 and level 2 nodes) is less than that of TPO. And when p increases from 0.3 to 0.6, the energy consumption of both schemes is increased. This is because in the RDML scheme for 2r distance transmission, the nodes of each level only need to bear the data packets of the downstream interval level nodes, while in the TPO scheme, the nodes of each level have to bear the data packets of all the downstream level nodes. The increase in p causes an increase in the amount of data packets generated by nodes in the network, so that the energy consumption of the two schemes also increases. In addition, the energy consumption of nodes in the third and fifth layers of RDML scheme is relatively higher, because the nodes at the fifth layer only send data, and it takes more energy to send data by 2r distance. Although the number of packets received by the level 3 node is less than that of the TPO, it is not enough to offset the higher energy consumption of sending and receiving packets with 2r distance. As the layer is closer to the sink, the advantage of the nodes at the same layer adopting the RDML scheme to receive less packets than the TPO is more obvious, so the energy consumption is less than that of the TPO. Compared with TPO scheme, the expected energy consumption of RDML hotspots nodes is reduced by 19.32% -43.64%.
Obviously, analogous changes are also observed in Figure 9 (b) and 9(c). Similar to the analysis in Figure 9 (a), when k changes from 2 to 3, it increases the number of nodes in the network. Similarly, when r increases from 20 to 80, it also increases the transmission energy consumption of a single packet. Compared with the TPO scheme, the expected energy consumption of the RDML hotspots nodes in Figure 9 (b) and Figure 9 (c) is reduced by 22.07% -43.64% and 20.53% -67.66%, respectively.
Next, we change the parameters separately and get the network expected life cycle comparison charts of the two schemes. Figure 10 network life cycle of RDML scheme is always better than that of TPO. This is because the life cycle of the network is determined by the lifetime of the hotspots nodes, while the increase of each parameter will lead to an increase in the energy consumption of the network in a cycle. As can be seen from Figure 9 (a) -9(c) above, the energy consumption of hotspots nodes using RDML scheme is always less than that of TPO in a data collection cycle. In addition, the increase of k and d significantly increases the number of network nodes, so that the expected network lifetime of the two schemes is reduced rapidly.
In Figure 10 (d), it is easy to observe that compared with TPO scheme, the expected lifetime of RDML scheme increases more significantly when d is even. As proved in Theorem 3, when d is even, level 1 and level 2 nodes theoretically bear the same amount of data, which is more balanced than when d is odd. Therefore, RDML scheme improves the network life cycle more obviously when the level of the tree is even. In Figure 10 (a) - Figure 10(d) , the expected network life cycle of the RDML scheme increased by 23.94% -31.31%, 22.04% -40.50%, 25.83% -28.33% and 28.33% -81.01%, respectively, relative to TPO.
In addition, we also obtain the network expected energy utilization rate of the two schemes by changing the value of each parameter. First, we change the number of layers of the tree and get Figure 11 (a) below. The network expected energy utilization of both schemes decreases as the number of tree layers increases, but the network expected energy utilization of RDML is always higher than that of TPO. This is because the network lifetime of the two schemes decreases sharply as the number of tree layers increases (as shown in Figure 10(d) ), which leads to the decrease of network energy utilization of both schemes. However, the network energy consumption of RDML scheme is more balanced than that of TPO, so that the expected energy utilization rate of RDML is always higher than that of TPO. Besides, we observe a similar phenomenon as in Figure 10(d) . When the level of the tree is even, the network expected energy utilization of the RDML scheme increases more obviously than when the level of the tree is odd. Specifically, in contrast with TPO scheme, when d is 4 and 6, RDML increases by 87.10% -94.00%, while when d is 5 and 7, RDML increases by 35.60% -42.37%. This is also the result of the energy consumption of even layer is more balanced than that of odd layer. Then, we take the level d of the tree as 5, and change the probability of network generating data packet p, the degree of k and the transmission distance r to get the network expected energy utilization of the two schemes as shown in Figure 11 (b), Figure 11 (c) and Figure 11(d) . Similarly, with the increase of the probability p of data packet generation, the degree of k and the transmission distance r, the expected energy utilization of both schemes decreases gradually, but the network energy utilization of RDML is always greater than that of TPO. Compared with TPO, the network expected energy utilization rate of RDML increased by 29.63% -40.34% when p increased from 0.3 to 0.9, 28.89% -47.56% when k increased from 2 to 4, and 35.60% -41.89% when r increased from 20 to 80.
In summary, from the comparison of the numerical results of the expected energy consumption, life cycle and energy utilization of the above two schemes, RDML can use the remaining energy to make some nodes transmit data at 2r distance, which has better performance than TPO. Theoretical analysis shows that the expected energy consumption of RDML is reduced by 19.32% -67.66% compared with the TPO hotspots nodes, the network life cycle is increased by 22.04% -81.01%, and the energy utilization rate is increased by 28.89% -94.00%.
VI. ANALYSIS OF EXPERIMENTAL RESULTS
Our simulation experiments are carried out under the environment of Matlab. Matlab is a very excellent numerical calculation tool. It is a high-level language and interactive environment for algorithm development, data visualization and data analysis. The constants used in the experiment are consistent with Table 1: The energy E elec of the transmitting circuit loss is 50 nJ/bit, and the energy ε fs required for power amplification is 10 pJ/bit/m 2 . Each node has the same initial energy E init 0.5J, the number of bits per packet l is 16 bits.
A. DELAY ANALYSIS
First, we consider the data collection delay of the two schemes in one cycle when the level d of tree network and the probability p of data packets generated by nodes change. In order to reduce the error of the experiment, we conducted multiple experiments to take the average value. We fix the degree k of the tree as 3, and increase the level of the tree from 3 to 8, to obtain the average waiting time of data collection of RDML and TPO schemes when p changes from 0 to 1 for each node, as shown in Figure 12(a) -12(c) .
It can be seen that with the increase of p, the waiting time for data collection of both schemes in Figure 12 (a) -12(c) increases, but the data collection delay of RDML gradually starts to be less than that of TPO, and the larger p is, the more obvious the delay reduction is. The reason is that the increase of p increases the number of data packets that the network needs to collect, thus increasing the delay of data collection of the two schemes. At the same time, the increase of p also increases the number of rounds of data collection by the two scheduling algorithms in one cycle. In the RDML scheme for 2r distance transmission, the number of child nodes per node is at most k 2 , while each TPO node is at most k. Therefore, in the first round of data collection, RDML scheduling takes more time slots than TPO. When the probability p is very low, the data collection can be completed in the early rounds, at this time the TPO delay is less. However, as p increases, the data needs multiple rounds to be collected. Since the maximum amount of packets transmitted to sink in each round of RDML is k 2 + k, while the TPO is at most k. So RDML can complete data collection with less rounds, thus reducing latency. As p increases, the number of rounds required to complete data collection also increases, so the advantage of RDML in reducing latency becomes more apparent.
In addition, with the increase of tree level, RDML scheduling has an advantage over TPO in the waiting time of data collection under lower probability of packet generation, and even tree level is more advantageous than odd tree level. Specifically, when d is 4, 6 and 8, the lowest probability that RDML scheduling has less latency than TPO scheduling data collection drops from 0.15 to 0.12 and approaches 0 gradually. When the tree level is 3, 5 and 7, the lowest probability decreases from 0.46 to 0.37 to 0.2. The reason is that the increase of tree level increases the number of rounds of data collection, so it can delay less than TPO scheduling at lower probability. When d is even, the transmission of even and odd layers in the tree has the same number of hops, but when d is odd, the transmission of odd layers in the tree is one more hop than that of even layers. Therefore, when the tree level is even, it can have a delay advantage over TPO scheduling when generating packets with less probability. When d increases k is 3 and p is 0.5 and 0.7 respectively. It can be seen that the average waiting time of both scheduling data collection increases rapidly with the increase of the tree level, but the delay of RDML scheduling is always lower than TPO. Compared with TPO, the delay of RDML scheduling data collection is reduced by 3.22% -19.47%.
Next, we consider the average data collection delay of the two scheduling schemes when the degree of k and the probability of packet generation p change. Figure 13 (a) and Figure 13 (b) show the average waiting time for data collection of the two schemes when d is 6 and k is increased from 2 to 5, respectively. It can be observed that as long as the probability of packet generation is greater than 0.2, our RDML scheduling has less latency than the TPO. But at the same time, with the increase of k, the probability of the lowest packet generation that RDML scheduling is less than the average data collection waiting time of TPO is also slightly increased. Specifically, when k is 2 and 5 respectively, the lowest p increases from 0.1 to 0.13. This is because the increase of k causes the number of packets of the child nodes to be received by each node to increase. Therefore, when the tree is ''fat'', it reduces the advantage of RDML scheduling delay. Figure 13 (c) shows the relationship between the data collection delay and k of the two schedules when d is 6 and p is 0.3 and 0.5, respectively. Obviously, RDML scheduling is always less than the delay of TPO. Compared with TPO, the delay of RDML scheduling data collection is reduced by 1.68% -22.32%.
The above experiments show that RDML scheduling has a great advantage over TPO scheduling in data collection delay, and the effect of even tree layers is better than that of odd tree layers. This advantage of RDML scheduling is more obvious when the tree network is thinner and the probability of data packet generation is higher. The experimental results show that RDML scheduling can reduce the maximum delay by 22.32% compared with TPO scheduling.
B. COMPREHENSIVE EFFECTS OF DIFFERENT PARAMETERS
We obtained the network life cycle and energy utilization ratio of the two schemes under different parameters through simulation experiments. Figure 14(a) shows how the network lifetime of the two schemes varies with probability p, when d is 5, k is 3 and transmission distance r is 20 and 80, respectively. Obviously, as the probability of packet generation increases, the network life cycle of both schemes decreases. However, regardless of whether r is 20 or 80, RDML scheduling is always longer than the network life cycle of TPO scheduling, which is increased by 0.86% -33.14%. When the data packet is generated with a low probability (p = 0.1), and r is 20 and 80 respectively, the network life cycle of RDML is increased by 0.86% and 9.91%, respectively. This is because the energy consumption of the node sending the data packet is related to r 2 . When the probability of the network generating the data packet is low, the energy consumption is greatly affected by the r change. Figure 14(b) shows that when d is 5, r is 40 and k is taken as 3 and 4 respectively, the life cycle of the network under different probability of generating data packets. Figure 14 (c) and Figure 14(d) show the network life cycle changes of two schemes where k is 3, d is 5 and 6, r is 40 and 80, respectively, and p is increased from 0.1 to 1. Obviously, the increase of each parameter leads to the decrease of the network life cycle of both, but our RDML scheduling network lifetime is always better than TPO, and the advantage of even tree level is obviously greater than odd tree level. This is basically consistent with our previous theoretical analysis. The experimental data show that the network life cycle of RDML is 3.20% -84.40% higher than that of TPO.
When d is 5, r is 80 and k is 3, the change of network energy utilization rate with p is shown in Figure 15 (a). When d is 5, k is 3 and p is 0.6, the variation of network energy utilization with r is shown in Figure 15 (b). It can be seen that as the probability of packet generation and the transmission radius increase, the energy utilization rate of both schemes begins to decrease, but the network utilization of RDML scheduling is always greater than TPO. Compared with TPO, RDML's network energy utilization increased by 24.72% -37.50% and 34.66% -41.87% respectively. Figure 15 (c) and Figure 15 (d) show the changes of network energy utilization rate with the depth of tree and the degree of k, respectively. Similarly, as the tree depth and the degree of k increase, the network energy utilization of both schedules begins to decline, but RDML is higher than TPO. In addition, when the RDML tree level is even, the effect is more obvious than the odd level, which is consistent with our previous analysis. Compared with TPO, the network energy utilization of RDML in the two graphs increased by 24.34% -88.00% and 23.33% -48.04% respectively.
From the experimental results, we can find that our RDML scheduling has better network life cycle and energy utilization under different parameters than TPO scheduling. This is basically consistent with our theoretical analysis in Chapter 5. The experimental results show that compared with TPO scheduling, RDML scheduling increases the network life cycle by 0.86% -84.40%, and the energy utilization rate increases by 23.33% -88.00%.
VII. CONCLUSION
In this paper, we have proposed a continuous data collection strategy RDML for dynamic traffic patterns. The RDML scheme uses the remaining energy in the network to increase the transmission radius of some nodes to mr. Therefore, it has better performance in terms of network life cycle, energy utilization rate and data collection delay than previous strategies.
We theoretically analyzed the performance of the proposed scheme and compared it with the advanced TPO scheme. We also compared the performance under different parameters by simulation experiments. The results of analysis and simulation experiments show that: (1) The RDML scheme reduces the amount of data undertaken by hotspots nodes and balances the energy consumption of the network. Therefore, its network life cycle and energy utilization rate are better than TPO scheme. (2) RDML scheme uses continuous transmission strategy to reduce idle listening, and enables some nodes to transmit data through mr distance, which reduces the number of rounds of data collection in a cycle. Therefore, there is less latency than the TPO scheme. For future work, we plan to show the effectiveness of the proposed scheme on a real sensor network test platform. 
