The construction of the universal ring of Witt vectors is related to Lazard's factorizations of free monoids by means of a noncommutative analogue. This is done by associating to a code a specialization of noncommutative symmetric functions.
Introduction
Among Ernst Witt's many contributions to mathematics, one finds two apparently unrelated ideas, both published in 1937 in two consecutive issues of Crelle's journal. The first one, the ring of Witt vectors [19] (a generalisation of p-adic numbers), solves a problem in commutative algebra, whilst the second one, the introduction of the free Lie algebra [20] , definitely pertains to noncommutative mathematics.
The aim of this note is to point out a close connection between both constructions, through the notion of noncommutative symmetric functions. What comes out is that the natural noncommutative analogues of the symmetric functions classically associated to the construction of universal Witt vectors can be related to another classical topic in the combinatorics of free Lie algebras: Lazard's factorizations of free monoids. This relation manifests itselfs when the elementary noncommutative symmetric functions are specialized by means of a code.
Our notations will be those of [11] and [7] . If S is a set of words, we denote by S = w∈S w its characteristic series.
Noncommutative Witt symmetric functions
Let us first recall the construction of the universal ring W (R) of Witt vectors associated to a commutative ring R. This is not Witt's original construction, but a simpler one that he found much later, and that he communicated to S. Lang, who published it as a series of exercises in his famous textbook of Algebra [9] .
The ring W (R) can be characterized by the following properties [4] (see also [8, 5] ):
(W1) As a set, W (R) = {a = (a n ) n≥1 , a n ∈ R}, and for any ring homomorphism f : R → R ′ , the map W (f ) : a → (f (a n )) n≥1 is a ring homomorphism.
(W2) The maps w n : a → d|n da
Operations on Witt vectors are better understood in terms of symmetric functions. Let X = {x n , n ≥ 1} be an infinite set of commuting indeterminates (called here an alphabet), and following [14] , define symmetric functions q n (X) by
where the complete homogeneous functions h n (X) are defined by σ t (X) = n≥1 (1−tx n ) −1 (cf. [11] ). The q n 's are connected to the power-sums
and condition (W2) can be regarded as expressing the familiar properties of power sums
where we use the λ-ring notation (an alphabet is identified with the formal sum of its elements). The transformation (1) is also used in [2, 12] .
Reutenauer [14] studied the symmetric functions q n (X) and made the conjecture that for n ≥ 2, (−q n ) is Schur positive. This conjecture was proved in [17] , in a generalised noncommutative form. Denoting as in [7] the noncommutative complete homogeneous symmetric functions of an alphabet A by S n (A), one introduces noncommutative Witt symmetric functions Q n (A) by the identity
Then, it is proved in [17] that for n ≥ 2, (−Q n ) is a positive, multiplicity free, sum of noncommutative ribbon Schur functions R I .
Noncommutative symmetric functions associated to a code
Let A be an alphabet and C ⊂ A + a code, i.e. a minimal generating set of a free submonoid C * in A * . Suppose we have a decomposition of C as a disjoint union
of possibly empty subsets C n . In what follows, we shall in general assume that C n = C ∩ A n , but this restriction in not necessary. In any case, we will consider that the elements of C n have degree n.
We will denote by l(w) the length of a word w. Recall that, as a graded algebra, Sym = Q Λ 1 , Λ 2 , . . . where Λ n has degree n. We can define a specialization Sym[C] of the algebra of noncommutative symmetric functions by setting
With this choice of signs, the complete symmetric functions are then given by
the sum of all elements of degree n in C * . We call C-Witt symmetric function the value Q i [C] of Q i under this specialization. Let us give the first Q i [C] for three examples
Example 2 The infinite prefix code C = ba * .
On these examples, we remark that each Q i is multiplicity free and is the characteristic series of a code. In the following section, we prove that it is always the case and give a characterization of these codes in terms of Lazard's factorizations. 4 Witt symmetric functions and factorization
Lazard elimination process
We recall that a factorization of a monoid M is an ordered family of monoids
where
In the case of free monoids M = A * , this property can be stated in terms of generating series
In the sequel, a factorization will be denoted by the sequence of the generating sets of its components, and for a factorization F = (C i ) i∈I of A * into free submonoids, (8) 
Factorisations of free monoids have been extensively studied and the reader can refer to [3, 18] for a survey. A simple but relevant example is a Lazard bisection: considering a subalphabet B ⊂ A, one has
The pair (B, (A \ B)B * ) is a factorization of A * (cf. [18, 3] , and [15] for applicationa to free Lie algebras). Now, from (10) we can obtain a trisection (i.e. a factorization in three submonoids) by iterating the process on the left or the right factor, and so on. Factorisations which can be generated applying only Lazard bisections on the right factors will be called Lazard right compositions. This is a simple particular case of a locally finite right regular factorization [18] . Let A be an alphabet (possibly infinite) and ω : A → N \ 0 a weight function. This function can be extended uniquely as a morphism ω : A * → (N, +). We can associate a factorization F(A, ω) to this weight as follows. Let (Z i ) i≥1 and (C i ) i≥1 be the sequences of codes defined by the recurrence relations
The sequence F(A, ω) = (C i ) i∈I obtained by omitting the empty elements in (C i ) i≥1 is a Lazard right composition. Since each code C ∈ A * admits the length of words as weight function, we define the right length factorization
We can remark that a code is homogeneous if and only if F(C * ) = (C).
Computation of the C-Witt symmetric functions
The equality between formal series (3) can be rewritten as
and in this section, we prove that this factorization of series is the weight right factorization of C * . In a more general setting, T. Scharf and one of the authors [17] , gave a recursive algorithm for computing the Q ′ n s. Recall that the algebra Sym of noncommutative symmetric functions is the free associative algebra Q S 1 , S 2 , · · · generated by an infinite sequence of non commuting variables S n , graded by the weight function w(S n ) = n. If I = (i 1 , · · · , i n ), one defines
The Q i can be computed following the rules given in [17]:
1.
3. Q n is the term of weight n in F n multiplied by −1.
, we obtain
and
This implies
Following [17] , each Q i is multiplicity free on theS I . Let 
Hence, one has It is easy to see that this can be obtained from example 2 by the morphism ba n → n + 1.
One has the following decomposition
Corollary 2 Let w ∈ C * , then either w ∈ C either there exist w 1 , w 2 ∈ C * such that w = w 1 w 2 , with ω(w 2 ) < ω(w 1 ) < ω(w). Furthermore, if w 1 ∈ C then w 1 = w
This follows from the standard bracketing process of regular factorizations, which is described in [18] .
Noncommutative elementary symmetric functions and Lazard elimination
The link between Lazard elimination and noncommutative Witt symmetric functions can be better understood in terms of elementary symmetric functions. The generating function of noncommutative elementary symmetric function is
These are related to noncommutative complete functions by
If we setΛ n = (−1) n+1 Λ n , the series σ 1 can be considered as the characteristic series of the free monoid Λ * = {Λ 1 ,Λ 2 , . . . ,Λ n . . . } * . We endow this monoid with the weight function defined by ω(Λ n ) = n. Then,
Theorem 3 One has
This provides a simple algorithm for computing the decomposition of the noncommutative symmetric Witt functions on the basis of elementary symmetric functions. Let us gives the computation of the first Q i 's,
(compare Examples 2 and 4).
The decomposition of the elementary functions on the basis Q I = Q i 1 · · · Q in is obtained by inspection of the series
One findsΛ
5 Examples involving Gaudier's * -multinomials
Gaudier's * multinomials
Classical (commutative) Witt vectors give rise to examples involving interesting integer sequences. Let us recall for example the construction of * -multinomial coefficients and * -factorials given by Gaudier in [6] . If R is a Q-algebra, there is a commutative diagram
e(a 1 , . . . , a n , . . . ) = → 1 1 − a n t n .
These maps are all isomorphisms. Let i 1 , i 2 , . . . , i k be k positive integers and n = i 1 + · · · + i k . In [6] Gaudier has defined the * -multinomial coefficient * n i 1 ,...,i k ∈ W (Q) as the Witt vector such that w p = np pi 1 ,...,pi k . In the same paper, he has defined the * -factorial * n!/n! by w p ( * n!/n!) = 1 n! (pn)! p! n . In particular, he has computed e( * 2!/2!) = e( 
This raised the question whether it was possible to find similar expressions for other * -factorials and * -multinomials, and to give combinatorial interpretations.
Non-commutative analogues of
Consider the Dyck code of example 3. The free monoid D * is a submonoid of {aa, ab, bb} * , graded by ρ(aa) = ρ(bb) = ρ(ab) = 1. Under the Dspecialization, Λ n = (−1)
Recall that the noncommutative power sums of the second kind Φ n are defined by
If one interprets Dyck words as binary trees, the Φ n can be regarded as sums over forests Setting π(w) = 1 for all words w, one has
and one recovers (26). More generally, for * 1 n n 1
, an easy application of the Lagrange inversion formula gives that
is also the generating series of n-ary trees. Consider the free monoid F n = T * n over the alphabet T n = {a t } whose letters are labelled by n-ary trees and weighted by ρ(a t ) = E(t)/n, where E(t) is the number of edges of t. Instead of specializing Λ k as in the case n = 2, we set S k = ρ(t)=k a t . Then, we obtain
Again, applying the morphism π(w) = 1, we obtain
that is, we recover (31). Remark that this implies the identity
Combinatorial interpretations of some * -binomial coefficients
Remark that, as in section 5.2, the specialization S k = ρ(t)=k+1 a t gives a non-commutative analogue of
This last equality can be generalized as follows.
Proof We first prove (37), by computing
Next (36) follows from the equality
¿From [13] (Theorem 1, p.7) , the series e( * is also the generating series of ordered trees on 2n nodes with every subtree at the root having an even number of edges(see Sloane [16] ID number:A066357). See also [1] for another enumeration. e( * 6 2 )(z) = 1 + 15z + 360z 2 + 10463z 3 + · · · = e( * . Under this specialization, the first values of the S n are
