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Abstract
A weak c-colouring of a balanced incomplete block design (BIBD) is a colouring of the
points of the design with c colours in such a way that no block of the design has all of its
vertices receive the same colour. A BIBD is said to be weakly c-chromatic if c is the smallest
number of colours with which the design can be weakly coloured. In this paper we show that
for all c ≥ 2 and k ≥ 3 with (c, k) 6= (2, 3), the obvious necessary conditions for the existence
of a (v, k, λ)-BIBD are asymptotically sufficient for the existence of a weakly c-chromatic
(v, k, λ)-BIBD.
1 Introduction
A balanced incomplete block design of order v, block size k and index λ, denoted a (v, k, λ)-BIBD,
is a pair (V,B) such that V is a set of v elements (called points) and B is a collection of k element
subsets of V (called blocks) such that each unordered pair of points in V is contained in exactly
λ blocks in B. A partial (v, k, λ)-BIBD is defined similarly except that each pair of points in V
must be contained in at most λ blocks in B.
For a positive integer c, a weak c-colouring of a (partial) (v, k, λ)-BIBD is a colouring of the
points of the design with c colours in such a way that no block of the design has all of its points
receive the same colour. A (partial) (v, k, λ)-BIBD is said to be weakly c-chromatic, or to have
weak chromatic number c, if c is the smallest number of colours with which the design can be
weakly coloured. Since weak colourings are the only colourings of designs we will consider in this
paper, we will often omit the adjectives ‘weak’ and ‘weakly’ in what follows.
It is obvious that if there exists a (v, k, λ)-BIBD then
(i) λ(v − 1) ≡ 0 (mod k − 1); and
(ii) λv(v − 1) ≡ 0 (mod k(k − 1)).
Wilson [21] famously proved that (i) and (ii) are asymptotically sufficient for the existence of a
(v, k, λ)-BIBD. That is, for any positive integers k and λ with k ≥ 3, there exists an integer
N ′(k, λ) such that if v ≥ N ′(k, λ) then (i) and (ii) are sufficient for the existence of a (v, k, λ)-
BIBD. In this paper, we will extend Wilson’s result to c-chromatic BIBDs by showing that, for
any positive integers c, k and λ, such that c ≥ 2, k ≥ 3 and (k, c) 6= (3, 2), (i) and (ii) are
asymptotically sufficient for the existence of a c-chromatic (v, k, λ)-BIBD. For the sake of brevity,
we will call positive integers v which satisfy (i) and (ii) (k, λ)-admissible. Note that if an integer
v is (k, λ)-admissible then so is every positive integer congruent to v modulo k(k − 1).
Weak colourings were first introduced in the context of hypergraphs, and this naturally led
to the study of weak colourings of block designs. A simple counting argument [17] shows that
2-chromatic (v, 3, λ)-BIBDs exist only for v ≤ 4. For a positive integer λ it is known that a 2-
chromatic (v, 4, λ)-BIBD exists for each (4, λ)-admissible integer v, with almost all of the problem
solved in [10] and [11] and the outstanding cases resolved in [18] and [7]. Ling [15] has proved that
a 2-chromatic (v, 5, 1)-BIBD exists for each (5, 1)-admissible integer v. It has been shown by de
Brandes, Phelps and Ro¨dl [4] that for all integers c ≥ 3 there is an integer N(c, 3, 1) such that for
all (3, 1)-admissible integers v ≥ N(c, 3, 1) there is a c-chromatic (v, 3, 1)-BIBD. The analogous
result for (v, 4, 1)-BIBDs has been proved by Linek and Wantland [14]. For a survey of colourings
of block designs see [18]. The main result of this paper is as follows.
Theorem 1.1. Let c, k and λ be positive integers such that c ≥ 2, k ≥ 3 and (c, k) 6= (2, 3).
Then there is an integer N(c, k, λ) such that there exists a weakly c-chromatic (v, k, λ)-BIBD for
all (k, λ)-admissible integers v ≥ N(c, k, λ).
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In Section 2 we give some definitions that we will require throughout the paper and prove a
number of preliminary results. Sections 3, 4 and 5 deal with BIBDs with block size at least 4. In
Section 3 we find various examples of 2-chromatic BIBDs, and these are then used in Section 4 to
obtain various examples of c-chromatic BIBDs for each c ≥ 2. In Section 5 we are then able to use
results from Sections 2, 3 and 4 to demonstrate the asymptotic existence of c-chromatic BIBDs for
each c ≥ 2. Finally, in Section 6, we deal with the case of BIBDs with block size 3 (that is, triple
systems) and thus complete the proof of Theorem 1.1.
2 Preliminary definitions and results
Let v and λ be positive integers and let K be a set of positive integers. A group divisible design of
order v and index λ with block sizes from K, denoted a (K, λ)-GDD, is a triple (V,G,B) such that
V is a set of v elements (called points), G is a partition of V into parts (called groups) and B is a
collection of subsets of V (called blocks) such that |B| ∈ K for all B ∈ B, each unordered pair of
points in different groups is contained in exactly λ blocks, and no unordered pair of points in the
same group is contained in any block. If, for integers g1, g2, . . . , gt and a1, a2, . . . , at, G contains ai
groups of size gi for i ∈ {1, 2, . . . , t} and G contains no groups of any other size then we say that
(V,G,B) is of type ga11 g
a2
2 · · · g
at
t . We will abbreviate ({k}, λ)-GDD to (k, λ)-GDD. A (k, 1)-GDD
of type gk is more commonly referred to as a transversal design with group size g and block size k.
We say that a partial BIBD (V1,B1) is embedded in a partial BIBD (V2,B2) if V1 ⊆ V2 and
B1 ⊆ B2. A decomposition of a graph G is a collection {G1, G2, . . . , Gt} of subgraphs of G whose
edge sets partition the edge set of G. We extend this definition to edge-coloured digraphs in the
obvious way. A (v, k, λ)-BIBD can be considered as a decomposition of the λ-fold complete graph
with v vertices into copies of the complete graph with k vertices.
To simplify the presentation of many of our results, we will introduce a generalisation of the
well-known concept of a blocking set. We will say that a collection {S1, S2, . . . , Sc} of pairwise
disjoint subsets of the point set of a design is a blocking system for that design if each block of the
design has a non-empty intersection with at least two of the sets in {S1, S2, . . . , Sc}. We will also
refer to such a blocking system as a c-blocking system if we wish to specify the number of sets
in the system or as an (s1, s2, . . . , sc)-blocking system, where si = |Si| for each i ∈ {1, 2, . . . , c},
if we wish to specify the sizes of the sets in the system. Obviously the existence of a c-blocking
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system for a design implies the existence of a c-colouring for that design. Note that if a design on v
points has an (s1, s2, . . . , sc)-blocking system for integers s1, s2, . . . , sc then it has an (s
′
1, s
′
2, . . . , s
′
c)-
blocking system for all integers s′1, s
′
2, . . . , s
′
c such that s
′
1 + s
′
2 + · · ·+ s
′
c ≤ v and s
′
i ≥ si for each
i ∈ {1, 2, . . . , c}. We will often use this fact tacitly in what follows.
Finally, we will require a result from [13] on decompositions of edge-coloured graphs. To state
the result we need some additional definitions and notation. For full details of the framework we
refer the reader to [13]. We will denote by 1n the n-dimensional vector all of whose components
are 1. Let C be a set of colours, let r = |C|, and let λK
(C)
v denote the edge-coloured digraph
on v vertices in which there are exactly λ edges of each colour in C directed from x to y for
any ordered pair (x, y) of distinct vertices. Let H be a family of edge-coloured digraphs whose
edges are coloured with colours from C. An H-decomposition of an edge-coloured digraph K is a
decomposition D of K such that each edge-coloured digraph G ∈ D is isomorphic to some graph in
H. For a graph H ∈ H and a vertex x ∈ V (H), we define τ(H, x) to be the 2r-dimensional vector
indexed by C×{1, 2}, whose (c, 1) component is the number of edges coloured c which are directed
to x and whose (c, 2) component is the number of edges coloured c which are directed from x. Let
α(H) denote the greatest common divisor of the integers m such that m12r is an integral linear
combination of the vectors in {τ(H, x) : H ∈ H, x ∈ V (H)}. For a graph H ∈ H, we define µ(H)
to be the r-dimensional vector indexed by C whose c component is the number of directed edges
in H which are coloured c. Let β(H) denote the greatest common divisor of the integers m such
that m1r is an integral linear combination of the vectors in {µ(H) : H ∈ H}. We say that H is
allowable if 1r can be expressed as a linear combination of the vectors in {µ(H) : H ∈ H} with
strictly positive rational coefficients. Note that in [13] families with this last property were called
admissible but we rename it here to avoid confusion with our separate definition of admissibility.
Also note that in [13] this property is defined in a different way, but it is also shown that the above
definition is equivalent. The following result is given as Corollary 13.3 of [13].
Theorem 2.1 ([13]). The graph λK
(C)
v admits a H-decomposition for all sufficiently large integers
v satisfying
• λ(v − 1) ≡ 0 (mod α(H)); and
• λv(v − 1) ≡ 0 (mod β(H));
provided that H is allowable.
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Our main goal in this section will be to prove Lemmas 2.3 and 2.4. Our proofs use techniques
from [13] and closely follow the proof of Theorem 8.1 of that paper, although we must be careful
at times to ensure that the GDD we obtain has the required blocking system. We will require the
following well-known result (see [19], for example).
Lemma 2.2. Let r be a positive integer. Given a set of r-dimensional rational vectors U , an
r-dimensional rational vector c can be written as an integral combination of the vectors in U if
and only if, for every r-dimensional rational vector y such that the dot product y · u is an integer
for each u ∈ U , the dot product y · c is an integer.
Lemma 2.3. Let k, λ and g be positive integers such that k ≥ 5 and either g = k−1 or g ≥ 2k−2.
Then for each sufficiently large integer t satisfying
(i) λg(t− 1) ≡ 0 (mod k − 1); and
(ii) λg2t(t− 1) ≡ 0 (mod k(k − 1));
there exists a (k, λ)-GDD of type gt which has a 2-blocking system such that each set of the blocking
system intersects each group of the GDD in exactly ⌊g
2
⌋ points.
Proof. Throughout this proof, we will adopt the convention that if u is an n-dimensional vector
then, unless otherwise specified, u is indexed by {1, 2, . . . , n} and component i of u is represented
by ui. For rational numbers x and y we shall use the notation x ≡ y to indicate that x − y is an
integer.
Let G = {1, 2, . . . , g}, let G1 = {1, 2, . . . , ⌊
g
2
⌋}, let G2 = {⌊
g
2
⌋ + 1, ⌊g
2
⌋ + 2, . . . , 2⌊g
2
⌋}. Let
R = G×G be a set of colours. Let F be the set of all g-dimensional integral vectors f such that
• fi ≥ 0 for each i ∈ {1, 2, . . . , g};
• f1 + f2 + · · ·+ fg = k; and
• f1 + f2 + · · ·+ f⌊ g
2
⌋ ≥ 1 and f⌊ g
2
⌋+1 + f⌊ g
2
⌋+2 + · · ·+ f2⌊ g
2
⌋ ≥ 1.
For each vector f ∈ F let Hf be the edge-coloured digraph with k vertices such that
• V (Hf) has an ordered partition (V1, V2, . . . , Vg) such that |Vi| = fi for each i ∈ {1, 2, . . . , g};
and
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• for any ordered pair of distinct vertices (x, y) from V (Hf ) there is exactly one directed edge
from x to y and it has colour (i, j), where i and j are the unique elements of G such that
x ∈ Vi and y ∈ Vj.
Let H = {Hf : f ∈ F}.
It can be seen that an H-decomposition of λK
(R)
t will yield a (k, λ)-GDD of type g
t (see [13]
for details) and furthermore that this (k, λ)-GDD will have a 2-blocking system such that each
set of the blocking system intersects each group of the GDD in exactly ⌊g
2
⌋ points. (The two
sets of this blocking system will be formed by those points of the GDD which correspond to a
colour in G1 and those points of the GDD which correspond to a colour in G2, and the fact that
f1+f2+ · · ·+f⌊ g
2
⌋ ≥ 1 and f⌊ g
2
⌋+1+f⌊ g
2
⌋+2+ · · ·+f2⌊ g
2
⌋ ≥ 1 for each f ∈ F will guarantee that each
block of the GDD intersects each set in the blocking system in at at least one point.) So it suffices
to show that for each sufficiently large integer t satisfying (i) and (ii), there is a decomposition of
λK
(R)
t into copies of graphs in H.
Then by Theorem 2.1 it suffices to prove that, for each sufficiently large integer t satisfying (i)
and (ii),
(a) λt(t− 1)1g2 is an integral linear combination of vectors in {µ(H) : H ∈ H};
(b) λ(t−1)12g2 is an integral linear combination of vectors in {τ(H, y) : H ∈ H and y ∈ V (H)};
and
(c) 1g2 can be expressed as a linear combination of the vectors in {µ(H) : H ∈ H} with strictly
positive rational coefficients.
This suffices because (a) guarantees that λt(t−1) ≡ 0 (mod β(H)), (b) guarantees that λ(t−1) ≡
0 (mod α(H)), and (c) guarantees that H is allowable. Let t be a positive integer satisfying (i)
and (ii). We will prove (a), (b) and (c) separately.
Proof of (a). For each f ∈ F , the (i, i) component of µ(Hf) is fi(fi−1) for all i ∈ {1, 2, . . . , g}
and the (i, j) component of µ(Hf) is fifj for all i, j ∈ {1, 2, . . . , g} such that i 6= j. Thus by Lemma
2.2 it suffices to prove that for any list of g2 rational numbers {xij}i,j∈{1,2,...,g} satisfying∑
i 6=j
fifjxij +
∑
i
fi(fi − 1)xii ≡ 0 for each f ∈ F, (2.1)
we have that ∑
i,j
λt(t− 1)xij ≡ 0.
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Let a and b be distinct elements ofG. Let c be an element of G\{a, b} such that {a, b, c}∩G1 6= ∅
and {a, b, c} ∩ G2 6= ∅. Let f
′ be the vector in F such that f ′a = k − 2, and f
′
b = f
′
c = 1. Let f
′′
be the vector in F such that f ′′a = k− 3, f
′′
b = 2 and f
′′
c = 1. Let f
′′′ be the vector in F such that
f ′′′a = k − 4, f
′′′
b = 3 and f
′′′
c = 1. Subtracting twice the congruence implied by (2.1) when f = f
′′
from the sum of the two congruences implied by (2.1) when f = f ′ and f = f ′′′ we see that
2xab + 2xba ≡ 2xaa + 2xbb.
Thus,
2xij + 2xji ≡ 2xii + 2xjj for all i, j ∈ G, (2.2)
noting that the congruence is true trivially if i = j.
Let a ∈ G \ {1} and let b ∈ G2 \ {a}. If k is odd, let f
† be the vector in F such that f †1 =
k−1
2
,
f †a =
k−3
2
and f †b = 2, and let f
‡ be the vector in F such that f ‡1 =
k−3
2
, f ‡a =
k−1
2
and f ‡b = 2. If k
is even, let f † be the vector in F such that f †1 =
k
2
, f †a =
k−2
2
and f †b = 1, and let f
‡ be the vector
in F such that f ‡1 =
k−2
2
, f ‡a =
k
2
and f ‡b = 1. Subtracting the congruence implied by (2.1) when
f = f ‡ from the congruence implied by (2.1) when f = f †, doubling the resulting congruence if
k is even, and then using (2.2) we see that
(k − 1)x11 ≡ (k − 1)xaa if k is odd, and
2(k − 1)x11 ≡ 2(k − 1)xaa if k is even.
Thus,
(k − 1)x11 ≡ (k − 1)xii for all i ∈ G if k is odd, and
2(k − 1)x11 ≡ 2(k − 1)xii for all i ∈ G if k is even. (2.3)
Let a ∈ G2 and let f
∗ be the vector in F such that f ∗1 = k − 2 and f
∗
a = 2. Using both (2.2)
and (2.3), it is easy to see from the congruence implied by (2.1) when f = f∗ that k(k−1)x11 ≡ 0
and thus, since t satisfies (ii), we have
λg2t(t− 1)x11 ≡ 0. (2.4)
So, using (2.2), (2.3) and (2.4), noting that λt(t − 1) is a multiple of 2, that λgt(t − 1) is a
multiple of k − 1 if k is odd (by (i)), and that λgt(t− 1) is a multiple of 2(k − 1) if k is even (by
(i)), we have ∑
i,j
λt(t− 1)xij ≡
∑
i
λgt(t− 1)xii ≡ λg
2t(t− 1)x11 ≡ 0
7
as required.
Proof of (b). Let f be a vector in F , let x be a vertex of Hf and let ℓ be the element of G
such that x ∈ Vℓ (where (V1, V2, . . . , Vg) is the ordered partition of V (Hf ) in the definition of Hf ).
Then the ((ℓ, ℓ), 1) and ((ℓ, ℓ), 2) components of τ(Hf , x) are fℓ − 1, the ((i, ℓ), 1) and ((ℓ, i), 2)
components of τ(Hf , x) are fi for all i ∈ G \ {ℓ}, and all the other components of τ(Hf , x) are 0.
Thus by Lemma 2.2 it suffices to prove that for any list of 2g2 rational numbers {xij , yij}i,j∈{1,2,...,g}
satisfying
(fℓ − 1)(xℓℓ + yℓℓ) +
∑
i 6=ℓ
fi(xiℓ + yℓi) ≡ 0 for each f ∈ F and ℓ ∈ G such that fℓ ≥ 1, (2.5)
we have that ∑
i,j
λ(t− 1)(xij + yij) ≡ 0.
Let a and b be distinct elements ofG. Let c be an element of G\{a, b} such that {a, b, c}∩G1 6= ∅
and {a, b, c} ∩ G2 6= ∅. Let f
′ be the vector in F such that f ′a = k − 2, and f
′
b = f
′
c = 1. Let f
′′
be the vector in F such that f ′′a = k − 3, f
′′
b = 2 and f
′′
c = 1. Subtracting the congruence implied
by (2.5) when f = f ′′ and ℓ = a from the congruence implied by (2.5) when f = f ′ and ℓ = a we
see that
xaa + yaa ≡ xba + yab.
Thus,
xii + yii ≡ xji + yij for all i, j ∈ G. (2.6)
Using (2.6), it is easy to see from the congruence implied by (2.5) when f = f ′ and ℓ = a that
(k − 1)(xaa + yaa) ≡ 0. Thus, we have
(k − 1)(xii + yii) ≡ 0 for all i ∈ G. (2.7)
So, using (2.6) and (2.7), noting that λg(t− 1) is a multiple of k − 1 (by (i)), we have
∑
i,j
λ(t− 1)(xij + yij) ≡
∑
i
λg(t− 1)(xii + yii) ≡ 0
as required.
Proof of (c). Let p =
∑
f∈F µ(Hf). Clearly ǫp is a positive rational linear combination of
the vectors in {µ(H) : H ∈ H} for any positive rational ǫ. Thus, it suffices to show that, for some
small positive rational number ǫ, 1g2 − ǫp is a non-negative rational combination of the vectors in
{µ(Hf) : f ∈ F}.
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The case g is odd. Let ℓ be the integer such that g = 2ℓ+1. We will say that a vector indexed
by G×G is of type (z1, z2, z3, z4, z5), provided that for all (i, j) ∈ G×G its (i, j) component is uij
where
uij =


z1, if i = j and i ∈ G1 ∪G2;
z2, if i 6= j and either {i, j} ⊆ G1 or {i, j} ⊆ G2;
z3, if i 6= j and either (i, j) ∈ G1 ×G2 or (j, i) ∈ G1 ×G2;
z4, if i = j = g;
z5, if i 6= j and either i = g or j = g.
It can be seen that p is of type (p1, p2, p3, p4, p5) for some non-negative integers p1, p2, p3, p4, p5.
The case g is odd and g ≥ 2k − 1. Note that ℓ ≥ k − 1 ≥ 4 in this case. We define F1, F2, F3,
F4 and F5 to be subsets of F , as follows.
F1 = {f ∈ F : fi = k − 1 for some i ∈ G1 ∪G2}
F2 = {f ∈ F : fi ≤ 1 for all i ∈ G, {
∑
i∈G1
fi,
∑
i∈G2
fi} = {1, k − 1}}
F3 = {f ∈ F : fi ≤ 1 for all i ∈ G, {
∑
i∈G1
fi,
∑
i∈G2
fi} = {⌊
k
2
⌋, ⌈k
2
⌉}}
F4 = {f ∈ F : fg = k − 2}
F5 = {f ∈ F : fi ≤ 1 for all i ∈ G, {
∑
i∈G1
fi,
∑
i∈G2
fi} = {⌊
k−1
2
⌋, ⌈k−1
2
⌉}}
Through routine but tedious counting it can be calculated that 1
|Fi|
∑
f∈Fi
µ(Hf) is of type a
if i = 1, b if i = 2, c if i = 3, d if i = 4, and e if i = 5, where
a = ( (k−1)(k−2)
2ℓ
, 0, k−1
ℓ2
, 0, 0),
b = (0, (k−1)(k−2)
2ℓ(ℓ−1)
, k−1
ℓ2
, 0, 0),
c = (0, 1
2ℓ(ℓ−1)
(⌈k
2
⌉⌈k−2
2
⌉ + ⌊k
2
⌋⌊k−2
2
⌋), 1
ℓ2
(⌈k
2
⌉⌊k
2
⌋), 0, 0),
d = (0, 0, 1
ℓ2
, (k − 2)(k − 3), k−2
ℓ
),
e = (0, 1
2ℓ(ℓ−1)
(⌈k−1
2
⌉⌈k−3
2
⌉ + ⌊k−1
2
⌋⌊k−3
2
⌋), 1
ℓ2
(⌈k−1
2
⌉⌊k−1
2
⌋), 0, k−1
2ℓ
).
To show that 1g2−ǫp is a non-negative rational linear combination of vectors in {µ(H) : H ∈ H} it
suffices to show that (1−ǫp1, 1−ǫp2, 1−ǫp3, 1−ǫp4, 1−ǫp5) is a non-negative rational combination
of a, b, c, d and e.
Simple calculations give us that
2ℓ(1−ǫp1)
(k−1)(k−2)
a+ (1−ǫp4)
(k−2)(k−3)
d+ 2ℓ(k−3)(1−ǫp5)−2(1−ǫp4)
(k−1)(k−3)
e = (1− ǫp1, y2, y3, 1− ǫp4, 1− ǫp5) where
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lim
ǫ→0
y2 = x2, x2 =
ℓ(k−3)−1
ℓ(ℓ−1)(k−1)(k−3)
(⌈k−1
2
⌉⌈k−3
2
⌉+ ⌊k−1
2
⌋⌊k−3
2
⌋) and
lim
ǫ→0
y3 = x3, x3 =
1
ℓ2(k−2)(k−3)
+ 2
ℓ(k−2)
+ 2(ℓ(k−3)−1)
ℓ2(k−1)(k−3)
(⌈k−1
2
⌉⌊k−1
2
⌋).
So it suffices to show that (0, 1− ǫp2− y2, 1− ǫp3− y3, 0, 0) is a non-negative rational combination
of b and c and hence, since b2, 1 − ǫp2 − y2 and c2 are all positive for sufficiently small positive
values of ǫ, it suffices to show that
b3
b2
≤
1− ǫp3 − y3
1− ǫp2 − y2
≤
c3
c2
.
Now limǫ→0 1− ǫp2 − y2 = 1− x2 and limǫ→0 1− ǫp3 − y3 = 1− x3, so it suffices to show that
b3
b2
<
1− x3
1− x2
<
c3
c2
.
Let ∆1 = b2(1− x3)− b3(1− x2) and ∆2 = c3(1− x2)− c2(1− x3). We will show that ∆1 and ∆2
are both positive. Substituting in for b2, b3, c2, c3, x2 and x3 and simplifying yields that when k
is even
∆1 =
1
4ℓ3(ℓ−1)(k−3)
(2ℓ(ℓ− k + 1)(k − 1)(k − 3)(k − 4) + k(ℓ(k − 3) + 1)(k2 − 6k + 6) + (4k − 6)) and
∆2 =
k
4ℓ3(ℓ−1)(k−3)
(2ℓ(ℓ− k + 1)(k − 3) + kℓ(k − 3) + 1),
and when k is odd
∆1 =
k−1
4ℓ3(ℓ−1)
(2ℓ(ℓ− k + 1)(k − 4) + kℓ(k − 5) + k − 2) and
∆2 =
k−1
4ℓ3(ℓ−1)(k−2)
(2ℓ(ℓ− k + 1)(k − 2) + kℓ(k − 1)− 1).
Given that k ≥ 5 and that ℓ ≥ k − 1, it is now routine to confirm that ∆1 and ∆2 are positive, as
required.
The case g is odd and g = k − 1. Note that k ≥ 6 and ℓ = k−2
2
≥ 2 in this case. We first deal
with the case where ℓ ≥ 4. Define F1, F2, F3, F4 and F5 to be subsets of F , as follows.
F1 ={f ∈ F : fi = 2ℓ+ 1 for some i ∈ G1 ∪G2}
F2 ={f ∈ F : fi = fj = ℓ+ 1 for some i, j ∈ G}
F3 ={f ∈ F : for some i, j,m such that {{i, j,m} ∩G1, {i, j,m} ∩G2} = {{i}, {j,m}},
(fi, fj , fm) = (0, 2, 3) and fh = 1 for each h ∈ (G1 ∪G2) \ {i, j,m}}
F4 ={f ∈ F : fg = 3, fi ≤ 1 for all i ∈ G1 ∪G2}
F5 ={f ∈ F : fg = 1, fi ∈ {1, 2} for all i ∈ G1 ∪G2}
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Through routine but tedious counting it can be calculated that 1
|Fi|
∑
f∈Fi
µ(Hf) is of type a
if i = 1, b if i = 2, c if i = 3, d if i = 4, and e if i = 5, where
a = (2ℓ+ 1, 0, 2ℓ+1
ℓ2
, 0, 0),
b = (ℓ+ 1, 0, (ℓ+1)
2
ℓ2
, 0, 0),
c = (4
ℓ
, ℓ+1
ℓ−1
, (ℓ−1)(ℓ+3)
ℓ2
, 0, 0),
d = (0, ℓ−1
ℓ
, ℓ−1
ℓ
, 6, 6ℓ−3
2ℓ
),
e = (1
ℓ
, ℓ+1
ℓ
, ℓ+1
ℓ
, 0, 2ℓ+1
2ℓ
).
Again, to show that 1g2 − ǫp is a non-negative rational linear combination of vectors in {µ(H) :
H ∈ H} it suffices to show that (1− ǫp1, 1− ǫp2, 1− ǫp3, 1− ǫp4, 1− ǫp5) is a non-negative rational
combination of a, b, c, d and e.
Simple calculations give us that
(ℓ−1)((1−ǫp4)(2ℓ2+2ℓ−1)−6(1−ǫp5)(ℓ2+ℓ)+3(1−ǫp2)(2ℓ2+ℓ))
3ℓ(ℓ+1)(2ℓ+1)
c+ (1−ǫp4)
6
d+ 4ℓ(1−ǫp5)−(2ℓ−1)(1−ǫp4)
4ℓ+2
e
is equal to (y1, 1− ǫp2, y3, 1− ǫp4, 1− ǫp5) where
lim
ǫ→0
y1 = x1, x1 =
11ℓ2−13ℓ+8
6ℓ2(ℓ+1)
and
lim
ǫ→0
y3 = x3, x3 =
3ℓ4+3ℓ3−5ℓ2+8ℓ−3
3ℓ3(ℓ+1)
.
So it suffices to show that (1− ǫp1− y1, 0, 1− ǫp3− y3, 0, 0) is a non-negative rational combination
of a and b. For ℓ ≥ 4, this can be shown in a similar manner to that used in the case where
g ≥ 2k − 1.
The case ℓ ∈ {2, 3} can be dealt with similarly, except that we also define
F ′5 = {f ∈ F : {(
∑
i∈G1
fi, |{i ∈ G1 : fi = 1}|), (
∑
i∈G2
fi, |{i ∈ G2 : fi = 1}|)} = {(2ℓ, ℓ−1), (1, 1)}},
note that 1
|F ′
5
|
∑
f∈F ′
5
µ(Hf ) is of type e
′ where e′ = ( ℓ+1
2
, 3
2
, 2
ℓ
, 0, 2ℓ+1
2ℓ
), and include
(4ℓ(1−ǫp5)−(2ℓ−1)(1−ǫp4)
4ℓ+2
)(3
4
e+ 1
4
e′) in our linear combination rather than 4ℓ(1−ǫp5)−(2ℓ−1)(1−ǫp4)
4ℓ+2
e.
The case g is even. The arguments in this case are similar to, but less complicated than, those
made in the case where g is odd. Let ℓ be the integer such that g = 2ℓ. We will say that a vector
indexed by G×G is of type (z1, z2, z3), provided that for all (i, j) ∈ G×G its (i, j) component is
uij where
uij =


z1, if i = j and i ∈ G1 ∪G2;
z2, if i 6= j and either {i, j} ⊆ G1 or {i, j} ⊆ G2;
z3, if i 6= j and either (i, j) ∈ G1 ×G2 or (j, i) ∈ G1 ×G2.
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It can be seen that p is of type (p1, p2, p3) for some non-negative integers p1, p2, p3.
The case g is even and g ≥ 2k− 2. Note that ℓ ≥ k− 1 ≥ 4 in this case. We define F1, F2 and
F3 as follows.
F1 = {f ∈ F : fi = k − 1 for some i ∈ G}
F2 = {f ∈ F : fi ≤ 1 for all i ∈ G, {
∑
i∈G1
fi,
∑
i∈G2
fi} = {1, k − 1}}
F3 = {f ∈ F : fi ≤ 1 for all i ∈ G, {
∑
i∈G1
fi,
∑
i∈G2
fi} = {⌊
k
2
⌋, ⌈k
2
⌉}}
The proof proceeds along similar lines to the cases where g is odd (though it is less complicated).
The case g is even and g = k − 1. Note that ℓ = k−1
2
≥ 2 in this case. We define F1, F2 and
F3 as follows.
F1 ={f ∈ F : fi = 2ℓ for some i ∈ G}
F2 ={f ∈ F : fi = ℓ, fj = ℓ+ 1 for some i, j ∈ G}
F3 ={f ∈ F : for some i, j,m such that {{i, j,m} ∩G1, {i, j,m} ∩G2} = {{i}, {j,m}},
(fi, fj , fm) = (0, 2, 2) and fh = 1 for each h ∈ (G1 ∪G2) \ {i, j,m}}
When ℓ ≥ 4, the proof proceeds along similar lines to the cases where g is odd (though it is less
complicated). When ℓ ∈ {2, 3}, we proceed similarly except that we also make use of
F ′3 = {f ∈ F : fi ∈ {1, 2} for all i ∈ G}.
With more work, the restriction that either g = k − 1 or g ≥ 2k − 2 in Lemma 2.3 could
certainly be loosened. The above result suffices for our purposes here, however.
Lemma 2.4. Let λ and g be positive integers such that g ≥ 6 and g is even. Then for each
sufficiently large integer t satisfying λg(t− 1) ≡ 0 (mod 12); there exists a (4, λ)-GDD of type gt
which has a 2-blocking system such that each set of the blocking system intersects each group of the
GDD in exactly g
2
points.
Proof. The proof proceeds along similar lines to the proof of Lemma 2.3, so we highlight only the
points of difference. Let F be the set of all g-dimensional integral vectors f such that
• fi ≥ 0 for each i ∈ {1, 2, . . . , g};
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• f1 + f2 + · · ·+ fg = 4; and
• {f1 + f2 + · · ·+ f g
2
, f g
2
+1 + f g
2
+2 + · · ·+ fg} = {1, 3}.
Proof of (a). Let a, b, c and d be distinct elements of G such that either a, b, c ∈ G1 and d ∈ G2
or d ∈ G1 and a, b, c ∈ G2. Let f
′, f ′′, f ′′′, f † and f∗ be the vectors in F such that (f ′a, f
′
b, f
′
d) =
(2, 1, 1), (f ′′a , f
′′
b , f
′′
d ) = (1, 2, 1), (f
′′′
b , f
′′′
d ) = (3, 1), (f
†
b , f
†
d) = (1, 3) and (f
∗
a , f
∗
b , f
∗
c , f
∗
d ) = (1, 1, 1, 1).
The congruence implied by (2.1) when f = f ′′′ yields 3xbd + 3xdb ≡ −6xbb. Thus,
3xij + 3xji ≡ −6xjj for all i, j ∈ G, such that |{i, j} ∩G1| = 1. (2.8)
Subtracting the congruence implied by (2.1) when f = f † from the the congruence implied by
(2.1) when f = f ′′′ we see that 6xbb − 6xdd ≡ 0. Thus,
6xii − 6xjj ≡ 0 for all i, j ∈ G such that |{i, j} ∩G1| = 1. (2.9)
Subtracting twice the congruence implied by (2.1) when f = f ′′ from the sum of the two congru-
ences implied by (2.1) when f = f ′ and f = f ′′′ we see that 2xab + 2xba ≡ 2xaa + 2xbb. Thus,
2xij + 2xji ≡ 2xii + 2xjj for all distinct i, j ∈ G such that |{i, j} ∩G1| ∈ {0, 2}. (2.10)
Finally, applying (2.10) to twice the congruence implied by (2.1) when f = f∗ yields 2xad+2xda+
2xbd + 2xdb + 2xcd + 2xdc ≡ −4xaa − 4xbb − 4xcc. Thus,
2xim + 2xmi + 2xjm + 2xmj + 2xkm + 2xmk ≡ −4xii − 4xjj − 4xkk
for all distinct i, j, k,m ∈ G such that {i, j, k,m} ∩G1 ∈ {{i, j, k}, {m}}. (2.11)
Combining these facts we see that
∑
i,j
λt(t− 1)xij ≡
∑
i
λ g
2
t(t− 1)xii +
∑
i∈G1,j∈G2
λt(t− 1)(xij + xji) (using (2.10))
≡
∑
i∈G1
λ g
2
t(t− 1)xii −
∑
j∈G2
λ g
2
t(t− 1)xjj (using (2.8) or (2.11))
≡ 0 (using (2.9)).
In the above we apply (2.8) when 3 does not divide g and hence 3 divides λ(t−1) by our hypotheses
and we apply (2.11) when 3 divides g and hence 3 divides g
2
.
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Proof of (b). Let a, b and c be distinct elements of G such that either a, b ∈ G1 and c ∈ G2
or c ∈ G1 and a, b ∈ G2. Let f
′, f ′′ and f ′′′ be the vectors in F such that (f ′a, f
′
b, f
′
c) = (2, 1, 1),
(f ′′a , f
′′
b , f
′′
c ) = (1, 2, 1) and (f
′′′
b , f
′′′
c ) = (3, 1). Subtracting the congruence implied by (2.5) when
f = f ′′ and ℓ = a from the congruence implied by (2.5) when f = f ′ and ℓ = a we see that
xba + yab ≡ xaa + yaa. Thus,
xji + yij ≡ xii + yii for all i, j ∈ G such that |{i, j} ∩G1| ∈ {0, 2}. (2.12)
The congruence implied by (2.5) when f = f ′′′ and ℓ = b yields xcb + ybc ≡ −2xbb − 2ybb. Thus,
xji + yij ≡ −2xii − 2yii for all i, j ∈ G, such that |{i, j} ∩G1| = 1. (2.13)
Using (2.13), it is easy to see from the congruence implied by (2.5) when f = f ′′′ and ℓ = c that
6xcc + 6ycc ≡ 0. Thus,
6xii + 6yii ≡ 0 for all i ∈ G. (2.14)
Combining these facts we see that
∑
i,j
λ(t− 1)(xij + yij) ≡
∑
i
λ g
2
(t− 1)(xii + yii) +
∑
i∈G1,j∈G2
λ(t− 1)(xij + xji) (using (2.12))
≡ −
∑
i
λ g
2
(t− 1)(xii + yii) (using (2.13))
≡ 0 (using (2.14)).
In the above, applying (2.14) requires noting that λ g
2
(t − 1) is a multiple of 6 which follows from
the hypotheses of the lemma.
Proof of (c). Let ℓ be the integer such that g = 2ℓ. We define F1, F2 and F3 as follows.
F1 = {f ∈ F : fi = 3 for some i ∈ G}
F2 = {f ∈ F : fi = 2 for some i ∈ G}
F3 = {f ∈ F : fi ≤ 1 for all i ∈ G}
Routine calculation yields that
ℓ
6|F1|
∑
f∈F1
µ(Hf) +
ℓ
2|F2|
∑
f∈F2
µ(Hf) +
ℓ(ℓ−2)
3|F3|
∑
f∈F3
µ(Hf) = 1g2 .
Furthermore, F = F1 ∪ F2 ∪ F3, which means that the left hand side of the above equation is a
linear combination of the vectors in {µ(H) : H ∈ H} with strictly positive rational coefficients.
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Lemma 2.4 is an analogue of Lemma 2.3 with the additional restrictions that g is even and
λg(t − 1) ≡ 0 (mod 4). To see that these conditions are necessary in the case k = 4, suppose
there exists a (4, λ)-GDD of type gt which has a 2-blocking system {S1, S2} such that S1 and S2
each intersect each group of the GDD in exactly ⌊g
2
⌋ points. Every block of this GDD contains
at least three pairs of points which intersect S1 in exactly one point, and thus at least half of
the pairs of points which appear in blocks of the GDD must intersect S1 in exactly one point. It
follows that g is even and that every block in the GDD intersects S1 in one or three points. Thus,
for a fixed point x ∈ S1 there are λ
g
2
(t − 1) pairs of points including x and a point in S1 in a
different group to x and each block of the GDD contains zero or two of these pairs. It follows that
λg(t− 1) ≡ 0 (mod 4).
By combining Lemmas 2.3 and 2.4 with some standard “group filling” constructions, we can
obtain the following two results.
Lemma 2.5. Let y, k and λ be positive integers such that k ≥ 4, either y = k or y ≥ 2k − 1, and
if k = 4 then y is odd. If there exists a (y, k, λ)-BIBD which has a (⌊y−1
2
⌋, ⌊y−1
2
⌋)-blocking system,
then, for each sufficiently large integer x such that x(y − 1) + 1 is (k, λ)-admissible,
(a) there exists an (x(y− 1)+1, k, λ)-BIBD which has an (x⌊y−1
2
⌋, x⌊y−1
2
⌋)-blocking system; and
(b) there exists a (k, λ)-GDD of type y11(x−1)(y−1) which has an (x⌊y−1
2
⌋, x⌊y−1
2
⌋)-blocking system
such that each set of the blocking system intersects the group of size y in exactly ⌊y−1
2
⌋ points.
Proof. Since y is (k, λ)-admissible, it is easy to check that, for a sufficiently large integer x such
that x(y − 1) + 1 is (k, λ)-admissible, Lemma 2.3 or Lemma 2.4 implies that there exists a (k, λ)-
GDD (V,G,A) of type (y − 1)x which has a 2-blocking system {S1, S2} such that |S1 ∩ G| =
|S2 ∩ G| = ⌊
y−1
2
⌋ for each G ∈ G (note that if k = 4 then y is odd and so the fact that y is
(4, λ)-admissible implies λ(x−1)(y−1) ≡ 0 (mod 12)). Now let∞ be a point not in V , let G∗ ∈ G
and for each G ∈ G let AG be a collection of blocks such that (G ∪ {∞},AG) is a (y, k, λ)-BIBD
for which {S1 ∩G, S2 ∩G} is a blocking system. Let
B = A∪
⋃
G∈G
AG.
Then (V ∪ {∞},B) is the required BIBD, (V ∪ {∞}, {G∗ ∪ {∞}} ∪ {{z} : z ∈ V \G∗},B \ AG∗)
is the required GDD, and in both cases {S1, S2} is the required blocking system.
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Lemma 2.6. Let y, k and λ be positive integers such that k ≥ 4, y ≥ 2k − 2 and if k = 4 then
y is even. If there exists a (y, k, λ)-BIBD which has a (⌊y
2
⌋, ⌊y
2
⌋)-blocking system then, for each
sufficiently large integer x such that xy is (k, λ)-admissible,
(a) there exists an (xy, k, λ)-BIBD which has an (x⌊y
2
⌋, x⌊y
2
⌋)-blocking system; and
(b) there exists a (k, λ)-GDD of type y11(x−1)y which has an (x⌊y
2
⌋, x⌊y
2
⌋)-blocking system such
that each set of the blocking system intersects the group of size y in exactly ⌊y
2
⌋ points.
Proof. This is proved very similarly to Lemma 2.5, except that we take a base GDD of type yx
and we do not add the point ∞.
3 Examples of 2-chromatic BIBDs
In this section we will use Lemmas 2.5 and 2.6 to find various examples of 2-chromatic BIBDs.
In Lemma 3.1 we establish, for all positive integers k and λ with k ≥ 5, the asymptotic existence
of 2-chromatic BIBDs with block size k, index λ and order congruent to 1 modulo k − 1. We
then construct, for all positive integers k and λ with k ≥ 4, 2-chromatic BIBDs with block size
k and index λ whose orders fall in each admissible congruence class modulo k(k − 1). This is
accomplished in Lemma 3.2 for k ≥ 5 and in Lemma 3.3 for k = 4.
Lemma 3.1. Let k and λ be positive integers such that k ≥ 5. For each sufficiently large (k, λ)-
admissible integer v such that v ≡ 1 (mod k − 1), there exists a (v, k, λ)-BIBD which has a
(⌊v−1
2
⌋, ⌊v−1
2
⌋)-blocking system.
Proof. The trivial (k, k, λ)-BIBD obviously has a (⌊k−1
2
⌋, ⌊k−1
2
⌋)-blocking system. Thus, by Lemma
2.5 (a), it can be seen that, for each sufficiently large integer x such that x(k − 1) + 1 is (k, λ)-
admissible, there exists an (x(k − 1) + 1, k, λ)-BIBD with an (x⌊k−1
2
⌋, x⌊k−1
2
⌋)-blocking system.
Since x⌊k−1
2
⌋ ≤ ⌊x(k−1)
2
⌋ for all positive integers x, the proof is complete.
Note that, for any integer k ≥ 5, the above lemma implies that a 2-chromatic (v, k, 1)-BIBD
exists for each sufficiently large (k, 1)-admissible integer v.
Lemma 3.2. Let k and λ be positive integers such that k ≥ 5. For each (k, λ)-admissible integer
m ∈ {0, 1, . . . , k(k−1)−1}, there is a positive integer z such that z ≥ 2k−1, z ≡ m (mod k(k−1)),
and there exists a (z, k, λ)-BIBD which has a (⌊z−1
2
⌋, ⌊z−1
2
⌋)-blocking system.
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Proof. Let m be a (k, λ)-admissible element of {0, 1, . . . , k(k−1)−1}. By Lemma 3.1 there exists
an integer y′ ≡ 1 (mod k(k − 1)) such that y′ ≥ 2k − 1 and there is a (y′, k, λ)-BIBD which has a
(y
′−1
2
, y
′−1
2
)-blocking system (note that y′ is odd since k(k − 1) is even). Thus, since any positive
integer congruent to m modulo k(k−1) is itself (k, λ)-admissible, by Lemma 2.6 (a) it can be seen
that there is a positive integer x such that x ≡ m (mod k(k − 1)) and there exists an (xy′, k, λ)-
BIBD which has an (x(y
′−1)
2
, x(y
′−1)
2
)-blocking system. Since xy′ ≥ 2k− 1, xy′ ≡ m (mod k(k− 1))
and x(y
′−1)
2
≤ ⌊xy
′−1
2
⌋, the proof is complete.
Lemma 3.3. Let z and λ be positive integers such that z ∈ {6, 7, . . . , 17} and z is (4, λ)-admissible.
Then there exists a (z, 4, λ)-BIBD with a (⌊z
2
⌋, ⌊z
2
⌋)-blocking system.
Proof. Let λmin be the smallest positive integer such that z is (4, λmin)-admissible, and note that
λ ≡ 0 (mod λmin). It suffices to find a (z, 4, λmin)-BIBD with a (⌊
z
2
⌋, ⌊z
2
⌋)-blocking system (since
we can take λ
λmin
copies of every block in this design).
For each z ∈ {6, 7, . . . , 17}, a (z, 4, λmin)-BIBD with a (⌊
z
2
⌋, ⌈z
2
⌉)-blocking system is given
explicitly in [10] or [11]. If z is even this gives us the required result immediately, and in each
of the cases z ∈ {7, 9, 11, 13, 15, 17} it is routine to check that the given design in fact admits a
(⌊z
2
⌋, ⌊z
2
⌋)-blocking system as required.
4 Examples of c-chromatic BIBDs
In this section we will construct, for all positive integers c, k and λ with c ≥ 2, k ≥ 4 and
(c, k) 6= (2, 4), c-chromatic BIBDs with block size k and index λ whose orders satisfy various
congruence conditions (see Lemma 4.4). The reason for these particular congruence conditions
will become apparent when we employ these examples in Section 5 to establish the asymptotic
existence of c-chromatic BIBDs for each c ≥ 2. Our approach in this section is inspired by a
technique used in [4], and also bears similarities to methods used in [12]. Before proving Lemma
4.4, we require three preliminary lemmas.
Lemma 4.1. Let c and k be integers such that k ≥ 3 and c ≥ 2. Then there exists a c-chromatic
partial BIBD with block size k and index 1.
Proof. It was shown in [6] (and later proved constructively in [16]) that for any integers k′ ≥ 3
and c′ ≥ 1 there is a partial BIBD with block size k′ and index 1 which has chromatic number at
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least c′. Let (U,A) be a partial BIBD with block size k and index 1 which has chromatic number
at least c.
Let A = {A1, A2, . . . , At}. We will show that there is an s ∈ {1, 2, . . . , t} such that the
partial BIBD (U, {A1, A2, . . . , As}) is c-chromatic. We claim that, for each i ∈ {1, 2, . . . , t− 1}, if
(U, {A1, A2, . . . , Ai}) has chromatic number c
† then (U, {A1, A2, . . . , Ai+1}) has chromatic number
c† or c† + 1. To see this, observe that we can obtain a (c† + 1)-colouring of (U, {A1, A2, . . . , Ai+1})
by taking a (c†)-colouring of (U, {A1, A2, . . . , Ai}) and recolouring an arbitrary vertex of Ai+1 with
a colour which is not used in the original colouring. Thus, since (U, {A1}) has chromatic number
2 and (U, {A1, A2, . . . , At}) has chromatic number at least c, it follows that there is indeed an
s ∈ {1, 2, . . . , t} such that (U, {A1, A2, . . . , As}) is c-chromatic.
Lemma 4.2. Let k be an integer such that k ≥ 5 and let p be a prime such that p ≥ k and if
k = 5 then p ≡ 1 (mod 4). Then there exists a transversal design with group size p and block size
k, (V,G,B), such that
• (V,B) has a 2-blocking system such that each set of the blocking system intersects each group
in G in exactly p−1
2
points; and
• there is a block B∗ ∈ B such that (V,B \ {B∗}) has a 2-blocking system such that each set of
the blocking system is disjoint from B∗ and intersects each group in G in exactly p−1
2
points.
Proof. Let V = Zk × Zp and let G = {{x} × Zp : x ∈ Zk}. Let I = {−
p−1
2
,−p−3
2
, . . . , p−3
2
, p−1
2
}.
For all i ∈ I and j ∈ Zp let
Bi,j = {(x, ix+ j) : x ∈ Zk}
where the second coordinates are considered modulo p (here, we could equally say for all i ∈ Zp,
but it will help later to consider i as an element of I). Let B = {Bi,j : i ∈ I and j ∈ Zp}. We
claim that (V,G,B) is a transversal design.
It is easy to see that B contains exactly p2 blocks of size k. Also, if a pair of points in different
groups appears in the blocks Bi,j and Bi′,j′ for some i, i
′ ∈ I and j, j′ ∈ Zp then it is clear that
iℓ = i′ℓ (mod p) for some ℓ ∈ {1, 2, . . . , k − 1}. So, since k ≤ p, it follows that i = i′ and hence
j = j′. Thus, (V,G,B) is indeed a transversal design. We will complete the proof by finding a
2-blocking system for (V,B) such that each set of the blocking system intersects each group in G
in exactly p−1
2
points, and a 2-blocking system for (V,B\{B0,0}) such that each set of the blocking
system is disjoint from B0,0 and intersects each group in G in exactly
p−1
2
points.
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Let
S1 =({0, 1, . . . , k − 4} × {1, 2, . . . ,
p−1
2
}) ∪ ({k − 3, k − 1} × {0, 1, . . . , p−3
2
})∪
({k − 2} × {p+1
2
, p+3
2
, . . . , p− 1}) and
S2 =({0, 1, . . . , k − 4} × {
p+1
2
, p+3
2
, . . . , p− 1}) ∪ ({k − 3, k − 1} × {p−1
2
, p+1
2
, . . . , p− 2})∪
({k − 2} × {0, 1, . . . , p−3
2
}).
We claim that {S1, S2} is a 2-blocking system for (V,B). Suppose for a contradiction that there
exist a ∈ I and b ∈ Zp such that Ba,b ∩ S2 = ∅. Then
(1) {ax+ b : x ∈ {0, 1, . . . , k − 4}} ⊆ {0, 1, . . . , p−1
2
};
(2) a(k − 3) + b ∈ {0, 1, . . . , p−3
2
, p− 1};
(3) a(k − 2) + b ∈ {p−1
2
, p+1
2
, . . . , p− 1}; and
(4) a(k − 1) + b ∈ {0, 1, . . . , p−3
2
, p− 1}.
From (1) and (2) it can be seen that (k − 3)|a| ≤ p+1
2
, unless a = p−1
2
, b = 0 and k = 5 in which
case (3) is violated. Thus, if k ≥ 6 then |a| ≤ p+1
6
< p−1
4
since p ≥ k, and, if k = 5 then |a| ≤ p−1
4
since p ≡ 1 (mod 4) in this case. So in all cases a ∈ {−⌊p−1
4
⌋,−⌊p−5
4
⌋, . . . , ⌊p−1
4
⌋} and it follows
from (1), (2) and (3) that a(k − 1) + b ∈ {p−1
2
, p+1
2
, . . . , p − 2}, a contradiction to (4). It can be
similarly shown that no block in B is disjoint from S1.
Let
T1 = ({0, 1, . . . , k − 3, k − 1} × {1, 2, . . . ,
p−1
2
}) ∪ ({k − 2} × {p+1
2
, p+3
2
, . . . , p− 1}) and
T2 = ({0, 1, . . . , k − 3, k − 1} × {
p+1
2
, p+3
2
, . . . , p− 1}) ∪ ({k − 2} × {1, 2, . . . , p−1
2
}).
We claim that {T1, T2} is a 2-blocking system for (V,B \ {B0,0}). Suppose for a contradiction that
there exist a ∈ I and b ∈ Zp such that (a, b) 6= (0, 0) and Ba,b ∩ T2 = ∅. Then
(1) {ax+ b : x ∈ {0, 1, . . . , k − 3}} ⊆ {0, 1, . . . , p−1
2
};
(2) a(k − 2) + b ∈ {0, p+1
2
, p+3
2
, . . . , p− 1}; and
(3) a(k − 1) + b ∈ {0, 1, . . . , p−1
2
}.
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From (1) it can be seen that (k − 3)|a| ≤ p−1
2
. Thus, since k ≥ 5, |a| ≤ p−1
4
. So a ∈
{−⌊p−1
4
⌋,−⌊p−5
4
⌋, . . . , ⌊p−1
4
⌋} and it follows from (1) and (2) that a(k−1)+b ∈ {p+1
2
, p+3
2
, . . . , p−1},
a contradiction to (3). It can be similarly shown that no block in B\{B0,0} is disjoint from T1.
Lemma 4.3. There exists a transversal design with group size 13 and block size 4, (V,G,B), such
that
• (V,B) has a 3-blocking system, each set of which intersects each group in G in exactly 4
points; and
• there exists a block B∗ ∈ B such that (V,B \ {B∗}) has a 3-blocking system each set of which
is disjoint from B∗ and intersects each group in G in exactly 4 points.
Also, for each positive integer λ, there exists a (13, 4, λ)-BIBD with a (4, 4, 4)-blocking system.
Proof. Let V = Z4 × Z13 and G = {{x} × Z13 : x ∈ Z4}. For all i, j ∈ Z13 let
Bi,j = {(0, i), (1, j), (2, i+ j), (3, i+ 2j)},
and let B = {Bi,j : i, j ∈ Z13}. Then (V,G,B) is a transversal design with group size 13 and block
size 4. Let
S1 = {(0, 1), (0, 2), (0, 3), (0, 4), (1, 1), (1, 2), (1, 3), (1, 4), (2, 1), (2, 2), (2, 3), (2, 4), (3, 1), (3, 2), (3, 8), (3, 9)};
S2 = {(0, 5), (0, 6), (0, 7), (0, 8), (1, 5), (1, 6), (1, 7), (1, 10), (2, 7), (2, 8), (2, 9), (2, 12), (3, 0), (3, 3), (3, 10), (3, 11)};
S3 = {(0, 0), (0, 9), (0, 10), (0, 11), (1, 0), (1, 8), (1, 11), (1, 12), (2, 0), (2, 5), (2, 6), (2, 10), (3, 4), (3, 5), (3, 6), (3, 7)}.
Then {S1, S2, S3} is a blocking system for (V,B), each set of which intersects each group in G in
exactly 4 points. Let
T1 = {(0, 2), (0, 3), (0, 4), (0, 5), (1, 2), (1, 3), (1, 4), (1, 5), (2, 1), (2, 3), (2, 4), (2, 5), (3, 1), (3, 2), (3, 10), (3, 11)};
T2 = {(0, 6), (0, 7), (0, 8), (0, 9), (1, 6), (1, 7), (1, 9), (1, 10), (2, 8), (2, 9), (2, 10), (2, 11), (3, 0), (3, 4), (3, 5), (3, 12)};
T3 = {(0, 0), (0, 10), (0, 11), (0, 12), (1, 0), (1, 8), (1, 11), (1, 12), (2, 0), (2, 6), (2, 7), (2, 12), (3, 6), (3, 7), (3, 8), (3, 9)}.
Then {T1, T2, T3} is a blocking system for (V,B \ {B1,1}) each set of which is disjoint from B1,1
and intersects each group in G in exactly 4 points.
We saw in the proof of Lemma 3.3 that there exists a (13, 4, 1)-BIBD, and it is easy to show
that any such design must have a (4, 4, 4)-blocking system. By taking λ copies of each block in
this design, we can obtain the required (13, 4, λ)-BIBD.
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The blocking systems {S1, S2, S3} and {T1, T2, T3} in the above proof were found by computer
search.
Lemma 4.4. Let c, k, λ and m be positive integers such that c ≥ 2, k ≥ 4 and m ≡ 0 (mod k(k−
1)). Further suppose that if k = 4, then c ≥ 3 and m 6≡ 0 (mod 13). For each (k, λ)-admissible
integer ℓ ∈ {0, 1, . . . , m−1} there is an integer w such that w > m, w ≡ ℓ (mod m) and there exists
a c-chromatic (w, k, λ)-BIBD with an (s1, s2, . . . , sc)-blocking system for some integers s1, s2, . . . , sc
satisfying si ≤ ⌊
w−1
2
⌋ for each i ∈ {1, 2, . . . , c}.
Proof. Let ℓ be a (k, λ)-admissible element of {0, 1, . . . , m − 1}. We will first deal with the case
k ≥ 5. The special case k = 4 will be dealt with later.
By Dirichlet’s Theorem there are infinitely many primes congruent to 1 modulo k(k−1). Thus,
by Lemma 3.1, we can choose p to be an odd prime such that p ≡ 1 (mod k(k−1)), gcd(p,m) = 1
and there exists a (p, k, λ)-BIBD with a (p−1
2
, p−1
2
)-blocking system (note that any integer congruent
to 1 modulo k(k − 1) is (k, λ)-admissible).
By Lemma 4.1 there is a c-chromatic partial BIBD with block size k and index 1. Clearly,
by adding points and blocks to this design in such a way that each new block is disjoint from
each other block of the design, we can produce, for some positive integer u, a c-chromatic partial
(u, k, 1)-BIBD (U,A1) such that gcd(|A1|, m) = 1 and there is a point in U which is in exactly one
block in A1. Let b = |A1| and let {R1, R2, . . . , Rc} be a blocking system for (U,A1).
Let G be the graph on vertex set U in which two vertices are adjacent if and only if the
corresponding pair of points is contained in a block in A1. We claim that Theorem 2.1 implies
there is a decomposition of the λ-fold complete graph of order v into copies of G for all sufficiently
large integers v such that λ(v − 1) ≡ 0 (mod k − 1) and λv(v − 1) ≡ 0 (mod bk(k − 1)). To see
this we take C in Theorem 2.1 as a set containing a single colour, let H be G considered as a
symmetric digraph of this colour, and observe that we have µ(H) = 2|E(G)| = bk(k − 1) and, for
each x ∈ U , τ(H, x) = (degG(x), degG(x)). So β({H}) = bk(k − 1) and α({H}) = gcd({degG(x) :
x ∈ V (G)}) = k − 1 (note that, for each x ∈ U , degG(x) = rx(k − 1) where rx is the number of
blocks in A1 which contain x, and that we have seen that ry = 1 for some y ∈ U). Thus our claim
does indeed follow from Theorem 2.1.
Since gcd(p,m) = 1 and gcd(b,m) = 1, by the Chinese Remainder Theorem there are infinitely
many positive integers which are congruent to 1 modulo b and whose product with p is congruent
to ℓ modulo m. Thus, there is an integer y such that y ≥ 2u, py > m, py ≡ ℓ (mod m),
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y ≡ 1 (mod b) and there is a decomposition of the λ-fold complete graph of order y into copies of
G (note that since ℓ is (k, λ)-admissible, since p ≡ 1 (mod k(k − 1)), since m ≡ 0 (mod k(k− 1)),
and since gcd(b,m) = 1, the congruences imply that λ(y − 1) ≡ 0 (mod k − 1) and λy(y − 1) ≡
0 (mod bk(k−1))). Clearly then, there is an embedding of (U,A1) in a (y, k, λ)-BIBD (Y,A1∪A2).
Let Z be a set such that |Z| = p. Let z∗ ∈ Z and let {Z1, Z2} be a partition of Z \ {z
∗}
such that |Z1| = |Z2| =
p−1
2
. Let V = Y × Z be a point set. Let S1 = (Y × Z1) ∪ (R1 × {z
∗}),
S2 = (Y ×Z2)∪ (R2×{z
∗}), and Si = Ri×{z
∗} for each i ∈ {3, 4, . . . , c}. Note that S1, S2, . . . , Sc
are pairwise disjoint and that, since y ≥ 2u, |Si| ≤ ⌊
py−1
2
⌋ for each i ∈ {1, 2, . . . , c}. We will
construct a collection of blocks C such that (V, C) is a (py, k, λ)-BIBD for which {S1, S2, . . . , Sc}
is a blocking system, and such that C contains an isomorphic copy of A1. This will complete the
proof since py > m, since py ≡ ℓ (mod m) and since the fact that C contains an isomorphic copy
of A1 implies that (V, C) has chromatic number at least c.
For each A ∈ A1, let BA be a collection of blocks such that (A×Z, {{x}×Z : x ∈ A},BA) is a
transversal design with group size p and block size k such that A×{z∗} ∈ BA and {A×Z1, A×Z2}
is a blocking system for (A×Z,BA\{A×{z
∗}}) (such a collection exists by Lemma 4.2, noting that
if k = 5 then p ≡ 1 (mod 4) since p ≡ 1 (mod k(k − 1))). For each A ∈ A2, let B
†
A be a collection
of blocks such that (A × Z, {{x} × Z : x ∈ A},B†A) is a transversal design with group size p and
block size k for which {A× Z1, A × Z2} is a blocking system (such a collection exists by Lemma
4.2, noting that if k = 5 then p ≡ 1 (mod 4) since p ≡ 1 (mod k(k − 1))). For each x ∈ Y , let Bx
be a collection of blocks such that ({x}×Z,Bx) is a (p, k, λ)-BIBD for which {{x}×Z1, {x}×Z2}
is a blocking system (such a collection exists by the definition of p).
Let
C =
( ⋃
A∈A1
BA
)
∪
( ⋃
A∈A2
B†A
)
∪
(⋃
x∈Y
Bx
)
.
We claim that (V, C) is a (py, k, λ)-BIBD for which {S1, S2, . . . , Sc} is a blocking system and that
C contains an isomorphic copy of (U,A1) (on the point set U×{z
∗}), which will suffice to complete
the proof in the case k = 5. Here, we will verify this claim in some detail, but later in the paper
we will leave similar verifications to the reader.
Routine case analysis shows that each pair of points in V is in exactly λ blocks in C and hence
that (V, C) is a (py, k, λ)-BIBD. For each A ∈ A1, we have that A × {z
∗} ∈ BA, and it follows
that C contains an isomorphic copy of (U,A1) on the point set U × {z
∗}. Furthermore, because
{R1, R2, . . . , Rc} is a blocking system for (U,A1), each block in this copy of (U,A1) intersects at
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least two sets in {Ri×{z
∗} : i ∈ {1, 2, . . . , c}} and hence at least two sets in {S1, S2, . . . , Sc} (note
Ri × {z
∗} ⊆ Si for each i ∈ {1, 2, . . . , c}). Finally, because of the blocking systems possessed by
the designs in {(A× Z,BA \ {A× {z
∗}}) : A ∈ A1}, {(A× Z, {{x} × Z : x ∈ A},B
†
A) : A ∈ A2},
and {({x} × Z,Bx) : x ∈ Y }, every block in C which is not in the copy of (U,A1) intersects both
Y ×Z1 and Y ×Z2 and hence both S1 and S2 (note that Y ×Z1 ⊆ S1 and Y ×Z2 ⊆ S2). So (V, C)
is indeed a (py, k, λ)-BIBD for which {S1, S2, . . . , Sc} is a blocking system and C does contain an
isomorphic copy of (U,A1), as required.
In the case k = 4 note that c ≥ 3 and choose p = 13. Note that p ≡ 1 (mod k(k − 1)), that
gcd(p,m) = 1 since m 6≡ 0 (mod 13), and that there is a (p, k, λ)-BIBD with a (4, 4, 4)-blocking
system by Lemma 4.3. Also by Lemma 4.3, there exists a transversal design with group size 13
and block size 4, (V,G,B), such that
• (V,B) has a 3-blocking system, each set of which intersects each group in G in exactly 4
points; and
• there exists a block B∗ ∈ B such that (V,B\{B∗}) has a 3-blocking system each set of which
is disjoint from B∗ and intersects each group in G in exactly 4 points.
By using a similar argument to that used in the case k ≥ 5 we can obtain the required block
design.
5 Asymptotic existence of c-chromatic BIBDs
We are now almost ready to prove Theorem 1.1 in the case k ≥ 4. The final preliminary result we
require uses Wilson’s fundamental construction to obtain GDDs with a large number of groups of
large size which possess 2-blocking systems with certain properties.
Lemma 5.1. Let k and λ be positive integers such that k ≥ 4. Then there exist positive integers
t and a0 such that if a, a
† and a‡ are integers such that a ≥ a0, a
† ≤ a, a‡ ≤ a and a ≡ a† ≡
a‡ ≡ 0 (mod k(k − 1)), then there exists a (k, λ)-GDD of type at(a†)1(a‡)1 which has a 2-blocking
system such that each set of the blocking system intersects each group G of the GDD in exactly |G|
2
points.
Proof. By Lemma 2.3 or Lemma 2.4, it is easy to see that there is a positive integer t such
that for each s ∈ {t, t + 1, t + 2} there exists a (k, λ)-GDD of type (k(k − 1))s with a 2-blocking
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system such that each set of the blocking system intersects each group of the design in exactly
k(k−1)
2
points. The main result of [2] implies that, for a given positive integer k′, there exists a
transversal design with group size g′ and block size k′ for all sufficiently large integers g′. Thus,
there is an integer g0 such that for any integer g ≥ g0 there exists a transversal design with group
size g and block size t + 2. Let a, a† and a‡ be integers such that a ≥ g0k(k − 1), a
† ≤ a, a‡ ≤ a
and a ≡ a† ≡ a‡ ≡ 0 (mod k(k − 1)). Then there exists a transversal design with group size
a
k(k−1)
and block size t + 2. By deleting some points from this transversal design we can obtain a
({t, t+ 1, t+ 2}, 1)-GDD (V,F ,A) of type ( a
k(k−1)
)t( a
†
k(k−1)
)1( a
‡
k(k−1)
)1.
Let Z be a set with |Z| = k(k−1) and let {Z1, Z2} be a partition of Z with |Z1| = |Z2| =
k(k−1)
2
.
Let G = {F × Z : F ∈ F}. For each block A ∈ A, let BA be a collection of blocks such that
(A× Z, {{x} × Z : x ∈ A},BA) is a (k, λ)-GDD of type (k(k − 1))
|A| for which {A× Z1, A× Z2}
is a blocking system (such a collection exists since |A| ∈ {t, t+ 1, t+ 2} and |Z1| = |Z2| =
k(k−1)
2
).
Let
B =
⋃
A∈A
BA.
It is routine to check that (V ×Z,G,B) is a (k, λ)-GDD of type at(a†)1(a‡)1 for which {V ×Z1, V ×
Z2} is a blocking system. Since |(V × Z1) ∩G| = |(V × Z2) ∩ G| =
|G|
2
for each G ∈ G, the proof
is complete.
Proof of Theorem 1.1 in the case k ≥ 4. It is known that for any positive integer λ, a 2-
chromatic (v, 4, λ)-BIBD exists for each (4, λ)-admissible integer v (see [7, 10, 11, 18]), so we may
assume that if k = 4 then c ≥ 3. Since there are only finitely many congruence classes modulo
k(k−1) it suffices to show that, for each (k, λ)-admissible integer ℓ′ ∈ {0, 1, . . . , k(k−1)−1}, there
is a c-chromatic (v, k, λ)-BIBD for each sufficiently large integer v such that v ≡ ℓ′ (mod k(k−1)).
Let ℓ′ ∈ {0, 1, . . . , k(k − 1) − 1} be a (k, λ)-admissible integer. We will first deal with the
case where k ≥ 5 or where k = 4 and ℓ′ is odd. The special case where k = 4 and ℓ′ is even
will be dealt with later. By Lemma 3.2 or Lemma 3.3 there is a positive integer u such that
u ≡ ℓ′ (mod k(k − 1)), if k ≥ 5 then u ≥ 2k − 1, if k = 4 then u ∈ {7, 9, 11, 13, 15, 17}, and
there exists a (u, k, λ)-BIBD with a (⌊u−1
2
⌋, ⌊u−1
2
⌋)-blocking system. Let m = lcm(k(k− 1), u− 1).
Now, since there are only finitely many congruence classes modulo m it suffices to show that, for
each (k, λ)-admissible integer ℓ′′ ∈ {0, 1, . . . , m − 1} for which ℓ′′ ≡ ℓ′ (mod k(k − 1)), there is a
c-chromatic (v, k, λ)-BIBD for each sufficiently large integer v such that v ≡ ℓ′′ (mod m).
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Let ℓ′′ ∈ {0, 1, . . . , m− 1} be a (k, λ)-admissible integer for which ℓ′′ ≡ ℓ′ (mod k(k− 1)). Note
the following facts.
(i) By Lemma 5.1 there are positive integers t and a0 such that for any integers x, x
† and x‡ such
that x ≥ a0, x
† ≤ x, x‡ ≤ x and x ≡ x† ≡ x‡ ≡ 0 (mod k(k − 1)) there exists a (k, λ)-GDD
of type xt(x†)1(x‡)1 which has a 2-blocking system such that each set of the blocking system
intersects each group G of the GDD in exactly |G|
2
points.
(ii) Since there exists a (u, k, λ)-BIBD with a (⌊u−1
2
⌋, ⌊u−1
2
⌋)-blocking system, by Lemma 2.5 (b)
there is a positive integer n0 such that, for each integer n ≥ n0 with n ≡ 0 (mod m), there
exists a (k, λ)-GDD of type u11n which has an (n
2
+ ⌊u
2
⌋, n
2
+ ⌊u
2
⌋)-blocking system such that
each set of the blocking system intersects the group of size u in exactly ⌊u
2
⌋ points (note
that n + u is (k, λ)-admissible since m ≡ 0 (mod k(k − 1)), that ⌊u−1
2
⌋ ≤ ⌊u
2
⌋, and that
n
u−1
⌊u−1
2
⌋ ≤ n
2
).
(iii) By Lemma 4.4 there is an integer w > m such that w ≡ ℓ′′ (mod m) and there ex-
ists a c-chromatic (w, k, λ)-BIBD with an (s1, s2, . . . , sc)-blocking system for some inte-
gers s1, s2, . . . , sc satisfying si ≤ ⌊
w−1
2
⌋ for each i ∈ {1, 2, . . . , c} (if k = 4 then u ∈
{7, 9, 11, 13, 15, 17} which implies that m 6≡ 0 (mod 13)).
Let N be the smallest integer such that N ≡ 0 (mod m) and N ≥ max{a0, n0+m(t−1), w−u}.
Let v ≥ Nt + n0 +m(t − 1) + w be an integer such that v ≡ ℓ
′′ (mod m). We will construct a
c-chromatic (v, k, λ)-BIBD to complete the proof.
It can be seen that there are unique integers a and a† such that a ≡ a† ≡ 0 (mod m), v −w =
at+a† and n0 ≤ a
† ≤ n0+m(t−1) (note that v ≡ w (mod m)). Now since v ≥ Nt+n0+m(t−1)+w,
we have that at+a† ≥ Nt+n0+m(t−1) and thus, since a
† ≤ n0+m(t−1), we have that a ≥ N .
Note that N ≥ a0, that N ≥ n0+m(t−1) ≥ a
†, that N ≥ w−u and, since m ≡ 0 (mod k(k−1)),
that a ≡ a† ≡ w−u ≡ 0 (mod k(k−1)). Thus, by (i) there exists a (k, λ)-GDD (V,F∪{F †, F ‡},A)
of type at(a†)1(w − u)1, where |F | = a for all F ∈ F , |F †| = a† and |F ‡| = w − u, which has a
2-blocking system {R1, R2} such that |R1 ∩ F | = |R2 ∩ F | =
|F |
2
for each group F ∈ F ∪ {F †, F ‡}.
Let U be a set disjoint from V such that |U | = u and let U1 and U2 be disjoint subsets of
U with |U1| = |U2| = ⌊
u
2
⌋. We will now construct a c-chromatic (v, k, λ)-BIBD on the point set
V ∪ U .
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• For each group F ∈ F , let BF be a collection of blocks such that (F ∪ U, {U} ∪ {{f} : f ∈
F},BF ) is a (k, λ)-GDD of type u
11a for which {(F ∩R1) ∪ U1, (F ∩R2) ∪U2} is a blocking
system. Such collections exist by (ii) since a ≥ n0, a ≡ 0 (mod m), |F ∩R1| = |F ∩R2| =
a
2
for all F ∈ F , and |U1| = |U2| = ⌊
u
2
⌋.
• Let B† be a collection of blocks such that (F † ∪ U, {U} ∪ {{f} : f ∈ F †},B†) is a (k, λ)-
GDD of type u11a
†
for which {(F † ∩ R1) ∪ U1, (F
† ∩ R2) ∪ U2} is a blocking system. Such
a collection exists by (ii) since a† ≥ n0, a
† ≡ 0 (mod m), |F † ∩ R1| = |F
† ∩ R2| =
a†
2
, and
|U1| = |U2| = ⌊
u
2
⌋.
• Let B‡ be a collection of blocks such that (F ‡ ∪U,B‡) is a c-chromatic (w, k, λ)-BIBD which
has a blocking system {R‡1, R
‡
2, . . . , R
‡
c} such thatR
‡
1 ⊆ (F
‡∩R1)∪U1, R
‡
2 ⊆ (F
‡∩R2)∪U2, and
{R‡1, R
‡
2, . . . , R
‡
c} is a partition of F
‡∪U . Such a collection exists by (iii) since |(F ‡∩R1)∪U1| =
|(F ‡ ∩ R2) ∪ U2| = ⌊
w
2
⌋.
Let S1 = (R1 \F
‡)∪R‡1, S2 = (R2 \F
‡)∪R‡2, and Si = R
‡
i for each i ∈ {3, 4, . . . , c}. Note that
{S1, S2, . . . , Sc} is a partition of V ∪ U . Let
B = A ∪
(⋃
F∈F
BF
)
∪ B† ∪ B‡.
It is routine to check that (V ∪ U,B) is a c-chromatic (v, k, λ)-BIBD for which {S1, S2, . . . , Sc} is
a blocking system (note that no block in B \ B‡ has more than one point in F ‡ ∪ U and hence no
such block can be a subset of any set in {S3, S4, . . . , Sc}).
We now consider the special case where k = 4 and ℓ′ is even. We proceed exactly as we did
in the main case, with four exceptions. Firstly we note that by Lemma 3.3 there is an integer u
such that u ≡ ℓ′ (mod k(k − 1)), u ∈ {6, 8, 10, 12, 14, 16}, and there exists a (u, k, λ)-BIBD with
a (u
2
, u
2
)-blocking system. Secondly, we define m = lcm(12, u). Thirdly, instead of (ii) we instead
observe the following.
(ii)′ Since there exists a (u, k, λ)-BIBD with a (u
2
, u
2
)-blocking system, by Lemma 2.6 (b) there is
a positive integer n0 such that, for all integers n for which n ≥ n0 and n ≡ 0 (mod m), there
exists a (k, λ)-GDD of type u11n which has a (u+n
2
, u+n
2
)-blocking system such that each set
of the blocking system intersects the group of size u in exactly u
2
points (note that n + u is
(k, λ)-admissible since m ≡ 0 (mod k(k − 1))).
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Lastly, in our justification of (iii) we must note that m 6≡ 0 (mod 13) since u ∈ {6, 8, 10, 12, 14, 16}.
Except as noted, the arguments given in the main case hold without any alteration.
6 The case of block size 3
It only remains for us to prove Theorem 1.1 in the case k = 3. When λ = 1 this has already been
achieved by de Brandes, Phelps and Ro¨dl [4]. In this final section we generalise their result to
cover all values of λ. The methods we employ are similar, but not identical, to theirs.
Lemma 6.1. There exist two transversal designs (V,G,B†) and (V,G,B) with group size 3 and
block size 3 having the same point set and the same group set such that
• there are two distinct points x, y ∈ V such that every block which is in B but not in B†
contains either x or y; and
• there is a partition {S1, S2, S3} of V such that
(i) |Si ∩G| = 1 for all i ∈ {1, 2, 3} and G ∈ G;
(ii) {S1, S2, S3} is a blocking set for (V,B
†); and
(iii) S1 ∈ B.
Proof. Let V = Z3×Z3 and let G = {{x}×Z3 : x ∈ Z3}. Let ρ be the permutation (0 1) of Z3. Let
B† = {{(0, i), (1, i+ j), (2, i+2j+1)} : i, j ∈ Z3} and let B = {{(0, i), (1, i+ j), (2, ρ(i+2j+1))} :
i, j ∈ Z3}, where the addition is considered modulo 3. It is easy to check that B
† and B satisfy the
required conditions (take {x, y} = {(2, 0), (2, 1)} and Si = Z3 × {i− 1} for each i ∈ {1, 2, 3}).
Lemma 6.2. Let w and λ be positive integers such that w ≥ 5 and w is (3, λ)-admissible. Then
there exists a (w, 3, λ)-BIBD with a 3-blocking system such that the sets of the system partition the
point set of the BIBD and the sizes of any two sets of the system differ by at most 1.
Proof. In Theorem 18.4 of [3], it is proved that, for each positive integer λ and each (3, λ)-
admissible integer w, there exists a 3-colourable (w, 3, λ)-BIBD. In the proof, for each positive
integer λ and each (3, λ)-admissible integer w such that w ≥ 5 and w /∈ {6, 8}, a (w, 3, λ)-BIBD is
explicitly constructed, on a point set explicitly given as V × {0, 1, 2}, V × {0, 1, 2} ∪ {(∞, 1)} or
V ×{0, 1, 2}∪{(∞, 1), (∞, 2)} for some set V , in such a way that each block of the BIBD contains
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two points with different second coordinates. Thus, the partition of the point set suggested by
the second coordinates gives a suitable blocking system. For each positive integer λ such that
6 is (3, λ)-admissible, any partition of the point set of a (6, 3, λ)-BIBD into parts of size 2 will
form a suitable blocking system for the BIBD. Finally, for each positive integer λ such that 8 is
(3, λ)-admissible, the proof exhibits an (8, 3, λ)-BIBD whose point set contains two disjoint subsets
of size 3 which are not blocks of the BIBD. Clearly, these two sets along with a third containing
the remaining points form a suitable blocking system for this BIBD.
Lemma 6.3. Let h ∈ {0, 1, 2, 3, 4, 5} and let λ be a positive integer such that λ is even if h is
even. Then there exists a (3, λ)-GDD (V,G,B) of type h116 with a 3-blocking system such that the
sets of the system partition the point set of the GDD, each set of the system contains at least two
points which are in groups of size 1, and the sizes of any two sets of the system differ by at most
1.
Proof. The result follows directly from Lemma 6.2 if h ∈ {0, 1}, so assume that h ∈ {2, 3, 4, 5}.
Let λmin = 1 if h is odd and λmin = 2 if h is even. It suffices to find a (3, λmin)-GDD of type h
116
with a 3-blocking system such that the sets of the system partition the point set of the GDD, each
set of the system contains at least two points which are in groups of size 1, and the sizes of any two
sets of the system differ by at most 1 (since we can take λ
λmin
copies of every block in this design).
Below, we give the blocks of such designs along with the sets of the required blocking systems. In
the interests of space we give the blocks in columns. In each case the point set of the design is
taken to be {0, 1, . . . , h − 1} ∪ {a, b, c, d, e, f} where {0, 1, . . . , h − 1} is the group of size h. The
existence of such designs (not considering blocking systems) was first established in [20].
h λmin blocks blocking system sets
000000111111aaabbc {0, b, d}
2 2 aabbeeaabcdebecddd {1, a, c}
ddeeffbfcdefcfeffe {e, f}
000111222ab {0, b, d}
3 1 abcaceabdcd {1, a, c}
defbdffceef {2, e, f}
000000111111222222333333ab {0, 3, b, d}
4 2 aabbcdaabbccaabbddaacceecd {1, a, c}
cdefefdedeffffcceebbddffef {2, e, f}
000111222333444 {0, 3, b, d}
5 1 abcabcabdaceabd {1, 4, a, c}
dfeedfcefbdffce {2, e, f}
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The leave of a partial BIBD (V,B) with index 1 is the graph with vertex set V in which a pair
of vertices is adjacent if and only if the pair is not contained in any block in B. The next lemma
is very similar to a result in [8] and is used only in the proof of Lemma 6.5.
Lemma 6.4. Let v and m be positive integers such that v ≡ 4 (mod 6), m ≡ 0 (mod 6), and
24 ≤ m < v. There exists a partial (v, 3, 1)-BIBD whose leave has a decomposition into m perfect
matchings on v vertices, and the vertex-disjoint union of a complete graph of order 4 and a perfect
matching on v − 4 vertices.
Proof. The statement of Lemma 6.5 of [8] gives a decomposition of a complete graph of order v
into triangles, m perfect matchings on v vertices, and the vertex-disjoint union of a copy of K1,3
and a perfect matching on v − 4 vertices. Furthermore, in each case the construction given in the
proof contains a triangle whose vertices are the vertices of degree 1 in the copy of K1,3 (this arises
through the use of Lemma 6.3 of [8], and the copy of K1,3 and the triangle are given explicitly in
the proof of that result). Taking this decomposition and removing the perfect matchings, the copy
of K1,3 and the special triangle gives the required BIBD.
Lemma 6.5. Let c be a positive integer such that c ≥ 3. For all sufficiently large even integers v
there exists a partial (v, 3, 1)-BIBD which has chromatic number at least c and whose leave is
• a perfect matching on v vertices if v ≡ 0, 2 (mod 6); and
• the vertex-disjoint union of a complete graph of order 4 and a perfect matching on v − 4
vertices if v ≡ 4 (mod 6).
Proof. It follows from Lemma 4.1 that for some positive integer u there is a partial (u, 3, 1)-BIBD
(U,A) which has chromatic number c. We can assume that u ≥ 12 by adding points to this BIBD,
if necessary. By the main result of [1], we can embed (U,A) in a (u′, 3, 1)-BIBD (U ′,A′) for some
positive integer u′ such that 2u+ 1 ≤ u′ ≤ 2u+ 5 and u′ ≡ 1 (mod 6).
Let v be an even integer such that v ≥ 2u′ + 2. If v ≡ 0, 2 (mod 6), the main result of [9] then
guarantees that this design can in turn be embedded in a partial (v, 3, 1)-BIBD whose leave is a
perfect matching on v, so we may assume that v ≡ 4 (mod 6). Let U ′ = {x0, x1, . . . , xu′−1} and let
W be a set of size v−u′ which is disjoint from U ′. By Lemma 6.4 there is a partial (v−u′+1, 3, 1)-
BIBD (W∪{x0},A
′′) whose leave has a decomposition into u′−1 perfect matchings F1, F2, . . . , Fu′−1
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on v − u′ + 1 vertices, and the vertex-disjoint union of a complete graph of order 4 and a perfect
matching on v − u′ − 3 vertices. Then (U ∪W,B), where
B = A′ ∪A′′ ∪ {(xi, y, z) : yz ∈ E(Fi), i ∈ {1, 2, . . . , u
′ − 1}},
can be seen to be a (v, 3, 1)-BIBD which has chromatic number at least c and whose leave is the
vertex-disjoint union of a complete graph of order 4 and a perfect matching on v − 4 vertices.
Proof of Theorem 1.1 in the case k = 3. Let N be the smallest even integer such that for
each even integer u′ ≥ N there exists a partial (u′, 3, 1)-BIBD which has chromatic number at
least c and whose leave satisfies the conditions of Lemma 6.5.
Let v be a (3, λ)-admissible integer such that v ≥ 3N . We will show that there exists a
c-chromatic (v, 3, λ)-BIBD. Let u and h be the integers such that v = 3u + h, u is even, and
0 ≤ h ≤ 5. Then u ≥ N and there is a partial (u, 3, 1)-BIBD (U,A) which has chromatic number
at least c and whose leave satisfies the conditions of Lemma 6.5. Let A = {A1, A2, . . . , At}. If
u ≡ 0, 2 (mod 6), then let P ∗ be a pair of points in U which are adjacent in the leave of (U,A). If
u ≡ 4 (mod 6), then let P ∗ be the set of the four points in U which are mutually adjacent in the
leave of (U,A). In either case, let P be a partition of U \ P ∗ into pairs of points such that each
pair is adjacent in the leave of (U,A).
Let Z = {z1, z2, z3} be a set and let H be a set such that |H| = h. Let {H1, H2, H3} be a
partition of H such that any two of |H1|, |H2| and |H3| differ by at most 1. Let V = (U ×Z)∪H
be a point set. Let Si = (U × {zi}) ∪ Hi for each i ∈ {1, 2, 3}. We will construct collections of
blocks C0, C1, . . . , Ct such that
(i) (V, Ci) is a (v, 3, λ)-BIBD for each i ∈ {0, 1, . . . , t};
(ii) {S1, S2, S3} is a blocking system for (V, C0);
(iii) (V, Ct) contains an isomorphic copy of (U,A);
(iv) the chromatic number of (V, Ci+1) is at most one more than the chromatic number of (V, Ci)
for each i ∈ {0, 1, . . . , t− 1}.
From (ii) it will follow that (V, C0) has chromatic number at most 3, and from (iii) it will follow that
(V, Ct) has chromatic number at least c. Thus, from (iv) it will follow that (V, Cj) has chromatic
number c for some j ∈ {0, 1, . . . , t}. So it suffices to find such collections of blocks.
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For each A ∈ A, let B†A and BA be collections of blocks such that (A×Z, {{x}×Z : x ∈ A},B
†
A)
and (A× Z, {{x} × Z : x ∈ A},BA) are (3, λ)-GDDs of type 3
3 such that
• (A× {z1}, A× {z2}, A× {z3}) is a blocking system for (A× Z,B
†
A);
• A× {z1} ∈ BA; and
• there are two distinct points x, y ∈ A × Z such that every block which is in BA but not in
B†A contains either x or y;
(such collections exists by Lemma 6.1, taking λ copies of every block of the transversal designs). For
each P ∈ P, let BP be a collection of blocks such that ((P ×Z)∪H, {H}∪{{x} : x ∈ P ×Z},BP )
is a (3, λ)-GDD of type h116 for which {(P × {z1}) ∪H1, (P × {z2}) ∪ H2, (P × {z3}) ∪ H3} is a
blocking system (such a collection exists by Lemma 6.3). Let BP ∗ be a collection of blocks such
that ((P ∗×Z)∪H,BP ∗) is a (3|P
∗|+h, 3, λ)-BIBD for which {(P×{z1})∪H1, (P×{z2})∪H2, (P×
{z3})∪H3} is a blocking system (such a collection exists by Lemma 6.2 since v is (3, λ)-admissible
and 3|P ∗|+ h ≡ v (mod 6)).
For each k ∈ {0, 1, . . . , t}, let
Ck =
(
k⋃
i=1
BAi
)
∪
(
t⋃
i=k+1
B†Ai
)
∪
(⋃
P∈P
BP
)
∪ BP ∗ .
It only remains to show that (i), (ii), (iii) and (iv) hold.
It is routine to check that (i), (ii) and (iii) hold (for (iii), the isomorphic copy of (U,A) is on
the point set U ×{z1}). To see that (iv) holds, let i ∈ {0, 1, . . . , t− 1} and let ci be the chromatic
number of (V, Ci). There are two points x and y of V such that every block which is in BAi+1
but not in B†Ai+1 contains either x or y. This implies that every block which is in Ci+1 but not
in Ci contains either x or y. Thus, we can obtain a (ci + 1)-colouring of (V, Ci+1) by taking a
ci-colouring of (V, Ci) and recolouring the vertices x and y with a colour which is not used in the
original colouring.
Acknowledgements
The first author was supported by an AARMS postdoctoral fellowship and by Australian
Research Council grants DE120100040 and DP120103067. The second author was supported by
research grants from NSERC, CFI and IRIF. The authors would like to thank the referees, whose
comments substantially improved this paper.
31
References
[1] D. Bryant and D. Horsley, A proof of Lindner’s conjecture on embeddings of partial Steiner triple
systems, J. Combin. Des., 17 (2009), 63–89.
[2] S. Chowla, P. Erdo˝s and E.G. Straus, On the maximal number of pairwise orthogonal Latin squares
of a given order, Canad. J. Math., 12 (1960), 204–208.
[3] C.J. Colbourn and A. Rosa, Triple Systems, Oxford University Press, Oxford (1999).
[4] M. de Brandes, K.T. Phelps and V. Ro¨dl, Coloring Steiner triple systems, SIAM J. Algebraic Discrete
Methods, 3 (1982), 241–249.
[5] P. Dukes and A.C.H. Ling, Asymptotic existence of resolvable graph designs, Canad. Math. Bull.,
50 (2007), 504–518.
[6] P. Erdo˝s and A. Hajnal, On chromatic number of graphs and set-systems, Acta Math. Acad. Sci.
Hungar., 17 (1966), 61–99.
[7] F. Franek, T.S. Griggs, C.C. Lindner, and A. Rosa, Completing the spectrum of 2-chromatic
S(2, 4, v), Discrete Math., 247 (2002), 225–228.
[8] H.L. Fu, C.C. Lindner and C.A. Rodger, The Doyen-Wilson theorem for minimum coverings with
triples, J. Combin. Des., 5 (1997) 341–352.
[9] H.L. Fu, C.C. Lindner and C.A. Rodger, Two Doyen-Wilson theorems for maximum packings with
triples, Discrete Math., 178 (1998), 63–71.
[10] D.G. Hoffman, C.C. Lindner and K.T. Phelps, Blocking sets in designs with block size 4, European
J. Combin., 11 (1990) 451–457.
[11] D.G. Hoffman, C.C. Lindner and K.T. Phelps, Blocking sets in designs with block size four II,
Discrete Math., 89 (1991), 221–229.
[12] D. Horsley and D.A. Pike, On cycle systems with specified weak chromatic number, J. Combin.
Theory Ser. A 117 (2010), 1195–1206.
[13] E.R. Lamken and R.M. Wilson, Decompositions of edge-colored complete graphs, J. Combin. Theory
Ser. A, 89 (2000), 149–200.
[14] V. Linek and E.B. Wantland, Coloring BIBDs with block size 4, J. Combin. Des., 6 (1998), 403–409.
[15] A.C.H. Ling, On 2-chromatic (v, 5, 1)-designs, J. Geom., 66 (1999), 144–148.
[16] L. Lova´sz, On chromatic number of finite set-systems, Acta Math. Acad. Sci. Hungar., 19 (1968),
59–67.
[17] A. Rosa, Steiner triple systems and their chromatic number, Acta Fac. Rerum Natur. Univ. Come-
nian. Math. 24 (1970), 159–174.
[18] A. Rosa and C.J. Colbourn, Colorings of block designs, in Contemporary Design Theory: A Collection
of Surveys (Eds. J.H. Dinitz, D.R. Stinson), John Wiley & Sons, New York (1992), 401–430.
[19] A. Schrijver, Theory of Linear and Integer Programming, John Wiley & Sons, Chichester (1986).
32
[20] G. Stern, Tripelsysteme mit Untersystemen, Arch. Math. (Basel) 33 (1979/80) 204–208.
[21] R.M. Wilson, An existence theory for pairwise balanced designs. III. Proof of the existence conjec-
tures, J. Combinatorial Theory Ser. A 18 (1975), 71–79.
33
