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Time-resolved velocity fields around a pitching and surging NACA 0018 airfoil were analyzed to investigate the
influence of three independent timescales associated with the unsteady flowfield. The first of these timescales, the
period of the pitch/surgemotion, is directly linked to the development of dynamic stall. A simplifiedmodel of the flow
using only a time constantmode and the first two harmonics of the pitch surge frequencyhas been shown to accurately
model the flow. Full stall and leading-edge flow separation, however, were found to take place before the maximum
angle of attack, indicating that a different timescale was associated with leading-edge vortex formation. This second,
leading-edge vortex, timescalewas found to dependon the airfoil convection time and comparewell with the universal
vortex formation time. Finally, instantaneous non-phase-averaged measurements were investigated to identify
behavior not directly coupled to the airfoilmotion. From this analysis, a third timescale associatedwith quasi-periodic
Strouhal vortex sheddingwas found before flow separation. The interplay between these three timescales is discussed
in detail, particularly as they relate to the periodic velocity and angle-of-attack change apparent to the blades of a
vertical axis wind turbine.
Nomenclature
AR = aspect ratio
c = chord length, cm
F = frequency, Hz
k = reduced frequency, Ωc∕2 U
R = turbine radius, m
Rec = chord Reynolds number, Uc∕ν
Ro = Rossby number, U∞∕2cω
St = Strouhal number, Fc∕U
T^ = formation time/airfoil convection time, where T^ is equal
to ∫ U∕c dt
t = time, s
th = airfoil thickness, m
U = effective velocity/freestream velocity relative to airfoil,
m ⋅ s−1
U = average velocity in experiment (tunnel velocity),m ⋅ s−1
U∞ = wind speed, m ⋅ s−1
uΓ = vortex circulation, m
2 ⋅ s−1
x, u = streamwise coordinate, m, streamwise velocity, m ⋅ s−1
xl = leading-edge position, m
xv = vortex x position, m
y, v = cross-stream coordinate, m, cross-stream
velocity, m ⋅ s−1
yv = vortex y position, m
z, w = spanwise coordinate, m, spanwise velocity, m ⋅ s−1
α = angle of attack, deg
αss = static stall angle, deg
α0 = mean angle of attack, deg
Γ1 = vortex center criterion
Γ2 = vortex boundary criterion
Δα = pitch amplitude, deg
η = tip speed ratio, ωR∕U∞
θ = turbine rotation angle, deg
λ = transformed dynamic mode decomposition eigenvalues,
rad ⋅ s−1
ν = kinematic viscosity, m2 ⋅ s−1
χ = vorticity, s−1
Ω = pitch/surge frequency, rad ⋅ s−1
ω = turbine frequency, rad ⋅ s−1
Subscripts
i = imaginary component
j = variable index
r = real component
 = pitch up and down −
I. Introduction
W ITH the increasing importance of wind in the world energyportfolio, there have been significant research and develop-
ment activities into both large-scale horizontal axis wind turbines
(HAWTs) and smaller vertical axis wind turbines (VAWTs).
Although the former can be very efficient, extracting nearly the
theoretical Betz limit of 59% of the power of the wind [1], the latter
can improve dramatically on power density per unit land area [2],
despite lower individual net efficiency because of the potential for
tighter turbine packing that possibly exploits the fluid dynamics of
the array [3]. Although VAWTs offer mechanical simplicity relative
to HAWTs, their aerodynamics are relatively less understood.
The operating point of a VAWT can be determined in terms of the
tip speed ratio, defined as the blade speed divided by the incoming
wind speed (η  ωR∕U∞), whereR is the radius of the turbine,U∞ is
the freestreamwind velocity, andω is the turbine rotation rate, which
takes values between two and three for typical VAWTs, leading to a
practical reduced frequency k  ωc∕2ηU∞ ∼ 0.15 (see, e.g., [4]).
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At low tip speed ratios, the variation in angle of attack drives the
airfoil well above its static stall angle, twice per turbine cycle, once on
each side of the blade. In previous work [4], we investigated aspects
of the phase-averaged flow phenomena associated with the period of
rotation of the VAWT. In this work, we consider the broader flow
features corresponding to each of the timescales associated with the
airfoil motion, and including attached flow, separated flow, and
dynamic stall. Each of these regimes exerts different forces on the
turbine, and must be considered in the design of an efficient and
robust VAWT. The literature describing each of these areas is broad;
we outline here only the most relevant works to the present research,
augmenting the literature review found in Dunne and McKeon [4].
Vortex growth and shedding associated with the flow over bluff
bodies and airfoils has been studied bymany authors over a very large
range of Reynolds numbers (Re 101–107). The potential coupling
of the resultant forces from this shedding with structural modes in a
VAWT is a potential design concern due to observations of large
structural oscillation and eventual failure [5,6]. Roshko [7] first
proposed a fit for the Strouhal number based on cylinder diameter
accurate for Red  300 − 104 of
Std  0.2121 − 21.2∕Red (1)
Further work at higher Reynolds numbers and for multiple
geometries (ovals, wedges, flat plates, etc.) found that shedding was
well described by a universal Strouhal number of St ≈ 0.18 [8,9]
based on the thickness of the wake. Joe et al. [10] identified a similar
Strouhal scaling based on cross-stream height St  fc sin α∕U∞ ≈
0.2 for separated flow over airfoils and flat plates at high angles of
attack.
The effect of oscillating bluff bodies on the shedding frequency
was discussed in a review byBearman [6]. At frequencies close to the
natural shedding frequency of the body, the vortex shedding was
shown to lock on with the body motion, with shedding occurring
when the motion reached its maximum amplitude. This phenomenon
occurred with both forced bodies and unforced bodies where the
motion was due to vortex-induced vibration.
Koochesfahani [11] performed experiments on an NACA 0012
airfoil oscillating with an amplitude of Δα ≥ 4 deg around a mean
angle of attack α0  3 deg at a Reynolds number of Re  12;000
and reduced frequencies k between 0.8 and 10. At low reduced
frequencies (k < 1), shedding occurred around the natural frequency
for the stationary airfoil with a Strouhal number based on airfoil
thickness Stth ≈ 0.33. The vortices shed from the airfoil at the
instantaneous time-varying position of the trailing edge, then
convected with the freestream, resulting in a vortex street with a
periodic wandering path. At higher frequencies (k ≥ 2), vortices
were shed with the opposite sense of rotation than the lower k case,
corresponding to a jet flow from the airfoil and thus provided thrust
rather than drag. Similar experiments at lower reduced frequencies
(k  0.1–0.4) were performed by Jung and Park [12], demonstrating
a base Strouhal number based on airfoil thickness Stth ≈ 0.46 at zero
angle of attack dropping to Stth ≈ 0.3 at α  3 deg as the wake
thickened. In the case of the oscillating airfoil, the shedding fre-
quencywas shown to remain close to the α  0 degvalue, especially
at the higher k values when the wake had limited opportunity to
develop given the short oscillation period.
The literature on dynamic stall as it pertains to a pitching and
plunging plate has been reviewed in Dunne and McKeon [4]. Carr
et al. [13] identified “moment stall” and “lift stall” as the substantial
decrease in pitching moment about the quarter-chord when the
leading-edge vortex (LEV) is shed from the leading edge and moves
aft, and the end of the period of lift increase with increasing angle of
attack associated with the LEV reaching the trailing edge, respec-
tively. For the dynamic case studied, these stall measures do not occur
at the same angle of attack as they do on static airfoils.
The experiments of Mulleners and Raffel [14,15] on a cambered
airfoil pitchingΔα  6–8 deg around a statically attached, but high,
angle of attack, highlighted five stages of the flow corresponding to
attached flow, stall development, stall onset, stall, and flow re-
attachment [14] and identified a “primary stall vortex” pinched off at
the point of dynamic stall [15]. Furthermore, it was determined that
light stall, characterized by a much smaller separation region, was
caused when the primary stall vortex separated at maximum angle of
attack due to the change in direction of the airfoil. Deep stall, which
corresponds to a much larger separation region, occurred when the
vortex separated before maximum angle of attack [14].
Similar pitching experiments on a flat plate at a lower Reynolds
number between Re  5 × 103 and 2 × 104 performed by Baik et al.
[16] showed that the instantaneous angle of attack and reduced
frequency k determined flow evolution and that the LEV separation
occurred later in themotion period, or at a higher angle of attack, with
increased k, in agreement with the results of Rival et al. [17]. They
showed that leading-edge vortex circulation tended to increase
linearly with the phase of the airfoil motion, with a faster growth
corresponding to a lower reduced frequency k.
Rival et al. [17] found that a strong trailing-edge vortex (TEV)
appears when the LEV sheds and convects past the airfoil at the point
of lift stall. The TEVwas shown to cause a significant decrease in lift
similar to the effects of a starting vortex. This lift deficit remained for
a significant portion of the airfoil motion cycle [17,18].
Choi et al. [19] investigated surging and plunging airfoils
computationally atRe  500 and experimentally atRe  5.7 × 104.
In surging experiments, they found attenuation or amplification of the
unsteady forces, depending on the reduced frequency k of themotion.
At k  0.7, the LEV was shed while the airfoil was advancing,
increasing the already high lift due to the higher velocity, and thus
amplifying the unsteady force component. In the k  1.2 case, the
LEV was shed while the airfoil was retreating and, as such, added to
the relatively low lift during retreat while decreasing force variation.
With regards to the dynamic stall experienced on a VAWT blade,
there have been a range of experimental and computational studies. In
the work of Simão Ferreira et al. (e.g., [20]), in a rotating frame at
Reynolds numbers near operating conditions and tip speed ratios of
2–4, observations of the growth of leading- and trailing-edge
vorticities were made at a limited number of angular positions. The
total vortex circulation was shown to grow until the vortex was shed
at the point of dynamic stall, whereas computations found the maxi-
mum tangential force on the turbine blade to occur at θ ∼ 70 deg
[20,21]. Experiments performed by Buchner et al. [22] on single
bladed turbines, at a tip speed ratios between 1 ≤ η ≤ 5 and
dimensionless pitch rates Kc  c∕2R, found that, for a specific tip
speed ratio, faster pitch rate resulted in less spatial growth of the LEV,
resulting inweaker interaction between the leading- and trailing-edge
vortices and delaying LEV separation. In earlier work, using the
apparatus reported here, Dunne and McKeon [4] applied dynamic
mode decomposition to particle image velocimetry (PIV) measure-
ments of a (linearly) pitching and surging airfoil under VAWT flow
conditions to develop a low-order model of the flow characteristics
associated with the frequencies at one and two times the airfoil
motion frequency. Thismodel was found to identify the dynamic stall
behavior qualitatively as well as accurately capture the circulation
within the leading-edge vortex.
Direct numerical simulations were performed by Tsai and
Colonius [23] on VAWTs at low Reynolds numbers of less than 1500
and at tip speed ratios of η  2–4. They investigated the effect of the
Coriolis force imposed by the rotating reference frame by performing
computations in both the linear pitch/surge frame considered in this
paper, aswell as the fully rotating frame, by adding a body force to the
simulation. At a tip speed ratio λ  2, the flow developed very
similarly before separation with and without the Coriolis force,
except for a slight phase lag in the forces on the blade in the linear
pitch/surge motion. After separation, a “wake capturing” phenom-
enon was demonstrated in which the separated leading- and trailing-
edge vortices appear to travel with the airfoil. A comparison between
these simulations and the pitch/surge experiments of Dunne and
McKeon [4] was presented in Dunne et al. [24], who showed that the
main change associated with the linear frame in experiment versus in
simulation was the expected reduction in the shed vortex coherence
associated with the higher Reynolds number.
With regards to the dynamics of general vortex generation and
shedding, Gharib et al. [25] analyzed the formation of vortex rings
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using a piston cylinder with different piston stroke to nozzle diameter
ratios and found that, after a stroke ratio L∕D ≈ 4, the vorticity in the
ring saturated and began to convect away from the nozzle. AnL∕D of
four was proposed as the optimal “formation number”; for shorter
stroke ratios, the vortex does not saturate and only leaves the nozzle at
the end of the motion, whereas for longer motions, a trailing jet was
observed behind the initial vortex. Dabiri and Gharib [26] extended
this analysis to temporally variable diameters and velocities, defined
the formation time as
T^ 
Z
T
0
U
D
dt
in which D  Dt is the variable nozzle diameter, and showed that
vortex formation time remained consistent with the optimal
formation time T^ ≈ 4, a result that has been confirmed in regard to
unsteady airfoil motion. On pitching and plunging flat plates, Baik
et al. [16] showed that, for k ≤ 0.5, the LEV circulation increased
linearly up until vortex separation, corresponding to this optimal
formation time, whereas at k > 0.5, the vortex was pinched off
prematurely due to the reversal of the airfoil motion. In experiments
measuring various plunging motions at k  0.2–0.33, Rival et al.
[17] also found that the formation of the leading-edge vortex agreed
with this optimal vortex formation time and suggested that, if the
strokemotion could be altered such that the LEV saturated at the peak
of the motion, the unsteady lift from LEV formation and dynamic
stall could be used most effectively.
In this work, an approximation of the flow experienced by an
individual blade of a vertical axiswind turbine is studied, with a focus
on the key timescales involved, as a first step to understanding the
complex fluid dynamics that limits the efficacy of current VAWT
designs. The variation in flow conditions caused by the rotation of the
turbine is decomposed into a time-dependent angle of attack and
velocity variation. This variation is reproduced in the lab by pitching
and surging an airfoil (sinusoidally) at the same chord Reynolds
number, phase, and reduced frequency as a representative VAWT
blade. By comparison, the true turbine kinematics are given by
α  tan−1

sin θ
η cos θ

(2a)
U  U∞

1 2η cosθt  η2
q
(2b)
Pitching and surging motion can capture the angle of attack and
velocity variation of the turbine; however, it neglects the Coriolis
effect due to the rotation of the turbine, which imposes a force on the
flow to account for the curved path of the turbine blade. The relative
importance of this Coriolis force in a VAWT can be measured using
the ratio of inertial to rotational forces, the Rossby number
Ro  U∞∕2cω. Using the definition of the tip speed ratio η 
ωR∕U∞ simplifies the Rossby number to be dependent only on the
geometry and operating condition of the turbine Ro  R∕2cη. For a
standard industrial turbine at η  2, c  15 cm [27], the Rossby
number is order 1.
Unwrapping the rotating trajectory of the turbine blade into the
linear pitch/surge reference frame allows for time-resolved velocity
measurements to be madewith PIVover the entire pitch/surge period
at the expense of neglecting the Coriolis force caused by the rotating
reference frame. In a phase-averaged realization of the flow, such
time-resolvedmeasurements allow the development of structure to be
analyzed and also for time-dependent analysis techniques, such as the
dynamic mode decomposition discussed next, to be applied. Further-
more, a single experiment encompasses a large portion of the total
airfoil motion and therefore non-phase-averaged behavior can be
investigated. Removing the rotational component allows for the
results developed for this motion to be extended to similar flows
involving large dynamic angle of attack and velocity variation.
The paper is laid out as follows. Experimental details, including
processing parameters, techniques, and hardware are discussed in
Sec. II. Results are presented in Sec. III, including the characteri-
zation of dynamic stall, leading-edge vortex development, and vortex
shedding. The implications of these results are discussed in Sec. IV
and the paper is concluded in Sec. V.
II. Experimental Setup
The experimental setup is identical to the one used in [4], in which
a full description can be found. The details deemed to be essential to
the present development are given next.
A. Test Facility
The goal of these experiments was to perform time-resolved
measurements of a pitching and surging airfoil, in which the trajec-
tory was a surrogate for the conditions experienced by the blade of a
vertical axiswind turbine. To achieve realistic turbine bladeReynolds
numbers and maintain slow enough flow and airfoil velocities for
time-resolved PIV, water was chosen as the working medium. Thus,
experiments were undertaken in the free surface water-tunnel facility
in the Graduate Aerospace Laboratories at the California Institute of
Technology.A schematic of the tunnel adapted from [28,29] is shown
in Fig. 1. The flow is recirculatedwith two pumps and passed through
honeycomb and three screens before a 6:1 contraction, preceding the
1.5 m long by 1mwide Plexiglas test section. This flow conditioning
resulted in a turbulence intensity for the present conditions and
freestream velocities up to at least 67 cm s−1 of

u − U2
q
≤ 0.1%
[28] in the test section. In the following experiments, the flow depth
was maintained at 46 1 cm for all experiments and the facility was
run at a pump frequency of 30 Hz, resulting in a freestream velocity
U  50 cm ⋅ s−1 and kinematic viscosity ν 10−6 m2 ⋅ s−1.
B. Airfoil and Trajectory Apparatus
The model consisted of a rapid-prototyped 200 mm chord NACA
0018 airfoil mounted on a keyed shaft, suspended vertically in the
water tunnel with the pitching axis at the leading edge. The NACA
0018 airfoil lift behavior has been characterized in [30] at Reynolds
numbers in the range of 8 × 104 ≤ Re ≤ 2 × 105 and has been shown
to have a steady stall angleαss between 10 and 14 deg, increasingwith
Reynolds number. The airfoil develops a laminar separation bubble
that decreases in size with Reynolds number, resulting in an increase
in static lift coefficient. Furthermore, this airfoil has been used in
multipleVAWTstudies alongwith thinner airfoils of the same family,
NACA 0012–0015 [20,21,31–33]. The model had an aspect ratio at
test conditions of AR  2.3. A similar airfoil with a 100 mm chord
and AR  4.6 was constructed similarly, to investigate the effect of
aspect ratio on the flowfield.
The airfoil was mounted on an aluminum cart supported by linear
bearings on rails outside the water channel such that the tip was
located less than 1 mm from the bottom wall of the test section to
minimize tip effects. The specified trajectory was imposed using a
dynamic pitch system with 1/20,000 of a rotation (0.018 deg)
accuracy and zero backlash, meshed with a linear position control
system with 0.64 μm accuracy (see [4] for details). The motions of
both pitch and surge control systems were measured using 2000 step
optical encoders to further ensure accuracy and repeatability of the
Fig. 1 Sketch of free surface water channel used in this work [28].
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experiments. Control and measurement of angle of attack (pitch) and
linear position (surge) were performed simultaneously using
National Instruments LabVIEW and a National Instruments PCIe-
6321 data acquisition card. A picture of the airfoil and trajectory
system from above and upstream is shown in Fig. 2.
C. Approach
The experimental parameters used here are summarized in Table 1.
As described in [4], these were selected for close replication in the
linear frame of the operating conditions of a representative η  2
vertical axis wind turbine similar to the Windspire turbine used by
[2,34] in the American Wind Energy Association national average
wind velocity of 5 m ⋅ s−1 [35], with the notable exception of the
Rossby number. Although the Coriolis force has some influence on
the real flow, as discussed earlier and summarized by Dunne et al.
[24], this is concentrated after flow separation and therefore in the
part of the airfoil trajectory in which the variation of the distance
between the airfoil and the shed vortexwould deviate from theVAWT
scenario simply because of the geometry of the linear trajectory,
irrespective of the Coriolis force. Therefore, whereas the order of the
Coriolis force implies that neglecting it is not strictly correct, it is
believed that the assumption is appropriate for the comparison of
blade-level flow with VAWTs, but comparison of thewake flow only
strictly for airfoils undergoing linear pitch/surge motion.
Rotation angle θ is defined such that θ  0 deg in the rotating
frame corresponds to maximum relative velocity Umax and α  0.
Therefore, in the lab frame,
Ut  U 0.45 U cosΩt (3)
and
αt  Δα sinΩt (4)
in which t  0 corresponds to θ  0. For all experiments, 10 cycles
of the airfoil motion were completed before data were taken to
eliminate any transient effects due to the startup of the airfoil. A
comparison of α, _α  dα∕dt, and α  d_α∕dt is shown in Fig. 3.
D. Particle Image Velocimetry System and Setup
The flow was seeded with well-mixed, neutrally buoyant, hollow,
silver-coated glass spheres approximately 100 μm in diameter,
purchased from Potters Industries. Illumination was provided by a
25 mJ DM20-527 Photonics YAG laser operated in constant
nonpulsed mode, passed through a cylindrical lens to produce a laser
sheet approximately 1 mm thick in the measurement window. Two
Photron Fastcam APS-RX CMOS cameras capable of sampling at
3000Hz at full 1024 × 1024 pixel resolution were used for image
acquisition. For all experiments, images were captured at 80 Hz with
an exposure time of 1/400 s, yielding 2047 velocity fields with a
duration of 25.6 s or 2.5 motion cycles. Eighty Hertz provided
sufficient time resolution to measure all expected flow behavior,
resolving frequency several times higher than the expected Strouhal
shedding of the airfoil at
F ∼
StUmax
th
 0.2 × 0.75
0.2 × 0.018
 4.17 Hz (5)
in which th is the thickness of the airfoil and Umax is the maximum
possible airfoil relative velocity. Furthermore, given camera storage
restrictions of N  2048 images per experiment, 80 Hz permitted
multiplemotion cycles to bemeasured in each individual experiment.
Because of the large airfoil motion in the streamwise x direction
required due to the surging motion, separate experiments were
performed in overlapping front and back fields of view. In each of
these experiments the airfoil position (xl, α) was carefully measured,
inwhich xl  xlt is the time-varying position of the leading edge of
the airfoil in the laboratory reference frame.
The composite field of view, once images from both cameras were
knit together, was 69 × 31 cm (3.5 × 1.5c) streamwise x cross stream
for the main results shown here (see also Sec. II.E for information on
observations in the streamwise/spanwise plane). The full optical
setup is shown in schematic in Fig. 4.
Vector processing was performed using LaVision DaVis 7
software with a 50% window overlap and decreasing interrogation
window of 64 pixels for the first run and 32 pixels for the final two.
Vector validationwas performed, and spurious vectorswere removed
and replaced by interpolation. The use of a 3 × 3 moving average
filter let to a spatial resolution of 5.5 × 5.5 mm (0.028 × 0.028c).
Three different methods of knitting these velocity fields were tested
to understand their effect on the flowfield. First, the merge vectors
postprocessing step within the Davis software, which reinterpolates
both results into a single x∕y grid, was used. Second, a similar
reinterpolation was performed manually in MATLAB, and finally,
bothmeasurement fields were cropped such that therewas an overlap
consisting of an integer number of interrogationwindows (as in [28]),
and thevector fieldswere reassembledwithout any interpolation. The
three methods demonstrated negligible quantitative or qualitative
differences and, as such, reinterpolation to a grid within MATLAB
was used for all following results. Because of the reinterpolation of
Fig. 2 Experimental pitch/surge apparatus installed in test section.
Table 1 Summary of the experimental conditions.
Note that the subscript in α indicates the direction of
motion, i.e., pitch up + and down -
Parameter Value
Mean chord Reynolds number Rec 105
Pitch range −30 deg ≤ α ≤ 30 deg
Surge range Umax−UminU  0.9
Pitch/surge frequency Ω  0.6 rad ⋅ s−1
Reduced frequency k  0.12
Rossby number Ro  0
Fig. 3 Airfoil angle of attack and rate of change variation with turbine
position over one pitch/surge cycle.
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the velocity fields, there was no measurable impact on the vorticity at
the seam between the two cameras.
E. Three-Dimensional Effects
To determine the effect of aspect ratio and three-dimensionality in
the flow, PIV experiments were performed in the streamwise/
spanwise plane. In this setup, the PIV cameras are aligned above the
laser head, and the laser passes through the bottom of the test section
parallel to the airfoil.
Experiments performed at static angles of attack and with the base
airfoil AR  2.3, Rec 105, as well as an airfoil with c100  c∕2 
100 mm (AR  4.6), determined that only minimal spanwise
velocities were present at the X-Y measurement plane, and that
effects from the free surface did not extend to the X-Z measurement
plane. More detail is available in [36].
F. Data Sets
Two different data sets described next were considered here. In all
cases, data are only presented on the top surface of the airfoil, because
the shadow of the airfoil prevents PIV vector calculation on the
bottom surface.
Fifteen experiments, performed in both the front and back fields of
view and with measured leading-edge position xl within 1% and
angle of attack α within 0.5 deg of desired position, were ensemble
averaged together based on the phase of the airfoil motion. After
knitting together the images from the two cameras, this data set
formed a near-complete picture of the averaged flow for 2.5 periods
of the pitch/surge motion. Once rotated into the airfoil reference
frame, with the leading edge at the origin and positive x in the
upstream direction, the velocity fields also captured the flow over the
leading edge of the airfoil for its entire cycle (see Fig. 5).
Instantaneous observations of the velocity field were also
investigated using single experiments performed in both the front and
back fields of view to identify behavior not directly linked to the
motion of the airfoil, and therefore averaged out by the phase-
averaging process. These data sets are presented individually in the
laboratory frame.
G. Analysis Techniques
1. Vortex Identification
The Γ1 and Γ2 criteria developed in [37] were used to identify
vortices in the flowfield. These methods calculate a vortex center and
core location, respectively, based on the velocity field, avoiding
numerical derivatives as required for methods based on the velocity
gradient tensor such as theQ, λ2, or λci criteria [38], thusmaking them
less sensitive to numerical noise. Γ1 and Γ2 at a point P within
boundary S are given by
Γ1P 
1
S
Z
M∈S
PM × UM · z
kPMk · kUMk
dS  1
S
Z
S
sinθM dS (6)
Γ2P 
1
S
Z
M∈S
PM × UM − UP · z
kPMk · kUM − UPk
dS (7)
in which S is the area around P, andM lies on S. PM is the radius
vector from P toM, UM is the velocity at pointM, θM is the angle
between PM andUM,UP is the local convection velocity at P, and z
is the unit vector in the spanwise direction.
A circular stencil with a radius of three grid cells was generated
with MATLAB and summed to approximate the integrals in Eqs. (6)
and (7). A small change to the radius had little effect on the results;
however, if too large a stencil was chosen, vortices were missed or
smeared together. If too small a value was chosen, single vortices
could be split up into two, and the results were sensitive to noise.Γ1 is
non-Galilean invariant (though Γ2 is) [37], and thus the freestream
velocity relative to the airfoil U was subtracted from the flowfield at
each time step before the Γ criteria were used to perform vortex
identification in the reference frame of the airfoil. A threshold of
Γ1 ≥ 0.7 was chosen for each data set to indicate the existence of a
vortex, and Γ2  2∕π indicates the boundary where rotation is
Fig. 4 Schematic of PIV setup used for streamwise/cross-streammeasurements (not to scale): a) View from above test section, flow from top to bottom;
b) side view, flow from left to right.
Fig. 5 Field of view in the airfoil-fixed frame. Time is extruded in the z
direction to show entire time series in one image. White lines show how
field of view moves in the airfoil-fixed frame. Flow is from left to right.
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stronger than shear [37]. Avortex was only considered to exist if both
criteria are met (i.e., Γ1 ≥ 0.7 somewhere within the region where
Γ2 ≥ 2∕π). The choice of Γ1  0.7 yielded the best results over the
broad range of data chosen, striking a balance between an overly
sensitive metric (low Γ1) that identified vortices from noise and too
restrictive a metric that caused no vortices to be identified. Requiring
both metrics resulted in a strict vortex measure to ensure that no
spurious vortices were used for calculation. In some cases, however,
this caused vortices to not appear in a given time step and as such
appears as occasional data drop outs in the results presented here.
Henceforth, the location of the vortex is given by the location of
the maximum of Γ1. Integral quantities, such as vortex size and
circulation, are calculated within the Γ2 ≥ 2∕π boundary. A three-
dimensional connectedness algorithm was implemented in
MATLAB, using the bwlabeln command, to track vortices in time,
which, depending on the data set, identified between 100 and 500
vortices, with significantly fewer appearing in the phase-averaged
data. The circulation μΓ within the vortex boundary Γ2 > 2∕π was
calculated using the Stokes theorem.
In these flows, a leading-edge vortex is expected to appear during
the positive, pitch-up portion of the airfoil motion cycle (α ≥ 0). As
discussed in Sec. I, this vortex is expected to include a significant
portion of the total circulation and be coherent in time up until it is
shed from the airfoil. Thus, the LEVwas identified as the vortex with
the largest integrated circulation over the pitch-up period. This
method is robust for both phase-averaged results and individual data
sets because the vortex is strong and long lasting in time.
2. Dynamic Mode Decomposition
An identical implementation of the dynamic mode decomposition
(DMD) [39] to that used in [4] was employed here to pick out modes
with strong dynamic significance, to calculate low-order models of
the flow, and, as a Fourier filter, to analyze frequency content. DMD
decomposes a sequence of experimental flow snapshots into single-
frequencymodal structures by approximating the Koopman operator
of the underlying dynamic system. This type of spectral method is
ideal for this type of flow because the input signal (i.e., the blade
motion) is sinusoidal with a single frequency and as such can be
identified using a single-frequency mode. Furthermore, coupled
modes at harmonic frequencies are also identified by the analysis.
Finally, by separating out the frequencies associatedwith the periodic
motion, behavior of the flow caused directly from the motion can be
decoupled from other physical phenomena. As such, the dynamic
mode decomposition can be used not only to reduce the order of the
base flow model, but also to directly investigate the physics inherent
in dynamic stall.
The full time sequence of 2.5 periods is used to achieve optimal
convergence of theDMDmodes (it is known that theDMDalgorithm
is insensitive to noninteger numbers of periods [40] and avoids
spectral leakage by directly fitting complex exponentials to the data
sequence ). Single-frequency DMD modesΦj  Uyj are identified,
in whichU consists of the right singular vectors of the time sequence
of the velocity fields V, separated by timestep Δt, and the yj are the
eigenvectors of the mapping between time steps S, expressed in the
basis U; μj are the eigenvalues of S, such that a complex, temporal
growth rate for each dynamic mode can be defined as λj 
logμj∕Δt. Then the frequency and growth rate of each mode are
given by Imλ  λi and Reλ  λr > 0, respectively.
III. Results
In what follows, the results are presented in terms of individual
timescales associated with the blade motion and associated flow
phenomena.
A. Timescale I: Pitch/Surge Period
The first timescale in this flow is fixed by the period of rotation of
the turbine 1∕Ω, which, along with the turbine geometry, set the
reduced frequency of the equivalent pitch/surge motion considered
here as k  0.12. A detailed analysis of the flow development, and
the dynamic stall behavior was described in Dunne andMcKeon [4],
but key details for the timescale analysis are repeated here. An
isocontour of the spanwise vorticity colored by the velocity magni-
tude (scaled by the maximum velocity) of the phase-averaged
velocity field is shown in Fig. 6 in which time is extruded along the z
axis for two periods of the airfoil motion. The period begins at pointA
(θ  0 deg), with maximum freestream velocity (maximum surge)
and zero angle of attack. At this point, the flow is fully attached to the
airfoil. As the airfoil pitches up and decelerates, the flow separates
at point B (α ∼ 25 deg), well beyond the static stall point of
αss ∼ 11 deg, forming a separated shear layer indicated by the
vorticity isocontour lifting away from the airfoil. The airfoil pitches
down to point C near α−  0 when the flow reattaches to the airfoil.
From C to A’, at the start of the downward part of the pitching cycle,
the airfoil is at negative angle of attack, the flow is fully attached, and
the vorticity indicates the shear due to the no-slip condition on the
pressure side of the airfoil surface.
Performing dynamic mode decomposition on this phase-averaged
velocity field (as described in Sec. II.G.2) on a smaller grid around the
leading edge of the airfoil yields a strongmean and complex conjugate
modes, with frequencies one and two times the pitch/surge frequency
Ω. Figure 7 shows a comparison of the full flowfield (left) and a
reconstruction of the flow using these five modes (right), demon-
strating qualitative agreement in the average flow development (at low
frequency) between themodel and full flowfield. Themodes identified
using this decomposition represent a primary and secondary separation
mode that, combined,model the physics of the flow, including leading-
edge vortex formation. Their relationship determines the phase in the
airfoil motion where separation and reattachment take place. Because
thesemechanisms are directly linked to the period of the airfoilmotion,
they show that the averaged flowfield is determined by this first
timescale. LEV separation and stall, however, occur before the change
in direction at the maximum angle of attack, and thus an additional
physical mechanism, beyond the pitching/surging motion, determines
the modal phase relationship that results in the exact point of dynamic
stall. See Dunne andMcKeon [4], for more detail on themodel and the
evolution of the phase-averaged flowfield.
B. Timescale II: Leading-Edge Vortex Formation
To investigate the timescale of the development of the leading-
edge vortex in detail, the Γ1 and Γ2 vortex tracking method described
in Sec. II.G.1 was implemented on the phase-averaged pitch/surge
data set from Sec. III.A. The circulation uΓ normalized by U and c,
equivalent diameter (Deq 

4A∕π
p
), and xv and yv location of the
leading-edge vortex is plotted for half a pitch-up/pitch-down period
(α ≥ 0) in Fig. 8, where A is the area of the vortex. Four distinct
regimes of leading-edge vortex growth are apparent from these plots,
separated by black lines at points A, B, C,Φ, andΨ, which are shown
relative to the phase of the pitch/surge motion in Fig. 9. Points A, B,
and C correspond to α  0 deg, separation, and reattachment, as in
Sec. III.A and Fig. 6. Refer to Fig. 3 for the pitch velocity and
Fig. 6 Vorticity isocontour colored by scaled velocity magnitude
(

u2  v2
p
∕max

u2  v2
p
). Two periods shown. Arrows indicate
incoming angle of attack variation; A, A’ at α  0, B at separation
location, C at reattachment.
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acceleration during these regimes. Changes in the LEV structure
characterized by the Γ2  2.2∕π isocontour (Fig. 10) correspond to
the same regimes identified in Fig. 8. Locations in Fig. 10 where no
vortex contour is shown (most notably near points B and Φ) occur
when the strict criteria of both Γ2 < 2∕π and Γ1 ≥ 0.7 are not met.
1. Attached Flow Regime
Between points A and Φ, the flow is fully attached to the airfoil
surface. The Γ criteria pick up streamline curvature due to the shape
of the airfoil surface, suggesting that the flow is behaving quasi
statically and no LEV is present. In this regime, the location of
maximum Γ1, indicating the center of the rotational flow, remains at
yv ∼ 0.18c, or approximately one airfoil thickness from the chord
line. The core of this rotational region is seen to move forward in x as
the flow is rotated more and more strongly at the leading edge. The
circulation and diameter of this region initially increase together as
more andmore rotation occurs at the surface of the airfoil to maintain
attached flow at increasing angle of attack. As the airfoil passes
α  10 deg, however, the size and strength of this region decrease as
flow rotation at the leading edge begins to dominate.
Fig. 7 Isocontour of vorticity (colored by scaled velocity magnitude) of (left) data and(right) five mode DMD reconstruction for one pitch/surge cycle.
Reconstruction captures primary behavior of flow after Dunne and McKeon 2015 [4].
Fig. 8 Leading-edge vortex a) circulation, b) diameter, c–d) and position over half a pitch-up/down cycle α ≥ 0.
Fig. 9 Location of points A-A’ from Fig. 6 in pitch/surge cycle: (top)
angle of attack α; (bottom) Reynolds number.
Fig. 10 Γ2  2.2∕π contour of identified leading-edge vortex colored by
vorticity. Positive angle of attack half of pitch/surge period shown. Time
shown increasing from right to left to provide best angle to view vortex
structure.
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2. Leading-Edge Vortex Development
At α ∼ 15 deg, point Φ, the leading-edge vortex begins to
dominate the rotation of the flow around the airfoil and is identified
by the Γ criteria. This vortex can be seen from above in Fig. 10
between points Φ and B. In this regime, the core of this vortex
remains in a constant position within 5% of the leading edge in x and
about 0.2–0.25c above the airfoil centerline in y. Initially, the vortex
is nearly circular just above the leading edge, as seen at α  19 deg
in Fig. 11. In this regime, the strong, nearly circular core that contains
most of the vorticity remains at the leading edge. As time progresses,
however, the vortex includes the flow that rotates around the airfoil
behind this corewithweaker vorticity. This can be seen from above as
the blue structure growing toward the trailing edge in Fig. 10. In this
region, the leading-edge vortex circulation uΓ and equivalent
diameter grow linearly as more and more vorticity is entrained in the
LEV (Figs. 8a and 8b) and the weaker rotational layer behind the
LEV grows toward the trailing edge.
3. Leading-Edge Vortex Detachment
At point B, the strong circular core of vorticity at the leading edge
that characterizes the LEV in the development regime begins to
extend backward toward the trailing edge. This results in a strong
vorticity signature appearing in the Γ2  2.2∕π isocontour behind
the leading edge (Fig. 10). This corresponds to the center of the vortex
beginning to move toward the trailing edge and up away from the
airfoil in the y direction (Figs. 8c and 8d). This rearwardmotion of the
LEV toward the trailing edge indicates moment stall, as defined by
Carr et al. [13]. Because the vortex has begun to move back at this
point and is no longer attached to the leading edge of the airfoil, point
B is defined as the time when the leading-edge vortex detaches from
the airfoil, as defined with respect to Figs. 8c and 8d.
After the vortex has shed, the diameter continues to grow at the
same rate as during LEV formation (Fig. 8b); however, the rate of
circulation growth increases rapidly as the vortex convects along the
shear layer (Fig. 8a). This apparent increase in circulation is observed
because, after the LEV is shed, the Γ2 ≥ 2.2∕π includes the vortex as
well as the developing separated shear layer behind it, likely a
consequence of the choice of the Γ1 and Γ2 diagnostics. As pointed
out by one of the reviewers, this observation raises the question of the
exact relationship between LEV detachment and separation from the
airfoil. The present experiments traded resolution close to the airfoil
surface for a frame of reference that captured the airfoil-centered flow
over the whole pitch/surge cycle and as such are insufficiently
resolved to add nuance to this discussion, however, it is an important
topic of future work. This increase in total circulation likely
corresponds to the continuing lift increase as the LEV convects over
the airfoil surface before lift stall, as defined by Carr et al. [13]. The
LEV separation regime ends when the center of the vortex reaches
xv  0.5c (Fig. 8c) and the vortex extends all the way back to the
trailing edge at point Ψ.
4. Stalled Flow
Finally, afterΨ, the leading-edge vortex structure leaves the airfoil
behind, followed by the trailing-edge vortex as shown by Rival et al.
[17]. At this point, the circulation of the vortex is no longer bound to
the airfoil and lift stall occurs [13]. After lift stall, the flow is fully
separated, and the Γ criteria pick up vortices in the separated shear
layer. As such, the isocontour in Fig. 10 no longer shows a single
coherent vortex but instead appears rough, indicating multiple
smaller vortices. As the LEV convects away from the airfoil and
decays, circulation plateaus and eventually drops, whereas the size of
the rotational region increases to include large portions of the
separated shear layer.
5. Non-Phase-Averaged Results
A comparison of the phase-averaged data with that of a single
measurement in the front field of view, during vortex development,
and after vortex shedding (Fig. 12) shows similar general behavior,
but smaller structure in the instantaneousmeasurement that is removed
with phase averaging. This effect is similar to the measurements
performed by Simão Ferreira et al. [32] who found smaller vortical
structures in the instantaneous measurements, within the phase-
averaged LEV contour. Their results found very slightly (∼5%)
stronger LEV circulationvalues in the instantaneousmeasurement due
to small amounts of negative vorticity being included in the phase-
averaged LEV contour. These slight differences, however, do not
change the results or conclusions presented in this section.
6. Vortex Formation Time
The development of the leading-edge vortex can be further studied
by considering the variation of the vortex circulation with time. The
circulation of the LEV from α  0 deg through separation at pointΨ
from Fig. 8 is plotted against the airfoil convective timescale
T^ 
Z
T
0
Ut
c
dt
in Fig. 13, in which Ut is the time-dependent freestream velocity
relative to the airfoil. The LEV development phase betweenΦ and B
occurs in T^ ∼ 4. This is consistent with the universal vortex formation
time of Gharib et al. [25], with unsteady conditions as developed by
Dabiri and Gharib [26]. This result suggests that, at such low reduced
frequencies (k  0.12), the vortex formation is dominated by quasi-
steady dynamics and the vortex is able to grow to its maximum
strength before convecting downstream at moment stall. Further-
more, during this regime, the rotational velocity of the airfoil _α is
small (and decreasing as it approaches maximum angle of attack),
suggesting that the flow development during vortex formation is not
strongly affected by the increasing angle of attack. As such, the
leading-edge vortex development and shedding that leads to dynamic
stall are dominated by the optimal vortex formation time. Therefore,
although LEV formation is linked to the motion of the airfoil and
appears in the phase-averaged results, the timescale responsible for
the phase at which the LEV develops and sheds, and thus the phase
between the separation modes Sec. III.A, is associated with vortex
formation, whereas the beginning of the vortex formation (i.e., point
Φ) is determined by the airfoil kinematics (angle of attack and
frequency) as it appears in the phase-averaged results. This result is
consistent with experiments byRival et al. [17] on plunging airfoils at
slightly higher reduced frequencies.
C. Timescale III: Quasi-Periodic Vortex Shedding
The phase-averaged flowfields presented in Secs. III.A and III.B
provide insight into the flow structure associated with the frequency
of the airfoil motion.However, flow phenomena not directly linked to
the airfoil motion will be smeared out due to the phase-averaging
process. To investigate these flow features, additional analysis of the
flowfield from a single experiment that measures the instantaneous
flow development was performed.
In the phase-averaged realization of the flow (as seen in the left-
hand panels of Fig. 12), there is some vorticity shed behind the
trailing edge, but no coherent periodic shedding can be observed at
either angle of attack. In the instantaneousmeasurements (right-hand
panels of Figs. 12 and 14), counterclockwise vortices are clear and
Fig. 11 Overlay of vorticity isocontours with velocity vectors at a time
corresponding to near the beginning of LEV formation (α  19 deg) in
an airfoil-centered frame .TheΓ2  2∕π contour is outlined inwhite near
the leading-edge of the airfoil.
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evenly spaced behind the trailing edge, indicating periodic vortex
shedding at both angles of attack. At the higher angle of attack of
α  19 deg, the shed vortices appear somewhat stronger than at
α  9 deg. The spacing between vortices is similar at both angles of
attack, and in both cases, there is some spatial delay behind the
trailing edge before coherent shed vortices can be observed.
The circulation uΓ was calculated for all vortices behind the
trailing edge during the pitch-up process (0 ≤ α ≤ 30 deg) using
the Stokes theorem and integrating the vorticity within the Γ2  2∕π
contour. Average circulation of these trailing-edge vortices is
UΓ∕ Uc  0.015;−0.008 for counterclockwise and clockwise
vortices, respectively. This suggests that they are individually
approximately 10 times weaker than the LEV, associated with
dynamic stall discussed in Sec. III.B, and that the counterclockwise
vortices are approximately twice as strong as the clockwise ones.
This dichotomy between the strength of positive and negative
vortices is likely caused by the increased counterclockwise shear
imposed on the flow by the downward motion of the airfoil trailing
edge during pitch up.
To identify the dominant timescales in the trailing-edge shedding,
the dynamicmode decomposition (Sec. II.G.2) was performed on the
entire time history from the instantaneous data set in the aft field of
view. TheDMD spectrum is plotted in Fig. 15. There is a strong time-
constant mode with zero growth rate and frequency, as well as a
cluster of strong modes around the pitch/surge frequency to account
for the phase-averaged flow consistent with the first timescale
(Sec. III.A) and similar to the results of Dunne and McKeon [4]. In
addition to thesemodes, however, there aremultiplemodeswith large
spatial amplitude at high frequency and/or a slow decay rate.
Therefore, it can be observed that there is broadband frequency
content for the entire pitch/surge cycle, and it is more difficult to
select relevant single modes. Instead, a filter was used to select all
modes within a frequency band, to investigate structure associated
with a range of temporal frequencies.
Plotting all modes in the range of 31.6 ≤ F∕Ω < 126.3with half
the contour level of Fig. 14 in Fig. 16 demonstrates similar shedding
behavior as observed in Fig. 14, with periodic structure convecting
Fig. 12 Vorticity contours from (left) phase-averaged realization and (right) instantaneous from the front field of view. Red and blue contours indicate
positive and negative vorticity, respectively. The green area indicates the PIV laser shadow.
Fig. 13 Variation of LEV circulation with vortex formation time. LEV
development occurs over 3.25 ≤ T^ ≤ 7.25. Fig. 14 Vorticity contour plots, with velocity vector fields from
instantaneous data set in aft field of view for (top) α  9 deg and
(bottom) 19 deg. Shed vortices clear behind trailing edge.
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downstream behind the airfoil trailing edge. This frequency band
includes alternating vortices with equal strengths in clockwise and
counterclockwise rotation directions (negative and positive vorticity,
respectively). Including frequencies down to the pitch/surge fre-
quency F  Ω reproduces the attenuation of the negative vorticity
seen in Fig. 14. This demonstrates that the periodic motion of the
trailing edge at the pitch/surge frequency adds positive vorticity to the
wake, destructively interfering with the clockwise vortices, as is
expected due to the motion of the trailing edge. Including higher
frequency modes, up to the Nyquist frequency of F  421Ω, had no
effect on the observation of the vortex shedding. Using this range
selectsmodeswith frequencies between 5 and 20 times faster than the
airfoil motion, significantly above the range shown to capture the
phase-averaged flow presented in Secs. III.A and III.B.
Immediately behind the airfoil 0.5 ≤ x ≤ 1.5c, thevorticity seen in
Fig. 16 is less distinct and does not indicate clear, coherent vortices.
Further downstream, however, coherent roughly circular vortices
with alternating senses of direction are observed. This suggests that
vortices are shed at the trailing edge, but are obscured by other
behavior, and have not fully developed immediately at the trailing
edge. Therefore, they are observed after they have convected
somewhat downstream. Decomposing the modes further into single
Hertz bands shows that the majority of this vortex shedding is
contained between F  63.2Ω and 115.8Ω plotted at α  9 and
19 deg (at half the contour level of Fig. 16) in Fig. 17.
In Fig. 18, isocontours of positive (red) and negative (blue)
vorticity behind the trailing edge, within the frequency band 15.8 ≤
F∕Ω < 100 extruded over time for 0 ≤ α ≤ 30 deg, are shown to
demonstrate vortex shedding for the quarter of the period with
positive angle of attack during pitch up. Points A and B correspond to
θ  0 deg and separation as in Figs. 6 and 10. From point χ to
separation at B, clear periodic vortex shedding can be observed by the
diagonal red and blue structures that indicate shed vortices that
convect with the freestream. Similar to the results seen in Fig. 16, the
vorticity directly behind the airfoil in this region is less consistent,
because some distance is required before the shed vortices appear as
individual structures. Before point χ and after point B, vorticity
content in this frequency band can be seen extending much further
from the airfoil in the y direction and not solely located at the trailing-
edge position. This vorticity is produced by the separated flow over
the airfoil, before reattachment at A and after separation at B, and is
neither consistent nor periodic in this region.
To nondimensionalize the frequency to form a Strouhal number
St  FL∕V, the instantaneous velocityV  Ut  U − dxl∕dt
was used, inwhich U is the freestreamvelocity and dxl∕dt is the surge
velocity of the airfoil. Airfoil thickness is the relevant cross-stream
distance for attached flow and was chosen as the length scale L, in
agreementwithKoochesfahani [11] and Jung andPark [12]. Using an
approximate frequency for both angles of attack (α  9 and 19 deg)
of F  68.4Ω results in Strouhal numbers of St9 deg  0.38 and
St18 deg  0.35, respectively. This is invery good agreement with the
results of Koochesfahani [11], who found a natural frequency of
airfoils oscillating at k < 1 of Stth  0.33, and Jung and Park [12]
with Stth ≈ 0.3 for k  0.1–0.4 around α  3 deg. This scaling is
further supported by an apparent decrease in frequency between
α  9 and 19 deg corresponding to decreasing freestream velocity.
These results suggest that, during the attached flow regime from
reattachment at α ∼ 0 deg to leading-edge vortex development and
separation at α ∼ 25 deg, the flow behind the trailing edge is
characterized by classical Strouhal vortex shedding.
IV. Discussion
Three flow phenomena, with distinct causes and related
timescales, were analyzed in the flow over blades undergoing a
pitch/surge motion as a model for VAWT blades. First, the dynamic
stall that appears in the phase-averaged results and can be modeled
using only the first two harmonics of the pitch/surge frequency.
Leading-edge vortex shedding and flow separation were shown to
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Fig. 15 DMDmode spectrum from the instantaneous data set in the aft
field of view; λr and λi modal growth rate and frequency, respectively,
and scaled by pitch/surge frequency Ω . Point size determined by the
relative spatial amplitude of themode.Right-handpanel is a closeup view
of the left-hand one in the range −20 ≤ λi∕Ω ≤ 20.
Fig. 16 Vorticity contour plot of the DMDmodes between F∕Ω  31.6
and 126.3 at α  19 deg.
Fig. 17 Vorticity contour plots at half the contour level of Fig. 16 of
DMD modes between F∕Ω  63.2–73.7: (top) α  9 deg; (bottom)
α  19 deg.
Fig. 18 Vorticity isocontour of DMD modes with frequencies between
15.8 ≤ F∕Ω ≤ 105.3 over the pitch-up cycle 0 ≤ α ≤ 30 deg.
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occur before maximum angle of attack, suggesting a second
timescale that controls the separation process. The development of
the leading-edge vortex was shown to follow the optimal vortex
formation timescale [25,41], related to the airfoil chord and
instantaneous freestream velocity, which determined the point in the
motion period that the LEV was shed and subsequent stall occurred.
Finally, periodic vortex shedding from the trailing edge was found in
the instantaneous measurements during attached flow. This vortex
shedding occurs at the natural shedding frequency of the airfoil,
dominated by the freestream velocity and airfoil thickness, and is
disconnected from the dynamic stall process. These effects span
nearly two orders of magnitude of frequency between the pitch/surge
frequency Ω and a shedding frequency of F	 ≈ 68Ω, corresponding
to a Strouhal number of St ≈ 0.35.
A schematic of the development of various observed flow
phenomena between 0 ≤ α ≤ 30 deg is shown in Figs. 19 and 20.
The location of each overlapping regime in the time extruded frame is
shown in Fig. 19. The phase-averaged spanwise vorticity (colored by
velocity magnitude) and the 1.5–9.5 Hz DMD modes behind the
trailing edge (red and blue contours behind the airfoil) are shown in
Fig. 20a, whereas Fig. 20b plots the Γ2  2.2∕π contour indicating
the leading-edge vortex development.
From this figure, the interplay between each timescale and related
physical phenomenon can be observed. Initially, between A and ϕ,
the vorticity and Γ2 criterion show fully attached flow, and periodic
vortex shedding from the trailing edge is clear and uninterrupted. In
this region, the pitch/surge motion timescale and the periodic vortex
shedding timescale are important, but acting somewhat independ-
ently, with vortex shedding occurring at high frequency at the trailing
edge and the airfoil motion determining the evolution of the
boundary layer.
In the LEV formation period from point Φ to point B, the vortex
formation timescale begins to take over and dominate the phase-
averaged-flow physics. As the leading-edge vortex develops and
grows toward the trailing edge (Fig. 20b), trailing-edge shedding is
disrupted. Finally, at point B, the LEV sheds from the leading edge as
expected by optimal vortex formation theory. At this point, the Γ2
criterion in Fig. 20b indicates a large vortex moving downstream,
weakening to the point that it is no longer captured by the vorticity
isocontour level, which shows large-scale flow separation. As the
LEV convects downstream, it couples with the production of a large
trailing-edge vortex, and the physics leading to Strouhal vortex
shedding based on the airfoil thickness is no longer dominant. The
wake is characterized by broadband frequency content. After pointΨ,
the flow is fully separated and neither the periodic Strouhal shedding
nor the vortex formation timescales are in effect, and as such, the
reattachment process linked to the period of the airfoil motion is the
relevant timescale. Note that point C corresponds to α−  0 deg.
The multiple physical phenomena and associated timescales
developed in this paper and shown in Fig. 20 are wrapped back into
the rotating VAWT frame in Fig. 21. This simple schematic
demonstrates the influence of dynamic stall for approximately the
first two-thirds of the upstream cycle, separation for the final third,
and trailing-edge shedding beginning at θ  0 deg with LEV
development during the maximum upstream position. This figure
effectively wraps the flow regimes illustrated in the time-extruded
frame in Fig. 19 into the VAWT frame. It is clear from this schematic
that vortex shedding associatedwith the third timescale (Sec. III.C) is
in effect while the blade is advancing. As such, there will be high-
frequency forcing on this half of the turbine as well as potential
interaction of the small-scale vortical wake with the turbine structure
associated with the following blades. The leading-edge vortex
development associated with the second vortex formation timescale
is in effect near the maximum upstream position of the blade.
Furthermore, the end of this regime associated with LEV and TEV
shedding from the airfoil continues significantly past θ  90 deg,
placing the shed structure in the correct position to convect
downstream adjacent to the receding blade, as shown earlier and in
good agreement with the computations of Tsai and Colonius [23].
Fig. 19 Schematic of the time extrusion (increasing time from right to
left) for 0 ≤ α ≤ 30 deg demonstrating the regions in which each
timescale effects the flow. A corresponds to α  0 deg and C
corresponds to α−  0 deg. White lines correspond to each location A,
B, C,Φ, and Ψ in extruded time.
Fig. 20 Time extrusion for 0 ≤ α ≤ 30 deg: (top) phase-averaged
spanwise vorticity (colored by velocity magnitude) and trailing-edge
vortex shedding determined fromDMD in the range 15.8 ≤ F∕Ω < 105.3
(alternating red and blue contours behind the airfoil); (bottom) Γ2 
2.2∕π contour shows LEV development in relation to the trailing-edge
shedding. Trailing-edge vortex shedding has been rotated to align with
the airfoil for clarity. Time increases from right to left.
Fig. 21 Dynamic stall regimes from Fig. 19 in VAWT frame: Dynamic
stall development (green), trailing-edge vortex shedding (magenta),
leading-edge vortex development (red), and separated flow (blue) (color
in online).
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Finally, the reattachment and fully separated flow appear in the final
third of the upstream half of the turbine cycle (120 ≤ θ < 180 deg).
This regime is characterized by broadband shedding from the stalled
airfoil. In addition, the reattachment behavior associated with the
pitch/surge frequency is characterized by the two dynamic separation
modes at the first two harmonics of the pitch/surge frequency and
therefore linked to the timescale of the pitch/surge motion.
Referring to Fig. 3, we can relate the rotational velocity _α and
acceleration α to the flow phenomena. During the vortex shedding
regime (magenta in Fig. 21), the angle of attack is increasing,
however, the rate of change is decreasing. Because of this motion, in
the linear frame the trailing edge is moving downward relative to the
freestream (at decreasing velocity), likely resulting in a decrease in
clockwise vorticity in the shed vortices as discussed in Sec. III.C. In
the rotating turbine frame, this motion of the trailing edge, caused by
the pitch, would not be apparent, and therefore the circulation would
be more similar between clockwise and counterclockwise vortices.
During vortex development (red in Fig. 21), the rotational velocity is
small and decreasing as the airfoil approaches maximum angle of
attack, however, the rotational acceleration of the airfoil is strongly
negative as it slows before pitch down. In this regime, the effect of the
airfoil motion is minimal, but instead the LEV is entraining vorticity
similar to an airfoil at a fixed angle of attack, as the flow is forced to
rotate around the leading edge. In the dynamic stall development
regime (green in Fig. 21), the airfoil is initially at zero angle of attack,
with rotational velocity that slows down to a near stop when the flow
stalls fully before maximum α. During the separated flow regime, the
airfoil is pitching back down (negative _α) and the trailing edge is
accelerating back into the separated region behind the airfoil until
flow reattachment at α−  0 deg.
V. Conclusions
In this paper, the phase-averaged and instantaneous data sets on the
combined pitching and surging airfoil are investigated in detail to
determine the timescales associated with the flow structures apparent
on VAWT blades. The first of these timescales is determined by the
frequency of the pitch/surge motion, which sets the base periodicity
of the flow, as well as determining the angle of attack at every point.
The flowfieldwas shown to fully separate before themaximum angle
of attack and the corresponding change in pitch direction. Therefore,
whereas the dynamic stall process is described by the relationship
between the primary and secondary separation modes, the relative
phase of these two modes that determines the point of separation is
controlled by another timescale. Identifying and tracking the leading-
edge vortex in the full flowfield demonstrated that the leading-edge
vortex was allowed to fully saturate and convect away from the
airfoil, initiating separation from the leading edge and corresponding
to lift stall [13]. Temporal analysis of the development of this LEV
showed that the formation of the vortex took approximately four
airfoil convection times, corresponding to the “optimal” formation
time [25,41]. This result indicates that vortex formation is the second
dominant timescale. It is associated with the airfoil convection time
and vortex formation and determines the point of flow separation.
The partial independence of these two timescales has implications for
the design and modeling of vertical axis wind turbine systems,
suggesting that, if the LEV formation process can be altered by, for
example, delaying the start of formation, the LEV could be forced to
saturate and shed exactly at themaximum angle of attack, resulting in
maximum propulsive efficiency of the blade [17], or the stall point
could be tailored to occur such that the shed LEV has little effect on
the turbine structure and other blades.
Analysis of the instantaneous data set confirmed the existence of
periodic vortex shedding from the trailing edge before flow
separation. This periodic shedding is removed by the phase-averaged
data set, suggesting that it is governed by fundamentally different
physics. Converting the flow into frequency space with the dynamic
mode decomposition permitted the physics of this periodic shedding
to be probed. The vortex shedding was shown to occur with a
timescale related to the natural Strouhal frequency of the airfoil,
based on the thickness, the appropriate cross-stream dimension
during attached flow. This periodic shedding is shown to develop
relatively independently of the airfoil motion, until the effect of the
leading-edge vortex dominates and the flow eventually separates
when the periodic shedding breaks down. The only direct influence
of the airfoil motion on the shedding is the attenuation of clockwise
vorticity in the wake, due to the additional counterclockwise
circulation added due to the pitching motion of the airfoil. From this
analysis, three timescales spanning two orders of magnitude of
frequencywere identified, and their interaction and effect on the flow
over the pitching and surging wing were characterized.
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