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Abstract
The Nihewan Basin, northern China, is a key region to study Quaternary paleoenvironmental,
paleontological and Paleolithic histories in East Asia. Previous studies showed that this basin was covered
by a lake (i.e., the Nihewan Paleolake) during the Early and Middle Pleistocene. This lake was drained by
a river (i.e., the Sanggan River) during the late Middle Pleistocene. The lake and river have deposited
thick sequences of fluvial-lacustrine deposits, containing rich assemblages of mammalian fossils and
stone artefacts. Although many studies have been carried out in this basin for decades, some critical
questions remain unanswered, among which three of them form the focus of this thesis: 1) when, how and
why did the Nihewan Paleolake disappear; 2) when did the terraces of the Sanggan River form; 3) what is
the relationship between human occupation and environmental change in the Nihewan Basin.
Addressing the above questions rely on of the establishment of firm chronological control for the
middle and late Quaternary sediments in the basin. So the overarching aim of this thesis is to develop a
robust chronological framework for the mid-to-late Pleistocene geomorphological evolution of the basin.
A series of newly developed luminescence dating techniques were used to date the sediments associated
with lake-level history of the Nihewan Paleolake, human occupation, and the terraces of the Sanggan
River. The suitability of luminescence dating on quartz and potassium-rich feldspar (K-feldspar) from this
region were investigated; this includes studies of the thermal stability of the optically stimulated
luminescence (OSL) signals from quartz, residual and anomalous fading of the post-infrared infrared
stimulated luminescence (pIRIR) from K-feldspar, and standardised growth curve of K-feldspar using
single aliquots, multiple aliquots and single grains. The performance tests and comparison with
independent age controls suggest that quartz OSL is unstable and cannot be used for dating the sediments
from this region, whereas K-feldspar pIRIR signals are stable and can provide robust age estimates for
samples deposited up to ~780 thousand years ago (ka).
To develop a chronological framework for the history of the Nihewan Basin, sediments from 12
lacustrine sections in the east of the Nihewan Basin were measured by both the single-grain and singlealiquot pIRIR procedure on K-feldspar. Our dating results revealed four periods of high lake levels at
520–551, 411–430, 298–338 and ~168 ka, respectively. Twelve fluvial sections from three Sanggan River
terraces (T3, T2 and T1) were identified according to the field investigation, and the single-grain pIRIR
dating result for these sediments indicates that the formation ages of three terraces are 124–151, 25–9 and
last 2 ka, respectively. The last high lake level at 168 ka and the oldest fluvial terrace at 151 ka suggests
that the Nihewan Paleolake was drained between 151 and 168 ka. Combining the chronology framework
with the geomorphological and paleoclimate information in the Nihewan Basin, tectonic movement is
most likely the primary factor affecting the demise of the Nihewan Paleolake. By summarizing the
published locations of the archaeological sites, we suggest that the hominis settled on the eastern edge of
the Nihewan Basin when the paleolake existed. After the demise of the Nihewan Paleolake, they settled
near the Sanggan River and spread to the whole basin.
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Chapter 1 Introduction
1.1 Background of the Nihewan Basin
The Nihewan Basin, located about 150 km west of Beijing (Fig. 1.1), is a graben basin within the
Fen-Wei Graben. It encompasses the Datong, Yangyuan and Yuxian sub-basins (Fig. 1.2a), all three of
which had been covered by a large paleolake – the so-called ‘Nihewan Paleolake’. This basin
encompasses a region extending from about 39 o00’ to 40o20’N and 112o15’ to 115o10’E, amounting to a
total area of ~9,000 km2 (Yuan et al., 2011).

1.1.1 Geological and geomorphological background
The Nihewan Basin is characterized by a large-scale lowland valley (22–50 km wide)
surrounded by mountains 1800–1900 m above sea level (asl) in the north and 1700–1800 m in the south.
The terrain of the Nihewan Basin is higher in the west and lower in the east (Fig. 1.2a). The Sanggan
River, the largest river in the basin, runs through the whole basin from west to east and joins the
Yongding River and eventually drains into the Bohai Sea (Fig. 1.1b). The east part of the basin is
bounded by Xiongershan Mountain to the north, Fenghuangshan Mountain to the east, and Liulengshan
Mountain to the south (Fig. 1.2b).
A thickness of up to ~600 m of fluvial-lacustrine sediment (see the lacustrine platforms in Fig.
1.2b, 1000–1100 m asl) were deposited in the basin (Barbour, 1924; Barbour, 1925; Zirong et al., 1980;
Yuan et al., 1996; Zhu et al., 2001; Zhu et al., 2003; Wang et al., 2004; Zhu et al., 2004; Wang et al.,
2005; Deng et al., 2006). This fluvial-lacustrine sediment formation is named the ‘Nihewan Formation’
(Barbour, 1924; Yuan et al., 1996; Zhu et al., 2007) and has been considered as the type section of the
Early Pleistocene deposits in North China (Young, 1950; Zhanxiang, 2000; Zhu et al., 2007). The
Nihewan Formation overlies the Pliocene or late Miocene eolian red clay that is underlain by Jurassic
breccia (Ao et al., 2013). These fluvial-lacustrine sediments were cut through by the Sanggan River and
three river terraces of the Sanggan River have been recognized according to their morphology and
sedimentary characteristics (Yuan et al., 2011). The Huliu River, a major tributary, merges into the
Sanggan River in the east margin of the basin. Three normal faults were identified (F1, F2, and F3 in Fig.
1.2b), and the fault in front of the Xiongershan Mountain (F1) and the fault in front of the Liulengshan
Mountain (F2) control the terrain of the east part of the basin (Yuan et al., 2011).
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Figure 1.1: (a) Map showing the location of the Hai River Catchment (dashed contour) in East Asia. The
contour area is shown in (b), where the Nihewan Basin and the river system of the basin (the Sanggan
River) are shown (modified after Domagalski, 2001). The pastel blue area in (b) shows the Nihewan
Basin and is shown in detail in Fig. 1.2.
20

Figure 1.2: (a) Digital Elevation Model (DEM) showing the topographic features of the Nihewan Basin.
The 900, 1000, and 1100 m contours were derived from the Shuttle Radar Topography Mission (SRTM)
DEM. The region in the square from the upright corner is shown in (b). (b) a close-up of the east of the
Nihewan Basin with the geomorphological setting. Three normal faults (F1, F2 and F3) were marked on
the figure.

The formation mechanism of the Nihewan Basin is associated with the formation of the Fen-Wei
Graben. During the Cenozoic, the collision of the Indian subcontinent with the Eurasian plate progressed
(Gansser, 1964; Copeland et al., 1987; Harrison et al., 1992; Coleman and Hodges, 1995; Yin, 2000). In
response to the northward movement of India, both Tibet and the South China Block (SCB) were pushed
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towards the east with respect to the North China Block (NCB), which caused a series of large-scale strikeslip faults in northern and northeastern marginal Tibet (Fig. 1.3a) (Tapponnier and Molnar, 1977; Peltzer
et al., 1985). Among them, the southeast trending sinistral fault along the Qinling Mountains (Fig. 1.3a)
marks the limit between the NCB and the SCB. The displacement between NCB and SCB is absorbed not
only by the Qinling orogenic belts but also by increasing amounts of NW-SE crustal extension in the FenWei Graben in the form of pull-apart basins and normal faults (Tapponnier et al., 1982; Sun, 2005). In
response to the extension of the Fen-Wei Graben, the Nihewan Basin together with three other basins
(Fen He Basin, Wei He Basin and Xin-Ding Basin) developed (Fig. 1.3b).

Figure 1.3: (a) Map showing the India-Asia collision system and the associated large-scale strike-slip
faults along the Kunlun and Qinling Mountains, noting that the latter marks the limit between the NCB
and SCB (after Sun, 2005). The region in the red square is shown in (b). (b) the normal faults bounded
Fen-Wei Graben, and the rift basins with dominant alignments of NE-SW within the graben (after Sun,
2005).

1.1.2 Climatic background
At present, the Nihewan Basin is characterized by a semi-arid climate, with annual rainfall of
359–418 mm (Yuan et al., 2011; Ao et al., 2012b). The temperatures range from -12 to -9 °C (average
daily minimum temperature) in winter to 29–31 °C (average daily maximum temperature) in summer. In
winter, the East Asia winter monsoon transports cold and dry air from the Eurasian mid-high latitudes,
and cold and dry weather is common in the Nihewan Basin. In contrast, summers are relatively warm and
humid as the East Asia summer monsoon blows inland from the equatorial oceans (Chen, 1988). The
rainfall during summer amounts to 80% of the total annual rainfall in Nihewan (Ao et al., 2012b). These
climatic features suggest that the paleoclimate in the Nihewan Basin has been strongly influenced by the
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past East Asian monsoon system (Ao, 2010; Ao et al., 2010c; Ao et al., 2012b). As a result, the fluviallacustrine sediments in the Nihewan Basin preserve ideal records of paleoclimatic conditions of north
China (Ao et al., 2009).
In past periods with a strong Asian summer monsoon, it has been suggested that the lake level in
this region would rise and biogenic productivity would be high, resulting in anoxic diagenetic conditions
and a higher clay fraction deposition in the sediments of the Nihewan Paleolake (Huamei et al., 2008; Ao
et al., 2010a). During periods with a weak summer monsoon, lowered lake levels and decreased biogenic
productivity would lead to oxic conditions and a lower clay fraction deposition. Recent research has
suggested that the monsoon records from the Nihewan Basin are characterized by dominant obliquity (41
kyr) before ~0.9 Ma and dominant eccentricity (100 kyr) after this time (Ao et al., 2012b). As the summer
monsoon records from the Nihewan Basin show a cyclic oscillation similar to the glacial-interglacial,
strong summer monsoon may have reached the Nihewan Basin during interglacial periods. During
interglacial periods, the Nihewan Basin is just located at the northern margin of the summer monsoon
(Fig. 1.4a). During glacial periods when the sea level was low and the Northern Hemisphere ice volume
was large, the southeasterly migration of the summer monsoon would make the Nihewan Basin beyond
the reach of this important weather system (Fig. 1.4b).

Figure 1.4: Climatologically-averaged Asian summer (June, July and August) 850-hPa streamline fields
observed for (a) the present day (interglacial) and (b) simulated for the Last Glacial Maximum (Ao et al.,
2012b). The red points represent the Nihewan Basin. The yellow ranges represent the areas with an
elevation more than 1500 m, such as the Tibetan Plateau. Asian summer monsoon limits are shown by the
red dashed lines. JJA represent the months of June, July and August.

1.1.3 Nihewan Paleolake
By forming a topography of depressions and rolling uplands (see details in Section 1.1.1), the
Nihewan Paleolake developed in the basin by ~2.6 – 3.0 Ma, based on high-resolution
magnetostratigraphy dating of the Hongya section (Deng et al., 2008). Ao et al. (2013b) later reported an
older age of ~3.7 Ma for the Nihewan Formation from the Yangshuizhan section, indicating that the
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Nihewan Paleolake might have developed in the Middle Pliocene.
Geomorphological evidence suggests that the Nihewan Paleolake has gone through many cycles
of expansion and contraction (Yuan et al., 2009). A more detailed history was provided by Li and Wang
(1985) by magnetostratigraphy. The first lacustrine transgression (high lake level, 1150–1170 m asl) and
regression (relative low lake level, 1100–1130 m asl) occurred at 2.18–1.87 Ma. The second lacustrine
regression occurred 1.87–0.73 Ma, when the lake retreated to 900 m elevation, and a more recent
lacustrine transgression (1070 m) happened in <0.73 Ma (Li and Wang, 1985). As magnetostratigraphy is
limited to sediments older than 0.78 Ma (Cande and Kent, 1995), a reliable history of lake-level change in
recent 0.78 Ma, especially the demise of the lake, remains unknown.
The demise of a paleolake can be attributed to tectonic activities and/or climatic changes. It has
been shown that climatic warming can result in a glacier ice loss (melting) and breach the moraine- and
glacier-dammed lakes (e.g. the demise of Palcacocha Paleolake in South America, the demise of Agassiz
Paleolake in central North America and the demise of Ojibway Paleolake in Canada) (e.g., Yongjian and
Jingshi, 1992; Evans and Clague, 1994; Barber et al., 1999; Teller et al., 2002; Mangerud et al., 2004).
Moraine-dam and glacier-dam failures can produce large downstream floods, and in some cases inducing
major changes in channel and floodplain patterns (e.g., Evans and Clague, 1994; Clague and Evans, 2000;
Huggel et al., 2002). If the stored water is released into the oceans, it may provide the trigger for changes
in ocean circulation and climate (e.g., Björck et al., 1996; Barber et al., 1999; Clark et al., 2001;
Mangerud et al., 2004). In addition, lake drying can be controlled by less rainfall and runoff in the
catchment headwaters (e.g., the demise of Mungo Paleolake in Australia and Wuqi Paleolake in central
China) (e.g., Sun et al., 2010; Fitzsimmons et al., 2015), which also been driven by climate (e.g., summer
monsoon) (e.g., Xiao et al., 2004; Conroy et al., 2008; Cohen et al., 2011; Fitzsimmons et al., 2013). On
the other hand, tectonic movement may also produce breaches for lakes. For example, the demise of
Bohai Paleolakes has been attributed to the subsidence of the Miaodao Uplift (Li et al., 2008; Yi et al.,
2015), which modified the distribution of fresh water, sediment fluxes and regional climate in northeast
China (e.g., Yi et al., 2015; Yi et al., 2016a). The tectonic activity and/or climate changes can also control
the fluvial incision (e.g., Schumm, 1965; Blum and Törnqvist, 2000; Charlton, 2007; Bridge, 2009), the
outlet erosion by rivers can also result in a breach of basin and then a drainage of lake water. This has
been responsible to the demise of Xin-Ding Paleolake in north China and Jilantai-Hetao Megalake in
northwestern China (e.g., Ren et al., 2014; Li et al., 2017c).
The termination of the Nihewan Paleolake has been linked to tectonic activities or/and climatic
changes (Yuan et al., 2011; Ao et al., 2013b). Xia (1992) proposed that the accumulation of wind-blown
loess may fill the basin resulting in the demise of the Nihewan Paleolake. It has been argued that
precipitation in the Nihewan Basin has had a long-term decreasing trend during the Pleistocene (Ao et al.,
2009; Ao, 2010; Ao et al., 2010c) which would result in a decreased amount of water feeding the
Nihewan Paleolake (Ao et al., 2013b), which can be another controlling factor for the lake demise. Zhu et
al. (2007) suggested that the headwater erosion by the downstream (Yongding River) and the regional
uplift initiated the breach of the basin, which subsequently resulted in the draining and drying of the
Nihewan Paleolake. Yuan et al. (2011) argued that the paleolake vanished because the speed of fluvial
incision outpaced the uplift rate of the surrounding mountains. All the above hypotheses, however, are
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based on geomorphologic investigation alone and cannot be validated due to the lack of reliable
chronological control. Previous studies have provided various age estimations for the demise (last
lacustrine phase) of the lake, ranging from ~266 ka to as late as ~11 ka (e.g., Deng et al., 2008; Zhao et
al., 2010; Guo et al., 2016; Liu et al., 2016). Without firm chronological framework of the
geomorphological evolution of the Nihewan Basin, it is difficult to associate and attribute the demise of
the paleolake to any of the proposed tectonic, geological or climatic events. One of the focus of this
thesis is, hence, to provide a reliable and precise age estimate for the demise of the paleolake, and
then provide interpretations on the mechanisms that might have caused or contribute to such an
important geological event.

1.1.4 Sanggan River
After the demise of the Nihewan Paleolake, the Sanggan River developed in the Nihewan Basin
(Yuan et al., 2011). Interestingly, similar geomorphologic changes (i.e., the disappearance of paleolake
and the following development of a river and terraces) also occurred in other basins (Fen He Basin, Wei
He Basin and Xin-Ding Basin) in the Fen-Wei Graben during Middle and Late Pleistocene (Fig. 1.5)
(Wang, 1985; Qiu et al., 2014; Ren et al., 2014).

Figure 1.5: Paleogeographic maps showing the geomorphological evolution of the Fen-Wei Rift Graben
(modified from Wang, 1985; Qiu et al., 2014). (a) Early Pleistocene; (b) Middle and Late Pleistocene.

Three terraces of the Sanggan River were previously reported by Yuan et al. (2011) and several
attempts have been made to reconstruct the history of the Sanggan River. Han et al. (2016) reported that
the age of cessation of fluvial-dominated accumulation was at 30 ka, based on optical dating of fluvial
sediments of the Hutouliang section (Location 7 in Fig. 1.6). With the OSL ages of the upper fluvial
sediment and their corresponding depth, they obtained the youngest age (~340 ka) of the underlying
lacustrine sediment in the Hutouliang by linear extrapolation, suggesting that the fluvial-dominated
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depositional environment in the east of the Nihewan Basin was between 340 and 30 ka. Based on optical
dating of potassium (K-) feldspar grains from lacustrine sediment from the Queergou section and fluvial
sediments from the Banjingzi section (Fig. 1.6), Guo et al. (2016) provided a broad age constraint on the
development of Sanggan River (between about 270 and 86 ka). The broad age constraints obtained in
previous studies limit our understanding of the evolution history of the fluvial system in this basin, which
is critical to addressing the questions about the mechanism for the demise of the paleolake in the region.
This forms another focus of this thesis, which is to establish firm geochronological framework for
the drainage system in the Nihewan Basin.

Figure 1.6: Map showing the locations of the archaeological sites mentioned in the text. 1. Majuangou; 2.
Cenjigawan; 3. Donggutuo; 4. Xiaochangliang; 5. Motianling; 6. Queergou; 7. Hutouliang.

1.1.5 Archaeology background
Since the 1920s, rich assemblages of mammalian fossils (known as the ‘Nihewan Fauna’) and
stone artefacts were discovered from the fluvial-lacustrine sediments in the Nihewan Basin, attracting the
great attention of geologists, paleontologists, geochronologists and paleoanthropologists (Young, 1950;
Zhanxiang, 2000; Xie et al., 2006; Zhu et al., 2007; Deng et al., 2008; Dennell, 2008; Keates, 2010; Yuan
et al., 2011). With the reports of several early Pleistocene archaeological sites containing the oldest stone
artefacts in East Asia (see typical artefacts in Fig. 1.7), such as the Majuangou (MJG, 1.66–1.55 Ma) (Zhu
et al., 2004) and the Lanpo (LP, ~1.6 Ma) (Ao et al., 2012a), the Nihewan Basin became a crucial area for
the study of the earliest occupations of Homo erectus in East Asia (Schick et al., 1991; Zhu et al., 2001;
Zhu et al., 2004). As the earlies known human in northeast Asia at 40°N, the archaeological investigations
in the Nihewan Basin also offer an excellent opportunity to study early human migrations from Africa
into northeast Asia (Zhu et al., 2004; Ao et al., 2013c; Pei et al., 2017). The discovered mammalian
fossils in the Nihewan Basin have been considered as typical Early Pleistocene mammalian fauna of
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North China (Tang, 1991) and were traditionally associated and compared to the Villafranchian fauna in
Europe (Barbour, 1925; Teilhard de Chardin and Piveteau, 1930; Zhanxiang, 2000). The abundant Lower
Paleolithic sites and early Pleistocene faunas in the Nihewan Formation make the basin ideal for
investigating early human and mammal evolution in East Asia (Schick and Zhuan, 1993; Gao et al., 2005;
Dennell, 2008; Keates, 2010; Ao et al., 2013a).
By the time of writing, more than 200 archaeological sites have been discovered from the
fluvial-lacustrine sediments of the Nihewan Paleolake or fluvial deposits of the Sanggan River terraces
(see Appendix 1), with ages spanning from 1.7 Ma to at least 8 ka (Zhu et al., 2001; Zhu et al., 2004;
Nian et al., 2014; Guo et al., 2016; Guo et al., 2017). A cultural sequence from the Lower to Upper
Paleolithic can be reconstructed from these sites, providing evidence of prehistoric human activities and
lithic technology evolution of north China (Liu et al., 2013). Late Pleistocene mammalian fauna were also
discovered in the Nihewan Basin (the Xujiayao and Zhiyu fauna) (Huang, 1991). Combining with the
Nihewan Fauna, the mammalian faunas in the Nihewan Basin can increase our understanding of the land
mammalian evolution in north China during the Pleistocene (Ao et al., 2013a). The long-term
archaeological and mammalian records in the Nihewan Basin make it an ideal region for studying the
paleoenvironment, paleontology and paleolithic archaeology of East Asia (e.g., Schick et al., 1991; Zhu et
al., 2004; Xie et al., 2006; Dennell, 2008; Ao, 2010; Yuan et al., 2011).
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Figure 1.7: Examples of flaked stone artifacts excavated from Xiaochangliang site, dated to 1.36 Ma (Zhu
et al., 2001).

Nihewan Basin is also an ideal place to study the relationship between human occupation and
paleoenvironmental change, due to its lengthy faunal sequence and numerous Paleolithic sites. The effects
of climate and changing environments and landscapes are seen as primary influences on human
occupation (e.g., Roebroeks et al., 1992; Adams et al., 2008; Ashton and Hosfield, 2010; Parfitt et al.,
2010; Fitzsimmons et al., 2015; Hatch et al., 2017; Jacobs et al., 2019a). As seen from the Blombos Cave,
South Africa, a shift in climate allowed a sand cover along the Blombos coast and would likely have
buried the entrance to the Blombos Cave and finally terminated human occupation (Jacobs et al., 2019a).
Fitzsimmons et al. (2015) suggested that the high lake level event substantially reduced the mobility
across the landscape around Lake Mungo.
Based on the large number of different ages Early Pleistocene sites in the Nihewan Basin, Liu et
al. (2010b) suggested that early humans may have persistently colonized the basin. Zhu et al. (2001)
proposed that early humans were able to adapt to diverse climate settings in the Nihewan Basin. As the
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Donggutuo Paleolithic site is located within the range spanning from ~1.06 Ma to 1.12 Ma (MIS 31–33),
Ao et al. (2010b) suggested that humans could be present in a cold glacial period (Location 3 in Fig. 1.6).
Dennell (2013), however, proposed that early humans were likely to visit Nihewan only during the
summer months, based on the mammalian taxa and sporo-pollen data at dated archaeological sites. Yuan
et al. (2011) proposed that hominins settled near the Nihewan Paleolake, and the settlement changed with
the lacustrine regression and transgression. After the demise of the paleolake, the potential living spaces
of hominins expanded, and hominins may settle near the Sanggan river and its tributaries, or near the
mountain spring. However, this hypothesis is based mainly on speculation and lack firm geomorphic and
geochronological information. Hence, another aim of this thesis is to test the above theories by
establishing and investigating the spatial and temporal relationship between human occupation and
paleolake evolution in the Nihewan Basin.

1.1.6 Previous chronological studies in Nihewan Basin
Dating Pleistocene sediments from northern China, including Nihewan Basin, proved to be
challenging, due mainly to the lack of appropriate dating techniques or materials. As a result, the
chronological framework of many sites in the Nihewan Basin was based on stratigraphic correlation, such
as Guangliang (GL, >1.36 Ma) (Yuan et al., 2011), Putaoyuan (PTY, 1.5–1.6 Ma) (Wei et al., 2016a), and
Heitugou (HTG, 1.95 Ma) (Wei et al., 2016b). Stratigraphic correlation is essentially based on marker
stratum and assumed sedimentation rate. However, by comparing the well-dated fluvial-lacustrine
sections in the eastern Nihewan Basin, high variability in sedimentation rates in the strata was reported by
Deng et al. (2008) and Ao et al. (2013b), which was interpreted to be due to local faulting activities and
changes in sedimentary environment (e.g., growth or retreat of the paleolake). In addition, differences
among sections in paleotopography, distance to the paleoshore, or riverine input are also possible causes
of less consistent magnetozone lengths and variable sedimentation rates in different sections and periods
(Ao et al., 2013b). For example, as the relative position of the culture layer of the Cenjiawan site (CJW,
Location 2 in Fig. 1.6) is lower than the culture layers of the XCL and DGT, Xie and Cheng (1990)
suggested that the age of the CJW is older than 1.36 Ma. However, the magnetostratigraphy age result of
CJW is 1.1 Ma (Wang et al., 2006). Similarly, the Motianling site (Location 5 in Fig. 1.6) was assigned to
the Late Pleistocene (Middle Paleolithic, <130 ka), based on stratigraphic correlation to the Hutouliang
and Xishuidi section in the Nihewan Basin (Xie et al., 2006). A recent study based on optical dating of
feldspars, however, suggested that the culture layer at Motianling has an age of 315 ± 13 ka (Guo et al.
(2016). This optical age estimate also agrees with those for associated stone artefacts from Motianling,
which are claimed to be relatively simple and similar to those found at Lower Paleolithic sites in the basin
(Xie et al., 2006). Therefore, ages based on stratigraphic correlation need to be verified using absolute
dating. The details of past chronological work in the Nihewan Basin are summarised in Appendix 1.
Various dating techniques have been developed for dating Quaternary events, including
radiocarbon, U-series, Ar/Ar, paleomagnetism, cosmogenic isotopes, electron spin resonance (ESR), and
luminescence. The application of these dating techniques in the Nihewan Basin is briefly introduced as
follows.
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1.1.6.1 Ar/Ar dating
K/Ar or Ar/Ar dating is commonly used to provide age constrains for Pleistocene deposits by
dating the interbedded lava flows and volcanic ashes (tephra). This technique is based on the production
of 40Ar from the decay of the naturally occurring radioisotope 40K (see review by Kelley, 2002). Since 40K
has a long half-life of ~1.25 × 108 yr, this technique is only applicable to deposits older than ~200 ka and
becomes imprecise for younger samples (Steiger and Jäger, 1977). Despite being useful for dating
Pleistocene and pre-Pleistocene volcanic sediments, Ar/Ar dating cannot be applied in northern China
(including Nihewan Basin), because of the lack of Pleistocene volcanic activities in this region.
1.1.6.2 U-series dating
U-series dating is widely applied to date secondary carbonates (such as speleothem, corals and
bones) over the last 0.5 Ma (Edwards et al., 1987; Ivanovich and Harmon, 1992; Dorale et al., 2004). In
northern China, it has been mostly applied to date cave deposits (e.g., Shen et al., 2001; Shen et al.,
2004). In Nihewan Basin, this technique was applied to date animal tooth from archaeological sites (Li et
al., 1991; Xie et al., 2006). However, the U-series age for fossil bones is usually unreliable and should be
viewed as minimum age only, due to the difficulties to quantify the movement of uranium out and in the
bones after their burial (Grün et al., 2014).
1.1.6.3 ESR dating
ESR dating applications include dating of tooth enamel, calcite and quartz (Ikeya, 1975; Grün,
1989; Ikeya, 1993; Laurent et al., 1998), and it has a time range from a few thousand to about 2 million
years (Rink, 1997). This method was applied to the dating of quartz extracted from fluvial-lacustrine
sediment in the Nihewan Basin (Liu et al., 2010a; Liu et al., 2014; Ao et al., 2017). As the Al and Ti
centres in quartz can store signal and the stored signal can be reset by light exposure, the ESR signal in
quartz is proportional to the burial age of irradiation (Grün, 1989). However, insufficient optical
bleaching at the time of deposition may lead to the overestimation of the ESR ages for the fluviallacustrine sediment (Brumby and Yoshida, 1994; Yoshida, 2013), due to the waterlain sediment transport
occurs under water with subdued daylight conditions (Tanaka et al., 1997).
1.1.6.4 Cosmogenic nuclide dating
Cosmogenic nuclide dating is a means of dating geological deposits by measuring pairs of rare
nuclides that are produced at a fixed ratio during cosmic-ray bombardment of a rock or mineral target
(Granger and Smith, 2000; Granger and Siame, 2006). The nuclides most commonly used for this
purpose, 26Al and 10Be, are produced in quartz. The half-life of 26Al (~7.05 × 105 yr) is shorter than that of
10

Be (1.39 × 106 yr), and the useful range of 26Al/10Be burial dating is 0.5–6 Ma (Balco and Shuster,

2009). However, the sample for 26Al/10Be dating should be taken from deep enough position (>200 g cm 2

) to be shielded from the cosmic-ray flux (Granger and Smith, 2000), so the sediment from the top of the

depositional section cannot be used for dating. Besides, the reliability of 26Al/10Be dating depends on the
assumption that the quartz minerals have experienced only one exposure-burial cycle in the past ~10 Ma
(Balco and Shuster, 2009), which may not be always satisfied.
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1.1.6.5 Paleomagenetism
Magnetostratigraphy dating takes advantage of the fact that the earth’s magnetic field overturns
over time, and this variation is recorded in magnetically susceptible minerals (e.g., Butler and Butler,
1992; Jacobs and Jacobs, 1994). As magnetic reversals between the two states (normal and reversed)
occur periodically on a time scale for at least 10 4 yr (Barbetti and McElhinny, 1976), the potentially
useful time scale for magnetostratigraphy dating is 0.7–100 Ma with a relatively poor resolution, i.e., tens
of thousands years or more. Magnetostratigraphy is the most commonly applied technique to determine
the ages of the Nihewan Formation. This method was first applied by Cheng et al. (1978) in the basin, and
subsequently applied to determine the ages of various archaeological sites in this region, such as
Donggutuo (DGT, 1.1 Ma) (Hua-mei and Jun-da, 1982; Wang et al., 2005), MJG (1.66–1.55 Ma) (Zhu et
al., 2004), LP (~1.6 Ma) (Ao et al., 2012a), Xiaochangliang (XCL, 1.36 Ma) (Zhu et al., 2001), Feiliang
(FL, 1.2 Ma) (Deng et al., 2007; Ao et al., 2012a), and Maliang (ML, 0.78 Ma) (Wang et al., 2005) (see
summary in Appendix 1).
The magnetostratigraphy can be applied to the fluvial-lacustrine sediment in the top section
(Brunhes normal polarity chron) by extrapolation. However, even for the section with firmly dated
magnetic boundaries, extrapolation still relies on assumptions of continuous and steady sedimentation,
which can be difficult to satisfy in fluvio-lacustrine sediment. For example, Wang et al. (2008) suggested
the age of the Xujiayao site should be ~500 ka by paleomagnetic studies (extrapolation). Based on
absolute dating methods (i.e., ESR and 26Al/10Be), the age of the Xujiayao site is actually between 240–
370 ka (Tu et al., 2015; Ao et al., 2017). The overestimation of the magnetostratigraphy age at Xujiayao
can be contributed to the complex depositional system and the presence of erosional unconformities (Jia
and Wei, 1976; Tu et al., 2015; Ao et al., 2017).
1.1.6.6 Radiocarbon
Another commonly used dating technique is radiocarbon dating. This technique relies on the
upper atmospheric production of radioactive 14C and its subsequent decay to 14N (Libby et al., 1949).
With a short half-life (5739 yr), the maximum time period suitable for 14C dating is ~50 ka. Plant and
animal remains can be used for radiocarbon dating, but suitable organic materials are not always present
at fluvial and lacustrine sediment. Besides, a radiocarbon date is an estimate of the age of the sample
material itself, which may or may not be contemporaneous with the surrounding deposits (Abbott and
Stafford, 1996; Colman et al., 1996). Radiocarbon dating has been widely applied in the Nihewan Basin
to date various archaeological sites associated with fluvial sediments (Appendix 1). Many of these sites,
especially those found on the third (highest) terraces (see Chapter 7), however, are beyond the datable
range of radiocarbon (>50 ka), and, hence, require further dating work.
1.1.6.7 Luminescence
Luminescence dating techniques, such as optically stimulated luminescence (OSL),
thermoluminescence (TL) and infrared stimulated luminescence (IRSL), have been developed to directly
date Quaternary sediments (Aitken, 1985; Aitken 1998a) (Huntley et al., 1985, OSL; Hütt et al., 1988,
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IRSL). Compared to other techniques, they have a major advantage, i.e., they target on the most widely
available materials (quartz and feldspar) on Earth’s surface. Among these techniques, OSL and IRSL
have been widely used to determine the time since the sediments were last exposed to sunlight (Lian and
Roberts, 2006; Preusser et al., 2008; Wintle, 2008). Quartz is commonly used to date sediments younger
than ~200 ka (e.g., Jacobs and Roberts, 2007; Lai, 2010; Roberts et al., 2015; Chamberlain et al., 2017),
which has limited its application in dating earlier events. Recent methodological advances have enabled
the application of these techniques to older sediments. For example, the thermally transferred OSL (TTOSL) method for quartz was proposed for extending the age range, which has been shown to be able to
date back to ~0.8 Ma. The development of post-IR IRSL (pIRIR) procedures (Thomsen et al., 2008;
Buylaert et al., 2009; Li and Li, 2011; Thiel et al., 2011a; Li and Li, 2012a) have allowed reliably dating
of K-feldspar grains beyond 0.5 Ma (Li et al., 2014a). Both the TT-OSL and pIRIR methods have been
successfully applied to date Middle and Late Pleistocene deposits in the Nihewan Basin (Zhao et al.,
2010; Guo et al., 2016; Liu et al., 2016). More recently, the development of standardised growth curve
(SGC) method (Roberts and Duller, 2004; Lai, 2006; Long et al., 2010; Li et al., 2017b) has significantly
reduced the instrument time for luminescence dating, which not only allows high-resolution dating of
sediment but also extends the dating range by at least 2 times of that achievable by conventional method
(Jacobs et al., 2019b) (see Chapter 2 for details).
Given the great potential of luminescence techniques in establishing chronological framework
for the Pleistocene deposits, one of the main aims of this thesis is to test, validate and improve the
newly developed methods in luminescence dating for dating the sediments from Nihewan Basin.

1.2 Research questions and thesis aims
1.2.1 Research questions
Since the 1920s, a series of archaeological, geochemical, paleontological, sedimentological, and
palynological studies have been conducted in the Nihewan Basin (see review by Yuan et al., 2011).
However, many fundamental questions remain unresolved or controversial. At the centre of the debate is
the age and evolution of the Nihewan Paleolake and Sanggan River, the history of human occupation in
this basin and their interaction with climatic and environmental changes. This thesis is designed to
contribute to our understanding of the following questions:
1.

When, how and why did the Nihewan Paleolake demise?

2.

When did the terraces of the Sanggan River form?

3.

What is the relationship between human occupation and environmental change in the
Nihewan Basin?

1.2.2 Thesis aims
The overarching aim of this thesis is to develop a robust chronological framework for the
Pleistocene deposits in the Nihewan Basin (based on luminescence dating), which is critical for the
understanding of the mid-to-late Pleistocene geomorphological evolution of the basin. The studied
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geomorphological evolution includes the lake-level history of the Nihewan Paleolake and formation of
the Sanggan River. To elucidate these issues, this thesis aims to reconstruct the paleolake levels (by
dating lacustrine facies) and to determine the termination age of the paleolake and the formation time of
the terraces of the Sanggan River.
Achieving the above-mentioned aims, however, relies on a reliable method to date the sediments
associated with the geological events of interests. So four specific aims focused on methodological
development of luminescence include: 1) Investigate the thermal and athermal stability of the
luminescence signal from quartz and feldspar grains in this area; 2) Test and validate the most recently
developed measurement protocols; 3) Investigate and test the upper dating limit of the methods; 4) Assess
bleaching characteristics of the minerals from the water-lain sediments.

1.3 Organisation of this thesis
The following chapters of this thesis are organised as follows:
Chapter 2 provides a brief background to the luminescence dating methods, including details
about basic principles, sample collection and preparation, instrumentation, and procedures for measuring
dose rate and equivalent dose values.
Chapter 3 gives an introduction of all the studied sections/sites.
Chapter 4 reports the variability in the thermal stability of OSL signal of quartz grains from the
Nihewan Basin. The content of this chapter was published in the journal Quaternary Geochronology in
2019. The title of the paper is “Variability in the thermal stability of OSL signal of single-grain quartz
from the Nihewan Basin, North China”.
Chapter 5 presents the effect of residual signal on dose measurements using MET-pIRIR signals
from K-feldspar from the Nihewan Basin. The SGCs were established for K-feldspar grains using the
SAR MET-pIRIR procedure. The content of this chapter was published in the journal Quaternary
Geochronology in 2020. The title of the paper is “The effect of residual signal on dose measurements
using MET-pIRIR signals from K-feldspar”.
Chapter 6 tests the upper limit of luminescence dating based on the SGCs for MET-pIRIR
signals of K-feldspar grains from the Nihewan Basin. The content of this chapter was published in
Quaternary Geochronology in 2020. The title of the paper is “Testing the upper limit of luminescence
dating based on standardised growth curves for MET-pIRIR signals of K-feldspar grains from northern
China”.
Chapter 7 presents the dating results of the lacustrine and fluvial sediments from the Nihewan
Basin and reports the geomorphological evolution includes the lake-level history of the Nihewan
Paleolake and formation of the Sanggan River. The mechanism for the termination of the Nihewan
Paleolake is also discussed in this chapter.
Chapter 8 provides a synthesis of the main finding of this thesis, following by recommendations
for future research into the chronological, geomorphological and archaeological studies in the Nihewan
Basin and the surrounding areas.
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Chapter 2 Luminescence dating
When crystals (e.g., quartz and feldspar) are stimulated by heat or light, a process of emission of
light occurs, and the light emitted is called luminescence. Luminescence dating techniques can directly
date the depositional time of sediments, and it has been widely applied in Quaternary geological and
archaeological studies over the past three decades (e.g., Wintle, 1997; Wintle and Murray, 1998; Jacobs
and Roberts, 2007; Roberts et al., 2015). There are two main types of luminescence dating techniques,
thermoluminescence (TL, stimulated by heat) and optically stimulated luminescence (OSL, stimulated by
light); the latter is applied in this thesis.

2.1 Luminescence dating principles
2.1.1 Physical fundamentals
The physical fundamental for the luminescence dating can be illustrated by a simple energy band
model for crystals (such as quartz), as shown in Fig. 2.1. There is a forbidden zone between the lowest
energy level (i.e., the valence band), and the highest one (i.e., the conduction band) of electrons within the
crystal lattice. The electrons originally bounded in the valence band will directly ‘jump up’ to the
conduction band and diffuse freely if they acquire sufficient energy from outside, e.g., exposure to
ionisation irradiation. Each electron that moves to the conduction band, leaves behind a vacant position or
hole in the valence band. This process is called electron-hole pair generation.
The excited electrons cannot occupy any position in the forbidden band. However, defects in the
crystal lattice may result in charge disequilibrium in the lattice and allow one or more energy levels in the
forbidden band (Fig. 2.1a), which are electron traps (T) and hole centers (L). Some of the free electrons,
generated by ionisation radiation, in the conduction band and the holes in the valence band are captured
by electron traps and hole centers, respectively. Lifetime of an electron stored in a trap is determined by
the energetic depth (E), which represents the minimum energy required to evict an electron from the trap
to the conduction band (Fig. 2.1b). If the trap depth is deep enough, the electrons can be kept in the trap
for up to millions of years at ambient temperature (e.g., Murray and Wintle, 1999). However, when the
electrons absorb energy (e.g., from exposure to light or heat), they can be excited to the conduction band
again. After that, most electrons leave the conduction band and recombine with holes in the hole centers
in forbidden zone (Fig. 2.1c); the latter process will result in release of stored energy, in the form of light
emission (which is called luminescence). The intensity of emitted luminescence is proportional to the
accumulated energy absorbed by the crystal.
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Figure 2.1: Energy-level schematic diagram of luminescence process (modified after Aitken, 1985). (a)
Exposure of crystal to ionisation irradiation, which generates free electrons and holes that are then
captured by electron traps (T) and hole centers (L), respectively. (b) Storage of the electrons in the traps;
the lifetime of the electrons in the traps is determined by the energy depth (E) below the conduction band.
(c) Electrons are excited to the conduction band and recombined with holes at hole centers, which gives
light emission.

2.1.2 Basic concepts of luminescence dating
In the context of luminescence dating, quartz and feldspar grains in sediment have lattice defects
in their crystal structures, which are able to store a small proportion of electron charges by exposure to the
ionising radiation (e.g. alpha, beta and gamma radiations) (Aitken, 1985, 1998b). The stored charges can
be reset by being exposed to daylight, as may occur during the erosion, transport, and deposition of
sediments. When the grains are buried by additional sediment, they begin to accumulate electron charges
again through the exposure to the ionising radiation emitted by the surrounding materials (Fig. 2.2). The
event being dated, hence, is the last exposure of grains to sunlight before burial.
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Figure 2.2: Basic principles of luminescence dating (modified after Aitken, 1998b). The event dated in
optical dating is the last exposure of the minerals to daylight. This exposure (i.e., the bleaching event) sets
the stored signal to zero, or near zero. Subsequently the signal builds up again through exposure to the
natural radiation. The signal stored since the last exposure is usually called the ‘natural’ signal, and it can
be obtained by exposure of the grains from the sample to a beam of light in the laboratory.

To determine the burial age of the sediment grains, measurements of the radiation dose absorbed
by the minerals since the last exposure (paleodose) and the amount of radiation absorbed per unit time
(dose rate) are required. The ‘natural’ luminescence is measured from the naturally-irradiated mineral and
compared with those created from a range of known laboratory irradiations. The amount of laboratory
radiation that gives a luminescence signal ‘equivalent’ to that of the natural signal is called equivalent
dose (De). Its international system of unit is gray (Gy), where 1 Gy = 1 Joule per kilogram (J/kg). The
amount of radiation absorbed by the sediment per unit time (e.g., thousand years, ka) is termed as dose
rate (Gy/ka). The dose rate is mainly contributed from α, β and γ radiations, originating from radioactive
elements such as U, Th, K and Rb, and a small contribution from cosmic radiations. Assuming the
environmental dose rate remains constant over the period of burial, the luminescence age can be given by
dividing the De with the dose rate:
𝐴𝑔𝑒(𝑘𝑎) =

𝑃𝑎𝑙𝑒𝑜𝑑𝑜𝑠𝑒 𝑜𝑟 𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑑𝑜𝑠𝑒 (𝐺𝑦)
𝐸𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡𝑎𝑙 𝑑𝑜𝑠𝑒 𝑟𝑎𝑡𝑒 (𝐺𝑦 ⁄𝑘𝑎 )

2.2 Equivalent dose determination
2.2.1 Additive dose methods
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𝐸𝑞. 2.1

In their ground breaking work, Huntley et al. (1985) reported luminescence emitted from quartz
and feldspar grains when these grains were stimulated by 514 nm (green) laser. Further study suggested
that quartz can emit strong signals when it is stimulated with green or blue light sources (420–550 nm)
(Bøtter-Jensen and Duller, 1992; Bøtter-Jensen et al., 1993). Based on those developed for TL dating,
additive dose methods were developed for optical dating (Aitken, 1985, 1998b). One of these is multiple
aliquot additive dose (MAAD) method, in which the natural sample is divided into several groups. One
group is measured to obtain the intensity of natural luminescence signal. Different laboratory doses are
given to the other groups on top of their natural dose to generate OSL signals, which are higher than their
natural signal. The luminescence intensity is then plotted against the given doses to obtain an additive
dose growth curve. The De value can then be estimated by extrapolating the fitted curve to the intersection
with the x-axis (Fig. 2.3a) (Aitken, 1998b). However, the value of De calculated by extrapolation in the
additive dose method can be very sensitive to the choice of mathematical model used to fit the dose
response curve. So, this method is only suitable when the natural signal lies on the linear part of the
growth curve, and it becomes unreliable when the natural signal lies on the non-linear part of the growth
curve. Besides, different grains may have different OSL sensitivity (i.e. the amount of light emitted per
unit of absorbed radiation), even after correcting for weight difference. The different sensitivity for grains
on each aliquot may result in an extra scatter among the data and a large uncertainty for fitting.

Figure 2.3: (a) The MAAD method for determining De. (b) The single-aliquot method for determining De.
Red points show luminescence measurements made after different laboratory irradiation.

2.2.2 Regenerative dose methods
In the regenerative dose methods, after resetting the luminescence signals by exposure to an
artificial light source, laboratory radiation doses are given to the sample to regenerate luminescence
signals (Duller, 1991). This method was developed to avoid the problem associated with additive dose
methods. There are two broad strategies for the regenerative dose methods, single-aliquot regenerativedose (SAR) method and multi-aliquot regenerative-dose (MAR) method.
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2.2.2.1 SAR method
All the measurements necessary to construct a growth curve can be made on a single aliquot
were first produced for feldspar (Duller, 1991, 1995), and later developed for quartz (Murray and Roberts,
1997). For each aliquot, a dose response curve (DRC) is constructed using a series of regenerative doses
and their corresponding luminescence signals, and the De is obtained by projecting the natural
luminescence signal onto the DRC and interpolating the De (Fig. 2.3b). A challenge when using this
method is that the luminescence sensitivity, defined as the amount of light emitted per unit of absorbed
radiation, may vary when repeated measurements are made. This disadvantage was overcome by Murray
and Roberts (1998) who suggested that the sensitivity changes through the measurements can be
monitored for using a test dose signal following each measurement of natural and regeneration signals.
This method was further developed as a SAR protocol (Galbraith et al., 1999; Murray and Wintle, 2000)
and has been widely applied in OSL dating of sediments (e.g., Bailey et al., 2001; Murray and
Clemmensen, 2001; Murray and Olley, 2002; Jacobs et al., 2003b; Stokes et al., 2003; Li and Sun, 2006;
Preusser et al., 2008; Wintle, 2008; Roberts et al., 2015; Li et al., 2016; Guo et al., 2017).

De determination for quartz
In the SAR procedure (Table 2.1), each aliquot with quartz grains is preheated to a temperature
(usually between 160 and 300°C) to remove any thermally unstable charges (Aitken, 1998b). After
preheating, the natural signal (Ln) is measured at 125°C to avoid re-trapping of charges into the traps
corresponding to the 110°C TL peak (Murray and Wintle, 1998). A small test dose (Dt) of fixed size is
applied (step 4) to the aliquot, and then preheated to empty any unstable traps. To avoid any significant
change in sensitivity induced by the preheat of test dose signal, a cutheat to a lower temperature (step 5)
is applied before the measurement of Tn (step 6). Steps 1 to 6 are then repeated by giving a range of
regeneration doses bracketing the natural dose to the same aliquot. A DRC can be constructed by using
the sensitivity corrected OSL signal (Lx/Tx) from the regeneration doses. The De can be estimated by
interpolating the sensitivity corrected natural signal (Ln/Tn) onto the DRC.
Table 2.1: The single-aliquot regenerative-dose (SAR) procedure for quartz.
Step
Treatment
1
Give dose, Di a
2
Preheat at temperature between 160 and 300°C for 10 s
3
OSL measurement at 125°C for 40 s
4
Give test dose, Dt
5
Cutheat at temperature which 20–40°C lower than step 2
6
OSL measurement at 125°C for 40 s
7
Return to step 1
a
For the natural sample, i = 0 and D0 = 0.

Observed

Lx

Tx

In the SAR protocol, a zero regenerative dose is measured to monitor any charges thermal
transferred from optically insensitive traps into stable OSL traps during preheat (Aitken, 1998b; Murray
and Wintle, 2000). Recuperation can be expressed by the ratio of the sensitivity-corrected signal of the
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zero dose to that of the natural dose, or the ratio of the signal of the zero dose to that of the maximum
given dose. Murray and Wintle (2000) suggested that the ratio should not exceed 5% for single aliquot
measurement. In addition to this, another dose which is same as one of the previous doses is measured to
check the robustness of the sensitivity correction (i.e. whether the same OSL signal can be obtained from
the same given dose) (Murray and Wintle, 2000). The recycling ratio can be calculated by the ratio of the
sensitivity-corrected signal of same given dose. If the sensitivity is well corrected using the SAR
procedure, the recycling ratio should be consistent with unity at 2σ. In the last cycle, the dose which same
as that in the recycling ratio is given and a 40s infrared (IR) diodes stimulation is given prior to OSL
stimulation (step 3). As the IR bleach will empty the IR-sensitive traps in any feldspar grains or
inclusions and leave the optically-sensitive traps in quartz grains unaffected, the OSL IR depletion ratio
can be calculated by comparing the sensitivity-corrected signal from the subsequent OSL measurements
to those from the second repeat dose (Duller, 2003). If the OSL IR depletion ratio is more than 2σ below
unity, then it is likely that there is some feldspar contamination and the aliquot should be rejected.
The suitability of the preheating temperature should be tested before carrying out the SAR
measurement. By measuring the De values using a range of preheating temperatures in step 2 (Table 2.1),
the dependence of De upon preheating temperatures can be tested (Murray and Roberts, 1998; Murray and
Wintle, 2000). If there is no obvious sensitivity change, a preheat plateau should be observed, and a
preheat temperature within the plateau region should be used as a suitable preheating temperature.
The ability of the SAR protocol to measure the De accurately can be tested by a dose recovery
experiment (Murray and Roberts, 1998). This test involves bleaching the natural signal of an aliquot,
giving a known dose, and measuring the corresponding De. Since a known dose is given, the reliability of
the protocol can be tested directly.

De determination for K-feldspar
The infrared stimulated luminescence (IRSL) from feldspar grains was first reported by Hütt et
al. (1988). Compared to the quartz OSL signal, the IRSL signal from K-feldspar grains saturates at higher
dose (Roberts et al., 2015), which has the potential for extending the dateable range for sedimentary
deposits. Besides, the significant contribution of 40K and 87Rb within K-feldspar grains provides an
internal component for the dose rate, which is not affected by variations of the external environment. This
internal dose rate reduces the effect by changes in external dose rate, resulting in improved precision.
However, the application of IRSL signals has long been limited due to anomalous fading, an
effect of leaking trapped electrons at a much faster rate than would be expected from kinetic
considerations (Wintle, 1973; Spooner, 1992; Spooner, 1994). This electron leaking leads to an
underestimation of the equivalent dose. To overcome the age underestimation by the anomalous fading,
Huntley and Lamothe (2001) suggested to correct for the fading effect by measuring the fading rate (gvalue) in terms of percentage loss in signal per decade. However, this method can only be applied to
young samples that fall within the liner region of the dose response curves, as the dose dependent
behaviour of the fading rate makes the correction unreliable and complicated at high dose range (Kars et
al., 2008; Li and Li, 2008). Although the new correction method proposed by Kars et al. (2008) may be
potentially used to correct for fading over the entire dose response curve, it is model dependent and the
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natural signal may have a different anomalous fading rate from the laboratory-irradiated samples (Kars et
al., 2008; Li and Li, 2008). More recently, progress towards identifying a non-fading signal has been
achieved with the development of post-infrared IRSL (pIRIR) procedures (see the review by Li et al.,
2014a).
Jain and Singhvi (2001) found that 220°C IR bleaching of feldspar resulted in a remnant
population of more thermally stable traps, which could be probed by a high temperature IR stimulation.
Following this found, recent studies suggested that the initial part of the IRSL signal has a higher fading
rate when compared to the later part (Thomsen et al., 2008; Li, 2010). This observation has led to the
development of pIRIR dating method (Thomsen et al., 2008). In this method, an IRSL stimulation at a
lower temperature (T1) is applied to remove the close electron hole pairs that are prone to anomalous
fading, leaving the distant electron hole pairs that are less prone to fading to be stimulated subsequently at
a higher temperature (T2) (Table 2.2).
Table 2.2: The two-step pIRIR protocols (Thomsen et al., 2008) for K-feldspar.
Step
Treatment
1
Give regenerative dose, Di a
2
Preheat at 250 or 320°C for 60 s
3
IRSL measurement at T1 for 200 s
4
IRSL measurement at T2 for 200 s
5
Give test dose, Dt
6
Preheat at 250 or 320°C for 60 s
7
IRSL measurement at T1 for 200 s
8
IRSL measurement at T2 for 200 s
9
IR bleach at 325°C for 100 s
10
Return to step 1
a
For natural sample, i = 0 and Di = 0.

Signal

Lx

Tx

The pIRIR protocols suggested by Thomsen et al. (2008) includes a preheat of 250°C for 60 s, an
initial IRSL stimulation at 50°C and a second IRSL (pIRIR) measurement at 225°C. According to
Buylaert et al. (2009), the fading rate of the pIRIR(50, 225) signal (1.62 ± 0.06%/decade) for their
samples is significantly lower than the fading rate of the IRSL50 signal (3.23 ± 0.13%/decade), and similar
observations were reported in subsequent studies (e.g., Alappat et al., 2010; Lowick et al., 2012; Sohbati
et al., 2012; Vasiliniuc et al., 2012). However, detectable anomalous fading is still present in the pIRIR225
signal, so fading correction has not been avoided.
Thiel et al. (2011a) proposed a modified method which uses a higher preheat temperature
(320°C) and a higher T2 stimulation (290°C instead of 225°C) (i.e., pIRIR(50, 290)). This method was
subsequently tested in a series of studies (e.g., Thomsen et al., 2011; Buylaert et al., 2012; Li et al.,
2014a), and most of the measured g-values fall between ~0.5 and ~2 %/decade. Thiel et al. (2011a)
suggested that the fading rate of the pIRIR(50, 290) signal was a laboratory artifact, and fading
uncorrected age were the most appropriate. However, Li and Li (2012b) reported that there are still
underestimation in the pIRIR(50, 290) De for older samples, suggesting that fading correction is still
necessary and a prior IR stimulation at 50°C is not sufficient to remove all the fading component. They
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proposed that a higher temperature for T1 (i.e., 200°C or above) is needed to completely remove any
easy-to-fade signal. Qiu and Zhou (2015) reported that the pIRIR(200, 290) protocol was able to date
sediment from the Mangshan loess-paleosol sequence of China back to 400 ka.
As an alternative to the two-step procedures, Li and Li (2011) proposed a multi-step pIRIR
protocol, in which the samples are stimulated successively by increasing the temperature from 50 to
250°C (in 50°C intervals) after a preheat at 300°C for 60 s (Table 2.3). This protocol is also called
multiple-elevated temperature pIRIR (MET-pIRIR) procedure. By plotting the calculated ages or De
against the IR stimulation temperature, an Age_Temperature (A–T) or a De_Temperature (De–T) plot can
be obtained (Fig. 2.4). Laboratory fading tests showed that the highest anomalous fading rate was
observed for the 50°C IRSL, and it decreases as the stimulation temperature was increased (Li and Li,
2011; Li et al., 2014a). The ages/Des increasing with increased stimulation temperature in Fig 2.4 can be
attributed to the progressively eliminated fading component in the IRSL signal. One of the features of this
method is that, if the plot shows a plateau at higher temperatures, it would provide evidence that the high
temperature pIRIR signals in the ‘plateau region’ have negligible anomalous fading. Subsequently, Li and
Li (2012a) suggested that a higher MET-pIRIR stimulation temperature above 250°C was necessary to
achieve an age plateau in the A-T plot for older samples. Based on this suggestion, Li and Li (2012a)
increased the highest IR stimulation temperature to 300°C, and the preheat temperature increased from
300 to 320°C. By applying the MET-pIRIR protocols on the sediment from the Luochuan loess section,
they proposed that the 250 and 300°C MET-pIRIR signals can give reliable De estimation of up to ~1000
Gy, corresponding to maximum ages of ~300 ka with environmental dose rates of ~3 Gy/ka.
In the pIRIR and MET-pIRIR procedures, the test dose signals are measured to overcome
sensitivity changes induced by repeated laboratory treatments (i.e., irradiation, preheating and
stimulation). However, Li et al. (2013a) found that the sensitivity of the MET-pIRIR Tx signal increases
with the pre-dose received in the preceding regenerative cycles, and the sensitivity of the Tx signal can be
depleted by sunlight bleaching or by heating. Based on this observation, a ~2 h solar simulator bleaching
is given at the end of each SAR cycle (step 15 in Table 2.3) to reset the dose-dependent sensitivity, and
this new procedure is called pre-dose MET-pIRIR (pMET-pIRIR) technique (Li et al., 2014b). A key
feature of this method is that Tx is proportional to the regenerative signal Lx, and De values can be
obtained using either the Lx or the Tx. Both the Lx and the Tx signal (characteristic saturation dose D0 are
850 and 750 Gy at 250°C, respectively) saturate at a higher dose than the sensitivity-corrected signal (D0
is 400 Gy at 250°C) (Li et al., 2014b). Therefore, this procedure is capable of measuring natural doses of
up to ~1500 Gy (corresponding to 2D0), which conservatively permits dating old sediments as early as
400–800 ka at environmental dose rates of 2–4 Gy/ka (Li et al., 2014b).
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Table 2.3: Single-aliquot regenerative-dose (SAR) procedure for multiple elevated temperature postinfrared IRSL (MET-pIRIR) measurements (Li and Li, 2011).
Step
Treatment
Signal
1
Give regenerative dose, Dia
2
Preheat at 300°C for 60 s
3
IRSL measurement at 50°C for 100 s
Lx(50)
4
IRSL measurement at 100°C for 100 s
Lx(100)
5
IRSL measurement at 150°C for 100 s
Lx(150)
6
IRSL measurement at 200°C for 100 s
Lx(200)
7
IRSL measurement at 250°C for 100 s
Lx(250)
8
Give test dose, 60 Gy
9
Preheat at 300°C for 60 s
10
IRSL measurement at 50°C for 100 s
Tx(50)
11
IRSL measurement at 100°C for 100 s
Tx(100)
12
IRSL measurement at 150°C for 100 s
Tx(150)
13
IRSL measurement at 200°C for 100 s
Tx(200)
14
IRSL measurement at 250°C for 100 s
Tx(250)
15
IR bleaching at 320°C for 100 s
16
Repeat step 1–15 for different Di
a
For the natural sample, i = 0 and Di = 0 Gy, and the observed signals are denoted as Ln and Tn.

Figure 2.4: Normalised ages (or De) plotted against IR stimulation temperature for different age ranges
(<50, 50-100, 100-200 and >200 ka) (Li et al., 2014a). The MET-pIRIR ages were normalised to unity at
250°C, and then averaged for each group. The dashed horizontal line shows the normalized value at 1.
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2.2.2.2 MAR method
Roberts and Duller (2004) suggested that Tx not only corrects for sensitivity change but can also
be used for between-aliquot normalization. Based on this suggestion, Lu et al. (2007) proposed a
sensitivity-corrected MAR method for quartz grains, in which the Tx is used to normalize between
aliquots, and the sensitivity-corrected natural signal (Ln/Tn) was projected on the dose response curve
established using the sensitivity-corrected regenerative-dose signal (Lx/Tx) from multiple aliquots. Li et al.
(2013a) applied a MAR procedure to pIRIR dating of K-feldspar grains. In their study, sample was
divided into different groups of aliquots: one group was used to measure the natural signals, and the other
groups were bleached using a solar simulator for several hours before being given different regenerative
doses. The IRSL and MET-pIRIR Lx and Tx signals were then measured to establish a DRC, and the De
can be estimated from the Ln/Tn signals. A similar approach was adopted by Chen et al. (2015) and Guo et
al. (2015), and reliable measurements of De values up to ~1800 Gy can be obtained by applying MAR
pMET-pIRIR procedure on Chinese loess (Chen et al., 2015).
One of the advantages of the MAR procedure is to avoid the problem caused by sensitivity
change during measurement of Ln that cannot be corrected by Tn. When using the SAR protocol,
sensitivity change may occur during measurement of Ln, resulting in a significant difference between the
luminescence efficiency of the natural dose and subsequent test dose (Tn), and between Ln/Tn and Lx/Tx
(e.g., Chen et al., 2013; Li et al., 2013a; Guo et al., 2015; Qin et al., 2018). This would cause the
sensitivity correction of Ln to be inappropriate, giving rise to erroneous De estimates. This error can be
avoided by using the MAR procedure, as the aliquots used to build the growth curves do not experience
preheat and high-temperature stimulation before given regenerative doses.

2.2.3 Standardised growth curve
Roberts and Duller (2004) first proposed that when Lx/Tx is normalized by the size of the test
dose (TD), a standardised growth curve (SGC) can be established for quartz from different samples from
different continents. With a reliable SGC, De values can be obtained solely on measurements of Ln and Tn.
Comparing to the time required with the full SAR procedure, the SGC avoids the need to construct DRC
for every aliquot, which substantially reduces the amount of instrument time required for OSL
measurements (especially for old samples).
This method was tested by Lai (2006), who found that the SGC performed well for samples from
the Chinese loess section with De values of <200 Gy. By testing samples from four continents (Asia,
America, Africa and Europe), however, Lai et al. (2007) found that only samples from Asia, Africa and
Europe display similar DRCs up to a regeneration dose of 200 Gy. Considering different shapes of the
growth curves, Telfer et al. (2008) and Stevens et al. (2007) advocate the use of SGCs only for samples
from the same region.
To further reduce the inter-aliquot variation of DRCs for quartz OSL for the same or different
samples, Li et al. (2015a) suggested a new method for establishing SGC, by dividing the Lx/Tx data by one
of the regenerative dose signals (Lr1/Tr1). This improved method was called regenerative-dose
normalisation (re-normalisation). By applying this method for a range of quartz samples from different
regions of Asia, Africa, Europe and North America, they constructed a common re-normalised DRC
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(global standardized growth curve, gSGC) for single aliquots of quartz. In this method, De can be
estimated for other samples using the fitting parameters for the gSGC, together with measurements of the
natural signal (Ln), one regenerative dose signal (Lr1) and their corresponding test dose signals (Tn and
Tr1). A gSGC was also constructed by Li et al. (2015b) for different samples of K-feldspar from different
continents, and the re-normalised 250°C MET-pIRIR signals are indistinguishable up to the dose of 3600
Gy. The MAR procedure can also be improved and optimised using this re-normalisation method, and a
MAR SGC was established by Li et al. (2017a).
With the development of the re-normalisation method, a similar but improved normalised
method was proposed by Li et al. (2016), i.e., the least-squares normalisation (LS-normalisation).
Compared with the re-normalisation method in which only one regenerative dose signal was used for
normalization, all regenerative dose signals were combined for normalisation in the LS-normalisation,
The LS-normalisation procedure comprises the following steps: (1) the Lx/Tx signals from all aliquots are
fitted using a best-fit model (e.g., a single saturation exponential function); (2) the Lx/Tx values from each
aliquot are then re-scaled using scaling factors determined through an optimization procedure that
minimizes the sum of squared residuals between the re-scaled signals and the curve of best fit; and (3) the
fitting (step 1) and re-scaling (step 2) procedures are repeated iteratively until there is negligible change in
the LS-normalised regenerative-dose signals.

2.2.4 Single-aliquot vs. single-grain dating
In the single aliquot measurement, several tens to thousands of grains are loaded onto the 9.8
mm-diameter stainless steel discs, depending on the size of the brushed area by silicone oil and the grain
size used. The result by the De measurement can be an average of all grains on the same aliquot. A true De
result can be obtained only if every grain on the aliquot had been bleached to the same extent and
absorbed same radiation energy during burial. As a single grain is the smallest meaningful unit of analysis
in luminescence dating, Murray and Roberts (1997) applied the SAR protocol to single grain of quartz,
and the bleaching, heating, and postdepositional history of each grain can by studied. Earlier single-grain
tests on the K-feldspar grains had been conducted by Lamothe et al. (1994).
The single-grain measurements are made using 9.7 mm-diameter gold-plated aluminium discs
drilled with 100 holes, each 300 µm in diameter and 300 µm deep (Bøtter-Jensen et al., 2000). The SAR
procedure is used for De estimation of quartz individual grain. Instead of using blue light-emitting diodes
to stimulate grains for 40 s in single-aliquot measurement, each individual grain is stimulated at 125°C for
1–2 s by an intense, green laser beam in single-grain measurement. For single-grain measurement of Kfeldspar, Blegen et al. (2015) suggested a two-step SAR pIRIR procedure. The first infrared stimulation is
made at 200°C for 200 s using infrared diodes to simultaneously stimulate all 100 grains on a disc, in
order to reduce or remove the fading component. The second infrared stimulation is made at 275°C for 1–
2 s, using the infrared laser to stimulate each grain individually. Prior to stimulation of the regenerative
dose and test dose signals, grains are preheated at 320°C for 60 s.
Comparing single-aliquot measurement with hundreds of grains on a disc, the brightness of the
signal of individual grain is lower, larger counting uncertainties and larger scatter may be expected for the
corresponding growth curve. To select grains that are suitable for De determination, the recuperation and
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recycling ratios along with some additional criteria can be applied. Grains are rejected if the resulting
luminescence data failed to satisfy a series of well-established criteria similar to those proposed by Jacobs
et al. (2006), namely if:
(1) the initial Tn signal is less than 3 sigma above its corresponding background or its relative
standard error is >25%;
(2) the recuperation ratio is larger than 10%;
(3) the recycling ratio or OSL IR depletion ratio differs from unity by more than 2 sigma (95%
confidence interval);
(4) The figure-of-merit (FOM) value is >10 (Peng and Li, 2017);
(5) The reduced chi-square (RCS) value for the DRC is >5% (Peng and Li, 2017).
The last two criteria are conducted to reject grains which provide a poor fit to the Lx/Tx data points.

2.3 Dose rate determination
As the luminescence age is obtained by dividing De by dose rate (see Section 2.1), accurate
estimation of dose rate is equally important for the luminescence dating. The dose rate can be divided into
two parts: the external and internal dose rates. The external dose rate comes from alpha, beta and gamma
radiation, as well as cosmic rays. The first three are mainly from the decay of the radioactive elements,
i.e., 40K, 235U, 238U and 232Th, as well as the daughter products in the U and Th decay chains, while the
cosmic rays originate from the outer space (Aitken, 1985). The internal dose rate comes from alpha and
beta particles, emitted during the radioactive decay of U and Th in quartz. For K-feldspar grains, an
internal dose rate should be included into the total dose rate, due to the relatively high concentration of
radioactive elements, 40K and 87Rb, within the K-feldspar grains. Considering the long half-lives (at least
109 years) of these radioactive isotopes and assuming that they remain in a closed system (e.g., no
movement of radioactive elements), their radioactivity can be assumed to be constant over datable period
using luminescence technique (up to 106 years) and the dose rate measured at the present is identical to
that during the burial period.

2.3.1 Determining external dose rates
Several techniques, including thick-source alpha counting (TSAC), beta counting and chemical
analysis, were applied in this thesis to measure the concentrations of U, Th and K for our samples.
2.3.1.1 Alpha counting
A thick source alpha counting (TSAC) technique was applied to measure the alpha
radioactivities from U and Th. It comprises a photomultiplier tube (PMT), a perspex sample holder with a
42 mm diameter sprinkling zinc sulphide (ZnS) screen and an electronic convert system. The crushed
samples are spread uniformly onto the sample holder on top of the ZnS screen. As alpha particles emitted
from the samples strike the ZnS screen, scintillations are produced. The scintillations produce emissions
of photoelectrons, which are recorded by the PMT and counted by the system. The counting rate of total
number of photoelectrons per unit area of ZnS screen can be converted into concentration of U and Th
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using the conversion factors provided in Aitken (1985). The successive alpha decays from 220Rn to 216Po
in the 232Th decay chain occur within ~0.2 s of each other, and the corresponding counts are termed
‘pairs’ (Huntley and Wintle, 1981; Aitken, 1985). Based on the pair rate, one can estimate the Th activity,
which allows the estimation of Th and U concentrations.
2.3.1.2 Beta counting
Risø GM-25-5 beta counting was used to measure the beta dose-rate (Dβ) from U, Th and K
(Bøtter-Jensen and Mejdahl, 1988). It consists of five Geiger-Műller sample detectors and a common
guard detector (Fig. 2.5a); the latter reduces the cosmic-ray background by using anticoincidence
technique (DTU-Nutech, 2017). Five sample positions are located on a sample slide (Fig. 2.5b), so that
material can be locked underneath each of the GM detectors. The whole instrument is covered by a thick
lead shield, which also reduces the background radiation from cosmic rays.
The powdered sample is packed firmly into three nylon containers (~25 mm in diameter and 7
mm thick) and covered under plastic cling film with a nylon ring. These three containers are measured
simultaneously, with a sample of Magnesium Oxide (MgO) and a standard sample, Nussloch Loess
(Nussi), whose beta dose rate (1.5399 Gy/ka) was previously measured using high-resolution gamma
spectrometry (Kalchgruber, 2002). Each time a beta particle is emitted, the GM detectors record a pulse.
One-hour duration is set for each counting cycle and each of the five measurement containers is counted
for a period of 24 hours. As the MgO is non-radioactive, the background-corrected count rate for each
sub-sample can be obtained by subtracting the counts obtained from the MgO from the counts of the subsamples being measured simultaneously. The background-corrected count rate for each sub-sample is
then divided by the background-corrected count rate of the Nussi and multiplied by the 1.5399 Gy/ka to
obtain a direct estimate of the beta dose rate for the sample.
Since the U and Th concentrations obtained from the TSAC measurement can be converted to
beta dose rates in Gy/ka (using the beta conversion factors in Table 2.4), the difference between the beta
dose rates from beta counting and alpha counting would represent the beta dose rates from K; the latter
can be converted to K content using the conversion factor in Table 2.4.
Table 2.4: Dose rate conversion factors to convert elemental concentrations (ppm or %) to dose rate
values (Gy/ka) for potassium, rubidium, uranium and thorium (Guérin et al., 2011; Liritzis et al., 2013).

K, 1%
Rb, 1 ppm
U, 1 ppm
Th, 1 ppm
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Beta dose rate, Gy/ka
0.7982
0.00037
0.1457
0.0277

Gamma dose rate, Gy/ka
0.2491
0.1116
0.0479

Figure 2.5: (a) Sketch of the five-sample beta GM multicounter (DTU-Nutech, 2017). 1) Preamp, 2)
Guard counter, 3) Sample counter, 4) Sample slide, 5) Mylar window, 6) Lift slide, 7) Sample, 8) Cu
plate Acrylic frame, 9) Acrylic frame, 10) Anodes. (b) An image of a sample slide (DTU-Nutech, 2017).

2.3.1.3 Chemical analysis
For some samples in this thesis, the concentration of U, Th and K were measured using a
combination of ICP-MS (Inductively coupled plasma mass spectrometry, for U and Th) and ICP-OES
(Inductively coupled plasma-optical emission spectrometry, for K). The concentrations of U, Th and K
can be converted to beta and gamma dose rate using the conversion factors in Table 2.4.
2.3.1.4 Cosmic ray
Primary cosmic rays originate almost entirely outside the solar system. As the cosmic-ray flux is
determined by the geomagnetic field, the dose rate from the cosmic-ray varies as a function of the
geographical location (Prescott and Stephan, 1982; Prescott and Hutton, 1994). The ground surface and
the sediment density also have an effect on the dose rate, as the cosmic rays are absorbed decreases with
increasing depth below the ground surface (Prescott and Stephan, 1982; Prescott and Hutton, 1994). In
this thesis, the cosmic-ray dose rate was calculated using the function calc_CosmicDoseRate provided in
the R-package ‘Luminescence’ (Kreutzer et al., 2012), with information of sample depth, sediment
density, altitude, latitude, and longitude, as input parameters.
2.3.1.5 Moisture content
Water in soil pores absorb part of the radiation that would have reached the sediment grains, so
the moisture content of the sediment should be measured to estimate the environmental dose rate
accurately (Aitken, 1985). The moisture content is expressed as the ratio between the weight of water in
the sediment and the weight of dry sediment. The correction for the effect of absorption of radiation by
moisture follows the equation below (Nathan and Mauz, 2008; Guérin and Mercier, 2012):
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𝐷𝛽,𝑤𝑒𝑡 =
𝐷𝛾,𝑤𝑒𝑡 =

𝐷𝛽,𝑑𝑟𝑦
1 + 1.194𝑥
𝐷𝛾,𝑑𝑟𝑦
1 + 1.107𝑥

(𝐸𝑞. 2.2)
(𝐸𝑞. 2.3)

where W is the long-term average water content of the sample over the burial period.
2.3.1.6 Beta attenuation
In most sediments, beta particles can only penetrate ~2–3 millimeter, a distance comparable to
the sizes of the grains (90–212 µm) used for dating. Consequently, beta particles will lose some energy
when they penetrate the grains, which means that the effective beta dose rate received by the inner part of
a grain will be smaller than that received by the outer part of the grain. So an attenuation factor should be
applied when calculate external beta dose (Mejdahl, 1979; Fain et al., 1999; Brennan, 2003). The amount
of attenuation is dependent upon the radionuclide and the size of the grain. In this thesis, the attenuation
factors provided by Brennan (2003) were used.

2.3.2 Determining internal dose rates
In contrast to quartz, which contains negligible radioactive elements (Aitken, 1998a), K-feldspar
has a considerable internal dose rate, mainly from the absorption of beta particles emitted from 40K and
87

Rb within the grains themselves. The internal dose rate for a grain of diameter r can be calculated:
𝐷𝑖𝑛 (𝑟) = 𝐷𝐾 ɸ𝐾 (𝑟) + 𝐷𝑅𝑏 ɸ𝑅𝑏 (𝑟)

(𝐸𝑞. 2.4)

where ɸk(r) and ɸRb(r) are the appropriate beta absorption coefficients for 40K and 87Rb (see Table 2.5); Dk
and DRb are the matrix beta dose rate (i.e., the beta dose rate value which would be deposited in an
infinite-size inclusion).
Table 2.5: Absorbed factors for potassium and rubidium (Huntley et al., 2001; Brennan, 2003).
Average grain size (µm)
100
200

Absorbed factors ɸ(r)
Potassium
0.040
0.079

Rubidium
0.488
0.689

In this thesis, a concentration of 400 ± 100 ppm (Huntley et al., 2001) was assumed for the Rb
content in K-feldspar for our samples. To estimate the internal K content for our samples, a Phenom XL
Scanning Electron Microscope (SEM) was conducted to measure 21 K-feldspar grains from one sample
(YJG-8) in the Yujiagou site in the Nihewan Basin. For each grain, one or two arbitrary points on the
polished surface were measured by the Energy-dispersive X-ray spectroscopy (EDXS). The K content
ranges from ~11 to ~13% (Table 2.6). As the surface colour is homogeneous for all 21 K-feldspars grains
(Fig. 2.6), we assumed that the K content is distributed homogeneously across the surface of all the
grains. So a value of 12 ± 1 % for internal K content was used for our samples.
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Figure 2.6: Typical surface image for a feldspar grain from sample YJG-08.

Table 2.6: SEM results of internal K concentrations for 21 K-feldspar grains from sample YJG-08.
Grain
number
Grain 1
Grain 2
Grain 3
Grain 4
Grain 5
Grain 6
Grain 7
Grain 8
Grain 9
Grain 10
Grain 11
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Point number
point 1
point 2
point 1
point 2
point 1
point 2
point 1
point 2
point 1
point 2
point 1
point 2
point 1
point 1
point 2
point 1
point 2
point 1
point 2
point 1

K%
8.77
8.78
9.27
8.81
9.25
9.14
8.97
9.06
9.18
9.53
9.25
9.25
8.85
9.57
9.68
9.37
9.30
9.46
9.12
9.10

Na %
1.29
1.01
1.00
1.07
0.99
0.92
1.10
0.99
0.64
0.67
0.85
0.75
1.18
0.62
0.77
0.80
0.69
0.75
0.63
0.98

Ca %
0.12
0.10
0.11
0.10
0.19
0.14
0.17
0.26
0.07
0.00
0.09
0.19
0.13
0.17
0.14
0.00
0.26
0.14
0.18
0.00

Total % a
77.98
74.72
78.16
75.61
78.46
76.53
77.58
77.59
73.14
75.48
76.17
75.72
77.36
76.38
78.66
75.83
75.88
76.87
73.36
75.96

Corrected K % a
11.25
11.75
11.86
11.65
11.79
11.94
11.56
11.68
12.55
12.63
12.14
12.22
11.44
12.53
12.31
12.36
12.26
12.31
12.43
11.98

point 2
9.04
1.05
0.00
76.33
11.84
Grain 12
point 1
9.16
0.90
0.00
75.47
12.14
Grain 13
point 1
9.44
0.75
0.10
76.45
12.35
Grain 14
point 1
9.56
0.84
0.07
78.12
12.24
Grain 15
point 1
9.47
0.83
0.09
77.51
12.22
Grain 16
point 1
9.54
0.86
0.11
78.49
12.16
point 2
9.47
0.79
0.19
77.74
12.18
Grain 17
point 1
9.52
0.83
0.18
78.49
12.13
Grain 18
point 1
9.21
1.08
0.13
78.78
11.69
point 2
9.25
0.93
0.24
78.12
11.84
Grain 19
point 1
9.43
0.94
0.05
78.20
12.06
Grain 20
point 1
9.16
0.96
0.12
76.99
11.90
point 2
9.60
0.76
0.10
77.70
12.35
Grain 21
point 1
9.51
0.66
0.00
75.23
12.64
point 2
9.43
0.70
0.14
76.09
12.39
a
Total % represent the sum of the weight concentration percentage of KAlSi 3O8, NaAlSi3O8, and
CaAl2Si2O8 in each grain, based on the measured result of K%, Na% and Ca% by the Phenom XL
Scanning Election Microscope (SEM), respectively. As KAlSi 3O8, NaAlSi3O8, and CaAl2Si2O8 should
makes up 100% for feldspar, the lower total percentage is a result of background signal of oxygen from
resin that was used to mount grains for measurements. As a result, the K % has been corrected for the loss
in total percentage.

2.4 Sample collection and preparation
2.4.1 Sample collection
For loose sediments such like sands, samples were taken by hammering stainless steel tubes (e.g.
5 cm diameter and 30 cm length) horizontally into freshly cleaned sediment exposures. If some sections
comprise of extremely compacted sediment (e.g., paleosol) which is too hard to be inserted by tubes,
block samples were taken. After being removed from the section, both the tubes and the blocks were
immediately sealed tightly with aluminium foil and plastic tape to avoid exposure to sunlight during
transportation. Additional sediment samples were collected in sealed plastic bags for dosimetry
determination.

2.4.2 Sample preparation
The preparation of luminescence samples was conducted under subdued red-light condition in
the Luminescence Dating Laboratory at the University of Wollongong. About 2 cm from both ends of the
sampling tubes and the outer surface (~1 cm) of the sample blocks were removed, as they were exposed
to sunlight during sampling.
The interior samples are used to isolate quartz and/or K-feldspar grains for De determination. To
remove any carbonates, the interior samples were treated with 10% hydrochloric acid (HCl) until no
bubbles are generated. The samples were then washed several times using distilled water to remove any
remaining acid and reaction solution. After that the samples were treated with hydrogen peroxide (H2O2)
50

for at least 24 hours to remove organic materials and then washed again. After that, sand-size fractions of
63–90, 90–125, 125–180 or 180–212 µm diameters were separated by wet sieving, depending upon the
availability of material. Quartz and K-feldspar grains were extracted using solution of sodium
polytungstate (SPT). By setting the sand-size fraction in a 2.58 g/cm3 solution of SPT for two hours, the
floating fraction was dominated by K-feldspar (~2.56 g/cm3), while the sinking fraction (>2.58 g/cm 3)
was dominated by sodium rich feldspar (Na-feldspar), quartz and other heavy minerals. The settled
fraction was separated again in a similar way with a 2.62 g/cm 3 SPT to float off any Na-feldspar, while
the quartz and heavy minerals sank. Pure quartz has a density of 2.65 g/cm 3 and can be further separated
from heavier minerals by using the 2.70 g/cm3 SPT. The quartz and K-feldspar fractions were then etched
in 40% and 10% hydrofluoric acid (HF) acid for 40 min, respectively, to remove the outer layer (~10–20
µm) that was irradiated by external alpha particles and remove any feldspar grains from the quartz
fraction (Bell and Zimmerman, 1978; Aitken, 1985). After HF etching, they were rinsed with 10% HCl to
remove any fluorides formed during HF etching. Finally, these grains were dried and re-sieved to recover
grains in selected size fractions.
The extracted quartz and K-feldspar grains were measured as either multi-grain aliquots or as
individual grains. The multi-grain aliquot measurements were made using 9.8 mm-diameter stainless steel
discs, to which grains were mounted to a 5 mm-diameter portion in the centre of each disc using silicone
oil. Single-grain measurements were made using aluminium discs that contain 100 holes (see Section
2.2.4). Grains were placed in each hole by brushing grains over the surface of the discs. For grains of
180–212 µm size, it is reasonable to assume that each hole contains a single grain, which can be
confirmed by visual inspection with an optical microscope.

2.5 Luminescence measurement facilities
In this thesis, quartz and K-feldspar grains were measured using three versions of Risø
automated OSL/TL reader (modelled DA-12, DA-15 and DA-20). Each of the readers consists of four
components: (1) an irradiation facility, (2) a heating system, (3) a stimulation light source, and (4) a
luminescence detection system (Fig. 2.7a). DA-15 and DA-20 are fitted with single-grain laser
attachments (Fig. 2.7b).
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Figure 2.7: (a) Schematic of the Risø automated TL/OSL reader (Bøtter-Jensen et al., 2003). (b)
Schematic of the single-grain OSL attachment (Bøtter-Jensen et al., 2003).

2.5.1 Irradiation source
In luminesce dating, the De can be obtained by comparing the measured natural luminescence
signal with the regenerated signals induced in the laboratory by giving known doses to the sample. These
doses can be given by a 90Sr/90Y beta irradiation source which attached to the Risø reader. To calibrate the
dose rate of each irradiation source in these Risø readers, aliquots with quartz grains were irradiated with
a known dose and were measured in our readers using the standard SAR protocol (Murray and Wintle,
2000). The obtained De and the corresponding irradiation time can be used to calculate the dose rate
(Gy/s). For single grain measurement, it has been reported that the spatial distribution of the beta source
may be inhomogeneous (Ballarini et al., 2006). Thus, dose rates for individual grain-hole for single-grain
discs were also calculated.

2.5.2 Heating system
Although luminescence dating is an optical method, samples still require some thermal
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treatments, e.g. luminescence signals are generally measured at a constant temperature (125°C) for quartz
grains. The heater strip in the Risø reader is made of low-mass Kanthal (a high resistance alloy) with a
depression shape (Fig. 2.8), which provide good heat transmission to the sample and lift sample securely
into the measurement position (Nutech, 2015). The heating system can heat up to 700°C using heating
rates from 0.1 to 10 K/s. The heating strip can be cooled in a nitrogen atmosphere to prevent oxidation at
high temperature. In this study, all the heating was conducted at a rate of 5 °C/s.

Figure 2.8: (a) Picture of the heating strip in the measurement position (Nutech, 2015). (b) Same as (a)
but with the sample carrousel in place (Nutech, 2015).

2.5.3 Stimulation light sources for single aliquot measurements
For single aliquot measurement of quartz, blue light-emitting diodes (LEDs, 470 ± 30 nm) are
commonly used for stimulation (Bøtter-Jensen et al., 2000; Bøtter-Jensen et al., 2003). A green long-pass
GG-420 filter is placed in front of each blue LED to reduce the intensity of the tail of the LED emissions,
which minimise the amount of directly scattered blue light reaching the light detection system. For Kfeldspar grains, stimulation is conducted by using the infrared diodes (870 ± 40 nm) for single aliquots,
and the long-pass RG780 is incorporated in front of the LED.

2.5.4 Luminescence detection system
During heating and stimulation, the emitted luminescence can be detected and counted by an
Electron Tubes 9235B photo-multiplier (PM) tube. Typically, ten photons in the visible range striking the
cathode (a light sensitive component in the PM tube) are converted into one to three electrons (Nutech,
2015). These emitted electrons will strike a series of dynodes, and each striking will eject several
secondary electrons from the surface of the dynode.
To separate the spectral stimulation and detection windows and to prevent scattered stimulation
light from reaching the PM tube, optical filters are attached in front of the PM tube. As quartz has a
strong emission centered on 365 nm (Huntley et al., 1991), two 3 mm thick U-340 filters with peak
transmission around 340 mm are fitted with the PM tube to transmit ultraviolent photons. The IRSL
signals can be detected by the same PM tube fitted with a blue filter pack of Schott BG-39 and Corning 753

59 filters (320–480 nm), as violent/blue emission (390–440 nm) are dominated for K-feldspars (e.g.,
Huntley et al., 1991; Bøtter-Jensen et al., 1994).

2.5.5 Single-grain attachment
For single grain measurements, a 10mW Nd: YV04 green laser emitting at 532 nm is used for
quartz grains and a 150mW infrared laser emitting at 830 nm is commonly used for K-feldspar grains
(Duller, 2003). The power densities of these laser source are estimated to be >2 orders of magnitude
higher than those achievable with LEDs. The beam from the laser is focused on a ~10 µm spot over each
grain by using a set of two mirrors and three lenses to steer the laser within the measurement chamber
(Fig. 2.7b). For the standard single grain discs (see Section 2.2.4), apart from the 100 holes for keeping
sample grains, three larger holes are drilled on the outer edge of the disc. The coordinates of the sample
holes can be determined by locating the positions of the three large holes.
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Chapter 3 Study sites
To study the timing of the demise of the Nihewan Paleolake and the geomorphological evolution
of the basin, a series of fluvial and lacustrine sections were surveyed (Fig. 3.1). The major landforms
were studied using a combination of the 30 m resolution Digital elevation model (DEM-SRTM), Google
Earth and field observations. The stratigraphic units from all sedimentary sections were described in the
field based on their sedimentary features, including color, texture (e.g., grain size), sorting, roundness and
texture patterns. We found that the sections surrounding the eastern margin of the Nihewan Basin consist
predominantly of grey-green silt and clay, suggesting an anoxic depositional environment. Similar to
previous studies (e.g., Ao et al., 2010a; Deng et al., 2008), we attribute these grey-green sediments as
lacustrine deposits. In contrast to the lacustrine sediments, the sediments of the terraces near the Sanggan
River are mainly brown silt or sand mixed with rounded or sub-rounded gravels. Many of these exposures
are characterised by horizontal or cross beddings, indicating a high-energy fluvial environment.
Combined with the geomorphological background as well as their locations in the basin, the sedimentary
features of fluvial and lacustrine deposits were easy to distinguish in the field. Given this, and in addition
the challenges of collecting bulk samples for further lab work, meant we did not conduct any further
sedimentological analysis of the sediments. A hand-held GPS receiver was used to measure the elevation
of terraces. A laser rangefinder and tape were used to measure the depth of the studied sections.
In order to provide an accurate chronology for the geomorphological evolution of the Nihewan
Basin, systematic sampling was carried out for optical dating from both fluvial and lacustrine sections.
Samples were taken using metal cylinders or cutting blocks from freshly cleaned sediment exposures.
After being removed from the section, both the cylinders and the blocks were immediately sealed tightly
with aluminium foil and plastic tape and transferred to University of Wollongong for further preparation.
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Figure 3.1: (a) The locations of three studied terrace profiles (A-A’, B-B’ and C-C’) in the east of the
Nihewan Basin. (b) The locations of studied sections in the east of the Nihewan Basin. The yellow circles
are the studied sections along the Sanggan River, and the blue circles are the studied lacustrine sections
around the edge of the basin. 1, Hutouliang Terrace T1 and T2 (HTL-T1 and T2); 2, Hutouliang
lacustrine section (HTL-L); 3, first section in second terrace in the south of Xishuidi (XSD-S-T2-A); 4,
second section in second terrace in the south of Xishuidi (XSD-S-T2-B); 5, Majuanpo lacustrine section
(MJP); 6, Nihewancun Terrace T1 (NHWC-T1); 7, second terrace in Xiashazui (XSZ-T2); 8, third terrace
in Xiashazui (XSZ-T3); 9, third terrace in Yougfang (YF-T3); 10, first and second terrace in the Sanggan
Gorge (SG-T1 and T2); 11, Wanjiaping (WJP); 12, west of Zhaojiaping (ZJP-W); 13, first section in the
east of Zhaojiaping (ZJP-E-A); 14, second section in the east of Zhaojiaping (ZJP-E-B); 15, Jiangjiarang
(JJR); 16, Heshangping (HSP); 17, first section in the Hongya (HY-A); 18, second section in the Hongya
(HY-B); 19, Dadaopo (DDP).
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3.1 Terraces of the Sanggan river
Field investigation indicated that three terraces of the Sanggan River are best developed in the
east of the Nihewan Basin. These terraces were named T1, T2 and T3 from the lowest terrace to the
highest, respectively. Two profiles (A-A’ and B-B’) were investigated up and downstream of the Huliu
River and one profile (C-C’) at the upstream end of the Sanggan gorge was investigated in detail (Fig.
3.1a).

3.1.1 A-A’
Along the course of the Sanggan River, ~30 km upstream from the Sanggan gorge, a system of
terraces is developed. At this profile, the Sanggan River flows at an elevation of 830 m. Two terrace
levels can be distinguished, at elevations of up to 25 m above the riverbed (Fig. 3.2). The lowest terrace
T1 is only present at Hutouliang (HTL) which sits on the north bank of the Sanggan River. In section
HTL-T1, ~10 m above the present river channel, the exposure (5.8 m thick) consists of horizontally
bedded brownish-yellow silt. Four layers of gravels can be found in the section (Fig. 3.3a) and these are
sub-rounded with moderate sorting and matrix supported (Fig. 3.3e). Sample HTL-T1-1 was collected
above the third gravel layer.
Terrace T2 occurs on both the north and south banks of the Sanggan River in this profile. Its
elevation is about 15~25 m above the present river channel. Section HTL-T2 is next to the section HTLT1 and consists of two parts. The lower part is a grey-green lacustrine sediment, and a 10-m-thick deposit
is exposed. The upper part is a brown silt clay layer of 11 m from which two samples (HTL-T2-1 and
HTL-T2-2) were collected.
Two sections of the second terrace were also identified at south of the Xishuidi (XSD-S-T2). The
top of the section XSD-S-T2-A on the south bank is about 15 m above the active riverbed (elevation of
830 m). The entire section is about 4 m thick and is constituted by brown silt to clay. Two samples (XSDS-T2-1 and XSD-S-T2-2) were collected from this section. Section XSD-S-T2-B has an elevation of 850
m. The exposure (10.2 m thick) is silt clay with a sub-rounded gravel layer in the middle of the section
(Fig. 3.3b). One sample (XSD-S-T2-3) was collected from silt clay which was above the gravel layer.
One short section (~2 m thick) comprised of grey-green lacustrine deposits (HTL-L) was
exposed on the north bank of the Sanggan River. Its elevation is about 57 m above the present river
channel (at 830 m). One sample (HTL-L-1) was collected for optical dating. Lacustrine deposits were also
exposed on the south bank of the Sanggan River at Majuanpo (MJP-A and MJP-B), from which samples
MJP-1 and MJP-2 were collected, respectively. The elevation of these sections is about 55 m above the
river channel (at 833 m).
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Figure 3.2: Profile A-A’ and the corresponding terrace deposits of the Sanggan River. The positions of the luminescence samples are included.
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Figure 3.3: Photographs showing typical landscapes of the Sanggan River and the remaining of the
Nihewan Paleolake. (a) Section of HTL-T1; (b) Section of XSD-S-T2; (c) Section of XSZ-T3; (d) Section
of WJP; (e) Sub-rounded and sub-angular gravels at HTL-T1; (f) Sub-rounded gravels at JJR. See Figure
3.1 for location of sites.
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3.1.2 B-B’
Approximately 9 km upstream from the Sanggan Gorge, another series of terraces exist at
elevations 40 m above the riverbed (Fig. 3.4), which is at an elevation of 800 m. Three terrace levels can
be distinguished, and the lower most T1 terrace is unpaired and only present on the north bank of the
Sanggan River in this profile. Section NHWC-T1 (first terrace at Nihewancun) has an elevation of 805 m,
5 m above the active Sanggan channel. The terrace deposits consist of horizontal bedded brownish-yellow
clay and silt. Three samples (NHWC-1, -2, -3) were taken from this section.
Terrace T2 is also only present on the north bank of the Sanggan River at Xiashazui (XSZ-T2).
The strath surface of XSZ-T2 is ~10 m above the present river level and consists of two layers. The upper
layer is brown silt and clay with horizontal bedding (3 m thick). The lower layer is grayish-yellow silt
with cross-bedding (1.4 m in thickness). Three samples (XSZ-T2-1, -2, and -3) were taken from this
section.
Terrace T3 occurs on both the north and south banks of the Sanggan River in this profile. Its
elevation is about 35~44 m above the present river channel. The exposure of the north section (section
XSZ-T3) is divided into three sediment layers (Fig. 3.3c). The lower part is greyish-green lacustrine
sediment (~0.3 m in thickness) from which sample XSZ-T3-1 came. The middle part of the section is
brownish-yellow silt deposits (6.4 m in thick) with horizontal bedding. Sample XSZ-T3-2 and XSZ-T3-3
were taken from this part. The upper part is a gravel and silt interbed of 5 m thickness, from which
sample XSZ-T3-4 came.
The remnant of T3 were also observed on two sections at Youfang (YF-T3-A and YF-T3-B),
which are situated on the south bank of the river. The top of the section YF-T3-A is 35 m above the active
riverbed and has an elevation of 835 m. It is divided into four sediment layers from top to bottom: (1) a 7
m thick loess layer; (2) a 13 m thick brownish-yellow fine sand with horizontal bedding, from which
sample YF-T3-A-2 came; (3) a 3 m thick grey bedded sand and gravel unit and (4) a 3 m thick greyishgreen lacustrine sediment with horizontal bedding. Sample YF-T3-A-1 was taken from the lacustrine
sediment. Section YF-T3-B consist of three parts. The lower part (3 m thick) is comprised of two layers
of lacustrine sediment with horizontal bedding, but separated by poorly sorting sub-rounded gravels. One
sample on each lacustrine layer was collected (YF-T3-B-1 and YF-T3-B-2). The middle part is a 9 m
thickly bedded sand and gravel unit. The upper part is a 6 m thick loess layer.
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Figure 3.4: Profile B-B’ and the corresponding terrace deposits of the Sanggan River. The positions of the luminescence samples are included.
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3.1.3 C-C’
At the Sanggan Gorge (SG), more than five terraces were observed, yet terraces above T2 are
rock-seated terraces and no sediments could be collected for dating. Only thin fluvial sediments are
preserved on Terrace T1 and T2 (Fig. 3.5). The surface of the SG-T1 is about 8 m above the active
riverbed. The exposure is characterized by a ~4.5 m horizontally bedded silt unit with poorly sorted subrounded gravel lenses, and two samples (SG-T1-1 and -2) were collected from the brownish-yellow silt
sediment.
The T2 terraces was observed in two sections (SG-T2-A and SG-T2-B). The SG-T2-A surface is
about 15 m above the active riverbed. The exposure of the section indicates that it consists of a ~4 m of
poorly sorted sub-rounded gravels with sand interbeds overlain by a ~1 m thick sand deposit. One sample
(SG-T2-1) was taken from the top of the sand deposit. For section SG-T2-B, the exposure (~8 m thick) is
sand with sub-rounded poorly sorted gravels. Sample SG-T2-2 was taken from the upper part of the
section.

Figure 3.5: Profile C-C’ and the corresponding terrace deposits of the Sanggan River. The positions of the
luminescence samples are included. The three sections (SG-T2-A, SG-T2-B and SG-T1) are too close to
be shown separately in the figure.

3.2 Lacustrine sections at the east margin
A series of lacustrine sections surrounding the eastern margin of the Nihewan Basin were
identified and sampled to study the lake-level history and the demise age of the Nihewan Paleolake (Fig.
3.6). As the gravels are too heavy to be transported in suspension, the sub-rounded gravels that occur in
the lacustrine sediments are interpreted to represents nearshore lacustrine facies (lake-margin deposits).
The elevation of section Wanjiaping (WJP, 40°13’32.8” N, 114°40’55.1” E) is 1093 m as
measured by GPS (~285 m above the modern river). The yellow-green lacustrine sediment was identified
at the top of the scarp, and one sample (WJP-1) was collected (Fig. 3.3d). Near section WJP, bedrock,
unrounded clastic rocks and sub-rounded clastic rocks were identified in order, which indicates the
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sampled lacustrine sediment was from lake margin.
West of the Zhaojiaping (ZJP-W, 40°18’46.6” N, 114°45’16.0” E, 1082 m asl), a thin subrounded gravel layer was identified, which is the feature of the lake-margin deposits. Below the gravel
layer, one sample (ZJP-W-2) was collected from the greyish-green lacustrine sediment (Fig. 3.6a). Loess
sediment, characterised by yellow-brown silt with columnar joints and white calcium carbonate, was
identified. The loess sample (ZJP-W-1) was collected from the sediment above the gravel, which
indicates the loess deposition after the lacustrine transgression in this area.
East of ZJP (40°18’51.5” N, 114°45’52.1” E), lacustrine sediment was identified in two sites.
Section ZJP-E-A (1092 m asl, Fig. 3.6b) consist of a loess layer (~3.7 m thick) overlying greyish-green
lacustrine sediment (~0.7 m thick). One sample on each layer was collected (ZJP-E-1 and -2). In section
ZJP-E-B (1044 m asl), a gravel layer was observed at the bottom of the section. Three layers of greyishgreen lacustrine sediments were identified above the gravel layer which was separated by an interbedded
sand and gravel unit (alluvial deposits), and sample ZJP-E-3 was collected from the lowest lacustrine
layer (Fig. 3.6d).
The sub-rounded gravel layer was also observed at the Jiangjiarang section (JJR, 40°16’18.7” N,
14°45’59.3” E, 1059 m) (Fig. 3.3f), which indicates the highest elevation covered by paleolake. Sample
JJR-1 was collected from the green lacustrine sediment near the gravel layer (Fig. 3.6f).
The Heshangping section (HSP, 40°15’9.9” N, 114°45’1.9” E) has an elevation of ~1049 m
(~245 m above the modern river) and consists of three parts. The lower part is a red clay layer. The
middle part of the section is a sub-rounded gravel layer of 0.8 m. The upper part is a green lakeside sand
layer of 0.5 m from which a sample (HSP-1) came (Fig. 6.6e). At a nearby section, the sub-rounded
gravel has an unconformable contact with the overlying loess. Sample HSP-2 was taken from the loess.
The lacustrine sediment was also observed on Hongya (HY-A, 40°08’17.2” N, 114°39’8.0” E,
982 m; HY-B, 40°08’7.4” N, 114°39’22.5” E, 972 m), which is situated on the west of the Huliu River
(~130 m above the modern river). Section HY-A consists of eolian and lacustrine deposits. The lacustrine
deposit is composed of well-rounded gravels (0.15 m thick) overlaying greyish-green lacustrine sediment
(0.35 m thick), and the eolian deposit is comprised of a paleosol (Fig. 3.6h). Sample HY-1 and HY-2
were collected from the lacustrine and paleosol sediment, respectively. Section HY-B is composed of
lacustrine facies sediments with four layers of sub-rounded gravels (Fig. 3.6i). One sample (HY-3) below
the first gravel layer was collected.
The Dadaopo section (DDP, 40°13’15” N 114°38’4.7” E, 941 m) is ~130 m above the modern
river and composed of lacustrine sediments and overlain by about 10 m of loess. One sample (DDP-7)
was taken in the upper loess sediments, and six samples (DDP-1, -2, -3, -4, -5 and -6) were taken in the
lower 40 m of lacustrine sediment. As the chronology of the DDP section has been reported using the
magnetostratigraphical method (Zhu et al., 2004), these samples were investigated in detail to test the
upper dating limit of the MET-pIRIR and the SGC procedures (see Chapter 6). Among these seven
samples, the upper three samples (DDP-7, -6 and -5) were picked for the study of the history of the
Nihewan Paleolake (Fig. 3.6g).
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Figure 3.6: Deposits of lacustrine sections at the east margin of the Nihewan Basin. The positions of the luminescence samples are indicated.
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3.3 Yujiagou Paleolithic site
The Yujiagou site (114°28’47’’E, 40°09’49’’N, 865 m asl) is situated on the second river terrace
of the Yujiagou gully – one of the tributaries of the Sanggan River (Fig. 3.7) (Xie et al., 2006). This site
contains evidence of human occupation spanning the Late Paleolithic to Neolithic (Mei, 2007). Deposits
at the site are mainly water-lain and reworked loess material, and ten samples were collected from this
site (Fig. 3.8). The pIRIR ages of these samples has been published in the journal Journal of Quaternary
Science in 2019 (see Appendix 2). In this thesis, these samples were used in the study of the thermal
stability of the luminescence signal from quartz and feldspar grains in this area (see Chapter 4) and in the
test for the effect of the residual signal (see Chapter 5).

Figure 3.7: DEM map showing the eastern Nihewan Basin, the Sanggan River and the Yujiagou (YJG)
site.
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Figure 3.8: Photograph of the west section of Yujiagou showing the position of collected samples.
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Chapter 4 Variability in the thermal stability of OSL
signal of single-grain quartz from the Nihewan Basin,
north China
The content of this chapter is based on the article published in the Quaternary Geochronology in
2019 (see Appendix 3). Some changes have been made for purpose of including these results in this
thesis, such as excluding the background information of the Nihewan Basin, and the sample preparation
procedure and analytical facilities, which have been presented in Chapter 2 and 3.
Rui, X., Li, B., Guo, Y.J., Zhang, J.F., Yuan, B.Y., Xie, F., 2019. Variability in the thermal stability of
OSL signal of single-grain quartz from the Nihewan Basin, North China. Quaternary Geochronology 49,
25–30.
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4.1 Introduction
Optically stimulated luminescence (OSL) signals have been widely applied in dating of
archaeological and geological materials (Wintle and Murray, 1998). One of the fundamental requirements
of OSL dating is that the lifetime of the trapped charges responsible for the OSL signal must be
substantially greater than the age of the material being dated (e.g., at least 10 times the age of the dated
sample) (Aitken, 1985). Previous studies showed that the quartz OSL signal is dominated by a stable
signal, so-called ‘fast component’, with a lifetime of 1×108 yr at 20°C (e.g., Murray and Wintle, 1999; Li
and Chen, 2001). However, recent studies suggested that not all the samples have stable quartz OSL
signals. Bonde et al. (2001) reported thermally unstable quartz OSL signal for their samples from
volcanic island of Santorini in the Aegean Sea, which resulted in age underestimation. Li and Li (2006)
proposed that the thermal instability of the medium component could cause the underestimation of De
values. A short lifetime (~1700 yr) of the OSL signal at 20°C for the quartz from a Japanese tephra
leading to age underestimation has also been reported (Tsukamoto et al., 2007). Fan et al. (2011)
conducted a single-grain pulse-annealing test on samples from the Mu Us desert in northern China and
demonstrated an unstable fast component in quartz OSL, which explains their observation of age
underestimation. Lai and Fan (2014) reported a short lifetime (~0.3 Ma) at 20°C of the quartz samples
from the Chinese Loess Plateau, which caused age underestimation for their samples. Klasen et al. (2016)
obtained lifetime of ~190 ka at 20°C for the quartz from glaciofluvial sediments in northern Alpine
Foreland of Germany, which explained why their OSL ages were significantly underestimated. The large
spread in the lifetimes of quartz OSL for different aliquots from the same samples has been reported for
sediments from northern Switzerland and southern Germany (Buechi et al., 2017; Lowick and Valla,
2018).
In order to test whether quartz from the Nihewan region is suitable for dating, we applied the
SAR protocol to individual quartz grains from this region, North China. The relationship between De and
thermal stability was studied by conducting pulse-annealing test on individual grains of quartz. We also
measured the lifetime of different components of OSL signals for stable and unstable quartz grains.

4.2 Samples and instruments
Six samples (YJG-3, -4, -5, -6, -7, -8) taken from the Yujiagou site (see Chapter 3 for details
about this site) were studied in this chapter. Both the quartz and feldspar grains (180–212 µm) were
extracted from these samples and measured using a Risø OSL/TL reader (DA-20) equipped with a singlegrain attachment. Details about sample preparation and measurement facilities are given in Chapter 2.

4.3 Single-grain results
4.3.1 De determination using quartz
To obtain De for quartz, the SAR procedure (Galbraith et al., 1999; Murray and Wintle, 2000)
(Table 4.1, part 1) was applied to individual quartz grains. The grains were stimulated by green laser for
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1.8 s at 125 °C, and the net OSL signal was calculated using the first 0.18 s integral of the initial OSL
signal minus a background estimated from the last 0.18 s. The value of De was estimated by interpolating
the sensitivity-corrected signals (Ln/Tn) onto the corresponding dose response curve (DRC). Grains were
rejected if the resulting OSL data failed to satisfy a series of well-established criteria similar to those
proposed by Jacobs et al. (2006) (see Section 2.2.4).
Table 4.1: The single grain regenerative-dose (SAR) procedure for quartz followed by a pulse-annealing
test (Fan et al., 2011).
Step
Treatment
Observed
a
Part 1
De measurement
1-1
Give dose, Di
1-2
Preheat (220°C for 10 s)
1-3
SG stimulation with green laser for 2 s at 125°C
Lx
1-4
Give test dose, Dt (11.8 Gy)
1-5
Cutheat to 180°C
1-6
SG stimulation with green laser for 2 s at 125°C
Tx
1-7
Blue LEDs bleach for 40 s at 260°C
1-8
Return to step 1-1
Part 2
Pulse-annealing b
2-1
Give dose, Di (70.6 Gy)
2-2
Annealing (cutheat to T°C)
2-3
SG stimulation with green laser for 2 s at 125°C
Lpx
2-4
Give test dose, Dt (11.8 Gy)
2-5
Cutheat to 180°C
2-6
SG simulation with green laser for 2 s at 125°C
Tpx
2-7
Blue LEDs bleach for 40 s at 260°C
2-8
Return to step 2-1 by increasing T from 180 to 380°C
a
For De measurement, the procedure involves the measurements of natural signal (Ln), a series of
regenerative dose signals (Lx) of 18, 36, 72, 0 and 36 Gy, and their corresponding test dose signals (Tx). A
duplicate dose and a zero dose were used to monitor the recycling ratio and the extent of recuperation,
respectively. An additional regenerative dose cycle (36 Gy) at the end of the SAR sequence (using an
infrared stimulation for 40 s at 60°C before measuring the OSL signal) was also included to determine the
OSL IR depletion ratios and check for any remnant feldspar contamination (Duller, 2003).
b

In the pulse-annealing procedure, each grain was given a regenerative dose of 70.6 Gy and then

subjected to an annealing temperature T°C (cutheat). The remnant OSL signal was measured using 2 s
green stimulation at 125°C. Correction for sensitivity changes during the pulse-annealing was made using
the OSL response of a test dose of 11.8 Gy. At the end of each run, the grains on each disc were bleached
simultaneously with a blue stimulation at 260°C to remove any remaining signals. The measurement
cycle was repeated with the cutheat temperature being increased from 180 to 380°C, at steps of 20°C.

Before applying the SAR protocol, a joint test of preheat and dose recovery was performed on
YJG-5 to check whether there was any dependence of De on the preheat temperature. In the test, the
quartz grains were first bleached for ~8 h with a Dr Hönle solar simulator (model: UVACUBE 400), and
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then given a laboratory beta dose of 9.1 Gy. The given dose was then measured as an ‘unknown’ dose
using the procedure in part 1 of Table 4.1 with different groups of preheat and cutheat temperatures. As
shown in Fig. 4.1a and d, the ratio of measured to given dose for the group of 220°C preheat and 180°C
cutheat is consistent with unity. For the groups of 240°C preheat and 200°C cutheat, and 260°C preheat
and 220°C cutheat, the dose recovery ratios are deviated from unity by more than 2σ (Fig. 4.1b, c and d).
A dose recovery test was also conducted by giving a higher dose (30 Gy) using the combination of 220°C
preheat and 180°C cutheat. A total of 33 grains (3.7% of the 900 grains measured) were accepted. Among
the 900 grains measured, 808 grains were rejected due to weak Tn signal, 54 grains were rejected due to
poor recycling ratio or OSL IR depletion ratio, 1 grain was rejected due to high recuperation and 4 grains
were rejected due to saturation. The distribution of the dose recovery result for all the accepted grains is
shown in Fig. 4.2. The over-dispersion (OD) value, calculated using the Central Age Model (CAM)
(Galbraith et al., 1999; Galbraith and Roberts, 2012), is 18.2 ± 3.6 % and the dose recovery ratio is 1.05 ±
0.05. This result indicates that the given dose was successfully recovered using the SAR procedure with
the combination of 220°C preheat and 180°C cutheat. Six OSL samples were measured under this
condition. The distribution of the De values of one sample (YJG-4) is shown in Fig. 4.3a. Many quartz
grains of YJG-4 yielded De values close to ~2 Gy, and many other grains yielded larger De centred at ~27
Gy. Using CAM, the De value of the quartz grains is 15.9 ± 2.5 Gy and the corresponding OD is 98.9 ±
11.6 %. Similar pattern of De distribution is observed for the other samples (Fig. 4.4) and a summary of
De result is listed in Table 4.2.
The presence of many ‘young quartz grains’ in the quartz OSL distribution can be explained in
several ways: 1) the samples are very young (close to zero-age), so the presence of high De values is a
result of insufficiently bleaching prior to deposition; 2) the samples contain a mixture of grains of
different ages, i.e., younger grains were intruded after deposition; 3) the ‘young grains’ is an apparent
result caused by their intrinsic aberrant luminescence behaviour. If the first two explanations are true,
similar pattern of De distribution should be observed in K-feldspar from the same samples.
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Figure 4.1: Distribution of measured to given dose ratio (dose recovery ratio) obtained using different
preheat/cutheat temperatures for sample YJG-5. The given dose is 9.1 Gy. The shade region indicates the
2σ range from the weighted mean calculated using Central Age Model (CAM). (a) Preheat 220°C and
cutheat 180°C. (b) Preheat 240°C and cutheat 200°C. (c) Preheat 260°C and cutheat 220°C. (d) Dose
recovery ratios plotted against preheat temperature.
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Figure 4.2: De values for 33 accepted quartz grains of sample YJG-5 that had been optically bleached and
given a known beta dose of 30 Gy. The shaded region indicates the 2σ range from the weighted mean
calculated using the CAM.

Figure 4.3: (a) Distribution of De for all accepted quartz grains on sample YJG-4. The shaded regions
indicate the weighted mean values for the two populations identified using Finite Mixture Model (Roberts
et al., 2000). (b) Distribution of post-infrared infrared stimulated luminescence (pIRIR) Des for Kfeldspar grains from the same sample.
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Figure 4.4: (a)-(e) De distributions for all accepted quartz grains for samples YJG-3, 5, 6, 7, 8. The grey
band is centred on the weighted mean De of each component fitted using the finite mixture model.
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Table 4.2: Quartz OSL De results calculated using CAM and FMM.
Sample

Depth

Total number

Number of

No.

(m)

of grains

accepted

measured

grains

CAM results
De (Gy)

OD (%)

FMM results
Component 1

Component 2

De (Gy)

Proportion (%)

De (Gy)

Proportion (%)

YJG-3

1.7

1400

65

12.8 ± 1.9

104.5 ± 11.2

3.6 ± 0.5

38.5

28.3 ± 1.7

61.5

YJG-4

1.9

1500

47

15.9 ± 2.5

98.9 ± 11.6

2.4 ± 0.5

21.9

26.3 ± 1.7

78.1

YJG-5

2.3

800

50

11.7 ± 2.1

121.4 ± 13.2

3.2 ± 0.4

38.5

27.9 ± 1.3

61.5

YJG-6

2.6

900

21

7.1 ± 2.0

109.6 ± 20.7

2.5 ± 0.4

51.7

20.1 ± 1.8

48.3

YJG-7

3.0

1300

53

5.6 ± 1.3

146.4 ± 18.1

1.5 ± 0.6

49.6

20.7 ± 1.2

50.4

YJG-8

3.5

2400

58

12.0 ± 2.1

106.8 ± 13.2

4.7 ± 0.6

44.7

28.0 ± 1.5

55.4
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4.3.2 De determination using K-feldspar
In order to test whether the wide De distribution for quartz is due to insufficient bleaching or
post-depositional mixture, the De of K-feldspar from the sample YJG-4 was measured using the singlegrain post-infrared infrared stimulated luminescence (pIRIR) procedure by Blegen et al. (2015) (Table
4.3). To test the suitability of the pIRIR procedure for our samples, residual dose and dose recovery tests
were performed on one sample (YJG-7). In the tests, K-feldspar grains were first bleached for ~8h using
solar simulator. Residual doses of the pIRIR signals were determined by measuring 200 bleached grains
(two discs) using the procedure in Table 4.3. A total of 34 grains were accepted after applying the
rejection criteria similar to those applied to quartz were used and their residual doses are shown in Fig.
4.5b. We applied the CAM to estimate the weighted mean residual dose, which yielded a value of 6.6 ±
0.7 Gy.

Figure 4.5: (a) De values for 101 accepted grains of sample YJG-7 that had been optically bleached and
given a known beta dose of 35 Gy. The shaded region indicates the 2σ range from the weighted mean
calculated using the CAM. (b) Distribution of residual dose values for all accepted grains of the same
sample.

In the dose recovery test, a laboratory beta dose of ~35 Gy was given to 500 bleached grains
(five discs). The given dose was then measured as an ‘unknown’ dose using the procedure in Table 4.3. A
total of 101 grains were accepted for dose determination after applying the criteria mentioned above. The
distribution of recovered doses is shown in Fig. 4.5a. The dose recovery ratio is 1.00 ± 0.03, after
correcting for residual dose. This result indicates that the given dose can be successfully recovered using
the pIRIR procedure.
Anomalous fading tests were conducted on multi-grain single aliquots with two samples (YJG-4
and YJG-8) using a single aliquot procedure similar to that described by Auclair et al. (2003), but based
on a pIRIR procedure. The results show that the two samples have similar anomalous fading rates (Fig.
4.6). The average g-values for the IRSL200 and pIRIR275 signals from the samples are 2.6 ± 0.3 and 0.3 ±
0.5% per decade, respectively, indicating that the pIRIR signals suffer negligible anomalous fading.
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Figure 4.6: Anomalous fading results of the IRSL and pIRIR signals from samples YJG-4 (a) and YJG-8
(b). t is the period of delay and tc is calculated as the time from the middle point of irradiation to the
beginning of measurement. The g-values of these two samples are summarized in (c).

Based on the performance tests described above, we used the single-grain pIRIR procedure to
estimate the De values for sample YJG-4, and the distribution of the De values for the accepted grains is
shown in Fig. 4.3b. It can be seen that, in contrast to the quartz De distribution (Fig. 4.3a), the K-feldspar
De distribution is much tighter and randomly distributed around a central value. The CAM De value of the
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K-feldspar grains is 37.5 ± 2.0 Gy. The OD is 27.6 ± 4.3 %, significantly smaller than the value (98.9 ±
11.6 %) of the quartz De distribution. Given the pIRIR signals from K-feldspar are bleached much slower
than the quartz OSL signal (Li et al., 2014a), any insufficiently bleached samples should have a wider De
distribution in K-feldspar than in quartz, which ruled out the first explanation mentioned above. The
single-population observed in the K-feldspar De distribution also suggest that the sample did not suffer
from any significant post-depositional mixture. Hence, the ‘young grains’ seen in quartz De distribution
can only be explained by the intrinsic aberrant luminescence behaviour of quartz.
Table 4.3: The single-grain post-infrared infrared stimulated luminescence (pIRIR) measurement
procedure for K-feldspar.
Step
Treatment
1
Give regenerative dose, Di a
2
Preheat at 320°C for 60 s
3
IRSL measurement at 200°C for 200 s
4
SG IRSL measurement at 275°C for 1.5 s
5
Give test dose, Dt
6
Preheat at 320°C for 60 s
7
IRSL measurement at 200°C for 200 s
8
SG IRSL measurement at 275°C for 1.5 s
9
IR bleach at 340°C for 100 s
10
Return to step 1
a
For natural sample, i = 0 and Di = 0.

Signal

Lx(275)

Tx(275)

4.3.3 Luminescence characteristic of quartz
4.3.3.1 Thermal stability
As the temperature-dependent retention of the trapped charges places a fundamental limitation
on the age range, thermal stability is crucial for luminescence dating. To investigate the thermal stability
of single-grain quartz OSL signals and its relationship with De, a pulse-annealing experiment was
conducted on sample YJG-3 (Table 4.1). In this procedure, single-grain De measurement was conducted
first (Table 4.1, part 1), followed by a pulse-annealing test (Table 4.1, part 2) (Duller, 1994; Li et al.,
1997; Li and Chen, 2001; Fan et al., 2011). Fig. 4.7a shows the pulse-annealing results from 5 typical
grains from sample YJG-3. The OSL signals of the two grains with De of 44.4 Gy (red circles) and 25.0
Gy (blue triangles) are stable up to ~300°C. The signals of the grains with De of -4.4 Gy (black squares), 0.2 Gy (pink triangles) and 4 Gy (green diamonds) start to decrease at a temperature as low as 220°C.
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Figure 4.7: (a) Pulse-annealing results for 5 grains from sample YJG-3, plotted as the remnant sensitivitycorrected OSL intensity versus annealing temperature. The luminescence remaining after heating to each
temperature was normalized to the initial value at 180°C. (b) Equivalent dose values for 65 grains of
YJG-3 plotted as a function of the thermal depletion ratio (TDR). (c) The De estimate plotted against TDR
threshold for sample YJG-3. The data are based on 65 quartz grains. The shaded region represents the
‘plateau’ region.
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The pulse-annealing results indicate that the grains with low De values are associated with
thermally unstable OSL signal. In order to quantify the thermal stability and compare it with De values,
we applied the method of Fan et al. (2011), by conducting a ‘thermal depletion ratio’ (TDR) test.
Following the single-grain De measurements, a simplified pulse-annealing test involving only two
annealing temperatures (180 and 300°C) was applied. The TDR is calculated as the ratio between the
sensitivity-corrected OSL signals obtained after 300 and 180°C annealing. A higher TDR value, hence,
indicates a more stable OSL signal, and vice versa. The TDR values for individual grains are plotted
against their corresponding De values in Fig. 4.7b. The result shows that almost all the low-De values (<10
Gy) are associated with small TDR values (< 0.6). In contrast, most of the high-De grains are associated
with large TDR values (>0.6) except for 2 zero-De grains that have large TDR values of ~0.9. The
presence of stable young or “modern” grains in single-grain quartz OSL results are not unusual (e.g.,
Jacobs et al., 2003a). It could be due to either intrusion of young grains during sampling or sample
preparation, or the significant sensitivity change during SAR measurements. The result of Fig. 4.7b
indicates that the presence of low De values in our samples is due to the presence of grains with unstable
OSL signal.
To test if the TDR result can be used to effectively identify those grains with thermal unstable
signal, a range of thermal ratio acceptance threshold was applied, i.e., grains with TDR ratios smaller than
this threshold are rejected for De calculation. Fig. 4.7c shows the CAM De estimates of sample YJG-3
calculated after applying different TDR threshold values. It shows that the De estimate systematically
increases with TDR threshold values (from 0 to 0.6). A ‘De plateau’ appears to be reached at a TDR value
of 0.6 and above. This result supports that the presence of grains with thermally unstable signals,
manifested by a low TDR value (<0.6), can cause significant De underestimation.
4.3.3.2 Decay curves and dose response curves
Previous studies demonstrated that, although the fast component of quartz OSL is thermally
stable, other components, such as ultrafast (Jain et al., 2008), medium (Li and Li, 2006) and slow
(Singarayer and Bailey, 2003) components, may be thermally unstable. To check whether the unstable
feature in the OSL signal for our samples is a result of presence of such thermally unstable components,
the OSL decay curves of quartz grains of sample YJG-3 with different De and TDR values were examined
(Fig. 4.8). The OSL signal from a Risø calibration quartz grain, highly sensitised and used for calibrating
beta dose rate, was also used for comparison. The calibration quartz has been considered to be dominated
by the fast component that is thermally stable. Fig. 4.8 shows that there is no distinguishable difference
among our samples and the calibration quartz grain.
In order to further study the relationship between the OSL decay curve and thermal stability, we
used ‘fast ratio’ as a quantitative estimate of the relative proportion between the fast and medium
components (Durcan and Duller, 2011). The fast ratio is defined as the ratio between the initial signal
(dominated by the fast component) and a later signal (dominated by the medium component) minus a
background (dominated by the slow component). A large fast ratio would indicate a fast decaying OSL
curve. The fast ratios from individual grains of YJG-3 are compared with their corresponding SAR De
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values and thermal depletion ratios (Fig. 4.9). There is no obvious relationship between the fast ratio and
De or TDR. This suggests that the fast ratio or the shape of single grain OSL curves cannot be used for
identification of thermal unstable grains.
We also compared the DRCs of four grains with different TDR values (Fig. 4.10). No distinctive
difference in the DRCs is observed for grains with different TDR values, indicating that the shape of
DRCs cannot be used for identifying thermal unstable grains. The obtained fitting values of 2D0 ranged
from 122 to 292 Gy which are larger than the measured De values (~ 35 Gy) (Fig. 4.10). Therefore, we
conclude that the underestimation of De values is not due to dose saturation.

Figure 4.8: OSL decay curves of four quartz grains from YJG-3 with different De and TDR values,
compared with that of a typical Risø calibration quartz grain. The data was normalized to the initial OSL
signal of each grain.

Figure 4.9: (a) The SAR De plotted against the fast ratio values of Tn for sample YJG-3. (b) The thermal
depletion ratio (300°C/180°C) plotted against the fast ratio of Tn for the same sample. The fast ratios are
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calculated based on the signal counts from the first channel minus the slow component (i.e., average
counts of those from 51–60 channels) divided by the counts at the 4th channel minus the slow component.

Figure 4.10: Dose response curves for four quartz grains from sample YJG-3 (same as those shown in
Fig. 4.8). The solid squares represent the sensitivity-corrected regenerative signals (Lx/Tx). The open
squares represent the sensitivity-corrected natural signal (Ln/Tn). The data points are fitted using a single
saturating exponential function of the form I = I0(1 - exp(-x/D0)), where x is the regenerative dose, D0 is
the characteristic saturation dose (shown next to each curve), and I0 is a constant related to the maximum
intensity. De is obtained by projecting the Ln/Tn onto the fitted curve and interpolating the dose axis
(dashed lines).

4.4 Single-aliquot results
Given the poor reproducibility of single-grain measurements compared to single-aliquot
measurement, the stable and unstable grains of sample YJG-3 were hand-picked up and mounted on two
discs separately. To avoid including some grains whose TDR are in the marginal range defining thermally
unstable and stable signals (TDR = ~0.6), the grains with TDR value greater than 0.7 are identified as
‘stable’ here. Under this standard, we successfully picked up 19 ‘stable grains’ and 15 ‘unstable grains’.
A single-aliquot pulse-annealing test was conducted on the two discs. The measurement procedure on
single-aliquot was similar to that used for single-grain (see Section 4.3.1). The OSL signal was stimulated
for 1000 s using blue LEDs to ensure the observation of slow components. The first 3 s of OSL decay
81

curves following various annealing temperature (180–500°C) for the two discs are displayed in Fig. 4.11a
and b, respectively. Considerable difference in the shape of the OSL curve in the initial part is observed
between the stable and unstable grains. It appears that there is a fast decaying component in the first 0.5 s
for the unstable grains. The OSL decay curves between the two fractions also show considerable
difference in their response to thermal treatment. For the aliquot with stable grains, the decay curves are
similar for annealing temperatures from 180 to 300°C (see inset of Fig. 4.11a). However, for the aliquot
with unstable grains, significant changes in decay curves with different annealing temperature was
observed (Fig. 4.11b), and the fast-decaying component appeared to disappear after heating to 280°C.

Figure 4.11: First 3 s of OSL stimulation curves following various annealing temperature (180–500°C)
with (a) stable grains; (b) unstable grains from sample YJG-3. The inset shows data normalized to the
initial OSL signal of each aliquot under annealing temperature from 180 to 300°C. (c) and (d) are the
corresponding pulse-annealing results for the fast, medium and slow components of these two aliquots.
The curves were fitted using Eq. 4.2.

In order to study the thermal stability of different components of OSL signal from stable and
unstable aliquot, their OSL decay curves were deconvoluted into several components. The OSL signal
from each component was defined by:
𝐿(t) = 𝐴 ∗ exp (−𝑏𝑡)

(Eq. 4.1)

where A is the amplitude proportional to trap population, b is detrapping probability proportional
to photoionisation cross-section and maximum light intensity (Bulur, 1996). We found that both the OSL
signals from the unstable and stable grains can be described by a sum of three components, namely fast,
medium and slow components. The average b value of the three components are listed in Table 4.4. The b
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value of the fast component of stable grains is 2.5 ± 0.1 s -1 (Table 4.4), which is consistent with the value
for the fast component in previous studies (Jain et al., 2003; Li and Li, 2006). For aliquot with unstable
grains, however, a higher b value (6.0 ± 2.1 s-1) was obtained for the fast component. We note that this
value is still much smaller than the value of ~32 s-1 for the ultra-fast component (Jain et al., 2003), so we
cannot associate this component with the ultra-fast component reported previously. The average b values
of the medium and slow components of aliquots with stable and unstable grains are indistinguishable.
To study the stability of different components, the sensitivity corrected signal of each component
was normalized to unity at the temperature of 180°C (Fig. 4.11c and d). For aliquot with stable grains,
both the fast and medium components are stable up to 260°C. The slow component (blue triangles),
however, is thermally unstable compared to the fast and medium components. For the aliquot with
unstable grains, all the components are less thermally stable compared to the aliquot with stable grains,
although the medium component appears to be more stable than the fast and slow components, which can
explain the large variation of the decay curve in Fig. 4.11b. In order to calculate the kinetic parameters
(i.e., trap depth and frequency factor) for each component, the pulse-annealing data in Fig. 4.11c and d
were fitted using the equation derived from Singarayer and Bailey (2003):
𝐼
𝐼0

= exp [(

−𝑠𝑘𝑇 2
𝛽𝐸

exp (−

𝐸
𝑘𝑇

)) + (

𝑠𝑘𝑇02
𝛽𝐸

exp (−

𝐸
𝑘𝑇0

(Eq. 4.2)

))]

Where I0 is the initial sensitivity-corrected OSL intensity (at 180°C), k is Boltzmann’s constant
(~8.615 × 10-5 eV K-1), β is the heating rate, T is the annealing temperature (K), T0 is the ambient room
temperature (~ 15°C = 288 K), E is trap depth (eV) and s is the frequency factor of the trap (s-1). It is
shown that this equation yielded excellent fit (e.g., the adjusted R2 is close to 1) to the data for the fast and
medium components of both the stable and unstable grains (Fig. 4.11c and d). There is, however, a poor
fit to the data for the slow component of the stable and unstable grains (the adjusted R 2 is significantly
smaller than 1) (Fig. 4.11c and d), indicating that these components may not follow a 1st order kinetic
behaviour. The trap parameters, E and s, obtained from the fitting are summarised in Table 4.4. We
calculated the lifetime τ (at 20°C) for each component, using the following equation:
𝜏 = 𝑠 −1 exp(𝐸 ⁄𝑘𝑇 )

(Eq. 4.3)

Based on the fitting parameters, the lifetime of the fast component of the stable grains is
estimated as ~21.2 Ma. While the lifetime of all the components of the unstable aliquot is shorter than 1
year, indicating that these grains should have an age of < 1 year, consistent with our observation that
many of the unstable grains have produced De values statistically consistent with zero.
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Table 4.4: Estimates of OSL decay rate (detrapping probability, b), kinetic parameters (E, s) and lifetime (τ) at 20°C for the fast, medium and slow components of the stable
and unstable quartz grains from sample YJG-3.
Component
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Detrapping probability b (s-1)

Trap depth E (eV)

Frequency factor s (s-1)

Lifetime τ at 20°C

Stable

Unstable

Stable

Unstable

Stable

Unstable

Stable

Unstable

Fast

2.5 ± 0.1

6 ± 2.1

1.77 ± 0.01

0.63 ± 0.16

(2.3 ± 0.6) × 1015

(1.5 ± 6.0) × 105

21.2 Ma

1.2 × 10-2 a

Medium

0.5 ± 0.1

0.5 ± 0.1

1.46 ± 0.09

0.47 ± 0.06

(2.2 ± 4.2) × 1012

(2.3 ± 3.4) × 103

76.6 ka

2.1 × 10-3 a

Slow

(2.1 ± 0.8) × 10-3

(2.0 ± 0.2) × 10-3

0.89 ± 0.44

0.56 ± 0.17

(2.2 ± 27) × 108

(4.5 ± 19) × 104

0.4 a

3.7 × 10-3 a

4.5 Discussion
As mentioned above, many quartz grains from our samples yielded De values close to or
consistent with zero, while others produced larger De values (Fig. 4.3a). Compared to the results from
quartz, the distribution of feldspar pIRIR De from the same sample indicates a single De population (Fig.
4.3b). Based on pulse-annealing test, we have demonstrated that many of these zero-dose grains are
associated with thermally unstable OSL signals, confirming that the large range of quartz De values for
our samples is due to the variation in thermal stability of OSL signals, rather than insufficient bleaching
or post-depositional mixture. This indicates that results obtained using single aliquots may result in
significant De/age underestimation. To test this, we summed the OSL signals from 100 grains for each
single-grain disc and treat them as a ‘pseudo aliquot’, and estimate their apparent De values. For the
sample YJG-4, this yielded a De value of 14.8 ± 2.2 Gy (based on the weighted mean of 13 pseudo
aliquots), corresponding to an age of 4.9 ± 0.8 ka after dividing the environmental dose rate of 3.01 ±
0.15 Gy/ka. This age is significantly younger than the age of 8.3 ± 0.7 ka obtained based on the De of
pIRIR signal of K-feldspar and the corresponding dose rate of 3.73 ± 0.18 Gy/ka; the K-feldspar age is
considered to be reliable.
Based on the single-grain pulse-annealing test, the OSL signals of quartz grains of our samples
showed large grain-to-grain variations on their thermal stability (Fig. 4.7a). As almost all the low-De
values are associated with small TDR values (<0.6) and most of the high-De grains are with large TDR
value (>0.6) (Fig. 4.7b), the presence of low De values in our samples is due to the presence of grains with
unstable OSL signal. We show that the thermal stability of the OSL signal from individual grains cannot
be distinguished based on their single-grain OSL decay curves and dose response curves (Fig. 4.8 and
4.10). We, however, observed different OSL decay curves when the aliquots with stable grains and
unstable grains were measured using blue LEDs (Fig. 4.11a and b). The unstable grains have a faster
decay in the initial OSL signals, and such a component is highly unstable (Fig. 4.11d). It appears, hence,
that we can distinguish the stable and unstable grains based on their shape of OSL curves only when the
stable and unstable grains have been separately stimulated by the blue LEDs. This is probably because
blue LEDs can probe more OSL component due to their high energy compared to the green laser, or the
fact that the grains on single aliquots are homogeneously stimulated by blue LEDs but the green laser
may hit on different parts of the grains during the measurement process which may cause a large variation
in the observed OSL decay curves in single-grain measurement.
Our single-grain pulse-annealing results support previous observations of age underestimation
when single-aliquot method was used for dating samples from northern China (e.g., Fan et al., 2011; Lai
and Fan, 2014). In this study, we first demonstrated that the fast component of some quartz grains from
the Nihewan Basin could be highly unstable (with lifetime less than a year). The presence of these grains
could result in significant De underestimation if a multiple-grain (e.g., single-aliquot) method is used. We,
therefore, conclude that caution must be taken for dating sediments from these regions using a singlealiquot procedure on quartz.
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4.6 Conclusion
Severe age underestimation associated with large scatter in De values was observed when the
SAR protocol was applied to individual quartz grains from the Nihewan Basin, North China. This is
attributed to the unstable fast component of the OSL signals from some of the quartz grains, as indicated
by pulse-annealing results. The short lifetime (< 1 year) of the fast component associated with these
unstable grains makes them unsuitable for dating. Caution must be taken when dating sediments from this
region using a multiple-grain method on quartz, as this may result in severe age underestimation.
Although one can apply pulse annealing test following De measurement to identify grains with
stable signals, the dim OSL of the quartz from this region (only ~4% of the measured grains can yield
acceptable De values) requires a large amount of instrument time to obtain statistically significant results,
which is impractical to this study. Therefore, the potential of K-feldspar for dating sediments from this
region was investigated and are present in Chapters 5, 6 and 7.
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Chapter 5 The effect of residual signal on dose
measurements using MET-pIRIR signals from Kfeldspar
The content of this chapter is based on the article published in the Quaternary Geochronology in
2020 (see Appendix 4). Some changes have been made for purpose of including these results in this
thesis, such as excluding the background information of the Nihewan Basin, and the sample preparation
procedure and analytical facilities, which have been presented in Chapter 2 and 3.
Rui, X., Li, B., Guo, Y.J., 2020. The effect of residual signal on dose measurements using MET-pIRIR
signals from K-feldspar. Quaternary Geochronology, 101065.
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5.1 Introduction
Although the pIRIR signals measured at elevated temperatures have significantly reduced rates
of fading compared to the IRSL signal measured at low temperatures (see details in Chapter 2), they have
also been found to be more difficult to bleach (Thomsen et al., 2008; Li and Li, 2011; Li et al., 2013b; Li
et al., 2014a). Even after a prolonged bleaching period, there is still a non-bleachable (or residual)
component left for the pIRIR signals. Based on published residual dose for feldspar samples, the majority
of the samples studied have residual doses lower than ~60 Gy (Thomsen et al., 2008; Buylaert et al.,
2011; Li and Li, 2011; Buylaert et al., 2012; Fu et al., 2012; Li et al., 2014a; Guo et al., 2016), suggesting
that it is important to consider the residual doses for relatively young samples (e.g., De less than 500 Gy).
For young samples, the most straightforward correction method is to measure residual doses using
sunlight-bleached samples or modern analogue samples, and subtract the residual doses from the
corresponding De values (Li and Li, 2011; Fu et al., 2012; Lowick et al., 2012). Some studies also
indicate that the non-bleachable signal could have been better reset in natural processes than in the
laboratory conditions (i.e., solar simulator) (e.g., Thiel et al., 2011b; Sohbati et al., 2012; Kars et al.,
2014b). However, the signal used for building the DRC include dose-dependent bleachable and nonbleachable signals. Hence, using the simple subtraction of the residual dose may give rise to De
underestimation for young samples (Li et al., 2013b; Schmidt et al. 2014). To overcome this problem, Li
et al. (2013b) suggested to apply an ‘intensity-subtraction’ method, involving the construction of a DRC
for the bleachable regenerative signal and then interpolation of the bleachable natural signal. In addition
to the correction methods, using lower preheated pIRIR stimulation temperatures can also minimise the
residual dose problem for young samples (Madsen et al., 2011; Reimann et al., 2011). However, as fading
correction (g-value) becomes unreliable in the non-linear part of the growth curve (Huntley and Lian,
2006; Li and Li, 2008), it is necessary to apply high pIRIR stimulation temperature (≥ 250°C) for
isolating a non-fading component of old samples (Li and Li, 2011, 2012a).
Previous studies demonstrated the importance of correcting residual doses or signals for young
samples (Li et al., 2014a), simply because the residual dose is relatively large compared to the natural De.
In this chapter, based on dose recovery tests, we demonstrated that residual signals may also result in
significant effect for dating old samples.

5.2 Samples and facilities
Five fluvial-lacustrine samples (DDP-3, HSP-1, HY-1, TEG-1 and ZJP-4) from different
locations of the Nihewan Basin, (Fig. 5.1) were used to establish standardised growth curves (SGCs) for
K-feldspar (Li et al., 2015a; Li et al., 2015b). In addition to those, three loess samples (YJG-1, YJG-8 and
DDP-7), one fluvial sample (HTL-Loc1-2) and one fluvial-lacustrine sample (HY-3) were also examined
to study their residual signals. K-feldspar grains of 90–125 or 125–180 µm in diameter were extracted
from the samples following standard mineral separation techniques. The collected K-feldspar grains
mounted as a monolayer on the central ~5 mm diameter portion of each stainless-steel disc (9.8 mm
diameter) were used for the IRSL measurements. The deposit type, grain size, and De ranges for each
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sample are summarised in Table 5.1. Details about sample collection, sample preparation and
measurement facilities are given in Chapter 2.

Figure 5.1: DEM map showing the east of the Nihewan Basin, the Sanggan River and the sample
locations: Dadaopo (DDP), Heshangping (HSP), Hutoulang locality 1 (HTL-Loc1), Hongya (HY),
Taiergou (TEG), Yujiagou (YJG), Zhaojiaping (ZJP).

Table 5.1: Summary of depositional contexts, grain sizes, and De estimates for the studied samples.
Sample code

Section

Deposit type

Grain
Re-normalized
Measured equivalent
size (µm) Ln/Tn (1σ error)a
dose (Gy)b
YJG-1
YJG
Loess
125–180
0.16 ± 0.02
5.2 ± 4.1
YJG-8
YJG
Loess
125–180
0.30 ± 0.01
35.7 ± 2.5
HTL-Loc1-2
HTL-Loc1
Fluvial
125–180
0.30 ± 0.01
35.3 ± 3.2
DDP-3
DDP
Fluvial-lacustrine
90–125
1.38 ± 0.01
1048.5 ± 38.9
DDP-7
DDP
Loess
90–125
0.82 ± 0.01
236.6 ± 6.5
TEG-1
TEG
Fluvial-lacustrine
90–125
1.46 ± 0.05
1477.9 ± 281.0
HSP-1
HSP
Fluvial-lacustrine
90–125
1.46 ± 0.04
1477.7 ± 223.6
HY-1
HY
Fluvial-lacustrine
90–125
1.46 ± 0.01
1442.5 ± 79.8
HY-3
HY
Fluvial-lacustrine
90–125
1.38 ± 0.01
1096.9 ± 47.5
ZJP-4
ZJP
Fluvial-lacustrine
90–125
1.31 ± 0.02
860.4 ± 50.8
a
The natural signal (Ln), a single regenerative-dose signal (Lr, given dose 373 Gy) and the corresponding
test dose signals (Tn and Tr) were measured for aliquots from each sample. The CAM was applied to the
re-normalised ratios (
b

𝐿𝑛/𝑇𝑛
𝐿𝑟/𝑇𝑟

) to get the central value.

The equivalent dose of each sample was obtained by projecting the central value of the re-normalized
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Ln/Tn ratios of the MET-pIRIR290 onto the corresponding SAR SGC without any residual correction.

5.3 Results
In this study, De estimates were determined based on SGCs using a SAR MET-pIRIR procedure
(Table 5.2 and Group A in Fig. 5.2) of Li et al. (2014b). To reset the pre-dose ‘memory’ from the
preceding cycle, the aliquots were bleached for ~4 h in the solar simulator at the end of each SAR cycle
(Li et al., 2014b). For the MET-pIRIR measurements, infrared stimulation was performed successively at
six temperatures (50, 100, 150, 200, 250 and 290°C) for 100 s. The net pIRIR signals were calculated as
the sum of counts in the first 10 s of pIRIR decay minus a ‘late light’ background estimated from the
mean count rate over the final 10 s. A series of regenerative doses, ranging from 0 to ~2400 Gy, were
given to each aliquot and the corresponding MET-pIRIR signals were measured. We first established
growth curves of sensitivity-corrected signals (Lx/Tx) using different aliquots from different samples. As
shown in Fig. 5.3a–f, there are large between-aliquot variations in the growth curve data. To reduce the
scatter, the LS-normalisation method (Li et al., 2016) (see details in Section 2.2.3) was applied by using
the built-in function lsNORM() provided in the R-package ‘numOSL’ (Peng et al., 2013; Peng and Li,
2017). In the function lsNORM(), a general order kinetic (GOK) function (Guralnik et al., 2015) is used
for fitting, which is in the form
𝑓(𝑥) = 𝑎[1 − (1 + 𝑏𝑐𝑥)

1
𝑐

(− )

]+𝑑

(Eq. 5.1)

where x is the dose and the parameters a, b, c and d are constants; a denotes the maximum signal level, b
is the reciprocal of the saturation dose D0, c is a kinetic order modifier, and d is an offset accounting for
potential recuperation effects. For c close to 0, the GOK function reduces to a single saturating
exponential. As c increases, the GOK function progressively deviates from first-order behavior and
approximates a double saturating exponential or a saturating exponential plus linear function. Given its
generality and robustness (Guralnik et al., 2015; Peng and Li., 2017), the GOK model was applied in this
thesis for fitting. All SAR SGCs were then normalised using the signal corresponding to a regenerative
dose of 373 Gy. It can be seen that the between-aliquot variation was significantly reduced after LSnormalisation (Fig. 5.3g–l), indicating that different samples and aliquots share the same growth curve.
This observation is consistent with those reported in previous studies (Li et al., 2015b; Jacobs et al.,
2019b). The parameters a, b, c and d for the best-fit function at 290°C stimulation temperature (Fig. 5.3l)
are 1.70, 0.003, 1.20 and 0.13, respectively. This SGC was subsequently used for De estimation for all the
studied samples in this chapter.
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Table 5.2: The SAR procedure for MET-pIRIR measurements (Li et al., 2014b).
Step
Treatment
Signal
1
Give regenerative dose, Dia
2
Preheat at 320°C for 60 s
3
IRSL measurement at 50°C for 100 s
Lx(50)
4
IRSL measurement at 100°C for 100 s
Lx(100)
5
IRSL measurement at 150°C for 100 s
Lx(150)
6
IRSL measurement at 200°C for 100 s
Lx(200)
7
IRSL measurement at 250°C for 100 s
Lx(250)
8
IRSL measurement at 290°C for 100 s
Lx(290)
9
Give test dose, 60 Gy
10
Preheat at 320°C for 60 s
11
IRSL measurement at 50°C for 100 s
Tx(50)
12
IRSL measurement at 100°C for 100 s
Tx(100)
13
IRSL measurement at 150°C for 100 s
Tx(150)
14
IRSL measurement at 200°C for 100 s
Tx(200)
15
IRSL measurement at 250°C for 100 s
Tx(250)
16
IRSL measurement at 290°C for 100 s
Tx(290)
17
Solar simulator bleach for 4 h
18
Repeat step 1–17 for different Di
a
For the natural sample, i = 0 and Di = 0 Gy, and the observed signals are denoted as Ln and Tn.
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Figure 5.2: Procedures to build total (Group A) and residual (Group B) standardised growth curves
(SGCs).
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Figure 5.3: Lx/Tx ratios (total signals, a–f), standardised growth curves (SGCs) for the LS-normalised total
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signals (g–l), and SGCs for the normalised total, residual and bleachable signals (m–r) at different
stimulation temperatures. The total signals were measured using the SAR MET-pIRIR procedure listed in
Table 5.2. The residual signals were obtained using aliquots bleached by solar simulator for 8 h and
measured using the MAR MET-pIRIR listed in Table 5.3. Both the total SGCs (black lines in g–l, as well
black dashed lines in m–r) and the residual SGCs (red lines in m–r) have been normalised to unity at a
dose of 373 Gy. The bleachable SGCs (red dashed lines in m–r) were obtained by subtracting the residual
SGCs (red lines) from the total SGCs (black dashed lines).

5.3.1 Dose recovery and residual tests
5.3.1.1 Dose recovery and residual details and results
Dose recovery and residual tests were conducted using natural aliquots bleached by solar
simulator. We first studied the bleachability of the MET-pIRIR signals for our samples. Three groups of
natural aliquots from DDP-3 were prepared and each group consists of 4 aliquots. Different groups were
bleached using the solar simulator for 4 h, 8 h and 16 h, respectively. For each aliquot, the remnant
natural signal (Ln) and the corresponding test dose signal (Tn) were measured and then bleached for 4 h in
the solar simulator. After that a regenerative dose of 373 Gy and a corresponding test dose were given and
measured (Table 5.3). This regenerative dose signal (Lr/Tr) was used to normalise the remnant natural
signal, so that the re-normalised signal (

𝐿𝑛/𝑇𝑛
𝐿𝑟/𝑇𝑟

) can be projected directly onto the corresponding SGC to

estimate equivalent doses, as the SGCs were also normalised to unity at 373 Gy.
The average of the re-normalised ratios relative to the natural signal values (no bleaching) are
shown in Fig. 5.4. It shows that after 16 h bleaching, only 0.8% of the initial signal was left for the IRSL
at 50°C, while 8.7% was remaining for the signal measured at 290°C. As the remaining signal determined
after 8 h bleaching (10.9 ± 1.5 % at 1σ) is consistent at 2σ with that obtained after 16 h bleaching (8.7 ±
0.5 % at 1σ) at 290°C, a 8 h bleaching was applied to all our samples for the recovery and residual signal
measurement.
Dose recovery tests were conducted on samples DDP-3 and HSP-1, with natural dose of 1048
and 1478 Gy, respectively. Four aliquots of DDP-3 and three aliquots of HSP-1 were first bleached for 8
h using a solar simulator and then given doses of 1000 and 1800 Gy as surrogate ‘natural’ dose,
respectively. The Ln/Tn value of the recovery signal and the Lr/Tr value of the regenerative dose of 373 Gy
were also determined using the MET-pIRIR procedure. The averages of the re-normalised ratios were
projected onto the SAR SGCs (Fig. 5.3g–5.3l) to estimate the recovered De values. Fig. 5.5 shows the
temperature dependence of the recovered De (open square). For both samples, the recovered De of the
50°C IRSL are smallest and an increasing trend with MET-pIRIR signals at elevated temperatures was
observed. For the recovered result of DDP-3, the measured doses at higher temperatures (>100°C) are
statistically consistent with the given dose at 2σ. However, for the sample HSP-1 (given dose = 1800 Gy),
significant overestimation was obtained for the MET-pIRIR signals at 250°C and above. The 250°C
MET-pIRIR signal yielded a De value of 2808 ± 105 Gy (corresponding to a measured-to-given dose ratio
of 1.56 ± 0.06) while no finite result can be obtained for the MET-pIRIR290 signal because its signal is
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higher than the maximum signal level of the corresponding SGC.

Figure 5.4: Residual signal measured after different bleaching time using solar simulator for sample DDP3. All signals are normalized to unity at 0 h bleaching time. Each data point represents the average of
results from four aliquots.

The residual signals of samples DDP-3 and HSP-1 after 8 h bleaching were also measured using
the protocol mentioned above. The averages of the re-normalised residual signals were projected on to the
SAR SGCs (Fig. 5.3g–5.3l) to estimate the residual doses, respectively (Fig. 5.5 filled circle). The
residual doses of DDP-3 and HSP-1 at the 290°C stimulation temperature are 25.6 ± 4.8 and 23.0 ± 3.0
Gy, respectively. Such residual doses are substantially smaller than the dose recovery results, suggesting
that the overestimation in dose recovery at high stimulation temperatures for sample HSP-1 cannot be
corrected by subtracting the residual dose from the De value.

Figure 5.5: The dose recovery and residual results for IRSL signals at different temperatures from (a)
DDP-3 and (b) HSP-1. The corrected De values (open triangle) were obtained by subtracting the residual
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doses (filled circle) from the measured recovered doses (open square). The grey lines represent the
corresponding given dose for each sample. The error bar is 1σ.

Table 5.3: Multiple-aliquot regenerative-dose (MAR) procedure for MET-pIRIR measurements (Li et al.,
2017a).
Step
Treatment
Signal
a
1
Give regenerative dose, Di
2
Preheat at 320°C for 60 s
3
IRSL measurement at 50°C for 100 s
Lx(50)
4
IRSL measurement at 100°C for 100 s
Lx(100)
5
IRSL measurement at 150°C for 100 s
Lx(150)
6
IRSL measurement at 200°C for 100 s
Lx(200)
7
IRSL measurement at 250°C for 100 s
Lx(250)
8
IRSL measurement at 290°C for 100 s
Lx(290)
9
Give test dose, 60 Gy
10
Preheat at 320°C for 60 s
11
IRSL measurement at 50°C for 100 s
Tx(50)
12
IRSL measurement at 100°C for 100 s
Tx(100)
13
IRSL measurement at 150°C for 100 s
Tx(150)
14
IRSL measurement at 200°C for 100 s
Tx(200)
15
IRSL measurement at 250°C for 100 s
Tx(250)
16
IRSL measurement at 290°C for 100 s
Tx(290)
17
Solar simulator bleach for 4 h
18
Give normalisation dose, Dr
19
Preheat at 320°C for 60 s
20
IRSL measurement at 50°C for 100 s
Lr(50)
21
IRSL measurement at 100°C for 100 s
Lr(100)
22
IRSL measurement at 150°C for 100 s
Lr(150)
23
IRSL measurement at 200°C for 100 s
Lr(200)
24
IRSL measurement at 250°C for 100 s
Lr(250)
25
IRSL measurement at 290°C for 100 s
Lr(290)
26
Give test dose, 60 Gy
27
Preheat at 320°C for 60 s
28
IRSL measurement at 50°C for 100 s
Tr(50)
29
IRSL measurement at 100°C for 100 s
Tr(100)
30
IRSL measurement at 150°C for 100 s
Tr(150)
31
IRSL measurement at 200°C for 100 s
Tr(200)
32
IRSL measurement at 250°C for 100 s
Tr(250)
33
IRSL measurement at 290°C for 100 s
Tr(290)
a
For the natural sample, i = 0 and Di = 0 Gy, and the observed signals are denoted as Ln and Tn.
5.3.1.2 Effect of residual signal
As reported by Li et al. (2013b), both the natural and regenerative signals may contain
bleachable and non-bleachable signals, which are expected to be originated from different traps. Since the
residual dose is obtained by interpolating the non-bleachable natural signal onto the DRC which consists
of both bleachable and non-bleachable signals, this may result in unreliable De estimation for young
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samples if the residual dose is simply subtracted from the De value. In order to avoid this problem, Li et
al. (2013b) proposed a signal subtraction method, in which the residual signals are measured for both
natural and regenerative doses to estimate their corresponding bleachable signals. De evaluation can then
be achieved by interpolating the bleachable signal onto the dose response curve of the bleachable signal.
To measure the hard-to-bleach signals from regenerative doses, a relative young sample (HTLLoc1-2, De = 35.3 ± 3.2 Gy) was selected and bleached by 290°C IR stimulation to remove their natural
signals. We picked up this young sample because it has negligible natural ‘hard-to-bleach’ component
compared to older samples (because natural bleaching is more effective than laboratory bleaching, see the
following sections). This will minimise the contamination from natural ‘hard-to-bleach’ signals into the
regenerative signals. Following the IR bleaching, a total of 15 aliquots divided into 5 groups were given
different regenerative doses, ranging from 0 to 2000 Gy. They were then bleached for 8 h using solar
simulator to remove all the bleachable signal and measured using the MET-pIRIR procedure in Table 5.3
(see also Fig. 5.2 Group B). For each aliquot, the residual signal and the corresponding test dose signal
were measured and then a regenerative dose (Dr = 373 Gy) was applied and measured to normalise the
between-aliquot variation. The re-normalised residual signals are shown in Fig. 5.3m–5.3r (red dots). The
residual signals show a clear dose dependency for higher-temperature stimulation (e.g., 250 and 290°C).
These residual signals were subtracted from the total signals (Fig. 5.3m–5.3r, black dashed lines) to
calculate the bleachable signals (red dashed lines). Fig. 5.3m shows that the non-bleachable (residual)
component is a small fraction of the IRSL measured at 50°C (0.5% at 1500 Gy) and that the proportion of
the non-bleachable component increases with the stimulation temperature, accounting for ~8.5% (at 1500
Gy) of the total MET-pIRIR signal at 290°C (Fig. 5.3r).
To estimate the bleachable signals for the surrogate ‘natural’ (recovery) aliquots, four discs of
DDP-3 and HSP-1were bleached for 8 h by solar simulator and then given a dose of 1000 and 1800 Gy,
respectively. These discs were then bleached ~8 h again to remove all bleachable signals and measured to
get the re-normalised Ln/Tn ratios. This ‘natural’ residual signal was then subtracted from the ‘natural’
signal of the aliquot used for dose recovery tests to estimate the bleachable signal generated by the given
dose. Fig. 5.6a and 5.6b show the temperature dependence of the total signal (red filled square), the
residual signal (red filled circle), and the corresponding bleachable signal (residual-signal-subtracted
signal, red open square) obtained using the signal-subtraction method for DDP-3 and HSP-1, respectively.
The residual-corrected bleachable signal is consistent with the expected signal (black open square) at 250
and 290°C at 2σ; the latter was obtained by interpolating the corresponding given doses onto the
bleachable SGCs. For the signals at lower temperatures (50–150°C), however, the measured bleachable
signals are still lower than the corresponding expected signal for DDP-3, which can be attributed to the
initial sensitivity changes that were not appropriately corrected for using the test dose signals (see Section
5.3.1.4). This result suggests that the ‘natural’ signal intensity at high temperature can be recovered
successfully after applying the signal-subtraction method to correct for residual signals. It also confirms
that the overestimation in the dose recovery is caused by the high residual signals after solar simulator
bleaching.
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Figure 5.6: Comparison of the dose recovery results corrected by the signal-subtraction method with the
corresponding estimated intensity for (a) DDP-3 and (b) HSP-1. The recovery signal with the bleachable
component (red open square) was obtained by subtracting the residual signal (red filled circle) from the
total recovery signal (red filled square). The estimated signal (black open square) was obtained by
interpolating the corresponding given dose onto the bleachable SGC. The error bar is 1σ.

5.3.1.3 Effect of charge carry-over
Previous studies suggested that the failures of dose recovery could also be attributed to the
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charge carry-over effect from the natural/regenerative doses to the subsequent test doses, which can be
reduced by applying a large test dose thereby decreasing the relative size of the charge carried over (Nian
et al., 2016; Yi et al., 2016b; Colarossi et al., 2018). To test this effect for our samples, we have
conducted a simplified dose recovery test using a larger test dose (200 Gy). Three aliquots of HY-1 and
TEG-1 were firstly bleached by the solar simulator for 8 h to erase their natural signals. They were then
subjected to two repeated Lx/Tx measurements with the same regenerative dose (1800 Gy for HY-1 and
2200 Gy for TEG-1). We then compare the Lx/Tx values for the MET-pIRIR290 obtained from the two
cycles (Fig. 5.7); a successful dose recovery should yield indistinguishable Lx/Tx values for the two
cycles. As shown in Fig. 5.7, the sensitivity-corrected signals from the first cycle (L1/T1) are
systematically higher than those from the second cycle (L2/T2), implying a failure in dose recovery. We,
therefore, concluded that the charge carry-over effect is not the main contribution of the failure of the
dose recovery for our samples.

Figure 5.7: Re-normalised Lx/Tx at 290°C of repeated pIRIR measurements on multiple aliquots with the
test dose of 200 Gy. The error bar is 1σ.

5.3.1.4 Effect of initial sensitivity change
Another reason for the failure in dose recovery has been attributed to the larger sensitivity
change that occurs during the measurement of Ln, which results in a significant difference between the
luminescence efficiency of the natural dose (or given dose) and the subsequent test dose (Tn) (e.g.,
Wallinga et al., 2000; Chen et al., 2013; Li et al., 2013a; Kars et al., 2014a; Qin et al., 2018; Zhang,
2018).
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To study this effect for our samples, two groups of natural aliquots from sample HY-1 were
bleached by solar simulator for 8 h to erase the natural signal. Three repeated Lx/Tx measurements with a
fixed regenerative dose (1000 Gy) and test dose (60 Gy) were performed on one group (Group A). For the
other group (Group B), after being given the regenerative doses, the aliquots were bleached using solar
simulator for 8 h before Lx/Tx measurements to assess the corresponding residual signal. In order to allow
for a comparison between the two groups, following the repeated Lx/Tx measurements, a regenerative dose
of 373 Gy and the corresponding test dose were given and measured (Lr/Tr) for each group. All the Lx/Tx
values were normalised by the corresponding Lr/Tr values and plotted with the repeating cycles (Fig. 5.8).
The bleachable component for each cycle (Fig. 5.8, black empty square) can be calculated by subtracting
the re-normalised residual signal (Group B) (Fig. 5.8, red filled circle) from the re-normalised total
regenerative signal (Group A) (Fig. 5.8, black filled square). For the signal of the MET-pIRIR290 (Fig.
5.8b), the re-normalised total Lx/Tx value of the second cycle was smaller than the first cycle, indicating
the sensitivity may change between the first and second cycle. However, after correcting the residual
signals, the bleachable Lx/Tx value remains unchanged for each cycle, indicating that the sensitivity was
stable for the repeated measurement. Therefore, we conclude that the failure of the dose recovery test for
the pIRIR290 signals is mainly due to the effect of the residual signal rather than the initial sensitivity
changes. For the IRSL50, however, whose residual signal is negligible (Fig. 5.8a), the re-normalised Lx/Tx
values of the first cycle were significantly smaller than the second for both the total and the bleachable
signal; the latter two are indistinguishable from each other. This supports that the low-temperature IRSL
suffers from the initial sensitivity change, resulting in underestimation in De, as has already been
demonstrated in previous studies (Li and Li, 2011; Li et al., 2017a).

Figure 5.8: The Lx/Tx signal (total signal, filled black square) and the corresponding residual signal (filled
red circle) from the repeated measurements with a fixed regenerative dose (1000 Gy) for sample HY-1
with (a) 50°C and (b) 290°C. The bleachable signal (open square) was obtained by subtracting the
residual signal from the total signal.

5.3.2 Simulating the effect of residual signal
Based on the dose recovery tests above, we show that the residual signal may cause significant
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problems for old samples with doses in the non-linear range. Supposing that the natural sample has a
residual signal prior to burial and the bleachable and residual signals follow a single saturating
exponential function, the natural signal of the sample can be expressed as
𝐿𝑁 = 𝐴 (1 − 𝑒

𝐷
𝐷0

−

) + 𝐵 (1 − 𝑒

∆𝐷+𝐷
𝐷𝑅

−

(Eq. 5.2)

)

where A and D0 are the maximum intensity and the characteristic saturating dose of the
bleachable signal, respectively, D is the irradiation dose, B and DR are the maximum intensity and the
characteristic saturating dose of the residual signal, respectively, and ΔD is the residual dose prior to
burial. The first term on the right-hand side of Eq. 5.2 is the bleachable signal intensity (LN-bleachable in Fig.
5.2) and the second term is the hard-to-bleach or residual signal intensity (LN-residual + LRN in Fig. 5.2). It
then follows that the residual signal prior to burial is
LRN = 𝐵 (1 − 𝑒
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−

(Eq. 5.3)

)

For the regenerative doses, since the residual signal is expected to be fully reset by IR
stimulation during SAR measurements, the regenerative signal (LR) can be written as
𝐿𝑅 = 𝐴 (1 − 𝑒

−
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(Eq. 5.4)

Because De is estimated by comparing LN and LR, correct results can only be obtained when ΔD
is equal to zero, i.e. there was no residual signal prior to burial.
In order to test the effect of the residual signal on the accuracy of De, we modelled the De
estimates for different scenarios with different magnitudes in LRN, B, and DR. To determine how these
parameters might affect the accuracy of De estimation, we modelled a range of samples with paleodoses
(P) ranging from 0 to 2000 Gy. We first used a single saturating exponential function to fit the
experimentally obtained dose response curve data from the bleachable signal (red dashed curve in Fig.
5.3r) and the residual signal (red solid curve in Fig. 5.3r) at 290°C, which yielded estimates of the
parameters A (1.28), D0 (344 Gy), B (0.21) and DR (4682 Gy).
To study the effect of B (maximum residual signal), we changed the B value relative to different
fractions of A (i.e., 0.04A, 0.08A, 0.12A and 0.16A) and fixed the values of A, D0 and DR. For each of the
assumed B values, we modelled five scenarios, in which the samples have different residual signals before
burial (i.e., LRN is set at 0, 0.2B, 0.4B, 0.6B and 0.8B, respectively). The natural signal LN can be
calculated for each P value based on Eq. 5.2. By setting LN = LR, the corresponding De can be calculated
based on Eq. 5.4.
Fig. 5.9 shows modelled De/P ratios calculated using different combinations of B and LRN. As
expected, De values obtained for the case of LRN = 0 are consistent with P. However, the De values are
systematically overestimated when there is a residual signal prior to burial (LRN > 0). Such an effect is
especially prominent in the very small dose range, as well as in the high dose range. For B = 0.04 * A
(i.e., the maximum residual signal is only 4% of that of bleachable signal), an overestimation of 59% is
obtained for P = 20 Gy (LRN = 0.8 * B). The extent of overestimation decreases with dose, so that the De
values are very close to P between 160 and 700 Gy, with overestimation generally less than 10% (Fig.
5.9a). However, the extent of overestimation increases beyond ~700 Gy and a significant overestimation
of 140% is obtained for P = 1500 Gy for the case LRN = 0.8 * B. Such an effect is even more severe for
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relatively larger maximum residual intensities (B) (Fig. 5.9b–d).

Figure 5.9: Modelled De values to paleodose (P) ratio plotted against P. The data in each panel are based
on different magnitudes of B (maximum intensity of the residual signal) relative to A (maximum intensity
of the bleachable signal) (i.e., 0.04A, 0.08A, 0.12A and 0.16A). For each of the assumed B values, the LRN
value (residual signal before burial) is set at 0, 0.2B, 0.4B, 0.6B and 0.8B. The different magnitudes of LRN
and B used for these simulations are shown in each panel.

We also studied the effect of DR by fixing the value of A, D0 and B and assuming different values
of DR (i.e., 1000, 2000, 3000 and 4000 Gy). For each DR value, the LRN value is also assumed to be
different proportions of B (i.e., 0, 0.2B, 0.4B, 0.6B and 0.8B). Fig. 5.10 shows the De values calculated
using different combinations of DR and LRN. A similar pattern to that of Fig. 5.9 is observed. It shows that
in the case of significant residual signal prior to burial, there would be a significant overestimation of De
estimation. Such an effect would be increased when the residual signal has a higher characteristic
saturation dose (DR).
If the dose-subtraction method is applied for De correction, the residual of the natural signal is
L’RN = 𝐵 (1 − 𝑒

∆𝐷+𝐷
𝐷𝑅

−

) and the residual dose can be calculated by setting L’RN = LR. Residual-dose-

corrected De/P ratios are shown in Fig. 5.11 and 5.12. The dose-subtraction correction appears to yield
reliable results for young samples only when the maximum intensity of the residual signal (B) is small
(Fig. 5.11a). However, considerable overestimation can still be obtained in the high dose range (Fig. 5.11
and 5.12). For B = 0.04 * A, the corrected De values are consistent with P up to 700 Gy, while an
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overestimation of 139% is still obtained for P = 1500 Gy (Fig. 5.11a).

Figure 5.10: Modelled De values to P ratio plotted against the P. The data in each panel are based on
different value of DR (the characteristic saturating dose of the residual signal) (1000, 2000, 3000, 4000
Gy). For each of the assumed DR value, the LRN value is set at 0, 0.2B, 0.4B, 0.6B and 0.8B. The different
magnitude of LRN and DR used for these simulations are shown in each panel.
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Figure 5.11: Dose-corrected modelled De values to P ratio plotted against P. The data in each panel are
based on different magnitudes of B relative to A (i.e., 0.04A, 0.08A, 0.12A and 0.16A). For each of the
assumed B values, the LRN value is set at 0, 0.2B, 0.4B, 0.6B and 0.8B. The different magnitudes of LRN
and B used for these simulations are shown in each panel. The residual dose for dose-subtraction
correction is obtained by setting L’RN (residual of natural signal) = LR (regenerative signal).
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Figure 5.12: Dose-corrected modelled De values to P ratio plotted against P. The data in each panel are
based on different values of DR (1000, 2000, 3000, 4000 Gy). For each of the assumed DR value, the LRN
value is set at 0, 0.2B, 0.4B, 0.6B and 0.8B. The different magnitudes of LRN and DR used for these
simulations are shown in each panel. The residual dose for dose-subtraction correction is obtained by
setting L’RN = LR.

5.3.3 Effect of residual signal on De estimation
As demonstrated in the previous section, the amount of residual signal prior to burial plays an
important role in De estimation. One of the critical requirements for dating older samples is that there
should be negligible residual signal prior to burial. One of the commonly adopted methods to estimate
residual signal is to bleach the natural samples in the laboratory using either sunlight or a solar simulator
(e.g., Li et al., 2014a). However, previous studies have suggested that the residual signal observed by
bleaching the natural samples may not represent the true residual signal prior to burial, based on the
observation that there is a positive correlation between residual dose and De (e.g., Buylaert et al., 2012;
Schatz et al., 2012; Sohbati et al., 2012; Lauer et al., 2017). This suggested that there might be negligible
residual for natural samples. To further investigate this issue for samples from our study area, six samples
(YJG-01, YJG-08, DDP-7, HTL-Loc1-2, HY-3, TEG-1) with a range of natural doses between ~5 Gy and
~1478 Gy, were selected to test their natural residual signal. Three to four aliquots of each natural sample
were bleached for 8 h by solar simulator. After bleaching, we estimated the residual signal using the
protocol mentioned above. Fig. 5.13a shows the residual doses (based on total SGCs) for different
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samples as a function of IR stimulation temperatures. For all samples, the smallest residual doses were
obtained at an IR stimulation temperature of 50°C (2–6 Gy), and the size of the residual doses increase
with an increase in stimulation temperature (e.g., the residual doses range between ~9 and 44 Gy for the
MET-pIRIR290). The residual signals of the MET-pIRIR290 signal are plotted against the corresponding
natural signals of the samples in Fig. 5.13b. A positive correlation is observed between the residual signal
and the natural signal; the latter is a reflection of natural dose. The youngest sample YJG-01 (Ln/Tn = 0.16
± 0.02) has the smallest residual signal (0.06 ± 0.01), and the oldest sample TEG-1 (Ln/Tn = 1.46 ± 0.05)
has the largest residual signal (0.33 ± 0.03), indicating that the residual signal increases with the natural
doses.

Figure 5.13: (a) Residual doses for the MET-pIRIR signals for different samples from the Nihewan Basin
against IR stimulation temperature. Some data are missing as the measured signal is lower than the zerodose of the corresponding SAR SGC. (b) The relationship between residual signal and the corresponding
natural signal for the MET-pIRIR290 of different samples. The filled symbols are the residual signals of
the natural signals. The open symbols are the residual signals of the natural aliquots with given dose
(YJG-1 and 8).
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To further test whether the residual signal is dose dependent (i.e., growing with dose), the two
youngest samples (YJG-1 and YJG-8) were studied. For each sample, two groups of natural aliquots were
given a large dose (1000 Gy) on top of their natural doses (~5 and ~36 Gy for YJG-1 and YJG-8,
respectively). One group (Group A) was then measured to get the re-normalised Ln/Tn. The other group
(Group B) was bleached by solar simulator for 8 h to estimate their residual signal. A significant increase
in the residual signal can be observed for both samples after giving 1000 Gy (Fig. 5.13b). This result
further supports that the residual signal is dose-dependent. Therefore, the fact that young samples have
relative lower residual signals indicates that the residual signal observed in the laboratory is actually
bleachable in nature.
To further test the effect of residual signal on De determination, the De of Group A samples
(natural plus laboratory doses) were estimated by projecting their re-normalised ‘natural’ signals onto the
corresponding SGCs. For sample YJG-1 (whose De is around 5 Gy), the expected De of natural dose plus
1000 Gy is 1005 Gy. A De value of 1128 ± 75 Gy was obtained for the 290°C MET-pIRIR signal, which
is consistent with the expected value (1005 Gy) at 2σ. For sample YJG-8 (whose De is ~36 Gy), the
expected dose of Group A is 1036 Gy. A De of 1809 ± 158 Gy was obtained, which is significantly
overestimated by ~70%. However, if the signal-subtraction method is used to correct for the residual
signal, a residual-corrected De value of 1116 ± 98 Gy is obtained, which is in good agreement with the
estimated dose (1036 Gy). The different behaviours between YJG-1 and YJG-8 can thus be explained by
their different residual signals prior to burial. The overestimation of YJG-8 is caused by its relatively
large residual signal, as expected by our modelling results (Figs. 5.9 and 5.10).

5.4 Discussion
Our study shows that the hard-to-bleach pIRIR signal is dose dependent. For natural samples, the
traps associated with the hard-to-bleach signal are expected to have reached saturation due to the long
geological history of the grains, as the sunlight may not fully reset the non-bleachable signal. Our
simulation shows that the presence of the residual signal prior to burial may lead to De overestimation for
old samples (Figs. 5.9 and 5.10). This is experimentally confirmed by our dose recovery test, which
demonstrated that the dose recovery ratio could be significantly overestimated if there is a relatively large
residual signal. Failed dose recovery tests on old samples were also reported in previous studies. In the
study of samples from the Carpathian Basin (Stevens et al., 2011), significant overestimation in dose
recovery ratios (1.37 ± 0.05 and 1.42 ± 0.07) of the 290°C pIRIR signal were obtained when the given
dose was 1000 Gy, while they were consistent with unity at 2σ for smaller given doses (<150 Gy). Dose
recovery ratios ranging from 1.20 ± 0.11 to 1.60 ± 0.12 with given doses between 200 and 800 Gy were
also reported by Li et al. (2018b) for their samples from central Europe using the 290°C pIRIR signal. All
the above studies suggested that such an overestimation cannot be solved by applying a simple dosesubtraction method. Instead, we showed that a signal-subtraction method could resolve this issue for our
samples. We, therefore, conclude that the failure of dose recovery ratios at high given doses may be a
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result of incorrect correction of the residual signal.
The failure of the dose recovery can also be affected by the charge carry-over from
natural/regenerative doses to the subsequent test doses (e.g., Nian et al., 2016; Yi et al., 2016b; Colarossi
et al., 2018) and the initial sensitivity change during the measurement of natural signals (e.g., Wallinga et
al., 2000; Kars et al., 2014a; Qin et al., 2018; Zhang, 2018). In this study, we found that increasing the
size of test dose to 200 Gy did not improve the dose recovery results at large doses (Fig. 5.7).
Furthermore, for the same given/regenerative dose, the effect of charge carry-over should be similar and
independent of measurement cycles, which is not the case, as shown in Fig. 5.8b, where the Lx/Tx values
are identical for the 2nd and 3rd measurement cycles but both differ from the 1st cycle. Therefore, we
conclude that the effect of the charge carry-over cannot explain the failure of dose recovery for our
samples. Instead, we show that, after residual signal correction, the values of repeated Lx/Tx measurements
of equal doses remain unchanged for the MET-pIRIR290 signal, further confirming that the effect of initial
sensitivity change is not an issue for the high-temperature MET-pIRIR signals, although it did affect the
lower-temperature signals.
Our study also suggested that an overestimation in the dose recovery test does not necessarily
mean that the De estimation is also wrong. This is because the reliability of De estimation depends on the
magnitude of the residual signal prior to sample burial. If the residual signal has been well reset during
natural processes before burial, the De estimates should be reliable. Fortunately, this appears to be the
case for many samples and sites, including our samples. For example, Thiel et al. (2011b) found for
sediments from Japanese loess that the dose recovery ratios were consistent with unity at 290°C pIRIR
signal for smaller given doses (< 100 Gy), while overestimation was observed for larger given dose.
Despite this, the dating results are reliable up to 500 Gy, when comparing with independent ages.
Although we can estimate the hard-to-bleach signal component in dose recovery tests and apply
a signal-subtraction method to correct for a residual problem, it is difficult to apply this method to natural
samples because the residual signal prior to burial is unknown. Fortunately, it appears that the natural
process can bleach the hard-to-bleach signals, according to the observation of a positive correlation
between residual signal and natural signal obtained in our study (Fig. 5.13b) and in previous studies (e.g.,
Buylaert et al., 2012; Schatz et al., 2012; Sohbati et al., 2012; Lauer et al., 2017). It is likely that the socalled non-bleachable or residual signals could have been better reset in natural processes than in
laboratory conditions (i.e., solar simulator) (e.g., Thiel et al., 2011b; Sohbati et al., 2012; Kars et al.,
2014b). As a result, subtracting the residual signal observed by bleaching the natural sample in the
laboratory from natural signal may result in underestimation in De, and, hence, it should only be applied
to correct for residual in dose recovery tests but not for De estimation. The best way to estimate the
residual signal prior to burial is to measure modern analogues or check the relationship between the
residual signal and the natural signal using a series of samples with different ages or De (e.g., Sohbati et
al., 2012). In the case that there is no modern analogue or a series of samples to estimate the residual
signals for natural samples, reliable De can only be obtained by estimating the easy-to-bleach component
and hard-to-bleach component for both the natural and regenerative signals, and interpolating the
bleachable natural signal onto the corresponding dose response curves (Fig. 5.3m–r).
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5.5 Conclusion
Severe De overestimation in dose recovery tests was observed when the simple dose-subtraction
method was applied for old samples. This is attributed to the effect of the dose-dependent residual signal,
which can be corrected using a signal-subtraction method. Our study suggests that, apart from young
samples, cautions is need for the residual correction for old samples.
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Chapter 6 Testing the upper limit of luminescence
dating based on standardised growth curves for METpIRIR signals of K-feldspar grains from northern
China
The content of this chapter is based on the article published in the Quaternary Geochronology in
2020 (see Appendix 5). Some changes have been made for purpose of including these results in this
thesis, such as excluding the background information of the Nihewan Basin, and the sample preparation
procedure and analytical facilities, which have been presented in Chapter 2 and 3.
Rui, X., Li, B., Guo, Y.J., 2020. Testing the upper limit of luminescence dating based on standardised
growth curves for MET-pIRIR signals of K-feldspar grains from northern China. Quaternary
Geochronology 101063.
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6.1 Introduction
With the development of the SAR and MAR SGCs (see details in Section 2.2.3), Li et al.
(2017b) and Li et al. (2018a) suggested a method for De determination based on the full (‘untruncated’)
distribution of Ln/Tn ratios for all aliquots, so-called LnTn method (Hu et al., 2019; Jacobs et al., 2019b),
and showed that it can overcome the problem of De underestimation for samples with natural doses close
to saturation. These methods have the potential to date older sediments and extend the dating range to the
early middle Pleistocene or possibly the late early Pleistocene.
In this chapter, the MAR and SAR SGCs were established using K-feldspar extracted from
different locations in the Nihewan Basin, northern China. We show that different shapes in the MAR and
SAR SGCs at high temperatures can be attributed to the different amounts of residual signal in the MAR
and SAR SGCs. Correction of the residual signal resulted in consistent results between the two methods.
We tested the LnTn methods using sediments from the Dadaopo section in the Nihewan Basin, including
material from the Brunhes/Matuyama (B/M) boundary, investigated the validity of De estimation using
the SGCs and Ln/Tn ratios for samples over the last 780 ka, and explored their corresponding dating limit.

6.2 Sample collection, analytical facilities, and dose rate determination
6.2.1 Samples and analytical facilities
Samples from ten different locations in the basin (Fig. 6.1), including Dadaopo (DDP),
Donggutuo (DGT), Hutouliang (two localities: HTL-Loc1 and HTL-Loc2), Heshangping (HSP), Hongya
(HY), Taiergou (TEG), Majuanpo (MJP), Xiashazui (XSZ), Zhaojiaping (ZJP), were used to establish
SGCs. The deposits of these sections are composed of loess, fluvial, and fluvial-lacustrine sediments. Kfeldspar grains of 63–90, 90–125, 90–150 or 125–180 µm in diameter were extracted from the samples
following standard mineral separation techniques. The deposit type, grain size, and De ranges for each
sample are summarised in Table 6.1. As part samples (HTL-Loc1-2, DDP-3, DDP-7, HSP-1, HY-1, HY-3
and ZJP-4) were listed Table 5.1, they were not repeated in Table 6.1. Details about sample collection,
sample preparation and measurement facilities are given in Chapter 2.
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Figure 6.1: DEM map showing the east of the Nihewan Basin, the Sanggan River and the sample
locations: Dadaopo (DDP), Donggutuo (DGT), Hutouliang (two localities: HTL-Loc1 and HTL-Loc2),
Heshangping (HSP), Hongya (HY), Taiergou (TEG), Majuanpo (MJP), Xiashazui (XSZ), Zhaojiaping
(ZJP).

Table 6.1: Summary of depositional contexts, grain sizes, and De estimates for the studied samples.
Sample code

Section

Deposit type

Grain
Re-normalized
Measured De
size (µm)
LnTna
(Gy)b
DDP-2
DDP
Fluvial-lacustrine
90–125
1.42 ± 0.01
1201.8 ± 51.1
DGT-1
DGT
Fluvial-lacustrine
63–90
1.44 ± 0.02
1287.45 ± 77.5
HTL-Loc2-1
HTL-Loc2
Fluvial-lacustrine
90–150
1.32 ± 0.02
887.1 ± 45.9
TEG-1
TEG
Fluvial-lacustrine
90–125
1.46 ± 0.05
1477.9 ± 281.0
MJP-1
MJP
Fluvial-lacustrine
90–125
1.23 ± 0.03
669.3 ± 53.7
XSZ-1
XSZ
Fluvial-lacustrine
125–180
1.22 ± 0.02
659.7 ± 34.0
ZJP-2
ZJP
Fluvial-lacustrine
125–180
1.47 ± 0.03
1456.4 ± 182.9
a
The natural signal (Ln), a single regenerative-dose signal (Lr, given dose 373 Gy) and the corresponding
test dose signals (Tn and Tr) were measured for aliquots from each sample. The CAM was applied to the
re-normalised ratios (
b

𝐿𝑛/𝑇𝑛
𝐿𝑟/𝑇𝑟

) to obtain the central value.

The equivalent dose of each sample was obtained by projecting the CAM value of the re-normalized

Ln/Tn ratios of the MET-pIRIR290 onto the corresponding SAR SGC without any residual correction.
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Among these sections, the chronology of the 129-m-thick Dadaopo section (also known as
Haojiatai) has been reported using the magnetostratigraphical method (Zhu et al., 2004). Seven samples
from the Dadaopo section were investigated in detail to test the upper dating limit of the MET-pIRIR and
the SGC procedures. The deepest sample from this section (DDP-1) was collected from the B/M
boundary (Fig. 6.2) and has an age estimate of ~780 ka. The other samples from this section (DDP-2, -3, 4, -5, -6, -7) were collected above the sample DDP-1. A summary of sampling depths is shown in Table
6.2.

Figure 6.2: Stratigraphy and magnetostratigraphy for the DDP section, together with the sample locations
and the corresponding MET-pIRIR290 ages. As the MET-pIRIR290 signal may suffer from fading, the
MET-pIRIR290 ages are provided as the range between the apparent age (apparent age – 1σ) and the
maximum age (maximum age + 1σ). For sample DDP-1 (independent age is 780 ka), the apparent age is
679 ± 127 ka (1σ error). Data of the magnetostratigraphy (blue font) is after Zhu et al. (2004).
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Table 6.2: Dose rates for samples from the DDP section.

Sample

Depth

Grain

Field

Estimated

U

Th

K

(m)

size

water

water

(ppm)

(ppm)

(%)

(µm)

content content (%)
(%)

Environmental dose rate (Gy/ka)
External
Gamma

Beta

Cosmic

Internal

Total

DDP-7

7

90–125

1.7

10 ± 5

2.36

9.65

1.82

1.06 ± 0.07

1.68 ± 0.11

0.081 ± 0.008

0.46 ± 0.04

3.28 ± 0.13

DDP-6

10

63–90

3.0

25 ± 10

1.58

5.64

1.8

0.70 ± 0.07

1.28 ± 0.13

0.057 ± 0.006

0.38 ± 0.03

2.42 ± 0.14

DDP-5

14.5

90–125

1.8

25 ± 10

2.56

7.12

1.92

0.87 ± 0.08

1.48 ± 0.15

0.037 ± 0.004

0.46 ± 0.04

2.84 ± 0.17

DDP-4

16

63–90

19.2

25 ± 10

3.97

8.59

2.01

1.06 ± 0.10

1.70 ± 0.17

0.032 ± 0.003

0.38 ± 0.03

3.17 ± 0.20

DDP-3

20

90–125

2.8

25 ± 10

2.46

7.96

1.82

0.87 ± 0.08

1.43 ± 0.14

0.023 ± 0.002

0.46 ± 0.04

2.78 ± 0.17

DDP-2

34

90–125

1.2

25 ± 10

1.79

6.95

1.77

0.76 ± 0.07

1.31 ± 0.13

0.010 ± 0.001

0.46 ± 0.04

2.54 ± 0.15

DDP-1

50

90–125

1.7

25 ± 10

1.97

8.52

1.88

0.86 ± 0.08

1.42 ± 0.14

0.005 ± 0.001

0.46 ± 0.04

2.75 ± 0.17
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6.2.2 Dose rate determinations
For environmental dose rate determination, the U, Th and K contents of samples from DDP were
measured using a combination of ICP-MS (for U and Th) and ICP-OES (for K). Cosmic-ray dose rates
were estimated from the burial depth of each sample and the latitude, longitude and altitude of the site
(Prescott and Hutton, 1994). For the calculation of the internal dose rate, the internal K content was
assumed to be 12 ± 1% based on scanning electron microscopy analysis of single-grain K-feldspar
samples from the same region (Rui et al., 2019). The minor contribution from Rb was calculated by
assuming a concentration of 400 ± 100 ppm (Huntley et al., 2001).
The external dose rates were corrected for long-term water attenuation (Aitken, 1985). The
measured (field) water contents for our samples range from a few percent for the loess sample (DDP-7) to
up to 20% for the lacustrine samples (Table 6.2). We, however, consider that the measured field water
contents underestimate the long-term water contents. This is because the Nihewan Basin used to be
covered by a paleolake from the late Pliocene to the late Pleistocene until it was drained by the Sanggan
River (Yuan et al., 2011). This means that the lacustrine sediments were initially saturated with water but
then dried out after the disappearance of the Nihewan Paleolake. Hence, the field water contents of the
dried lacustrine sediments cannot represent the average water contents since deposition. In order to
estimate the effective water contents for the lacustrine samples, saturated water contents were measured
using several sub-samples from DDP-3, which yielded values of ~30–40%. Given that the paleolake has
been dry for the last ~100–300 ka (Guo et al., 2016), we have adopted a value of 25 ± 10% as an estimate
for the long-term average water content for the lacustrine samples by taking both the periods of being
saturated with water and being dried out into account. We assigned a large relative error (~40%) to this
value, so that it will capture any likely fluctuation of water content at the 2σ range (from 5 to 45%). For
the loess sample, we have adopted a value of 10 ± 5%, based on the previous studies on loess in this
region and in the Chinese Loess Plateau (Buylaert et al., 2008; Zhao et al., 2010; Guo et al., 2016). The
dosimetry data for all samples from DDP are summarised in Table 6.2.

6.3 Results
6.3.1 Establishment of SGCs
6.3.1.1 SAR and MAR SGCs
To construct the SAR SGCs, the SAR MET-pIRIR procedure (Table 5.2) of (Li et al., 2014b)
was applied to 7 samples (DDP-3, DGT-1, HSP-1, HTL-Loc2-1, HY-1, TEG-1, ZJP-4). Fig. 6.3 shows
representative natural IRSL (50°C) and MET-pIRIR (100–290°C) decay curves for an aliquot of sample
TEG-1. The intensities of the MET-pIRIR signals are on the order of several thousands of counts per 0.1
s. The obtained SAR SGCs (after LS-normalisation) were normalised using the signal corresponding to a
regenerative dose of 373 Gy (Fig. 6.4, black dashed lines). Details about normalisation and curve fitting
are provided in Section 5.3.
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Figure 6.3: Representative IRSL (50°C) and MET-pIRIR(100–290°C) decay curves for a single aliquot of
sample TEG-1, stimulated at different temperatures (shown above each curve).

To investigate if there is any issue associated with the sensitivity change during measurement of
the natural signal and any possible cumulative sensitivity change induced by the successive dose and
measurement cycles in the SAR procedure (e.g., Wallinga et al., 2000; Chen et al., 2013; Zhang, 2018),
the MAR SGCs were also tested and compared with the SAR SGCs. A total of 70 aliquots from 12
samples (DDP-2, DDP-3, DGT-1, HSP-1, HTL-Loc2-1, HY-1, HY-3, TEG-1, MJP-1, XSZ-1, ZJP-2,
ZJP-4) were bleached in the solar simulator for ~8 h. These aliquots were then given different
regenerative doses, ranging from 0 to ~2400 Gy, and were measured using the MAR MET-pIRIR
procedure in Table 5.3. After measuring the Ln and Tn signals, each aliquot was bleached for 4 h in the
solar simulator and then given a regenerative dose of 373 Gy and a subsequent test dose of 60 Gy to
measure Lr/Tr. The obtained re-normalised ratios (

𝐿𝑛/𝑇𝑛
𝐿𝑟/𝑇𝑟

) were fitted by the GOK function (Guralnik et al.,

2015) to establish the MAR SGCs (Fig. 6.4, red solid lines).
For both the SAR and MAR SGCs, the signal values for a 373 Gy dose value were re-scaled to
unity, so their shapes are directly comparable. At 50°C, the SAR SGC exhibits a steeper growth at low
doses and reaches a slightly lower saturation level (Fig. 6.4a). Less than 4% difference in SGC shapes and
only a slight difference in saturation levels are observed at stimulation temperatures of 100 and 150°C
(Fig. 6.4b and 6.4c). For the IRSL signals at 200, 250 and 290°C, the MAR and SAR SGCs are
indistinguishable (less than 5% difference) at doses up to ~1550, ~1100 and ~900 Gy, respectively, but
start to diverge at higher doses, with the MAR SGCs reaching a slightly higher saturation signal level
than the SAR SGCs (Fig. 6.4d–6.4f). The results suggest that considerably different De results will be
obtained from the SAR and MAR SGCs at high doses for the 200, 250 and 290°C MET-pIRIR signals. It
is, therefore, important to investigate which of the two sets of SGCs is more reliable.
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Figure 6.4: Re-normalised MAR Ln/Tn ratios for the samples from the Nihewan Basin, plotted as a
function of laboratory dose. Each data point corresponds to one aliquot, with different colours
representing different samples. After normalisation to a regenerative dose of 373 Gy, these data points are
fitted using a general-order kinetic function, shown by red solid lines. The black dashed lines are the bestfit SGCs obtained from the SAR data; the signal values for a 373 Gy dose value are also normalised to
unity.
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6.3.1.2 Effect of residual signal
The MAR procedure includes solar bleaching, giving a laboratory beta dose, and measuring the
signal, which is exactly the same as the first cycle for a dose recovery test. Hence, a mismatch between
the MAR and SAR SGCs would indicate a failure in the dose recovery test. Previous studies have
demonstrated that a failure of the dose recovery test could result from the charge carry-over from the
measurement of the regenerative-dose signal to the test dose signal (e.g., Nian et al., 2016) or from an
initial sensitivity change during the measurement of the ‘natural’ signal (e.g., Wallinga et al., 2000).
Based on a dose recovery study using the same samples from the Nihewan Basin (Chapter 5), both of
these effects were ruled out as the main reason for the failure of dose recovery. Instead, we demonstrated
that residual signal plays an important role in the failure of dose recovery at high doses. Previous studies
suggested that the pIRIR signals may contain both the dose-dependent bleachable and non-bleachable
(residual) signals (Li et al., 2013b) (see also Chapter 5). The bleachable and residual signals of the MAR
and SAR SGCs can be compared to study the causes of the differences in the SGCs. To separate the
residual signal and the bleachable signal, the signal-subtraction method can be applied, in which the
residual signal is measured for the regenerative dose to estimate its corresponding bleachable signal (Li et
al., 2013b).
The residual signal measurements for the SAR SGCs were conducted on a relatively young
sample (HTL-Loc1-2, De = 38.3 ± 5.3 Gy). The obtained residual and bleachable SAR SGCs were
provided in Fig. 6.5a–6.5f (red solid lines and red dashed lines, respectively). The residual signals,
normalised using the same regenerative-dose (373 Gy) signals, show a clear dose dependency for highertemperature stimulations (e.g., 250 and 290°C).
To estimate the residual signals for the MAR SGCs, eight samples (DDP-3, DDP-7, HSP-1,
HTL-Loc2-1, HY-3, TEG-1, MJP-1, ZJP-4) were bleached by solar simulator for 8 h to remove their
natural signals. Following the solar bleaching, a total of 50 aliquots were given different regenerative
doses, ranging from 0 to 2500 Gy. They were then bleached for 8 h to remove all the bleachable signals
before measuring the residual signals and the corresponding test dose signals. After that, a regenerative
dose (Dr = 373 Gy) was applied and measured to normalise between-aliquot variation (Table 5.3). In
contrast to the residual signals for the SAR SGCs, the residual signals for the MAR SGCs appear to have
a smaller or no dependency on dose (Fig. 6.5g–6.5l, dots). These residual signals were subtracted from
the total signals (Fig. 6.5g–6.5l, black dashed lines) to calculate the bleachable MAR signals (Fig. 6.5g–
6.5l, red dashed lines).
The results from Fig. 6.5m show that the SAR SGC still differs from the MAR SGC at 50°C
after correcting residual signals, which has been explained as the initial sensitivity change (see Section
5.3.1). The bleachable IRSL signals at 100 and 150°C share similar SGCs (Fig. 6.5n and 6.5o). After
removing residual signal, the differences in SGC shapes for the high-temperature pIRIR signals were
significantly reduced. Both the curves for the 200 and 250 °C signals become indistinguishable up to
~1000 Gy before they start to diverge slightly beyond 1000 Gy and differ by ~6% at ~2000 Gy (Fig. 6.5p
and 6.5q). For the 290°C signal (Fig. 6.5r), however, both the SAR and MAR SGCs remain
indistinguishable up to ~1500 Gy and differ by less than 4% up to ~2300 Gy. The results indicate that the
differences in the shapes of the SAR and MAR SGCs for the high-temperature pIRIR signals (Fig. 6.4f)
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can be attributed to the effect of the residual signal.
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Figure 6.5: Re-normalised SAR (a–f) and MAR residual signals (g–l) at different stimulation
temperatures. Each data point corresponds to one aliquot, with different colours representing different
samples. These residual signals were fitted using a general-order kinetic function to get the residual
SGCs. The black dashed lines in (a–f) and (g–l) are the total SGCs obtained using the SAR and MAR
MET-pIRIR procedures, respectively (black and red lines in Fig. 6.4a–6.4f, respectively). The residual
signals (red solid lines in a–l) were subtracted from the total signals (black dashed lines in a–l) to
calculate the bleachable signals (red dashed lines in a–l). The obtained bleachable SAR (black lines) and
MAR SGCs (red lines) are compared (m–r) and the 95.4% confidence intervals are shown for the
obtained curves (dashed lines).

6.3.1.3 De comparison using SAR and MAR SGCs
To test the reliability of the SAR and MAR SGCs, De estimates obtained using both the SAR and
MAR SGCs were compared for sample HY-3. We first estimated the bleachable signals of the natural
aliquots. Four discs were bleached for 8 h by solar simulator to remove all bleachable signals before
being measured using the same procedure described above. The bleachable component of the normalised
natural signal intensity (1.23 ± 0.02) has been estimated by subtracting the normalised residual signal
(0.15 ± 0.01) from the corresponding total natural signal (1.38 ± 0.02) (2σ error). The De obtained by
interpolating the natural (total) signal at 290°C onto the corresponding total SAR SGC (1064 ± 70 Gy, 2σ
error) is consistent with the De obtained by interpolating the bleachable signal onto the bleachable SAR
and MAR SGCs (954 ± 67 and 976 ± 62 Gy, respectively, 2σ error) (Fig. 6.6), which suggests the SAR
SGCs are reliable for De estimation. However, the De obtained from the total signal based on the total
MAR SGC (844 ± 46 Gy, 2σ error) is significantly underestimated, suggesting that the total MAR SGCs
contain more significant residual signals than do the natural signals.
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Figure 6.6: Comparison of the 290°C De results obtained by the total SAR and MAR SGCs and the
bleachable SAR and MAR SGCs for sample HY-3. The natural bleachable signal (open square) is
estimated by subtracting the residual signal (filled circle) from the natural signal (total signal, filled
square). The SAR and MAR De results can be obtained by interpolating the total signal onto the
corresponding total SAR and MAR SGCs (black and green curves, respectively). The bleachable SAR
and MAR De results can be obtained by interpolating the bleachable natural signal onto the bleachable
SAR and MAR SGCs (yellow and blue curves, respectively).

6.3.2 Dating results
6.3.2.1 Dating results for DDP section
For seven samples from the DDP section, 10–20 aliquots were used to measure the natural
signals. Fig. 6.7 shows the distributions of the re-normalised ratios (

𝐿𝑛/𝑇𝑛
𝐿𝑟/𝑇𝑟

) for the MET-pIRIR signals

measured at a stimulation temperature of 290°C. The re-normalised ratios are all distributed around a
central value and most of them are consistent with each other at 2σ.
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Figure 6.7: Re-normalised Ln/Tn ratios for the MET-pIRIR290 signals for 7 samples from the DDP section.
The CAM ratios (centred on the grey bands) were projected onto the SAR SGC (Fig. 6.5f) to estimate the
De values used for age determinations.
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The proportions of K-feldspar aliquots with saturated natural signals at 290°C (i.e., the renormalised ratios consistent with or higher than the maximum signal level of the corresponding SGC)
range from zero for the youngest sample (DDP-7) to ~25% for the oldest sample (DDP-1). Several studies
have shown that rejecting a large number of the saturated aliquots may result in significant
underestimation of the final De values, due to truncation of the full De distribution (Li et al., 2016; Guo et
al., 2017). To avoid this problem, instead of projecting the re-normalised natural signal for each aliquot
onto the SGC, the CAM was applied to the re-normalised Ln/Tn ratios and the resulting CAM ratio of each
IR temperature was projected onto the corresponding total SAR SGC to estimate their final De values.
Fig. 6.8 shows the obtained SAR De values and the standard errors plotted against stimulation
temperatures. Except for sample DDP-5, which shows a ‘plateau’ in De values between 250 and 290°C,
all other samples exhibit a systematic increase in De with stimulation temperature. The increase of De with
stimulation temperature can be explained by either 1) the MET-pIRIR signal measured at 250°C is still
subject to fading and the signal measured at 290°C fades negligibly; or 2) the signals measured at 250 and
290°C are both subject to fading, but the fading rate is smaller for the 290°C signal.
One way to test whether the MET-pIRIR290 signal is fading or not is to compare the derived ages
against independent age controls. The MET-pIRIR290 ages of all the samples are in stratigraphic order
(Table 6.3 apparent ages), increasing down-profile from the top (72 ± 3 ka, DDP-7) to the B/M boundary
(679 ± 127 ka, DDP-1); the latter is statistically consistent with the expected age of ~780 ka. Given the
large uncertainty in the age (~ 20%), however, we cannot safely rule out that there is no fading in the
MET-pIRIR290 signal.
In order to further test whether the MET-pIRIR290 signal suffers from fading or not, we
conducted a laboratory fading test on sample DDP-1. We adopted a single-aliquot procedure similar to
that described by Auclair et al. (2003), but based on the protocol of Table 5.2. Twelve discs that had been
used for De measurements were given an infrared bleaching at 340°C to ensure that the infrared-sensitive
traps were empty. A dose of ~136 Gy was administered using a laboratory beta source and the irradiated
aliquots were then preheated and stored for different periods of time at room temperature (~20°C) before
the MET-pIRIR signals were measured. For practical reasons, an infrared bleaching at 340°C for 100 s,
rather than a solar simulator bleach for 4 h, was given at the end of each SAR cycle to minimise the size
of any residual signals. All the measured MET-pIRIR Lx/Tx values were normalised by the immediately
measured values (i.e., promptly) and then plotted against the storage times (Fig. 6.9a). Fig. 6.9b shows the
corresponding fading rates and that the 50°C IRSL signal has the highest fading rate (3.9 ± 1.0
%/decade). As the g-values have large uncertainties, there are no observable significant changes for the
higher temperature MET-pIRIR signals, which range from 0.2 ± 1.0 %/decade (MET-pIRIR100 signal) to
0.7 ± 0.5 %/decade (MET-pIRIR290). The fading test appears to support that there is a negligible fading
rate of the MET-pIRIR290 signal in the samples from DDP.
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Figure 6.8: CAM SAR De values plotted as a function of infrared stimulation temperatures for the same 7
samples as in Fig. 6.7. All error bars are at 1σ.
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Table 6.3: Summary of the uncorrected (measured) and corrected (compensation of 1.9% measured signal to account for signal loss due to anomalous fading) MET-pIRIR290
signals and the SAR De data for the DDP samples, with the corresponding age results (apparent and maximum ages, respectively).
Sample

Measured signal

Corrected signal

Measured De (Gy)

Corrected De (Gy)

Apparent age (ka)

Maximum age (ka)

DDP-7

0.82 ± 0.01

0.83 ± 0.02

236.6 ± 6.5

245.8 ± 15.4

72.0 ± 3.5

74.8 ± 5.5

DDP-6

1.29 ± 0.01

1.32 ± 0.04

813.4 ± 33.3

879.1 ± 101.3

336.4 ± 24.4

363.5 ± 47.2

DDP-5

1.40 ± 0.04

1.43 ± 0.06

1124.5 ± 149.9

1241.2 ± 246.7

396.0 ± 57.9

437.2 ± 90.8

DDP-4

1.38 ± 0.02

1.41 ± 0.04

1054.6 ± 60.7

1158.5 ± 165.3

332.3 ± 28.1

365.1 ± 56.8

DDP-3

1.38 ± 0.01

1.40 ± 0.04

1048.5 ± 38.9

1149.2 ± 153.8

377.2± 26.4

413.4 ± 60.6

DDP-2

1.42 ± 0.01

1.45 ± 0.04

1201.8 ± 51.1

1332.3 ± 198.6

472.3 ± 34.5

523.6 ± 84.0

DDP-1

1.53 ± 0.04

1.56

1866.1 ± 330.1

2143.0

679.4 ± 126.9

780
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Figure 6.9: (a) Anomalous fading results of the IRSL and MET-pIRIR signals from sample DDP-1, where
t is the delayed period and tc is calculated as the time from the middle point of irradiation to the beginning
of measurement. The g-values at different stimulation temperatures are summarized in (b).

However, it has been reported that the fading rates are dose dependent, with older samples
suffering from more fading (Huntley and Lian, 2006; Li and Li, 2008). This suggests that a small fading
rate observed at low dose in a laboratory fading test may not necessarily represent the true average fading
rate for natural samples, especially for old samples such as DDP-1. In order to estimate the natural fading
rate, we calculated the expected non-fading natural signal based on the expected natural dose of sample
DDP-1 (~2145 Gy); the latter was based on its expected age of ~780 ka (Zhu et al., 2004) and its
measured environmental dose rate of 2.75 Gy/ka (Table 6.2). By interpolating the expected dose onto the
SAR SGC at 290°C, the expected Ln/Tn value of 1.56 can be obtained. Hence, the measured natural METpIRIR290 signal for sample DDP-1 (1.53 ± 0.04) had reached 98.1 ± 2.6% of the expected level. Given the
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oldest sample should suffer from the maximum fading due to the dose-dependency of anomalous fading
(Li and Li, 2008), sample DDP-1 provides a maximum estimate of the overall fading for all the other
samples, i.e., the maximum underestimation due to fading ranges from 0 to ~7% at 95% confidence
interval. Since a fading rate of 1% would roughly result in ~10% underestimation in age for young
samples (Huntley and Lamothe, 2001), this suggests that the overall anomalous fading rates for our
samples should be smaller than 1 %/decade, which is consistent with our fading test results in Fig. 6.9.
6.3.2.2 Simulating the effect of natural signal loss
In order to estimate the maximum ages for the younger samples, we have used the measured-toexpected ratio of the natural signal for DDP-1 as a guide and assumed that they have the same anomalous
fading rates. We applied the percentage loss (98.1 ± 2.6%) in natural signal to correct all samples from
the DDP section, i.e., by dividing the natural signals from the younger samples by 0.981 ± 0.026 and then
estimating the corresponding De values and ages. The results are listed in Table 6.3. For the youngest
sample (DDP-7), the age increased by ~4% from the apparent (72.0 ± 3.5 ka) to the fading-corrected
maximum age (74.8 ± 5.5 ka). The ages increased by ~8–11% for the samples older than 300 ka. Given
younger samples should suffer less fading than older samples, the true ages of these samples should be
between the apparent ages and the maximum ages (Fig. 6.2).
In order to further investigate the influence of fading of the natural signal on De estimation, we
modelled six scenarios, in which different percentages (f) of natural signal (LN) are lost due to anomalous
fading, including 0.5%, 1.5%, 2.5%, 3.5%, 5% and 7.5%. For each scenario, we modelled a range of
samples with paleodoses (P) ranging from 0 to 2400 Gy and calculated the corresponding LN for each P
value based on the parameters of the SAR SGC at 290°C. De values can be obtained by interpolating the
modelled natural signal (LN’ = (1–f) * LN) onto the corresponding SAR SGC.
Fig. 6.10 shows the modelled De/P ratios calculated using different percentage losses in natural
signals. It shows that the extent of underestimation in De increases with dose, which is expected because a
small change in signal will result in a significant change in De at the non-linear range of the growth curve.
If the signal lost is small (e.g. < 1.5%), the underestimation in De values can be up to 10% for P values as
high as 2200 Gy. For a signal loss of 2.5%, the underestimation of De values is less than 10% when P is
less than 1100 Gy, but an underestimation of 15% is obtained for P = 2200 Gy. Such an effect is even
more severe for a larger natural signal loss (Fig. 6.10).
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Figure 6.10: Modelled De values to paleodose (P) ratios plotted against P. The De simulations are based
on different percentages (f) of natural signal (LN) loss due to anomalous fading, including 0.5%, 1.5%,
2.5%, 3.5%, 5% and 7.5%.

6.4 Discussion
In this study, the SGCs were investigated using both the MAR and SAR procedures based on the
MET-pIRIR signals from feldspar grains. For the IRSL signals at 200, 250 and 290°C, the MAR and SAR
SGCs are indistinguishable (less than 5% difference) at doses up to ~1550, ~1100 and ~900 Gy, but start
to diverge at higher doses, with the MAR SGCs reaching slightly higher saturation signal levels than the
SAR SGCs (Fig. 6.4d–6.4f). The different shapes in the SAR and MAR SGCs would imply failures in
dose recovery tests and two different sets of De values. Several reasons have been reported as the likely
sources of the failed dose recovery tests, including the charge carry-over from the measurements of Lx to
Tx (e.g., Nian et al., 2016; Yi et al., 2016; Colarossi et al., 2019), the initial sensitivity changes during the
measurement of the first signal (i.e., Ln) (e.g., Wallinga et al., 2000; Kars et al., 2014; Zhang, 2018; Qin et
al., 2018), and the inappropriate corrections for the residual signals (see Chapter 5). Here we
demonstrated that the differences between the MAR and SAR SGCs are significantly reduced after
correcting for the residual signals, indicating that the residual signals are the main cause for the
differences between the SAR and MAR SGCs for our samples. The similarity in the shapes of the MAR
and SAR SGCs after correcting residual signals also implies that sensitivity change is not the main reason
for the different SGC shapes.
As the SGC shape can be affected by the residual signal, our study also suggested that the
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residual signal in the regenerative dose plays an important role in De estimation. This is confirmed by the
underestimated De result using the MAR SGC (Fig. 6.6), i.e., the residual of the regenerative signal may
not be reset by laboratory solar bleaching before building the MAR SGC. In contrast, our investigation of
the residual signals for natural samples of different ages from this region suggest that the residual signals
are well-reset before burial (see Chapter 5). As a result, the SAR SGC will yield more reliable results than
the MAR SGC, because the residual signals are reset by IR stimulations during the SAR cycles.
In this chapter, a recently proposed method was applied for the samples from the Nihewan
Basin, northern China, in which the SGCs are established and the CAM re-normalised Ln/Tn ratios from
all measured aliquots are projected onto the corresponding SAR SGCs to determine De values. Table 6.3
indicates the MET-pIRIR290 ages from the DDP section increase systematically from 72 to 679 ka, in
stratigraphical order. The MET-pIRIR290 signal yielded a De value of 1866+382
−285 Gy for the sample DDP1, which is broadly consistent with the expected De value of 2145 Gy obtained from the expected age and
the measured environmental dose rate for the sample. These results further demonstrate that De estimates
up to ~1900 Gy or more can be obtained using the SAR SGCs and the normalised Ln/Tn method. The
normalised Ln/Tn for the MET-pIRIR290 of our oldest sample DDP-1 is 1.53, corresponding to 96% of the
maximum level of the SAR SGC curve (1.59), confirming that this method can produce reliable De results
far beyond the conventionally viewed limit of 2D0 or 86% of the maximum level of the growth curve
(Wintle and Murray, 2006).
Our study also suggested that even a small amount of natural signal loss (< 2%), as a result of
small fading rate that cannot be detected in a laboratory fading test, can result in a large De
underestimation at high doses (e.g., > 1000 Gy) (Fig. 6.10). The poor precision of g-values obtained from
the laboratory fading test would prevent a reliable fading correction, given the model-dependency of the
existing fading correction methods (e.g., Huntley and Lamothe, 2001; Kars et al., 2008). Here we show
that it is possible to investigate the maximum underestimation in age caused by fading, by comparing the
natural intensity from an old sample with its expected intensity. Ideally, this can be done by measuring
samples with known ages and comparing their apparent natural signals against the expected ones.
However, samples with independent age controls are not always practical for every site. An alternative
way to do that is to measure an ‘infinitely’ old sample from the same region, in which the natural signal
should have reached a field-saturation, so that the expected natural signal intensity should be the same as
the maximum level of the growth curve.

6.5 Conclusion
The SGCs were investigated using both the MAR and SAR procedures based on the MET-pIRIR
signals from the Nihewan Basin, northern China. Different shapes in the MAR and SAR SGCs were
observed for signals measured at high temperatures (> 200°C), which can be attributed to the residual of
the regenerative signals. The dating method by projecting the central re-normalised Ln/Tn from the
measured aliquots onto the corresponding SAR SGCs was successfully applied to the sediments from the
B/M boundary (~780 ka), which shows that the SAR SGC is potentially capable of providing reliable De
estimation of up to ~1900 Gy.
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Chapter 7 Geomorphological evolution of the Nihewan
Basin in the last 0.6 million years

This chapter aims to reconstruct the geomorphological evolutionary history of the Nihewan
Basin since the middle Pleistocene based on dating of the lacustrine and fluvial deposits in this basin. The
mechanism of the demise of the Nihewan Paleolake and the relationship between the human occupation
and environment change are also discussed. The geological, geomorphological, climatic and archaeology
background of the Nihewan Basin have been presented in Chapter 1 whilst the sample preparation
procedure and analytical facilities have been provided in Chapter 2. The detailed information about the
studies sites in this chapter can be obtained in Chapter 3.
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7.1 Method
To study the geomorphological evolution of the Nihewan Basin, 27 samples from three profiles
(A-A’, B-B’ and C-C’) along the Sanggan River and 15 samples from nine lacustrine sections
surrounding the east margin of the Nihewan Basin were collected (see details in Chapter 3). K-feldspar
grains of 63–90, 90–125, 125–180 or 180–212 µm were extracted from the samples, depending upon the
availability of material. The De values for K-feldspar grains were determined using either single-grain
pIRIR and/or signle-aliquot MET-pIRIR measurements.

7.1.1 Dose rate determination
To determine the external beta and gamma dose rate, a combination of low-level beta counting
(Bøtter-Jensen and Mejdahl, 1988) and thick-source alpha counting (Aitken, 1985) was conducted on 16
dose rate samples in the luminescence laboratory at University of Wollongong (see details in Section 2.3).
The remaining 26 dose rate samples were measured using a combination of ICP-MS (for U and Th) and
ICP-OES (for K), which were independently measured in a commercial laboratory (Intertek Genalysis).
For the calculation of the internal dose rate, the internal K content was assumed to be 12 ± 1%, based on
the EDS results obtained for samples from the same region (Section 2.3). Minor contribution from Rb
was calculated by assuming a concentration of 400 ± 100 ppm (Huntley and Hancock, 2001). The cosmicray dose rates were estimated from the burial depth of each of the samples, and the latitude, longitude and
altitude of each site (Prescott and Hutton, 1994).
The measured field water contents for our loess/paleosol, fluvial and lacustrine samples are 2–
5%, 0.8–7% and 0.2–19%, respectively. However, we consider that the measured field water contents
underestimate the long-term water contents (see details in Section 6.2.2), values of 10 ± 5% and 15 ± 6%
were adopted to the loess and fluvial samples, based on the previous studies on loess and fluvial
sediments in this region and in the Chinese Loess Plateau (Buylaert et al., 2008; Zhao et al., 2010; Guo et
al., 2016). For lacustrine samples, we have adopted a value of 25 ± 10% as an estimate for the long-term
average water content, which takes both the periods of being saturated with water and being dried out into
account (see details in Section 6.2.2). However, for the lacustrine sediments from the section in the last
high lake level, they might experience a very short period of saturation with the paleolake. For these
samples, the water content can be arbitrarily divided into two parts, i.e., the period of saturation with the
last paleolake and the period since the lake dried out, based on the age of the oldest fluvial sample
(minimum age for the dry out of the paleolake). For example, if the Sanggan River developed at around
100 ka and the sediment was deposited at 125 ka, the average water content consists of about 20%
saturated lacustrine water content and 80% of estimated fluvial water content. Based on this calculation,
an estimated value of 17 ± 7% was applied for sample ZJP-W-2 (the youngest lacustrine sample, see
Section 7.2). Summaries of the dosimetry data for samples from three profiles along the Sanggan River
and for samples in the lacustrine sections at the east margin of the Nihewan Basin are provided in
Appendix 6.

7.1.2 Lake area and lake volume calculation
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By using ArcGIS, the Shuttle Radar Topography Mission (SRTM) DEM data of the Nihewan
area were georeferenced with a WGS1984 datum. As the pixel values in the DEM represent average
elevation for the covered area, areas under certain elevations can be separated by using the reclassify tool
in ArcGIS. The surface area of Nihewan Paleolake at different times (obtained by luminescence dating)
can be calculated by the count of pixels under certain elevation (i.e., the elevation of the measured
luminescence sample) and the area for each pixel (i.e., 900 m2). Due to the irregular and complex shape of
the Nihewan Basin, the paleolake volume was approximated by cutting the water column horizontally
into several elongated wedges of a fixed height (10 m in this thesis, see Fig. 7.1). Assuming the slant of
the lake shore is linear when a small height is chosen, the shape of the wedge is close to a trapezium, and
the volume of the wedge can be calculated by the fixed height and the corresponding lake areas. Taking
the sum of the approximate volumes occupied by these wedges, an estimate for the lake volume can be
achieved.

Figure 7.1: (a) the water column cut into several equal height (10 m) wedges. (b) Volume of each wedge
can be given as: volume1 + 1⁄2 (𝑣𝑜𝑙𝑢𝑚𝑒2 − 𝑣𝑜𝑙𝑢𝑚𝑒1) = 1⁄2 (𝑣𝑜𝑙𝑢𝑚𝑒1 + 𝑣𝑜𝑙𝑢𝑚𝑒2).

7.2 Results
De measurements were made on single grains of K-feldspar for all the samples, owing to the
possibility of the inhomogeneity of these sediments. For the oldest lacustrine samples, they were also
measured by the SAR procedure to compare with the single-grain result, as the reliability and the dating
limitation of SGCs of the single-aliquot SAR have been well studied (Chapter 5 and 6).

7.2.1 Establishment of single-grain SGC
7.2.1.1 Single-grain SGC
To construct a single-grain SGC for samples from the Nihewan Basin, we applied a two-step
pIRIR procedure (see Table 4.3 and Section 4.3) of Blegen et al. (2015) to 27 samples from the Nihewan
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Basin. The net pIRIR signals used for curve building were calculated as the sum of counts in the first 0.1
s of pIRIR decay minus a ‘late light’ background estimated from the mean count rate over the final 0.1 s.
Representative pIRIR decay curves for six grains of K-feldspar from sample HTL-T2-2 (following a
regenerative dose of ~50 Gy and a preheat of 320 °C for 60 s) are shown in Fig. 7.2. The pIRIR decay
curves exhibit similar shapes, and decay rapidly to a negligible constant background level after 0.3 s of
infrared stimulation.

Figure 7.2: Decay curves of pIRIR signal for six K-feldspar grains from sample HTL-T2-2.

Five to six regenerative doses (including a zero and a repeat dose), ranging from 0 to 1600 Gy,
were given to each grain. Rejection criteria for the resulting pIRIR data was provided in Section 2.2.4. A
total of 5480 grains passed these criteria, yielding 27346 sensitivity-corrected pIRIR Lx/Tx ratios. Large
between-sample scatter can be observed (Fig. 7.3a). To reduce this scatter, the LS-normalisation method
with the GOK function (Guralnik et al., 2015; Li et al., 2016) was applied to the Lx/Tx ratios by using the
built-in function lsNORM() provided in the R-package ‘numOSL’ (Peng et al., 2013). The SG SGC was
then normalised using the signal induced by a regenerative dose of 300 Gy (black line in Fig. 7.3b). The
parameters a, b, c and d for the best-fit function are 1.94, 0.003, 0.29 and 0.02, respectively. After LSnormalisation, the between-sample scatter for the Lx/Tx ratios is greatly reduced (Fig. 7.3b). It should be
noted that the kinetic order, parameter c, of the single grain SGC (c = 0.29) is different from that of
single-aliquot SGC (c = 1.2). We explain the difference in two ways. Firstly, the regenerative dose ranges
are different, e.g., single-grain ~1500 Gy and single-aliquot ~2500 Gy, which will affect the precision of
the determination of kinetic order. Secondly, the signals used are different, i.e., the single-grain signal is
based on pIRIR(200, 275) but the single aliquot is based on MET-pIRIR.
We calculated the ratio between the individual LS-normalised Lx/Tx values and their expected
values (based on the best-fit curve) for all the regenerative doses greater than zero. The ratios are plotted
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in a radial plot in Fig. 7.3c, and ~89% of the ratios are consistent with unity at 2σ. These results imply
that the vast majority of grains share a common DRC, and a pIRIR SGC can be established for individual
K-feldspar grains from the Nihewan Basin. If we apply a single saturation exponential function to fit the
signal-grain pIRIR SGC in this study, the D0 value is ~375 Gy.
To further confirm the validity of the single-grain pIRIR SGC, we compared the De values
obtained by projecting their individual LS-normalised natural signals (Ln/Tn) onto the SGC with those
determined using the full SAR procedure. As the SAR De values obtained from individual DRCs, the
same rejection criteria as conducting SGC were applied before calculating De. For both the SGC and SAR
results, we also rejected the grains whose relative standard error in De value is greater than 50%. If the
Ln/Tn ratio is statistically consistent with, or higher than, the saturation level of the corresponding DRC,
the corresponding grain will also be rejected. The ratios (SGC De/SAR De) are plotted in radial plot in
Fig. 7.3d with 98.8% consistent with unity at 2σ.

Figure 7.3: (a) Single-grain pIRIR Lx/Tx ratios shown in different colours for each sample, plotted as a
function of laboratory dose. (b) LS-normalised pIRIR Lx/Tx ratios, based on the data shown in (a). A
general-order kinetic function was applied to fitting the normalised ratios, shown by black line. (c) Radial
plot showing the ratio between the individual LS-normalised Lx/Tx values and their expected values
obtained from the SGC in (b). (d) The ratio between SGC and SAR De values plotted in radial plot.
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7.2.1.2 Single-grain Ln/Tn
For saving instrument time, more grains from each sample were measured with two or three
SAR cycles, including the natural signal (Ln), one or two regenerative-dose signals (L1 and L2), and the
corresponding test-dose signals (Tn, T1 and T2). For these gains, we applied the rejection criteria (1)—the
initial Tn signal is <3σ above its corresponding background count, or its relative error is >25%— when
only one regenerative dose was measured, or criteria (1) and (4)—the FOM value is >10— when two
regenerative doses measured. To investigate whether including the grains that pass less criteria would
result in erroneous result in the SGC approach, we compared the accepted SAR De values with the SGC
De values for two samples, for which full SAR cycles were measured (Fig. 7.4). The distribution of the
SGC and SAR De values are indistinguishable and have similar distributions for the same sample.

Figure 7.4: Radial plots of the distributions of SAR and SGC De values (red and blue circles,
respectively) for sample HTL-T2-2 and XSZ-T3-3, respectively.

In this study, the natural signals of many fluvial samples show large scatter, Ln/Tn ratios are
between close to zero and higher than the saturation level of the corresponding DRCs. For some of the
oldest lacustrine samples (e.g., YF-T3-B-1 and YF-T3-B-2), >50% of accepted grains are consistent with,
or higher than, the saturation level of the corresponding DRCs. Rejecting large numbers of saturated
grains may result in unreliable De estimate, due to truncation of the full De distribution (e.g., Duller, 2012;
Gliganic et al., 2012; Li et al., 2016). To avoid these problems, the sample De was estimated by
combining the Ln/Tn ratios with an appropriate statistical model and projecting this combined value onto
the SGC.
As only a few samples have sufficient grains of 180–212 µm in size, most of our samples were
measured using smaller grain size (90–125 µm). So, it is possible that more than one grain are contained
and measured simultaneously in each hole of the single grain disc. Since many of our samples were
insufficiently bleached (see the following sections), it is important to ensure that there is only one bright
grain in each hole. In order to test this, we investigated the sensitivity distribution of individual grains
from sample XSZ-T3-2 which has been measured with 180–212 µm size. Approximately 25% of the
measured grains have a Tn signal more than 3 sigma above its corresponding background and 10% of the
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grains produced more than 80% of the total signal (Fig. 7.5, black dashed line). It indicates that the
chance to find two luminescent grains in the same hole is 0.25^2 = 6.25%. In Fig. 7.5, the sensitivity
distribution is also shown for a sample from the same section (XSZ-T3-3) with 90–125 µm grains
measured. This sample has approximately 45% of grain that yielded detectable Tn signal. This suggests
that most of the holes (~50%) contain no luminescent grains. Since each hole may contain an average of
~4–5 grains, the proportion of non-luminescent grains for this sample can be estimated as 0.5^(¼) = 84%.
The change of fining two luminescent grains from the same hole is thus 0.16^2 = 2.6%, and much smaller
than this for more than two luminescent grains. We, therefore, assume that the results obtained from
smaller grain sizes are essentially similar to the true single-grain results for our samples.

Figure 7.5: Distribution of the Tn intensity following the 60 Gy test dose from single grains of two
samples from section XSZ-T3 (XSZ-T3-2 and XSZ-T3-3). The percentage of the total light sum is plotted
as a function of the specified percentage of all the grains measured.

7.2.1.3 Dose recovery, residual and fading tests
The performance of the single-grain pIRIR procedure was studied using residual and dose
recovery tests on a relatively young sample (XSZ-T2-3, CAM De = 60.1 ± 3.4 Gy) and a relative old
sample (MJP-1, CAM De = 740.0 ± 44.3 Gy). In the tests, K-feldspar grains were first bleached for ~ 8h
using a Dr Hönle solar simulator. For residual tests, grains were directly measured without any dose given
in the first cycle. A total of 135 (XSZ-T2-3, 27% of the 500 measured grains) and 70 (MJP-1, 23% of the
300 measured grains) grains were accepted after applying the rejection criteria mentioned above (Fig.
7.6a and 7.6b). The CAM (Galbraith et al., 1999) was applied to estimate the weighted mean residual
signal, the measured doses of 9.0 and 12.0 Gy for XSZ-T2-3 and MJP-1 were then obtained by projecting
the weighted mean residual signals onto the SGC, respectively.
In the dose recovery test, beta doses of 81.7 and 664 Gy were given to the bleached grains of
sample XSZ-T2-3 and MJP-1 as surrogate ‘natural’ doses, respectively. For each of the given doses, 500
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grains were measured using the single-grain pIRIR procedure. We estimated the measured doses using the
LnTn method to avoid any unreliability due to truncation of the dose distribution. The distributions of
accepted recovered signals are shown in Fig. 7.6c and 7.6d. After correcting residual dose, the dose
recovery ratios for sample XSZ-T2-3 and MJP-1 are 1.00 ± 0.02 and 1.06 ± 0.07, respectively. These
results indicate that the given dose can be successfully recovered using the pIRIR procedure.

Figure 7.6: (a) and (b) Distribution of residual signal values for all accepted grains of samples XSZ-T2-3
and MJP-1, respectively. The shaded region indicates the 2σ range from the weighted mean calculated
using the Central Age model. (c) and (d) Ln/Tn values for accepted grains of same samples that had been
optically bleached and given known beta doses of 81.7 and 664 Gy, respectively. (e) and (f) Weighted
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mean re-normalised Ln/Tn ratios plotted as a function of Tn threshold for same samples. The dashed lines
represent the plateau in dose recovery ratios.

Jacobs et al. (2019b) reported that the average dose recovery ratios or Ln/Tn ratios increase with
Tn signals and plateaus appears to be reached with Tn signals brighter than ~200–400 counts per 0.2 s for
some of their samples from southern Siberia. To test whether the dose recovery ratios in the Nihewan
Basin exhibit the same pattern, we calculated the normalised Ln/Tn ratios as a function of Tn intensity for
dose recovery samples. The Tn signals from all accepted grains were sorted in ascending order and binned
with the same number of grains in each bin. The lowest Tn signal value of each bin was set as the
acceptance threshold, i.e., grains with Tn signals smaller than this threshold were rejected for weighted
mean Ln/Tn calculation. Fig. 7.6e and 7.6f indicate that the dose recovery samples show no dependency of
Tn value.
We also tested whether De values for older samples from T3 depends on Tn or not. The CAM renormalised Ln/Tn ratios as a function of Tn thresholds were calculated for 5 samples whose Ln/Tn appear to
be tightly distributed (well-bleached samples) (Fig. 7.7). It appears that four samples (MJP-2, HSP-1,
ZJP-E-3 and ZJP-E-2) show clearly a dependence of re-normaised Ln/Tn ratios on Tn, and a plateau was
reached at Tn thresholds of ~500–1000 cts/0.1 s. Based on these, the Tn threshold of 1000 cts/0.1 s was
applied to all the older samples from T3 and lacustrine sections. For the younger sample (HTL-T2-1),
there is no dependency of the Tn threshold, so the Tn threshold method was not applied to younger
samples in T1 and T2.
To confirm that the pIRIR signals faded negligibly in our samples, we also conducted a
laboratory fading test on sample XSZ-T3-4 (Thomsen et al., 2008; Li et al., 2014a). Discs that had been
used for De measurement were given a regenerative dose (190 Gy). After dose given, the discs were then
preheated and stored in the dark at room temperature for ~3 days before the pIRIR signal was measured
again by the pIRIR sequence. The fading ratios for individual grains (the ratio of the pIRIR signal
measured after delay to that measured immediately) (Jacobs et al., 2019b) were calculated and displayed
in Fig. 7.8, which shows that most (83%) of the fading ratios are consistent with unity at 2σ. The
weighted mean ratio is 1.000 ± 0.006, supporting that the pIRIR signal fades negligibly in the K-feldspar
grains from our samples. Hence, fading correction was not applied to age calculation for our samples.
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Figure 7.7: Weighted mean normalised Ln/Tn ratios plotted as a function of Tn threshold for 6 well
bleached samples. The sample number is shown in each panel. The dashed lines represent the final
weighted mean normalised Ln/Tn ratio used to calculate an age for each sample. All error bars are at 1σ.
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Figure 7.8: Ratios of delayed to prompt pIRIR signals (fading ratios) for individual grains of K-feldspar
from sample XSZ-T3-4.

7.2.2 Single-grain Ln/Tn distributions
7.2.2.1 Ln/Tn distributions for samples from T1 and T2
Single-grain Ln/Tn distributions for samples from Terrace 1 and 2 are shown in Fig. 7.9 and 7.10,
respectively. For most of the samples from T1 and T2, their normalised Ln/Tn signals show large scatter.
The normallised Ln/Tn distributions for samples from T1 have OD values between 99 ± 7% (SG-T1-1) and
136 ± 7% (HTL-T1-1) (Table 7.1). The OD values are between 20 ± 2% (HTL-T2-2) and 79 ± 5% (SGT2-2) for samples from T2 (Table 7.1).
The Ln/Tn ratios from sample HTL-T2-2 are centred on an average value (Fig. 7.10b), so the
CAM was used to estimate the weighted mean Ln/Tn value for De and age determination. For sample
HTL-T2-1, LS-normalised Ln/Tn ratios of some grains are clearly significant outliers (Fig. 7.10a); these
likely represent intrusive grains incorporated in the sample after deposition. In order to detect and remove
the outliers, the normalized median absolute deviation (nMAD) were applied to this sample, as a means
of screening data for outliers (Rousseeuw and Croux, 1993; Powell et al., 2002; Rousseeuw et al., 2006;
Jacobs et al., 2019b). We rejected all the grains that have nMAD values greater than 2.5, as recommended
and justified by Li et al. (2020).
As these samples were taken from fluvial sections, the large spread in Ln/Tn for most of our
samples is most likely due to partial or heterogeneous bleaching prior to deposition. For this reason, we
applied the Minimum Age Model (MAM) to identify fully bleached grains (Galbraith et al., 1999). When
applying the MAM, the σb value, representing the expected over-dispersion of the well-bleached grains,
should be estimated (Cunningham and Wallinga, 2012). As no evidence of partial bleaching were
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observed for samples HTL-T2-1 and HTL-T2-2, we have adopted a σb value of 25% based on their OD
values (20–27%) for all the relatively younger samples from T1 and T2. We, however, tested how
sensitive the MAM results for our samples are affected by the choice of σb value. Fig. 7.11a shows the
estimated MAM Ln/Tn values for six samples from T1 and T2 with different σb values (from 20% to 29%).
The estimated MAM Ln/Tn values are lowest for σb = 20% (Ln/Tn between 0.03 and 0.16), and the MAM
Ln/Tn value increases slightly with an increase in σb (Ln/Tn values between 0.03 and 0.19 for σb = 29%).
The calculated MAM Ln/Tn values were interpolated onto the single-grain SGC to get the corresponding
De and then normalised by the De value obtained at σb = 20% in Fig. 7.11b. It shows that the normalised
De values systematically increase with σb value, but they are consistent with each other at 2σ. This suggest
that a σb value of 25% should provide a satisfactory MAM results for our samples from T1 and T2 (Fig.
7.9 and 7.10).
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Figure 7.9: Distributions of re-normalised Ln/Tn ratios for single grains of K-feldspar from sediment
samples collected from Terrace T1. The red lines indicate the Ln/Tn results obtained using the Minimum
Age Model.
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Figure 7.10: Distributions of re-normalised Ln/Tn ratios for single grains of K-feldspar from sediment
samples collected from Terrace T2. The red lines indicate the Ln/Tn results obtained using the Minimum
Age Model. The grey bands in radial plot (a) and (b) are centred on the CAM Ln/Tn ratios, after rejecting
outliers (open circles). For HTL-T2-1, the CAM Ln/Tn value calculated before outlier rejection is
displayed as blue line, and the numbers of grains accepted and rejected by nMAD are indicated above the
radial plot.
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Table 7.1: Ln/Tn values, over-dispersion (OD) values, selected age models, and optical ages for K-feldspar samples from three profiles (A-A’, B-B’ and C-C’). The OD values
were calculated using the central age model (CAM). Also listed are the number of grains accepted after application of the grain-rejection criteria. For some samples, Tn
threshold was also applied for grain selection. Accepted grains after grain-rejection criteria and Tn threshold are included in De estimation using the SGC and Ln/Tn. For
samples calculated by MAM model, the applied σb is shown in brackets. Values shown in blue color are measured by single-aliquot measurement, which also marked in
brackets after the corresponding age model.

No. of

No. of
Sample

Grain

grains /

Tn

size

aliquots

threshold

accepted

grains
accepted
after Tn

Normalised
Ln/Tn

De (Gy)

OD (%)

Age model

Age (ka)

threshold

A-A’ profile
HTL-T1
HTL-T1-1

180-212

212

0

212

0.04 ± 0.01

3.1 ± 1.0

135.7 ± 7.0

MAM (0.25)

0.8 ± 0.3

HTL-T2-1

180-212

189

0

189

0.22 ± 0.004

40.4 ± 0.9

20.0 ± 1.5

nMAD

11.5 ± 0.5

HTL-T2-2

180-212

113

0

113

0.30 ± 0.01

59.0 ± 1.5

19.9 ± 1.7

CAM

17.1 ± 0.8

90-150

403

1000

176

1.77 ± 0.02

1336.7 ± 71.5

12.7 ± 0.7

nMAD

432.5 ± 33.7

1.32 ± 0.02

877.2 ± 44.1

2.7 ± 1.4

CAM (SA)

283.8 ± 21.5

0.29 ± 0.01

56.1 ± 3.3

48.4 ± 3.8

MAM (0.25)

16.5 ± 1.2

HTL-T2

HTL-L
HTL-L-1

10
XSD-S-T2
XSD-S-T2-1

144

125-180

103

0

103

XSD-S-T2-2

90-125

31

0

31

0.16 ± 0.03

27.1 ± 5.4

49.8 ± 3.8

MAM (0.25)

8.8 ± 1.8

XSD-S-T2-3

180-212

88

0

88

0.43 ± 0.04

90.3 ± 10.7

29.2 ± 2.6

MAM (0.25)

24.7 ± 3.1

90-125

230

1000

72

1.52 ± 0.03

740 ± 44.3

16.5 ± 1.5

CAM

264.4 ± 22.1

1.23 ± 0.03

666.0 ± 52.6

6.1 ± 2.0

CAM (SA)

238.0 ± 23.4

1.46 ± 0.03

665.6 ± 32.1

14.5 ± 1.3

CAM

204.0 ± 15.9

1.25 ± 0.02

704.7 ± 47.1

5.4 ± 1.6

CAM (SA)

216.0 ± 19.6

MJP
MJP-1

9
MJP-2

90-125

200

1000

74

10
B-B’ profile
NHWC-T1
NHWC-1

180-212

153

0

153

0.05 ± 0.01

5.8 ± 1.7

128.6 ± 8.2

MAM (0.25)

1.9 ± 0.5

NHWC-2

125-180

267

0

267

0.04 ± 0.005

3.6 ± 0.9

129.7 ± 6.1

MAM (0.25)

1.2 ± 0.3

NHWC-3

180-212

158

0

158

0.05 ± 0.01

6.1 ± 1.3

130.3 ± 7.5

MAM (0.25)

1.6 ± 0.4

XSZ-T2-1

180-212

109

0

109

0.26 ± 0.01

49.9 ± 2.2

61.1 ± 4.4

MAM (0.25)

15.5 ± 0.9

XSZ-T2-2

125-212

15

0

15

0.18 ± 0.04

32.0 ± 8.6

44.1 ± 8.8

MAM (0.25)

10.3 ± 2.8

XSZ-T2-3

180-212

142

0

142

0.25 ± 0.01

46.6 ± 2.5
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174.7 ± 23.2

125-180

12

1.22 ± 0.02
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180-212
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CAM

151.2 ± 9.6

125-180

14

1.14 ± 0.02

524.6 ± 27.7
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144.0 ± 16.2

XSZ-T2

XSZ-T3
XSZ-T3-1
XSZ-T3-2
XSZ-T3-3

1000
1000

51
113

12
XSZ-T3-4

145

90-125

243

1000

99

12

1.14 ± 0.01
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Figure 7.11: (a) The MAM Ln/Tn values calculated by different σb (20%–29%) for different samples from
terraces T1 and T2. (b) The De values obtained by interpolating each Ln/Tn values in (a) onto the SGC.
The obtained results were normalised by the De value obtained at 20% for each sample. The error bar is
1σ.

7.2.2.2 Ln/Tn distributions for samples from T3 and lacustrine sections
The single-grain Ln/Tn distributions for samples from fluvial sediment in T3 are overdispersal by
between 16.9 ± 1.2% (XSZ-T3-2) to 24.8 ± 1.2% (XSZ-T3-4) (Table 7.1). For samples from the
lacustrine section overdispersal varies between 10.6 ± 0.5% (JJR-1) to 46.4 ± 1.9% (HY-2) (Table 7.2).
The OD values for samples from T3 and lacustrine sections are smaller than sediments from T1 and T2,
which can be explained by either 1) the grains deposited in T3 and lacustrine sections are well bleached
or 2) the grains are partially bleached before burial, but their large De values reduce the relative scatter (or
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OD).
To further investigate how increases in De can affect OD, we measured the signal by giving a
series of doses (e.g., 50, 100, 300, 500, 800, 1200 Gy) on top of the natural dose (N + β) for a young
partial bleached sample (NHWC-3, MAM De = 6.1 ± 1.3 Gy). The results (Fig. 7.12) indicate that the OD
values decrease from 130% for natural dose (β = 0) to 14.3% (β = 1200 Gy) with the increase of the given
dose, suggesting that older samples could have smaller OD values even though they were poorly bleached
prior to burial.
The above results suggest that different σb should be used for samples with different De values
when applying MAM. In order to address this issue, we investigated the OD values for samples that show
no evidence of insufficient bleaching, i.e., accepted grains are distributed around a central value with
relative smaller OD. After applying the Tn threshold (>1000 cts/0.1s), the corresponding OD and CAM De
values of all the well-bleached samples (one sample from loess, one sample from T2, one sample from T3
and 7 samples from lacustrine sediment) are plotted against each other (Fig. 7.13). It appears that the OD
values are negatively correlated with De value, consistent with the observation from Fig. 7.12. In order to
estimate the best σb value to be used for MAM, the data in Fig. 7.13 were fitted using the linear function
of the form y = a + b*x, where x is the calculated De and parameters a and b are constants (Fig. 7.13 red
line). An iterative procedure was conducted to select the best σb values: (1) MAM was applied to partially
bleached samples with an initial σb value (18 %); (2) the obtained MAM De was projected onto the fitted
line in Fig. 7.13 to estimate a new σb value; and (3) step 1 and step 2 procedures were repeated iteratively
until there was negligible change in the σb value. For the partial bleached samples from T3 and lacustrine
sections, the iterative procedure produced best σb estimates between 15–18 % and MAM Des between 195
Gy (ZJP-W-1) to 765 Gy (DDP-6) (Fig. 7.14 and 7.15). For five samples which Ln/Tn ratios are generally
tight but contain a few significant outliers, the nMAD were applied to identify the outliers (Fig. 7.15).
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Table 7.2: Ln/Tn values and OD values, and optical ages for K-feldspar samples from lacustrine sections at east margin of the Nihewan Basin. Details are the same as for Table
7.1.

Sample

Grain size

No. of

No. of grains

grains /

accepted

aliquots

Tn threshold

accepted

after Tn
threshold

Renormalised

De (Gy)

OD (%)

Age model

Age (ka)

1.75 ± 0.03

1278.5 ± 96

12.3 ± 1.2

nMAD

338.6 ± 32.6

1.42 ± 0.03

1171.5 ± 100.9

7.0 ± 1.5

CAM (SA)

310.3 ± 32.6

Ln/Tn

WJP
WJP-1

90-125

115

0

115

90-125

19

ZJP-W-1

90-125

339

1000

166

0.76 ± 0.05

194.6 ± 17.0

31.5 ± 1.8

MAM (0.18)

58.8 ± 5.4

ZJP-W-2

90-125

355

1000

222

1.32 ± 0.01

511.6 ± 9.0

10.4 ± 0.6

nMAD

168.1 ± 8.7

90-125

12

1.13 ± 0.02

516.5 ± 20.5

3.7 ± 1.2

CAM (SA)

169.7 ± 10.6

ZJP-E-1

90-125

368

1000

232

0.82 ± 0.01

218.0 ± 4.2

19.0 ± 0.8

CAM

67.1 ± 3.0

ZJP-E-2

90-125

336

1000

161

1.57 ± 0.02

814.4 ± 28.1

12.9 ± 0.8

CAM

298.4 ± 20.3

90-125

15

1.31 ± 0.02

837.0 ± 47.7

5.0 ± 1.2

CAM (SA)

306.7 ± 25.0

63-90

175

1000

94

1.79 ± 0.02

1427.4 ± 110.2

12.4 ± 1.0

nMAD

430.0 ± 42.4

125-180

306

1000

261

1.86 ± 0.01

1864.3 ± 97.2

10.5 ± 0.5

CAM

520.2 ± 40.0

125-180

12

1.57 ± 0.03

2032.5 ± 261.9

5.8 ± 1.5

CAM (SA)

567.1 ± 79.8

ZJP-W

ZJP-E-A

ZJP-E-B
ZJP-E-3
JJR
JJR-1
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HSP
HSP-1

90-125

351

1.84 ± 0.02

1678.4 ± 104.3

12.8 ± 0.7

CAM

551.2 ± 46.6

90-125

14

1.50 ± 0.02

1559.3 ± 138.4

5.1 ± 1.3

CAM (SA)

512.1 ± 54.1

125-180

177

0

177

0.77 ± 0.04

197.1 ± 16.9

26.2 ± 1.6

MAM (0.18)

53.4 ± 5.1

HY-1

90-125

513

1000

59

1.52 ± 0.03

750.1 ± 50.2

16.5 ± 1.6

CAM

294.6 ± 25.7

HY-2

125-180

323

1000

70

0.99 ± 0.06

295.2 ± 30.1

26.2 ± 2.3

MAM (0.17)

93.4 ± 10.2

90-125

230

1000

116

1.72 ± 0.02

1156.8 ± 71.8

14.2 ± 1.0

CAM

411.0 ± 34.6

DDP-7

90-125

381

1000

276

0.80 ± 0.01

211.6 ± 2.7

13.1 ± 0.6

nMAD

64.4 ± 2.7

DDP-6

63-90

382

1000

362

1.53 ± 0.03

764.7 ± 38.5

19.7 ± 0.8

MAM (0.15)

316.0 ± 20.1

63-90

11

1.29 ± 0.01

806.1 ± 32.2

2.1 ± 1.3

CAM (SA)

333.8 ± 24.8

90-125

336

1.73 ± 0.02

1193.1 ± 74.4

15.5 ± 1.0

CAM

419.2 ± 36.6

90-125

9

1.40 ± 0.04

1102.8 ± 140.9

8.3 ± 2.2

CAM (SA)

387.5 ± 54.9

HSP-2

1000

226

HY-A

HY-B
HY-3
DDP

DDP-5

150

1000
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Figure 7.12: Ln/Tn signal and the corresponding over-dispersion measured after giving a series of doses on
top of the natural dose for sample NHWC-3. The different given doses are shown in each plot.
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Figure 7.13: Over-dispersion (OD) values for well bleached samples from the Nihewan Basin plotted as a
function of the corresponding CAM De values. The data points are fitted using a linear fitting function of
the form y = a + b*x, where x is the measured CAM De values and parameters a and b are constants. The
CAM De values were calculated by grains with Tn > 1000.
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Figure 7.14: Distributions of normalised Ln/Tn ratios (Tn > 1000 cts/0.1 s) for single grains of K-feldspar
from sediment samples collected from Terrace T3. The red lines indicate the Ln/Tn results obtained using
the Minimum Age Model. The grey bands are centred on the CAM Ln/Tn ratios.
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Figure 7.15: Continued.
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Figure 7.15: Distributions of normalised Ln/Tn ratios (Tn > 1000 cts/0.1 s) for single grains of K-feldspar
from samples collected from lacustrine sections. The red lines indicate the Ln/Tn results obtained using the
Minimum Age Model. The grey bands are centred on the CAM Ln/Tn ratios, after rejecting outliers (open
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circles). The CAM Ln/Tn value calculated before outlier rejection is displayed as blue line, and the
numbers of grains accepted and rejected by nMAD are indicated above the radial plots.

7.2.3 Single aliquot Ln/Tn distributions
A SAR procedure was used to measure the oldest samples from Nihewan. This procedure
utilizes the MET-pIRIR signal for De estimation, further details about the dose recovery test and residual
test are provided in Chapter 6.
Fig. 7.16 shows the LS-normalized Lx/Tx ratios, plotted as a function of regenerative dose for all
samples at the six stimulation temperatures (50, 100, 150, 200, 250, and 290 °C). These data show that
reliable SAR SGCs can be constructed for our samples using the MET-pIRIR signals. Using these SGCs,
we calculated De values for 15 samples. For each sample, the natural and corresponding test dose signals
(Ln and Tn) were measured for 9-19 aliquots, after which each aliquot was bleached for ~4 hr in the solar
simulator. As all SAR SGCs were normalized using the signal induced by a regenerative dose of 373 Gy,
the bleached aliquots were then given a regenerative dose of 373 Gy and a subsequent test dose to
measure Lr/Tr. Fig. 7.17 shows the distributions of the re-normalised ratios (

𝐿𝑛/𝑇𝑛
𝐿𝑟/𝑇𝑟

) for MET-pIRIR signal

measured at a stimulation temperature of 290 °C. The re-normalised Ln/Tn of samples DDP-6 and DDP-5
are provided in Chapter 6. All samples distributed around a central value, even for partial bleached
samples which decided as evidence by signal grain measurement. As the signal from the multi-grain
aliquots were aggregation of hundreds of grains and the relative low OD for old partial bleached samples,
the partial bleaching condition may not be detected in single aliquot measurement. By projecting the
weighted mean ratio onto the corresponding SGCs, their De values can be estimated (Table 7.1 and Table
7.2).
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Figure 7.16: LS-normalised Lx/Tx ratios plotted as a function of regenerative dose at infrared stimulation
temperature of 50, 100, 150, 200, 250 and 290 °C, respectively. The black lines represent the best-fit
curves, and the red dashed lines are the 95.4% confidence intervals for the best-fit curves. Each data point
is a single observation and all error bars are at 1σ.
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Figure 7.17: Re-normalised Ln/Tn ratios for MET-pIRIR290 for 13 samples from the Nihewan Basin. The
weighted mean ratios (centred on the grey bands) were projected onto the SAR SGC (Fig. 7.16f) to
estimate the De values used for age determination.

The sample ages are summarized in Table 7.1 and Table 7.2. As the residual signal has been well
reset during natural process for samples from the Nihewan Basin (Section 5.3.3), the residual correction
was not applied for the De and age estimation. We verified our age results by comparing the ages obtained
using the single-grain and the single-aliquot Ln/Tn methods for 15 samples (Fig. 7.18). For partially
bleached samples (YF-T3-A-2, DDP-6, XSZ-T3-1, XSZ-T3-3 and XSZ-T3-4), single-grain age results
are slightly younger than their signal-aliquant counterpart, which can be explained by the fact that singlegrain measurement and the MAM model can identify well bleached grains. For other samples, nine of the
samples have paired age results that are consistent at 2σ. For sample HTL-L-1, the single-grain age result
is much older than its single-aliquot counterpart, probably due to the contamination of a small proportion
of younger grains (see Fig. 7.14a and 7.19). Considering the partial bleaching issue in this area, the
single-grain age results should be more reliable, so they are taken as final results for our samples.

Figure 7.18: Comparison of single-grain Ln/Tn age results and SAR SGC age results for 15 samples.
Uncertainties are shown at 1σ and the dashed lines indicate the 1:1 ratio.
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Figure 7.19: Weighted mean re-normalised Ln/Tn ratios plotted as a function of Tn threshold for sample
HTL-L-1. The dashed lines represent the final weighted mean Ln/Tn ratio used to calculate the single-grain
age. All error bars are at 1σ.

7.2.4 Age results
7.2.4.1 Lacustrine sections
For the lacustrine sample from the JJR section (Fig. 3.6f, Chapter 3), the pIRIR275 age is 520.2 ±
40.0 ka (at an elevation of 1059 m, ~249 m above the river level). Two samples (one lacustrine and one
loess) were from the HSP section (Fig. 3.6e, Chapter 3), the overlapping loess sample is 53.4 ± 5.1 ka and
the lacustrine sample is 551.2 ± 46.6 ka (1049 m, ~239 m above the river level). As these two lacustrine
samples were collected near or above a rounded gravel layer, we conclude that the lake level reached an
elevation of 1049–1059 m between 520 and 551 ka.
In the ZJP-E-B site, we obtained an age of 430.0 ± 42.4 ka for sample ZJP-E-3 which was
collected from lacustrine sediments (above rounded gravels) (Fig. 3.6d, Chapter 3), suggesting a possible
high lake at that time (1044 m, ~234 m above the river level). A similar age of 411.0 ± 34.6 ka was also
obtained for a lacustrine sample (between rounded gravel layers) at section HY-B (Fig. 3.6i, Chapter 3)
but 72 m lower (972 m).
In the ZJP-E-A section (1092m), we obtained an age of 298.4 ± 20.3 ka for sample ZJP-E-2
which was collected from lacustrine sediments (Fig. 3.6b, Chapter 3). The sample from the overlapping
loess sediment is much younger, around 67 ka (Table 7.2). In the WJP section (Fig. 3.6c, Chapter 3), an
age of 338.6 ± 32.6 ka was obtained from the lacustrine sediment at an elevation of 1093 m (~283 m
above the river level), which indicates the Nihewan Paleolake experienced one or more times high lake
levels at 298–338 ka. We also obtained a similar age of 316.0 ± 20.1 ka for lacustrine sediment at DDP
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section but 158 m lower (940 m). In the HY-A section (982 m), the lacustrine sediment which occurred
below a rounded gravel layer was also dated to 294.6 ± 25.7 ka, and the overlapping paleosol is around 93
ka (Fig. 3.6h, Chapter 3).
In the ZJP-W section (1082 m, ~272 m above the river level), the lacustrine sediment (below the
rounded gravel level) was dated to 168.1 ± 8.7 ka (Fig. 3.6a, Chapter 3), suggesting a possible high lake
at that time. The sample from the overlapping loess sediment is around 59 ka.
Another three lacustrine sections were also identified at lower elevation (around 860~890 m).
The ages of three lacustrine samples from three sections (HTL-L, MJP-A and MJP-B) (Fig. 3.2, Chapter
3) were dated to 432.5 ± 33.7, 264.4 ± 22.1 and 204.0 ± 15.9 ka, respectively.
7.2.4.2 Fluvial terraces
For the lowest terrace (T1) in the basin segment of the Sanggan River, one sample from HTL-T1
was dated to 0.8 ± 0.3 ka (Fig. 3.2, Chapter 3). Three samples from section NHWC-T1 were between 1.2
and 1.9 ka (Fig. 3.4, Chapter 3). According to these dates, we conclude that Terrace T1 was formed
during the late Holocene.
The 8 samples from four sections on Terrace T2 were dated to 8.8–24.7 ka. The ages of samples
XSD-S-T2-1 and XSD-S-T2-2 in section XSD-S-T2-A are in stratigraphic order (8.8 ± 1.8 ka and 16.5 ±
1.2 ka, respectively), and are slightly younger than sample XSD-S-T2-3 (24.7 ± 3.1 ka) in section XSDT2-B. This can be explained by their positions in the terrace (Fig. 3.2, Chapter 3). For sample XSZ-T2-2,
only 15 grains are accepted for data analysis, which making dating result less reliable. Without sample
XSZ-T2-2, the ages of the samples in HTL-T2 and XSZ-T2 are all in stratigraphic order (Table 7.1 and
Fig. 3.2 and 3.4 in Chapter 3). These ages lead us to conclude that the luminescence dates obtained for
this terrace are internally and stratigraphically consistent. They are also in good agreement with the
chronological evolution of the terrace, i.e. the samples from the rear part of the terrace are older than the
samples from the front of the terrace.
The three fluvial silt samples (XSZ-T3-2, 3 and 4) from Terrace T3 (Fig. 3.4, Chapter 3) were
dated to 151.2 ± 9.6, 143.8 ± 16.8 and 144.0 ± 16.2 ka, which are younger than the underlying lacustrine
sediment (174.7 ± 23.2 ka). The floodplain sandy sample (YF-T3-A-2) from section YF-T3-A was dated
to 124.2 ± 6.1 ka, and the signal from the underlying lacustrine sediment was saturated (Fig. 3.4, Chapter
3). Therefore, the sediments on terrace T3 are inferred to have been deposited between 151 and 124 ka.
Unfortunately, as we didn’t find any capping loess, the exact abandoned age is still unknown.
For the terraces in the gorge, only sparse fluvial sediments are preserved on Terrace T1 and T2
(Fig. 3.5, Chapter 3). The age of the upper sample (SG-T1-1) from section SG-T1 is close to 0, while the
age of the lower one (SG-T1-2) is 4.0 ± 0.8 ka, which indicates they are in stratigraphic order. Samples
from section SG-T2-A and SG-T2-B are 7.1 ± 0.9 and 12.4 ± 1.5 ka, respectively, which also following
their positions in the terrace.

7.3 Discussion
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7.3.1 Geomorphologic evolution
7.3.1.1 Lake-level history
During the last 600 ka, the Nihewan Paleolake experienced many high and low lake levels (Fig.
7.20a). The oldest optical ages were obtained from the 1059 and 1049 m (≥ 239 m deep) and were from
what is interpreted to be lake margin deposits at JJR and HSP, which are 520.2 ± 42.4 and 551.2 ± 46.6
ka, respectively. This data indicates a lake with a minimum depth of 239 m reached this elevation one or
more times in MIS 13–14, which cover most area of the Nihewan Basin (~8000 km 2 in area and ~600 km3
in volume, Fig. 7.21 and 7.22a). However, considering the error of each age determination, it is hard to
confirm whether the high-lake level happened in the glacial or interglacial period, making it hard to
determine the relationship between high-lake levels and climatic influence. Based on the lacustrine
sediment collected at HTL-L, the lake level should be higher than 860 m (> 50 m deep) at around 433 ka.
No other sediments from lake margin were dated to the time between ~520 and 430 ka at our studied
sites.

Figure 7.20: (a) Single-grain pIRIR275 ages on lacustrine (red circles), lake margin deposits (black
squares) and fluvial (blue triangles) sediments plotted against elevation. The yellow shaded areas indicate
the high lake-level phases. (b) Benthic δ18O stack LR04 (Lisiecki and Raymo, 2005). Numbers indicate
MIS. The grey shaded areas indicate interglacial stages. (c) χfd data (east Asia summer monsoon proxy) in
the Luochan loess section of the past 650 ka (Hao et al., 2012). (d) 21 June insolation 65°N of the past
650 ka (Laskar et al., 1993; Hao et al., 2012).
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Figure 7.21: Nihewan Paleolake area-volume change in the past 600 ka.

The Nihewan Paleolake was refilled to 1044 m level (≥ 234 m deep) at 430.0 ± 42.4 ka (ZJP-EB, MIS 11–12). The coeval deposition of lacustrine sediment with gravel at 972 m (HY-B, 411.0 ± 34.6
ka) suggests that lake depth must have fluctuated at rates beyond the resolution of our chronology. The
pIRIR ages in MIS 11–12 indicate that the Nihewan Paleolake was between 7400 and 2600 km 2 in size
ranging in depth from 234 to 162 m (Fig. 7.21, 7.22b and 7.22dc). However, the resolution of the ages
prevents a clear assessment of whether the lake high stands and regression are driven by orbital forcing.
We have not recorded a subsequent filling of Nihewan Paleolake until ~339 ka.
The optical sample obtained from the lacustrine deposits at WJP (1093 m, ≥ 283 m deep)
indicates the lake was larger than this preceding interval at ~10,000 km2 in area and ~900 km3 in volume
at 338.6 ± 32.6 ka (MIS 9–10) (7.22d). At around 295 ka, the lake level retreated to east of the basin (HYA, 982 m) with ~3000 km2 in area and ~200 km3 in volume (Fig. 7.21 and 7.22e). The coeval deposition
of lacustrine sediment at 1092 m (≥ 282 m deep) (ZJP-E-A, 298 ± 20 ka) suggests that lake depth have
fluctuated during this period. Based on the lacustrine samples collected from the MJP and XSZ-T3
sections, the lake level should be higher than 880 m at 175–264 ka. No more lake margin sediments were
dated to the time between 295 and 168 ka.
Based on this chapter, the last high lake-level was at ~168 ka (MIS 6, glacial), according to the
age of the paleoshoreline sediments at ZJP-W (1082 m, ≥ 272 m deep, 7.22f). The χrd record in the
Luochuan loess section presents the East Asia Summer monsoon (EASM) record for north China (Fig.
7.20c), and the last high lake-level happened at a small peak in the EASM. As the summer monsoon can
bring moisture source to the Nihewan Basin, it may lead to the high lake-level. If the summer monsoon
controls the high lake-level, the lacustrine sediments at high elevation (> 1000 m) at other peaks of
summer monsoon should be stored in the Nihewan Basin, which need further field investigation to
support this suggestion. After the last high lake-level, the Nihewan Paleolake disappeared (Fig. 7.22g),
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and the fluvial terrace of the Sanggan River developed (Fig. 7.22h).

Figure 7.22: A model for geomorphological evolution of the Nihewan Basin since 0.6 Ma. Spatial
differences by tectonic activity are not considered.

7.3.1.2 Evolution of the fluvial terraces
Based on the geomorphologic investigations and the luminescence ages obtained for the terrace
deposits, the evolution of the fluvial terraces can be inferred. The fluvial history of the Sanggan River in
the east part of the basin segment can be dated back to at least ~151 ka ago and summarized as three
incision and accumulation cycles corresponding to the three terraces.
The highest terrace (T3) was only observed at profile B-B’. On the north bank of the river in this
profile (XSZ-T3 section), the lacustrine sample underlying the fluvial sediments can be dated back to 175
± 23 ka and the lowest sample from the fluvial sediment is 151 ± 10 ka. It indicates the first incision by
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Sanggan River happened between 175 and 151 ka. Fluvial incision can be driven by climate change
which impacts on the balance between sediment supply and discharge capacity. According to Schumm
(1965), river incision would have occurred when low sediment availability was concurrent with high
discharge. It is likely that such conditions would mainly occur, for example, at the beginning of
interglacials. However, based on the data presented in the thesis, the lake regression and the river incision
occurred in a glacial period (MIS 6), not consistent with the above hypothesis. Therefore, it would seem
more probable that tectonic movement is most likely the primary factor affecting the initial river incision.
The top sample from the fluvial sediment in XSZ-T3 is 144.0 ± 16.2 ka, and there is no record of the
overlying sediment. On the south bank of the river in this profile (YF-T3 section), the sample from the
fluvial sediment is 124.2 ± 6.1 ka, and the overlying sediment is also undocumented. Based on the ages of
the fluvial sediment from XSZ-T3 and YF-T3, we suggested that the maximum abandon age of T3 is
~124 ka. Additional field investigation about T3 sections with overlying sediments are necessary to study
the abandon age of T3.
Terrace T2 were observed on each profile. On the north bank of A-A’, the stream cut down ~45
m into the soft lacustrine sediment, and the base of the terrace deposits of T2 was formed and capped with
fluvial deposits. The deposition of the terrace sediments started ~24.7 ka ago and ended at ~8.8 ka. For
profile B-B’, until 15.5 ka, the stream not only cut through ~10 m of its own fill in T3 (XSZ-T3), but also
~25 m lower than the top of the lacustrine sediment of T3 during this period. The accumulation of
channel deposits lasted from ~15.5 ago to ~10.3 ka, with fluvial sediments as thick as 4 meters. Further
investigation about the bottom of the fluvial terrace of T2 and the underlie lacustrine sediment and their
corresponding ages are necessary to obtain a firm chronology for the second river incision, which can be
used to associate the river incision to any of the proposed tectonic or climatic. As there is no sediment
record between 124.2 ka and 15.5 ka, additional field investigation for elsewhere in the valley is
necessary to study the history of the basin in this period. Based on these, we conclude that the deposition
of the sediments on T2 started at ~24.7 ka ago and ended at ~8.8 ka.
The last incision period occurred after ~8 ka with the abandonment of the T2 terrace and the T1
terrace has accumulated in the last ~2 ka.
For the terraces in the gorge segment (C-C’), as the luminescence samples were collected from
the upper part of the fluvial sections and no overlying sediments, we could conclude that the maximum
abandon age of T2 is ~7 ka, and the T1 has accumulated in the last 4 ka.

7.3.2 Mechanism for the demise of the Nihewan Paleolake
Mechanisms for paleolake demise include climatic control, tectonic control or a combination of
both. Based on our results it would appear that the demise of the Nihewan Paleolake is not clearly linked
to Pleistocene climate change. Firstly, the last high lake level was at 168 ± 9 ka (ZJP-W-2, 1082 m), and
the following oldest fluvial terraces formed at 151 ± 10 ka (XSZ-T3-2, 830 m). Since lake elevation
changed 250 m, more than 700 km3 water disappeared in around 17,000 years. One explanation is that
relative week summer monsoon and strong insolation (Fig. 7.20) during MIS 6 lead to reduced runoff into
the lake and the drying out of the paleolake. However, previous research has indicated that climate
changes have caused lake levels to fluctuate by only 2–3 m in the Fen River Graben Basin during the mid
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to late Quaternary (Hu et al., 2005). Besides, the Nihewan Paleolake has experienced many times of week
summer monsoon and strong insolation without significantly dropping past lake levels. Secondly, as the
demise happened in a glacial period (MIS 6), a climatic effect cannot be the main control on river incision
(see Section 7.3.1.2). Even though the headward erosion by the downstream can be contributed to the
demise of the paleolake, the climate is not the main factor for the erosion. So, the climatic effect cannot
control the head erosion of downstream to cut through the basin at MIS 6. Tectonic movement is most
likely the primary factor affecting the demise of the Nihewan Paleolake and the fault activity in front of
the Liulengshan Mountain (F2 in Fig. 1.2b, Chapter 1) might well have caused the breach at the gorge
head, which finally resulted in the demise of the Nihewan Paleolake. This event may be the result of the
Indian-Asian collision, with a similar aged tectonic-controlled river terrace in the neighbouring areas such
as the Fen River Graben Basin was also reported by Sun (2005). The tectonic movement may also control
the headward erosion of the Yongding River to cut through the Sanggan gorge at the east of the Nihewan
Basin, which could drain the water out of the Nihewan Basin quickly. The question remains however as
to whether this was geologically instant or over a period of thousands of years.

7.3.3 Relationship between human occupation and environmental changes
Fig. 7.23 combines the elevation of the published archaeological sites in the fluvial-lacustrine
sediments (in 2 Ma) and the lake-level history by this chapter. The artefacts at some sites are probably a
fluvial jumble of re-deposited material (e.g., Banshan site) (e.g., Xie et al., 2006). For other sites, the
artefacts were discovered in the low-energy fine-grain silt and sand sediments corresponding to brief
intervals of wetland and lake-margin dynamics (e.g., Keates, 2000; Zhu et al., 2004; Xie et al., 2006;
Dennell, 2008; Keates, 2010; Dennell, 2013). Based on taphonomic research, the artefacts in some sites
are likely authochthonous (e.g., Majuangou) (e.g., Xie et al., 2006), while in some other sites represent a
secondary deposit (e.g., Queergou) (e.g., Xie et al., 2006). As most archaeological sites located between
870–970 m should be covered in the high lake-level periods (i.e., ages with lacustrine and lake margin
samples collected in > 1000 m, Fig. 7.23), we suggest that humans may not have persistently inhabited
the basin and only visited during low lake-levels. It also supports the proposition by Dennell (2013) that
there is no evidence that humans were present year-round. Some archaeology sites were deposited at the
similar time of high lake-level, which can be explained by the resolution of the chronology. For example,
they may visit the Motianling Paleolithic site (950 m) at anytime between 302 to 328 ka based on the
single-aliquot pIRIR age (315 ± 13 ka) (Guo et al., 2016), and the lake-level may be higher than 950 m at
anytime between 297 to 341 ka (single-grain pIRIR 316 ± 20 ka for the sediments from DDP).
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Figure 7.23: The single-grain pIRIR275 ages on lake margin (black squares) and lacustrine (red circles)
sediments plotted against elevation. Ages for archaeological sites in the lacustrine sediments were also
plotted as the green stars.

To study the settlement change by the demise of the paleolake, we summarised the published
locations of the archaeological sites in Fig. 7.24. When the paleolake existed (Fig. 7.24a), the hominins
settled their focus on the east edge of the Nihewan Basin. After the demise of the Nihewan Paleolake,
they settled near the Sanggan River and through the whole basin (Fig. 7.24c). It is worth mentioning that
many sites have no detailed coordinate information and were not displayed in Fig. 7.24.
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Figure 7.24: (a) Distribution of paleolithic sites in the fluvial-lacustrine sediment in the Nihewan Basin.
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The details inside the dashed rectangle in panel (a) are shown in an enlarged scale in panel (b). The
yellow circles are individual sites. The red circles are regions which more than one sites were found (see
details in Appendix 1). 1. Motianling; 2. Queergou; 3. Wujialiang; 4. Xiaochangliang; 5. Donggutuo; 6.
Sankeshu; 7. Hougou; 8. Cenjiawan; 9. Maliang; 10. Heitugou; 11. Majuangou; 12. Madigou; 13.
Xujiayao. (c) Distribution of paleolithic sites in the fluvial sediment. The details inside the dashed
rectangle in panel (c) are shown in an enlarged scale in panel (d). 5. Xibaimaying; 12. Xinmiaozhuang;
13. Duzhuang; 14. Zhiyu; 15. Shenquansi; 16. Nanmo; 17. Xiage.

7.4 Conclusion
Three Sanggan River terraces (T1, T2 and T3) and 12 lacustrine sections in the east of the
Nihewan Basin were identified according to field investigations. The luminescence ages of four lacustrine
transgression units are 520–551, 411–430, 298–338 and ~168 ka, respectively, indicating high lake levels
during these periods. The deposition ages of the three fluvial terraces are 124–151, 25–9, last 2 ka,
respectively, suggesting that the paleolake was drained between 168 and 151 ka and controlled by
tectonic activity. It is clear that the study only presents an outline of the lake-level history and the
following fluvial terraces formation. More detailed interpretation of the lake-level evolution and
understanding the response or implication of the paleolake to climate changes and tectonic movements
are required.
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Chapter 8 Regional synthesis and suggestions for
future work
8.1 Regional synthesis
8.1.1 Methodological overview and conclusions
In this thesis, luminesce samples from loess, fluvial and lacustrine sediments of the Nihewan
Basin were measured, and the optical ages for the measured samples varied between 0.7 to 679.4 ka. As
the fast component of the OSL signal in quartz can be rapidly bleached, quartz grains have been widely
used for dating (Wintle, 1993; Murray and Olley, 2002; Vandenberghe et al., 2004; Wintle and Murray,
2006). However, by conducting pulse-annealing test on individual grains of quartz, it was first
demonstrated that the fast component of some quartz grains from the Nihewan Basin could be highly
unstable (with lifetime less than a year) (Chapter 4). The presence of these unstable grains could result in
significant De underestimation if a multiple-grain method is used. Therefore, OSL signals from quartz
grains were not applied in De measurement for the samples in this study, and caution must be taken for
dating sediments from the Nihewan using a single-aliquot procedure on quartz.
Considering the thermal instability of the quartz OSL signal, K-feldspar grains were used for
dating in this study. The appropriateness of the single-aliquot regenerative-dose (SAR) and multi-aliquot
regenerative-dose (MAR) pIRIR protocols and the dating limit were studied in Chapter 5 and Chapter 6,
respectively. In Chapter 5, the dose recovery test revealed that De could be severely overestimated when a
SAR pIRIR procedure was applied to old samples. This is attributed to the effect of the dose-dependent
residual signal. A signal-subtraction method was applied to solve this problem. Based on numeric
simulation of the effect of residual signal, it is suggested that, if the residual signal had been well reset
during natural processes before burial, De estimates should be reliably obtained. This simulation also
indicates that an overestimation in dose recovery test does not necessarily mean that the De estimation is
incorrect, however caution should be taken when conducting residual correction for old samples. A
positive correlation was observed between the residual signal and natural signal, which indicates the
natural process can effectively bleach the residual signals for samples from the Nihewan Basin. This
observation also indicates that reliable De estimation can be obtained by using the SAR pIRIR procedure
on sediments from the Nihewan Basin.
The SAR and MAR standardised growth curves (SGCs) constructed using samples from the
Nihewan Basin were compared in Chapter 6. Different shapes in these two SGCs were observed for
signals measured at high temperatures, which can be attributed to the natural residual contributing to the
MAR signals. Such discrepancy was largely eliminated when residual signal is corrected for the MAR
SGCs. The reliability of SGCs was tested on samples as old as 780 ka from the Dadaopo section. The De
results revealed that the SAR SGCs and Ln/Tn ratios are capable of providing reliable De estimation of up
to ~1900 Gy, demonstrating for the first time that K-feldspar can potentially date sediments from this
region up to the B/M boundary.
In order to date the fluvial and lacustrine sediments from this region, which might suffer from
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partial bleaching, single-grain measurement was applied (Chapter 7). By giving a series of doses on top of
the natural dose and measuring the corresponding over-dispersion values, a negative correlation was
observed between the over-dispersion value and the given dose. This observation suggests that even
though the OD values of older samples are smaller than those of younger samples, they do not guarantee
that these samples were well bleached before burial. We applied a minimum age model (MAM) to
identify fully bleached grains for partial bleached samples, and suggest that caution must be taken for
dating water-lain sediments from the Nihewan when multi-grain procedure is used.
In conclusion, luminescence dating of K-feldspar can provide a robust tool to answer
archaeological and geomorphological questions in the Nihewan Basin. The Ln/Tn ratios in combination
with the SGC method is used to date sediments of the last ~700 ka in this region.

8.1.2 Chronology overview and conclusions
In Chapter 7, the chronological issues about the history of the Nihewan Basin have been
investigated. Insights have been gained from the luminescence dating results from 12 fluvial sections and
12 lacustrine sections. These sections relate to either the geomorphological evolution of the Nihewan
Paleolake or the formation of terraces of the Sanggan River.
8.1.2.1 When and why did the Nihewan Paleolake vanish?
The dating results for lacustrine sediments range from 551 to 168 ka. Four high lake-level
periods were identified by combining the dating results and the corresponding elevation of each sample,
i.e., 520–551, 411–430, 298–338 and ~168 ka. After the recession of the paleolake, the Sanggan River
started to incise the lacustrine deposits, followed by the formation of fluvial terraces. Three Sanggan
River terraces (T3, T2 and T1) were identified according to field investigation. Twelve fluvial sections
from the terraces were dated, and the deposition ages of the three terraces are 124–151, 25–9, last 2 ka,
respectively. The last high lake level at 168 ± 9 ka (1082 m) and the oldest fluvial terraces at 151 ± 10 ka
(830 m) suggest that the Nihewan Paleolake was drained between 151 and 168 ka (Chapter 7).
Combining the chronology framework with the geomorphological information, we conclude that
the demise of the Nihewan Paleolake is unlikely to be controlled by climatic changes, based on several
lines of evidence. Firstly, previous study has indicated that climate changes have caused lake levels to
fluctuate by only 2–3 m in the adjacent basin (Fen River Graben Basin) during the mid to late Quaternary
(Hu et al., 2005). The lake level in the Nihewan Basin had dropped by ~250 m in around 17,000 years,
indicating that the climate change should not be the main factor contributing to the demise of the
Nihewan Paleolake. Secondly, climatic controlled river incision usually occurs at the beginning of
interglaciation (Schumm, 1965), but the demise of the Nihewan Paleolake happened in glacial period
(MIS 6) according to our dating results. Even though the headward erosion by the downstream can be
contributed to the demise of the paleolake, the climate is not the main factor for the erosion. Therefore,
tectonic movement is most likely the primary factor affecting the demise of the Nihewan Paleolake.
8.1.2.2 Chronological framework for Middle to Late Pleistocene archaeological sites
Many archaeological sites in this basin were associated with the lacustrine sediments or the
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fluvial terraces. Thus, our dating results for the lacustrine and fluvial sections can provide a reference
chronological framework for these archaeological sites that have not been dated or difficult to date. Our
results suggest that all the archaeological sites associated with lacustrine sediments should be older than
~150 ka (i.e., the formation age of the oldest river terrace T3). The age of the sites associated with fluvial
terraces can be broadly estimated based on the age of the corresponding terraces.
8.1.2.3 Relationship between human occupations and environmental changes
Many archaeological sites in this basin associated with fluvial-lacustrine sediment have
elevations between 870–970 m (Fig. 7.23, Chapter 7). Our geomorphological investigations and dating
results suggest that lake level could be higher than 1000 m during some periods. This implies that humans
may not have persistently inhabited the basin during the high lake level periods, and they might only visit
the basin during low lake level periods. By summarizing the published locations of the archaeological
sites found in the Nihewan Basin (Fig. 7.24, Chapter 7), we found that humans settlement focus on the
east edge of the basin when the Nihewan Paleolake existed. After the lake termination, they expanded
their settlement near the Sanggan River and throughout the whole basin.

8.2 Suggestions for future work
This research provides a robust chronological framework in which to understand the geomorphic
evolution of the Nihewan Basin. Further studies are needed to resolve the remaining gaps in our
knowledge of the history of this region.

8.2.1 Lake-level history of the Nihewan Paleolake
In this thesis of 12 studied lacustrine sections, seven of them contain rounded gravels in the
lacustrine sediments, which can be attributed to nearshore lacustrine facies. Although we could identify
four periods of high lake level over the last 550 ka, other periods of high lake level cannot be ruled out.
Hence, further geomorphological surveys, focusing on searching for more lacustrine sections at high
elevations are needed to fully reveal the high lake level history in the basin. Other sedimentary analysis
methods (e.g., sediment grain-size and paleoecological analyses) should also be conducted to study the
details of the lake level history.
Given the relatively large uncertainties of our dating results (5.1% – 13.3%), the age estimates
for the three oldest high lake-level periods identified in this study fall into both glacial and interglacial
periods. This prevents us to study the relationship between lake-level fluctuation and climatic changes.
Therefore, further attempts on reducing the uncertainties of luminescence dating for old samples is
necessary, e.g., reducing the uncertainties of water contents by taking samples from fresh sections;
developing and applying new dating method with larger saturation doses, such as VSL dating of quartz
(Jain, 2009; Ankjærgaard et al., 2013) and pre-dose MET-pIRIR dating of K-feldspars (Li et al., 2013a;
Li et al., 2014b), etc.
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8.2.2 Mechanism for the demise of the Nihewan Paleolake
The mechanism of the demise of the Nihewan Paleolake requires further investigations. One
possible reason is that the headward erosion of the Yongding River may cut through the Sanggan gorge to
the east of the Nihewan Basin, which could drain the water out the basin. To test this hypothesis, a further
study about the incision history of the Yongding River is necessary. Since the basin was formed by
tectonic rifting, the activity of the faults in the Nihewan Basin might have caused the breach at the gorge,
which finally resulted in the demise of the paleolake. Therefore, studies on the Quaternary faulting
activities in this region can also provide valuable evidence to test the hypothesis.
Other paleolakes (i.e., the Fen-Wei Paleolake and the Xin-Ding Paleolake) in the Fen-Wei
Graben also demised during the mid-late Pleistocene (Qiu et al., 2014; Wang, 1985). Further studies of
the ages and mechanisms of the termination of these paleolakes can help to understanding the regional
tectonic and/or climatic history of the Fen-Wei Graben. As the Sanggan River formed during 151–168 ka,
the water of the Sanggan River may feed into the Bohai Paleolake before the Bohai Paleolake completely
termination by 0.1 Ma (Yi et al., 2016). Understanding the response of the demise of the Nihewan
Paleolake may help to understand the formation of the Bohai Sea.

8.2.3 Relationship between human occupations and environmental changes
To study the relationship between human occupations and environmental changes of the
Nihewan, chronological, geomorphological and archaeological studies must be applied in parallel.
Although we have provided a broad chronological and geomorphological framework for many
archaeological sites associated with the river terraces (younger than ~150 ka), older sites associated with
lacustrine sediments are still needed to be dated in order to study the association of the settlement
selection with contemporaneous changes in the environment. Detailed analysis of lithic and fauna remains
and comparisons of assemblages across different sites are also needed. Only when reliable chronological
and archaeological studies are combined with the geomorphological evolution, the relationship between
human activities and environmental change can be well understood in the Nihewan Basin.
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Appendices
Appendix 1: Published paleolithic sites in the Nihewan Basin
Stratigraphy
Fluvial

Groups

Site
Yujiaxiaobu
Weidipo
Daxiliangxigou

Meigou
Daxigou
Huoshigou
Nangou
Sites in
Hutouliang
region
Jijitan

Dadiyuan
Maanshan
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Stratigraphy
Second terrace of Shenquan
(tributary of the Sanggan River)
Third terrace of the Sanggan
River
Third terrace of the Sanggan
River
Second terrace of the Sanggan
River
Third terrace of the Sanggan
River
Loess
Loess
Third terrace of the Sanggan
River
Second terrace of the Sanggan
River
Third terrace of the Sanggan
River
Second terrace of the Sanggan
River and the lacustrine
sediments
Second terrace of the Sanggan
River
Second terrace of the tributary of
the Sanggan River
Second terrace of the Sanggan
River

Age
Unknown

Dating method

References
Song and Shi (2008)

Unknown

Yuan et al. (2011)

Unknown

Yuan et al. (2011)

Unknown

Xie (1991)

Unknown

Yuan et al. (2011)

Unknown
Unknown
Unknown

Yuan et al. (2011); Xie (1991)
Yuan et al. (2011); Xie (1991)
Yuan et al. (2011)

Unknown

Xie (1991)

Unknown

Yuan et al. (2011)

Unknown

Xie (1991)

2.1–11.9 ka

14

C on soil

Unknown
15.3 ± 0.4 ka cal
BP

Lu et al. (2018)
Xie et al. (2006)

14

C on animal bone

Xie et al. (2006)

Yujiagou

Erdaoliang
Youfang
Yuerjian
Xiage
Nanmo
Shenquansi
Baoyu
Xibaimaying

Xigou
Xiaoshuiliang
Xinmiaozhuang

Banjingzi

Zhiyu
Duzhuang
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Third terrace of the Sanggan
River
Second terrace of the Yujiagou
gully (tributary of the Sanggan
River)
Gully
Loess
Unclear
Unclear
First terrace of the Hui River
(tributary of the Sanggan River)
Third terrace of the Sanggan
River
Loess
Second terrace of the Sanggan
River (tributary of the Sanggan
River)
Second terrace of the Sanggan
River (tributary of the Sanggan
River)
First terrace of the Sanggan
River
Third terrace of Huliu River
(tributary of the Sanggan River)
Bottom of the third terrace of the
Sanggan River/ Top of fluviolacustrine
Third terrace of the Sanggan
River
Second terrace of the Sanggan
River
Second terrace of the Zhiyu
River
Unclear

7–14 ka

TL on quartz

Xia et al. (2001)

9.7–13.5 ka

pIRIR on feldspar
(SG)

This thesis Rui et al. (2019)

21.8 ± 0.6 ka
26–29 ka
Unknown
Unknown
13.2 ± 0.3 ka cal
BP
13.3 ± 0.2 ka cal
BP
Unknown
43 ± 4 ka

14

Xie et al. (2006)
Nian et al. (2014)
Yuan et al. (2011)
Yuan et al. (2011)
Wei (2004)

15 ± 1 and 18 ± 1
ka

U-series on bovid teeth Xie et al. (2006)

C on animal bone
OSL on quartz (SA)

14

C on animal bone

14

C

OSL on quartz (SG)

Yuan et al. (2011)
Yuan et al. (2011)
Guo et al., (2017)

Unknown

Yuan et al. (2011)

Unknown

Yuan et al. (2011)

Unknown

Xie et al. (2006)

86 ± 4 ka
74–108 ka
33 ± 3 and 37 ± 2
ka cal BP
Late Pleistocene

MET-pIRIR on KGuo et al. (2016)
feldspar (SG)
U-series on horse tooth Li et al. (1991); Yuan et al. (2011)
14

Yuan (1993)

Animal fossil

Yuan et al. (2011)

C on animal bones

Fluviolacustrine

Hougou
Sankeshu
Motianling
Sites in
Motianling region Shandui

Loess-like sediment and fluviolacustrine sediment
Fluvio-lacustrine sediment

395 ka

Fluvio-lacustrine sediment

315 ± 13 ka

Fluvio-lacustrine sediment

Same age with
Motianling
260–370 ka
500 ka
240 ka
Unknown
268 ± 13 ka

Xujiayao

Fluvio-lacustrine sediment

Manliubu
Queergou

Fluvio-lacustrine sediment
Fluvio-lacustrine sediment

Sites in Queergou
Dongpo
region
Pikudang

Fluvio-lacustrine sediment
Fluvio-lacustrine sediment

Sites in Xujiayao
region
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200-300 ka

321 ± 15 ka
Early Middle
Pleistocene
1.1 Ma
>1.36 Ma

Cenjiawan

Fluvio-lacustrine sediment

Maliang

Fluvio-lacustrine sediment

0.79 Ma

Wujialiang

Fluvio-lacustrine sediment

0.78 Ma
Middle Pleistocene

Wujiagou
Sites in
Wujialiang region Baituliang

Fluvio-lacustrine sediment

Middle Pleistocene

Fluvio-lacustrine sediment

Middle Pleistocene

Langwogou

Fluvio-lacustrine sediment

Middle Pleistocene

Qingciyao

Fluvio-lacustrine sediment

Middle Pleistocene

Magnetostratigraphy
(extrapolation)
Stratigraphic
correlation
pMET-pIRIR on Kfeldspar (SA)
Stratigraphic
correlation
ESR on quartz
Magnetostratigraphy
26
Al/10Be on quartz
pMET-pIRIR on Kfeldspar (SA)
ESR on quartz
Stratigraphic
correlation
Magnetostratigraphy
Stratigraphic
correlation
Astronomical
chronology and
Magnetostratigraphy
Magnetostratigraphy
Stratigraphic
correlation
Stratigraphic
correlation
Stratigraphic
correlation
Stratigraphic
correlation
Stratigraphic
correlation

Zuo et al. (2011)
Hou et al., 2010
Guo et al. (2016)
Yuan et al. (2011)
Ao et al. (2017)
Wang et al., 2008
Tu et al., 2015
Xie 1991
Guo et al. (2016)
Liu et al. (2010a)
Yuan et al. (2011)
Wang et al. (2006)
Xie and Cheng (1990)
Ao et al. (2010)

Wang et al. (2005)
Yuan et al. (2011)
Yuan et al. (2011)
Yuan et al. (2011)
Yuan et al. (2011)
Yuan et al. (2011)

Sites in
Xiaochangliang
region

Sites in
Donggutuo
region
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Heitugou

Fluvio-lacustrine sediment

1.95 Ma

Majuangou
Xiaochangliang

Fluvio-lacustrine sediment
Fluvio-lacustrine sediment

1.66–1.55 Ma
1.36 Ma
1.0 Ma

Xiantai

Fluvio-lacustrine sediment

1.48 Ma

Putaoyuan

Fluvio-lacustrine sediment

1.36 Ma
1.5–1.6 Ma

Guangliang

Fluvio-lacustrine sediment

>1.36 Ma

Lanpo

Fluvio-lacustrine sediment

1.6 Ma
1.95 Ma

Shanshenmiaozui Fluvio-lacustrine sediment

1.2 Ma
1.05–1.77 Ma

Donggutuo

Fluvio-lacustrine sediment

Feiliang

Fluvio-lacustrine sediment

1.10 Ma
1.06–1.12 Ma
1.2 Ma

Huojiadi
Xujiapo

Fluvio-lacustrine sediment
Fluvio-lacustrine sediment

1.0 Ma
0.99–1.05 Ma

Madigou

Fluvio-lacustrine sediment

1.2 Ma

Stratigraphic
correlation
Magnetostratigraphy
Magnetostratigraphy
Stratigraphic
correlation
Astronomical
chronology and
Magnetostratigraphy
Magnetostratigraphy
Stratigraphic
correlation
Stratigraphic
correlation
Magnetostratigraphy
Stratigraphic
correlation
Magnetostratigraphy
Stratigraphic
correlation
Magnetostratigraphy
Astronomy
Magnetostratigraphy
Magnetostratigraphy
Stratigraphic
correlation
Magnetostratigraphy

Wei et al. (2016b)
Zhu et al. (2004)
Zhu et al. (2001)
You, (1983)
Ao et al. (2010)

Deng et al. (2006)
Wei et al. (2016a)
Yuan et al. (2011)
Ao et al. (2012)
Yuan et al. (2011)
Liu et al. (2016b)
Wei et al., (2011)
Wang et al. (2005)
Ao et al. (2010b)
Deng et al. (2007); Ao et al.
(2012a)
Liu et al. (2010b)
Wei (1999); Yuan et al. (2011)
Pei et al. (2019)

Appendix 2: Luminescence chronology of the Palaeolithic–Neolithic
transition in the Yujiagou site at the Nihewan Basin, northern China
Rui, X., Guo, Y.J., Zhang, J.F., Hu, Y., Mei, H.J., Wang, Y.P., Xie, F., Li, B., 2019. Luminescence
chronology of the Palaeolithic–Neolithic transition in the Yujiagou site at the Nihewan Basin, northern
China. Journal of Quaternary Science 34, 125–137.
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Appendix 3: Variability in the thermal stability of OSL signal of singlegrain quartz from the Nihewan Basin, North China
Rui, X., Li, B., Guo, Y.J., Zhang, J.F., Yuan, B.Y., Xie, F., 2019. Variability in the thermal stability of
OSL signal of single-grain quartz from the Nihewan Basin, North China. Quaternary Geochronology 49,
25–30.
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Appendix 4: The effect of residual signal on dose measurements using
MET-pIRIR signals from K-feldspar
Rui, X., Li, B., Guo, Y.J., 2020. The effect of residual signal on dose measurements using MET-pIRIR
signals from K-feldspar. Quaternary Geochronology 101065.
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Appendix 5: Testing the upper limit of luminescence dating based on
standardised growth curves for MET-pIRIR signals of K-feldspar
grains from northern China
Rui, X., Li, B., Guo, Y.J., 2020. Testing the upper limit of luminescence dating based on standardised
growth curves for MET-pIRIR signals of K-feldspar grains from northern China. Quaternary
Geochronology 101063.
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Appendix 6: Dose rates for samples from fluvial and lacustrine sections in the Nihewan Basin
Table A6.1: Dose rates for samples from three profiles (AA’, BB’ and CC’) along the Sanggan River.

Sample

Grain

Depth,

Field

Corrected

size, µm

m

water

water

content,

content, %

U, ppm

Th,
ppm

Environmental dose rate, Gy/ka

K, %

%

External

Internal

Gamma

Beta

Cosmic

Total

A-A’ profile
HTL-T1
HTL-T1-1

180-212

3

2.91

15 ± 6

4.68

6.51

1.79

1.10 ± 0.08

1.68 ± 0.10

0.15 ± 0.02

0.85 ± 0.07

3.78 ± 0.14

HTL-T2-1

180-212

0.5

2.27

15 ± 6

2.05

8.91

1.87

0.96 ± 0.06

1.49 ± 0.09

0.22 ± 0.02

0.85 ± 0.07

3.52 ± 0.13

HTL-T2-2

180-212

10

1.08

15 ± 6

3.70

7.43

1.65

1.01 ± 0.07

1.51 ± 0.09

0.07 ± 0.01

0.85 ± 0.07

3.45 ± 0.13

90-150

0.7

18.35

25 ± 10

2.89

2.89

1.93

0.85 ± 0.09

1.49 ± 0.15

0.21 ± 0.02

0.54 ± 0.04

3.09 ± 0.17

XSD-S-T2-1

125-180

3.4

0.86

15 ± 6

3.95

8.11

1.57

1.05 ± 0.07

1.54 ± 0.09

0.15 ± 0.01

0.66 ± 0.05

3.40 ± 0.13

XSD-S-T2-2

90-125

0.5

2.04

15 ± 6

2.63

5.35

1.85

0.87 ± 0.06

1.55 ± 0.09

0.22 ± 0.02

0.46 ± 0.04

3.10 ± 0.12

XSD-S-T2-3

180-212

2.3

2.35

15 ± 6

2.83

6.55

2.07

0.98 ± 0.07

1.65 ± 0.10

0.17 ± 0.02

0.85 ± 0.07

3.65 ± 0.14

MJP-1

90-125

4.1

2.62

25 ± 10

1.23

6.31

2.15

0.76 ± 0.07

1.46 ± 0.14

0.12 ± 0.01

0.46 ± 0.04

2.80 ± 0.16

MJP-2

90-125

11.2

3.32

25 ± 10

3.32

9.71

2.07

1.06 ± 0.11

1.69 ± 0.16

0.05 ± 0.01

0.46 ± 0.04

3.26 ± 0.20

HTL-T2

HTL-L
HTL-L-1
XSD-S-T2

MJP

B-B’ profile
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NHWC-T1
NHWC-1

180-212

3.2

4.42

15 ± 6

1.52

6.84

1.76

0.80 ± 0.05

1.33 ± 0.08

0.15 ± 0.02

0.85 ± 0.07

3.13 ± 0.12

NHWC-2

125-180

2

4.84

15 ± 6

3.17

4.07

1.69

0.83 ± 0.05

1.45 ± 0.09

0.18 ± 0.02

0.66 ± 0.05

3.11 ± 0.11

NHWC-3

180-212

0.78

4.32

15 ± 6

2.17

9.17

2.04

1.02 ± 0.06

1.61 ± 0.10

0.21 ± 0.02

0.85 ± 0.07

3.69 ± 0.14

XSZ-T2-1

180-212

4.4

5.98

15 ± 6

1.43

6.65

1.93

0.82 ± 0.05

1.42 ± 0.09

0.13 ± 0.01

0.85 ± 0.07

3.22 ± 0.12

XSZ-T2-2

125-212

3.15

1.24

15 ± 6

1.49

6.68

1.87

0.82 ± 0.05

1.41 ± 0.09

0.15 ± 0.02

0.74 ± 0.06

3.12 ± 0.11

XSZ-T2-3

180-212

0.9

1.66

15 ± 6

2.34

7.42

1.99

0.95 ± 0.07

1.56 ± 0.09

0.20 ± 0.02

0.85 ± 0.07

3.57 ± 0.13

180-212

11.3

19.18

25 ± 10

2.37

5.85

2.24

0.86 ± 0.08

1.52 ± 0.15

0.05 ± 0.005

0.85 ± 0.07

3.29 ± 0.18

125-180

11.3

19.18

25 ± 10

2.37

5.85

2.24

0.86 ± 0.08

1.56 ± 0.16

0.05 ± 0.005

0.66 ± 0.05

3.14 ± 0.19

180-212

10.9

3.56

15 ± 6

2.53

7.2

2.08

0.98 ± 0.07

1.63 ± 0.10

0.05 ± 0.005

0.85 ± 0.07

3.52 ± 0.14

125-180

10.9

3.56

15 ± 6

2.53

7.2

2.08

0.98 ± 0.07

1.67 ± 0.10

0.05 ± 0.005

0.66 ± 0.05

3.36 ± 0.13

XSZ-T3-3

90-125

5

4.99

15 ± 6

1.88

8.22

1.97

0.94 ± 0.06

1.61 ± 0.10

0.10 ± 0.01

0.46 ± 0.04

3.11 ± 0.12

XSZ-T3-4

90-125

2.9

3.01

15 ± 6

1.21

6.98

1.97

0.82 ± 0.05

1.50 ± 0.09

0.14 ± 0.01

0.46 ± 0.04

2.93 ± 0.11

180-212

26.9

16.02

25 ± 10

1.64

2.9

2.84

0.81 ± 0.08

1.72 ± 0.17

0.014 ± 0.001

0.85 ± 0.07

3.39 ± 0.20

YF-T3-A-2

90-125

22

2.78

15 ± 6

2.42

4.72

2.12

0.88 ± 0.06

1.68 ± 0.10

0.02 ± 0.002

0.46 ± 0.04

3.04 ± 0.12

YF-T3-B-1

180-212

20

16.02

25 ± 10

1.07

6.63

2.14

0.76 ± 0.07

1.36 ± 0.13

0.03 ± 0.002

0.85 ± 0.07

3.00 ± 0.17

YF-T3-B-2

180-212

18.7

7.0

25 ± 10

1.01

6.76

2.96

0.92 ± 0.09

1.79 ± 0.18

0.02 ± 0.002

0.85 ± 0.07

3.59 ± 0.21

SG-T1-1

125-212

4.8

0.82

15 ± 6

1.61

8.41

1.72

0.87 ± 0.05

1.38 ± 0.08

0.12 ± 0.02

0.74 ± 0.06

3.10 ± 0.11

SG-T1-2

180-212

0.3

1.07

15 ± 6

1.78

11.17

1.85

1.02 ± 0.06

1.50 ± 0.09

0.23 ± 0.02

0.85 ± 0.07

3.61 ± 0.13

SG-T2-1

180-212

0.3

1.40

15 ± 6

1.87

10.96

1.94

1.04 ± 0.06

1.56 ± 0.09

0.23 ± 0.02

0.85 ± 0.07

3.68 ± 0.13

SG-T2-2

180-212

2.7

1.95

15 ± 6

1.52

7.66

1.66

0.82 ± 0.05

1.29 ± 0.08

0.16 ± 0.02

0.85 ± 0.07

3.11 ± 0.12

XSZ-T2

XSZ-T3
XSZ-T3-1

XSZ-T3-2

YF-T3
YF-T3-A-1

C-C’ profile
SG
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Table A6.2: Dose rates for samples from lacustrine sections at the east margin of the Nihewan Basin.

Sample

Grain
size, µm

Depth,

Field

Corrected

m

water

water

content,

content, %

U, ppm

Th, ppm

Environmental dose rate, Gy/ka

K, %

%

External
Gamma

Beta

Cosmic

Internal

Total

WJP
90-125

2

8.2

25 ± 10

3.94

8.10

2.55

1.15 ± 0.11

2.0 ± 0.19

0.18 ± 0.02

0.46 ± 0.04

3.78 ± 0.23

ZJP-W-1

90-125

0.4

3.8

10 ± 5

2.01

9.83

1.76

1.02 ± 0.06

1.61 ± 0.10

0.23 ± 0.02

0.46 ± 0.04

3.31 ± 0.13

ZJP-W-2

90-125

16.1

3.3

17 ± 7

2.08

9.14

1.92

0.97 ± 0.07

1.59 ± 0.12

0.03 ± 0.003

0.46 ± 0.04

3.04 ± 0.15

ZJP-E-1

90-150

2.8

5.2

10 ± 5

2.85

6.65

1.71

0.96 ± 0.07

1.60 ± 0.10

0.15 ± 0.02

0.54 ± 0.04

3.25 ± 0.13

ZJP-E-2

90-125

3.9

2.5

25 ± 10

1.4

5.96

2.03

0.74 ± 0.07

1.40 ± 0.14

0.13 ± 0.01

0.46 ± 0.04

2.73 ± 0.16

63-90

3

17.5

25 ± 10

3.33

10.18

2.07

1.08 ± 0.11

1.72 ± 0.17

0.15 ± 0.01

0.38 ± 0.03

3.32 ± 0.20

125-180

0.2

0.2

25 ± 10

0.63

3.02

3.23

0.80 ± 0.08

1.89 ± 0.18

0.24 ± 0.02

0.66 ± 0.05

3.58 ± 0.20

HSP-1

90-125

0.5

6.0

25 ± 10

1.41

8.05

2.16

0.85 ± 0.08

1.51 ± 0.15

0.22 ± 0.02

0.46 ± 0.04

3.04 ± 0.17

HSP-2

125-180

0.4

2.6

10 ± 5

3.56

9.25

1.67

1.13 ± 0.08

1.67 ± 0.13

0.23 ± 0.02

0.66 ± 0.05

3.69 ± 0.17

HY-1

90-125

2

5.3

25 ± 10

3.36

4.41

1.36

0.72 ± 0.07

1.19 ± 0.12

0.17 ± 0.02

0.46 ± 0.04

2.55 ± 0.14

HY-2

125-180

1.3

2.6

10 ± 5

3.57

6.76

1.28

0.94 ± 0.07

1.37 ± 0.09

0.19 ± 0.02

0.66 ± 0.05

3.16 ± 0.12

WJP-1
ZJP-W

ZJP-E-A

ZJP-E-B
ZJP-E-3
JJR
JJR-1
HSP

HY-A

HY-B
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90-125

2

2.2

25 ± 10

2.09

7.51

1.8

0.82 ± 0.08

1.37 ± 0.13

0.17 ± 0.02

0.46 ± 0.04

2.81 ± 0.16

DDP-7

90-125

7

1.7

10 ± 5

2.36

9.65

1.82

1.06 ± 0.07

1.68 ± 0.11

0.08 ± 0.01

0.46 ± 0.04

3.28 ± 0.13

DDP-6

63-90

10

3.0

25 ± 10

1.58

5.64

1.8

0.70 ± 0.07

1.28 ± 0.13

0.06 ± 0.01

0.38 ± 0.03

2.42 ± 0.14

DDP-5

90-125

14.5

1.8

25 ± 10

2.56

7.12

1.92

0.87 ± 0.08

1.48 ± 0.15

0.04 ± 0.004

0.46 ± 0.04

2.84 ± 0.17

HY-3
DDP
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