Abstract. Thermal/optical methods have been widely used for quantifying total carbon (TC), organic carbon (OC), and elemental carbon (EC) in ambient and source particulate samples. Thermally defined carbon fractions have been used for source identification. Temperature precision in thermal carbon analysis is critical to the allocation of carbon fractions. The sample temperature is determined by a thermocouple, which is usually located in the oven near the sample. Sample and thermocouple temperature may differ owing to different thermal properties between the sample filter punch and the thermocouple, or inhomogeneities in the heating zone. Quick-drying temperature-indicating liquids (Tempil Inc., South Plainfield, NJ) of different liquefying points are used as temperature calibration standards. These consist of chemicals that change their appearance at specific temperatures and can be optically monitored to determine the sample temperature. Temperature measures were evaluated for three different models of carbon analyzers. Sample temperatures were found to differ from sensor temperatures by 10 to 50 • C. Temperature biases of 14 to 22 • C during thermal analysis were found to change carbon fraction measurements. The temperature indicators allow calibration curves to be constructed that relate the sample temperature to the temperature measured by a thermocouple.
Introduction
Carbonaceous aerosol plays a major role in air pollution, visibility, health, and climate effects (e.g., Chow et al., 2005; Watson, 2002; Vedal, 1997; Jacobson, 2001) . Atmospheric carbon consists of: organic carbon (OC, including various Correspondence to: J. C. Chow (judy.chow@dri.edu) organic compounds), elemental carbon (EC, or black carbon [BC]/soot, a non-volatile/light-absorbing carbon), and a small quantity of carbonate carbon (e.g., CaCO 3 ; Chow and Watson, 2002; Cao et al., 2005) Heating of liquid and solid materials with detection of the evolved gases has been used since the time of Lavoisier (1789) to determine their composition. Differential and evolved gas analyses were staples of the analytical chemist (MacKenzie, 1970) until the latter part of the 20th century when other instrumentation became available. Thermal evolution methods are still in widespread use today (e.g., Cadle and Groblicki, 1982; Huntzicker et al., 1982; Novakov, 1982; Cachier et al., 1989a Cachier et al., , 1989b Hitzenberger et al., 1999; Watson et al., 2005) to measure total carbon (TC=OC+EC) and fractions in suspended particles collected on filters. OC, EC, and other carbon fractions are defined by the temperatures at which they evolve, sometimes in conjunction with optical detection of BC. Precise measures of the sample temperature are difficult to obtain owing to different locations and heating characteristics of the sample and the temperature sensor. This difference between sample and temperature sensors could be one of the causes of differences between OC and EC measurements by different laboratories applying similar thermal evolution methods (e.g., Currie et al., 2002; Schmid et al., 2001; Watson et al., 2005) . These temperature differences may be especially important when data are compared from different networks such as the non-urban Interagency Monitoring of Protected Visual Environments network (IMPROVE, Chow et al., 1993 , 2001 and urban Speciation Trends Network (STN, Peterson and Richards, 2002) in the United States. Hundreds of thousands of carbon measurements have been acquired in these networks that are used for air quality planning and research purposes. Thermally-derived carbon fractions that are quite sensitive to (Chow et al., 1993 (Chow et al., , 2004a c The residence time at each temperature in the IMPROVE protocol depends on when the flame ionization detector (FID) signal returns to the baseline to achieve well-defined carbon fractions.
the evolution temperature have recently been found useful for estimating the source contributions to suspended particulate matter (PM) (Chow et al., 2004b; Kim and Hopke, 2004a, b, c; Kim et al., 2004; Lee et al., 2003; Maykutt et al., 2003; Strezov et al., 2003; Zhao and Hopke et al., 2004) .
This paper describes a method applicable to thermal analysis with optical detection that allows temperature sensors to be calibrated against actual sample temperatures. The method is applied to estimate the deviation of "target" (i.e., protocol or sample) from "measured" (i.e., thermocouple) temperatures for the Desert Research Institute/Oregon Graduate Center thermal/optical carbon analyzer (DRI/OGC, Desert Research Institute, Reno, NV); DRI Model 2001 thermal/optical carbon analyzer (Atmoslytic Inc., Calabasas, CA); and the Sunset Laboratory Carbon Aerosol Analysis Lab Instrument (Sunset Laboratory, Tigard, OR) to quantify the temperature biases in the current experimental configurations. The effects of these deviations from target temperatures on OC, EC, and thermally-derived carbon fractions are examined. An algorithm is developed using the calibrations to reconcile the target and measured temperatures. Use of this calibration method is expected to allow deviations between laboratories to be better understood, permit study of thermally-derived carbon fractions that might better represent source contributions, and obtain better precision on OC, EC, and carbon fraction measurements.
Experimental apparatus and procedure

Thermal analysis methods
OC and EC are removed from sampling substrates (e.g., quartz-fiber filter) by volatilization, and/or combustion at selected temperatures, and by conversion of the released gases to carbon dioxide (CO 2 ) or methane (CH 4 ), followed by infrared absorption (CO 2 ) or flame ionization (CH 4 ) detection (Novakov, 1982; Huntzicker et al., 1982; Chow et al., 1993; Turpin et al., 1994; Birch and Cary, 1996) . EC is not volatile and is only released by oxidation, typically in an oxygen-containing atmosphere at a temperature above 340 • C (Cachier et al., 1989a) . Most of the atmospheric OC tends to evolve at a lower temperature (e.g., <550 • C) in an oxygenfree atmosphere; therefore, it can be separated from EC. Heating in an inert atmosphere, however, causes certain OC compounds to pyrolyze or char, thereby inflating the atmospheric EC in the sample. In thermal/optical carbon analysis (e.g., Chow et al., 1993 Chow et al., , 2001 ), a red light laser monitors the darkening of the particle deposit on the filter due to OC charring. When the reflected or transmitted light attains its original intensity, the pyrolyzed OC (i.e., OP) is considered to have been removed and the remaining carbon is assumed to be the EC that was originally on the filter. Although the principles of thermal methods appear to be similar, they contain subtle variations with respect to: location of the temperature monitor (i.e., thermocouple) relative to the sample; analysis atmospheres; temperature ramping rates; temperature plateaus; residence time at each plateau; optical pyrolysis monitoring configuration; carrier gas flow through or across the sample; and oven flushing conditions. These differences are not always well-characterized or reported with the analysis results.
The rate of OC volatilization or EC oxidation reaction kinetics can be described by the Arrhenius (1889) equation:
where:
[C] = total carbon compound concentration i = reaction of mechanism dependent chemical species k i = rate constant for reaction i A i = dynamic constant for reaction i E a,i = activation energy for reaction i R = universal gas constant (8.314×10 −3 kJ mol
where the reaction rate k i (volatilization, pyrolysis, oxidation, etc.) increases nonlinearly with temperature. A significant change in reaction rate occurs as the temperature approaches that of the activation energy (i.e, E a,i /R), which differs for different chemical compounds. The temperature program influences the evolution of OC and EC, and possibly the OC/EC split (Chow et al., , 2004a . The rates and quantities of carbon leaving the sample at different temperatures reflect the composition of carbonaceous material in the sample Currie et al., 2002) . In addition to OC and EC, temperature-resolved carbon fractions have been reported from major ambient networks. For example, the IMPROVE network that monitors United States national parks, wilderness areas, and wildlife preserves reports eight carbon fractions between 120 • C and 800 • C ( Table 1) . The STN operates in urban areas of the United States and reports four thermally-derived sub-fractions of OC resolved by the analysis temperature program (Table 1) .
Carbon analyzers
The DRI/OGC analyzers have been used for thermal/optical reflectance (TOR) analysis of quartz-fiber filter samples acquired from the IMPROVE network and other ambient and source characterization studies since 1986 following the IMPROVE TOR charring correction protocol (Chow et al., 1993) . The Sunset analyzer implements thermal/optical transmission (TOT) charring corrections for the NIOSH (1999), STN (Peterson and Richards, 2002) , and the Hong Kong University of Science and Technology (HKUST-3) (Yang and Yu, 2002) thermal protocols. The Model 2001 analyzer implements both the TOR and TOT charring corrections for all temperature protocols. The IMPROVE, STN, and HKUST-3 temperature protocols are documented in Table 1 and instrument configurations are compared in Table 2 . Figure 1 illustrates the location of the temperature sensor relative to the sample for each analyzer. Thermocouples do not contact the sample punch in any of the instruments. Sample temperatures may differ from the thermocouple temperature due to: 1) different thermal properties of the sample and thermocouple; 2) temperature gradients in the sample oven; and/or 3) temperature gradients between the sample oven and the oxidation oven. The DRI/OGC analyzer uses a Nichrome heating coil (Marchi Associates, SDH 175, Redwood City, CA) that is partially exposed to the ambient air without insulation. The temperature gradient in the sample heating zone varies from ∼20 • C/cm at 1% power output to ∼50 • C/cm at 75% power output (>600 • C). A shielded Omega Type-K thermocouple (Stamford, CT) serves as both a temperature sensor and a pushrod to which the sample holder is attached. Sample punches are loaded and manually inserted into the heating zone. The thermocouple tip is separated from the sample punch by 2 to 4 mm (Fig. 1a) . The ungrounded Type-K thermocouple requires approximately 18 s to equilibrate its response at a given temperature plateau.
In the Model 2001 analyzer, the sample punch is placed in a quartz holder oriented parallel to the direction of the carrier gas flow. Sample insertion is controlled by an electric stepper motor that ensures a repeatable sample position in the oven by a pushrod containing the thermocouple. The external shield for this grounded Type-K thermocouple is Monitoring both reflectance and transmittance of sample relative to the initial values or optical standards.
Monitoring transmittance of sample relative to the initial value.
Sample introduction Manual sample introduction by a pushrod. Manual closing of the sample port.
Automatic sample introduction by a stepping motor. Automatic closure of the sample port.
Manual sample introduction by a quartz spatula. Manual closing of the sample port.
removed to reduce the response time to less than one second, and the sensor tip is located <2 mm under the edge of the filter punch to minimize interference with the reflectance and transmittance measurements (Fig. 1b) . Two iron-chromiumaluminum (ICA) heaters are insulated by firebrick blocks to avoid heat dissipation. The temperature sensor is always in the same position relative to the sample, and the sample is in the same part of the oven, until the thermocouple is replaced.
The Sunset Laboratory analyzer locates the sample punch on a transparent quartz spatula that is placed at the same location in the oven. The sample holder has a flat (2 cm 2 ) surface at one end to hold a filter sample and a long stem to facilitate the manual loading of the filter sample into the oven. The quartz oven, which is enclosed in a case insulated with quartz wool and pads, is wrapped by a Nichrome heating coil (Sciare et al., 2003) . As shown in Fig. 1c , the thermocouple is in a fixed location ∼20 mm downstream of the filter punch center. The sample is placed between two stops on the flat end of the sample holder to ensure its precise position.
In each instrument, the evolved carbon is first converted to CO 2 through an oxidizer (manganese dioxide [MnO 2 ] at ∼900 • C). The CO 2 is then reduced to CH 4 as the carrier gas passes through a granulated firebrick impregnated with nickel catalyst at ∼400 • C. The CH 4 is then quantified by a flame ionization detector (FID). The FID is operated at a time resolution of one second. The same type of red light (632.8 nm) helium-neon laser is used for charring correction among the three different models of carbon analyzers.
Temperature indicators
Since it is not possible to sense the temperature of the sample directly, materials were sought that: 1) could be placed where the sample would normally be located and 2) would yield a rapid signal when a known temperature was achieved. Metallic melting point standards (e.g., tin at 232 • C and zinc at 420 • C) exhibit sharp changes in heat capacity, conductivity, and/or viscosity at their phase transition points; however, these properties are not detected by the FID or optics. Organic melting point standards rely on the change in vapor pressure at the phase transition point, and this change can be detected by the FID; however, these compounds often evaporate or sublimate prior to boiling, thereby smearing the FID response. The FID response is further diffused as vapor passes through the oxidation and reduction ovens.
Quick-drying temperature-indicating liquids of different melting points, Tempilaq • G (Tempil Inc., South Plainfield, NJ, USA), are used as temperature indicators in muffle furnaces. A Tempilaq • G liquid contains long-chain hydrocarbons suspended in an organic solvent. Currently, Tempilaq • G liquids are manufactured for indicating 44 specific temperatures spanning from 80 to 1100 • C. The accuracy of Tempilaq • G is certified within ±1% of its designated temperature and is traceable to the National Institute of Standards and Technology (NIST). Tempilaq • G is bottled in liquid form and dries quickly to a dull film when applied to a surface. As the surface is heated to the designated temperature, the film liquefies and is accompanied by a change of appearance that can be optically monitored to determine sample temperature.
Standard preparation
Temperature calibration requires a pre-fired quartz-fiber filter (#2500 QAT-UP, Pall Life Sciences, Ann Arbor, MI) punch (0.5 cm 2 for DRI analyzers and 1.0 cm 2 for the Sunset analyzer) and a clean matching-sized quartz glass disk (Continental Glass Engineering, Burbank, CA). Quartz-fiber filter punches are sliced in half with a filter-sectioning device (Fung et al., 2004 Eppendorf graduated Combitip (Brinkman Instruments Inc., Westbury, NY), and it is immediately (before drying) covered with a sliced filter punch. For cost savings, a glass -instead of quartz -disk can be used for Temiplaq • G at temperatures less than 520 • C. The disk sandwich (i.e., temperature standard) is loaded into the analyzer sample holder for analysis. The coating must be sufficiently heavy to color the filter, but not so heavy as to render the sample opaque to transmitted light.
Temperature program
After insertion of the temperature standard into the analyzer, the temperature is slowly (2 • C/min) ramped across a 50 • C range containing the specified Tempilaq • G melting point. This slow ramping creates a quasi-equilibrium condition that allows the phase transition point to be resolved. When the specified temperature is reached, the Tempilaq • G liquefies, causing a sharp change in reflectance and transmittance. Figure 2 demonstrates the thermocouple temperature, reflectance, and transmittance as a function of analysis time for the calibration temperature program. The reflectance and transmittance remain relatively flat until the temperature approaches its specified value of 184 • C. Figure 3 compares the time series of reflectance, transmittance, and their respective first-and second-order derivatives. The second-order derivative (change in the slope) records the inflection point of reflectance or transmittance that provides the best indication of the attainment of the designated temperature. Thermocouple temperature at this critical point is recorded as "measured" temperature. The temperature deviation ( T ) between the sample and the thermocouple temperatures is determined by comparing the rated Tempilaq • G temperature with this measured value.
In the Model 2001, the reflectance-based method generally gives a lower liquefying temperature than the transmittancebased method, within ±2 • C. Given the uncertainty in the Tempilaq • G temperature rating of ±1%, calibrations based on the two optical methods are considered to be equivalent; therefore, their means are used. Among temperature indicators that achieve an adequate signal/noise ratio, the 121, 184, 253, 510, 649, 704, and 816 • C mixtures were chosen for IMPROVE protocol temperature calibration, whereas the 121, 184, 253, 510, 649, and 927 • C mixtures were used for the HKUST-3 protocol. Replicate analyses were performed to evaluate the precision of temperature deviations.
Analysis results and instrument variations
Five DRI/OGC (CA #1-#5), five DRI Model 2001 (CA #6-#11), and one Sunset analyzers were tested. Tables 3 to 5 summarize the average temperature deviations at each test temperature for the 11 analyzers. A positive temperature deviation indicates that the thermocouple sensor underestimates the sample temperature and vice-versa.
For the Model 2001 analyzers, the sample temperature was <10 • C hotter than the sensor reading at the lowest two temperatures (<200 • C), and increased to 20 to 30 • C hotter at the higher temperatures (Table 3 ). The precision of temperature deviations (i.e., σ T ), determined from the standard deviation of multiple replicate analyses, was generally within ±4 • C. This reflects the consistency of analytical conditions among the five analyzers. Table 3 shows nearly linear relationships between the target and measured temperatures with high correlations. Thus, a constant temperature offset of 3 to 12 • C can be adjusted in the carbon analyzer software to reflect sample temperatures. Temperature tests for DRI/OGC analyzers contain two analyses in which T for both the maximum and minimum sample-to-thermocouple distances were determined. Table 4 shows that the sample temperature was 10 to 50 • C hotter than the sensor readings at all temperature ranges, except for CA #1, where a T of 57-77 • C was found for the highest temperature (704 • C). Besides inter-analyzer differences, temperatures varied by more than 20 • C in replicate tests for a given analyzer. This variability exceeds the uncertainty of Tempilaq • G (±1%). The linear regression of this rated Tempilaq • G (target) temperature against thermocouple (measured) temperature yields slopes and intercepts that are associated with larger standard deviations (Table 4) . According to Eq. (1), the effect of temperature bias may be more pronounced at lower temperatures.
For the Sunset analyzer, the sample temperature was 12 to 33 • C hotter than the sensor reading for the two lowest and highest temperatures, and 2 to 11 • C cooler for the two middle temperatures. The good reproducibility (∼±1%) for the Sunset and Model 2001 analyzers is sufficient to confirm differences between the target and measured temperatures.
Temperature calibration
Temperature bias during thermal carbon analysis can vary among different designs of instruments, within the same model of analyzer, and among replicate analyses. Periodic temperature calibration and performance testing is needed to achieve good reproducibility of carbon fraction measurements. Linear calibration curves can be generated, as illustrated in Fig. 4 .
where T sample(target) is the set point temperature specified by the analytical protocols and T thermocouple(measured) is the sensor reading of a thermocouple. Variables a and b are the intercept and slope, respectively, and are determined from the least-square linear regression between the target and measured temperatures from the tests. Set-point temperatures can be adjusted so that T sample = T thermocouple , or the software can be modified to accommodate the calibration. In either case, the temperature reported should reflect the sample temperature, not the thermocouple temperature. Five ambient samples acquired from the Fresno Supersite (Watson et al., 2000) were analyzed by a Model 2001 analyzer with and without the adjustment after the temperature calibration. These samples represent an urban environment where contributions from vegetative burning, cooking, gasoline-and diesel-vehicle exhaust, and secondary organic aerosol vary throughout the year (Poore, 2002; Schauer and Cass, 2000; Watson and Chow, 2002a, b; Watson et al., 2000 Watson et al., , 2002 . TC concentrations of the five samples ranged from 3.5 to 15 µg m −3 . Figure 4 shows that T thermocouple underestimates T sample ; deviations from linearity suggest temperature inhomogeneity in the heating zone. Based on the temperature calibration results, the samples Table 1. were re-analyzed using a modified IMPROVE protocol in which the temperature was lowered by 14 to 22 • C. Figure 5 shows that while these temperature deviations did not change the OC/EC split for TOR or TOT, cooler temperatures reduced the low temperature OC fractions (OC1-OC3) and increased the high temperature OC4 and EC fractions. After the adjustment based on temperature calibration, the average changes in OC1 (120 • C) and EC2 (700 • C) exceeded 30%, partially due to low carbon concentrations in these carbon fractions. OC1 represents semi-volatile organics, which are possibly adsorbed organic vapors. Charred OC (by reflectance or transmittance) increased by ∼20% when the sample temperature was lowered by 14 to 22 • C. Lower analysis temperatures (after calibration) did not change the OC/EC split for these examples, and the reduced OC1 and OC3 fractions were compensated by the inflated pyrolysis fraction. While carbon fraction measurements may vary between different analyzers due to uncertain analysis temperatures, this study shows that the OC/EC split through optical charring correction is less perturbed, at least for the IMPROVE TOR protocol. The transmittance-based charring correction may be more dependent on analysis temperatures owing to charring of adsorbed organic vapors within the filter that affect transmittance more than reflectance from the surface deposit (Chow et al., 2004a; Chen et al., 2004) 
Summary and conclusions
A method has been presented that can relate the sample temperature to the sensor temperature in thermal/optical carbon analyzers. It uses temperature-sensitive compounds that change their appearance when they reach a target temperature.
Five to six temperature indicators, covering a range of 120 to 930 • C, were used to evaluate the temperature measures in three different carbon analyzer models: the DRI/OGC, DRI Model 2001, and Sunset analyzers. Thermocouple sensors often underestimated the sample temperature; however, the bias in the DRI Model 2001 tended to be smaller and more consistent (<10 • C for temperatures <200 • C and <20 to 30 • C for higher temperatures). There was a linear relationship between target and measured temperatures with high correlation. The DRI/OGC analyzer reported temperatures that were 10 to 50 • C lower than the target sample temperatures, and that varied by as much as 20 • C for replicate analysis. The temperature bias in the Sunset analyzer used in this test was less than 30 • C, but it did not appear to be as linearly related to the target temperatures as the other analyzers.
Even though temperature variations of up to 50 • C do not appear to alter the OC and EC concentrations with the IM-PROVE thermal protocol, they do change the abundances of different carbon fractions from thermal/optical analysis. When applied to ambient samples from the urban Fresno Supersite, a calibration that corrected for a 14 to 22 • C positive bias resulted in changes greater than 30% in the IM-PROVE protocol for low temperature OC (OC1 at 120 • C) and high temperature EC (EC2 at 700 • C) fractions. Refining temperature measures in thermal/optical analysis for trends networks is necessary to ensure the consistency of carbon fraction measurements. This will reduce the degree of misinterpretation of the data in the future. The techniques developed in this study can reduce variability in thermal/optical analysis and be systematized into procedures that are applicable to a wide variety of instruments.
