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A distributed finite-time observer for linear systems
Haik Silm, Rosane Ushirobira, Denis Efimov, Jean-Pierre Richard, Wim Michiels
Abstract— In this paper, the problem of distributed estima-
tion for a linear large-scale system is studied. A nonlinear dis-
tributed observer is proposed, whose estimation error converges
to zero in a finite time. A fixed-time converging version of
the observer is also presented. The efficiency of estimators is
demonstrated by computer simulations.
I. INTRODUCTION
The problem of state estimation for dynamical systems
has a long history of research and many extensions were
obtained for various models: linear, nonlinear, switched,
sampled, time-delay, etc., [1]–[4]. The majority of the pro-
posed observers in all solutions aim to optimize essential
properties in their design, such as robustness to measurement
noises, overshooting of estimates, time of convergence, tol-
erance to model uncertainties and parametric errors [5], [6].
Conventional solutions, starting from seminal observers of
Luenberger and Kalman, have asymptotic rates of conver-
gence (e.g. the estimates converge to their ideal values with
time approaching infinity in the noise-free case). In recent
years, many works [7]–[11] deal with finite-time or fixed-
time converging observers, meaning that the estimation error
becomes zero in a given finite time. In most cases, such
estimators are highly nonlinear, and their stability analysis
is rather complicated.
The Fourth Industrial Revolution and Internet of Things
bring us networked distributed systems (ubiquitous in power
production, transportation networks, industrial control pro-
cesses, for example), when small sensors and actuators
are installed everywhere. Using available capacities and
simple embedded software, they attempt to enlarge their
functionality using possible connections with neighbors and
by exchanging available information. For the state estimation
this gives rise to the problem of a distributed observer design
[12]–[17], where the same (probably large-scale) system is
estimated by a set of local observers having different local
measured information, and which are able to exchange the
calculated estimates in the network to recuperate the full
system state. In other words, the idea of distributed estima-
tion is originated by the fact that from each particular sensor
the system state may be unobservable, but using coupling a
distributed complete state observer can be designed.
To the best of our knowledge, the proposed distributed
observers in the literature are linear with linear output injec-
tions and coupling laws, leading to asymptotic convergence
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rates of the estimation error. The goal of this work is to
propose a nonlinear distributed observer converging in a
finite/fixed-time to the ideal estimates (in the noise-free case).
The proposed solution is an extension of [9], [18] to the
distributed scenario. The paper presents qualitative results
on finite-time convergence. Future researches include the
quantitative analysis and tuning rules.
The paper outline is as follows. Some preliminary results
and notions on stability properties and homogeneity are
introduced in Section II. The main steps of [9] are reviewed
in Section III, with a mild improvement by stating an explicit
bound for the degree of homogeneity. The distributed finite-
time converging observer design and analysis are given in
Section IV. The results of numeric experiments are presented
in Section V. Concluding remarks and future works are
discussed in Section VI.
Notation
• The operation dxcα with x, α ∈ Rn, α > 0 denotes
the sign preserving element-wise exponentiation, i.e.
dxcα =
[
sign(x1)|x1|α1 . . . sign(xn)|xn|αn
]T
.
• 1n ∈ Rn is the vector with all entries equal 1, In is the
n× n identity matrix.
• For x =
[
x1 . . . xn
]T ∈ Rn, diag(x) denotes the
diagonal matrix with x1, . . . , xn on the main diagonal
and 0 otherwise, and diag{Bi}Ni=1 is a Np×Nq block
diagonal matrix with blocks B1, . . . , BN ∈ Rp×q on
the main diagonal.
• λmin(P ) and λmax(P ) are the smallest and the greatest
eigenvalues of a real symmetric matrix P , respectively.
• A sequence of integers 1, 2, ..., n is denoted by 1, n.
• For a closed set S ∈ Rn, denote its border as ∂S.
• A continuous function α : R+ 7→ R+ belongs to
the class K if α(0) = 0 and the function is strictly
increasing, and belongs to the class K∞ if α ∈ K and
it is increasing to infinity.
II. PRELIMINARIES
Consider a generic nonlinear system:
ẋ(t) = f (x(t)) , t ≥ 0, (1)
where x(t) ∈ Rn is the state, f : Rn → Rn ensures forward
existence and uniqueness of the system solutions (at least
locally) and f(0) = 0. For an initial condition x0 ∈ Rn,
denote the corresponding solution by X(t, x0) for any t ≥ 0
for which the solution exists.
Following [3], [19], [20], let Ω be an open neighborhood
of the origin in Rn.
Definition 1: At the steady state x = 0 the system (1) is
said to be
(a) stable if for any x0 ∈ Ω the solution X(t, x0) is defined
for all t ≥ 0, and for any ε > 0 there is δ > 0 such that
for any x0 ∈ Ω, if ‖x0‖ ≤ δ then ‖X(t, x0)‖ ≤ ε for
all t ≥ 0;
(b) asymptotically stable if it is stable and for any κ > 0
and ε > 0 there exists T (κ, ε) ≥ 0 such that for any
x0 ∈ Ω, if ‖x0‖ ≤ κ then ‖X(t, x0)‖ ≤ ε for all
t ≥ T (κ, ε);
(c) finite-time stable if it is stable and finite-time converging
from Ω, i.e. for any x0 ∈ Ω there exists 0 ≤ T < +∞
such that X(t, x0) = 0 for all t ≥ T . The function
T0(x0) = inf{T ≥ 0 : X(t, x0) = 0 ∀t ≥ T} is called
the settling time of the system (1);
(d) fixed-time stable if it is finite-time stable and
supx0∈Ω T0(x0) < +∞.
The set Ω is called the domain of stability/attraction.
If Ω = Rn, then the corresponding properties are
called global stability/asymptotic stability/finite-time/fixed-
time stability of (1) at x = 0.
Similarly, these stability notions can be defined with respect
to a compact invariant set, by replacing the distance to the
origin in Definition 1 with the distance to the invariant set.
A. Weighted homogeneity
Following [21], [22], for strictly positive numbers ri, i =
1, n called weights and λ > 0, define:
• the vector of weights r =
[
r1 . . . rn
]T
, rmax =
max1≤j≤n rj and rmin = min1≤j≤n rj ;
• the dilation matrix function Λr(λ) = diag{λri}ni=1.
Note that ∀x ∈ Rn and ∀λ > 0 we have Λr(λ)x =[











any x ∈ Rn and ρ ≥ rmax. This is not a norm in
the standard sense, since the triangle inequality is not
satisfied for ‖ · ‖r, however there exist σ, σ ∈ K∞ such
that
σ(‖x‖r) ≤ ‖x‖ ≤ σ(‖x‖r) ∀x ∈ Rn;
• the sphere and the ball in the homogeneous norm
Sr(ρ) = {x ∈ Rn : ‖x‖r = ρ} and Br(ρ) = {x ∈
Rn : ‖x‖r ≤ ρ} for ρ ≥ 0.
Definition 2: A function g : Rn → R is r–homogeneous
with degree µ ∈ R if ∀x ∈ Rn and ∀λ > 0 we have:
λ−µg(Λr(λ)x) = g(x).
A vector field f : Rn → Rn is r–homogeneous with
degree ν ∈ R, with ν ≥ −rmin if ∀x ∈ Rn and ∀λ > 0
we have:
λ−νΛ−1r (λ)f(Λr(λ)x) = f(x),
which is equivalent for the i-th component of f to be a
r–homogeneous function of degree ri + ν.
The system (1) is r–homogeneous of degree ν if the vector
field f is r–homogeneous of the degree ν.
Theorem 1 ([21], [23], [24]): For the system (1) with
r–homogeneous and continuous function f the following
properties are equivalent:
• the system (1) is (locally) asymptotically stable;
• there exists a continuously differentiable
r–homogeneous Lyapunov function V : Rn → R+ such
that





λ−µV (Λr(λ)x) = V (x), µ > rmax,
∀x ∈ Rn and ∀λ > 0, for some α1, α2 ∈ K∞ and
α ∈ K;
• there is a compact strictly positively invariant set S
containing the origin (i.e. X(t, x0) ∈ S \ ∂S for all
t > 0 and all x0 ∈ ∂S).
The requirement on continuity of the function f has been
relaxed in [25] (the function V can still be selected smooth).
Theorem 2 ([26]): If (1) is r–homogeneous of degree ν
and asymptotically stable at the origin, then it is
(i) globally finite-time stable at the origin if ν < 0;
(ii) globally exponentially stable at the origin if ν = 0;
(iii) globally fixed-time stable with respect to the unit ball
Br(1), if ν > 0.
III. FINITE-TIME OBSERVER DESIGN
In order to introduce later a distributed finite-time ob-
server, let us briefly recall a centralized concept of finite-time
estimator from [9].
For this purpose consider a chain of integrators:
ẋ = Ax, y = cTx, (2)
where x ∈ Rn is the state, y ∈ R is the output of the system




0 1 0 . . . 0
0 0 1 . . . 0
...
0 0 . . . 0 1
0 0 . . . 0 0







Note that any fully observable system can be transformed
into a chain of integrators modulo an output injection, as
well as some nonlinear systems [27].
Based on Luenberger observer design, a finite-time ob-
server has been constructed in [9] as





where z ∈ Rn is the estimate of the state x, the observer
gain ` ∈ Rn and γ ∈ Rn are defined later. Introducing the
observer error as
e = z − x
yields with (2) and (3) the error system:
ė = f(e) = Ae+ diag(`)d1ncTecγ . (4)
Next, let us briefly sketch the proof of finite-time stability
of the system in (4). These arguments will be reused later in
the distributed scenario.
A. Homogeneity
First, we check that the error system (4) is homogeneous,
meaning that f(e) verifies the restrictions imposed in Defi-
nition 2 for some homogeneity degree ν < 0 and weights r.
For this goal, choose
rs = 1 + (s− 1)ν, s = 1, n, (5)
then rs > 0 for − 1n < ν < 0. For each s = 1, n− 1 this
gives






Therefore, for γ =
[






= 1 + sν, s = 1, n− 1 and γn = 1 + nν
the error system (4) is homogeneous with a negative de-
gree ν. In addition, 0 < γs < 1.
B. Stability
Next, we show that (4) has a strictly positively invariant
set. Rewrite the system (4) as follows:
ė = (A+ `cT)e+ diag(`)(d1ne1cγ − 1ne1). (6)
Let us analyze the Lyapunov function
V (e) = eTPe,
with P = P T > 0 as the solution of the Lyapunov equation
ÃTP + PÃ+Q = 0,
with Ã = A + `cT, a matrix Q = QT > 0 and under an
auxiliary not restricting condition
P ≥ In.
Since the system is observable, then always there exist such
`, P and Q that these linear matrix inequalities are satisfied.
The time derivative of V for (6) can be written as follows:
V̇ (e) = −eTQe+ 2eTP diag(`) (d1ne1cγ − 1ne1)
≤ − λmin(Q)
λmax(P )
V + 2‖e‖‖P diag(`)‖‖d1ne1cγ − 1ne1‖
Considering e ∈ S = {e ∈ Rn : V (e) = 1} (i.e. ‖e‖2 ≤
λ−1min(P ) ≤ 1) we obtain





















Fig. 1. Example of g̃(x) with α = 0.8
Note that for ν = 0 the above expression is reduced to
V̇ ≤ − λmin(Q)
λmax(P )
.
Then by continuity it is also satisfied for a negative ν close
to zero since λmin(Q)λmax(P ) > 0.
To derive an expression for ν, which guarantees that (7)
is negative definite on S, we have to calculate an upper
bound for |e1|γs − |e1| taking in mind that |e1| ∈ [0, 1] for
e ∈ S. To get an idea, consider the function g̃(x) = |xα−x|
for x = [0, 1]. An example of g̃ is given in Fig. 1 for
α = 0.8. Inspired by the graph of g̃, we apply the Mean
Value Theorem:
g(a)− g(b) = g′(θ)(a− b), θ ∈ [a, b]
to the function g : α 7→ xα, considering x ∈ [0, 1] as a
parameter and α ∈ [0, 1) as the argument. For α ∈ [0, 1),
we obtain
g(α)− g(1) = ξ(x, θ)(α− 1)
with ξ(x, θ) = ln(x)xθ for some θ ∈ [α, 1]. For any such
fixed θ, ξ(0, θ) = ξ(1, θ) = 0 and ξ(x, θ) ≤ 0 for any
x ∈ [0, 1]. It is easy to check that the minimal value of ξ is
reached at
xopt = exp(−θ−1), ξ(xopt, θ) = −θ−1 exp(−1).
Thus we can use the bound






Additionally, using ∣∣∣∣ sν1 + sν
∣∣∣∣ ≤ ∣∣∣∣ nν1 + nν
∣∣∣∣
for s = 1, n leads to
V̇ ≤ − λmin(Q)
λmax(P )
























Fig. 2. Scheme depicting a distributed observer with N = 3











which ensures that V̇ (e) < 0 for e ∈ S and that the set S is
strictly positively invariant for (4). Thus by Theorem 1 the
system is globally asymptotically stable, and since ν < 0, it
is globally finite-time stable by Theorem 2.
IV. DISTRIBUTED OBSERVER
Now we turn to the networked observer case. In this
setting, the plant has N > 1 outputs available for measure-
ments:
ẋ = Ax, yi = c
T
i x, i = 1, N, (8)
each having a different output matrix ci ∈ Rn, CT =
[c1 . . . cN ]. The distributed N observers in this work are
selected in the following form for each i = 1, N :
żi = Azi+diag(`i)d1n
(







where zi ∈ Rn is an estimate of the state generated by the
ith observer; `i ∈ Rn, αi,j ∈ R+, γi ∈ Rn and β ∈ Rn
are observer parameters selected later; the observers are
connected in a graph and Ni denotes the set of neighboring
nodes, i.e. j ∈ Ni if there is a directed edge from j to
i (αi,j = 0 otherwise), see an example in Fig. 2 with
N1 = {2},N2 = {1, 3} and N3 = ∅. Of course, if there
exists one ci such that the system (8) is observable from
that output, then a distributed structure becomes redundant,
but if the pair (A,C) is observable and each separate pair
(A, cTi ) is not, then coupling αi,j 6= 0 between the observers
is obligatory.
For each node, the observer error is
ei = zi − x
and the error system is




The goal of this section is to propose conditions under which
the interconnected systems in (10) are finite-time stable.
The construction below will follow the main ideas given in
Section III for the design and the analysis of a finite-time
centralized observer (3).
Similar to the SISO case we will assume that A and ci
are in a nominal form:
A =

0 δ1 0 . . . 0
0 0 δ2 . . . 0
...
0 0 . . . 0 δn−1
0 0 . . . 0 0
 , δi ∈ {0, 1}, (11)
cTi =
[
0 . . . 1︸︷︷︸
pi−th
. . . 0
]
, (12)
where pi ∈ [1, n] for any i = 1, N . At least one δi = 0
makes it necessary to introduce cross-coupling terms in (9)
(in other words, each observer of the form (3) is not able to
estimate the full-state, but using all outputs, the system can
be observable).
A. Homogeneity
Once again, we look for the conditions of homogeneity.








has to be fulfilled, leading to the following result:
Lemma 3: The system (10) with (11), (12) is homoge-
neous with respect to the weights in (5) for
γi,s =
1 + sν
1 + (pi − 1)ν
, βs =
1 + sν
1 + (s− 1)ν
, (13)
where i = 1, N and s = 1, n.
Note that the properties 0 < βs < 1 and γi,s > 0 are satisfied
by construction.
B. The main result formulation
For ν = 0, the observers in (9) are standard linear
Luenberger observers with couplings and the asymptotic
stability of the network can be evaluated using the error
system
Ė = WE (14)
for the large scale error ET =
[





W = diag{A+ `icTi }Ni=1 +H ⊗ In,






k∈Ni αi,k for i = j,
αi,j for i 6= j.
We now assume that with γi = β = 1n and appropriate
gains li, αi,j in (9) an asymptotically converging observer
can be designed (possible using methods referenced in the
introduction). This justifies following assumption:
Assumption 1: There exist solutions P = PT > 0 and
Q = QT > 0 of the following system of linear matrix
inequalities:
WTP + PW +Q = 0, (15)
P ≥ INn.
Now we are in position to formulate the main result of this
paper:
Theorem 4: Let Assumption 1 be satisfied, then the esti-
mation error of the observer network (9) with (8), (11), (12)
is globally finite time stable, provided that γi, β are chosen
according to Lemma 3 and
|ν| ≤
(2n− 1)h− (a+ b) +
√
h2 − 2(a− b)h+ (a+ b)2




a = ‖P diag{diag(`i)}Ni=1‖ exp(−1)
√
Nn







M = diag{αTi ⊗ In}Ni=1, αTi =
[
αi1 . . . αiN
]
and P , Q are the solutions of (15).
Remark 5: The proof follows similar lines as in the SISO
case, the difference being the range of values when applying
the Mean-Value Theorem. The assessment (16) is obtained
by replacing the variables s and pi by their limit values 1
and n which is a rather conservative substitution allowing an
upper bound (16) to be derived explicitly.
Remark 6: In this work, only the noise-free case is studied
for the observer design. Nevertheless, following [28]–[31],
since under (13) the error system (10) is homogeneous of
negative degree and globally finite-time stable, then the
distributed observer (9) is robust with respect to additive
disturbances in the right-hand side of (8), measurement
noises and delays in the output channel.
Remark 7: A fixed-time distributed observer might be
designed by introducing additional terms of positive homo-
geneity degree in (9):
żi = Azi + diag(`i)
2∑
k=1















1 + (pi − 1)νk
, βks =
1 + sνk
1 + (s− 1)νk
for i = 1, N , s = 1, n with − 1n < ν1 < 0 and ν2 > 0.
The proof of fixed-time stability of this observer would
follow local homogeneity arguments (as in [7], [32]) and
by repeating the main steps used in the proof of Theorem 4.
V. EXAMPLE




0 1 0 0
0 0 0 0
0 0 0 1














consequently δ2 = 0 in (11) for this case.
The observers are fully connected in a graph with α1,2 =
α2,1 = 1.7. The observer gains are chosen as
`1 =
[





0 0 −3.7 −3.7
]T
.
Solving (15) with Q = InN leads to a positive definite
solution. Next, using (16) we calculate ν = −0.0046.
As already stated in Remark 5, the resulting ν is rather
conservative and as a result the corresponding settling time
is too large to show the finite-time behavior visually. If
compared to the linear observer (i.e. ν = 0) the error will
reach asymptotically machine precision only slightly later.
However, following Remark 5 a more accurate assessment
of ν is possible. For instance, in Fig. 3 the error norm ‖E(t)‖
is plotted in a logarithmic scale with ν = −0.1 and compared
to the linear observer with the same gains, clearly showing
the finite time behavior for the former and the exponential
decrease for the latter.










Fig. 3. Comparison of the error for the linear (dashed) and finite-time
(solid) observer.
VI. CONCLUSION
The problem of distributed observer design for a linear
system was studied, and two observer structures are pro-
posed, converging in a finite or in a fixed time. Due to
homogeneity, the designed observers possess input-to-state
stability properties with respect to additive perturbations and
measurement noises in the plant equations. In the finite-time
case the estimator has also bounded trajectories for any delay
in the output channel. The detailed substantiations of these
properties are left for future works, as well as the calculation
of estimates on the degrees of homogeneity for the fixed-time
observer found in the present paper.
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