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ABSTRACT
Temporal networks representing a stream of timestamped edges are
seemingly ubiquitous in the real-world. However, the massive size
and continuous nature of these networks make them fundamentally
challenging to analyze and leverage for descriptive and predictive
modeling tasks. In this work, we propose a general framework for
temporal network sampling with unbiased estimation. We develop
online, single-pass sampling algorithms and unbiased estimators
for temporal network sampling. The proposed algorithms enable
fast, accurate, and memory-efficient statistical estimation of tem-
poral network patterns and properties. In addition, we propose
a temporally decaying sampling algorithm with unbiased estima-
tors for studying networks that evolve in continuous time, where
the strength of links is a function of time, and the motif patterns
are temporally-weighted. In contrast to the prior notion of a △t-
temporal motif, the proposed formulation and algorithms for count-
ing temporally weighted motifs are useful for forecasting tasks in
networks such as predicting future links, or a future time-series
variable of nodes and links. Finally, extensive experiments on a
variety of temporal networks from different domains demonstrate
the effectiveness of the proposed algorithms.
KEYWORDS
Temporal network sampling, online sampling, unbiased estimation,
temporal patterns, temporal link decay, temporal weighted motifs
1 INTRODUCTION
Networks provide a natural framework to model and analyze com-
plex systems of interacting entities in various domains (e.g., social,
neural, communication, and technological domains) [46, 47]. Most
complex networked systems of scientific interest are continuously
evolving in time, while entities interact continuously, and different
entities may enter or exit the system at different times. The accurate
modeling and analysis of these complex systems largely depend on
the network representation [27]. Therefore, it is crucial to incorpo-
rate both the heterogeneous structural and temporal information
into network representations [48, 53, 59]. By incorporating the tem-
poral information alongside the structural information, we obtain
time-varying networks, also called temporal networks [29].
In temporal networks, the nodes represent the entities in the
system, and the links represent the interactions among these entities
across time. Unlike static networks, nodes and links in temporal
networks become active at certain times, leading to changes in the
network structure over time [36]. Temporal networks have been
recently used to model and analyze dynamic and streaming network
data, e.g., to analyze and model information propagation [21, 52],
epidemics [51], infections [42], user influence [16, 25], among other
applications [48, 59]. However, there are fundamental challenges to
the analysis of temporal networks in real-world applications. One
major challenge is the massive size and streaming characteristics
of temporal network data that are generated by interconnected
systems, since all interactions must be stored at any given time
(e.g., email communications) [7]. As a result, several algorithms
that were studied and designed for static networks that can fit in
memory are becoming computationally intractable [4], this is due
to their struggle to deal with the size and streaming properties of
temporal networks.
One common practice is to aggregate interactions in discrete time
windows (time bins) (e.g., aggregate all interactions that appear in
1-day or 1-month), these are often called static graph snapshots [61].
Given a graph snapshot, traditional techniques can be used to study
and analyze the network (e.g., community detection, model learning,
node ranking). Unfortunately, there are multiple challenges with
employing these static aggregations. First, the choice of the size
and placement of these time windows may alter the properties of
the network and/or introduce a bias in the description of network
dynamics [15, 28, 64, 68]. For example, a small window size will
likely miss important network sub-structures that span multiple
windows (e.g., multi-node interactions such as motifs) [48]. On
the other hand, a large window size will likely lose the temporal
patterns in the data [22]. Second, modeling and analyzing bursty
network traffic will likely be impacted by the placement of time
windows. Finally, it is costly to consistently and reliably maintain
these static aggregates for real-time applications [4, 7]. For example,
it is often difficult to consistently gather these snapshots of graphs
in one place, at one time, in an appropriate format for analysis.
Thus, aggregates of network interactions in discrete time bins may
not be an appropriate representation of temporal networks that
evolve on a continuous-time scale [23], and can often lead to errors
and bias the results [48, 68, 71–73].
Statistical sampling is also common in studying networks, where
the goal is to select a representative sample (i.e., subnetwork) that
serves as a proxy for the full network [40]. Sampling algorithms are
fundamental in studying and understanding networks [7, 32, 46].
A sampled network is called representative, if the characteristics
of interest in the full network can be accurately estimated from
the sample. Statistical sampling can provide a versatile framework
to model and analyze network data. For example, when handling
big data that cannot fit in memory, collecting data using limited
storage/power electronic devices (e.g., mobile devices, RFID), or
when the measurements required to observe the entire network are
costly (e.g., protein interaction networks [63]).
While many network sampling techniques are studied in the con-
text of small static networks that can fit entirely in memory [32]
(e.g., uniform node sampling [63], random walk sampling[35]), re-
cently there has been a growing interest in sampling techniques
for streaming network data in which temporal networks evolve
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continuously in time [4–6, 18, 30, 31, 37, 50, 60, 62] (see [7, 43]
for a survey). Most existing methods for sampling streaming net-
work data have focused on the primary objective of selecting a
sample to estimate static network properties (e.g., point statistics
such as global triangle count or clustering coefficient). This poses
an interesting and important question of how representative these
samples of the characteristics of temporal networks that evolve on
a continuous-time scale, such as the link strength [70], link persis-
tence [17], burstiness [12], temporal motifs [33], among others [29].
Although this question is important, it has thus far not been ad-
dressed in the context of streaming and online methods.
In this paper, we introduce an online importance sampling frame-
work that extracts continuous-time dynamic network samples, in
which the strength of a link (i.e., edge between two nodes) can
evolve continuously as a function of time. Our proposed framework
samples interactions to include in the sample based on their impor-
tance weight relative to the variable of interest (i.e., link strength),
this enables sampling algorithms to adapt to the topological changes
of temporal networks. Also, our proposed framework allows online
and incremental updates, and can run efficiently in a single-pass
over the data stream, where each interaction is observed once. We
present an unbiased estimator of the link strength, and extend our
formulation to unbiased estimators of general subgraphs in tempo-
ral networks. We also introduce the notion of link-decay network
sampling, in which the strength of a sampled link is allowed to
decay exponentially after the most recent update (i.e., recent inter-
action). We show unbiased estimators of link strength and general
subgraphs under the link-decay model.
Summary of Contributions: This work makes the following key
contributions:
• We describe a general temporal network sampling frame-
work for unbiased estimation of temporal network statistics.
We develop online, single-pass sampling algorithms and un-
biased estimators for temporal network sampling.
• We propose a temporally decaying sampling algorithm with
unbiased estimators for studying networks that evolve in
continuous time, where the strength of links is a function
of time, and the motif patterns and temporal statistics are
temporally weighted accordingly. This temporal decaymodel
is more useful for real-world applications such as prediction
and forecasting in temporal networks.
• The proposed algorithms enable fast, accurate, and memory-
efficient statistical estimation of temporal network patterns
and properties.
• Experiments on a wide variety of temporal networks demon-
strate the effectiveness of the framework.
2 ONLINE SAMPLING FRAMEWORK
Here, we introduce our proposed online importance sampling frame-
work that extracts continuous-time dynamic network samples from
temporal networks. See Table 1 for a summary of notations.
2.1 Notation & Problem Definition
Edges, Interactions, and Streaming Temporal Networks. Our frame-
work seeks to construct a continuous-time sampled network that
Table 1: Summary of notation.
G temporal network
E Set of interaction events
K Set of Unique Edges (links)
G˜ graph induced by unique edges
N , M number of nodes N = |V | and edges M = |K | in the graph G˜
Ce,t Multiplicity (weight) of edge e at time t
Ĉe,t Estimated multiplicity of edge e at time t
Ct time-dependent adjacency matrix of link strength at time t
K̂ Reservoir of sampled edges
m Number of sampled edges (Sample Size),m = |K̂ |
δ Link decay rate
CM Weighted count of motif pattern M
ĈM Estimated weighted count of motif pattern M
V (e) Unbiased estimator of variance of edge e
w (e) Sampling weight of edge e
r (e) Rank of edge e in the sample
can capture the characteristics and serve as a proxy of an input
temporal network as it evolves continuously in time. In this pa-
per, we draw an important distinction between interactions and
edges. An interaction (contact) between two entities is an event
that occurred at a certain point in time (e.g., an email, text message,
physical contact). On the other hand, an edge between two enti-
ties represents the link or the relationship between them, and the
weight of this edge represents the strength of the relationship (e.g.,
strength of friendship in social network [70]). We use G to denote
an input temporal network, where a set of vertices V (e.g., users
or entities) are interacting at certain times. Let (i, j, t) ∈ E denote
the interaction event that takes place at time t , where i, j ∈ V , E
is the set of interactions, Et is the set of interactions up to time t ,
and K is the set of unique edges (e = (i, j) ∈ K). We assume these
interactions are instantaneous (i.e., the duration of the interaction
is negligible), e.g., email, tweet, text message, etc. Let Ce denote
the multiplicity (weight) of an edge e = (i, j), with Ce,t being the
multiplicity of the edge at time t , i.e., the number of times the edge
occurs in interactions up to time t . Finally, we define a streaming
temporal network G as a stream of interactions e1, . . . , et , . . . , eT ,
with et = (i, j, t) is the interaction between i, j ∈ V at time t .
Continuous-time Dynamic Network Samples. Consider a set of N =
|V | interacting vertices, with their interactions represented as a
streaming temporal network G, i.e., e1, . . . , et , . . . , eT . Let Ct be
the time-dependent adjacency matrix, whose entries Ci j,t ≥ 0
represent the relationship strength between vertices i, j ∈ V at time
t . The relationship strength is a function of the the edge multiplicity
and time. Our framework seeks to construct, maintain, and adapt
a continuous-time dynamic sampled network, represented by the
matrix Ĉt that serves as unbiased estimator of Ct at any time point
t , where the expected number of non-zero entries in Ĉt is at mostm,
andm is the sample size (i.e., maximum number of sampled edges).
Our framework makes the following assumptions:
• We assume an input temporal network represented a stream
of interactions at certain times, and each interaction can be
processed and observed only once.
Temporal Network Sampling
• Any algorithm can only storem sampled edges, and is al-
lowed a single-pass over the stream.
• If two vertices interact at time t = τ , their edge strength
increases by 1.
2.2 Link-Decay Network Sampling
Here, we introduce a novel online sampling framework that seeks
to construct and maintain a sampled temporal network in which
the strength of a link (i.e., relationship between two friends) can
evolve continuously in time. And, the sampled network serves as a
proxy of the full temporal network, thus, the sampled network is
expected to capture both the structural and temporal characteristics
of the full temporal network.
Temporal Link-Decay. Assume an input stream of interactions,
where interactions are instantaneous (e.g., email, text message, and
so on). For any pair of vertices i, j ∈ V , with a set of interaction
times τ (1),τ (2), . . . ,τ (T ), where t0 < τ (1) < · · · < τ (T ), and their
first interaction time is τ (1) > t0. Our goal is to estimate the strength
of the link e = (i, j) as a function of time, in which the link strength
may increase or decrease based on the frequency and timings of
the interactions. Consider two models of constructing an adaptive
sampled network represented as a time-dependent adjacencymatrix
Ct , whose entries represent the link strength Ci j,t .
The first model is the no-decay model, in which the link strength
does not decrease over time, i.e., Ci j,τ (2) = Ci j,τ (1) + 1. Thus, Ci j,t
is the multiplicity or a function of the frequency of an edge, and we
provide an unbiased estimator for this in Theorem 1. However, the
no decay model assumes the interactions are fixed once happened,
taking only the frequency of interactions as the primary factor in
modeling link strength, which could be particularly useful for cer-
tain applications, such as proximity interactions (e.g., link strength
for people attending a conference).
The second model is the link-decay model, in which the strength
of the link decays exponentially after the most recent interaction,
to capture the temporal evolution of the relationship between i and
j at any time t . Let the initial condition of the strength of link (i, j)
beCi j,t0 = 0. Then,Ci j,t =
∑T
s=0 θ (t −τ (s)) e−(t−τ
(s ))/δ , where θ (t)
is the unit step function, and the decay factor δ > 0. We formulate
the link strength as a stream of events (e.g., signals or pulses), that
can be adapted incrementally in an online fashion, so the strength
of link e = (i, j) at time t follows the equation,
Ce,t = Ce,t−1 ∗ e−1/δ (1)
And if a new interaction occurred at time t , the link strength follows,
Ce,t = Ce,t−1 ∗ e−1/δ + 1 (2)
We formulate an unbiased estimator for the link-decayed strength
as a function of the linkmultiplicity in Section 4 (see Theorem 3). All
the proposed estimators can be computed and updated efficiently
in a single-pass streaming fashion using Algorithm 1.
Link decay has major advantages in network modeling that we
discuss next. First, it allows us to utilize both the frequency and
timings of interactions in modeling link strength. Second, it is more
realistic, allowing us to avoid any potential bias that may result
from partitioning interactions into time windows. Link decay is
also flexible, by tuning the decay factor δ , we can determine the
degree at which the strength of the link ages (i.e., the half-life of
a link t1/2 = δ ln 2). We also note that the link decay model and
the unbiased estimator in Theorem 3 can generalize to allow more
flexibility, by tuning the decay parameter on the network-level, the
node-level, or the link-level, to allow different temporal scales at
different levels of granularity.
Temporally Weighted Motifs.We showcase our formulation of
estimated link strength by estimating the counts of motif frequen-
cies in continuous time. We introduce the notion of temporally
weighted motifs, see Definition 1. Temporally weighted motifs are
more meaningful and useful for practical applications especially
related to prediction and forecasting where links and motifs that
occur more recently as well as frequently are more important than
those occurring in the distant past.
Definition 1 (Temporally Weighted Network Motif). A
temporally weighted network motifM is a small induced subgraph
pattern with n vertices, and m edges, such that CM is the time-
dependent frequency of M and is subject to temporal decay, and
CM,t =
∑
h∈Ht
∏
e ∈h Ce,t , whereHt is the set of observed subgraphs
isomorphic toM at time t , and Ce,t is the link strength.
In general, motifs represent small subgraph patterns and the
motif counts were shown to reveal fundamental characteristics and
design principles of complex networked systems [8, 9, 13, 44], as
well as improve the accuracy of machine learning models [10, 56].
While prior work focused on aggregating interactions in time win-
dows and analyze the aggregated graph snapshots [53, 59, 66],
others have focused on aggregating motifs in △t time bins, and
defined motif duration [38]. These approaches rely on judicious
partitioning of interactions in time bins, and would certainly suffer
from the limitations discussed earlier in Section 1. Time partitioning
may obfuscate or dilute temporal and structural information, lead-
ing to biased results. Here, we define instead a temporal weight or
strength for any observed motif, which is a function of the strength
of the links participating in the motif itself. Similar to the link
strength, the motif weight is subject to time decay. This formula-
tion can also generalize to models of higher-order link decay (i.e.,
decaying hyperedges in hypergraphs), we defer this to future work.
The definition in 1 can be computed incrementally in an online
fashion, and subject to approximation via sampling and unbiased
estimators. We establish our sampling methodology in Algorithm 1
(see line 39) and unbiased estimators of subgraphs in Section 4 (see
Theorem 1).
3 PROPOSED ALGORITHM
In this paper, we propose an online sampling framework for tempo-
ral streaming networks which seeks to construct continuous-time,
fixed-size, dynamic sampled network that can capture the evolution
of the full network as it evolves in time. Our proposed framework
establishes a number of properties that we discuss next.We formally
state our algorithm, called Online-TNS, in Algorithm 1.
Setup and Key Intuition. The general intuition of the proposed algo-
rithm in Algorithm 1, is to maintain a dynamic rank-based reservoir
sample K̂ of a fixed-size m [5, 19, 69], from a temporal network
represented as stream of interactions, where edges can appear re-
peatedly. And,m = |K̂ | is the maximum possible number of sampled
edges. When a new interaction et = (i, j, t) arrives (line 3), if the
Algorithm 1 Online Temporal Network Sampling (Online-TNS)
INPUT: Sample sizem, Motif pattern M, initial weight ϕ
OUTPUT: Estimated network Ct , Estimated motif count ĈM
1 procedure Online-TNS(m)
2 K̂ = ∅; z∗ = 0; ĈM = 0 ▷ Initialize edge sample & threshold
3 while (new interaction et = (i, j, t )) do
4 e = (i, j)
5 Subgraph-Estimation(e ) ▷ Update Estimated Motif Count
6 if (e ∈ K̂ ) then ▷ Edge exists in K̂
7 update-edge-strength(e ) ▷ Update Edge Strength
8 Ĉ(e) = Ĉ(e) + 1 ▷ Increment edge multiplicity
9 w (e) = w (e) + 1 ▷ Adapt importance weight
10 r (e) = w (e)/u(e) ▷ Adapt edge rank
11 τ (e) = t ▷ Last Interaction Time
12 else
13 //Initialize parameters for new edge
14 p(e) = 1; Ĉ(e) = 1; V (e) = 0;
15 u(e) = Uniform (0, 1] ▷ Initialize Uniform r.v.
16 w (e) = ϕ ▷ Initialize edge weight
17 r (e) = w (e)/u(e) ▷ Compute edge rank
18 τ (e) = t
19 K̂ = K̂ ∪ {e } ▷ Provisionally include e in sample
20 if ( |K̂ | > m) then
21 e∗ = argmine′∈K̂ r (e′) ▷ Find edge with min rank
22 z∗ = max{z∗, r (e∗)} ▷ Update threshold
23 remove e∗ from K̂
24 delete {w (e∗), u(e∗), p(e∗), Ĉ(e∗), V (e∗)}
25 procedure update-edge-strength(e˜ )
26 // Function to estimate edge strength (No-decay)
27 if (z∗ > 0) then
28 q = min{1, w (e˜)/(z∗p(e˜))}
29 Ĉ(e˜) = Ĉ(e˜)/q ▷ Estimate edge strength
30 V (e˜) = V (e˜)/q + (1 − q) ∗ Ĉ(e˜)2
31 p(e˜) = p(e˜) ∗ q
32 procedure update-edge-decay(e˜ )
33 // Function to estimate edge strength (Link-decay)
34 if (z∗ > 0) then
35 q = min{1, w (e˜)/(z∗p(e˜))}
36 Ĉ(e˜) = e−δ (t−τ (e˜ )) ∗ Ĉ(e˜)/q ▷ Estimate link-decayed strength
37 V (e˜) = V (e˜)/q + (1 − q) ∗ Ĉ(e˜)2
38 p(e˜) = p(e˜) ∗ q
39 procedure Subgraph-Estimation(e˜ )
40 //Set of Subgraphs isomorphic to M and completed by e˜
41 H = {h ⊂ K̂ ∪ {e˜ } : h ∋ e˜, h  M}
42 for h ∈ H do
43 for j ∈ h \ e˜ do
44 update-edge-strength(j ) ▷ Update other edge estimates
45 //Increment estimated count of motif M
46 ĈM = ĈM +
∏
j∈h\{e˜ } Ĉ(j)
edge e = (i, j) has been sampled before (i.e., e = (i, j) ∈ K̂ ), then we
only need to update the edge sampling parameters (in lines 8–11)
and the edge strength (line 7). However, if the edge is new (i.e.,
e = (i, j) < K̂), then the new edge is added provisionally to the
sample (line 19), and one of them + 1 edges in K̂ gets discarded
(lines 21 and 23).
Importance sampling weights and rank variables. Algorithm 1 pref-
erentially selects edges to include in the sample based on their
importance weight relative to the variable of interest (e.g., rela-
tionship strength, topological features), then adapts their weights
to allow edges to gain importance during stream processing. To
achieve this, each arriving edge e is assigned an initial weightw(e)
on arrival and an iid uniform U (0, 1] random variable u(e). Then,
Algorithm 1 computes and continuously updates a rank variable
for each sampled edge u(e) = w(e)/u(e) (see line 17 and line 10),
This rank variable quantifies the importance/priority of the edge
to remain in the sample. To keep a fixed sample size, the m + 1
edge with minimum rank is always discarded (lines 21 and 23). Our
mathematical formulation in Section 4 allows the edge sampling
weight to increase when more interactions are observed (line 9).
Thus, edges can gain more importance or rank that reflects the rela-
tionship strength as it evolves continuously in time. This setup will
support network models that focus on capturing the relationship
strength in temporal networks [29, 45].
Unbiased estimation of link strength. We use a procedure called
update-edge-strength (line 25 of Algorithm 1) to dynamically
maintain an unbiased estimate (see Theorem 1) of the edge strength
as it evolves continuously in time. The procedure in line 25 of
Algorithm 1, also maintains an unbiased estimate of the variance
of the edge strength following Theorem 2. Note the strength of
an edge e is a function of the edge multiplicity Ce (the number of
interactions et where et = e). If a link-decaying model is required,
the procedure called update-edge-decay can be used instead of
update-edge-strength to estimate the link-decayed strength (see
line 32 of Algorithm 1). We prove that our estimated link-decaying
weight is unbiased in Theorem 3.
Unbiased estimation of subgraph counts. Given a motif patternM
of interest (e.g., triangles, or small cliques), the procedure called
Subgraph-Estimation in line 39 of Algorithm 1 is used to update
an unbiased estimate of the count of all occurrences of the motifM
at any time t . Theorem 1 is used to establish the unbiased estimator
of the count of general subgraphs. The unnbiased estimator of
subgraph counts also applies in the case of link decay, and gives
rise to temporally decayed (weighted) motifs.
Computational Efficiency and complexity. All the algorithms and
estimators can run in a single-pass on the stream of interactions,
where each interaction can be observed and processed once (see
Alg 1). The main reservoir sample is implemented as a heap data
structure (min-heap) with a hash table to allow efficient updates.
The estimator of edge strength can be updated in constant time
O(1). Also, retrieving the edge with minimum rank can be done
in constant time O(1). Any updates to the sampling weights and
rank variables can be executed in a worst-case time of O(log(m))
(i.e., since it will trigger a bubble-up or bubble-down heap opera-
tions). For any incoming edge e = (i, j), subgraph estimators can
be efficiently computed if a hash table or bloom filter is used for
storing and looping over the sampled neighborhood of the sam-
pled vertex with minimum degree and querying the hash table
of the other sampled vertex. For example, if we seek to estimate
triangle counts, then line 41 in Algorithm 1 can be implemented in
O(min{deg(i), deg(j)}).
Temporal Network Sampling
4 ADAPTIVE UNBIASED ESTIMATION
Here, we show and discuss our formulation of unbiased estimators
for temporal networks, that we use in Algorithm 1.
Edge Multiplicities.We consider a temporal network G = (V ,E)
comprising interactions E between vertex pairs of V . Each interac-
tion can be viewed as a representative of an edge set K comprising
the unique elements of E. We will write G˜ = (V ,K) as the graph
induced byK . Thus the stream of interaction can also be regarded as
a stream {et : t ∈ [|E |]} of non-unique edges from K . Let Kt denote
the unique interactions in {es : s ≤ t} and G˜t = (Vt ,Kt ) the in-
duced graph. The multiplicityCe,t of an edge e ∈ Kt is the number
of times it occurs in Et = {es : s ≤ t}, i.e., Ce,t = |{s ≤ t : es = e}|.
The multiplicity C J ,t of J ⊂ Kt is the number of distinct ordered
interaction sets J˜ = {ei1 , . . . , ei | J | } with i j ≤ t , such that J˜ is a
permutation of J . Hence C J ,t =
∏
e ∈J Ce,t . Given a class H of
subgraphs of G˜ , we wish to estimate for each t the total multiplicity
Ht =
∑
J ∈H C J ,t of subgraphs fromH that are present in the first
t arrivals.
SamplingEdges andEstimatingEdgeMultiplicities.We record
edge arrivals by the indicators ce,t = 1 if et = e and zero other-
wise, and hence Ce,t =
∑
t ≥1 ce,t . K̂t will denote the sample set of
unique edges after arrival t has been processed. We maintain an
estimator Ĉe,t of Ce,t for each e ∈ K̂t . Implicitly Ĉe,t = 0 if e < K̂t .
Sampling proceeds as follows. If the arriving edge et , K̂t−1
then et is provisionally included in the sample, forming K̂ ′t = K̂t ∪
{et }, and we set Ĉet ,t = cet ,t = 1. The new edge is assigned
a random variable uet distributed iid in (0, 1]. A weight wi,t is
specified for each edge i ∈ K̂ ′t as described below, from which the
edge time-dependent priority at time t is ri,t = wi,t /ui . If |K̂ ′t | > m,
the edge dt = argmini ∈K̂ ′t ri,t of minimum priority is discarded,
and the estimates Ĉi,t of the surviving edges i ∈ K̂t = K̂ ′t \ {dt }
undergo inverse probability normalization through division by the
conditional probability qi,t of retention in K̂t ; see (5). If the arriving
edge is already in the reservoir et ∈ K̂t−1 thenwe increment Ĉet ,t =
Ĉet ,t−1 + 1 and no sampling is needed, i.e., K̂t = K̂t−1.
Unbiased Estimation of Edge Multiplicities. Let Ω denote the
(random) set of times at which sampling takes place, i.e., such that
the arriving edge et is not currently in the reservoir et < K̂t−1 and
|K̂t−1 | = m. For t ∈ Ω′ = Ω \ {minΩ} let ω(t) = max[0, t) ∩ Ω
denote the next most recent time at which sampling took place.
For t ∈ Ω′, the sample counts present in the reservoir accrue
unit increments from arrivals eω(t )+1, . . . , et−1 until sampling takes
place at t . For t ∈ Ω, an edge i ∈ K̂ω(t is selected into K̂t if and
only if ri,t is exceeds the smallest priority of all other elements of
K̂ ′t , i.e.,
ri,t > zi,t := min
j ∈K̂ ′t \{i }
r j,t (3)
Hence by recurrence, i ∈ K̂t requires only if ui < mins {wi,s/zi,s }
where s takes values over {αi (t), . . . ,ω(ω(t)),ω(t), t} where αi (t) is
the most recent time at which edge i was sampled into the reservoir.
This motivates the definition below the pe,t , the edge selection
probability conditional on the thresholds zt , and qe,t the condi-
tional probability for sampling for each increment of time. Let te
denote the time of first arrival of edge e . For t ∈ Ω define pe,t
through the iteration
pe,t =
{
min{1,we,t /zt } if t = minΩ
min{pe,ω(t ),we,t /zt } otherwise (4)
where zt = mine ∈K̂ ′t re,t for t ∈ Ωt in the unrestricted minimum
priority over edges in K̂ ′t . Note that zi,t = zt if i ∈ K̂t . Then Ĉe,t is
defined by the iteration Ĉe,t = 0 for t < te and
Ĉe,t =
(
Ĉe,t−1 + ce,t
) I (ui < wi,t /zi,t )
qe,t
(5)
where
qe,t =

1 if t < Ω
pe,t if t ∈ Ω and e = et
pe,t /pe,ω(t ) otherwise
(6)
For J ⊂ V let t J = minj ∈J tj , i.e., the earliest time at which any
instance of and edge in J has arrived. Let Jt = {j ∈ J : tj ≤ t} i.e.
the edges in J whose first instance has arrived by t . Note in our
model these are deterministic. The proof of the following Theorem
and others in this paper are detailed in Section 8.
Theorem 1. .
(i) E[Ĉe,t ] = Ce,t for all t ≥ 0.
(ii) For each J ⊂ V and t ≥ t J then∏e ∈Jt (Ĉe,t −Ce,t ) : t ≥ t J }
has expectation 0.
(iii) E[∏e ∈J Ĉe,t ] =∏e ∈J Ce,t for t ≥ maxj ∈J tj .
Estimating Subgraph Multiplicities Theorem 1 tell us for a sub-
graph J ⊂ Kt , that ∏e ∈J Ĉe,t is an unbiased estimator of the
multiplicity
∏
e ∈J Ce,t of subgraphs formed by distinct set of in-
teractions isomorphic to J .
Now let h ∈ Ht , the set of subgraphs of G˜t that are isomorphic
toM at time t . We partition the set of interactions in Et that rep-
resent h according to the time of last arrival. Thus it is evident
that CM,t =
∑
s≤t C
(0)
M,s where C
(0)
M,s =
∑
h∈H (0)s Ch\{es },s where
H
(0)
s = {h ∈ Ks : h ∋ es : h  M}, meaning, for each interaction
es , we consider subgraphs h of Ks congruent toM and containing
es , and compute the multiplicity of the h with es removed, i.e., not
counting any isomorphic sets of interactions in which the e = es ar-
rived previously, thus avoiding over-counting. If follows by linearity
that ĈM,t =
∑
s≤t Ĉ
(0)
M,s−1 s an unbiased estimator ofCM,t where
Ĉ
(0)
M,s−1 =
∑
h∈H (0)s Ĉh\{es },s−1. Thus for each arrival et we esti-
mate C J ,t just prior to sampling of et by Ĉ J ,t =
∏
j ∈J \{et } Ĉj,t−1.
For each J ⊂ Ht we increment a running total of M̂t by this amount;
see line 46 in Algorithm 1.
Edge Multiplicity Estimation Variance
Theorem 2. Suppose V̂e,t−1 is an unbiased estimator ofVar(Ĉe,t−1)
that is can be computed from information on the first t − 1 arrivals.
Then
V̂e,t = Ĉ
2
e,t (1 − qe,t ) + I (Be (zt ))V̂e,t−1/qe,t (7)
is a unbiased estimator of Var(Ĉe,t that can be computed from infor-
mation on the first t arrivals.
The computability condition expresses the property that V̂e,t
can be computed immediately when e ∈ K̂t . The relation (7) defines
an iteration for estimating the variance Var(Ĉt ) for any t following
a time s ∈ Ω at which edge e was sampled into K̂s , such that e
remained in the reservoir at least until t . The unbiased variance
estimate V̂e,s takes the value 1/pe,s − 1 at the time s of selection
into the reservoir. In practice V̂e,t only needs to be updated at t ∈ Ω,
i.e., when some edge is sampled into the reservoir, since qe,t = 1
when t < Ω.
Estimation and Variance for Link-Decay Model
The link-delay model adapts (Sec.2.2) through
Ĉδk,t =
(
Ĉδk,t−1e
−1/δ + ck,t
) I (uk < wk,t /zk,t )
qk,t
(8)
which exponentially discounts the contribution from the previous
time slot.
Theorem 3. (i) Ĉδk,t is an unbiased estimator of C
δ
k,t
(ii) Replacing Ĉk,t with ‘̂Cδk,t in the iteration yields an unbiased
estimator V δk,t of Var(Ĉδk,t )
5 EXPERIMENTS
In this section, we perform extensive experiments on a wide va-
riety of temporal networks. We systematically investigate the ef-
fectiveness of the framework for estimating temporal network sta-
tistics (Section 5.1), temporal link strengths (Section 5.2), and tem-
porally weighted motifs (Section 5.3) using the decay model. We
repeat the experiment five different times with sample fractions
p = {0.10, 0.20, 0.40, 0.50}. The temporal network data used in our
experiments is shown in Table 2.
5.1 Estimation of Temporal Statistics
While the proposed framework can be used to obtain unbiased
estimates of arbitrary temporal network statistics, we focus in this
section on two important temporal properties and their distribu-
tions including burstiness [12] and temporal link persistence [17].
For a survey of other important temporal network statistics that
are applicable for estimation using the framework, see [29].
Burstiness. Burstiness B is widely used to characterize the link
activity in temporal networks [29]. Burstiness is computed using the
mean µ and standard deviation σ of the distribution of same-edge
inter-contact times collected from all links, i.e., B = (σ − µ)/(σ + µ).
The inter-contact time is the elapsed time between two subsequent
same-edge interactions (i.e., time between two text messages from
the same pair of friends). Burstiness measures the deviation of
relationship activity from a Poisson process. In Table 3, we use the
proposed framework to estimate burstiness (i.e., computed using the
sampled network). We show the estimated burstiness for sampling
fraction p ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. In addition, we also provide
the relative error of the estimates across the different sampling
fractions. From Table 3, we observe the relative errors are small
and the estimates are shown to converge as the sampling fraction p
increases. In Figure 1, we show the exact and estimated distribution
of inter-contact times for sampling fractions p = 0.1 (top row) and
Table 2: Temporal network data [54]. Note |K | is the number
of static edges (not including multiplicities); |E |= number of
temporal edges; and Cmax= maximum edge weight.
Temporal Network |V | |K | |E | days Cmax
sx-stackoverflow 2.6M 28.1M 47.9M 2774.3 1.04k
ia-facebook-wall-wosn 46k 183k 877k 1591.0 1.3k
wiki-talk 1.1M 2.8M 7.8M 2320.4 1.6k
bitcoin 24.5M 86.1M 129.2M 1811.7 72.6k
CollegeMsg 1.9k 14k 60k 193.7 184
ia-retweet-pol 18k 48k 61k 48.8 79
ia-prosper-loans 89k 3.3M 3.4M 2142.0 15
comm-linux-reply 26k 155k 1.0M 2921.6 1.9k
email-EU-core 986 16k 332k 803.9 5.0k
email-dnc 1.9k 4.4k 39k 982.3 634
ia-radoslaw-email 167 3.2k 83k 271.2 2.9k
ia-enron-email 87k 297k 1.1M 16217.5 1.4k
ia-contacts-dublin 11k 45k 416k 80.4 345
fb-forum 899 7.0k 34k 164.5 171
SMS-A 44k 52k 548k 338.3 10k
ia-contacts-hyper09 113 2.2k 21k 2.5 1.3k
ia-contact 274 2.1k 28k 4.0 168
ia-primary-school 242 8.3k 126k 1.4 764
ia-hospital-ward 75 1.1k 32k 4.0 1.1k
ia-workplace-cont 92 755 9.8k 11.4 737
ia-highschool-cont 327 5.8k 189k 4.0 2.9k
SFHH-conf-sensor 403 9.6k 70k 1.3 1.2k
sx-superuser 192k 715k 1.4M 2773.3 139
sx-askubuntu 157k 456k 964k 2613.8 215
sx-mathoverflow 25k 188k 507k 2350.3 325
copres-LyonSchool 242 27k 6.6M 1.4 2.5k
copres-Thiers13 328 43k 19M 4.4 5.0k
copres-LH10 73 1.4k 150k 3.0 4.4k
p = 0.2 (bottom row). We observe that the estimated distribution
from the sample accurately captures the exact distribution.
Temporal Link Persistence. The persistence of an edge measures
the lifetime of relationships, and is computed as the elapsed time
between the first interaction and the last interaction of the same
edge [29]. Let L denote the average link persistence (or lifetime)
computed over all edges in the full (sampled) network defined as
L = 1|K |
∑
(i, j)∈K τ
(last)
i j − τ
(first)
i j . Relative error of estimated link
persistence is shown in Table 4. In Figure 2, we show the exact and
estimated distribution (i.e., computed using the sampled network) of
link persistence scores for sampling fractions p = 0.1 (top row) and
p = 0.2 (bottom row). We observe that the estimated distributions
from the sampled network across all graphs accurately captures
the exact distribution (for both burstiness and persistence).
5.2 Estimation of Temporal Link Strength
Link strength is one of the most fundamental properties of tem-
poral networks [70]. Therefore, estimating it in an online fashion
is clearly important. Results using Alg. 1 and unbiased estimators
(see Section 4) for temporal link strength estimation are provided
in Figure 3 (top row). We show the distribution of the top-k edges
(k = 10 million) and compare the exact link strength vs the es-
timated link strength. Notably our approach not only accurately
estimates the strength of the link but also captures the correct order
of the links (top-links ordered by their strength from high to low).
From Figure 3 (top row), we observe the exact and estimated link
Temporal Network Sampling
Table 3: Results for estimating temporal burstiness. For each temporal network, we show the estimated burstiness using dif-
ferent sampling probabilities (first row) compared to the exact. The relative error |B̂−B |/B of the estimates is also shown.
Sampling Fraction
Temporal Network 0.1 0.2 0.3 0.4 0.5 Exact
wiki-talk 0.6196 0.6208 0.6208 0.6207 0.6206 0.6206
(error) 0.0017 0.0003 0.0003 <0.0001 <0.0001
ia-facebook-wall-wosn 0.4482 0.4534 0.4535 0.4535 0.4535 0.4535
(error) 0.0116 0.0002 <10−5 <10−5 <10−5
bitcoin 0.7738 0.7642 0.7606 0.7586 0.7579 0.7576
(error) 0.0214 0.0087 0.0040 0.0013 0.0004
sx-stackoverflow 0.6517 0.6712 0.6808 0.6863 0.6891 0.6898
(error) 0.0552 0.0269 0.0130 0.0050 0.0010
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Figure 1: Estimation results for the distribution of inter-contact times compared to the exact distribution. Results are shown
for p = 0.1 (top) and p = 0.2 (bottom).
Table 4: Estimation results for temporal persistence. For each temporal network,we report relative error |L̂−L |/L of the estimates
using different sampling fractions.
Sampling Fraction
Temporal Network 0.1 0.2 0.3 0.4 0.5
wiki-talk 0.1380 0.0412 0.0112 0.0009 <10−6
ia-facebook-wall-wosn 0.1232 0.0023 <10−7 <10−7 <10−7
sx-stackoverflow 0.1718 0.0794 0.0357 0.0119 0.0016
bitcoin 0.1056 0.0207 0.0023 0.0020 0.0024
strengths for the top-k edges to be nearly indistinguishable from
one another. We also compare to uniform edge sampling (Unif-ES),
in which links are sampled from the stream uniformly with the
same probability, results are shown in Figure 3 (bottom row). We
use our proposed unbiased estimators in Section 4 to estimate the
link strength even in the case of uniform edge sampling. While the
estimated link strengths from Online-TNS are nearly identical to
the exact link strengths, estimated distributions from uniform edge
sampling are significantly worse. Due to space constraints, results
100 102 104 106 108 1010
Link Persistence (secs)
100
101
Fr
eq
ue
nc
y
ia-facebook-wall-wosn-dir
Exact
p=0.1
100 102 104 106 108 1010
Link Persistence (secs)
100
101
102
103
104
Fr
eq
ue
nc
y
wiki-talk-temporal
Exact
p=0.1
100 102 104 106 108 1010
Link Persistence (secs)
100
101
102
103
104
Fr
eq
ue
nc
y
sx-stackoverflow
Exact
p=0.1
100 102 104 106 108 1010
Link Persistence (secs)
100
101
102
103
104
105
Fr
eq
ue
nc
y
bitcoin-graph
Exact
p=0.1
100 102 104 106 108 1010
Link Persistence (secs)
100
101
Fr
eq
ue
nc
y
ia-facebook-wall-wosn-dir
Exact
p=0.2
100 102 104 106 108 1010
Link Persistence (secs)
100
101
102
103
104
Fr
eq
ue
nc
y
wiki-talk-temporal
Exact
p=0.2
100 102 104 106 108 1010
Link Persistence (secs)
100
101
102
103
104
Fr
eq
ue
nc
y
sx-stackoverflow
Exact
p=0.2
100 102 104 106 108 1010
Link Persistence (secs)
100
101
102
103
104
105
Fr
eq
ue
nc
y
bitcoin-graph
Exact
p=0.2
Figure 2: Estimation results for the distribution of link persistence scores compared to the exact distribution. Results are
shown for p = 0.1 (top) and p = 0.2 (bottom).
for other graphs have been removed. However, similar results were
observed.
In Table 5, we show the relative spectral norm for online-TNS
and uniform edge sampling (Unif-ES). The relative spectral norm
is defined as ∥C − Ĉ∥2/∥C∥2, where C is the exact time-dependent
adjacency matrix of the input graph, whose entries represent the
link strength, Ĉ is the average estimated time-dependent adjacency
matrix (estimated from the sample), and ∥C∥2 is the spectral norm
of C. The spectral norm ∥C − Ĉ∥2 is widely used for matrix ap-
proximations [1]. ∥C − Ĉ∥2 measures the strongest linear trend of
C not captured by the estimate Ĉ. The results show Online-TNS
significantly outperforms uniform edge sampling, and captures the
linear trend and structure of the data better than uniform sampling.
Table 5: Relative spectral norm results for p = 0.1.
Temporal Network Online-TNS (Alg. 1) Unif-ES
ia-facebook-wall 0.0090 0.3976
sx-stackoverflow 0.0992 0.4360
comm-linux-reply 0.0041 0.1978
ia-enron-email 0.0098 0.4080
SFHH-conf-sensor 0.0090 0.2769
ia-contacts-hyper 0.0034 0.0529
5.3 Estimation of Temporally Weighted Motifs
Recall that our formulation of temporal motif differs from previous
work in that instead of counting motifs that occur within some
time period δ , our formulation focuses on counting temporally
weighted motifs where the temporal motifs are weighted such that
motifs that occur more recent are assigned larger weight than
those occurring in the distant past. This formulation is clearly
more useful and important, since it can capture the evolution of
the network and relationships at a continuous-time scale. Also,
this formulation would be useful for many practical applications
involving prediction and forecasting since it appropriately accounts
for temporal statistics (in this case, motifs) that occur more recently,
which are by definition more predictive of some future event.
In Table 6, we show results for estimating the temporallyweighted
motif counts. For brevity, we only show results for triangle motifs
(both decay and no-decay models), but the proposed framework and
unbiased estimators in Algorithm 1 and Section 4 generalize to any
network motifs. For these results, we set the decay factor δ to 30
days. Notably, all of the temporally decayed motif count estimates
have a relative error that is less than 0.01 as shown in Table 6 (last
column). Furthermore, many of the estimates of the motif counts
(with or without decay) have a relative error of 0. This is due to the
number of unique links being significantly less than the number
of temporal interactions. Nevertheless, this demonstrates that our
efficient temporal sampling framework is able to leverage accurate
estimators for even the smallest sample sizes.
6 RELATEDWORK
Sampling algorithms are fundamental in studying and understand-
ing networks [7, 32, 46]. A sampled network is called representative,
if the characteristics of interest in the full network can be accu-
rately estimated from the sample [7]. Network sampling has been
widely studied in the context of small static networks that can fit
entirely in memory [32]. For instance, there is uniform node sam-
pling [63], random walk sampling[35], edge sampling [7], among
others [11, 38]. More recently, there has been a growing interest in
sampling techniques for streaming network data in which temporal
networks evolve continuously in time [3–6, 18, 30, 31, 37, 50, 60, 62].
For seminal surveys on the topic, see [7, 43].
Most existing methods for sampling streaming network data
have focused on the primary objective of selecting a sample to
estimate static network properties, e.g., point statistics such as
global triangle count or clustering coefficient [5]. However, it is
Temporal Network Sampling
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Figure 3: Temporal link strength estimated distribution vs exact distribution for top-k links . Results are shown for sampling
fraction p = 0.1. (Top) Results for Online-TNS Algorithm 1. (Bottom) Results for uniform edge sampling (Unif-ES).
Table 6: Results for temporallyweightedmotif count estima-
tion. Results for triangle counts are reported using p = 0.1.
Without Decay With Decay
Temporal Network exact est. rel. err. exact est. rel. err.
sx-stackoverflow 15B 15B 0 168M 168M 0.0008
ia-facebook-wall 435M 435M 0.0004 9.9M 9.9M 0.0004
wiki-talk 12B 12B 0.0003 394M 394M 0.0001
CollegeMsg 6.2M 6.1M 0.0148 2.0M 2.0M 0.0003
ia-retweet-pol 380k 371k 0.0236 147k 147k 0.0001
ia-prosper-loans 1.4M 1.4M 0.0056 232k 230k 0.0067
comm-linux-reply 148B 148B 0 242M 242M 0.0002
email-EU-core 21B 21B 0 285M 285M 0
email-dnc 483M 483M 0 251M 251M 0
ia-radoslaw-email 4.1B 4.1B 0 134M 134M 0
ia-enron-email 14B 14B 0 329M 329M 0.0003
ia-contacts-dublin 382M 382M 0.0001 381M 381M 0
fb-forum 3.3M 3.3M 0.0036 763k 758k 0.0067
SMS-A 217M 217M 0 4.0M 4.0M 0
ia-contacts-hyper09 93M 93M 0 88M 88M 0
ia-contact 306M 306M 0 286M 286M 0
ia-primary-school 1.7B 1.7B 0 1.6B 1.6B 0
ia-hospital-ward 1.7B 1.7B 0 1.6B 1.6B 0
ia-workplace-cont 23M 23M 0 17M 17M 0
ia-highschool-cont 10B 10B 0 9.0B 9.0B 0
SFHH-conf-sensor 622M 622M 0 604M 604M 0.0002
sx-superuser 83M 82M 0.0072 2.1M 2.1M 0.0017
sx-askubuntu 71M 70M 0.0035 2.7M 2.7M 0.0069
sx-mathoverflow 269M 269M 0.0008 2.8M 2.8M 0.0005
copres-LyonSchool 65T 65T 0 63T 63T 0
copres-Thiers13 1.5P 1.5P 0 1.3P 1.3P 0
copres-LH10 200B 200B 0 190B 190B 0
unclear how representative these samples are for temporal network
statistics such as the link strength [70], link persistence [17], bursti-
ness [12], temporal motifs [33], among others [29]. Despite the
fundamental importance of this question, it has not been addressed
in the context of streaming and online methods.
The temporally decaying model of temporal networks is use-
ful for many important predictive modeling and forecasting tasks
including classification [53, 59], link prediction [20], influence mod-
eling [25], regression [24], and anomaly detection [2, 57]. Despite
the practical importance of the temporal link decaying model, our
work is the first to propose network sampling and unbiased estima-
tion algorithms for this setting. Therefore, the proposed temporal
decay sampling and unbiased estimation methods bring new oppor-
tunities for many real-world applications that involve prediction
and forecasting from temporal networks representing a sequence
of timestamped edges. This includes recommendation [14, 20], in-
fluence modeling [25], visitor stitching [56], among many others.
There has also been a lot of research on deriving new and impor-
tant temporal network statistics and properties that appropriately
characterize the temporal network [29]. Other recent work has
focused on extending node ranking and importance measures to
dynamic networks such as Katz [26] and eigenvector centrality [67].
These centrality measures use a sequence of static snapshot graphs
to compute an importance or node centrality score of nodes. Since
the proposed temporal sampling framework is general and can be
used to estimate a time-dependent representation of the temporal
network, it can be used to obtain unbiased estimates of these recent
dynamic node centrality measures.
The proposed temporal network sampling framework can also
be leveraged for estimation of node embeddings [58] including both
community-based (proximity) and role-based structural node em-
beddings [10, 55]. More recently, there has been a surge in activity
for developing node embedding and graph representation learning
methods for temporal networks. There have been embedding meth-
ods proposed for both continuous-time dynamic networks consist-
ing of a stream of timestamped edges [34, 39, 48] as well as discrete-
time dynamic networks where the actual edge stream is approxi-
mated with a sequence of static snapshot graphs [41, 49, 57, 65, 66].
All of these works may benefit from the proposed framework as it
estimates a time-dependent representation of the temporal network
that can be used as input to any of these methods for learning
time-dependent node embeddings.
7 CONCLUSION
This work proposed a novel general framework for online sampling
and unbiased estimation of temporal networks. The framework
gives rise to online single-pass streaming sampling algorithms for
estimating arbitrary temporal network statistics. We also proposed
a temporal decay sampling algorithm for estimating statistics based
on the temporal decay model that assumes the strength of links
evolve as a function of time, and the temporal statistics and tempo-
ral motif patterns are temporally weighted accordingly. To the best
of our knowledge, this work is the first to propose sampling and
unbiased estimation algorithms for this setting, which is fundamen-
tally important for practical applications involving prediction and
forecasting from temporal networks. The proposed framework and
temporal network sampling algorithms that arise from it, enable
fast, accurate, and memory-efficient statistical estimation of tem-
poral network patterns and properties. Finally, the experimental
results demonstrated the effectiveness of the proposed approach
for unbiased estimation of temporal network statistics.
8 PROOFS OF THEOREMS
Proof of Theorem 1. Although (i) is special case of (ii), we
prove (i) first then extend to (ii). We establish that
E[Ĉe,t |Ĉe,t−1,Q] −Ce,t = Ĉe,t−1 −Ce,t−1 (9)
for all membersQ of a covering partition (i.e., a set of disjoint events
whose union is identically true). Since Ĉe,te−1 = Ce,te−1 = 0 we
then conclude that E[Ĉe,t ] = Ce,t . For te ≤ e ≤ e ′ let A(1)e (s) =
{e < K̂t−1} (note A(1)e (te ) is identically true), let A(2)e (s, s ′) denote
the event {e ∈ K̂s . . . , K̂s ′}, i.e., that e is in sample at all times in
[s, s ′] . Then for each t ≥ te the collection of events formed by
{A(1)e (s)A(2)e (s, t − 1) : s ∈ [te , t − 1]}, and A(1)e (t) is a covering
partition.
(a) Conditioning on A(1)e (t). On A(1)e (t), et , e implies Ĉe,t =
Ĉe,t−1 = 0 = Ce,t −Ce,t−1. On the other hand et = e implies t ∈ Ω.
Further conditioning on ze,t = minj ∈K̂j,t−1 r j,t−1 then (5) tells us
P[e ∈ K̂t |A(1)e (t), ze,t ] = P[ue < we,t /ze,t ] = pe,t (10)
and hence regardless of ze,t we have
E[Ĉe,t |Ce,t−1,A(1)e (t), ze,t ] = Ĉe,t−1 +Ce,t −Ce,t−1 (11)
(b) Conditioning on A(1)e (s)A(2)e (s, t − 1) any s ∈ [te , t − 1]. Under
this condition e ∈ K̂t−1 and if furthermore et ∈ K̂t−1 then t < Ω
and the first line in (5) holds. Suppose instead et < K̂t−1 so that
t ∈ Ω. LetZe (t , s) = {ze,s ′ : s ′ ∈ [s, t] ∩ Ω}. Observing that
P[Be (t , s)|A(1)e (s),Ze (t , s)] = P[∩s ′∈[s,t ]∩Ω{ue <
we,s ′
ze,s ′
}] = pe,t
then
P[e ∈ K̂t |A(2)e (t − 1, s)A(1)e (s),Ze (t , s)] (12)
=
P[Be (t , s)|A(1)e (s),Ze (t , s)]
P[Be (t − 1, s)|A(1)e (s),Ze (t − 1, s)]
=
pe,t
pe,ω(t )
= qe,t
and hence
E[Ĉe,t |Ĉe,t−1, JtA(1)e (s),Ze (t , s)] = Ĉe,t−1 (13)
independently of the conditions on the LHS of (13). As noted above,
e ∈ K̂t−1 on Be (t − 1, s) hence Ce,t = Ce,t−1 and we recover (9).
Since we now established (9) over all members Q of a covering
partition, the proof of (i) is complete.
(ii) For i ∈ K̂ ′t let z J ,t = minj ∈K̂ ′t \Jt r j,t . Then Jt ∈ K̂t iff ui ≤
wi,t /Z J ,t for all i ∈ Jt . Then a sufficient condition for (ii) is that
E[∏j ∈Jt (Ĉj,t −Cj,t ) |Z J ,t , Jt−1 ⊂ K̂t−1] = 0. A further sufficient
condition for the latter relation is that distributions of the {uj : j ∈
Jt } and independent under the conditioning Z J ,t , Jt−1 ⊂ K̂t−1, for
then the conditional expectation factorizes and the result follows
from (i).
A specific form of conditional independence follows by induc-
tion. Let ZJ ,t = {z J ,s : s ∈ [t J , t]}. and assume conditional on
Z J ,t−1, Jt−1 ⊂ K̂t that the uj : j ∈ Jt−1 and mutually independent
with each uniformly distributed on (0,pj,t−1). Note the weights
wi,t : i ∈ Jt determined by Jt−1 ⊂ K̂t since arrivals are non-
random. Further conditioning on Jt ∈ K̂t result in each i being
uniform on (0,min{pi,t−1,wi,t /z J ,t }] = (0,pi,t ] so completing the
induction. The property is trivial at the time ti of first arrival of
each edge. The form (iii) then follows inductively on the size of the
subgraph J on expanding the product and taking expectations. ■
Proof of Theorem 2. Here we specify V̂e,t being commutable
from the first t arrivals to mean that it is Ft -measurable, where Ft
is set of random variables {uet : t ∈ Ω} generated up to time t . By
the Law of Total Variance
Var(Ĉe,t ) = E[Var(Ĉe,t )|Ft−1] + Var(E[Ĉe,t |Ft−1]) (14)
= E[
(
Ĉe,t−1 + ce,t
qe,t
)2
Var(I (Be (zt ))|Ft−1]
+ Var(Ĉe,t−1 + ce,t ) (15)
= E[
(
Ĉe,t−1 + ce,t
qe,t
)2
qt (1 − qt )] + Var(Ĉe,t−1)(16)
Since V˜e,t :=
(
Ĉe,t−1+ce,t
qe,t
)2
qt (1 − qt ) is Ft−1=measurable, then
V˜e,t I (Be (zt ))/qe,t is Ft -measurable, and
E[ I (Be (zt ))
qe,t
V˜e,t ] = E[E[ I (Be (zt ))
qe,t
|Fe,t ]V˜e,t ] = E[V˜e,t ] (17)
and similarly by assumption on V̂e,t−1,
E[ I (Be (zt ))
qe,t
V̂e,t−1] = E[V̂e,t−1] = Var(Ĉe,t−1) (18)
■
Proof of Theorem 3. (i) follows by linearity of expectation,
while (ii) follows by substitution in (7). ■
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