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Abstract
The scalar Ruelle operators have been extensively studied both in dynamical systems and iterated
function systems. And the Ruelle–Perron–Frobenius theorem for scalar Ruelle operator was well-
known. We mainly set up a vector analogue theory in this paper.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let X be an non-empty compact subset of Euclidean space (Rd , | · |), and let {wj }mj=1
be an iterated function system (IFS) of contractive self-maps on X. Then [9] there exists a
unique non-empty compact set K ⊆ X such that K =⋃mj=1 wj (K). Let {pj }mj=1 be a set
of positive potential functions on K . Recently a lot of attention is focused on the measure
solutions of the equation
λµ =
m∑
j=1
pj (x)µ ◦w−1j
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ered the scalar Ruelle operator P : C(K) → C(K) defined by
Pg(x) =
m∑
j=1
pj ◦ wj(x)g ◦ wj(x), ∀g ∈ C(K).
It has been extensively studied both in dynamical systems and IFS (see, e.g., [1,2,6,11,16,
20]). In [8] Fan and Lau made use of Fan’s work [6] to extend Ruelle–Perron–Frobenius
theorem [2,20] to IFS, and applied it to the study of multifractal structure and Lq -spectrum
of measure µ when the system has non-overlapping.
The multifractal and Lq -spectrum of measure µ become, however, very complicated if
the system has overlaps. In the recent investigation of the self-similar measures generated
by IFS with overlaps, it is seen that in many interesting cases, such measure µ can be
put into a vector form with a new non-overlapping IFS and with non-negative constant
matrix weights (see, e.g., [7,14,15,19]). It includes, for example, the well-known Bernoulli
convolution [13]. Daubechies and Largarias [4] converted the problems of scaling functions
to non-overlapping IFS associated with constant matrix weights. Edgar and Mauldin [5]
made use of some vector-valued operators to study the digraph recursive fractals; and then
Strichartz [18] adapted it to the self-similar family of measures. Leung [12] considered
vector-valued operators defined by recurrent IFS. And the operator was determined by the
IFS with some special non-negative matrix weight functions (see the remark after Cor-
ollary 4.3). Hence it is necessary to consider IFS associated with general matrix weight
functions and set up a theory on vector-valued Ruelle operators defined by such systems.
We now associate each wj with, instead of a positive scalar potential function, a d × d
matrix weight function Aj  0. Throughout this paper we always assume that {Aj }mj=1
satisfies following two conditions:
(H1) each coordinate function of Aj is either positive continuous or zero;
(H2) ∑mj=1 Aj is primitive.
Let C(K,Rd ) denote the set of all continuous Rd -valued functions on K with the supre-
mum norm | · |∞. Then similarly to the scalar Ruelle operator, we define vector-valued
Ruelle operator T : C(K,Rd ) → C(K,Rd ) by
T f(x)=
m∑
j=1
Aj(x)f ◦ wj(x), ∀f ∈ C
(
K,Rd
)
. (1.1)
The paper will focus on studying the eigen-problems and spectral properties of the
vector-valued Ruelle operator. For this we denote by  the spectral radius of T . Let
M(K,Rd ) be the set of all regular Borel Rd -valued measures on K , and let T ∗ be the dual
operator of T . For any f = (f1, . . . , fd)t ∈ C(K,Rd ) and µ = (µ1, . . . ,µd)t ∈ M(K,Rd ),
we define µ(f ) =∑di=1 ∫ fi dµi. We call µ a probability if ∑di=1 µi(K) = 1. Our first
two main results are the following theorems.
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there exists a unique 0 < h ∈ C(K,Rd ) and a unique probability vector-valued measure
µ ∈ M(K,Rd ) such that
T h = h, T ∗µ = µ, and µ(h) = 1.
Moreover, limn→∞ |−nT nf − µ(f )h|∞ = 0, ∀f ∈ C(K,Rd ).
Theorem 1.2. Let h and µ be as in Theorem 1.1. If all coordinate functions of Aj ’s are
Lipschitz continuous, then
(i) there is a constant 0 < γ < 1 such that for any Lipschitz function f,
∣∣−nT nf − µ(f )h∣∣∞ = O(γ n);
(ii)  > |λ| for any eigenvalue λ = .
We remark that Theorems 1.1 and 1.2 are vector analogue of Ruelle–Perron–Frobenius
theorem. We note that Walters [20] and Fan [6] made use of positive scalar eigen-functionh
(i.e., Ph = λh) to define a “normalized” Ruelle operator, and then showed the convergence
theorem. In this paper the matrix weight functions are assumed to be non-negative only. It,
together with the vector form of eigen-function h (i.e., T h = h), creates difficulty for us in
defining “normalized” vector-valued operator L and showing the convergence of sequence
{Lnf}∞n=1. Our proof presented is not a trivial generalization of scalar Ruelle operators
(comparing with, e.g., [6,8,20]). The main idea of the proof is laid down in Proposition 3.1
and Lemma 3.2 on the equicontinuity of {T nf}∞n=1 under a normalization hypothesis. The-
orem 1.2 is a generalization both of Leung’s results for recurrent IFS [12] and classical
Perron–Frobenius theorem for non-negative matrix [17]. Our method differs from the one
in [12].
Our last result (Theorem 5.2) says that the invariant vector-valued measure of system
(i.e., T ∗µ = µ) has the Gibbs property and satisfies the measure separation condition
if the IFS satisfies the open set condition (OSC) [8]. To respond to the motivation, we
remark that the Gibbs property and measure separation condition are key conditions in the
study of multifractal and Lq -spectrum of self-conformal measures [8]. Noting that in many
interesting cases, the self-conformal measures can be put into a vector form with a new
non-overlapping IFS and with non-negative matrix weight functions. Hence it, together
with Theorem 5.2, provides us a possibility to study the multifractal and Lq -spectrum of
self-conformal measures generated by IFS with overlaps. We will present the applications
of paper in our forthcoming paper [22].
We organize the paper as follow. In Section 2 we present some notations and elementary
facts about the systems. In Section 3 we study the Perron–Frobenius properties of the
operators. The spectral properties of operators are discussed in Section 4. In Section 5 we
consider the invariant vector-valued measures generated by self-conformal systems with
the OSC.
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For any A = (aik), B = (bik) ∈ Rn×n′ , we use A B (respectively A > B) to mean that
aik  bik (respectively aik > bik) for any 1  i  n, 1  k  n′. We use A = 0 to mean
the existence of coordinate (i, k) such that aik = 0. We use A  0 to mean both A 0 and
A = 0. A non-negative square matrix A is called primitive if there exists n such that An > 0
[17]. For any matrix 0A ∈ Rd×d , we let ‖A‖ = 1tA1 where 1 = (1,1, . . . ,1)t ∈ Rd .
Throughout the paper we always assume (K, {wj }mj=1) to be a contractive IFS, and
assume matrix weight functions Aj  0 satisfy the conditions (H1) and (H2). We call
the triple (K, {wj }mj=1, {Aj }mj=1) a contractive Dini-vector (respectively Lipschitz-vector)
system if moreover all coordinate functions of Aj ’s are Dini (respectively Lipschitz) con-
tinuous [8]. In this section we always assume that Aj ’s are Dini continuous. For any
f = (f1, f2, . . . , fd)t ∈ C(K,Rd ), we let |f|∞ = max1jd maxx∈K |fj (x)|. Let T be the
vector-valued Ruelle operator defined by (1.1) on such system. For any µ ∈ M(K,Rd ) and
measurable subset D ⊆ K , we denote
µ(D) = (µ1(D),µ2(D), . . . ,µd(D))t .
Let |µ|(D) = µ(1D) where 1D is the Rd -valued characteristic function of set D. We call
µ an invariant vector-valued measure of the system if T ∗µ = µ.
For any multi-index J = (j1j2 · · · jn) with 1  ji  m, we use |J |(= n) to denote the
length of J . Let wJ (x) = wj1 ◦ wj2 ◦ · · · ◦ wjn(x), and let KJ = wJ (K). Define
AwJ (x) =
n∏
i=1
Aji
(
wji+1 ◦ wji+2 ◦ · · · ◦ wjn(x)
)
.
Denote AwJ (x) = (aik(J, x)). Then we can check inductively that for any integer n,
T nf(x) =
∑
|J |=n
AwJ (x)f ◦wJ (x).
We denote the norm of T by |T |, and let |K| denote the diameter of K . To discuss the
eigen-problems of T , we let
r = max
1jm
sup
x =y
|wj(x)− wj (y)|
|x − y| . (2.1)
By the contraction of wj ’s, we have r < 1. Denote Aj(x) = (aik(j, x)), and let
α0(t) = max|x−y|t maxaik(j,·)>0
∣∣ logaik(j, x)− logaik(j, y)∣∣. (2.2)
Then for each 1 j m,
Aj(x)Aj(y)eα0(|x−y|), ∀x, y ∈ K.
By the Dini continuity of Aj ’s, we have
∫ |K |
0 t
−1α0(t) dt < ∞. Define
Φ0(t) =
∞∑
n=0
α0
(
rnt
)
, 0 t  |K|. (2.3)
Hence Φ0 is continuous and Φ0(0) = 0.
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ger n0 such that∑
|J |=n
AwJ (x) > 0, ∀n n0.
Proof. Let b(j)ik = minx∈K aik(j, x), and define Bj = (b(j)ik )d×d . By the assumption (H2),
there exists n0 such that for any n n0,(
m∑
j=1
Aj(x)
)n
> 0, ∀x ∈ K.
It, together with (H1), deduces that (∑mj=1 Bj )n > 0. Hence for any n n0,
∑
|J |=n
AwJ (x)
(
m∑
j=1
Bj
)n
> 0. 
Proposition 2.2. Let (K, {wj }mj=1, {Aj }mj=1) be a contractive Dini-vector system. Then for
any multi-index J and x, y ∈ K ,
AwJ (x)AwJ (y)eΦ0(|x−y|).
Proof. Let r be defined as (2.1). For any J = (j1j2 · · ·jn) and x, y ∈ K ,∣∣wji+1 ◦ · · · ◦ wjn(x)− wji+1 ◦ · · · ◦ wjn(y)∣∣ rn−i |x − y|, ∀1 i  n.
Let α0 be defined as (2.2). Then
Aji
(
wji+1 ◦ · · · ◦wjn(x)
)
Aji
(
wji+1 ◦ · · · ◦wjn(y)
)
eα0(r
n−i |x−y|).
Let Φ0 be defined by (2.3). Hence
AwJ (x)AwJ (y)e
∑n−1
=0 α0(r|x−y|) AwJ (y)eΦ0(|x−y|). 
We remark that  = limn→∞ |T n1|1/n∞ . By Proposition 2.2, we have
(
deΦ0(|K |)
)−1∥∥∥∥ ∑
|J |=n
AwJ (x)
∥∥∥∥ ∣∣T n1∣∣∞  eΦ0(|K |)
∥∥∥∥ ∑
|J |=n
AwJ (x)
∥∥∥∥, ∀x ∈ K.
It follows that
 = lim
n→∞
∥∥∥∥ ∑
|J |=n
AwJ (x)
∥∥∥∥
1/n
.
346 Y.-L. Ye / J. Math. Anal. Appl. 299 (2004) 341–3563. Perron–Frobenius properties
Proposition 3.1. Let {T nf}∞n=1 be an equicontinuous sequence for any f ∈ C(K,Rd ). Sup-
pose that
∑m
j=1 Aj(x)1 = 1. Then there exists a unique probability invariant vector-valued
measure υ defined on K such that
lim
n→∞
∣∣T nf − υ(f ) · 1∣∣∞ = 0, ∀f ∈ C(K,Rd).
Proof. The proof is modified from [20, Theorem 3.1] on the scalar Ruelle operator. For
any f ∈ C(K,Rd ) and n ∈ N, we have
T nf(x) =
∑
|J |=n
AwJ (x)f ◦wJ (x).
By the normalization condition
∑m
j=1 Aj(x)1 = 1, we have∑
|J |=n
AwJ (x)1 = 1. (3.1)
Then the sequence {T nf}∞n=1 is bounded. By Arzelà–Ascoli theorem there exists a f˜ ∈
C(K,Rd ) and a subsequence {T ni f}∞i=1 such that
lim
i→∞
∣∣T ni f − f˜∣∣∞ = 0. (3.2)
We claim that for any 0 < f ∈ C+(K,Rd ), there exists some positive constant bf such that
f˜ = bf · 1. Indeed it follows easily from (3.1) that
f˜ = (f˜1, . . . , f˜d )t > 0, ∀0 < f ∈ C+
(
K,Rd
)
.
By
∑m
j=1 Aj(x)1 = 1, we follow that∣∣T n+1f∣∣∞  ∣∣T nf∣∣∞, ∀n.
It, together with (3.2), follows that
lim
n→∞
∣∣T nf∣∣∞ = limi→∞
∣∣T ni f∣∣∞ = |f˜|∞.
Combining with the continuity of T , we deduce that |T n f˜|∞ = |f˜|∞ ∀n. Then for any n ∈ N
there exist 1 i  d and xn ∈ K such that
|f˜|∞ =
∣∣T nf˜∣∣∞ = ∑
|J |=n
d∑
k=1
aik(J, xn)f˜k ◦ wJ (xn).
Hence it, together with (3.1) and |f˜|∞ = max1kd |f˜k|∞, follows that
f˜k ◦wJ (xn) = |f˜|∞ if aik(J, xn) > 0.
By Proposition 2.1, there exists n0 such that
∑
|J |=n AwJ (x) > 0 ∀n  n0. Then for any
(i, k) and n n0 there exists Jn such that |Jn| = n and
aik(Jn, x) > 0, ∀x ∈ K.
Y.-L. Ye / J. Math. Anal. Appl. 299 (2004) 341–356 347Hence
|f˜|∞ = |f˜k|∞ = f˜k ◦wJn(xn), ∀1 k  d, n n0.
For any 0 < g = (g1, g2, . . . , gd)t ∈ C(K,Rd ), let η0(gk) = minx∈K gk(x) and η(g) =
min1kd η0(gk). We can prove similarly that
η(T nf˜ ) = η(f˜ ) = η0(f˜k), ∀1 k  d, n n0,
and then for any 1 k  d and n n0 there exists yn ∈ K such that
η(f˜ ) = η(T n f˜ ) = f˜k ◦wJn(yn).
Since the wj ’s are contractive, then z0 := limn→∞ wJn(xn) = limn→∞ wJn(yn) ∈ K .
Hence for any 1 k  d ,
|f˜|∞ = lim
n→∞ f˜k ◦wJn(xn) = f˜k(z0) = limn→∞ f˜k ◦ wJn(yn) = η(f˜).
It implies that f˜ is a constant vector-valued function, i.e., f˜ = bf ·1 for some constant bf. The
claim is proved. It, together with (3.1) and (3.2), deduces that limn→∞ |T nf − bf1|∞ = 0.
For any f ∈ C(K,Rd ), we choose some a = (a, . . . , a)t > 0 such that f + a > 0. Note
that T n(f ) = T n(f+a)−a. We follow that limn→∞ T nf = bf1 for some constant bf. Define
υ : C(K,Rd ) → R by
υ(f )= bf, ∀f ∈ C
(
K,Rd
)
.
Then υ(1)= 1. We can check that
υ(αf + βg) = αυ(f )+ βυ(g), ∀α,β ∈ R, f,g ∈ C(K,Rd).
And then υ is a probability vector-valued measure on K . Note that
υ
(
T (f )
)= bT (f ) = bf = υ(f ).
We have T ∗υ = υ. Suppose that there exists another probability vector-valued measure µ
such that T ∗µ = µ. Then for any f ∈ C(K,Rd ),
µ(f) = lim
n→∞T
∗nµ(f ) = lim
n→∞µ
(
T nf
)= µ(υ(f ) · 1)= υ(f ).
Hence µ = υ . 
Lemma 3.2. Let {Aj }mj=1 satisfy the condition
∑m
j=1 Aj(x)1 = 1. Suppose that there exists
a dense subset E of C+(K,Rd ) := {f ∈ C(K,Rd ): f > 0} such that for each f ∈ E, there
exists a continuous function Φ (depends on f) on [0, |K|] with Φ(0) = 0 such that
0 < T nf(x) T nf(y)eΦ(|x−y|), ∀n 0.
Then for each f ∈ C(K,Rd ), {T nf}∞n=1 is a bounded equicontinuous sequence.
Proof. By
∑m
j=1 Aj(x)1 = 1, we have |T n|  1. Let f ∈ E, g ∈ C(K,Rd ). For any
x, y ∈ K and n > 0,∣∣T ng(x)− T ng(y)∣∣ ∣∣T nf(x)− T nf(y)∣∣+ 2∣∣T n∣∣ · |f − g|∞|K|
 |K||f|∞
(
eΦ(|x−y|) − 1)+ 2|K||f − g|∞.
348 Y.-L. Ye / J. Math. Anal. Appl. 299 (2004) 341–356By the assumptions on Aj ’s, E and Φ , we can show that for each f ∈ C+(K,Rd ), {T nf}∞n=1
is a bounded equicontinuous subset of C(K,Rd ).
For any f ∈ C(K,Rd ), we can choose a > 0 such that f + a > 0. Then both
{T n(f + a)}∞n=1 and {T na}∞n=1 are bounded equicontinuous subsets of C+(K,Rd ), hence
{T nf}∞n=1 is also a bounded equicontinuous subset of C(K,Rd ). 
Theorem 3.3. Let (K, {wj }mj=1, {Aj }mj=1) be a contractive Dini-vector system. Then there
exists a unique 0 < h ∈ C(K,Rd ) and a unique probability vector-valued measure µ ∈
M(K,Rd ) such that
T h = h, T ∗µ = µ, and µ(h) = 1.
Moreover, limn→∞ |−nT nf − µ(f)h|∞ = 0 ∀f ∈ C(K,Rd ).
Proof. Denote Aj(x) = (aik(j, x)). Let r , α0, and Φ0 be defined as (2.1), (2.2), and (2.3),
respectively. Then
α0(t) + Φ0(rt) = Φ0(t), ∀0 t  |K|. (3.3)
Set
D = {f ∈ C+(K,Rd): f(x) f(y)eΦ0(|x−y|)}.
It deduces from (3.3) that TD ⊆ D. Let
D0 =
{
f ∈ D: e−Φ0(|K |)1 f 1}.
It is obvious that D0 is a convex compact subset of C(K,Rd ). Define T : D0 → C(K,Rd )
by
T (f)(x) = T (f)(x)|T (f)|∞ .
Then for any f ∈ D0, we have |T (f )|∞ = 1, and
T (f)(x) T (f )(y)eΦ0(|x−y|), ∀x, y ∈ K.
This implies that
1 = ∣∣T (f)∣∣∞1 T (f )(x)eΦ0(|K |), ∀x ∈ K.
So T D0 ⊆ D0. Thus Schauder–Tychonoff fixed point theorem yields an h0 ∈ D0 such that
T h0 = h0. Then T h0 = h0, and then  := |T (h0)|∞ is the largest eigenvalue of∑mj=1 Aj .
It deduces from 0 < h0 ∈ D0 that there exists b  a > 0 such that a1 −nT n1  b1. It,
together with 1 ∈ D, follows that {−nT n1}∞n=1 is a bounded equicontinuous sequence. Let
fn(x) = 1
n
n−1∑
i=0
−iT i1(x).
By the Arzelà–Ascoli theorem, we can assume that there exists an 0 < h ∈ C(K,Rd ) such
that limn→∞ |fn − h|∞ = 0. Then
|T h − h|∞ = lim |T fn − fn|∞ = lim n−1
∣∣1 − −nT n1∣∣∞ = 0,n→∞ n→∞
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bik(j, x)= hk(wj (x))
hi(x)
aik(j, x),
and define Bj (x) = (bik(j, x))d×d . Then by Aj  0 and h > 0, we have Bj  0. Since
the matrix family {Aj }mj=1 satisfies the condition (H1), so does {Bj }mj=1. We claim that∑m
j=1 Bj is primitive. Indeed for any J = (j1j2 · · · jn), denote AJ (x) =
∏n
i=1 Aji (x) =
(aJik(x)) and BJ (x)=
∏n
i=1 Bji (x) = (bJik(x)). By a direct calculation, we can follow from
(H1) that for any 1 i, k  d,
bJik > 0 if and only if a
J
ik > 0.
Since
∑m
j=1 Aj is primitive, there exists integer n0 such that
∑
|J |=n
AJ (x) =
(
m∑
j=1
Aj
)n
> 0, ∀n n0.
Then
∑
|J |=n BJ > 0. Hence the claim follows. By T h = h and the definition of Bj ’s, we
have
∑m
j=1 Bj(x)1 = 1. Define a “normalized” operator L : C(K,Rd ) → C(K,Rd ) by
Lf(x) =
m∑
j=1
Bj (x)f ◦wj (x).
We will prove that the operator L satisfies the conditions of Proposition 3.1. For this we
denote
H(x)=


h1(x) 0
h2(x)
. . .
0 hd(x)

 .
It can be checked that
−1T (H f )(x)= H(x)L(f )(x).
By inductively we have
−nT n(H f)(x)= H(x)Ln(f )(x), ∀n ∈ N. (3.4)
Let E = {f ∈ C+(K,Rd ): f(x)  f(y)ec|x−y| for some c > 0}. Then E is dense in
C+(K,Rd). For any f ∈ E there exist c, c1 > 0 such that
0 < f(x) f(y)ec|x−y| and c−11 1 f c11.
Then by
∑m
j=1 Bj (x)1 = 1 we have
c−11 1 L
n(f ) c11. (3.5)
Let
Φ(t) = ct + Φ0(t), 0 t  |K|.
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α0(t) + Φ(rt)Φ(t). (3.6)
Note that h(x) h(y)eΦ0(|x−y|). We have
H(x)f(x)H(y)f(y)eΦ(|x−y|).
We will prove that for any x, y ∈ K and n > 0,
T n(H f )(x) T n(H f )(y)eΦ(|x−y|).
Indeed for each 1 j m, we have Aj(x)Aj(y)eα0(|x−y|) and
(H f ) ◦wj (x) (H f ) ◦wj (y)eΦ(r |x−y|).
Then it follows from (3.6) that
T (H f )(x)=
m∑
j=1
Aj(x)(H f ) ◦wj (x) T (H f )(y)eΦ(|x−y|).
Inductively we prove that
T n(H f )(x) T n(H f )(y)eΦ(|x−y|).
It, together with (3.4), deduces that
Ln(f )(x) Ln(f )(y)e2Φ(|x−y|).
Combining with (3.5), we follow that the sequence {Ln(f )}∞n=1 is both bounded and
equicontinuous. Lemma 3.2 implies that for any f ∈ C(K,Rd ), the sequence {Ln(f )}∞n=1
is bounded equicontinuous. By Proposition 3.1, there exists a unique probability vector-
valued measure υ ∈ M(K,Rd) such that L∗υ = υ and
lim
n→∞
∣∣Ln(H−1f)− υ(H−1f)1∣∣∞ = 0.
Define µ ∈ M(K,Rd ) by µ(f ) = υ(H−1f ) ∀f ∈ C(K,Rd ). Then µ(h) = υ(1) = 1. And
it, together with (3.4), follows that
lim
n→∞
∣∣−nT n(f )− µ(f )h∣∣∞ = 0. (3.7)
Combining with limn→∞ |fn − h|∞ = 0, we have limn→∞ |−nT n1 − h|∞ = 0, and then
µ(1) = 1. Note that for any f ∈ C(K,Rd ),
µ(T f )= µ(H ·L(H−1f))= υ(L(H−1f))= υ(H−1f)= µ(f ).
We follow that T ∗µ = µ. The uniqueness of h and µ can be deduced easily from
(3.7). 
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In this section we assume that the matrix family {Aj }mj=1 is Lipschitz, and consider
the contractive Lipschitz-vector system (K, {wj }mj=1, {Aj }mj=1). Let L be the set of all
Lipschitz continuous Rd -valued functions on K , i.e.,
L=
{
f = (f1, . . . , fd) ∈ C
(
K,Rd
)
: max
1id
sup
x =y
|fi(x)− fi(y)|
|x − y| < ∞
}
.
For any f ∈L, we define ‖f‖ = |f|∞ + |f|L, where
|f|L := max
1id
sup
x =y
|fi(x)− fi(y)|
|x − y| .
Then (L,‖ · ‖) is a Banach space. We study the operator T |L restricted on the space L.
Denote it by T if no confuse causes.
Definition 4.1 [12]. The operator T is called quasi-compact if there exists a decomposition
L= F ⊕G with following properties:
(i) F and G are closed T -invariant subspaces;
(ii) 1 dimF < ∞;
(iii) sup{|λ|: λ ∈ spec(T |G)} < min{|λ|: λ ∈ spec(T |F )}.
Theorem 4.2. Let (K, {wj }mj=1, {Aj }mj=1) be a contractive Lipschitz-vector system. Then
(i) there exists a unique 0 < h ∈ L and a unique probability vector-valued mea-
sure µ defined on K such that T h = h, T ∗µ = µ, and µ(h) = 1. Moreover
limn→∞ |−nT nf − µ(f )h|∞ = 0 ∀f ∈L;
(ii) T is quasi-compact;
(iii)  > |λ| for any eigenvalue λ = .
Proof. (i) We need only show the existence of such eigen-function h. For this we let Φ0
be defined by (2.3). Then Φ0 is Lipschitz continuous because of the Lipschitz continuity
of Aj ’s. Let h be as in Theorem 3.3. Then
0 < h(x) h(y)eΦ0(|x−y|), ∀x, y ∈ K.
Hence we can deduce that h is also Lipschitz continuous.
(ii) Let r be defined as (2.1). We claim that there exists some constant C > 0 such that
−n
∥∥T nf∥∥ C(|f|∞ + rn‖f‖), ∀f ∈L, n ∈ N.
Indeed let a = min1id minx∈K hi(x), and let C1 = da−1|h|∞. Then for any x ∈ K ,
−n
∑ ∥∥AwJ (x)∥∥ −nd∣∣T n1∣∣∞  da−1−n∣∣T nh∣∣∞ = C1. (4.1)
|J |=n
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C2  1 such that Φ0(t) C2t, ∀t  0. Hence by Proposition 2.2 we have
AwJ (x)AwJ (y)eC2|x−y|, ∀x, y ∈ K,J.
It, together with (4.1), deduces that there exists a constant C3 > 0 such that
−n
∑
|J |=n
∥∥AwJ (x)− AwJ (y)∥∥ C3|x − y|, ∀x, y ∈ K.
Note that for any multi-index J with |J | = n,∣∣f ◦ wJ (x)− f ◦wJ (y)| rn|f|L|x − y|, ∀x, y ∈ K.
Then ∣∣T nf(x)− T nf(y)∣∣

∑
|J |=n
∥∥AwJ (x)− AwJ (y)∥∥ · |f|∞ +
∣∣∣∣ ∑
|J |=n
AwJ (x)
(
f ◦ wJ (x)− f ◦wJ (y)
)∣∣∣∣
 C3n|x − y||f|∞ + rn
∥∥∥∥ ∑
|J |=n
AwJ (x)
∥∥∥∥|f|L · |x − y|.
It follows that
−n
∣∣T nf∣∣
L
 C3|f|∞ + C1rn|f|L.
Thus
−n
∥∥T nf∥∥= −n∣∣T nf∣∣∞ + −n∣∣T nf∣∣L  (C1 + C3)|f|∞ + C1rn|f|L.
Hence the claim follows. Note that limn→∞(C1rn)1/n = r < 1. By making use of Ionescu–
Tulcea and Marinescu theorem [10], we can deduce, similarly to [12], that T is quasi-
compact.
(iii) Otherwise, suppose that there exists an eigenvalue λ such that λ =  and |λ| = .
Then there exists 0 = g ∈ L such that T g = λg. And then g and h are linearly indepen-
dent. We can deduce from (4.1) that n−1−nT n converges to 0 in the weak topology. It,
together with (ii), follows that there exists a k ∈ N such that λk = k (see, e.g., [3, The-
orem VIII.8.3]). Then −kT kq = q, where q := h − g. Note that q and h are linearly
independent. It contradicts the fact∣∣q − µ(q)h∣∣∞ = limn→∞ ∣∣−nkT nkq − µ(q)h∣∣∞ = 0.
Hence  > |λ| for any eigenvalue λ = . 
Corollary 4.3. Let (K, {wj }mj=1, {Aj }mj=1) be a contractive Lipschitz-vector system. Then
there exist constants C > 0 and 0 < γ < 1 such that∥∥−nT nf − µ(f)h∥∥ Cγ n‖f‖, ∀f ∈ L.
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{αh: α ∈ R} and G are closed T -invariant subspaces. Thus for any f ∈L, there exist f1 ∈ F
and f2 ∈ G such that f = f1 + f2. Hence
T n(f ) = nf1 + T n(f2) = nf1 + (T |G)n(f2).
By Theorem 4.2(ii), we have (T |G) = limn→∞ ‖(T |G)n‖1/n < (T ) = . Choose 0 <
(T |G)/ < γ < 1. Then there exists a constant C > 0 such that∥∥−nT nf − f1∥∥= −n∥∥(T |G)n(f2)∥∥ −n∥∥(T |G)n∥∥‖f2‖ Cγ n‖f‖.
By Theorem 4.2(i), we have f1 = µ(f)h. 
We remark that under the assumptions m = d and for any 1 j  d ,
Aj(x) =


0 a1j (x) 0
0 a2j (x) 0
...
...
...
0 adj (x) 0

 with
d∏
i=1
aij (x) > 0.
Leung [12] showed that the vector-valued operator T is quasi-compact. Hence we gener-
alize his work. The theorem is also a generalization of classical Perron–Frobenius theorem
for non-negative matrix (see, e.g., [17].) Moreover, above corollary tells us that the se-
quence −nT nf converges to µ(f)h with geometric rate.
5. Self-conformal IFS
In this section we assume further that wj (1  j  m) is one-to-one and contractive
self-conformal on some open set U0(⊃ K) [8]. We say that IFS (K, {wj }mj=1) satisfies the
open set condition (OSC) [21] if there exists an non-empty bounded open set U such that
wj(U) ⊆ U ∀1 j m, and
wi(U)∩wj (U) = ∅ if i = j.
Such a U is called a basic open set for {wj }mj=1. If moreover U ∩K = ∅, the IFS is said to
satisfy the strong open set condition (SOSC). Throughout this section we always assume
that |w′j (x)|’s are Dini continuous. In this case, we [21] showed that the OSC is equivalent
to the SOSC.
By a direct calculation, we can check that any invariant vector-valued measure µ satis-
fies the following equation:
nµ =
∑
|J |=n
AtwJ ◦w−1J µ ◦ w−1J , ∀n ∈ N. (5.1)
Lemma 5.1. Let contractive self-conformal IFS (K, {wj }mj=1) satisfy the OSC, and let
{Aj }m satisfy the condition ∑mj=1 Aj(x)1 = 1. Suppose that the system (K, {wj }m ,j=1 j=1
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basic open set U such that
µ(∂U) = µ
( ⋃
|J |=n
∂UJ
)
= 0, ∀n.
Proof. Let U be a basic open set with U ∩ K = ∅. Then µ(U ∩ K) = 0. By the OSC, we
have
⋃
|J |=n UJ ⊆ U ∀n, and
UI ∩ UJ = ∅ for any I = J with |I | = |J |. (5.2)
We claim that µ(
⋃
|J |=n UJ ) = µ(U) ∀n ∈ N. Indeed by
∑m
j=1 Aj(x)1 = 1, we have
 = 1. It, together with (5.1) and (5.2), deduces that
µ(UJ ) =
∫
U
AtwJ (x) dµ(x), ∀J.
Then |µ|(UJ ) = µ(1tUAtwJ ), and then
|µ|
( ⋃
|J |=n
UJ
)
=
∑
|J |=n
|µ|(UJ ) = µ
( ∑
|J |=n
1tUA
t
wJ
)
= µ(1U) = |µ|(U).
(The three identity is because ∑|J |=n AwJ (x)1 = 1.) It, together with µ(⋃|J |=n UJ ) 
µ(U), follows the claim. Combining with the uniqueness of probability invariant
vector-valued measure, we can deduce, similarly to [8, Lemma 2.5], that µ(∂U) =
µ(
⋃
|J |=n ∂UJ ) = 0. 
Theorem 5.2. Let self-conformal Dini-vector system (X, {wj }mj=1, {Aj }mj=1) satisfy the
OSC, and let µ be a probability invariant vector-valued measure. Then
(i) µ(KI ∩ KJ ) = 0, ∀I = J, |I | = |J |;
(ii) there exists a constant C > 0 such that for any multi-index J ,
C−1  |µ|(KJ )
−|J |‖AwJ (x)‖
 C, ∀x ∈ K.
Proof. (i) Let 0 < h ∈ C(K,Rd ), the diagonal matrix H and operator L be as in the proof
of Theorem 3.3. Then there exists a unique probability invariant vector-valued measure
υ such that L∗υ = υ. Define µ′ = H−1υ, i.e., µ′(f) = υ(H−1f ) ∀f ∈ C(K,Rd ). Then
µ′ is a probability invariant vector-valued measure with µ′(h) = 1. By Theorem 3.3, we
have limn→∞ −nT nf = µ′(f )h ∀f ∈ C(K,Rd ). It follows that µ = limn→∞ −nT ∗nµ =
µ(h)µ′ weakly. By the probability of both µ and µ′, we have µ = µ′. Let U be the basic
open set in the proof of Lemma 5.1. Then K ⊆ U¯ and KI ∩ KJ ⊆ U¯I ∩ U¯J . It deduces
from (5.2) that KI ∩ KJ ⊆ ∂UI ∩ ∂UJ , and then by Lemma 5.1 we have
υ(KI ∩ KJ ) = 0, ∀I = J, |I | = |J |.
Hence by µ = H−1υ , we have
µ(KI ∩KJ ) = 0, ∀I = J, |I | = |J |.
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|J |µ(KJ ) =
∫
K
AtwJ (x) dµ(x), ∀J.
Then by Proposition 2.2, there exists a constant C > 0 such that
C−1  |µ|(KJ )
−|J |‖AwJ (x)‖
 C, ∀x ∈ K,J. 
Example 5.3. Let sj (x) = 3−1(x + 2j), j = 0,1,2,3. It is clear that K := [0,3] is the
invariant set of the IFS. We associate the IFS with positive Dini continuous potential func-
tions {pj }3j=0, then there exists a unique probability measure µ satisfying
µ =
3∑
j=0
pj (x)µ ◦ s−1j . (5.3)
We remark that the IFS {sj }3j=0 has overlaps. Define R3-valued measure µ by
µ(A) =
(
µ(A∩ [0,1])
µ(A ∩ [0,1] + 1)
µ(A ∩ [0,1] + 2)
)
for any Borel subset A ⊆ R. It is direct to check that suppµ ⊆ [0,1]. Denote X = [0,1].
Let wj(x) = 3−1(x+j), j = 0,1,2. And let matrix weight functions B0,B1, and B2 equal(
p0 0 0
0 p1 0
p3 0 p2
)
,
( 0 p0 0
p2 0 p1
0 p3 0
)
, and
(
p1 0 p0
0 p2 0
0 0 p3
)
,
respectively. Then Eq. (5.3) is equivalent to
µ =
2∑
j=0
Bj (x)µ ◦w−1j .
Since wj(X◦) ⊂ X◦ and wi(X◦) ∩ wj(X◦) = ∅, ∀i = j , then the IFS {wj }2j=0 has non-
overlapping. Let Aj(x) := Btj (wj (x)). We can check that the system (X, {wj }2j=0, {Aj }2j=0)
satisfies the conditions of Theorem 5.2.
The above theorem says that the invariant vector-valued measure has the Gibbs
property |µ|(KJ ) ≈ −|J |‖AwJ (x)‖, and satisfies the measure separation condition
µ(KI ∩ KJ ) = 0. We will see that it can be used to study the multi-fractal of measure
µ in our forthcoming paper [22].
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