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ABSTRACT OF DISSERTATION
QUANTUM PHASES AND PHASE TRANSITIONS IN DESIGNER SPIN
MODELS
This work focuses on numerical studies of quantum spin systems. These simple models
are known to exhibit a variety of phases, some of which have no classical counterpart.
Phase transitions between them are driven by quantum fluctuations and the uncon-
ventional nature of some such transitions make them a fascinating avenue of study.
Quantum Monte Carlo (QMC) is an indispensable tool in the study of these phases
and phase transitions in two and higher dimensions. Nevertheless, we are limited by
our inability to simulate models that suffer from the infamous sign problem. While
the case of S = 1
2
has been studied extensively due to availability of sign problem
free models, not much progress has been made for higher S. In a first part of this
dissertation, a systematic procedure to write down a large family of “designer hamil-
tonians”, i.e. models constructed to be free from the sign problem (“de-signed”), for
arbitrary spin-S is given. Three applications of this procedure are also presented. As
a first application, a S = 1 interaction is constructed on the square lattice realizing
a novel “Haldane Nematic (HN)” phase that breaks the lattice rotational symme-
try while preserving lattice translational symmetry and spin rotational symmetry.
By supplementing our model with a two-spin Heisenberg interaction, a study of the
transition between Néel and HN phase is presented, which we find to be of first order.
In a second application, the Néel to four-fold columnar valence bond solid (cVBS)
phase transition in a sign free S = 1 square lattice model is studied. Our simulations
provide unambiguous evidence for a direct conventional first-order quantum phase
transition demonstrating a sharp contrast with the S = 1
2
case, where this transition
is a prototypical example of an unconventional continuous transition. In our third
application, all possible sign-free two-site spin-S interactions are constructed and the
phases that are realized by these new nearest neighbour models are investigated on
the square lattice.
In a second part, the superfluid-VBS quantum phase transition is studied in a spin
model in presence of easy plane anisotropy, i.e. spins preferentially align in a plane.
The model studied is an interpolation of two models: (a) a rotationally symmetric
model that appears to host a continuous transition even on the biggest lattices stud-
ied (b) the other is an easy plane version of the aforementioned model that clearly
shows a first order transition even on relatively small lattices. In our simulations, the
nature of the transition was found to be first order in the presence of an easy plane
anisotropy, indicating the superfluid-VBS transition in the two-component easy plane
model is generically discontinuous.
In a third part, we study the SU(N) generalization of the Heisenberg antiferro-
magnet on the BCC lattice. Our numerical studies of the model show that magnetic
order present for N = 2 is destroyed for N > 15 and valence bond solid order is
observed for N ≥ 17. The nature of the phase at N = 16 and the nature of the phase
transition between different phases is investigated.
KEYWORDS: Quantum Magnetism, Quantum Phase Transitions, Quantum Monte
Carlo, Heisenberg Model, Spin Liquids
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shows the Néel order parameter, the right panel shows the order param-
eter for the Haldane nematic. The inset on the upper right shows the
conventional “dimerized” (π, 0) VBS order, 〈φ2〉 that breaks translations
as well as rotations, which is found to vanish in the model under study here. 32
2.6 Behavior of the HN order parameter at the thermal transition at g = 0.5,
along the vertical dashed line in Fig. 2.4. The left panel shows the his-
tograms of the order parameter ψ as T is lowered showing the emergence
of two symmetry related Ising peaks, and no evidence for first order be-
havior or phase co-existence. The right panel shows the collapse of the HN
order parameter with two dimensional Ising critical exponents, providing
further evidence for a two-fold symmetry breaking in the ground state,
consistent with Fig. 1.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
ix
2.7 Evidence for first order behavior at the phase transition at T = 1 in
Fig. 2.4. The left panel shows the histogram for m2. The right panel
shows the histograms for ψ. The data shows that the double peaked
behavior clearly gets sharper as the system size, L is increased, indicating
that first order behavior persists in the thermodynamic limit. . . . . . . 34
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4.1 The (a) Heisenberg hamiltonian and the (b) biquadratic hamiltonian,
which are the two interactions for S = 1 corresponding to Nb = 1 and
Nb = 2 = 2S, are depicted pictorially when written in the mini-spin lan-
guage. The grey bubbles represent spin-1 sites, the two circles inside the
grey bubble represent the two constituent spin-1
2
’s that sum to give S = 1.
The black line represents a 1
4
−s.s interaction between two spin-1
2
’s on two
different sites. The Heisenberg model, ~Si.~Sj − 1, is a sum on 4 terms as
shown in (a). The biquadratic model, (~Si.~Sj)
2 − 1, is a sum on the two
terms shown in (b) (see appendix B.1 for a detailed explanation). . . . . 48
4.2 Finite size scaling of magnetic order parameter 〈m2S〉 for different two spin
interactions. Nb is the number of spin-
1
2
bonds between the two sites.
Extrapolation to a finite value in the L→∞ limit indicates Néel order. . 49
5.1 Phase Diagram of HJQλ described by Eq. 5.1 as a function of λ and g ≡
Q/J . Using the model HJQλ we can access the phase boundary between
the Néel and VBS phases. The transition at λ = 0 was demonstrated to
be first order previously [1]. We find that this transition is first order for
λ = 0.5 and λ = 0.75. The signals of first order that we detect vanish at
the symmetric point λ = 1 even on the largest lattices simulated here. . . 52
5.2 Quantum Monte Carlo results for the transition from superfluid to the
VBS phase for λ = 0.5: (a)-(b) show the quantities Rm2⊥ and Rφ2x respec-
tively, defined by Eq. (A.13) cross for different L at the transition point.
The x̂-axis on these graphs is identical to the one show in (c). (c) The same
data as shown in (a-b) but here together, suggesting an accurate estimate
for the critical coupling can be obtained from the crossing ofRm2⊥ andRφ2x
for a given value of L. (d) Values of coupling at the crossings of L and
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C
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Chapter 1
Introduction
Magnetism has been known to humanity for thousands of years. Our modern under-
standing of magnetism stems from a series of discoveries in the 1800’s that shed light
on its deep connection with electricity [2]. The discovery of magnetism has not only
been essential in the formulation of some of the most fundamental laws of physics,
but it has also lead to the technological revolution. Magnets play an indispensible
role in the workings of several electrical devices we use today, such as hard disks,
MRI machines, motors, generators etc.
We now know that materials owe their magnetic properties to the spin and orbital
angular momenta of electrons orbiting the nuclei of atoms. Ferromagnetic materials
exhibit macroscopic domains in which magnetic moments locally orient parallel to
one another. These are the ordinary “magnets” that mankind has been familiar with
for millenia.
A much more recently discovered magnetic phenomenon than ferromagnetism is
antiferromagnetism. In antiferromagnetic materials, magnetic moments of neighbour-
ing atoms tend to align in the opposite direction. This concept was proposed by Louis
Néel in 1932 [3, 4], helping explain the anomolously large temperature independent
magnetic susceptibilities of manganese and chromium. He introduced the notion of
interpenetrating sublattices with the moments on one of the sublattices pointing in a
certain direction but those on the other sublattices pointing in the opposite direction
(see Fig. 1.1).
This simple picture of antiferromagnetism involving interpenetrating sublattices,
1
(a) (b)
Figure 1.1: The two interpenetrating sublattice picture introduced by Néel in 1932.
The two different colored circles represent two different sublattices on which the
atomic magnetic moments point in opposite directions. If we label the two sublat-
tices as A and B, a site on the A sublattice should have maximum possible neighbours
of B sublattice, by energy considerations. The (a) square lattice and (b) cubic lattice,
shown here, are examples of bipartite lattices, i.e. lattices where the A and B sublat-
tices can be chosen such that, an A sublattice site has all neighbours that belong to
B sublattice. Other examples of bipartite lattices are the honeycomb, diamond and
BCC lattices. Kagome, triangular and FCC lattices are non-bipartite.
however, drew some skepticism [5] as it did not fit in any quantum description. This
was due to the fact that the strict antiparallel orientation of the spins on opposite
sublattices did not correspond to the ground state of Heisenberg’s exchange inter-
action, a quantum model that was thought to describe antiferromagnetic materials.
Conclusive evidence confirming the picture proposed by Néel was given by neutron
diffraction experiments on MnO in 1949 by Clifford Shull and Samuel Smart [6], where
it was observed that the unit cell of this compound was twice that of the lattice unit
cell.
The specific arrangements of a large number magnetic moments in ferromagnets
and antiferromagnets is an example of order. The formation of order corresponds to
breaking of a certain symmetry in the system. For e.g., the formation of a solid cor-
responds to breaking of continuous translational symmetry and ferromagnetic order
corresponds to breaking of time reversal symmetry. The concept of order is a central
one in condensed matter physics. When order breaks, the symmetries of the system
2
change giving rise to a phase transition.
Presence of strong quantum fluctuations at low temperatures can destabilize an-
tiferromagnetic order. Originally motivated by the discovery of high temperature
superconductivity in cuprates, this magnetic disordering transition induced by quan-
tum effects is a major avenue of study in condensed matter physics [7]. The so
called parent compounds of cuprate high-Tc superconductors are antiferromagnetic
insulators, which upon doping with charge carriers become superconducting [8]. The
raising of the superconducting transition temperature well above the melting point of
nitrogen in the these materials [9] was an exciting development in condensed matter
physics. The superconducting phase in these materials has been proposed to be an
exotic quantum phase that does not have any classical analogue [10]. Some generic
aspects of the phase transition out of the Néel phase upon doping with charge carriers
can be understood based on spin models [11]. The majority of this thesis focuses on
studying phase transitions involving disordering of Néel order using quantum fluctu-
ations in spin models without introducing charge carriers.
1.1 Introduction to Spin Models
One of the main goals of theoretical physics is to devise and employ simple mathe-
matical models to explain natural phenomena. In condensed matter and statistical
physics, spin models serve the role of such models, primarily to explain the phenom-
ena of magnetism.
One of the simplest examples of a spin model is the Ising model [12]. This model
provides a simple theoretical description of ferromagnetism. The variables that rep-
resent magnetic moments are given by spins that live on a lattice which can each
take two values, σi = ±1. Assuming that magnetic moments in atoms only influences
its neighbours, this model helps investigate how a large fraction of spins are made
to point in the same direction owing to short range interactions. The interaction
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between neighbouring spins in this model is defined as:
E = −
∑
〈ij〉
σiσj (1.1)
where E is the energy. It is energetically favorable for neighbouring spins to agree
favoring a macroscopically large number of spins to point in the same direction, i.e.
a non-zero net magnetization is favored. In two and higher dimensions, the Ising
system is in a state where net magnetization is finite for temperatures lower than a
non-zero critical temperature (in 1d this state exists only at zero temperature). Above
this critical temperature, thermal fluctuations drive it into a completely disordered
(non-magnetized) state. This is one of the simplest models known to undergo a
phase transition. Even though the original motivation of the model was to describe
ferromagnetism, the theory of the phase transition in this model also describes the
liquid-gas phase transition.
The Ising model is one example of a classical spin model. For phase transitions
that occur at finite temperature, thermal fluctuations dominate quantum fluctua-
tions. Therefore the models used to study these transitions can be described entirely
by classical Hamiltonians. Classical spin models have played an invaluable role in
forming our understanding of temperature driven transitions. At low temperatures,
however, quantum effects play an important role in determining the ground state
properties of a system. Quantum phase transitions are particularly interesting and
form a major area of research. Quantum spin systems have played an indispensable
role in theoretical studies of quantum phase transitions and quantum many body
states [7, 13].
Quantum Spin Systems
In a quantum spin system the spins residing at lattice sites are are operators. One
example of an extremely important quantum spin interaction is the Heisenberg model :
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Figure 1.2: Phase transition in the Ising model. At zero temperature, all spins point
in the same direction, thus minimizing the energy. For T < Tc, the system remains
in a phase where there is net magnetization, i.e. a macroscopically large number of
spins point in the same direction. On increasing the temperature furthur, thermal
fluctuations drive it into a completely disordered phase, maximizing the entropy.
H = J
∑
〈ij〉
~Si.~Sj = J
∑
〈ij〉
(Sxi S
x
j + S
y
i S
y
j + S
z
i S
z
j ) (1.2)
Here Sx, Sy, Sz are operators, that commute on different sites but obey standard
spin commutation relations on the same site:
[Sµi , S
ν
j ] = 0 , [S
µ
i , S
ν
i ] = iεµνρS
ρ
i (1.3)
In case of spin-1
2
, these operators are : Sx = σx
2
, Sy = σy
2
, Sz = σz
2
where σx, σy
and σz are Pauli matrices as shown below:
σx =
0 1
1 0
 σy =
0 −i
i 0
 σz =
1 0
0 −1
 (1.4)
In general, solving for the full spectrum of any quantum spin Hamiltonian is
computationally non-trivial for a large number of particles. Numerical diagonalization
of the Hamiltonian on a finite size system becomes exponentially harder on increasing
the system size. This is because the Hilbert space of more than one spin is a tensor
product of the Hilbert spaces of the individual spins. If Ns is the number of spin-
1
2
sites, the Hilbert space is 2Ns dimensional corresponding to each spin-1
2
having Sz =
5
±1
2
. The Ns = 2 Heisenberg model can easily be solved as it involves diagonalization
of a 22 × 22 matrix. The eigenstates of the two site Heisenberg interaction, with
eigenvalues Ei are:
1. S = 0 state (singlet): |↑↓〉−|↓↑〉
2
, E1 = −3J4
2. S = 1 state (triplet): | ↑↑〉, | ↓↓〉, |↑↓〉+|↓↑〉
2
, E2 = E3 = E4 =
J
4
The lowest energy state for the antiferromagnet (J > 0) is the singlet and for the
ferromagnet (J < 0) is the triplet.
In a typical physical system one has close to Avogadro number (1023) of particles.
For any practical purpose, therefore, we want to study the behavior of the system in
the thermodynamic limit (Ns →∞). Hence it is essential to have access to informa-
tion about the behaviour of systems of large size to make extrapolations to infinite
system size more trustworthy. Even though the dimensionality of a 2Ns × 2Ns di-
mensional Hamiltonian can be reduced making use of the its symmetries, exponential
growth of this dimensionality makes numerical diagonalization prohibitively expen-
sive for S = 1
2
systems having more than about 40 spins (For S > 1
2
the Hilbert space
of each individual spin is 2S + 1 dimensional, making it even harder than the S = 1
2
case).
Reliable extrapolation of finite size behavior to the thermodynamic limit is crucial
in determining the phase of the system and in studying these phase transitions. A
quantity that helps us detect order in a phase is called the order parameter. In the
limit of infinite size the order parameter goes to a finite value in an ordered phase and
to zero in a disordered phase. An example of an order parameter is magnetization,
which helps us detect long range ferromagnetic order:
m =
1
N
N∑
i=1
Sz (1.5)
Quantum spin systems often have very rich phase diagrams. The existence of
non-magnetic states and quantum phase transitions between them and the Néel state
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has generated much of the current interest in quantum spin systems [13]. This is the
main theme of the numerical simulations carried out in this dissertation.
1.2 Quantum phases and phase transitions
As explained in the previous section, the prime obstacle in the study of quantum spin
systems is the exponential increase with system size of the difficulty of the problem.
Nevertheless, several exact analytic solutions exist in one dimension that make it
possible to solve the problem for infinite system size.
One-dimensional Quantum Spin Systems
The study of quantum spin chains has a long history. It dates back to the Bethe
Ansatz in 1931 where Hans Bethe introduced the S = 1
2
Heisenberg chain [14]:
H = J
∑
〈ij〉
(Sxi S
x
j + S
y
i S
y
j + S
z
i S
z
j ) = J
∑
〈ij〉
(Szi S
z
j +
1
2
(S+i S
−
j + S
−
i S
+
j )) (1.6)
where S+i = Sx + iSy and S
−
i = Sx − iSy are the spin raising and lowering operators.
The highest possible total spin of Ns number of spin-
1
2
sites is Ns
2
. It can easily be
shown that the set of all states having the highest total spin are degenerate ground
states for the ferromagnetic case (J < 0). The perfectly ferromagnetic state with all
spins pointing in the same direction shown in Fig 1.3(a) is part of this set of degen-
erate states. Bethe exactly solved for all the energy eigenstates of the Hamiltonian,
and it follows from his solution that the model has gapless excitations. Gapless exci-
tations are known to accompany spontaneous breaking of continuous symmetries in
the form of Goldstone modes. In one dimension, however, Mermin-Wagner theorem
forbids continuous symmetry from being broken spontaneously, forbidding long range
magnetic order.
While the spin raising and lowering operators in eq. 1.6 destroy the perfectly
ferromagnetic state, they create local defects in the perfectly antiferromagnetic state
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or the Néel state shown in Fig. 1.3(b), as can be seen in the following example with
four spins:
S+2 S
−
3 | ↑↑↑↑〉 = 0 (1.7)
S+2 S
−
3 | ↑↓↑↓〉 = | ↑↑↓↓〉 (1.8)
Thus the Néel state is not even an eigenstate of the antiferromagnetic Heisenberg
model. As we saw before, the ground state of the two spin Heisenberg antiferromag-
netic interaction was a singlet. Hence, it is plausible that neighbouring spins tend to
form singlets and the pattern of singlets form long range order as shown in Fig. 1.3(c).
Although this kind of order, called dimerized order, breaks a discrete symmetry and
hence is possible in one dimension, it is not the true groundstate of the system. The
groundstate is now well established to be a critical state where correlations of all
quantities, spins and dimers (singlet bonds), decay as a power law [15]. One of the
ways this power law is explained is with the help of an effective low energy field
theory description. The long distance physics of this system, and a wider class of 1d
S = 1
2
systems that share its symmetries, can be described by a Wess-Zumino-Witten
(WZW) nonlinear σ-model with topological coupling, k = 1 [16]. This field theory
also describes the long distance behaviour of a generic half-integer spin antiferromag-
netic chain.
An alternative field theoretic description of quantum spin chains was given by
Haldane in 1983 and it was one of the reasons he got the Nobel prize in 2016. He
introduced a mapping of the Heisenberg antiferromagnetic chain to an O(3) nonlinear
σ-model with a topological θ term [17–19]. The O(3) vector has the interpretation
of being the Néel order parameter. Based on this field theory, he proposed that
generically, half-integer spin chains exhibit gapless excitations and power law decay
of correlations while integer spin chains are gapped with exponential correlations.
Haldane’s proposal was counter to expectation. Naively, one would expect the
S = 1 case to have more tendency to order than the S = 1
2
case given that it is more
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(a) Ferromagnetic order (b) Néel order
(c) Dimerized order
Figure 1.3: Spin states on a 1d chain: (a) Perfectly ferromagnetic state with all
spins pointing in the same direction (b) Perfect antiferromagnetic (Néel) order with
alternating up and down spins (c) The pattern of singlets, a.k.a dimers, (represented
by ovals) form long range order, that breaks translational symmetry of the chain.
Figure 1.4: The AKLT construction where a S = 1 chain is rewritten in terms of
spin-1
2
’s. The dashed circle denotes a site on the chain, and the two blue filled circles
denote the two spin-1
2
’s which add symmetrically to give a total S = 1 at each site.
The black line denotes a singlet between two neighboring spin-1
2
’s. The two unpaired
spin-1
2
’s at the edges are characteristic of the Haldane phase.
classical. On the contrary, the groundstate of the S = 1 Heisenberg model happens to
be completely disordered with correlations of all quantities decaying exponentially. As
is consistent with Haldane’s suggestion, there is also a gap to excitations. This state
cannot be characterized by any local order parameter and it interestingly exhibits
S = 1
2
states at the edge. The phase can be understood in terms of an Affleck-
Kennedy-Lieb-Tasaki (AKLT) construction1 [21]. In this construction, each S = 1 is
replaced by two S = 1
2
’s and each S = 1
2
then forms a singlet with a neighbouring
one as shown in Fig. 1.4.
1This construction was shown to be the exact groundstate of a different hamiltonian, HAKLT =∑
〈ij〉
{
~Si.~Sj +
1
3
(
~Si.~Sj
)2}
. However, numerical studies have shown this to be the ground state of the
Heisenberg model too [20]
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The role of the quantum mechanical spin, S, in groundstate properties of quan-
tum spin chains is now well established and the picture is consistent with Haldane’s
conjecture. This development can be credited to availability of analytic solutions in
1d [22, 23], conformal field theories [16] and numerical techniques [24] which have
helped guide and test the field theories on microscopic models [25]. The natural
question that one can now ask is, how does the value of S affect the phase diagrams
of spin systems in 2d? This question is largely unanswered.
Two-dimensional Quantum Spin Systems
The study of destruction of Néel order and phase transitions to non-magnetic phases
in two dimensions has been motivated largely by cuprate high-Tc superconductors.
The weakly coupled antiferromagnetic layers in these materials are well described by
the 2d S = 1
2
Heisenberg model.
The S = 1
2
nearest neighbour Heisenberg model lacks an exact solution in 2d.
Nevertheless, it is well established that the ground state of this model on the square
lattice is the Néel state. This is deduced from the results of a number of approximate
analytical techniques (spin wave theory, Schwinger Boson mean field theory) [26–28]
which are also consistent with the more reliable results of numerical techniques [29,
30]. The ground state of the Heisenberg model on the square lattice for any value of
S is known to be in the Néel state [31] (also see appendix A of Ref. 21). This is in
contrast with the 1d chain where the ground state properties depend on whether S
is integer or half integer.
Quantum spin systems in two dimensions can host a variety of magnetically dis-
ordered states. The valence bond solid (VBS) is an example of such a state that
breaks the translational symmetry of the square lattice keeping the spin rotational
symmetry intact. In this state each spin forms a singlet with its neighboring spin and
the pattern of singlets form long range columnar order as shown in Fig 1.5(b). An-
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(a)
(b)
(c)
Figure 1.5: Phases in 2d systems: (a) Semiclassical Néel state breaking the spin
rotational symmetry (b) valence bond solid (VBS) phase where the pattern of singlets
forms columnar order (ovals represent singlets between the two spins) breaking lattice
translational symmetry: this state is a four-fold degenerate state on the square lattice,
corresponding to singlets forming along one of the four directions of bonds coming
out of a site, two in the x-direction and two in the y-direction (c) quantum spin liquid
is a superposition of a large number of singlet coverings on the square lattice.
other example of a quantum disordered state is the exotic quantum spin liquid state,
which has no long range order and is characterized by long range entanglement. As
shown in Fig. 1.5(c), this state is a superposition of a macroscopically large number
of singlet coverings on the lattice.
The types of non-magnetic phases possible depends on the value of the spin, S.
While the VBS phase can be realized by any spin-S system, the “Haldane Nematic”
(HN) phase [32], shown in Fig. 1.6, is a phase that is only possible for integer S.
This phase breaks the rotational symmetry of the square lattice by forming AKLT
chains (Fig. 1.4), while preserving lattice translations, spin rotations and time rever-
sal. While the VBS state has a four fold degeneracy, the HN state has a two fold
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Figure 1.6: Haldane nametic (HN) phase on a square lattice with an integer spin at
every site. In the S = 1 case, each spin can be rewritten as a symmetrized sum on two
spin-1
2
’s as in fig. 1.4 and singlets form between neighbouring spin-1
2
’s (represented
by ovals here) in the same way as in the AKLT construction. The HN state has two
degenerate states corresponding to the AKLT chains forming in the x (left) and y
(right) directions. Such a nematic state is possible for any integer spin. For general
integer spin-S, the spin is replaced by 2S spin-1
2
’s, and a singlet bond is formed
between S spin-1
2
’s of two neighbouring sites.
degeneracy corresponding to the AKLT chains forming in either the x or y direc-
tion. The possibility of existence of this phase has been proposed in the crystals of
FeSe [33], an iron-based superconductor that has triggered a great deal of interest
due to its paramagnetic normal state [34–38].
Quantum Phase Transitions
The Néel state on the square lattice can be disordered at T = 0 by introducing ap-
propriate interactions, e.g. competing interactions or couplings that favor formation
of singlets in a specific pattern. Some of these quantum phase transitions are pecu-
liar as they cannot be described within the well established Landau-Ginsburg-Wilson
framework that was traditionally used to describe phase transitions.
The Néel-VBS phase transition is one between two ordered phases that break
different symmetries, i.e. spin rotations and lattice translations respectively. A
theoretical description was proposed for this transition where order parameters of
both the orders go continuously to zero on approaching the critical point on either
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side [39, 40]. This is the celebrated “deconfined critical point”. The transition is an
example of an exotic continuous transition where a conventional Landau-Ginzburg-
Wilson analysis of this transition involving fluctuations of the order parameter would
predict this transition to generically be discontinuous. Extensive numerical simula-
tions have demonstrated that this transition is continuous, albeit with unconventional
scaling corrections [41–44]. These scaling corrections were interpreted as signatures
of a weak first order transition [45, 46]. However, even on the biggest lattices stud-
ied so far there are no conventional signs of a first order transition, such as double
peaked histograms or switching behaviour, and hence the transition is presumed to
be continuous. Alternative scaling forms, involving two diverging length scales at the
critical point, have also been proposed to explain the unconventional scaling [47].
The critical point of the Néel-VBS transition is said to exhibit an emergent SO(5)
symmetry between the three components of the Néel order parameter, (nx, ny, nz),
and the two components of the VBS order parameter, (φx, φy). The original field the-
ory description of this transition in Refs 39, 40 is not in terms of the order parameter
fields, therefore the emergent symmetry cannot be made explicit here. An alternative
field theory description in terms of the order parameter [48], that was shown to be
equivalent to the original one [49], makes this emergent symmetry a more natural
possibility. It was proposed in this theory that the Néel-VBS phase transition could
be described by a non-linear σ-model (NLσM) for a five component superspin,
Φ = (nx, ny, nz, φx, φy) (1.9)
augmented with: (i) anisotropies, Oi, that break the global symmetry from SO(5)
to spin rotation and the spatial symmetries of the lattice favoring either the Néel
phase or the VBS phase; and (ii) a topological Wess-Zumino-Witten term at level
one, SWZW , analogous to that in the CFT for the spin chain. Thus the action they
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proposed is:
Sσ =
∫
d3x
((∇~Φ)2
g
+
∑
i
λiOi
)
+ SWZW (1.10)
The leading anisotropy drives the transition between the two ordered phases. An
emergent symmetry between all the components of Φ could arise at the critical point,
if all anisotropies apart from the leading one become renormalization group irrelevant.
This symmetry enhancement at the critical point has been confirmed by numerical
simulations [50].
A similar description involving a “superspin” NLσM with a topological term has
been provided for the S = 1 case, proposing the possibility of an exotic continuous
phase transition between the Néel and HN phases [33]. Here the superspin is a 4-
component vector, Φ = (nx, ny, nz, ψ), where ψ is the Ising-like order parameter of
the HN phase. An anisotropy term with O(3)×Z2 symmetry drives the transition
between the two phases. This suggests a possible O(4) emergent symmetry at the
critical point which has not yet been verified using numerical simulations.
Exact analytic solutions are rare beyond 1d, hence numerical simulations have
played a vital role in testing the validity of field theories. The most reliable technique
to study quantum phase transitions in 2d is QMC. However, the only models that can
be simulated in QMC are those which do not suffer from the notorious sign problem.
A lot of progress has been made in studying the S = 1
2
case in 2d owing to availability
of sign problem free models, but not much is known for general S due to the lack
thereof. As we have seen in the previous subsection, S plays a crucial role in ground
state properties of a 1d system. The availability of sign-free models may pave the
way to investigate the role of S in phase diagrams in 2d.
1.3 Quantum Monte Carlo and designer hamiltonians
In physical systems, the thermodynamic properties of a large number of particles are
described using statistical mechanics. For example, an Ising model on a lattice with
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N sites can have 2N possible configurations corresponding to each spin being up or
down. At temperature, T = 0, the system is in the ground state, i.e. all spins pointing
in the same direction. At finite temperature, the state of the system is governed by
the Boltzmann probability distribution:
Wc =
e−
εc
T
Z
(1.11)
where Wc is the weight and εc is the energy of the configuration c in the ensemble
and
Z =
∑
c
Wc (1.12)
is the classical partition function. The macroscopic properties, like magnetization,
of the system are determined by the following formula:
〈A〉 =
∑
cAcWc∑
cWc
(1.13)
where Ac is the quantity measured in the configuration c. With the number of
configurations growing as 2N for a system of N spins, like in the example of the Ising
model, the computational cost of numerically calculating 〈A〉 also grows exponentially
with the system size making it impossible to compute exactly for large systems. While
exact analytic solutions exist for some one and two dimensional classical systems,
stochastic techniques are used to study those systems where such solutions do not
exist.
Introduction to Monte Carlo
Monte Carlo methods are a large class of computational algorithms that use random
sampling to gain information about a problem that is too difficult to solve exactly.
These techniques, when used for our purposes of studying a physical system, are
a set of algorithms that sample its configuration space by generating a series of
configurations pseudo-randomly in such a way that a configuration c is generated
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with the probability Wc given by Eq. 1.11. This is done by picking a random initial
configuration, C0, and carrying out a series of probabilistic updates resulting in a
sequence of configurations : C0 → C1 → C2 . . . → CNmc , where Nmc is number of
Monte Carlo steps. In order to ensure that the configurations are generated with the
correct probability, these updates should satisfy the condition of detailed balance:
WCiP
trans
Ci→Ci+1 = WCi+1P
trans
Ci+1→Ci (1.14)
where Wc corresponding to configuration c is given by Eq. 1.11 and P
trans
a→b is the
probability of the configuration getting updated to b from a.
The statistical mechanics of a quantum problem is studied by computing the
quantum partition function
Z = Tr(e−βH) (1.15)
As explained in Sec. 1.1, the dimensions of Hamiltonian grows exponentially with
system size and therefore computing exact solutions to quantum spin models numer-
ically becomes infeasible for systems more than few tens of spins. Therefore, apart
from exact diagonalization, several other numerical techniques have been developed
for the study of these models. The density matrix renormalization group (DMRG)
is a very powerful computational tool in one dimension and can also be used in 2D
systems of moderate size. In two dimensions and higher, big enough system sizes in
order to draw reliable conclusions about the thermodynamic properties of the system,
can only be reached using quantum Monte Carlo (QMC). Therefore, QMC is the most
reliable tool to study quantum phases and phase transitions in higher dimensions.
Quantum Monte Carlo (QMC)
QMC refers to a large family of numerical techniques employed for the study of
quantum systems. While different classes of lattice models, like fermion systems,
boson systems and quantum spin systems, can be studied using QMC methods, a
16
type of algorithms is particularly suitable for the simulation of the latter two. These
set of techniques involve reformulating the statistical mechanics of a d-dimensional
quantum problem into a (d+1)-dimensional classical problem by casting the quantum
partition function in Eq. 1.15, Z = Tr(e−βH), into the form of Eq. 1.12 that can be
sampled using Monte Carlo. This transformation using the practical known ways,
however, can yield negative values of Wc for certain systems of interest. A negative
Wc cannot be interpreted as a Monte Carlo probability thus disallowing us from
simulating these systems. This limitation is the infamous sign problem in QMC. It
is a seemingly insurmountable roadblock in the numerical study of many models,
like some frustrated quantum spin systems and fermion systems, using the above
technique.
The quantum to classical mapping mentioned above is carried out using two possi-
ble schemes: treating the exponential operator, e−βH , using path integral techniques
or expanding this exponential in a Taylor series. The latter is implemented in the
stochastic series expansion (SSE) algorithm [51, 52] which is the method that is used
throughout the work of this thesis. This is an especially efficient algorithm that is
free from the discretization errors affecting previous path integral based approaches.
Stochastic Series Expansion (SSE)
After writing the trace as an expansion in a chosen basis, the partition function is
expressed as following:
Z = Tr(e−βH) =
∑
α
〈α|e−βH |α〉 =
∑
α
〈α|
∑
n
(−βH)n
n!
|α〉 (1.16)
where {|α〉} is the chosen basis. If we introduce a complete set of states between each
power of H, this series can be written as:
Z =
∞∑
n=0
βn
n!
∑
{α}n
〈α0|(−H)|α1〉...〈αn−1|(−H)|α0〉 (1.17)
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{α}n indicates there are n states to sum over. This brings it into the form of
Eq. 1.12, where each term in the sum consists of a sequence of spin states : |α0〉, |α1〉,
|α2〉...|αn−1〉, |α0〉 with variable n. The subscript i = 0, 1..., n− 1 in αi can be related
to the “imaginary time” dimension and hence a particular sequence of spin states
{αi} can be interpreted as a classical spin configuration in one extra dimension.2
The different sequences of {αi} are sampled stochastically with their corresponding
weight, W ({α}n, β). This weight is proportional to the product of all the matrix
elements in Eq. 1.17 evaluated in this sequence as shown below:
W ({α}n, β) =
βn
n!
n∏
i=0
〈αi|(−H)|αi+1〉 (1.18)
where |αn+1〉 = |α0〉. For an arbitrary H, however, every term in the series in Eq. 1.17
need not have a positive weight resulting in the sign problem mentioned above. For
a Hamiltonian to be amenable to QMC simulations, it must satisfy the following
sign-free condition:
〈αi|H|αj〉 ≤ 0 ∀ i, j (1.19)
The diagonal matrix elements can be made negative by subtracting a large constant,
therefore the above condition really applies to off-diagonal matrix elements. This
condition is equivalent to the Marshall sign rule.
Cluster algorithms that originated from the Ising model have revolutionized com-
putation in many fields of classical and quantum statistical mechanics. Sampling
of the classical configuration space of Eq. 1.17 can be carried out efficiently with
the help of global loop or cluster updates [53–56]. The Heisenberg antiferromagnet
on a bipartite lattice, is an example of a sign problem free model as explained in
the next subsection, where these classical configurations can be interpreted as loop
configurations.
2Even though the sum over n is up to infinity, in practice the series is truncated to some
maximum value of n which is determined during the simulation. For convenience, the length of
the operator string is fixed to M and those operator strings with n < M are padded with identity
operators.
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As mentioned before the Heisenberg model on bipartite lattices in 2d is in the Néel
phase. The study of destruction of Néel order by introducing quantum fluctuations
has lead to discovery of new and interesting quantum phenomena and QMC has
played an invaluable role in these studies. A major part of this thesis focuses on
carrying out this disordering of the Néel phase by introducing suitable interaction
terms to the Heisenberg hamiltonian.
Heisenberg antiferromagnet
As mentioned above, the Heisenberg antiferromagnet on a bipartite lattice is an
example of a sign-free model. The Heisenberg interaction between two sites, upto a
constant S2, can be written as :
H ij2 = −(S2 − ~Si. ~Sj) (1.20)
where S is the value of the spin. The subtraction of S2 makes all diagonal elements
negative and a unitary transformation on one of the sites, Sxj → −Sxj and Syj → −Syj ,
makes all the off-diagonal elements of H ij2 negative satisfying the condition of Eq. 1.19.
Therefore by carrying out this unitary transformation on one of the sublattices of the
bipartition, the Heisenberg interaction on a bipartite lattice can be made sign-free.
The nearest neighbour Heisenberg Hamiltonian can be written as a sum on bond
operators:
H =
∑
〈ij〉
H ij2 =
Nb∑
b=1
Hb (1.21)
where Nb is number of bonds. The powers of H in Eq. 1.16 can then be replaced by a
sum on product strings of two body operators, Hb1Hb2 ....Hbn . If Sn denotes a string
of operator indices, the partition function becomes:
Z =
∞∑
n=0
(−β)n
n!
∑
Sn
∑
α
〈α|Hb1Hb2 . . . Hbn|α〉 (1.22)
The basis states, α, usually are the tensor product states:
|α〉 = |Sz0 〉 ⊗ |Sz1 〉 ⊗ |Sz2 〉 ⊗ . . . (1.23)
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where Szi ∈ {↑, ↓} is the Sz eigenstate of site i. The bond operators, Hb, are chosen
such that the action of the operator on one basis state gives another basis state
and not a linear combination of them, i.e. Hb|α〉 = |α′〉, α and α′ are both Sz
basis states.3 This so called “no branching” condition ensures that the successive
action of operators in the operator string on α, yields a unique sequence of states
in “imaginary time”. Thus, the sum on all sequences of spin states in Eq. 1.17 is
replaced by an equivalent sum on operator strings. Sampling spin configurations
corresponding to Eq. 1.22 in Monte Carlo, can be shown to be equivalent to sampling
tightly packed loop configurations in one higher dimension [51]. For certain models,
like rotationally symmetric S = 1
2
models, every operator string corresponds to a
unique loop configuration and vice versa as shown in Fig 1.7(a). In several other
models, like S > 1
2
models or models with spin anisotropy, the loop configuration is
not deterministic given an operator string. Loop updates in these models are carried
out stochastically while satisfying the detailed balance principle. The algorithm to
carry out such updates is called the directed loop algorithm [57]. The measurement
of observables in Monte Carlo configurations is explained in appendix A.
A particularly convenient way to simulate S > 1
2
models is to write them down in
what is known as the split spin representation [58, 59]. In this representation, spin-S
is expressed as a symmetrized sum of 2S spin-1
2
’s. In this way, a spin-S model can be
simulated as a spin-1
2
model having modified the boundary condition to ensure the
symmetrization of 2S spin-1
2
’s at each site (see Fig 1.7(b) and sec. 2.2 for a detailed
explanation). This rewriting of a spin-S problem into a spin-1
2
problem has the
advantage that it makes our algorithm more efficient by making loop updates largely
deterministic. Another important advantage, which will be elaborated in chapter 2,
is that it helps us construct sign-free models for arbitrary S.
3This is done by separating the diagonal and off-diagonal parts of the H, the index b does not
just refer to the bond but also whether it is diagonal or off-diagonal.
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(a) S = 12 Heisenberg chain
τ=0
τ=τmax
τ
1 2 3 4
(b) S = 1 Heisenberg chain
Figure 1.7: (a) Quantum to classical mapping of a one dimensional S = 1
2
Heisenberg
chain. The horizontal direction is the space direction, the filled and unfilled circles
depict up and down spins respectively. The vertical direction is the imaginary time (τ)
direction. The purple rectangles represent two body operators, Hb in the operator
string. The action of a two body operator, Hbi propagates |αi〉, the spin state at
τ = i, to |αi+1〉. The trace ensures periodic boundary conditions in τ direction,
|ατmax〉 = |α0〉. (b) The S = 1 Heisenberg chain simulated as a S = 12 problem.
Each spin-1 site is represented by the dashed rectangle with two circles representing
2 spin-1
2
’s as in the split spin representation. Pi is the local symmetrization operator
that acts as a modified the boundary condition in τ at each site. It allows the ατmax
to equal α0 up to a permutation of up and down spins at the same site. Pi is also a
projection operator onto total S = 1 as explained in sec. 2.2
Designer Hamiltonians
Hamiltonians that have been constructed to overcome the sign problem (“de-signed”),
which also host interesting ground states or quantum phase transitions are called
“designer Hamiltonians” [60]. For the spin-1
2
case, the operator H ij2 can be shown to
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Figure 1.8: Sign-free models for S = 1
2
constructed from products of the operator, H ij2 ,
on two or more bonds. In the square lattice case, i, j, k and l are sites belonging to an
elementary plaquette. The simplest plaquette interaction on a square lattice, called
the Q term, is the product of H ij2 on two parallel bonds on an elementary plaquette:
H ijklQ = H
ij
2 H
kl
2 . The Q3 term is a similar product on three bonds: H
ijklmn
Q3
=
H ij2 H
kl
2 H
mn
2 . The 90
◦ rotated versions of these interactions are added to themselves
to maintain the rotational symmetry of the square lattice.
be a singlet projection operator4:
S =
1
2
: H ij2 = Pij =
1
4
− ~Si.~Sj = |sij〉〈sij| (1.24)
where |sij〉 = |↑i↓j〉−|↓i↑j〉√2 is the singlet state of two spins at sites i and j. Sign-
free rotationally symmetric models for S = 1
2
have been constructed from products
of H ij2 on more than one bond as shown in Fig. 1.8 [41, 44]. These models, called
the Q and the Q3 interactions, realize the VBS state and have been instrumental
in the numerical study of the Néel-VBS transition. The J-Q model on the square
lattice, given by HJQ in Eq. 1.25, has been argued to host a continuous transition
between these two phases based on extensive numerical simulations [41–43]. This is
the prototypical model that is presumed to host the deconfined critical point (DCP).
HJQ = J
∑
〈ij〉
~Si.~Sj −Q
∑
〈ijkl〉
( 1
4
− ~Si.~Sj
)( 1
4
− ~Sk.~Sl
)
(1.25)
4The four eigenstates of Hij2 for S =
1
2 , which is the Heisenberg interaction with a constant
shift, are the singlet state and the three degenerate triplet states shown in sec. 1.1. The eigenvalues
of the singlet and triplet states are 1 and 0 respectively. Therefore, this operator when acting on
any spin state projects it onto the singlet state.
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In sec. 6.2, we introduce the SU(N) generalization of H ij2 for S =
1
2
(see eq. 1.24).
Constructing products of this generalized H ij2 on multiple bonds on a bipartite lattice,
similar to the SU(2) case, yields sign problem free models for SU(N). However, it has
been shown in Ref. 61 that a larger family of sign problem free models can be written
down for a bipartite SU(N) spin Hamiltonians. One can then ask the question, how
can we generalize this procedure to arbitrary spin-S for SU(2)? Although the obvious
way is to construct products of H ij2 on more than one bond as explained above, this
procedure is very restrictive and does not help us to explore all the possibilities for
spin-S models. A large family of models can be constructed by making use of the the
split spin representation and a procedure for writing down these models is explained
in chapter 2.
1.4 Outline of Dissertation
In chapter 2, we introduce a strategy to write down spin rotational symmetric lattice
designer Hamiltonians with arbitrary spin-S. As an application of our approach we
consider a square lattice S = 1 model for which we design a spin plaquette interaction.
By numerical simulations we establish that this interaction realizes a novel “Haldane
nematic” phase described above. We present a study of the transition between Néel
and Haldane nematic phase, which we find to be of first order.
In chapter 3, we study the Néel to four-fold columnar valence bond solid (cVBS)
quantum phase transition in a sign free S = 1 square lattice model. In contrast to
the S = 1/2 case described earlier, we present unambiguous evidence for a direct
conventional first-order quantum phase transition in our QMC simulations for the
S = 1 model. The sharp contrast from the S = 1/2 case is remarkable, we hypothesize
that this is a striking demonstration of the role of S in the phase diagram of two
dimensional lattice models.
In chapter 4, we write down all possible two-spin sign-free interactions for S =
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3
2
, 2, 5
2
. Multi-spin plaquette interactions involving more than two spins have been
shown to realize non-magnetic phases on the square lattice. We investigate the possi-
bility of novel phases to be realized by nearest neighbour models on the square lattice
with two spin interactions only.
In chapter 5, we study a Hamiltonian where we have introduced “easy-plane” spin
anisotropy, i.e. the spins preferentially lie in a plane. The following linear combination
of two model Hamiltonians is considered : (1) an SU(2) symmetric model, which is the
well known J-Q model (as mentioned before it is the model that hosts a continuous
Néel-VBS transition even on the biggest system sizes studied) and (2) an easy plane
version of the J-Q model, which shows clear evidence for a first order transition on
L ≈ 16. A parameter 0 ≤ λ ≤ 1 (λ = 1 being the symmetric J-Q model) allows
us to smoothly interpolate between these two limiting models. We investigate the
nature of this transition for λ = 0.5 and 0.75 using extensive numerical simulations.
We find that the square lattice superfluid-VBS transition in the easy-plane model is
generically first order.
In chapter 6, we study the SU(N) generalization of the Heisenberg model on a
BCC lattice. Our numerical studies of the model show that magnetic order present
for N = 2 is destroyed for N > 15 and valence bond solid order is observed for
N > 16. The intermediate phase having neither Néel nor VBS order is a candidate
U(1) quantum spin liquid phase. The nature of the phase transition between the
different phases is also investigated.
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Chapter 2
Spin-S designer Hamiltonians and square lattice S = 1 Haldane Nematic
This chapter has been adapted from Ref. 62, which is published as Phys. Rev. Lett.
123, 107202 (2019).
2.1 Introduction
The relationship between lattice spin models and their long distance descriptions by
quantum field theories is a central topic in theoretical condensed matter physics [7,
63]. As explained in chapter 1, the striking role played by the size of the quantum
spin in 1d, which was initially proposed based on field theory arguments [17–19], is
now well known. It is, therefore, natural to ask how the value of the spin-S affects
the phase diagrams of two dimensional quantum spin systems? The analytic [22, 23]
and numerical methods [24] available in 1d cannot be extended as effectively to two
dimensions, where consequently much less is known despite intense research. The
most reliable unbiased method to study field theory and quantum criticality in two
dimensions are limited to models that do not suffer from the sign problem of quantum
Monte Carlo [60]. Although the sign-free condition is very restrictive, given their
unique ability to provide unbiased insight it is of great interest to build a repertoire
of sign-free spin models for arbitrary spin-S, as has been achieved for S = 1/2 [61].
In this chapter we develop a systematic method to write down a large family of
sign-free bipartite spin models with arbitrary spin-S and multi-spin interactions that
have the Heisenberg rotational symmetry. These new models open the door to study
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a variety of new phases and phase transitions, many of which are of great interest to
the community.
As a first application of our method we design a square lattice S = 1 interaction
that realizes a long anticipated HN phase [21, 32] shown in fig. 1.6. Motivated in part
by the Iron superconductors, the HN phase has been under intense study recently (see
e.g. Refs 34–37, 64). An influential work [33] found an exactly solvable model which
realizes the HN as a ground state and provided field theoretic arguments for an exotic
continuous phase transition to a Néel state described by the O(4) σ-model at Θ = π.
As explained in chapter 1, this theory predicts an emergent O(4) symmetry at the
critical point. We establish unambiguously the existence of the HN phase in our new
sign free model and provide the first unbiased numerical study of the phase transition
from the HN to the Néel state. We find clear evidence that the transition is first order
and discuss the implications of this finding for the field theoretic scenario.
2.2 Designer Models in “Mini-Spin” Representation
While it is well known that the bipartite Heisenberg model is Marshall positive for
arbitrary spin-S (see Sec. 1.3), what are the most general multi-site spin-S Hamil-
tonian operators that are sign positive? This question has been difficult to address
previously because it appears daunting directly in the language of spin-S operators.
Following previous work [58, 59, 65] we take a different route – we rewrite the spin-S
on each of the Ns lattice sites as 2S spin-1/2 “mini-spins”,
Si =
∑
a
sai . (2.1)
We note here that the sai have both a lattice index i (1 ≤ i ≤ Ns) and a mini-spin
index a (1 ≤ a ≤ 2S), giving a total of 2SNs mini-spins. To faithfully simulate
the original problem, we have to include a projection operator, P = ∏iPi, where
Pi projects out the spin-S from the sai basis, Z = TrS
[
e−βH(S)
]
= Trs
[
e−βH(s)P
]
.
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(a) Moves with
probability 12
(b) Moves with
probability 1
Figure 2.1: A spin-1 site consists of two spin-1
2
’s and the two possible spin states,
Sz = ±1
2
, are depicted by two different colors, blue and red. The black rectangular
bar is an operator vertex in SSE corresponding to Pi at site i. The arrows indicate
how loops pass through the vertex flipping the spin to the opposite state. Loop moves
in (b) are equivalent to the reverse moves of (a)
The projection operator has all positive matrix elements and hence can be simulated
without a sign problem. Since P is itself sign-problem free, in the world-line approach,
any model which is sign-free in the sai basis gives us a sign-free spin-S model!
Loop update of the Projection Operator
Taking the spin-1 case for simplicity, the projection operator is given by:
Pi = | ↑↑〉〈↑↑ |+ | ↓↓〉〈↓↓ |+
( | ↑↓〉+ | ↓↑〉√
2
)(〈↑↓ |+ 〈↓↑ |√
2
)
(2.2)
The update of this operator in our QMC procedure is straightforward and can be
carried out using the directed loop algorithm [57]. Fig. 2.1 shows the loop updates
with their respective probabilities for this operator. This can be generalized to higher
spins as follows: the loop entering the operator continues in the same direction exiting
on any mini-spin whose state is the same as that of the mini-spin at which it entered,
i.e. if it enters on | ↑〉, it exits randomly on on any leg of the vertex that is on the
opposite side having | ↑〉 with equal probability. The operator can also be thought of
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(a)
(b) (c)
Figure 2.2: The grey bubbles represent spin-1 sites, the two circles inside the grey
bubble represent the two constituent spin-1
2
’s that sum symmetrically to give S = 1.
The black line represents a 1
4
− s.s interaction between two spin-1
2
’s on two different
sites. (a) The Heisenberg model is a sum on four terms corresponding to the sum on
a, b in eq. 2.3. These are all the terms having one (1
4
−s.s) bond between the two spin-
1 sites i and j. (b) The biquadratic model of eq. 2.4 is a sum on the two terms with
two such bonds (see also appendix B.1). (c) A three spin-1 interaction “de-signed”
to be sign problem free. A summation on a total of eight such terms, such that the
spin-1
2
’s at each site appear symmetrically (see fig. B.1), gives the Hamiltonian in
eq. 2.5 in the S = 1 language.
as a “soft” boundary condition in the imaginary time direction. The spin-S state is
the highest spin that can be gotten from the sum on 2S spin-1
2
’s and the highest spin
state wavefunction has to be completely symmetric in the mini-spins. Hence, the Pi
operator is identical to a local symmetrization operator at site i. It ensures that the
Hamiltonian operators propagate the spin state in the imaginary time (τ) direction
so that the spin state at τ = β is the spin state at τ = 0 upto a permutation of the
2S mini-spins at each site (see fig. 1.7(b)).
Designer Hamiltonians
In this chapter we illustrate our idea of writing down sign problem free models in the
“mini-spin” language using S = 1 spins on the square lattice, but our results can be
straightforwardly extended to any bipartite lattice with arbitrary spin-S. Consider
first in the s language the S = 1 Heisenberg model,
H ij2 = Si · Sj − 1 = −
∑
a,b
(1
4
− sai · sbj
)
(2.3)
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Diagramatically we can represent each 1
4
−sai ·sbj term in the sum in the last expression
as an “s-bond” between mini-spins a and b on the two sites i and j. This is illustrated
for S = 1 with two mini-spins per site in Fig. 2.2(a).
Likewise, it is easy to see that the interaction with two s-bonds between i and j,
Fig. 2.2(b), corresponds to the sign free biquadratic interaction shown below [66] (see
appendix B for derivation):
H ijbq = −(~Si.~Sj)2 + 1 (2.4)
It is much more obvious that H ijbq is sign problem free when written in terms of the
mini-spins rather that in the original S = 1 language. From these examples, we
make our central observation – it is much easier to write down a sign free model in
the s language than directly in the spin-S basis. As a non-trivial example consider
interactions between three S = 1 spins in a row. In the s-bond language the most
natural interaction is with a single bond between each pair of neighbors without
allowing them to touch on the middle site, Fig. 2.2(c). Working backwards we then
find this new sign-free interaction in terms of the spin-1 operators is,
H ijk3 = −Si · SjSj · Sk − Sk · SjSj · Si (2.5)
+ Si · Sj + Si · Sk + Sj · Sk − 1 (2.6)
For S = 1 models the three-site interaction and its physical significance has been
discussed recently [67, 68]. Here we discover that in order to study such terms in a sign
free way we have to include two spin terms to balance the signs. Intuitively, the three
spin interaction in Fig. 2.2(c) is reminiscent of the famous AKLT construction [21]
and so we can expect it to force our system into a Haldane like phase; we confirm
this below. Using the three-site interaction H ijk3 , we introduce a model interaction
we will study in detail below. Following the idea of the J-Q model [41] we construct
a 3× 3 plaquette interaction from H ijk3 ,
Hp3×3 = H
123
3 H
456
3 H
789
3 +H
147
3 H
258
3 H
369
3 , (2.7)
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(a)
(b)
(c)
i j k
(d)
i j
Hij2
Hijk3
1 2 3
4 5 6
7 8 9
1 2 3
4 5 6
7 8 9
H7893
Hijbq
(e)
Figure 2.3: The Hp3×3 interaction acts on the elementary 3× 3 plaquette indexed by
p. It is constructed out of sum of two terms, each of which is a product of three H ijk3
terms. To preserve square lattice symmetry both the orientations that are shown are
included in Eq. (2.7)
.
The indexing of the sites in the plaquette by numbers 1-9 is shown in Fig. 2.3.
The two terms are included to preserve square lattice symmetry.1
We emphasize that in addition to the advantage of leading us to new non-trivial
sign free interactions, the mini-spin representation also offers us a simple way to
construct efficient loop update algorithms for complex interactions such as Eq. (2.7),
since we can update the s interactions using the standard deterministic algorithm
using for e.g. the stochastic series expansion [51]. Clearly this program of designing
sign-free interactions in terms of the s-bond diagrammatic representation and then
into the spin operators can be extended systematically to any value of spin-S and to
a wide range of multi-spin interactions. Rather than elaborate on this here, we now
turn to an application.
2.3 Haldane Nematic
We consider square lattice S = 1 antiferromagnets, which have been argued to host
an exotic “Haldane nematic” (HN) state in their phase diagrams. Our goal here is
to establish that the sign-free model, Eq. 2.7 realizes this novel phase and carry our
unbiased studies of the phase transitions of the destruction of HN order.
13×1 and 3×2 plaquettes interactions can also be considered, but they are found to be unsuitable
for the application, i.e. they are insufficient to destroy Néel order (see appendix B). A S = 1 version
of the Q3 term [44] is also found unable to destabilize Néel order.
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Figure 2.4: Phase diagram of the model Eq. (2.8) in the g-T plane. As we establish
by extensive numerical simulations, at g ≈ 0.17 there is a first order quantum phase
transition from Néel to the Haldane nematic (HN) phase. The solid line is a guide
to the eye of the phase transition between HN and a simple disordered phase. The
solid line is determined as a fit to the location of the transition at a few different
g by detailed numerical study (as in Figs. 2.6, 2.7). The transition is found to be
continuous at high-T and first order at low-T (close to the quantum transition), see
respectively Fig. 2.6 (corresponding to the vertical dashed line at g = 0.5) & Fig. 2.7
(the horizontal dashed line at T = 1). The change from first order to continuous
Ising is known to take place at a tricritical Ising point - locating the tricritical point
in our phase diagram is beyond the scope of this work, its location does not affect
our conclusions. The (g, T ) values for the points labeled in the phase diagram and
presented in Fig. 2.5 are H:(0,0) I:(0.1,0) J:(0.5,10) K:(0.5,15.9) L:(0.5,17.9)
The model we study is,
H = J
∑
〈ij〉
H ij2 +Q3×3
∑
p
Hp3×3. (2.8)
The first term is the usual square lattice S = 1 Heisenberg model. The second term
is our new designer interaction with a sum on p, which runs over the elementary
3× 3 plaquettes on the square lattice. We study the phase diagram as a function of
g ≡ Q3×3/J and the temperature T = 1/β. We work in units in which J2 +Q23×3 = 1.
The phase diagram inferred from our simulations is shown in Fig. 2.4. At (g, T ) =
(0, 0) (labelled as H) our model is the nearest neighbor S = 1 Heisenberg model
which is Néel ordered [69]. We use the conventional order parameter 〈m2〉 with
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Figure 2.5: Extrapolations of the order parameters as a function of 1/L for various
points labeled in the g-T phase diagram shown in Fig. 2.4. The left panel shows
the Néel order parameter, the right panel shows the order parameter for the Haldane
nematic. The inset on the upper right shows the conventional “dimerized” (π, 0) VBS
order, 〈φ2〉 that breaks translations as well as rotations, which is found to vanish in
the model under study here.
m =
∑
r e
i(π,π)·rSzr/Ns to diagnose long range magnetic order. From the finite size
scaling of 〈m2〉 we observe that the Néel order weakens as g is increased (I). At T = 0
the Néel order is stable until we reach a coupling g ≈ 0.17 at which Néel order is
destroyed. As is well known, the Néel order cannot survive finite-T Mermin-Wagner
fluctuations in two dimensions.
We now present extensive numerical evidence that at T = 0 for g ≥ 0.17 the
system transitions into the “Haldane nematic” phase (Fig. 1.6). We first rule out a
conventional VBS pattern where pairs of S = 1 dimerize into a columnar pattern [70],
which can be studied by finite size scaling of 〈φ2〉 with φ = ∑r ei(π,0)·rBx(r)/Ns [with
the bond operator Bi(r) ≡ JSr · Sr+ei ]. As shown in the inset of Fig. 2.5 〈φ2〉 scales
to zero in the thermodynamic limit indicating that in all parts of the phase diagram
under study the conventional VBS order is absent. We use an order parameter [71]
〈ψ2〉 that is sensitive to breaking of rotational symmetry without picking up signals of
translational symmetry breaking. ψ =
∑
r(Bx(r)−By(r))/Ns. Clearly a condensation
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Figure 2.6: Behavior of the HN order parameter at the thermal transition at g = 0.5,
along the vertical dashed line in Fig. 2.4. The left panel shows the histograms of the
order parameter ψ as T is lowered showing the emergence of two symmetry related
Ising peaks, and no evidence for first order behavior or phase co-existence. The
right panel shows the collapse of the HN order parameter with two dimensional Ising
critical exponents, providing further evidence for a two-fold symmetry breaking in
the ground state, consistent with Fig. 1.6
of ψ indicates the breaking of lattice rotational symmetry. As shown in Fig. 2.5, K
and J clearly have long range HN order, whereas at the other points they are absent
either because of Néel order (H and I) or thermal disorder (L).
We now turn to a study of the phase transition at which HN order is destroyed.
We begin by simulating the model at g = 0.5 and tuning T along the vertical dashed
line in Fig. 2.4. From Fig 2.5, as we move from L (no HN order) to K (HN order) to
J (stronger HN order) we have clear evidence for a phase transition. If the pattern of
symmetry breaking is of the form Fig. 1.6 thermal criticality is expected to be of the
Ising universality class. In Fig. 2.6 we present a study of the histograms of the order
parameter. We see that just above the critical T , P (ψ) shows one peak at zero. As T is
lowered, the zero-peak splits into two symmetric peaks corresponding to spontaneous
symmetry breaking, just as one expects for the Ising model. There is no evidence for
a peak at zero co-existing with the non-zero peaks, which one would expect at a first
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Figure 2.7: Evidence for first order behavior at the phase transition at T = 1 in
Fig. 2.4. The left panel shows the histogram for m2. The right panel shows the
histograms for ψ. The data shows that the double peaked behavior clearly gets
sharper as the system size, L is increased, indicating that first order behavior persists
in the thermodynamic limit.
order transition. A study of the scaling behavior of the T -dependence of the order
parameter at g = 0.5 (right panel of Fig. 2.6) shows conclusive evidence that the HN
order parameter undergoes a continuous thermal Ising phase transition, as expected
for its order parameter manifold. This provides our final piece of evidence that the
broken symmetry is indeed of the Haldane nematic form illustrated in Fig. 1.6.
A final interesting question we address is the nature of the quantum phase tran-
sition between Néel-HN, labeled by a star in Fig. 2.4. The field theory for this phase
transition has been argued to be the O(4) σ-model at topological angle π [33], build-
ing on previous work for S = 1/2 [48, 49]. Very little is known about this field theory,
but a consistent scenario for a continuous transition with emergent O(4) symmetry at
the critical point would require only one relevant O(3)× Z2 anisotropy that appears
as the tuning parameter g in the lattice model. This delicate question has not yet
been accessed in unbiased simulations. To approach this point we study the nature
of the phase transition as we move down the thermal phase transition line to lower
temperatures. From Fig. 2.6, we have seen at high-T the transition is continuous and
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of the Ising type. In Fig. 2.7 we study data at T = 1 (which is very low-T in the
units in which we are working) while tuning g (horizontal dashed line in Fig. 2.4).
The histogram data shows clear evidence that the transition has become first order
for the HN order parameter, with a co-existence of a peak at zero (for non-HN phase)
and the finite symmetry related peaks for the HN phase. While there is no ther-
mal phase transition for the Néel order it also shows double peaks that are incipient
behavior of the first order quantum phase transition it undergoes at g ≈ 0.17. We
thus reach the conclusion that along the phase boundary line (solid curve in Fig. 2.4)
the phase transition changes from being Ising and continuous at high-T to becoming
first order at low-T and remains first order at the quantum phase transition, marked
with a star. The change from continuous Ising to first order is expected to happen
at a multi-critical point somewhere along the solid line in Fig. 2.4 between the two
limiting cases we have studied and is expected to be described by the tricritical Ising
field theory [72]. We have not made an effort to locate this point precisely in our
phase diagram in this work.
Our finding of a first order quantum transition can be interpreted in two different
ways for the O(4) sigma-model at θ = π. The first is simply that the field theory itself
does not have a non-trivial critical fixed point, the other is that such a fixed point
exists but it has more than one relevant O(3)×Z2 anisotropy and thus requires more
than one tuning parameter to be reached. We note that our finding is consistent with
previous studies of the S = 1/2 Néel-VBS deconfined critical point on a rectangular
lattice which is expected to be described by the same field theory and anisotropies as
the S = 1 Néel-HN studied here [32, 39, 73] and was also found to be first order [74].
2.4 Conclusions
We have introduced a scheme to design general multi-spin interactions for spin-S
models without the sign problem. Our scheme opens up the possibility to simulate
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a wide range of models and address the role of S on quantum phase transitions in
two and higher dimensions. Higher spin can introduce new phases not present for
S = 1/2, including multi-polar ordered phases and new paramagnetic phases, like the
unconventional valence bond ordering we found here and quantum spin liquids. The
theory of phase transitions between these new phases is largely unexplored. All of
these are exciting avenues for future work.
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Chapter 3
First-order Néel-cVBS transition in a model square lattice S = 1
antiferromagnet
This chapter has been adapted from Ref. 70, which has been published as Phys. Rev.
B 101, 045111 (2020).
3.1 Introduction
As mentioned in chapter 1, many theoretical arguments and extensive unbiased nu-
merical calculations have put forth evidence for a four-fold degenerate columnar va-
lence bond solid (VBS) phase on the destruction of Néel order, possibly separated
by the novel deconfined critical point for the S = 1
2
case [39–42, 75]. More recently,
inspired by the iron pnictide superconductors, a number of studies of the destruction
of Néel order in S = 1 square lattice systems have appeared [33, 38, 76, 77], building
on previous studies of the phase diagram of square lattice S = 1 systems (see Refs
34, 35, 67, 78, 79 and references therein). It is thus interesting to extend the success
of unbiased quantum Monte Carlo (QMC) studies of the destruction of Néel order
in square lattice S = 1/2 systems [60] to the S = 1 case. In previous QMC studies
the phase transitions in coupled S = 1 chains [79] and the transition to the Haldane
nematic have been considered [62]. Here we will study the transition between the
Néel state and a columnar Valence bond solid. A cartoon wavefunction for such a
cVBS can be simply written down since two S = 1 spins can form a singlet from the
elementary rules of the addition of angular momentum; these singlets can then be
arranged in the standard columnar pattern as in Fig. 1.5(b).
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Figure 3.1: Néel and VBS order parameters ratios, RN and RV close to the quantum
phase transition showing clear evidence for a direct transition. (inset) shows the value
of gc obtained by analyzing crossings of L and 2L values for both ratios. solid lines
are a fit to the data giving gc = 0.588(2).
Given that it is well established in 1d, it is interesting to ask what the role of
the size of the spin is in two dimensions? While the square lattice Heisenberg model
is Néel ordered for all spin-S, the nature of the accessible non-magnetic phases and
the theory of critical phenomena at the destruction of Néel order has been argued
to depend sensitively on the value of the spin [75]. Since the subtle quantum effects
that arise from Berry phase terms depend crucially the microscopic value of the
spin [73], one can expect striking differences between S = 1/2 and S = 1 even
for phase transitions that appear identical with respect to the Landau-Ginzburg-
Wilson criteria of dimensionality, symmetry and order parameters. We will study this
interesting issue here by focusing on the square lattice Néel-cVBS phase transition in
S = 1 magnets. The identical phase transition for S = 1/2 is described by deconfined
criticality which has argued for a single continuous phase transition.
We note that a field theoretical study has taken up a related issue previously [80].
Extending their results in a straightforward manner would suggest that a S = 1
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Néel-cVBS transition could possibly be described by an anisotropic CP2 field theory
with quadrupled monopoles. That this implies a continuous deconfined transition in
our microscopic model requires a litany of additional assumptions, including that the
field theory has an anisotropic fixed point, quadrupled monopoles are irrelevant at
this fixed point and that our microscopic model crosses the critical surface so we can
flow into the fixed point. As we shall see below in our microscopic model we find a
first order transition, but it is unclear yet which of these assumptions fails. Further
work on both microscopic models and field theory could shed light on this subtle
detail in the future.
3.2 Model
Our first goal is to design a S = 1 sign free model in which the Néel-cVBS transition
can be studied using Monte-Carlo simulations. We start with the square lattice S = 1
Heisenberg model,
HJ = J
∑
〈ij〉
~Si · ~Sj (3.1)
This model is well known to be Néel ordered. Because we are working with S = 1, it
is possible to square the bilinear operator and obtain an independent “biquadratic op-
erator,”
(
~Si · ~Sj
)2
, also amenable to QMC [81, 82]. Using this term we can construct
a Sandvik-like four spin interaction [41],
HQK = −QK
∑
ijkl∈
((
~Si · ~Sj
)2
− 1
)((
~Sk · ~Sl
)2
− 1
)
(3.2)
The sum is over all elementary plaquettes with the sites ijkl being corners of the
plaquettes and over both pairing assignments of ij and kl, so that the interaction
preserves the square lattice rotational symmetry, precisely as was done in the original
JQ model, Ref. 41. We note that HQK has a higher staggered SU(3) symmetry
because it is constructed from the biquadratic interaction, of which the physical
SU(2) is a subgroup. However the model we study here HJQK = HJ + HQK has
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Figure 3.2: Finite size scaling of the order parameters ON and OV close to the phase
transition on system sizes up to L = 32. The extrapolations to a finite value for
both Néel and VBS order parameters at a common coupling g = 0.587 point to that
fact that both order parameters are finite at the transition. The dashed lines are a
guide to the eye, connecting data at the same coupling value. We have used the form
ON,V (L) = C0 + C1L for the extrapolation. While the extrapolations are not expected
to be quantitatively reliable, they clearly suggest that both order parameters are finite
at the phase transition. Although this evidence is suggestive of co-existence and first
order behavior, we present extensive evidence in Figs. 3.3-3.5, which unequivocally
confirms this interpretation.
only the generic SU(2) symmetry obtained by rotating the ~S vector in the usual way.
Previous numerical studies have established that HQK on the square lattice has four-
fold columnar VBS order [44, 83, 84]. Thus the single tuning parameter in HJQK
gives us unbiased numerical access to the Néel-VBS transition in a S = 1 system, as
desired. We note here that HQK is not the straightforward S = 1 extension of the
JQ model [41]. Such a direct generalization is defined by Eq. C.2, and its study is
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Figure 3.3: Histograms of our Monte Carlo estimators m2 and φ2 that over the whole
Monte Carlo run average to O2N and O2V respectively. Close to the transition (at
g ≈ 0.588 and β = L/4) the probability distributions of these quantities show two
peaks: One of the peaks that is close to 0 corresponds to disorder and the other
one at a finite value corresponds to the ordered phase. This double peak feature
gets sharper as we increase system size which is evidence in support of a first order
transition between the two orders.
presented in Appendix C.1: for S = 1 we find that the simple JQ model is always
Néel ordered, no matter how large the four spin interaction is. Therefore in contrast
to the S = 1/2 case, the S = 1 JQ model does not allow us to access the quantum
phase transition between Néel and VBS phases. This is why we have considered the
modified interaction of Eq. (3.2).
Since our model is constructed to be Marshall sign positive, it can be simulated
without a sign problem using the stochastic series expansion method (SSE) [51]. We
have used two different algorithms as described in Appendix C.1 which produce the
same results within errors. Our simulations are carried out on L×L square lattices at
an inverse temperature β – all the data presented here has been checked to be in the
T = 0 limit as shown in Appendix C.1. We work in units in which J = 1, and define
the tuning parameter g ≡ QK/J to access the phase transition. Our order parameters
are O2N ≡ 〈m2〉 and O2V ≡ 〈φ2x〉 as defined in Eqs A.7 and A.10 and correlation ratios
RN ≡ Rm2 and RV ≡ Rφ2x are as defined in Eq. A.13.
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Figure 3.4: Histograms (left) and Monte Carlo histories (right) ofW2 (Eq. A.12 shows
how it is related to spin stiffness) for L = 48 and β = 12. Two peaks in probability
distribution of W2 near the transition point and switching of this quantity between
zero and a finite value as a function of Monte Carlo time both point to first order
behavior.
3.3 Numerical Results
Fig. 3.1 shows the ratios RN and RV for the Néel and VBS order parameters as a
function of g for different L. The data (see inset for finite size scaling) provides strong
evidence that the Néel-VBS transition is direct with a gc = 0.588(2) – we can safely
rule out co-existence or an intermediate phase. We note that this study does not by
itself indicate whether the transition is first order or continuous.
The ratio data leaves open the possibility of a direct continuous transition. The
first indication that this does not occur is shown in Fig. 3.2. In this finite size scaling
plot of both order parameters, we have reasonable evidence that at the transition
both order parameters are finite. We have carried out extrapolations on system sizes
up to L = 32. While it is not fully reliable quantitatively to extrapolate the order
parameter data with such a limited system size range, there is little doubt that both
Néel and cVBS order parameters are finite at g = 0.587. This would indicate a first
order transition or a co-existence between Néel and cVBS phases. At a continuous
transition one would expect to see the order parameters to vanish at the critical point.
42
Beyond system sizes of L ≈ 32, it is very difficult to get QMC data with small
error bars close to the transition point. As we now elaborate the reason for this
is that we are encountering a first order Néel-cVBS transition. Many of the issues
we encounter are similar to a previous study of a first order Néel-VBS transition, in
which the difficulties obtaining data on larger lattices is nicely explained [85]. Fig. 3.3
shows histograms for the Néel and cVBS order parameter estimators which show clear
double peaked behavior that gets pronounced as the system size is increased. The
stiffness, which is finite in the Néel phase and goes to zero in the cVBS phase also
shows clear double peaked behavior close to the transition as shown in Fig. 3.4. The
double peaked behavior results from the system switching between Néel and cVBS
phases during the simulation. This is shown in Fig. 3.5 in which we observe clearly
that when the magnetic order is present, the VBS order is absent and vice versa. This
switching takes place as a function of Monte Carlo time indicating metastability, co-
existence of the two orders and hence a first order transition. The double peaked
histogram and the switching behavior is absent in models of continuous transitions
for large enough system sizes. In contrast here, these behaviors are enhanced as the
system size is increased providing unequivocal evidence for a first order transition
that persists in the thermodynamic limit.
3.4 Conclusions
We have introduced a model for the transition from the Néel to the four fold de-
generate columnar valence bond solid state which is amenable to sign free quantum
Monte Carlo simulations. Previous field theoretic work extending the S = 1/2 de-
confined criticality scenario to S = 1 has argued that this transition could be direct
and continuous, and described by an anisotropic CP2 field theory. Instead, a detailed
numerical study of our model shows that this phase transition is direct but of first
order in our model. With no known model that shows a continuous transition it is
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Figure 3.5: MC histories of W2 and φ2 for L = 48 at β = 12 shows clear switching
behavior in both quantities at three different couplings close to the transition point
(the exact couplings are shown above each of the three figures). Here W̃2 and φ̃2 are
normalized values of W2 and φ2 such that the maximum is unity. It can be clearly
seen that one order is present when the other is absent. We thus conclude that the
system switches between the two orders at the transition point which is characteristic
of a first order transition.
possible that one of the assumptions of the field theoretic scenario is itself incorrect,
e.g. the existence of an anisotropic SU(3) fixed point. Clearly more field theoretic
work is needed to further our understanding of these interesting issues. In future
numerical work it will be interesting to understand how our S = 1 model connects
to the special SU(3) point where a continuous transition has been observed in QMC
simulations. Also interesting, would be to understand whether the Néel-cVBS tran-
sition for S = 3/2 resembles the findings of the S = 1/2 case as expected from field
theoretic scenarios.
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Chapter 4
Two site designer spin-S interactions
4.1 Introduction
Our ability to construct sign-free Hamiltonians for arbitrary-S using the procedure
described in chapter 2, unfolds new opportunities to explore the rich variety of phases
that can be realized by spin-S models in two dimensions. Certain unconventional
bond ordered phases, such as the HN phase that breaks rotational symmetry of the
square lattice while preserving its translational symmetry, and multi-polar ordered
phases are examples of phases that are only realizable by S > 1
2
models. Multi-
spin plaquette interactions involving more than four spins were shown, using QMC
simulations, to realize quantum paramagnetic phases, such as the HN phase and the
VBS phase on the square lattice, as described in chapters 1, 2 and 3. One may
then ask, what are the possible phases that can be realized using nearest neighbour
designer models involving two-spin rotationally symmetric interactions only?
In this chapter, we construct all possible two site spin-S interactions using the
procedure described in chapter 2 and investigate the phases that nearest neighbour
models with these two-spin interactions host on a square lattice. As mentioned in
Sec. 1.2, it is well known that the nearest neighbour Heisenberg model hosts the Néel
phase on a bipartite lattice in two dimensions regardless of the value of the spin.
Another nearest neighbour Hamiltonian on the square lattice whose ground state is
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already known, is the following:
HS =
∑
〈ij〉
P0(~Si + ~Sj) (4.1)
where P0(~S) is a projection operator onto total spin, S = 0 state:
P0(~S) =

1 if S = 0
0 otherwise
(4.2)
The Hamiltonian in eq. 4.1, is equivalent to the SU(N) generalization of the nearest
neighbour Heisenberg model on a bipartite lattice, with N = 2S + 1 [86]:
HN =
1
N
∑
〈ij〉
N∑
α,β=1
|αiαj〉〈βiβj| (4.3)
This model undergoes a Néel-VBS transition between N = 4 and N = 5 on the
square lattice [87] (the above SU(N) Hamiltonian is explained in Sec. 6.2 in more
detail). Consequently, the singlet projector model of eq. 4.1 exhibits the Néel phase
for S ≤ 3
2
. The VBS phase that in previous numerical studies has only been realized
with the help of four-spin plaquette interactions for S < 3
2
[41, 70], can be realized
with only a two spin interaction given by eq 4.1 for S ≥ 2. A natural question,
therefore, is: Can non-Néel phases be realized only using two spin interactions for
any spin?
The Hamiltonian of eq 4.1 can be shown, as explained in the next section, to
be sign-free by writing it in the mini-spin language (see chapter 2). We construct
additional designer models of two spin interactions, apart from the Heisenberg model
and singlet projector model mentioned above, using the aforesaid procedure and we
find that no sign-free two spin rotationally symmetric interaction hosts a non-Néel
state except the singlet projector model of eq. 4.1 for S ≥ 2.
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Table 4.1: Phase table showing previously known results for the Hamiltonian of
eq. 4.4 with rows labeled by the value of S and columns labeled by number of mini-spin
bonds, Nb, here “N=Néel” and “V=VBS”. We investigate the phases of 1 < Nb < 2S
models.
H
HHH
HHS
Nb 1 2 3 4 5
1
2
N - - - -
1 N N - - -
3
2
N ? N - -
2 N ? ? V -
5
2
N ? ? ? V
4.2 Models
In general for spin-S, one can systematically construct 2S number of sign-free in-
teractions involving two spin-S’s in the split spin representation [58, 88] using the
procedure described in chapter 2. In the “mini-spin” language, every spin-S is re-
placed by 2S spin-1
2
’s at each site as explained in chapter 2. The 2S different interac-
tions correspond to taking a product of Nb = 1, 2 . . . , 2S number of singlet projector
bonds, i.e.
(
1
4
− ~s.~s
)
, between the mini-spins of different sites. An example is shown
in Fig 4.1 for the S = 1 case (see appendix B for a detailed explanation). We study
the following set of Hamiltonians defined by S and Nb on the square lattice:
H =
∑
〈ij〉
HS,Nbij where Nb = 1, 2..., 2S (4.4)
where HS,Nbij is a spin-S interaction between two sites, i and j, with Nb number of
bonds between the mini-spins. It is helpful, but not essential for our simulations, to
know what the corresponding interactions in the spin-S language are (see table D.1).
Nb = 1 is equivalent to the Heisenberg model (with a shift of S
2 as shown in
chapter 2), which is well known to be in the Néel state regardless of the value of
the spin, S. The Nb = 2S interaction can be shown to be equivalent to the singlet
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(a) Heisenberg model
(b) Biquadratic model
Figure 4.1: The (a) Heisenberg hamiltonian and the (b) biquadratic hamiltonian,
which are the two interactions for S = 1 corresponding to Nb = 1 and Nb = 2 = 2S,
are depicted pictorially when written in the mini-spin language. The grey bubbles
represent spin-1 sites, the two circles inside the grey bubble represent the two con-
stituent spin-1
2
’s that sum to give S = 1. The black line represents a 1
4
−s.s interaction
between two spin-1
2
’s on two different sites. The Heisenberg model, ~Si.~Sj − 1, is a
sum on 4 terms as shown in (a). The biquadratic model, (~Si.~Sj)
2 − 1, is a sum on
the two terms shown in (b) (see appendix B.1 for a detailed explanation).
projection operator on two spin-S’s, P0(~S) defined in eq. 4.2, upto a constant factor.
In the S = 1
2
case, where Nb = 1 is the only interaction, the shifted Heisenberg
interaction is the singlet projection operator:
For S =
1
2
: P0(~Si + ~Sj) ≡ H ij2 =
1
4
− ~Si.~Sj (4.5)
In the S = 1 case it is the biquadratic Hamiltonian that acts as a singlet projector :
For S = 1 : P0(~Si + ~Sj) ≡ H ijbq =
(~Si.~Sj)
2 − 1
3
(4.6)
As explained before, the model with SU(2) singlet projectors acting on neighbouring
spins given by eq. 4.1 is equivalent to the SU(N) generalization of the Heisenberg
model given by eq. 4.3. Therefore the groundstate of the Hamiltonian in eq. 4.4 with
Nb = 2S model is Néel for S ≤ 32 and is VBS otherwise.
Table 4.1, summarizes the results that are known so far for nearest neighbour
models on the square lattice with spin-S interactions defined by Nb: while the Nb = 1
model always realizes the Néel phase, the groundstate of the Nb = 2S model goes
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Figure 4.2: Finite size scaling of magnetic order parameter 〈m2S〉 for different two spin
interactions. Nb is the number of spin-
1
2
bonds between the two sites. Extrapolation
to a finite value in the L→∞ limit indicates Néel order.
Table 4.2: Phase table consolidating our results along with previously known results
for the Hamiltonian of eq. 4.4 with rows labeled by the value of S and columns labeled
by number of mini-spin bonds, Nb, here “N=Néel” and “V=VBS”.
HH
HHHHS
Nb 1 2 3 4 5
1
2
N - - - -
1 N N - - -
3
2
N N N - -
2 N N N V -
5
2
N N N N V
from being Néel to VBS between S = 3
2
and S = 2. Below we present the results of
numerical simulations of the Hamiltonian in eq. 4.4 for 1 < Nb < 2S and S =
3
2
, 2, 5
2
.
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4.3 Results of numerical simulations
We use the generalization of the SSE QMC technique to arbitrary spin-S [58, 89]
as described in appendix B. We measure the square of the order parameter, 〈m2〉,
defined in eq. A.7. Fig. 4.2 shows extrapolation of this quantity, normalized as shown
below, as a function of system size:
〈m2S〉 =
1
S2
〈m2〉 (4.7)
〈m2S〉 extrapolates to a finite value as L→∞ for 1 < Nb < 2S. Therefore, according
to our numerical simulations, these models realize the Néel phase.
4.4 Conclusion
We studied all possible nearest neighbour models on the square lattice involving
sign-free two spin rotationally symmetric interactions for S ≤ 5
2
. The only nearest
neighbour models we find to realize a non-magnetic quantum phase are those with
Nb = 2S for S ≥ 2, that were previously known to be VBS ordered. Whether new
two spin interactions can realize non-trivial paramagnetic quantum phases for S > 5
2
,
remains a matter of investigation.
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Chapter 5
First order phase transitions in the square lattice “easy-plane” J-Q model
This chapter has been adapted from Ref. 90, which is a preprint on the arxiv and has
been submitted for publication to the journal Physical Review B.
5.1 Introduction
In the original study of deconfined criticality, two kinds of symmetries were high-
lighted for their possibility as platforms for the phenomenon [39], an SU(2) symmetric
system and a U(1)×Z2 symmetric system. Physically, the SU(2) field theory could be
a description for a rotationally symmetric S = 1/2 antiferromagnet and its transition
to a valence bond solid. The U(1)×Z2 system can be thought of as a model for the
same Néel-VBS transition in a magnet with easy-plane anisotropy or alternatively
as a model for a superfluid to Mott transition.1 Through extensive numerical sim-
ulations in the SU(2) symmetric models many aspects of the theory of deconfined
criticality have been borne out and no direct evidence for a first order transition has
been observed [41–44, 47, 84, 91–95]. Numerical studies of classical statistical me-
chanics models of tightly packed loops and dimer models in three dimensions that
have been argued to realize the same universal physics as the SU(2) Néel-VBS transi-
tion are also consistent with the deconfined criticality scenario [96–102]. Despite this
large body of evidence for the deconfined criticality scenario, numerical studies have
observed scaling violations whose origin is currently unclear [46, 47, 83, 96, 103].
1We will use the terms magnetic and superfluid interchangeably throughout this manuscript
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Figure 5.1: Phase Diagram of HJQλ described by Eq. 5.1 as a function of λ and
g ≡ Q/J . Using the model HJQλ we can access the phase boundary between the
Néel and VBS phases. The transition at λ = 0 was demonstrated to be first order
previously [1]. We find that this transition is first order for λ = 0.5 and λ = 0.75.
The signals of first order that we detect vanish at the symmetric point λ = 1 even on
the largest lattices simulated here.
In contrast in the easy-plane case where SU(2) is broken to U(1)× Z2 a number
of numerical studies have concluded that the transition is first order [1, 103–107].
Recently however it has been claimed that a continuous transition has been found
in a square lattice model with somewhat weaker easy-plane anisotropy [108, 109],
suggesting that perhaps a large easy-plane anisotropy could result in a first order
transition, and the first order and second order regime are separated by a multicritical
point.2. Motivated by this study, we address the issue of how the easy-plane transition
is connected to the symmetric one, by studying a model that interpolates between
these two limiting cases on the square lattice. For the symmetric model we use the
popular J-Q model which shows no direct evidence for first order behavior even on the
largest studied lattice sizes. For the easy plane case we use an easy-plane J-Q that was
2We note for completeness that a model of hard core bosons at 1/3 filling on the Kagome lattice
has been argued to be described by a similar field theory and host a putative easy-plane deconfined
critical point [110]. Although it was originally found to have a first order transition [111], it has
been claimed in recent work to host a continuous transition [110]
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shown to have a first order transition already visible on L ≈ 16. The interpolating
model introduced in detail below is slightly different from the one studied in Ref. 108,
109 where the easy-plane anisotropy was introduced only in the J-term; both models
are believed to have the same universal features however. In this work we present
studies on larger lattices and a more thorough analysis. Contrary to the previous
study, we find no evidence for new continuous easy-plane criticality. Instead we find
a first order transition for 0 ≤ λ < 1 that weakens as λ is increased and we approach
the symmetric point (λ = 1) at which all our direct signals of a first order transition
vanish and the transition is presumed continuous. This is the primary result of our
paper and is summarized in Fig. 5.1. Although no numerical study can rule out
that the transition becomes continuous for a very small but finite window close to
λ = 1 (with finite easy-plane anisotropy), we find this rather unlikely given our results
below. We thus conclude that the easy-plane Néel-VBS transition is generically first
order on the square lattice.
5.2 The Model
The Hamiltonian studied here is an S = 1
2
system on an L× L square lattice,
HJQλ = λH
JQ
s + (1− λ)HJQep , (5.1)
and is a linear combination of two parts, HJQs is the SU(2) symmetric part and H
JQ
ep
is the easy plane part that explicitly breaks the SU(2) symmetry. λ is an anisotropy
parameter that allows us to smoothly interpolate between the easy plane limit (λ = 0)
and the SU(2) symmetric limit (λ = 1). We define the singlet projection operator on
a bond between two sites i and j as,
Pij =
1
4
− ~Si. ~Sj. (5.2)
Sµi =
1
2
σµi , are standard spin-
1
2
operators where σµi are Pauli matrices.
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Then HJQs , which is the well known J-Q model [41], can be written as,
HJQs = −J
∑
〈ij〉
Pij −Q
∑
〈ijkl〉
PijPkl (5.3)
The sum in the second term in the above equation is sum over all elementary plaque-
ttes ijkl. HJQs has full SU(2) inherited from Pij. Similarly if we define
P̃ij = S
x
i S
x
j + S
y
i S
y
j (5.4)
the easy plane Hamiltonian, HJQns can be written as[1],
HJQep = J
∑
〈ij〉
P̃ij −Q
∑
〈ijkl〉
P̃ijP̃kl (5.5)
P̃ij has a symmetry of U(1) × Z2, which corresponds to U(1) rotations about the
ẑ-axis and the Z2 operation of a π rotation about the x̂-axis.
We study the quantum phase transition from the magnetic phase to the valence-
bond solid (VBS) phase as g ≡ Q/J is varied for a fixed λ. While in the easy plane
limit, i.e. λ = 0, this transition has been found to be first order [1], it has been argued
to be to continuous in the SU(2) symmetric limit, λ = 1 [41–43, 92]. In this work we
interpolate between the two limiting models with the aim of elucidating the evolution
of the nature of the quantum transition and in particular to investigate whether the
transition is continuous for any λ < 1.
5.3 Numerical Simulations
The numerical results presented below have been obtained using the stochastic series
expansion (SSE) quantum Monte Carlo method [51]. We use the directed loop algo-
rithm [57] to carry out global loop updates on our Monte Carlo configurations (see
Appendix E.1).
Fig. 5.1 shows a phase diagram obtained from numerical simulations as a function
of the coupling g = Q/J and the anisotropy parameter λ. For a given λ, on increasing
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Figure 5.2: Quantum Monte Carlo results for the transition from superfluid to the
VBS phase for λ = 0.5: (a)-(b) show the quantitiesRm2⊥ andRφ2x respectively, defined
by Eq. (A.13) cross for different L at the transition point. The x̂-axis on these graphs
is identical to the one show in (c). (c) The same data as shown in (a-b) but here
together, suggesting an accurate estimate for the critical coupling can be obtained
from the crossing of Rm2⊥ and Rφ2x for a given value of L. (d) Values of coupling at
the crossings of L and L/2, for Rm2⊥ and Rφ2x are plotted vs 1/L. gc(L) from crossing
analysis of Rm2⊥-Rφ2x as suggested in (c) is shown to fit to a form gc(L) = g
∗
c +
C
Le
where g∗c = 12.111(3). This fitting has been done for L ≤ 64 since larger sizes deviate
from this fitting form. We demonstrate in Fig. 5.5 that this deviation arises due to
the formation of double peaks in the histograms for the Monte Carlo estimators, a
classic sign of a first order transition.
g we find a quantum phase transition from the magnetic to the VBS phase. Here, we
work in units where
√
J2 +Q2 = 1 and at an inverse temperature β = L for an L×L
lattice. All data presented has been tested to be in the T = 0 limit as demonstrated
in Appendix E.1.
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Figure 5.3: The values of 〈m2⊥〉 and 〈φ2x〉 where Rm2 and Rφ2 for the same value
of L cross each other extrapolated as a function of system size. This extrapolation
has been carried out for two different fit forms, (a) Power law: C0 +
C1
Le1
(left) (b)
Polynomial: C0+
C1
L
+ C2
L2
(right). The biggest system size used for the fits is L = 128.
We find that the numerical values to which 〈m2⊥〉c and 〈φ2x〉c extrapolate depend on
the fit form itself and are inconsistent with the stochastic errors (shown in the legend).
The best fitted functions are shown with dashed lines for reference. In both fit forms
the extrapolated order parameters go unambiguously to finite values for λ = 0.5 and
λ = 0.75. For λ = 1 on the other hand they are consistent with a zero extrapolated
value. The 〈m2⊥〉 data shows this effect much more clearly than in the 〈φ2x〉, where it
is nonetheless also evident.
Measurements
When λ < 1, the presence of a small amount of anisotropy makes the spins preferen-
tially align in the XY plane. Therefore as we vary g in our simulations, we look for a
phase transition between the XY order (superfluid) and VBS phases. We define the
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following quantities to detect magnetic order,
C̃m2⊥(
~k) =
∑
~r
ei
~k.~r〈S̃x~0S
x
~r + S
y
~0
Sy~r 〉 (5.6)
The square of the superfluid order parameter is
〈m2⊥〉 = C̃m2⊥(π, π) (5.7)
The quantity 〈Sx~0S
x
~r + S
y
~0
Sy~r 〉 is measured during the loop update by keeping track of
the distance between the head and the tail of the loop when they are at the same
time slice [112]. When λ = 1.0, Sx, Sy and Sz are equivalent and therefore 〈m2⊥〉 is
equal to 〈m2〉 defined in eq. A.7 upto a normalization. We construct the VBS order
parameter square from the following quantity,
C̃φ2x(
~k) =
∑
~r
ei
~k.~r〈Qx(~0)Qx(~r)〉. (5.8)
Here Qx(~r) is a plaquette operator which equals the sum of all the operators in the
Hamiltonian acting on the plaquette at ~r as described in Appendix E.1.
We define ratios Rop for each of the above orders, op = m
2
⊥,m
2
‖, φ
2
x, using eq. A.13.
In the ordered phase Rop goes to 1 and in the disordered phase it goes to 0 on
increasing system size, therefore they are expected to cross for different system sizes
at the critical point.
Numerical Results
In this work, we focus on two values of the anisotropy parameter, λ = 0.5 and
λ = 0.75. We have included a comparison with the symmetric case λ = 1 when
appropriate.
Crossing Analysis
Fig. 5.2 (a) and (b) show ratios Rm2⊥ and Rφ2x (defined above) crossing for different L
for λ = 0.5. This indicates a transition from the magnetic to VBS phase. Fig. 5.2(c)
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Figure 5.4: (a)-(b) Crossings of Lρs for λ = 0.5 indicating a transition from a magnetic
to non-magnetic phase. The black stars denote points where the curves of L and L/2
cross. (c) ρs extracted at these crossing points is fit to a power law and is shown
to extrapolate to a finite value in the thermodynamic limit for both λ = 0.5 and
λ = 0.75. (d) The value of the coupling g at these crossing points, gc(L), is shown to
extrapolate to g∗c = 12.11(2) and g
∗
c = 15.49(1)
shows crossing of these ratios for the same L. As shown in 5.2(d), the crossing
analysis from 5.2(c) yields the transition point to be at g∗c = 12.111(3), which is close
to the value at which the couplings at the crossing points, gc(L), converge. This
extrapolation has been done only using small system sizes, L ≤ 64. We notice that
smaller system sizes can be seen to smoothly converge to g∗c ≈ 12.1, bigger system
sizes start deviating from this trend. This is because of the double peaked structure
that starts to develop in the order parameter estimators, making it difficult to reliably
extrapolate gc(L) using bigger lattices. Fig. 5.4 shows crossings of the quantity Lρs
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Figure 5.5: Histograms (first row) and time series data for L = 96 (second row) of
observables close to the critical point (g ≈ 12.1) for λ = 0.5. Here m̃2⊥ and φ̃2x are
respectively m2⊥ and φ
2
x normalized so that the maximum value is 1.0. This data has
been collected for less than 5000 MC steps per bin. The histograms show double
peaked behavior and time series data shows switching between two orders.
for both λ = 0.5 and λ = 0.75, which also indicates transition out of the magnetic
phase. To investigate the nature of the transition, we study the extrapolation of
observables with system size at the critical point. For a continuous transition, all the
observables described above (ρs, 〈m2〉, 〈φ2〉), should go to zero at the critical point
as L → ∞. Fig. 5.3 shows values of 〈m2⊥〉 and 〈φ2x〉 at the crossing points of Rm2⊥
and Rφ2x at L extrapolated to the infinite system size limit using two different fitting
forms (as described in the caption). The extrapolated values of 〈m2⊥〉 and 〈φ2x〉 are
finite for both λ = 0.5 and λ = 0.75. These values for λ = 0.75 are smaller than
that of λ = 0.5, indicating that the first order nature weakens on increasing λ. The
stiffness extracted from crossings of Lρs for L and L/2 in Fig 5.4(a),(b) is plotted
as a function of 1/L in 5.4(c). ρs clearly extrapolates to a finite value for 1/L → 0
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for both λ = 0.5 and λ = 0.75. Our analysis thus points to a first order transition
for λ = 0.5 and λ = 0.75. For λ = 1, on the other hand it is apparent from our
data that is hard to argue for a finite order parameter for 〈m2⊥〉 and 〈φ2x〉 from the
data we have. A more through analysis of the λ = 1 is available in Ref. 47. We note
that these extrapolations become hard to do on very large system sizes because of
ergodicity issues that we discuss below and that we argue arise fundamentally at first
order transitions.
Histograms
To further elucidate the nature of the transition we carefully study the histograms of
observables near the critical point. Fig. 5.5 shows the probability distributions of the
QMC estimators for ρs, m
2
⊥ and φ
2
x at the transition for λ = 0.5. There are clearly
two peaks in the histograms of ρs for L = 48, 64, 96, one at 0 and the other at a finite
value. This double peak feature is clearly noticeable in m2⊥ and φ
2
x only for L = 96.
The double peak gets more pronounced with system size which indicates that the
first order behavior survives in the thermodynamic limit. The time series data shows
switching between the two orders: one order parameter is finite when the other goes
to 0, thus one order is present when the other is not. This is characteristic of a first
order transition. This system exhibits clear first order behavior only for L > 64,
therefore we conclude that this transition is a weak first order transition. The first
order nature of the transition is even weaker for λ = 0.75, the double peak in the
histograms of stiffness appears for L > 96 as shown in Fig. 5.6. There is no evidence
of double peaked histograms for λ = 1.0 for the largest system size we have studied.
This is consistent with the numerical findings in the past [41–43, 92]. Therefore we
conclude that the transition is first order for λ = 0.5 and λ = 0.75, the first order
behaviour gets progressively weaker as we increase λ eventually disappearing at λ = 1.
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Figure 5.6: Histograms (left) and Monte Carlo histories (right) of ρs for λ = 0.75
near the critical point g ≈ 15.4. The histogram data has been collected for 1000 MC
steps per bin. The double peak in the histograms that is barely visible for L = 96
just starts to appear for L = 128. Switching between the two values of ρs depicted
in the time series data also indicates first order behaviour.
5.4 Conclusions
We studied an interpolation of two previously known and well studied models, the
J-Q model [41] which hosts a continuous Néel-VBS transition and the easy-plane
J-Q model [1] which hosts a first order superfluid-VBS transition. By studying the
phase transition as a function of the parameter λ that interpolates between the two
limits, we found the phase diagram shown in Fig. 5.1. Our main conclusion is that
whenever the easy-plane anisotropy is present the transition is first order. All signs
of discontinuity vanish only at the symmetric point λ = 1.
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Chapter 6
Quantum phases of SU(N) spins on a BCC lattice
6.1 Introduction
Aside from the most popular SU(2) symmetric spin models studied in Chapters 2, 3
and 4, generalizations to SU(N) symmetry have also received a lot of attention.
Although only the SU(2) case is directly applicable to physical systems, generalization
to N > 2 was introduced as a theoretical tool for studying models in the N → ∞
limit [27, 32, 75, 113, 114]. Although these theories are valid only the large-N limit,
the results of some of the approximations are consistent with the numerical results for
finite N models [30, 89]. Studies of N > 2 models have also become experimentally
relevant now as they can be realized in optical traps and lattices for atoms having
large spins [115].
Strong evidence for the deconfined criticality scenario, where a direct continu-
ous Néel-VBS transition arises in two dimensions, has been demonstrated for SU(N)
antiferromagnets [44, 92, 116]. Nevertheless, unconventional scaling behaviour has
been observed at the critical point for small N [43, 83]. For N = 2, this has been
interpreted as evidence for a first order transition [45, 46]. Alternative scaling forms
consistent with the continuous transition scenario have also been proposed that in-
troduce two diverging length scales at the critical point [47]. For large N , however,
this transition shows conventional quantum critical scaling behaviour [116] and the
universal critical exponents extracted here agree with those obtained in a 1/N ex-
pansion of the noncompact CPN−1 theory [117–122], thus bolstering the belief in the
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Figure 6.1: The body centered cubic (BCC) lattice with (a) arrows depicting its three
primitive lattice vectors, ~a1 =
−êx+êy+êz
2
, ~a2 =
êx−êy+êz
2
, ~a3 =
êx+êy−êz
2
(here the lattice
constant of the cubic lattice is considered to be acub = 1) (b) thickened lines showing
nearest neighbour bonds, J1 and (c) thickened lines showing a next nearest nearest
neighbour bonds, J2
presence of the deconfined critical point in these models.
The nature of this transition, however, can be very different in three dimensions.
On three dimensional bipartite lattices, one cannot exclude the possibility of a U(1)
quantum spin liquid phase or the gapless “photon” phase close to the Néel-VBS
transition, which is a phase with long range quantum mechanical entanglement that
breaks no symmetries of the Hamiltonian. Studies carried out on the cubic lattice
with SU(2) symmetric spins [123] and SU(N) generalizations [124] have not found
any such intervening phase.
The Heisenberg model on a bipartite lattice is known to be in the Néel phase
in 2d and 3d. The SU(N) generalization of this model for very large N , on the
other hand, maps to a quantum dimer model with only a kinetic term [113], which
is valence bond solid ordered at T = 0 [125]. Therefore one expects a transition
between the Néel and VBS phases as N is varied, which is what was observed in
simulations previously [86, 87, 124]. We study the SU(N) antiferromagnet on a body
centered cubic (BCC) lattice, to investigate the phases of the system, particularly
paying attention to the possibility of an intervening spin liquid phase between the
two phases. We perform an analytic calculation in the large-N limit using Schwinger
boson mean field theory (SBMFT) approach to determine the value of N at which the
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system loses Néel order. We confirm that this value of N is consistent with that got
from our quantum Monte Carlo (QMC) simulations. In our simulations, we discover
an intermediate value of N for which there is neither Néel nor VBS order. This
phase breaks neither spin rotation nor translational symmetry of the Hamiltonian,
and hence is a candidate for a quantum spin liquid. We aim to study this phase in
more detail and elucidate its nature and the nature of phase transition to the Néel
and VBS phases as a function of a continuous parameter.
6.2 Model
The Hamiltonian defined on a bipartite lattice is an SU(N) symmetric spin model.
The spins on one sublattice of the bipartition transform as a fundamental repre-
sentation and on the other sublattice as a conjugate to fundamental representa-
tion [32, 75, 86, 87, 126]. Our Hamiltonian is defined in terms of an SU(N) singlet:
|Sij〉 =
1√
N
N∑
α=1
|αi〉|αj〉 (6.1)
where αi = 1 . . . N is the color of the spin at site i. |Sij〉 is an SU(N) singlet which
is invariant under the following operation:
|αi〉 →

Uαβ|βi〉, if i ∈ A
U∗αβ|βi〉, if i ∈ B
(6.2)
where U is an N × N unitary matrix and A and B are the two sublattices on the
bipartite lattice. We define a singlet projection operator on a bond between two sites,
i and j:
Pij = |Sij〉〈Sij|
=
N∑
α,β=1
|αiαj〉〈βiβj|
(6.3)
Pij is an operator that acts on two sites with spins of the same color, α, and either
flips them to a different color, β, or leaves them unchanged (if α = β). For N = 2 this
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is equivalent to the Heisenberg antiferromagnetic interaction upto a unitary trans-
formation on one of the two sites. On a bipartite lattice this unitary transformation
can be carried out on one of the sublattices making the nearest neighbour model an
SU(N) generalization of the nearest neighbour Heisenberg antiferromagnet. The first
model we study is the nearest neighbour model on the BCC lattice:
H = −J1
∑
〈ij〉
Pij (6.4)
For small values on N one expects the system to be in the semi-classical Néel phase
shown in Fig 6.2(a). On the cubic lattice, the system transitions from a Néel phase
to a VBS phase between N = 9 and N = 10 [124]. Therefore, we expect to see a
similar transition to a VBS phase in the BCC lattice, shown in Fig 6.2(b), with or
without an intervening spin liquid phase.
To investigate the nature of the transition between the different phases we include
one more term in the Hamiltonian, Πij, on the next nearest neighbour bonds. This
term is an SU(N) generalization of the Heisenberg ferromagnet which realizes the
Néel state.
Πij =
1
N
N∑
α,β=1
|αiβj〉〈βiαj| (6.5)
The model now becomes:
H = −J1
∑
〈ij〉
Pij − J2
∑
〈〈ij〉〉
Πij (6.6)
Tuning the ratio J2
J1
, helps study the Néel-VBS phase transition at a large enough
value of N where the J2 = 0 model realizes the VBS state.
6.3 Analytic results
The Hamiltonian defined in eq. 6.4 can be solved analytically in the large-N limit
using the Schwinger boson mean field theory (SBMFT) approach [28, 127, 128]. Con-
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Figure 6.2: (a) Néel phase is characterized by all spins having the same color. This
phase spontaneously breaks the SU(N) symmetry of the Hamiltonian (b) VBS phase
on the BCC lattice is characterized by long-range order in singlet bonds, represented
by the thick grey bonds. The state shown here is one of the eight degenerate states
possible on the BCC lattice, corresponding to all the bonds forming along one of the
eight directions of bonds coming out of a site.
sider the following Hamiltonian written in terms of bosonic operators:
H = − J
N
∑
〈ij〉
N∑
α,β=1
b†i,αb
†
j,αbi,βbj,β (6.7)
where a constraint is imposed on the bosonic operators to fix the number of bosons
at each site to a constant, nb : ∑
α
b†i,αbi,α = nb ∀ i (6.8)
This Hamiltonian has SU(N) symmetry and nb determines the representation of
SU(N). Setting nb = 1 gives the Hamiltonian in eq. 6.4 that we are interested
in.
The partition function of the problem can be written as an imaginary time func-
tional integral of the following Lagrangian over the fields zi,α, λi and Qij :
L(zi,α, λi, Qij) =
Ns∑
i=1
[
N∑
α=1
zi,α
( ∂
∂τ
+ iλi
)
z∗i,α − iλi nb+
1
2
∑
η̂
{N
J
|Qi,i+η̂|2 +
N∑
α=1
(Q∗i,+η̂zi,αzi+η̂,α +Qi,i+η̂z
∗
i,αz
∗
i+η̂,α)
}]
(6.9)
66
Here the fields zi,α, λi and Qij are implicit functions of imaginary time, τ . zi,α are
eigenvalues of operators bi,α, λi is the Lagrange multiplier to enforce the constraint in
eq. 6.8, Qij is introduced by a Hubbard Stratonovich decoupling of the Hamiltonian, i
and α denote the site and color index respectively and η̂ runs over nearest neighbours
of site i. On writing nb = κN and integrating out the z variables, we are left with an
expression where N can be pulled out as a pre-factor in the exponent of the partition
function:
Z =
∫ ∏
〈i,j〉
D2Qij
∏
i
Dλie−NS(λi,Qij) (6.10)
In the limit of N →∞ we can use the saddle point approximation to remove the
integrals and replace S(λi, Qij) by its minimum value with respect to λi and Qij. In
the “mean field” theory λi and Qij are replaced by static and uniform fields λ and
Q:
λ ≡ iλi
Q ≡ Qij
(6.11)
Z = e−βFMF ≈ e−NS0(λ,Q) (6.12)
The free energy is then minimized with respect to λ and Q. One finds that the
system goes from being gapped for small κ to gapless above a critical value, κc. This
gapless phase corresponds to Bose Einstein condensation in the boson language and
the magnetically ordered phase in the spin language. The value of κc can be computed
using the following equation [128]:
κc =
1
2
∫
BZ
ddk
(2π)d
(1− |γk|2)−
1
2 − 1
2
(6.13)
For the BCC lattice we find κc ≈ 0.059. Since we’re working in the fundamental
representation, nb = κN = 1. Therefore the system is magnetically ordered for
N < Nc where for the BCC lattice:
Nc =
nb
κc
=
1
κc
≈ 17 (6.14)
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6.4 Numerical Simulations
Methods and measurements
The model presented in the previous section satisfies the sign problem-free condition
of eq. 1.19, therefore is amenable to QMC simulation. Our numerical results were
obtained using the SSE QMC technique with global loop updates [51].
The Néel phase, which corresponds to all the colors being equal as shown in
Fig. 6.2(a), is detected using the correlation of the following quantity:
qααi = |αi〉〈αi| −
1
N
(6.15)
where i is the site label and αi is the color of the spin at site i. The average of the
quantity qααi can be seen to go to zero at a particular site. The magnetic correlations
are defined in the following way, as a generalization of eq. A.6 to SU(N):
C̃Nm2(
~k) =
1
NNs
∑
~r
ei
~k.~r
∑
α
〈qαα~0 q
αα
~r 〉 (6.16)
C̃m2(~k) has a Bragg peak at ~k = 0, and the square of the order parameter is defined
as:
〈m2〉 = C̃Nm2(0, 0, 0) (6.17)
The VBS state on the BCC lattice is an eight-fold degenerate state, corresponding
to singlets forming along one of the eight possible directions of bonds coming out of
a site. Four of these bond directions are:
~d1 =
êx + êy + êz
2
~d2 =
−êx + êy + êz
2
~d3 =
êx − êy + êz
2
~d4 =
êx + êy − êz
2
(6.18)
and the other four are −d1,−d2,−d3 and −d4 (here the lattice constant of the cubic
lattice is considered to be acub = 1 as in Fig. 6.1). One of these degenerate states
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Figure 6.3: Fourier transform of the dimer correlation function, C(~q) ≡ C̃N
φ2i
(~q) (see
eq. 6.20), plotted along the high symmetry points on the Brillouin zone. Bragg peak
at N confirms long range ordering in dimers.
is shown in Fig. 6.2(b). VBS order is detected using the correlations of the SU(N)
generalization of the bond operator, BNi (~r), defined in eq. A.8, which is equivalent to
the singlet projection operator, Pij, defined in eq. 6.3:
BNi (~r) ≡ P~r~ri (6.19)
where ~ri = ~r+ ~di with i = 1, 2, 3, 4 are position vectors of the neighboring atoms along
four different bond directions (see eq. 6.18 and Fig. 6.1). The bond-bond correlations
defined as:
C̃Nφ2i
(~k) =
1
NNs
∑
~r
ei
~k.~r〈BNi (~0)BNi (~r)〉 (6.20)
C̃N
φ2i
(~k) is found to have a Bragg peak for N ≥ 17, as shown in Fig. 6.3, at the point
N, which is marked in the in the Brillouin zone in the inset of the figure. The square
of the VBS order parameter, 〈φ2i 〉, is the height of this Bragg peak. We also define
dimensionless ratios for magnetic and VBS order, Rm2 and Rφ2 , that go to 1 in the
ordered phase and 0 in the disordered phase as shown in eq. A.13.
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Figure 6.4: QMC simulation results showing the quantities Rm2⊥ and Rφ2 crossing as
a function of N for different L at the transition point. For N < 16 the system can
be inferred to be in the Néel ordered phase and in the VBS phase for N > 16. At
N = 16 there is neither order implying an intermediate quantum spin liquid phase.
Results of numerical simulations
Fig. 6.4 shows ratios for Néel and VBS order, Rm2 and Rφ2 , crossing at some inter-
mediate value of N for the model defined by eq. 6.4. From the two plots, it is evident
that for N ≤ 15, the system is in the Néel phase and for N ≥ 17 it is in the VBS
phase. At N = 16, the system is neither Néel ordered or VBS ordered, suggesting
that it is a quantum spin liquid phase.
To investigate the nature of the transition, we study the transition as a function
of a continuous parameter, J2, which is the ferromagnetic coupling defined in eq. 6.6.
For N ≥ 17, where the Hamiltonian of eq. 6.4 (corresponding to J2 = 0) was shown
to realize the VBS phase in Fig. 6.4, a transition to the Néel phase is induced as
J2 is turned on. Fig. 6.5 shows the aforementioned ratios crossing as a function of
J2 for N = 18. The system appears to transition continuously into and out of an
intermediate spin liquid phase between the VBS and the Néel phases, but a more
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Figure 6.5: QMC simulation results showing the quantities Rm2⊥ and Rφ2 crossing
as a function of ferromagnetic coupling J2 for different L at the transition point for
N = 18.
detailed numerical analysis is required to ascertain this.
6.5 Conclusion
We find, in contrast to previous studies on the cubic lattice, that the Néel-VBS
transition on the BCC lattice is not direct. There is an intermediate phase that
breaks none of the symmetries that we have tested for, i.e. spin rotation or lattice
translation and therefore can be considered a candidate quantum spin liquid phase.
The transition into this phase appears to be a continuous transition from both the
Néel and the VBS phases, however, a more thorough numerical investigation is needed
to establish this.
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Appendix A
Chapter 1 supplementary
A.1 Observables
Measurement of observables like energy, magnetization and correlation functions in
QMC is carried out by computing expectation values of the desired operators. The
expectation value of an operator, O is defined as
〈O〉 = Tr (O e−βH )
=
∑
α
〈α|O e−βH |α〉
(A.1)
The above computation becomes easier if O is diagonal in the basis we’re working
in, since in that case we can replace O by its eigenvalue, oα in the basis state, |α〉:
〈O〉 =
∑
α
oα〈α| e−βH |α〉 (A.2)
The expectation of a diagonal operator, therefore, can be computed by measuring the
eigenvalue directly in the generated Monte Carlo configurations. The choice of basis
used can greatly simplify measurement. The spin-spin correlation function, Sz0S
z
~r , is
an example of a diagonal operator in the basis defined in Eq. 1.23.
If O is off-diagonal, 〈O〉 can be found easily if it is a Hamiltonian operator. For e.g.
the expectation value of a bond operator in the Heisenberg model, Hb′k , in Eq. 1.21,
can be shown, from Eqs 1.22 and Eq A.1 to be:
〈Hb′k〉 =
∞∑
n=0
(−β)n
n!
∑
Sn
∑
α
〈α|Hb′kHb1Hb2 ....Hbn|α〉 (A.3)
72
Using cyclicity of trace and the fact that the sum on n goes to infinity, it follows
from the above equation that:
〈Hb′k〉 = −
〈Nb′k〉
β
(A.4)
where Nb′k is the average number of times Hb′k appears in the operator string in our
simulation. Similarly, the expectation value of a sequence of operators, 〈∏mk=1Hb′k〉,
can be shown to be related to the number of times the sequence appears in the
operator string, Nb′1,b′2...,b′k as:〈 m∏
k=1
Hb′k
〉
=
1
βm
〈
(n− 1)!
(n−m)!Nb′1,b′2...,b′k
〉
(A.5)
where n is the total number of operators in the operator string in a given configura-
tion.
An example of an off-diagonal operator that can be computed using the above
equation is the equal time bond bond correlation function, ~S0.~Sêi
~S~r.~S~r+êi , used to
detect VBS order.
A.2 Measurements
Here we outline the common correlation functions that we measure to construct order
parameters we use to characterize the different phases on the square lattice:
1. The spin-spin correlation function, Cm2(r) = S
z
~0
Sz~r , is used to identify the mag-
netic order. In the magnetic phase, the Fourier transform of this quantity,
C̃m2(~k) =
1
Ns
∑
~r
ei
~k.~r〈Sz~0S
z
~r 〉 (A.6)
(where Ns is the number of sites in the system
1) has a Bragg peak at the
~k = (π, π) and the height of this peak is the square of the magnetic order
1We define Fourier transforms so that the order parameter is intensive in the system size
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parameter:
〈m2〉 = C̃m2(π, π) (A.7)
2. The correlation of the bond operator, Bi(~r), between neighbouring spins defined
below, helps determine the presence of the Valence Bond Solid (VBS) order:
Bi(~r) = ~S~r.~S~r+êi (A.8)
where i = x or y. In the VBS phase, the Fourier transform of the correlation,
C̃φ2i (
~k) =
1
Ns
∑
~r
ei
~k.~r〈Bi(~0)Bi(~r)〉 (A.9)
has a Bragg peak at ~k = (π, 0) for i = x or ~k = (0, π) for i = y. The height of
this peak is the square of the VBS order parameter:
〈φ2i 〉 = C̃φ2i (π, 0) (A.10)
The spin stiffness, ρs, is another quantity we use to detect the magnetic phase:
ρs =
∂2E(ϕ)
∂ϕ2
∣∣∣∣
ϕ=0
(A.11)
Here E(ϕ) is the energy of the system when you add a twist of ϕ in the boundary
condition in either the x or the y direction. In QMC, this quantity is related to the
winding number of loops in the direction that the twist has been added [129]:
ρs =
〈W2〉
β
(A.12)
where β is the inverse temperature. In the magnetic phase the stiffness extrapolates
to a finite value in the thermodynamic limit, but goes to zero in the non-magnetic
phase. The quantity Lρs is expected to show a crossing for different values of L at
the coupling at which magnetic order is destroyed.
In order to detect the ordered phases and locate the phase transition points more
accurately, we make use of ratios defined as:
Rop = 1−
|C̃op(ko′)|
|C̃op(ko)|
(A.13)
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Here ko is the ordering momentum: on the square lattice ko = (π, π) for op = m
2
and ko = (π, 0) for op = φ
2
x. ko′ is any momentum that is nearest to the ordering
momentum: for op = m
2, ko′ = (π, π +
2π
L
) or ko′ = (π +
2π
L
, π) and for op = φ
2
x,
ko′ = (π,
2π
L
)
75
Appendix B
Chapter 2 supplementary
B.1 Biquadratic Hamiltonian
It can be verified with simple algebra that the biquadratic Hamiltonian given by H ijbq
in Eq. 2.4 can be expressed in terms of the mini-spins as shown in the equation below:
H̃ ijbq =
2∑
a,b=1
[(
1
4
− ~s ai .~s aj
)
.
(
1
4
− ~s bi .~s bj
)
+
(
1
4
− ~s ai .~s bj
)
.
(
1
4
− ~s bi .~s aj
)]
−
2∑
a,b=1,a6=b
[ 1
2
(
1
4
− ~s ai .~s bi
)
− 1
2
(
1
4
− ~s aj .~s bj
)]
(B.1)
The last two terms colored in red in Eq. B.1 act on mini-spins on a single site. They
are singlet projection operators on these two spins (like the action of H ij2 on two spins
on different sites, i and j, in eq. 1.24) :( 1
4
− ~s ai .~s bi
)
= |sabi 〉〈sabi | (B.2)
where |sabi 〉 = |↑
a
i ↓bi 〉−|↓ai ↑bi 〉√
2
is the singlet state between the two mini-spins a and b.
These operators project the spin state onto a singlet, |sabi 〉, which is anti-symmetric
in a and b. The action of Pi of eq. 2.2, which is a symmetrization operator, kills the
state. Therefore, the terms in red can effectively be neglected. The remaining two
terms in Eq. B.1 can be understood more easily pictorially with the help of Fig. 2.2(b).
B.2 Three spin interaction
We now construct a sign problem-free interaction symmetric in the mini-spins at
each site, directly in the spin-1
2
language. This simple construction involves three
76
Figure B.1: Interaction involving three spin-1’s is depicted pictorially in terms of the
mini-spins as explained in caption of Fig. 2.2
Figure B.2: Interactions involving three spin-1
2
’s depicted pictorially (as explained in
caption of Fig. 2.2): the spin-1
2
in the middle squares to 1 resulting in a net two spin
interaction
neighbouring sites. A 1
4
− ~s.~s operator acts on each pair of neighbouring spin-1
2
’s on
the three sites, such that none of these singlets touch. The eight possible ways to
form singlets on three sites in this manner are shown in Fig. B.1. The Hamiltonian
this corresponds to can be written down as below:
H̃ ijk3 = −
∑
a,d,b 6=c
(
1
4
− ~s ai .~s bj
)(
1
4
− ~s cj .~s dk
)
+ h.c. (B.3)
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Figure B.3: Here C(q) ≡ C̃ψ2(~q) (see Eq. B.9) for g = 0.17 (where g is the tuning
parameter defined in chapter 2), shows a Bragg peak at Γ indicating breaking of
rotational symmetry.
This interaction always involves four spin-1
2
’s. Interactions involving three spin-1
2
’s
like the ones shown in Fig. B.2 can be shown to reduce to two spin interactions. We
now proceed to work out this interaction in terms of the original spin-1 operators.
H̃ ijk3 = −
∑
a,d,b 6=c
(
1
4
− ~s ai .~s bj
)(
1
4
− ~s cj .~s dk
)
= −
[ ∑
a,b,c,d
(
1
4
− ~s ai .~s bj
)(
1
4
− ~s cj .~s dk
)
−
∑
a,b,c
(
1
4
− ~s ai .~s bj
)(
1
4
− ~s bj .~s ck
)] (B.4)
In the square bracket in the last line of the above equation:
a) the first term is the sum of all the terms in Fig. B.1 and Fig. B.2
b) the second term is a sum on all the terms in Fig. B.2
The two terms are not individually Hermitian, so they are first added to their
corresponding Hermitian conjugates before simplifying to get Hd,ijk3 and H
d′,ijk
3 re-
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Figure B.4: Here C(q) ≡ C̃φ2(~q) (see Eq. A.9) for g = 0.18 (where g is the tuning
parameter defined in chapter 2), shows no peak except at Γ. We expect a Bragg
peak at non-zero momentum if the state breaks translational symmetry. Therefore
we conclude that our groundstate does break translational symmetry like the VBS
state.
spectively below:
Hd,ijk3 = −(1− ~Si.~Sj)(1− ~Sj.~Sk) + h.c. (B.5)
Hd
′,ijk
3 = (~Si.~Sj + ~Sj.~Sk − ~Si.~Sk − 1) (B.6)
Finally, our constructed three spin interaction in terms of the spin-1’s is the following,
which is what is shown in Eq. 2.5:
H ijk3 = H
d,ijk
3 +H
d′,ijk
3
= −~Si.~Sj ~Sj.~Sk +
1
2
(~Si.~Sj + ~Si.~Sk + ~Sj.~Sk + 2) + h.c.
(B.7)
B.3 Measurements
The magnetic and VBS correlation functions that are used the characterize the re-
spective phases have been defined in Sec A.2. The HN phase is characterized by long
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Table B.1: Quantities measures by QMC at low temperatures (inverse temperature of
β = 6L) for the Heisenberg Antiferromagnet with coupling constant J = 1 compared
with those determined for the ground state of the same model as found from exact
diagonalization (ED). The energies reported (eED and eQMC) are per site and the
stiffness (ρEDs and ρ
QMC
s ) are as described by Eq. A.12. The energy saturates to the
ground state value for low enough temperatures as can be seen in Fig. B.5
Lattice Lx Ly S eED eQMC ρ
ED
s ρ
QMC
s
Square 4 4 1
2
-1.20178 -1.20186(8) 0.1855 0.1849(4)
Square 2 2 1 -5.0 -5.0011(5) 1.0 1.002(2)
Square 2 2 3
2
-10.5 -10.499(5) 2.0 2.008(3)
Chain 4 1 1 -2.5 -2.5004(2) 0.2222 0.2226(4)
Chain 6 1 3
2
-5.1488 -5.1489(3) 0.2630 0.2627(3)
range order in the quantity ψ(~r) which is locally defined at a site as:
ψ(~r) = Bx̂(~r)−Bŷ(~r) (B.8)
where Bx̂(~r) and Bŷ(~r) are as defined in Eq. A.8. The Fourier transform of the
correlations of this quantity,
C̃ψ2(~k) =
1
Ns
∑
~r
ei
~k.~r〈ψ(~0)ψ(~r)〉 (B.9)
has a Bragg peak at ~k = (0, 0) in this phase. The height of this peak is the square of
the order parameter in this phase, 〈ψ2〉:
〈ψ2〉 = C̃ψ2(0, 0) (B.10)
Everywhere in the phase diagram in Fig. 2.4, C̃φ2(~k) defined in Eq. A.9 shows no
peak except at ~k = 0 as shown in Fig. B.4, therefore VBS order can be ruled out.
C̃ψ2(~k) shows a Bragg peak at ~k = 0 for g ? 0.17 (where g is the tuning parameter
on the x-axis in Fig. 2.4) as shown in Fig. B.3 corresponding to HN order.
B.4 Simulated Models
The designer Hamiltonians we simulated involved multi-spin interactions constructed
from the three spin interaction, H ijk3 , defined by eq. B.7. The results of the simulations
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Figure B.5: (a) Finite temperature energy (per unit site) comparison with ED for
a 4 site spin-1 Heisenberg Antiferromagnetic chain (b) Ground state energy (per
unit site) comparison for a 3×3 square lattice with periodic boundary conditions
(PBC) for the model decribed by a modified version of Eq. 2.8 where Si.Sj replaced
by Szi S
z
j − 12(S+i S+j + S−i S−j ) for g = 0.1 (On a bipartite lattice, this modification
corresponds to a unitary transformation on one sublattice and hence simulating the
modified model is no different from simulating the original model. However, since the
3× 3 square lattice is non-bipartite, it is really the modified model that we simulate
in QMC)
are shown in fig. B.8, where we plot 〈m2〉 as a function of inverse system size to detect
Néel order. Extrapolation of 〈m2〉 to a finite value for L → ∞ indicates Néel order.
The following Hamiltonians were shown to realize the Néel phase:
H =
∑
〈ijk〉
H ijk3 (B.11)
H =
∑
p
Hp2×3 (B.12)
The sum on 〈ijk〉 denotes a sum on all three neighbouring collinear sites in a row or
column (such as sites 1, 2, 3 and 1, 4, 7 as numbered in fig. 2.3). In eq. B.12, the
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Figure B.6: Convergence of the order parameters (〈m2〉 and 〈ψ2〉) as a function of
inverse temperature for (a) g = 0.0 (b) g = 0.1 : Finite temperature effects are clearly
absent for β ≥ 4, therefore we pick β = 4 for our simulations to study behaviour in
the zero temperature limit.
sum is over all 6-spin plaquettes and Hp2×3 is the plaquette interaction defined in the
following way:
Hp2×3 = H
123
3 H
456
3 +H
147
3 H
258
3 (B.13)
where the sites are labeled as shown in fig. 2.3. We also find that the S = 1 version
of the Q3 interaction [44], H
p
Q3
, shown below realizes the Néel state on the square
lattice. The Hamiltonian we study is H =
∑
pH
p
Q3
, where
HpQ3 = (1− ~S1.~S2)(1− ~S4.~S5)(1− ~S7.~S8) + (1− ~S1.~S4)(1− ~S2.~S5)(1− ~S3.~S6) (B.14)
(sites here are numbered as in Fig. 2.3). The only plaquette interaction we studied
that destabilizes the Néel phase is the 3× 3 plaquette interaction described by Hp3×3
in Eq. 2.7.
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Figure B.7: Correlation function comparison for a 3×3 square lattice with periodic
boundary conditions (PBC) for a modified version of the model described by Eq. 6
of the main manuscript for g = 0.1 (the modification is as described in the caption
of Fig. B.5):- (a)-(d): Cij(~r) = 〈Bi(0)Bj(~r)〉 where Bi is as described in Eq. A.8, (e)
M(r) is the magnetic correlation function, 〈Sz(~0)Sz(~r)〉
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compared with that for the nearest neighbour Heisenberg model, H ij2 on the square
lattice. 〈m2〉 extrapolates to zero only for the Hamiltonian, H = ∑pHp3×3, indicating
destruction of Néel order.
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a fixed temperature for the model described by Eq. 6 of main manuscipt
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Appendix C
Chapter 3 supplementary
C.1 Numerical Details
Algorithm
The numerical results presented in chapter 3 have been obtained using two differ-
ent methods, both of which are some adaptation of the standard stochastic series
expansion (SSE) [51] algorithm:
1. In the first method we work in the Sz = −1, 0, 1 basis for our S = 1 problem. To
update the SSE configurations we use both local diagonal updates and the non-
local directed loop algorithm [57] that allows us to switch between the allowed
vertices while respecting the Sz conservation.
2. In the second method we use the split spin representation [58, 88] where each
S = 1 is replaced by two S = 1
2
’s. We then simulate a S = 1
2
model instead of a
S = 1 model and project out states that only belong to the S = 1 subspace [62].
Measurements and QMC-ED comparison:
We have tested our code by performing comparisons against exact diagonalization.
For future reference, Tables C.1 and C.2 provide test comparisons between measure-
ments obtained from a SSE study and exact diagonalization (ED) on a lattice of size
(Lx, Ly) = (4, 4), for various combinations of the bond and plaquette interactions
J and QK for the J − QK model under investigation in this work and for various
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Table C.1: The table shows the extensive energy (E), the Néel order parameter
O2N and the VBS order parameter O2V obtained by exact diagonalization (ED) and
by Stochastic Series Expansion Monte Carlo (SSE) for the spin−1 J − QK model.
Additionally shown are the ratios RN and RV . For the SSE, errors are also shown.
The MC data is computed with β = 40.
Lx Ly J QK E (ED) E (MC) O2N (ED) O2N (MC) O2V (ED) O2V (MC)
4 4 0.2 0.9 -96.15381 -96.147(8) 0.13590 0.13592(2) 0.50414 0.5044(5)
4 4 0.5 0.2 -49.02200 -49.024(4) 0.25596 0.25594(9) 0.28370 0.2838(2)
4 4 0.7 0.3 -70.29052 -70.288(5) 0.24879 0.24867(8) 0.29726 0.2971(2)
4 4 0.8 0.4 -85.17819 -85.180(6) 0.23283 0.23291(6) 0.32728 0.3269(2)
4 4 0.9 0.6 -109.00470 -109.001(7) 0.20556 0.20562(3) 0.37805 0.3777(2)
Lx Ly J QK RN (ED) RN (MC) RV (ED) RV (MC)
4 4 0.2 0.9 0.49940 0.4993(1) 0.75713 0.7570(7)
4 4 0.5 0.2 0.78679 0.7868(1) 0.59012 0.5907(7)
4 4 0.7 0.3 0.77611 0.7760(1) 0.60493 0.6054(6)
4 4 0.8 0.4 0.75040 0.7503(1) 0.63436 0.6346(5)
4 4 0.9 0.6 0.69897 0.6989(1) 0.67619 0.6761(4)
combinations of the bond and plaquette interactions J and QJ for the spin−1 version
of Sandvik’s J − QJ model (described in C.1). Due to the very large Hilbert space
for this spin-1 model on a 4x4 lattice, we project out the ground state from a random
state in the Sz = 0 subspace, thus avoiding the need to diagonalize the sparse Hamil-
tonian matrix. We list values for the extensive ground state energy, the Néel order
parameter O2N as well as the VBS order parameter O2V . Also shown are the so-called
ratios RN and RV .1 These quantities measured using both the algorithms described
in C.1 have been checked to match.
Ground state convergence:
We investigate the behavior of the observables, O2V , O2N and spin stiffness, ρs (defined
in Eq. A.11 and A.12) when the SSE is carried out at different inverse temperatures
β. Fig. C.1 shows that these quantities saturate as a function of inverse temperature
β before β = 6. However close to the transition, one needs to go lower in temperature
1As mentioned in chapter 3, our order parameters O2N ≡ 〈m2〉 and O2V ≡ 〈φ2x〉 (see Eqs A.7
and A.10) and correlation ratios RN ≡ Rm2 and RV ≡ Rφ2x (see Eq. A.13)
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Figure C.1: Plot of observables (ρs, O2N , O2V ) as a function of inverse temperature
(β) shows all observables “saturate” (changes by lowering temperature are within
error bars that are of the order of 1% or smaller of quantity) as a function of β
before β = 8 at g = 0.59. To make this more quantitative we provide the values
of these observables for the biggest size presented (L = 32): ρs(β = 6) = 0.126(3)
and ρs(β = 8) = 0.122(3), O2N(β = 6) = 0.0246(5) and O2N(β = 8) = 0.0241(4),
O2V (β = 6) = 0.082(3) and O2V (β = 8) = 0.083(3).
for saturation. Therefore we do finite size scaling of histograms near the transition
point for β = L/4 in order to probe the first order behavior. One can see from Fig.
C.4 that decreasing the temperature to β > L/4 does not significantly weaken the
first order transition, so we can conclude that first order behavior persists at zero
temperature.
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Table C.2: The table shows the extensive energy (E), the Néel order parameter O2N
and the VBS order parameter O2V obtained by exact diagonalization (ED) and by
Stochastic Series Expansion Monte Carlo (SSE) for the spin−1 J − QJ (Sandvik’s)
model. Also shown are the ratios RN and RV . For the MC, errors are also shown.
The MC data is again computed with β = 40.
Lx Ly J QJ E (ED) E (MC) O2N (ED) O2N (MC) O2V (ED) O2V (MC)
4 4 0.2 0.9 -157.24324 -157.251(8) 0.33323 0.3330(1) 0.12077 0.121(1)
4 4 0.5 0.2 -66.86936 -66.861(3) 0.34103 0.3409(2) 0.10760 0.1073(3)
4 4 0.7 0.3 -96.79576 -96.790(5) 0.34071 0.3406(2) 0.10814 0.1079(3)
4 4 0.8 0.4 -119.70732 -119.707(4) 0.34001 0.3402(1) 0.10935 0.1090(2)
4 4 0.9 0.6 -158.52300 -158.520(6) 0.33873 0.3388(1) 0.11153 0.1113(3)
Lx Ly J QJ RN (ED) RN (MC) RV (ED) RV (MC)
4 4 0.2 0.9 0.87616 0.87610(8) 0.29722 0.295(9)
4 4 0.5 0.2 0.88539 0.8854(1) 0.21940 0.215(3)
4 4 0.7 0.3 0.88501 0.8850(1) 0.22295 0.225(3)
4 4 0.8 0.4 0.88417 0.8843(1) 0.23071 0.226(3)
4 4 0.9 0.6 0.88264 0.88268(9) 0.24436 0.241(3)
J−QJ Model for S = 1
We now briefly discuss another designer model Hamiltonian and compare the phase
diagram for the two cases of a spin-1/2 system and a spin-1 system. The so-called
“JQ” model was introduced by Sandvik in 2007 [41]. The model consists of a Heisen-
berg interaction between nearest neighbor sites on the square lattice and an additional
plaquette term:
HQ = −Q
∑
ijkl∈
(
~Si · ~Sj −
1
4
)(
~Sk · ~Sl −
1
4
)
. (C.1)
The spin-1/2 case of this model H = HJ+HQ (HJ is defined in Eq. 3.1) was shown to
have a phase transition from Néel order to VBS order at a critical point J/Q ≈ 0.04
[41].
We now subject the same term structure to a SSE-MC simulation in order to
determine the phase diagram. We note that for the spin-1 case the constant 1
4
is
replaced by 1 in order to make the plaquette term amenable to the SSE-MC study:
HQJ = −QJ
∑
ijkl∈
(
~Si · ~Sj − 1
)(
~Sk · ~Sl − 1
)
. (C.2)
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Figure C.2: Shown is the ratio RN of the Néel order parameter of various values of
the plaquette interaction coupling QJ with J
2 + Q2J = 1 for systems of size (L,L)
with L up to 32 lattice sites. RN appears to be independent from QJ and approaches
1 for increasingly large system sizes indicating a phase diagram consisting entirely of
Néel order. The inset shows the Néel order parameter O2N .
The JQJ model spin-1 Hamiltonian is then HJQJ = HJ + HQJ . We analyzed
the phase diagram for various couplings J and QJ with the condition J
2 + Q2J = 1
and found that the phase diagram consists entirely of Néel order independent from
the ratio of the two coupling strengths J and QJ . Fig. C.2 shows the ratio of the
Néel order parameter. The ratio appears to be independent from QJ (with J fixed
by J2 + Q2J = 1). Further the ratio RN approaches 1 for increasingly large system
sizes. This is a clear indicator that the entire phase diagram consists of Néel order.
For completeness we also give the ratio RV of the VBS order parameter O2V . In
compliance with our findings from Fig. C.3, we see the ratio RV approaches zero for
sufficiently large lattice sizes independent from the coupling QJ (again with J fixed
by J2 + Q2J = 1). This provides evidence for the absence of VBS order that was
present in the spin−1/2 flavor of the model.
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Figure C.3: Shown is the ratio RV of the VBS order parameter of various values of
the plaquette interaction coupling QJ with J
2 + Q2J = 1 for systems of size (L,L)
with L up to 32 lattice sites. Confirming the findings from Fig. C.2, we see that RV
approaches zero for sufficiently large lattice sizes independent from the coupling QJ
providing evidence for the absence of VBS order in the J −QJ model for spin−1.
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Figure C.4: Magnetization histograms for L = 32 (left) and L = 48 (right) show two
peaks near the transition. The double peaks feature is not significantly weakened on
decreasing the temperature. For L = 32, the system shows saturation as a function
of temperature, therefore the shape of the histograms does not change very much
on decreasing temperature. However, this saturation as a function of temperature
is harder to see when we increase the system size to L = 48. This is because, on
increasing the system size the tunneling barriers between the two peaks increases,
making it hard to equilibrate at the transition point.
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Appendix D
Chapter 4 supplementary
D.1 Two spin models
Table D.1: The two site models, HS,Nbij in eq. 4.4, are defined by the value of the
spin, S and number of mini-spin bonds between the mini-spins on the sites i and j,
Nb. For a given model in terms of the spin-
1
2
’s in the left column, the corresponding
spin-S model is written in the right column
Nb = 1, any S S
2 − ~Si.~Sj
Nb = 2, S ≥ 1 S4 − 2S3 − 2S (S − 1) ~Si.~Sj + (~Si.~Sj)2
Nb = 3, S =
3
2
297
64
+ 93
16
~Si.~Sj − 54 (~Si.~Sj)2 − (~Si.~Sj)3
Nb = 4, S = 2 −60 ~Si.~Sj − 17 (~Si.~Sj)2 + 4 (~Si.~Sj)3 + (~Si.~Sj)4
D.2 QMC vs ED
Table D.2: Comparison of energy (per site) and magnetization measured for the
ground state in exact diagonalization with that measured in QMC at β = 16 for a
2 × 2 square lattice. (As explained in chapter 4, the Nb = 2S model is equivalent
to the singlet projector on two S spins upto a constant. The interactions have been
normalized such that this constant is 1.)
S Nb e
ED eQMC 〈m2〉ED 〈m2〉QMC
3
2
2 -1.43235 -1.4321(4) 0.964 0.963(1)
3
2
3 -1.25 -1.2508(6) 0.75 0.749(2)
2 2 -0.5167 -0.5164(2) 1.655 1.655(1)
2 4 -1.2 -1.200(1) 1.167 1.169(2)
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Appendix E
Chapter 5 supplementary
E.1 Details of Numerical Simulations and Checks
Lattice Hamiltonian
The Hamiltonian defined by Eq. 5.1 is sign free on a bipartite lattice and therefore
we use the SSE QMC algorithm with directed loop updates to simulate it. The easy
plane limit of this model (λ = 0) has no diagonal terms. Hence, to make the model
easier to simulate in this limit, we add a constant to the Hamiltonian to generate
diagonal matrix elements [1]. The easy plane part of the model defined in Eq. 5.5
then becomes:
HJQns = J
∑
〈ij〉
(P̃ij + 1ij)−Q
∑
〈ijkl〉
P̃ijP̃kl (E.1)
To make the loop update more convenient we treat all bonds as plaquettes by mul-
tiplying an identity to the adjacent bond, for e.g. the Pij operator in Eq. 5.2 gets
replaced in the following way:
Pij =
1
N bplaq
∑
kl
Pij.1kl (E.2)
Here 1kl is an identity operator, the sum in this equation is over all four site plaquettes
ijkl such that kl is adjacent and parallel to ij. N bplaq is number of plaquettes each bond
is a part of, which is 2 in the square lattice case. After making these substitutions
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Figure E.1: Observables ρs, m
2
⊥ and φ
2
x (these quantities are as defined in chapter 5)
plotted vs β can be seen to saturate on increasing β. This data has been taken at
g = 12 for λ = 0.5 and g = 16 for λ = 0.75. These observables can be seen to saturate
before β = L.
the full Hamiltonian described by Eq. 5.1 becomes:
H = λ
{
J
2
∑
ijkl
(Pij.1kl + 1ij.Pkl) +QPij.Pkl)
}
+
(1− λ)
{
J
2
∑
ijkl
(P̃ij.1kl + 1ij.P̃kl + 1ij.1kl) +Q P̃ij.P̃kl
}
(E.3)
Plaquette Operator
The plaquette operator, Qx(~r) in Eq. 5.8 is the sum of all operators in the Hamiltonian
acting on the plaquette at ~r. Let ~rijkl be the position vector of the lower left site of
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Table E.1: Comparison of energy and spin stiffness values measured in QMC (@
β = 4L) with groundstate values of the same in ED for hamiltonian in eq. 5.1 on a
4 × 4 square lattice. eexact and eqmc are energy per unit site and ρexacts and ρqmcs are
spin stiffness measured in ED and QMC respectively
λ Q
J
eqmc eexact ρqmcs ρ
exact
s
0.5 0.5 -0.99366(6) -0.99371 0.2737(1) 0.2738
0.5 1.0 -0.96744(6) -0.96746 0.2375(1) 0.2374
0.75 10.0 -0.80616(6) -0.80608 0.12102(7) 0.12090
0.75 18.0 -0.76614(6) -0.76613 0.11319(7) 0.11324
Table E.2: Comparison of the square of the order parameter measured in QMC (@
β = 4L) with the groundstate values of the same in ED for the hamiltonian in eq. 5.1
on a 4× 4 square lattice. 〈m2⊥〉exact and 〈m2⊥〉qmc are squared order parameters of the
superfluid phase and 〈φ2x〉exact and 〈φ2x〉qmc are square order parameters of the VBS
phase measured in ED and QMC respectively
λ Q
J
〈m2⊥〉qmc 〈m2⊥〉exact 〈φ2x〉qmc 〈φ2x〉exact
0.5 0.5 0.43721(6) 0.43725 0.04416(2) 0.04414
0.5 1.0 0.39560(5) 0.39558 0.05884(3) 0.05887
0.5 15.0 0.26562(3) 0.26560 0.04643(2) 0.04642
0.75 10.0 0.27187(2) 0.27186 0.07704(3) 0.07703
0.75 18.0 0.26548(2) 0.26546 0.07317(2) 0.7318
the plaquette ijkl
Qx(~rijkl) =
J
2
{
λ (Pij.1kl + 1ij.Pkl) + (1− λ) (P̃ij.1kl + 1ij.P̃kl + 1ij.1kl)
}
+Q
{
λPij.Pkl + (1− λ) P̃ij.P̃kl
}
(E.4)
QMC vs ED
Tables E.1 and E.2 show comparison of the groundstate energy per unit site (e), spin
stiffness (ρs) and square of the order parameters, 〈m2⊥〉 and 〈φ2x〉, got from QMC and
from exact diagonalization (ED) for λ = 0.5 and λ = 0.75 on 4 × 4 lattices. ρs, m2⊥
and φ2x are as defined in Sec. 5.3.
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Convergence to T = 0
Fig. E.1 shows the behaviour of the observables we have measured for L× L square
lattices as a function of inverse temperature β. The measurements have been done
close to the critical points (g = 12 for λ = 0.5 and g = 16 for λ = 0.75). These
quantities can be seen to saturate to the T = 0 value on increasing the value of β.
The β at which this saturation occurs depends on the system size L. As we increase
the system size these values saturate to the value at β = L faster, therefore we pick
β = L for our simulations.
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[57] O. F. Syljůasen and A. W. Sandvik, Phys. Rev. E 66, 046701 (2002).
[58] S. Todo and K. Kato, Phys. Rev. Lett. 87, 047203 (2001).
[59] N. Kawashima and J. E. Gubernatis, Phys. Rev. Lett. 73, 1295 (1994).
[60] R. K. Kaul, R. G. Melko, and A. W. Sandvik, Annu. Rev. Cond. Matt. Phys
4, 179 (2013).
[61] R. K. Kaul, Phys. Rev. B 91, 054413 (2015).
[62] N. Desai and R. K. Kaul, Phys. Rev. Lett. 123, 107202 (2019).
[63] E. Fradkin, Field Theories of Condensed Matter Physics (Cambridge University
Press, 2013).
[64] I. Niesen and P. Corboz, Phys. Rev. B 95, 180404 (2017).
[65] N. Kawashima and K. Harada, Journal of the Physical Society of Japan 73,
1379 (2004).
[66] K. Harada and N. Kawashima, Journal of the Physical Society of Japan 70, 13
(2001).
[67] F. Michaud and F. Mila, Phys. Rev. B 88, 094435 (2013).
99
[68] N. Chepiga, I. Affleck, and F. Mila, Phys. Rev. B 93, 241108 (2016).
[69] R. R. P. Singh, Phys. Rev. B 41, 4873 (1990).
[70] J. Wildeboer, N. Desai, J. D’Emidio, and R. K. Kaul, Phys. Rev. B 101,
045111 (2020).
[71] T. Okubo, K. Harada, J. Lou, and N. Kawashima, Phys. Rev. B 92, 134404
(2015).
[72] J. Cardy, Scaling and Renormalization in Statistical Physics (Cambridge Uni-
versity Press, 1996).
[73] F. D. M. Haldane, Phys. Rev. Lett. 61, 1029 (1988).
[74] M. S. Block, R. G. Melko, and R. K. Kaul, Phys. Rev. Lett. 111, 137202
(2013).
[75] N. Read and S. Sachdev, Phys. Rev. Lett. 62, 1694 (1989).
[76] R. Yu and Q. Si, Phys. Rev. Lett. 115, 116401 (2015).
[77] W.-J. Hu, S.-S. Gong, H.-H. Lai, H. Hu, Q. Si, and A. H. Nevidomskyy, Phys.
Rev. B 100, 165142 (2019).
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