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Résumé
Nous proposons une méthode de localisation et construc-
tion de carte simultanées, adaptée aux objectifs et
contraintes de la RA. Cette méthode repose sur le suivi
inter-images de surfaces planes de la scène, dont les inter-
sections avec un plan de référence sont détectées automa-
tiquement par filtrage particulaire. Ces intersections sont
utilisées pour lever l’ambiguïté du positionnement mono-
plan et connaître les équations des plans intersectant le
plan de référence. Un système de RA semi-automatique est
proposé, qui ne réclame que très peu d’intervention de la
part de l’opérateur : celui-ci doit simplement “viser” avec
la caméra les plans à intégrer et valider ou non les solu-
tions proposées par le système (par simple pression sur un
bouton). Différentes stratégies de filtrage particulaire sont
comparées sur une séquence synthétique, et une utilisation
complète du système est présentée sur une scène réelle. En-
fin, nous montrons des résultats préliminaires d’extension
de cette méthode à un système de type SLAM entièrement
automatique.
Mots Clef
SLAM, réalité augmentée, reconstruction et positionne-
ment multi-plan, vision par ordinateur.
Abstract
A simultaneous localization and mapping (SLAM) method
is presented, which is particularly suited to AR applica-
tions. The method is based on inter-image tracking of pla-
nar surfaces, whose intersections with a reference plane
are automatically extracted using a particle filter. These in-
tersections are used to clean up the ambiguity of the SFM
problem using a single plane, and to get the equations of
the intersecting planes with the reference plane. A semi-
automatic system is proposed, which requires minimum in-
tervention from the user, who only has to aim the planes
to be integrated with the camera , and validate or cancel
the solutions generated by the system. Different strategies
of particle filtering are compared on synthetical data, and
a complete use of the interactive system is presented on a
real scene. Finally, preliminary results are shown that illus-
trate how the method can be extended to a fully automatic
SLAM system.
Keywords
SLAM, augmented reality, multi-planar reconstruction and
camera tracking, computer vision
1 Introduction
Le problème de localisation et construction de carte si-
multanées, appelé SLAM (Simultaneous Localization And
Mapping) dans la littérature, est un problème actuellement
très étudié aussi bien dans la communauté robotique que
dans la communauté vision. Si des résultats remarquables
ont été obtenus à l’aide d’une simple caméra comme dispo-
sitif d’acquisition, les systèmes proposés sont encore mal
adaptés à la réalité augmentée. La carte reconstruite est gé-
néralement un ensemble de points 3D [3, 10], ou au mieux
de patchs plans [8, 12], qui n’offre pas de référentiel intuitif
pour le placement des objets virtuels, et ne permet pas de
représenter les échanges lumineux entre les surfaces réelles
et virtuelles de la scène.
Nous proposons une méthode de localisation et construc-
tion de carte simultanées, adaptée aux objectifs et
contraintes de la RA en environnement urbain ou d’inté-
rieur. Cette méthode repose sur le suivi inter-images de
surfaces planes de la scène (typiquement des murs), dont
les intersections avec un plan de référence (le sol) sont dé-
tectées automatiquement par filtrage particulaire. Ces in-
tersections sont utilisées pour lever l’ambiguïté du posi-
tionnement mono-plan et connaître les équations des plans
intersectant le plan de référence.
Un système semi-automatique est proposé, qui ne réclame
que très peu d’intervention de la part de l’opérateur : celui-
ci doit simplement “viser” avec la caméra les plans à in-
tégrer et valider ou non les solutions proposées par le sys-
tème (par simple pression sur un bouton). Cette solution
remplace avantageusement les traditionnelles méthodes de
détourages de zone et désignations de primitives à la sou-
ris [14], difficiles à mettre en œuvre quand l’opérateur se
déplace, et incompatibles avec les applications de RA fonc-
tionnant sur un PDA ou un téléphone portable [16].
Un système de détection de plans entièrement automatique
(mais projectif uniquement) est aussi présenté, qui repose
sur le regroupement par plans de patchs rectangulaires, se-
lon les intersection avec un plan de référence des plans aux-
quels sont supposés appartenir les patchs.
La section 2 présente la méthode de SFM (Structure From
Motion) causale que nous proposons pour calculer la struc-
ture d’une scène bi-plan observée dans un flux d’images,
en même temps que le mouvement de la caméra ayant
donné lieu aux observations. Les deux mises en œuvres
de cette méthode sont ensuite proposées : le système semi-
automatique en section 3, et le système automatique en sec-
tion 4. Enfin, des résultats obtenus sur des données réelles
avec chacun des deux systèmes sont montrés en section 5.
2 Estimation causale de la structure
et du mouvement
Lorsque deux plans sont observés dans deux images, il
existe une solution unique au problème de SFM [17, 8].
Dans [8], les paramètres intrinsèques de la caméra sont
supposés connus, et un filtre de Kalman étendu est uti-
lisé pour estimer de manière causale le mouvement de la
caméra, les équations des plans associés à des patchs pla-
naires et les paramètres du modèle affine utilisé pour te-
nir compte des changements d’illumination observés sur
les patchs. Dans [17], les paramètres intrinsèques de la ca-
méra sont estimés en même temps que son mouvement et
la structure de la scène : l’épipole est estimé en calculant
les vecteurs propres d’une homologie (cf. section 2.1), et
un calcul linéaire permet d’obtenir les équations des plans
en même temps que le mouvement de la caméra. Comme
deux solutions sont obtenues (une pour chaque plan), et
que les deux solutions sont théoriquement valables, l’une
ou l’autre est indifféremment choisie, et utilisée comme es-
timée initiale d’un ajustement de faisceau global.
La méthode que nous proposons est à mi-chemin entre ces
deux approches. Les paramètres intrinsèques de la caméra
sont supposés connus, et nous estimons la structure de la
scène et le mouvement de la caméra en utilisant un algo-
rithme à deux étapes :
1. la projection dans le plan rétinien de l’intersection des
deux plans observés est estimée dynamiquement par
filtrage particulaire,
2. le résultat de la première étape est utilisé pour calcu-
ler de manière directe le mouvement de la caméra et
l’équation des deux plans dans l’espace métrique eu-
clidien.
L’intérêt de ce découpage est multiple :
– comme dans [8], le filtrage dynamique opéré en étape 1
permet de tenir compte de la cohérence temporelle des
observations. L’utilisation d’un filtre particulaire au lieu
d’un filtre de Kalman évite le problème de l’initialisa-
tion. D’autre part, nous estimons un vecteur d’état à deux
paramètres seulement (les paramètres d’une droite 2D),
au lieu de 18 dans [8] (sans compter les 2 paramètres par
plan du modèle affine de changement d’illumination) ;
– le résultat de l’étape 1 peut être évalué aisément par l’uti-
lisateur (visuellement) ou par le système (en utilisant le
gradient de l’image) puisqu’il doit correspondre à une
intersection physiquement observable dans l’image. Une
mesure de vraisemblance liée au gradient de l’image
peut d’ailleurs être fusionnée très facilement avec la
contrainte géométrique utilisée dans le filtrage (cf. sec-
tion 2.3) ;
– l’étape 2 bénéficie de la rapidité d’une résolution li-
néaire, avec une meilleure fiabilité que dans [17] puis-
qu’une partie de la solution est connue au préalable ;
Par ailleurs, l’étape 1 peut être utilisée pour obtenir im-
médiatement les équations de nouveaux plans apparaissant
dans l’image, le point de vue de la caméra étant obtenu à
l’aide de plans détectés auparavant (cf. section 3) ; Cette
étape étant purement projective, elle peut aussi être em-
ployée pour détecter automatiquement des régions planes
dans une séquence d’images non calibrées (section 4).
2.1 Notations et résultats préliminaires
En coordonnées projectives (homogènes), un point image
(px, py) est représenté par le vecteur colonne3 × 1 p =
(px, py, 1)
t. Une droite définie par l’équationlt.p = 0 est
aussi représentée en coordonnées projectives par le vecteur
l. La droite passant par les pointsp1 etp2 est donnée par le
produit vectorielp1 ×p2 et le point d’intersection de deux
droitesl1 et l2 est donné par le produit vectoriell1 × l2
(points et droites sont duaux dans l’espace projectif).
Un concept important en géométrie projective est l’homo-
graphie planeH, une matrice3×3 régulière, qui relie deux
images rétiniennes non calibrées d’un plan 3D. Plus for-
mellement, sip est la projection dans une vue d’un point
du plan etp’ sa projection dans une deuxième vue, alors les
deux projections sont liées par la transformation linéaire
projective :
p′ ∼ Hp,
où∼ dénote l’égalité à un facteur près. Une équation simi-




oùH−t est l’inverse de la transposée deH.
Soit p la projection dans une vue d’un point appartenant
à l’intersection de deux plans, et soientH1 et H2 les ho-
mographies induites par les deux plans entre cette vue et
une deuxième vue. Commep appartient à l’intersection des
deux plans,H1p ∼ H2p, ce qui se traduit parp vecteur
propre deS = H−1
2
H1, oùS est une homologie plane [6].
Géométriquement, une homologie est une transformation
projective admettant une droite de points fixes (dans notre
cas, la projection de l’intersection des deux plans), et un
point fixe n’appartenant pas à cette droite (l’épipole dans
la première vue). En utilisant la dualité point/droite dans
l’espace projectif, on montre facilement que la transforma-
tion T = St admet la droite recherchée comme droite fixe,
ainsi qu’un faisceau de droites fixes s’intersectant en l’épi-
pole de la première vue.
En théorie, le problème peut être résolu algébriquement [9]
en calculant le vecteur propre associé à la valeur propre
simple deT (le faisceau de droites fixes étant porté par les
deux vecteurs propres associés à la valeur propre double
deT). En pratique, l’extraction des vecteurs propres deT
est particulièrement instable, cette matrice n’étant pas sy-
métrique. Nous obtenons une bien meilleure stabilité en ré-
solvant le problème géométriquement, et en tenant compte
de la cohérence temporelle des mesures à l’aide d’un filtre
particulaire.
2.2 Filtrage particulaire
Les techniques de filtrage particulaire sont des méthodes
de Monte Carlo pour l’estimation récursive du vecteur
d’état d’un système stochastique Markovien [1]. Leur but
est d’approximer la densité de probabilitéa posteriori
p(xk|z1:k) du vecteur d’étatxk à l’instantk conditionnel-












wik = 1, (1)
exprimant la sélection d’une valeur (ou particule)xik avec
la probabilité (ou poids)wik. Une estiméêxk du vecteur
d’état est alors donnée par le premier mode de la distri-






k, ou par d’autres
fonctions dexk.
L’algorithme de filtrage particulaire générique comprend
les étapes suivantes à l’instantk (cf. Algorithme 1) :
1. les N particulesxik sont échantillonnées selon une
densité d’importanceq(xk|xik−1, zk),
2. les poidswik sont mis à jour (puis normalisés) en
tenant compte de lavraisemblancede la particule
p(zk|x
i
k) par rapport à une mesurezk, de la loi de dy-
namiquep(xik|x
i















3. pour éviter les problèmes de dégénérescence (quand
après quelques itérations toutes les particules, sauf
une, ont un poids négligeable), on mesure la taille “ef-





















1: pour i=1 :N faire
2: Tirage dexik suivantq(xk|x
i
k−1, zk)
3: Calcul du poidswik (équation (2))
4: fin pour





6: Calcul deNeff (équation (3))













4. siNeff est inférieur à un certain seuilNt, alors l’en-
semble des particules est rééchantillonné : les parti-
cules de plus faibles poids sont éliminées et les autres
particules sont dupliquées en nombre proportionnel à
la valeur de leur poids (la fonction RESAMPLE est
décrite en détails dans [1]).
Le choix de la densité d’importance est une étape cruciale
dans la conception d’un filtre particulaire. La densité la
plus communément employée est simplement la densité de







Le filtre est initialisé par une séquence indépendante iden-
tiquement distribuée. Différentes variantes de l’algorithme
1 peuvent être utilisées en fonction du contexte. En parti-
culier, la stratégie SIR (Sampling Importance Resampling)
consiste à utiliserp(xk|xk−1) comme fonction d’impor-
tance, et à rééchantillonner systématiquement les particules
à chaque itération (les particules ont alors toutes le même
poids1/N à la fin de chaque itération).
2.3 Implémentation
Le filtre que nous utilisons possède les caractéristiques sui-
vantes (des valeurs typiques des constantes introduites dans
cette section sont données en table 1) :
– les particules sont les coordonnées homogènes des
droiteslik du plan rétinien. À l’initialisation, ces droites










= 1, l × h étant les dimensions de l’image (cf.
Fig.1, Image 1) ;
– la loi de dynamiquep(xk|xk−1) est la loi normale cen-
trée enxk−1, de covarianceV. La densité d’importance
est la loi de dynamique ;
– la mesure de vraisemblancezhk est liée à la contrainte
imposée par les homographiesH1 et H2. Lorsque le
contexte le permet, cette mesure peut être fusionnée avec
une mesurezgk qui tient compte des gradients d’intensité
de l’imagek. Sous l’hypothèse d’indépendance des deux











Image 50 Image 80
FIG. 1 – Filtrage particulaire sur une séquence synthétique
de 80 images (N = Nt = 100). La droite attendue est
dessinée en bleu, le premier mode de la distribution (1) en
rouge (les extrêmités des segments verts, pour les inliers,
et rouges, pour les outliers, sont les points appariés utiliés
pour le calcul des homographies).
où les deux densités d’observation élémentaires sont pré-
cisées ci-dessous.
Mesure liée aux homographies. On cherche à faire
converger l’estiméêxk du vecteur d’état vers l’intersection
des deux plans dans l’image 0 (on obtient donc l’estimée
de cette intersection dans l’imagek en calculantH−t1 x̂k ou
H−t2 x̂k, H1 et H2 désignant les homographies calculées
entre l’image 0 et l’imagek). La contrainte géométrique





dant, cette contrainte est aussi vérifiée par toutes les droites
passant par l’épipole de la vuek dans la vue 0 (cf. sec-
tion 2.1). Pour palier ce problème, nous exploitons le fait
que la droite recherchée est une droite de points fixes, à
la différence des autres droites vérifiant la contrainte, dont
les points sont transformés en d’autres points de la même
droite. Ainsi, nous mesurons la fixité non pas delik mais
d’un échantillon de points surlik. En pratique, deux points
suffisent : nous calculons les intersectionsp1 et p2 de lik
avec l’ellipseE , puis mesurons la vraisemblance :


















où z([a, b, c]t) = [a/c, b/c]t pour c 6= 0, et ||.|| est la
norme euclidienne.
Mesure liée au gradient de l’image. Lorsque les deux
plans suivis sont suffisamment contrastés et qu’il n’y a pas
trop d’objets occultants à l’endroit de leur intersection,il
peut être intéressant de tenir compte de la distance des par-
ticules aux gradients de l’image. Cela permet à la fois d’ac-
croître la vitesse de convergence du filtre et d’obtenir une
meilleure précision de l’estimée. Cette mesure repose sur
les traitements suivants de l’image :
– filtrage par MDIF,
– seuillage par hystérésis,
– extraction des droites{mik}1≤i≤M (M étant imposé)
par transformée de Hough1.























où (.|.) dénote le produit scalaire de deux vecteurs, etmik
est exprimée sous la forme[cos(θ) sin(θ) −ρ]t. Dans cette
mesure,H1 peut être remplacé parH2, et on peut aussi
utiliser une distance symétrique intégrantH1 et H2 (nous
n’avons pas observé de différence dans nos expérimenta-
tions). Cette mesure bénéficie de la robustesse de la trans-
formée de Hough, et tolère donc une occultation partielle
de la droite d’intersection. Cependant, il est généralement
préférable de donner moins d’importance à ce critère qu’à
celui lié aux homographies, même lorsque l’intersection est
bien visible : la mesure liée aux homographies permet aux
particules de s’approcher de la solution attendue, et celle
liée au gradient de l’image d’affiner la convergence. Pour
que le deuxième critère ait moins d’influence que le pre-
mier, il suffit de prendreσg > σh (cf. section 5).
Constantes de filtrage. Le choix des constantesN et
Nt repose sur des tests synthétiques. Nous utilisons une
séquence de 80 images de deux plans, l’un horizontal et
l’autre vertical (cf. Fig. 1). La caméra suit une trajec-
toire circulaire, en même temps qu’une rotation autour
de son axe vertical. Des points 3D sont projetés dans les
images, et les projections sont perturbées par un bruit gaus-
sien, d’écart-type 0.3. Les appariement inter-images obte-
nus sont utilisés pour calculer les homographiesH1 etH2
1Les temps de calcul de la transformée de Hough sont considérable-
ment réduits si on incrémente uniquement les accumulateurs(ρ, θ) pour
lesquelsθ est compatible avec l’orientation du gradient donnée par MDIF













































FIG. 2 – Convergence du filtre particulaire sur une sé-
quence synthétique, en fonction des valeurs deN tNt.
par RANSAC. On calcule le premier modêxk de la distri-
bution (1) depuis la deuxième image de la séquence jusqu’à
l’imagekc où la convergence est atteinte (distance entre la
droite calculée et la droite théorique, mesurée sur les in-
tersections avec l’ellipseE , inférieure à 1.5 pixels). Cette
opération est répétée 100 fois pour chaque valeur deN et
deNt. N varie de 20 à 1000 avec un pas de 20 entre 20 et
100, puis un pas de 100 entre 100 et 1000.Nt varie de 0 à
100% deN , avec un pas de20%.
La figure 2 reporte la valeur moyenne dekc obtenue pour
chaque couple de valeurs(N, Nt). Lorsque cette valeur
vaut 80, le filtre n’a pas convergé : cela se produit quand
Nt = 0 (problème de dégénérescence évoqué plus haut).
En dehors du casNt = 0, le filtre converge toujours, même
lorsque très peu de particules sont utilisées (par exemple,
pourN = 20 etNt = 12, la convergence est atteinte en 34
images). On observe toutefois une convergence plus rapide
pour les grandes valeurs deN , même si au-delà de 300
particules, le gain devient faible. On constate aussi que la
convergence est plus rapide lorsqueNt se rapproche deN .
Le casNt = N illustre la stratégie SIR puisqueNeff est
toujours inférieur àN , et donc dans ce cas àNt. Ces ré-
sultats nous incitent donc à utiliser la stratégie SIR, avec
un nombre de particules compris entre 300 et 1000 (en pra-
tique, nous utilisonsN = 1000 car le temps utilisé pour
mettre à jour le poids d’une particule est négligeable de-
vant le temps utilisé par les autres étapes de l’algorithme –
suivi des plans, transformée de Hough, . . .).
2.4 Reconstruction métrique de la scène
Nous montrons dans cette section comment résoudre le
problème de SFM à partir des homographiesH1 et H2
induites par l’observation de deux plansπ1 et π2 et la
connaissance dans la première vue de la droite d’intersec-
tion l entre ces deux plans. On suppose que des points ap-
partenant à chacun des deux plans sont connus dans la pre-
mière image (au moins quatre pointsPik par planπk). En
pratique, ces points sont les sommets des polygones utilisés
pour le suivi des régions planes.
SoitR la rotation ett la translation de la caméra entre les
deux vues, et soitnk la normale etdk la distance à l’ori-
gine du planπk, exprimées dans le repère de la première








Inversement, siHk et K sont connues, l’extraction deR,
t, nk etdk à partir deA = K−1HkK admet [4] :
1. 8 solutions dont 2 physiquement correctes2 dans le cas
général,
2. 4 solutions dont 1 physiquement correcte siA pos-
sède une valeur singulière de multiplicité 2,
3. une solution partiellement indéterminée siA possède
une valeur singulière de multiplicité 3.
Le cas 2 correspond à un mouvement de translation normal
au plan ; le cas 3 à une rotation pure ou àt = −2Rn (les
deux vues sont de part et d’autre et à la même distance d’un
plan transparent). Dans le troisième cas, le mouvement de
la caméra peut être calculé, mais pas l’équation du plan.
L’algorithme mis en œuvre est le suivant : la matrice
K−1H1K est décomposée en valeurs singulières. Soitm
la multiplicité maximale des valeurs singulières calculées.
– Sim = 3, le mouvement est calculé mais la structure est
indéterminée.
– Si m = 2, la structure deπ1 et le mouvement de la ca-
méra sont déterminés de manière unique. L’équation de
π2 est obtenue grâce à la connaissance de la droitel :
soit L la droite d’intersection deπ1 avec le plan défini
par l et le centre optique de la première caméra. Cette
droite est contenue dans une famille de plans à un pa-
ramètreπ(µ), où µ est l’angle entreπ1 et π(µ) [13]
(Fig. 3). Si l’angleν entreπ1 et π2 est connu, nous ob-
tenons directementπ2 = π(ν). Dans le cas contraire,
nous utilisons la connaissance de l’homographieH2 :
on prendπ2 = π(ν), oùν minimise l’erreur de transfert
errt(Ĥ2(µ)), µ ∈]0, π[, Ĥ2(µ) étant l’homographie in-
duite parπ(µ) selon l’équation (5), eterrt(H) l’erreur








– Si m = 1, deux solutions sont obtenues pourπ1 et le
mouvement de la caméra. Si l’angleν entre les deux
plans est connu, on choisit la solution qui obtient l’er-
reur de transferterrt(Ĥ2(ν)) la plus petite. Dans le cas
contraire, on choisit la solution qui obtient le plus pe-
tit minimum de l’erreur de transferterrt(Ĥ2(µ)), µ ∈
]0, π[.
2Les solutions physiquement correctes sont obtenues à partir des co-
ordonnées image d’un seul point du plan visible dans les deuximages :
n’importe quel point dePk vérifiant la condition de visibilité convient.
Pourm = 2 et m = 1, les mêmes opérations peuvent être
répétées en inversant le rôle deπ1 et π2. Deux solutions
théoriquement correctes sont alors obtenues, le critère 6
pouvant être utilisé pour les départager.
FIG. 3 – L’intersectionL entreπ1 et le plan défini parl et
O est contenue dans une famille de plans à un paramètre.
3 Système interactif
Nous présentons dans cette section un système de RA inter-
actif, reposant entièrement sur la méthode de SFM présen-
tée en section 2. La version actuelle du système est prévue
pour des scènes composées d’un sol horizontal et de murs
verticaux, cette hypothèse étant presque toujours vérifiée
en environnement intérieur, et souvent vérifiée, au moins
localement, en milieu urbain. Si le système est assez proche
dans le principe de celui présenté dans [14], un gain impor-
tant est obtenu en confort d’utilisation. Dans [14], les bases
des plans et les régions à suivre étaient indiquées à l’aide
de la souris, et les sommets d’un motif rectangulaire de-
vaient être désignés pour initialiser le point de vue de la
caméra. Ces opérations nécessitaient (i) de tenir une souris
à la main (ce qui n’est pas possible avec un dispositif de
RA de type PDA ou téléphone portable puisque la main de
l’opérateur est déjà utilisée pour tenir l’appareil portable et
viser la scène) et (ii) de ne pas bouger la caméra au mo-
ment de la désignation des différents éléments (ce qui est
difficile à obtenir lorsque la caméra est tenue à la main ou
posée sur la tête de l’utilisateur). Le nouveau mode d’inter-
action que nous proposons est mieux adapté aux dispositifs
et applications de RA actuels. Le point de vue initial ainsi
qu’une modélisation 3D de la scène observée sont obtenus
en visant certains éléments de la scène (la caméra pouvant
bouger à tout moment), puis en validant ou annulant les
solutions proposées par le système.
Les différents états du système et les transitions entre ces
états sont indiqués en figure 4. Les flèches dans les quatre
directions représentent les quatre différentes impulsions
que l’utilisateur doit communiquer au système pour chan-
ger d’état ou progresser dans un même état. Dans notre im-
plémentation, elles correspondent effectivement à un ap-
pui sur l’une des touches directionnelles du clavier, mais
cela peut se traduire différemment suivant le contexte d’uti-
lisation (boutons d’une télécommande, mouvements d’un
joystick, etc.). L’utilisation des flèches est intuitive : la
flèche de gauche est utilisée pour annuler un résultat pro-
posé par le système, la flèche de droite pour le valider ; la
flèche du bas permet de définir la région du sol (en bas
dans l’image), la flèche du haut la région du mur (en haut
dans l’image). Le système peut se trouver dans trois états
principaux, que nous détaillons ci-dessous.
Définition des polygones. Deux fenêtres carrées cen-
trées horizontalement, de la taille de la demi-hauteur de
l’image, sont affichées en permanence dans le champ de vi-
sion de l’opérateur : l’une dans la partie haute de l’image,
l’autre dans la partie basse (cf. Fig. 6). Lorsque l’utilisa-
teur appuie sur la flèche du haut, le carré du haut est “gelé”
comme faisant partie d’un mur (l’utilisateur doit donc au
préalable orienter la caméra de manière à ce que ce soit le
cas), puis immédiatement suivi à l’aide de points de Harris
détectés à l’intérieur du carré3. À chaque pression sur la
flèche du haut, le carré du haut est fusionné au polygone en
cours de suivi (on prend l’enveloppe convexe des sommets
du polygone et du carré). L’utilisateur peut aussi laisser le
doigt appuyé sur la flèche du haut tout en bougeant la ca-
méra de manière à couvrir rapidement une large zone du
mur. Le principe est le même pour le carré du bas, qui per-
met de définir le sol. Dans la suite,H1 etH2 désignent les
homographies induites respectivement par le sol et par le
mur.
Reconstruction initiale de la scène. Lorsqu’un poly-
gone existe à la fois pour le mur et pour le sol, on passe à
l’étape de filtrage de l’intersection des deux plans. L’inter-
sectionl estimée est affichée, et l’utilisateur peut la valider
en appuyant sur la flèche de droite. Si la convergence est
trop lente ou que le filtre diverge, l’utilisateur peut réini-
tialiser le filtrage (nouveau tirage uniforme des particules,
remise à l’identité deH1 etH2) en appuyant sur la flèche
de gauche. Dès que l’intersection est connue, le position-
nement biplan commence : l’homographieH1 est décom-
posée, et si une solution au moins existe pour la structure
du plan, la base canonique(O,~i,~j,~k) du repère du monde
est affichée en utilisant la ou les solutions trouvées (O est
placé au milieu de la partie del située à l’intérieur de l’el-
lipseE ,~i est surl et ~k est la normale au plan calculé, cf.
Fig. 6.(a)). L’utilisateur appuie sur la flèche de droite si la
solution affichée ou l’une des deux solutions lui paraît cor-
recte, le système retenant la solution qui minimise le critère
(6) dans le second cas. Comme précédemment, l’utilisateur
peut à tout moment réinitialiser les homographiesH1 et
H2 en appuyant sur la flèche de gauche. Remarques :
– le filtre n’est pas mis à jour dans le cas où les homogra-
phiesH1 etH2 sont proches. Cela se produit lorsque la
caméra est fixe ou subit un mouvement de rotation pure,
ou lorsque les deux polygones appartiennent au même
plan4. Une telle situation est facilement détectable : elle
3Les points de Harris sont appariés automatiquement entre images
consécutives du flux d’images, ce qui permet de calculer les homogra-
phies inter-images par RANSAC – voir [15] pour les détails.
4Le dernier cas ne doit pas arriver si l’utilisateur maîtrisele fonction-
nement du système, mais il peut se produire dans le cadre de ladétection
FIG. 4 – Diagramme d’états du système interactif.
correspond au cas où les appariements à l’intérieur du
polygoneP1 sont compatibles avec l’homographieH2,
et réciproquement ;
– l’affichage des deux solutions calculées plutôt que de la
meilleure des deux permet d’éviter des “sautillements”
entre les deux solutions. L’utilisateur peut ainsi plus fa-
cilement ajuster sa position en fonction de la tendance
de la solution qu’il juge la meilleure. De même, nous ne
décomposons pas l’homographieH2 pour ne pas ajouter
à la complexité de l’affichage ;
– une hauteur approximative de caméra est donnée en dé-
but de session (la taille de l’opérateur dans le cas où
la caméra posée sur la tête), qui est utilisée pour fixer
l’échelle de la scène.
Augmentation et extension de la scène.Une fois la re-
construction validée, on se trouve en mode classique de po-
sitionnement multi-plan et augmentation simultanée de la
scène [15]. D’autres murs peuvent être définis en les visant
avec la caméra à travers le carré du haut, puis en calculant
leur intersection avec le sol par filtrage particulaire (lesob-
jets virtuels peuvent continuer à être observés pendant cette
opération). Lorsqu’une intersection de plans est validée,les
polygones ayant permis de l’obtenir sont rognés de manière
à ne pas dépasser des plans ainsi délimités.
4 Détection automatique des plans
Nous voyons à présent comment étendre cette méthode à
la détection automatique et causale de régions planes tex-
turées, dans un flux d’images non calibrées. Nous suppo-
sons qu’une partie du sol est visible dans le tiers inférieur
de l’image, et une partie des plans à détecter dans la moi-
tié supérieure (Fig. 5). Dans cet article, nous présentons
uniquement des résultats de segmentation 2D, mais l’algo-
rithme proposé devrait pouvoir être utilisé pour obtenir un
automatique de plans présentée en section 4.
système de SLAM complet, comprenant la reconstruction
métrique de la scène (nous discutons de ce point en conclu-
sion).
Travaux antérieurs. La détection automatique de plans
dans une séquence d’images est un problème difficile, dont
la résolution passe souvent par un réglage délicat de pa-
ramètres peu discriminants. Ainsi dans [11], des couples
point - segment appariés entre deux images sont utilisés
pour calculer des homographies, et compter le nombre de
primitives de l’image compatibles avec ces homographies.
Les primitives compatibles avec l’homographie obtenant
le plus large consensus sont considérées comme apparte-
nant à un même plan, et le processus est répété sur les
primitives restantes. Ce type d’approche est malheureu-
sement confronté au problème d’une distribution hétéros-
cédastique des erreurs de transfert par une homographie
plane. Il est donc difficile de trouver une mesure de compa-
tibilité à l’homographie qui ne conduise pas à un nombre
élevé de faux positifs (seuil trop permissif) ou de faux né-
gatifs (seuil trop restrictif). Ce problème est particulière-
ment sensible sur les régions frontières entre les plans, mai
aussi sur les points les plus éloignés de la caméra, présen-
tant une faible disparité.
L’approche que nous proposons est tout autre : elle consiste
à introduire des patchs supposés plans dans la moitié supé-
rieure du flux d’images, à suivre ces patchs par ESM (Ef-
ficient Second-order Minimization[2]), et à les regrouper
en fonction de leur intersection avec le sol. Nous détaillons
ci-dessous les différentes étapes de cette méthode.
Gestion des patchs. Initialement, min(Pmax, s × t)
patchs rectangulaires sont introduits sur une trame de taill
s×t (Fig. 5), oùPmax est le nombre maximal de patchs uti-
lisés (des valeurs typiques des constantes introduites sont
données en table 2). Lorsqu’un patch est éliminé (son suivi
par ESM a échoué), un nouveau patch est introduit sur la
trame, à un endroit non déjà recouvert (complètement ou
partiellement) par un patch existant. Parmi les rectangles
libres, on choisit celui qui contient le plus grand nombre de
points de Harris (cela évite de choisir des patchs dans des
zones uniformes ou peu discriminantes). Des patchs sont
aussi introduits quand un rectangle de la trame est libre et
quePmax n’est pas atteint. À chaque patchp sont associées
deux homographies, calculées entre l’image où le patch a
été introduit et l’image courante : une homographie liée au
patch, donnée par ESM, et une homographie liée au sol, ob-
tenue par composition des homographies inter-images cal-
culées dans le tiers inférieur de l’image. Ces homographies
sont obtenues par RANSAC, ce qui permet d’être robuste
à la présence d’éléments de la scène n’appartenant pas au
sol dans la zone considérée.
Clustering. La méthode de filtrage particulaire présen-
tée en section 2.3 peut être appliquée à chacun des patchs,
produisantP droitesl′p, supposées être l’intersection dans
l’image courante du sol avec les plans auxquels appar-
tiennent les patchs. Les patchs sont alors regroupés par
FIG. 5 – Zones utilisées pour la segmentation automatique.
clustering de l’ensemble{l′p}1≤p≤P . On considère uni-
quement les patchs dont la droite associée est stable (se-
lon la distance utilisée pour le clustering) depuis au moins
C images. Un patch est intégré à un cluster existant si la
distance entre la droite qui lui est associée et la dernière
droite intégrée au cluster est inférieure au rayon du clus-
tering R (les distances sont calculées sur les points d’in-
tersection de la droite avec l’ellipseE). Les droites res-
tantes forment de nouveaux clusters, des clusters de taille
maximale étant obtenus en utilisant l’algorithme QT [7].
Un cluster est donc constitué d’un ensemble de patchs et
de la droite correspondant au dernier patch intégré, cette
droite étant propagée d’image en image en utilisant l’ho-
mographie inter-images associée au sol. Le fait d’utilisera
droite associée au dernier patch intégré permet de corriger
la dérive éventuelle à chaque nouvelle intégration de patch.
Un plan est détecté quand un cluster atteint un nombre mi-
nimal de patchsT . Ce critère de consensus permet d’écar-
ter naturellement les patchs mal suivis, non plans ou pour
lesquels le filtrage diverge. Suivant les besoins de l’ap-
plication, on peut aussi calculer l’enveloppe convexe des
patchs d’un même clusters, ou encore découper les patchs
(ou l’enveloppe convexe) au niveau de la droite d’intersec-
tion du cluster.
5 Résultats expérimentaux
Cette section présente des résultats obtenus avec le système
interactif et la méthode de segmentation automatique. La
table 1 donne les valeurs des constantes utilisées pour le
filtrage particulaire dans les deux cas.
Cons Valeur Description
N 1000 Nombre de particules
Nt 1000 Seuil de rééchantillonage
σh 3.33 Écart-type de la mesure liée aux homographies
σg 10. Écart-type de la mesure liée au gradient de l’image
V ([0.01, 0.01, 5]I)2 Matrice de covariance de la loi de dynamique
M 100 Nb de droites retenues dans la transformée de Hough




FIG. 6 – Système interactif. (a) Initialisation du point de
vue de la caméra : l’intersection des deux plans est utili-
sée pour lever l’ambiguïté du positionnement mono-plan.
(b) La scène est augmentée en même temps qu’un nouveau
plan est reconstruit. (c) Augmentation obtenue depuis un
autre point de vue.
5.1 Système interactif
L’utilisation du système interactif est illustrée sur une sé-
quence de 1200 images, disponible sur le serveur web du
Loria 5. La scène utilisée est un décor d’intérieur miniature,
constitué d’un sol et de deux murs à angle droit (Fig. 6).
Les surfaces ne sont pas parfaitement planes, des éléments
décoratifs texturés ajoutant de légers reliefs à certains en-
droits. La caméra est utilisée en résolution 320× 40. Ses
paramètres intrinsèques sont obtenus par la méthode de
Faugeras-Toscani [5] en utilisant une mire de calibration.
Le fréquence de calcul est de 10Hz (ralentie à 4Hz quand
la transformée de Hough est calculée, les deux mesures de
5http ://www.loria.fr/̃gsimon/rfia08/easyslam.avi,
les vidéos sont encodées en MPEG-4 V2.
vraisemblance étant prises en compte dans le filtrage par-
ticulaire) sur une machine usuelle achetée il y a quatre ans
(Dell Precision 360, Pentium 4 - 3GHz).
Deux polygones sont d’abord définis, sur le sol et sur
le mur de droite. La droite d’intersection des deux plans
est alors calculée (Fig. 6.(a)) en environ deux secondes
(21 images). Les solutions de reconstruction métrique sont
alors affichées, puis validées par l’opérateur au bout de 6
secondes. À cet instant, un billard virtuel est ajouté dans l
scène, à une distance de 1 (pour le centre du billard) du mur
(l’échelle est donnée par la hauteur de la caméra exprimée
en décimètres en début de session et à peu près constante
jusqu’à la validation de la reconstruction métrique). Un
nouveau polygone est ensuite défini sur le mur de gauche,
et sa droite d’intersection avec le sol (Fig. 6.(b)) est obte-
nue en environ 10 secondes (103 images). La caméra subit
ensuite des mouvements variés, faisant apparaître la scène
sous différents angles, et à différentes distances de la ca-
méra (voir par exemple l’image en figure 6.(c)). Durant
toute cette séquence, le billard présente une perspective co-
hérente avec le reste de la scène, et semble bien ancré au sol
(aucun glissement ni de tremblement ne sont observés6).
Deux autres vidéos sont disponibles sur notre serveur web :
la première7 atteste de la robustesse du filtrage particulaire
(utilisant la transformée de Hough) aux occultations par-
tielles de la droite d’intersection ; la deuxième8 montre la
convergence du filtre en utilisant uniquement la mesure liée
aux homographies : on voit que dans ce cas, le filtre met
beaucoup plus de temps à converger.
5.2 Détection automatique des plans
Des résultats de détection automatique de plans sont mon-
trés sur une séquence de 700 images d’un couloir du Loria
(Fig. 7). La texture naturelle de la scène est utilisée pour
le suivi des patchs et du sol (la moquette au sol, le parquet
au mur, les cadres des portes et fenêtres, quelques posters,
. . .). Aucun élément n’a été ajouté à l’environnement tel
qu’il se présentait avant l’expérimentation. L’utilisateur se
déplace, caméra à la main, en visant différents endroits du
couloir : il commence par regarder deux murs contigus, for-
mant un angle de 150 degrés, situés sur le côté droit du
couloir (Fig. 7.(a)), tout en avançant vers l’autre extrémit
du couloir (le premier mur disparaît rapidement, le second
est observé durant un assez long moment). L’utilisateur re-
garde ensuite vers le bout du couloir, qui est occulté par un
escalier montant, puis se tourne vers le mur de gauche (Fig.
7.(c)). La table 2 donne les valeurs des constantes de l’al-
gorithme utilisées pour cette séquence. Les images ont été
acquises à l’aide d’un camescope numérique de résolution
720×576, puis traitées hors ligne à la fréquence d’envi-
ron 0.2 Hz (le niveau de précision requis pour le suivi des
6un décalage d’affichageentre la vidéo et les objets graphiques est
parfois perceptible, mais il s’agit uniquement d’un problème de synchro-







FIG. 7 – Clusters atteignant le seuil d’intégration sur la sé-
quence du couloir.
patchs ne permet pas d’exécuter ESM en temps réel sur la
machine décrite précédemment).
Le résultat est visible sur une vidéo déposée sur notre
serveur web9. Une couleur identique est utilisée pour les
patchs et la droite d’intersection d’un même cluster (les
patchs associés à une droite d’intersection non stabilisée
apparaissent en noir). Un cercle est dessiné au milieu de
la droite d’intersection, dont le rayon est proportionnel au
nombre de patchs intégrés au cluster. Le cercle se remplit
de la couleur du cluster et cesse de s’agrandir quand le seuil
d’intégrationT est atteint. La figure 8 montre l’évolution
de la taille des clusters sur la séquence : 218 clusters ont
été créés au cours de la séquence, dont la plupart n’ob-
tiennent jamais plus d’un ou deux patchs. Trois clusters dé-
passent largement du niveau maximal des autres clusters,
9http ://www.loria.fr/̃gsimon/rfia08/autoslam.avi
Const. Valeur Description
Pmax 10 Nombre maximal de patchs introduits
s × t 2 × 5 Résolution de la trame d’introduction des patchs
C 10 Seuil de stabilté des droites d’intersection (nb images)
R 15 Rayon du clustering (pixels)
T 10 Seuil d’intégration d’un cluster (nb patchs)
TAB . 2 – Constantes de la segmentation automatique.
qui correspondent aux trois murs présents dans la scène
(Fig. 7(a)-(c)). Ce graphique montre que la méthode est
peu sensible au choix du seuilT . Un autre point intéres-
sant est que le mur de gauche est détecté, alors que des
mouvements de caméra rapides, faisant échouer le suivi du
sol et/ou de presque tous les patchs, ont lieu à plusieurs
reprises durant la séquence. Cela est dû au fait que de nou-
veaux patchs sont introduits dès que le suivi d’autres patchs
échoue, ces patchs pouvant former de nouveaux clusters
indépendamment de ce qu’il s’est produit avant leur intro-
duction. Le système peut donc fonctionner indéfiniment,
puisqu’il “s’auto-réinitialise” à la volée. En revanche, on
s’aperçoit en regardant la séquence, que la droite d’inter-
section du cluster correspondant au deuxième mur de droite
finit par s’écarter de l’intersection effectivement observée
dans l’image : cela est dû au fait que ce cluster est filmé
pendant une longue période, sans que de nouveaux patchs























FIG. 8 – Évolution de la taille des clusters au cours de la
séquence.
6 Conclusion
Dans cet article, nous avons présenté un système de RA
permettant à un utilisateur de définir et augmenter simul-
tanément une scène plane par morceaux. Les opérations à
effectuer sont simples et intuitives, et reposent sur un mode
d’interaction adapté aux dispositifs de RA actuels. La par-
tie projective de ce système a été étendue pour permettre
une détection automatique des plans dans un flux d’images
non calibrées. La compréhension de la scène par l’opéra-
teur, mise à profit dans le système interactif, est alors rem-
placée par la recherche d’un consensus entre des patchs
rectangulaires introduits arbitrairement dans le partie su-
périeure de l’image.
Le système interactif peut être amélioré sur plusieurs
points. En particulier, la méthode de SFM gagnerait sans
doute en précision si un faible nombre d’images, au lieu
d’une seule actuellement, était utilisé pour affiner la solu-
tion obtenue localement par un ajustement de faisceau glo-
bal. D’autre part, on peut envisager de faire croître auto-
matiquement les plans définis initialement par l’utilisateur,
en utilisant la connaissance des frontières des plans pour
limiter leur extension.
L’intégration de l’algorithme de détection de plans à un
système de SLAM entièrement automatique (pour une uti-
lisation en robotique par exemple) nous paraît largement
envisageable, au regard des résultats déjà obtenus avec le
système interactif. Le point crucial concernera la manière
dont sera validée la solution de SFM, en l’absence d’exper-
tise humaine : une attente de consensus ou un ajustement
global entre plusieurs plans seront sans doute nécessaires.
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