This paper deals with a sequence of identically distributed random sets or fuzzy random sets with ϕ ϕ * -mixing dependence in a separable Banach space. The strong laws of large numbers for these two sequences are derived under Kuratowski-Mosco sense.
Definitions and Preliminaries
Throughout this paper, let S be a real separable Banach space with the norm · and the dual space S * . For each A ⊂ S, cl A and coA denote the norm-closure and the closed convex hull of A, respectively. Let K S resp., K c S denote the collections of all nonempty closed resp., nonempty closed convex subsets of S. Define the Minkowski's addition and scalar multiplication, respectively, in K S or K c S by 
2.2
Let {A n } be a sequence of closed sets in K S . We write A n H → A if d H A n , A → 0 for some A ∈ K S . Rather than this Hausdorff convergence, we here use the Kuratowski-Mosco convergence. Let s − lim inf A n be the set of all a ∈ S such that a n − a → 0 for some a n ∈ A n , that is, d H a, A n → 0, and let w − lim supA n be the set of all a ∈ S such that a k w → a i.e., a k converges weakly to a for some a k ∈ A n k and some subsequence {A n k } of {A n }. It is easily seen that s − lim inf A n ⊂ w − lim sup A n , and
Thus we say A n converges to A in the Kuratowski-Mosco sense if and only if
Clearly, the Hausdorff convergence is generally stronger than Kuratowski-Mosco convergence, since the former implies the latter when S is infinite dimensional, and in finite dimensional spaces they coincide with bounded sets cf. 29 . Let Ω, F, P denote a probability measure space. A random closed set is a Borel measurable function F :
Moreover, we assume that the random closed sets are F − B K S measurable in the sequel, where B K S means the Borel subsets of K S . For a random set F in K S ,there exists a corresponding set coF in K c S , which can be used in defining an expected value. A measurable function f : Ω → S is called a measurable selection of F if f ω ∈ F ω for every ω ∈ Ω. Denote by
where L 1 Ω, S denotes the space of measurable functions f : Ω → S such that Ω f ω dP < ∞. S F / ∅ if and only if the random variable F ω is integrable. For each random set F, the expectation of F, denoted by EF, is defined by
where
This definition was introduced by Aumann in 1965 as a natural generalization of the integral of real-valued random variables in 30 . If E co X < ∞, a Bochner integral can be defined as E co X Ω co XdP and E co X ∈ K S cf. 31 . The random set X is said to be integrably bounded if the real-valued random variable X ω is integrable cf. 27, 32 . Hiai and Umegaki 32 showed that a random set is integrably bounded if and only if S X is bounded in L 1 Ω, S . Thus an integrably bounded random set may take unbounded sets. Now we introduce some notions of fuzzy random sets. A fuzzy set in S is a function u : S → 0, 1 . Let F S denote the family of the fuzzy subset u satisfying the following a u is upper semicontinuous, that is, the α-level set of u, that is, u α {x ∈ S; u x ≥ α} is a closed subset of S for each α ∈ 0, 1 ,
A linear structure in F S is defined by the following operations:
where 
where u, v ∈ F S . The concept of a fuzzy random set as a generation for a random set was extensively studied by Puri and Ralescu 17 . A fuzzy random set is a function X : Ω → F S such that for each α ∈ 0, 1 , X α {x ∈ S; X ω x ≥ α} is a random closed set. The expectation of a fuzzy random set X, denoted by E X , is an element in F S such that for each α ∈ 0, 1 ,
where the closure is taken in S and S X α {f ∈ L 1 Ω, S ; f ω ∈ X α ω a.e.}. By virtue of the existence theorem cf. 27 , we have an equivalent definition as follows:
Furthermore, E co X α E co X α for any α ∈ 0, 1 .
Mixing Dependence
Many statistical results are concerned with independent and identically distributed i.i.d. random sets or fuzzy random sets. While it is not always possible to assume that random Journal of Inequalities and Applications 5 sets or fuzzy random sets are independent, the sequence can be often dependent. However, for dependent case, it seems that only the exchangeability is involved. In what follows, we propose a new kind of dependence for random sets which is popular with random variables and random elements. Similarly, it can be defined for fuzzy random sets. Given two σ-fields U, V in F, write
Let {X n ; n ≥ 1} be a sequence of random closed sets on Ω, F, P . Denote S L n∈L X n , where L ⊂ ℵ the set of all nature numbers . For two nonempty disjoint sets S, T ⊂ ℵ, define dist S, T as min{|j − k|; j ∈ S, k ∈ T }. Let σ S and σ T be the σ-fields generated by {X n ; n ∈ S} and {X n ; n ∈ T }, respectively. Now we define two mixing coefficients for the sequence of {X n ; n ≥ 1}. For any real number s ≥ 1, set
3.2
If ϕ s resp. ϕ * s tends to zero as s → ∞, then we say that the sequence is ϕ-mixing resp., ϕ * -mixing . Obviously, a ϕ * -mixing sequence is a ϕ-mixing sequence. Also it is well known that many limit results were derived for real-valued mixing random sequences and random fields in the past thirty years cf. 34, 35 and references therein . Zhang 36, 37 extended them to the Banach space-valued mixing random fields and established some moment inequalities. As far as we know, there is little concerning the dependent random sets or fuzzy random sets except the exchangeability dependence. The main purpose of this paper is to establish limit theorems for mixing dependent random sets or fuzzy random sets which extend the results of independent case.
Limit Theorems
Lemma 4.1. Let A X , A Y be the smallest sub-σ-filed of F to which X and Y are measurable, respectively. Let X be a random closed set and F − B K S measurable. Then one has the following.
2 Let {X n ; n ≥ 1} be a sequence of ϕ-mixing and identically distributed random closed sets.
For each x 1 ∈ S X 1 A X 1 , where S X 1 A X 1 denotes the set of all A X 1 measurable functions in S X 1 , there exists {x i ∈ S X i A X i ; i ≥ 2} such that {x n ; n ≥ 1} is ϕ-mixing.
3 For each ϕ-mixing and identically distributed random closed sets X 1 , X 2 with S X 1 / ∅, one has
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Proof. Note that for X ∈ L 1 Ω, S , the conditional expectation of X with respect to B ∈ F is given as a function E X | B ∈ L 1 Ω, B, S such that
If X ∈ K S with S X / ∅, then from Hiai and Umegaki 32 it follows that there exists a Bmeasurable E X | B ∈ K S satisfying that
1 Noting that coX is A X measurable, it follows that
Recall that S coX coS X and S coX A X coS X A X , and hence
4.6
2 Since S is separable and x 1 is A X 1 -measurable, there exists a B K S , B Smeasurable function Ψ : K S → S satisfying that x ω Ψ X ω for every ω ∈ Ω, where B S means the Borel subsets of S. Now define x n ω Ψ X n ω , ω ∈ Ω. Note that {X n ; n ≥ 1} is an identically distributed sequence of ϕ-mixing random sets, and this leads to {x n ; n ≥ 1} that is also of mixing dependence, since the definitions of mixing dependence rely on σ-fields. In fact, the mixing coefficients of {x n ; n ≥ 1} are less than those of {X n ; n ≥ 1}. Thus we have
Noting that the function d x, X of S × K S into R is B S , B K Smeasurable, thus {d x n · , X n · } is ϕ-mixing and identically distributed. Hence, d x ω , X ω 0 a.s. implies d x n ω , X n ω 0 a.s., which leads to x n ∈ S X n A X n .
3 It follows from 2 easily.
Journal of Inequalities and Applications 7
Remark 4.2. The lemma also holds for ϕ * -mixing random closed sets in a similar way.
Hiai 7 proved a strong law of large numbers of i.i.d. random variables in K S in Kuratowski-Mosco convergence. Recently, Inoue and Taylor 28 replaced i.i.d. by exchangeability and obtain a strong law of large numbers. Here we replace the i.i.d. by ϕ ϕ * -mixing dependence which is a more extensive dependence and derive strong laws of large numbers for random sets and fuzzy random sets, respectively. Theorem 4.3. Let {X n ; n ≥ 1} be a sequence of mixing and identically distributed random closed sets in K S with E X < ∞. Suppose that one of the following conditions is satisfied:
Then one has
Proof. Here we only consider the ϕ-mixing case, since the ϕ * -mixing case can be proved similarly. By Lemma 4.1 2 , for a sequence of ϕ-mixing random set {X n ; n ≥ 1} in K S , there exists a B K S , B S -measurable function f : K S → S and the corresponding random elements {x n ; n ≥ 1} such that x n ω f X n ω for all ω ∈ Ω. Let D coE X 1 and G n ω n −1 cl n i 1 X i ω . Since {X n ; n ≥ 1} is ϕ-mixing and identically distributed random sets, it follows that {x n ; n ≥ 1} is ϕ-mixing and identically distributed. For any ε > 0 and d ∈ D, we can choose
where A X i is the smallest sub σ-field of F with respect to which X i is measurable and 
} is a sequence of ϕ-mixing random variables in L 1 since {X n ; n ≥ 1} is ϕ-mixing, and hence there exists a P-null set N ∈ A such that for every ω ∈ Ω \ N and i ≥ 1, The next theorem describes a strong law of large numbers for mixing fuzzy random sets in F S . Proof. Since {X n ; n ≥ 1} is a sequence of mixing fuzzy random sets in F S , by the definitions of mixing we have that {X n α; n ≥ 1} is mixing random closed sets with S X n α / ∅ for any α ∈ 0, 1 . Thus the desired result follows from Theorem 4.3 immediately.
Remark 4.6. By the definitions of mixing dependence and σ-fields, it follows that the mixing coefficients in Theorem 4.5 is less than those in Theorem 4.3.
