Abstract: In this paper we propose an approach to modelling non-linear conditionally heteroscedastic time series characterised by asymmetries in both the conditional mean and variance. This is achieved by combining a TAR model for the conditional mean with a Changing Parameters Volatility (CPV) model for the conditional variance. Empirical results are given for the daily returns of the S&P 500, NASDAQ composite and FTSE 100 stock market indexes.
Introduction
Due to the presence of asymmetric effects in the mean and in the time varying conditional variance, the complex behaviour of financial time series can be hardly captured by linear models. Hence, the last two decades have been characterised by a growing interest in the application of non linear time series modelling techniques to the analysis of financial data.
In order to simultaneously capture different aspects of non-linear time series behaviour, Tong (1990) first proposed to combine the use of a non-linear model for the conditional mean with a non linear model for the conditional variance. This idea was successively adopted in different frameworks by various authors (see Li and Li, 1996 , Lundbergh and Teräsvirta, 1998 .
In this paper we propose an alternative modelling procedure in order to allow for asymmetry in both the conditional mean and variance. For modelling asymmetry we combine a threshold autoregressive strructure (TAR, Tong 1978) for the conditional mean with a Changing Parameters Volatility model for the conditional variance (CPV, Storti 1999) . This class of models can be considered as a state-space generalisation of the CHARMA models proposed by Tsay (1987) . With respect to conventional GARCH (Bollerslev, 1986 ) type models, the CPV model has two main advantages. First, interaction terms can be included in the conditional variance equation allowing to account for asymmetric effects. Second, it can incorporate time-varying parameters in the volatility model.
The performances of the proposed model in estimating the conditional variances of three different stock market indexes (S&P500, NASDAQ, FTSE) are assessed by means of a comparison with the results obtained estimating some different conditional heteroscedastic structures. In particular, we consider the classic GARCH model and two alternative specifications, the TARCH (Rabemananjara and Zakoian, 1993) and EGARCH (Nelson, 1991) models, which allow to capture asymmetric effects in the conditional variance.
The paper is organised as follows: section 2 illustrates the theoretical background underlying our proposal; the results of the empirical analysis are shown in section 3 where some final comments are also given.
Theoretical background and modelling procedure

Threshold models for the conditional mean
The Threshold AutoRegressive (TAR) models were first presented by Tong (1978) and further developed and applied in Tong and Lim (1980) and Tong (1983) (a more thorough discussion can be found in Tong,1990) . A TAR model can be regarded as a piecewise linear autoregressive structure, which allows to obtain the decomposition of a complex stochastic system into smaller subsystems, based on the values assumed by a threshold variable, compared with a set of predetermined values, the threshold values. Let {Y t } be a time series, a TAR model for Y t is given by: Tsay (1989) and successively refined and generalised by Tsay (1998) . Assuming that the autoregressive order p and the delay d are known, we first perform an arranged regression based on the increasing order of the threshold variable and then use the predictive residuals calculated by recursive least squares to evaluate the test statistic. Under the null hypothesis of a linear model, the Tsay test is asymptotically distributed as a chisquared random variable with (p+1) d.f.. In order to identify the model we follow the iterative procedure described in Tsay (1998) . Given the identification of the threshold variable, often suggested by the nature of the specific problem, the results of the non-linearity test can be used to first select a set of possible delays { 
A state space approach to the analysis of non-linear CH time series
Let t u be an univariate series of prediction errors such that
. Also assume that t u has finite moments up to the fourth order. A Changing Parameters Volatility (CPV) model (Storti, 1999) 
while A is an (n×n) transition matrix of unknown coefficients. The specification of the model is completed by the usual assumptions
Under the above assumptions the model is conditionally Gaussian and the Kalman filter can be used to obtain a MMSE estimate of the state vector. The conditional variance is recursively estimated as 
being the element of place (i,j) in 1 -t | t P . Compared to conventional approaches, the CPV model has two main advantages. First, it allows for time varying parameters in the conditional variance specification (4). Second, interaction terms between past innovations and volatilities are easily included in the model. The choice 0 A = yields a more parsimonious random coefficient version of the CPV model that we will call the constrained CPV model or, abbreviated, CPV-C. In a CPV-C model the conditional variance parameters are constant but the interaction terms are still present. It can be shown (Storti, 1999) that, if 0 A = and the covariance matrix Q is diagonal, the resulting CPV-C model will have the same conditional variance as a Generalized Autoregressive Conditionally Heteroskedastic (GARCH) model (Bollerslev, 1986) e } can be estimated by maximising the Gaussian log-likelihood (6) using a version of the EM algorithm tailored for state space models by Wu et al. (1996) . Alternatively scoring or quasiNewton methods could also be used (see Watson and Engle, 1983 , for a discussion on the application of the method of scoring in the context of state space models). Finally, it is worth noting that, when forecasting from a CPV model, the conditional variance 
Asymmetric effects in the CPV model
If the model order is such that s>0, asymmetric effects are introduced into the CPV-C conditional variance specification by means of the interaction terms between past shocks and volatilities. It follows that, in CPV-C type models, the effect of a past shock on the present volatility derives from the sum of two components. Of these, the first, as in GARCH models, is given by a linear functions of the past squared shock with no regard for its sign. Differently, the second adds a further contribution to the value of the conditional variance depending on the sign of the shock. This term is, in module, proportional to the magnitude of the shock rescaled by past conditional standard deviations. In order to clarify this point, we consider, as an example, the simple CPV-C(1,1) model with conditional variance equation given by
where 2 e 0 σ ν = ,
. As it is evident from equation (7), the asymmetry in the relation between the conditional variance and past residuals comes from the cross-term
. In particular, for 1 δ <0, a positive penalty term will be added to This suggests a simple testing procedure for verifying the presence of asymmetric effects in the relationship between conditional variance and past shocks by testing for 1 δ significantly different from 0. The presence of leverage effects can be tested by the hypothesis that 1 δ <0. Fig. 1 shows the simulated news impact curve for a particular CPV-C (1,1) model incorporating leverage effects. Also, an attractive feature of the model is that, when 1 t u − and 1 δ <0, the magnitude of the penalty term added to the conditional variance will not depend only on the magnitude of the shock itself but it will be weighted, or, more properly, rescaled, by the conditional standard deviation at time (t-1). So the greater will be the uncertainty associated with the negative shock 1 t u − , and the greater will be the impact of
The same argument applies to higher order models even if, in high dimensional structures, care should be taken in the identification of the relevant lags of interaction in order to avoid to incur the so called curse of dimensionality.
Empirical results
In this section we present the results of an application of the proposed modelling approach to the analysis of some stock market indexes. In particular we consider the daily U.S. NASDAQ Composite, the U.S. Standard and Poor's 500 and the U.K. FTSE 100. The sample covers the period from 2 January 1996 to 16 November 1999. Returns are calculated as logarithmic first differences, )
The plots of the original data and returns are shown in Fig. 2 . Even if the algorithm for the maximisation of the likelihood function is able to naturally deal with the simultaneous estimation of the conditional mean and variance model parameters, in order to guarantee full comparability of the performances of the models considered in estimating the conditional variance of the series, we revert to a two stage modelling procedure. The final models identified, after refining the thresholds and the orders, are a SETAR(3,5) with delay d=4 and w=0.001044 for the S&P 500, a SETAR(2,1) with d=4 and w=0.000315 for the FTSE 100, and a SETAR (2,2) with d=4 and w=0.00 for the NASDAQ series.
The least squares estimate of the models parameters and the corresponding standard errors (in parentheses) are shown in Tab. 2. In order to assess the fitting accuracy of the SETAR models we calculate some widely used loss functions (Tab.3). (Engle, 1982) on the residuals of the threshold model estimated for the conditional mean. The results of the test and the analysis of the autocorrelation functions of the squared residuals suggest the presence of autoregressive conditional heteroskedasticity in the data. In order to detect any possible asymmetry in the conditional variance component, we look at the cross correlation between the squared standardized residuals and lagged standardized residuals (Fig. 3) . These cross correlations should be zero if asymmetric effects are not present and be negative in presence of asymmetry. The estimated correlations show evidence in favour of the hypothesis of asymmetry for the S&P 500 and NASDAQ series while, for the FTSE 100, the values of the autocorrelation function lie inside the ± 2 s.e. confidence bands except for lag 5. The next step is to identify and estimate a suitable CPV model for the conditional variance. In particular, we consider the parsimonious CPV-C specification. The order of the model to be fitted has been chosen to minimise the value of the Schwarz Criterion (SC). Tab. 4 reports the values of the SC for different model specifications together with the AIC and log-likelihood values. The search has been restricted within the intervals 1 ≤ r ≤ 2 and 0 ≤ s ≤ 2. For all the series a CPV-C (1,1) model is identified. The negative sign of the Q 12 parameter confirms the presence of a leverage effect as suggested by the cross-correlation analysis. The results have been compared with those obtained using some different conditional variance specification. Namely we have considered the classical GARCH(p,q) model (Bollerslev, 1986) , given by: the TARCH model (Rabemananjara and Zakoian, 1993) which, as the EGARCH, includes asymmetric effects in the conditional variance: 
Tab. 2 Least squares estimates and standard error of SETAR models
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