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摘要 
进化多目标优化算法是采用进化算法解决多目标优化问题，这种解决多目标
优化问题的方法目前已经成为了智能优化领域研究的重点。在实际生活中存在着
许许多多的多目标优化问题，这些问题的不同目标之间有时是相互促进的，有时
又是相互矛盾的，解决这些问题的目的是找到一组折衷的解。目前，进化多目标
算法广泛的应用于证券组合投资、物流路径规划、网络路由、数据挖掘等领域中。
在理论研究方面，进化多目标优化算法的重要研究目标是改善算法的收敛性和分
布性。本文基于差分多目标优化算法 MOEA/D，使用了多种改善 MOEA/D 算法
分布性和收敛性的策略，提出了 IMOEA/D 算法和 IMOEA/D-GSTS 算法。 
本文首先介绍了进化多目标优化问题研究的背景及意义；其次介绍了进化多
目标优化领域的一些重要的概念、度量算法好坏的指标、算法研究的难点以及算
法的主要设计目标；接着提出了 IMOEA/D 算法，该算法基于差分多目标优化算
法 MOEA/D,通过引入双向搜索策略来改进 MOEA/D 算法的变异策略，使得算法
在每次变异操作产生两个子代个体，拓宽了算法的搜索空间，也加速算法的收敛
速度，同时，引入了基于支配量的选择策略替代 MOEA/D 算法的选择策略，使
得更加优秀的个体进入下一代的进化，通过实验证明双向搜索策略和基于支配量
的选择策略有效的改善了差分多目标优化算法 MOEA/D 的分布性和收敛性；为
了更进一步的改善算法 IMOEA/D 的分布性和收敛性，本文还基于万有引力搜索
算法，提出了用种群中每个个体的加速度作为变异算子替换算法 IMOEA/D 中基
于高斯分布的变异算子的策略，这样的策略能够充分利用万有引力搜索算法在进
化前期的开采性和进化后期的勘探性。为了避免算法陷入局部最优，本文还将遗
传算法的输出种群作为禁忌搜索算法的输入种群，有效的利用禁忌搜索算法的局
部搜索能力。基于算法 IMOEA/D 的两大改进策略也有效的提升了算法的性能，
提出了一种基于万有引力搜索算法和禁忌搜索算法的多目标进化算法
IMOEA/D-GSTS。最后，对论文的成果进行了总结，同时指出了论文的不足之处。 
 
关键字：选择策略，万有引力算法，差分多目标算法
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Abstract 
An Evolutionary multi-objective optimization algorith，is that whose main task is 
to deal with multi-objective optimization problems by evolutionary computation, has 
become the focus of  research in the intelligent optimization field. There are many 
multi-objective optimization problems in real life. Sometimes the different goals of 
these problems are mutually reinforcing, sometimes they are conflicting. The purpose 
of solving these problems is to find a compromise solution set. Currently, 
evolutionary multi-objective optimization algorithm has been widely applied to 
portfolio investments, route planning, network routing, data mining and so on. In 
theoretical research, the important research targets of evolutionary multi-objective 
optimization algorithm is to improve the convergence and distribution of the 
algorithm. This paper is based on MOEA/D. It proposes IMOEA/D and 
IMOEA/D-GSTS by improving the convergence and distribution of MOEA/D. 
    The beginning of the paper, introduces the background and significance of 
evolutionary multi-objective optimization algorithm. Then, it illustrates some 
important concepts of  evolutionary multi-objective optimization algorithm, 
indicators of quality of metrics algorithm, the difficulties of algorithmic research and 
the main design goal of algorithmic. Finally, this article proposes IMOEA/D, which is 
based on MOEA. IMOEA/D improves the mutation of MOEA/D by using 
bidirectional research strategy, so that mutation operation produces two individuals 
can be produced during each mutation operation. Therefore, IMOEA/D broadens the 
searched space of algorithms, and it also accelerates the convergence rate of 
algorithms. At the same time, instead of the selection strategy of MOEA/D, 
IMOEA/D use the selection strategy that is based on governable amount, so that more 
outstanding individuals takes part in the evolution of next generation. The experiment 
shows that bidirectional research strategy and selection strategy that is based on 
governable amount improve the convergence and distribution of the algorithm. In 
order to further improve the convergence and distribution of the algorithm. This paper 
also proposes to use each individual acceleration as mutation operators instead of 
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mutation operators that is based on gaussian distribution. This strategy is based on the 
gravitational search algorithm. In addition, this strategy can take full advantage of the 
gravitational search algorithm, which are exploitation of early evolution and 
exploration of late evolution. In order to avoid trapping in local optimum, this paper 
regards the output of genetic algorithm as the input of tabu search and effectively uses 
local search capabilities through the tabu search algorithm. The two optimization 
strategies of IMOEA/D effectively improve the performance of the algorithm. 
Therefore, the paper proposes IMOSEA/D, which is based on the gravitational search 
algorithm and the tabu search algorithm. At the end of the paper, it summaries some 
results and shortcomings of the paper. 
  
Keywords: strategy selection, Gravitational Search Algorithms, Difference 
multiobjective algorithm 
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第一章 绪论 
1.1 研究背景与意义 
不论在技术实践领域还是在理论研究上，都存在着大量的多目标优化问题。
在这些问题中，需要优化的多个目标有时是一致的，例如，在社会发展方面，社
会稳定和经济快速发展这两个优化目标是相辅相成的，相互促进的。但有时需要
优化的多个目标又是相互作用且冲突的，例如在很多的企业生产实践中，产品的
性能和成本就是两个相互冲突的目标，又如在股票投资市场上，投入的资金和收
益也是两个相互冲突的目标。实际生活中这些涉及多个目标优化的问题无处不在
无时不有，所以对于多目标优化问题（Multi-objective Optimization Problems,简称
MOPs）的探讨具有重要的理论意义和实践意义。在绝大对数情况下，MOPs 被
优化的多个目标的相互冲突的，如果仅仅考虑优化多个目标中的一个目标，得到
的结果在其他目标上往往并不是最优解。为了实现总的目标的最优化，一个可靠
的做法是对相互冲突的每个子目标进行综合的全面考虑，最后获得一组折中的解，
这组解构成的解集，称为 Pareto 最优解集（Pareto-optimal Sets,简称 PS）。从这些
解中，项目的决策者根据实际情况选择合适的解用于解决实际的多目标优化问题
[1,2]。本文所研究的进化多目标优化（Evolutionary Multi-objective Optimization,
简称 EMO）的主要思想是：利用遗传进化算法来求解 MOPs，现在已经成为启
发式智能计算领域研究的热点 [3]。 
求解多目标优化算法时，如果采用传统的优化算法（给每个子目标设定一个
适当的权值，将 MOPs 转化为单目标优化问题，然后应用数学规划方法求解，这
个权值根据决策者的经验来定或者采用自适应的方法获得）简单易行。但是传统
的算法存在着巨大的局限性，算法每次运行仅仅能得到一个 Pareto 最优解，要想
获得 Pareto 最优解集必须多次运行算法才能得到。同时，每个目标权值的设定对
结果影响很大，设定一组合适的权值是一个相当难以解决的问题，且 MOPs 的约
束函数和目标函数很可能是不可微、非线性、不连续的，传统的数学规划方法通
常效率是比较低的。进化算法（Evolutionary Algorithm,简称 EA）模拟了生物进
化过程中，“优胜劣汰，适者生存”的随机搜索过程。由于 EA 模拟的生物进化
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过程本身就是一个随机、多变、带有极大不确定性的过程，因此其适合用于求解
复杂的非线性问题。进化算法实现全局搜索的策略是在每代种群之间维持一个由
潜在解组成的种群，这种实现全局策略对于搜索 MOPs 的 Pareto 最优解集是非
常有用的。近年来，进化算法已被广泛用于求解非线性的 MOPs,事实证明进化算
法在求解 MOPs 时具有较好的通用性。 
EMO 算法在实际应用和科学研究领域具有重大的意义。EMO 算法发展到现
在，已经在很多领域得到广泛的应用，如数据挖掘、柔性制造系统流程规划、通
信网络规划、机械涉及、Qos 路由、火箭发动机的设计、逻辑电路设计、车间调
度、导弹驾驶仪的设计、证券产品的组合投资、机器人运动路径规划、森林的规
划及优化等。 
1.2 进化多目标优化算法的历史和研究现状 
20 实际 80 年代末期，人们对多目标进化算法（Multi-objective Evolutionary 
Optimization,简称 MOEA）的研究进入快速发展的时期。世界上许多致力于
MOEA 算法研究的学者，提出大量的 MOEA 算法。很多这些算法已经被成功在
应用在实际生活的各个领域中。 
Rosenberg[4]最早提出用基于进化的搜索来处理 MOPs，但是他并没有具体的
去实现。到了 1975 年，Holland 提出了遗传算法。1984 年，David Schaffer[5]在机
器学习中首次提出并实现了向量评估遗传算法（Vector Evaluated Genetic Algrithm,
简称 VEGA）。5 年过后，Goldberg[6]提出了将 Pareto 理论与进化算法结合来实现
多目标优化，这个新的思路推动了使用进化算法求解 MOPs 的发展，同时对于进
化多目标算法的研究提供了新的方向。1993 年，Fonseca 和 Fleming[7]以 Pareto
排序为基础提出了 MOGA。而后，Zitzler 和 Thiele[8]提出了“强度 Pareto 进化算
法”。此后，对于 MOEA 的研究得到了快速地发展，越来越多的学者将精力投入
到 MOEA 的研究中去，出现了一大批优秀的 MOEA 算法。 
1.2.1 第一代进化多目标优化算法 
第一代进化多目标优化算法的主要思想是：用非支配排序和小生境技术来解
决 MOPs，这两个策略是 Goldberg 提出的。其中非支配排序技术用于保证种群的
厦
门
大
学
博
硕
士
论
文
摘
要
库
第一章 绪论 
 
3 
 
收敛性，小生境技术用于保持种群的多样性，防止早熟。虽然 Goldberg 没有具
体的实现他的思想，但是他的观点对于以后的研究者来说具有重要的指导意义。
随后，学者们基于他的这种思想提出了以下几种优秀的算法：Fonseca 和 Fleming
提出的多目标遗传算法（Multi-objective Genetic Algorithm,简称 MOGA[9]）、基于
Pareto 支配关系的锦标赛选择机制的遗传算法（Niched Pareto Genetic Algorithm,
简称 NPGA[10]）、基于非支配排序思想的遗传算法（Non-dominated Sorting Genetic 
Algorithm,简称 NSGA[11]）。第一代进化多目标优化为了保持种群的多样性和分布
性采用了基于非支配排序的选择策略和基于共享函数的多样性维持策略。第一代
进化多目标算法也存在着亟需解决的问题，利用小生境技术保持种群的多样性需
要确定共享半径的大小，其计算复杂度为种群大小的平方。 
1.2.2 第二代进化多目标算法 
1999 年，Zitzler 等人在 SPEA 算法中将精英保留机制（采用一个种群来保
留优秀的个体）引入多目标优化算法，这个策略的使用标志着新一代的进化多目
标算法的诞生。随后，学者们基于精英保留策略提出了一系列经典的多目标优化
算法。2000 年，Knowles 和 Corne[12]提出了 PAES（Pareto Archived Evolution 
Strategy）,该算法采用(1+1)进化策略将当前个体通过变异得到变异个体，然后使
用精英保留思想保留当前个体和变异个体中较好的那个个体。同时，该算法还引
进空间超格的策略来保持种群个体的多样性。2001 年，Corn等人[13]利用网格选
择代替 PESA 的个体选择，提高了 PESA 算法的分布性，提出了改进版的 PESA
算法，称为 PESA-II[14]。同年，Zitzler 等学者针对 SPEA 算法的适应度分配策略、
非支配集的更新策略、个体分布性评估方法进行改进，提出了 SEPA2。2002 年，
Deb 等人基于 NSGA 提出了改进版的 NSGA-II[15]，该算法采用了新的快速非支
配排序方法，极大的降低了计算的复杂度；再者，该算法使用拥挤距离的来改善
NSGA 的多样性维持策略，使用拥挤距离比较方法代替 NSGA 中使用的适应度
共享方法，极大地提高了算法的分布性；最后，该算法使用精英保留机制，保留
优良的个体，提高了算法的收敛速度。该时期的算法不再使用小生境技术来保持
种群的多样性，取而代之的是一些更加优秀的策略，如基于拥挤距离的方法、基
于聚类的方法等。 
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1.2.3 当前进化多目标优化算法的研究方向 
目前，进化多目标优化领域的发展出现了很多新的方向，如许多新的进化范
例被引入到进化多目标优化领域；高维（通常指目标数大于 5）多目标优化问题
的研究进入攻艰阶段；一些新的占优机制被提出；伴随着对多目标优化问题不断
深入地研究，越来越多的学者提出了各种拥有不同性质的测试问题。越来越多的
学者投入到 EMO 算法的研究中去，许多优秀的算法也相继被提出，这些算法如
下所述：基于粒子群优化（Particle Swarm Optimization,简称 PSO）的多目标优化
算法，如 MOPSO[16],该算法为了维持种群多样性，引入自适应网格机制的外部种
群。同时，为了同时优化算法的收敛速度和多样性，该算法提出了新的变异策略，
对粒子的分布范围进行变异，且变异概率与进化代数成反比。基于人工免疫系统
（Atificial Immune System,简称 AIS）的多目标优化算法,如 NNIA,该算法为了提
高种群的多样性，采用了基于非支配领域的个体选择方法，加强了对 Pareto 前沿
稀疏区域的搜索。实验证明，NNIA在求解高维的DTLZ问题时具有巨大的优势。
基于分布估计思想的多目标优化算法，如 RM_MEDA 算法,该算法有 Zhang 和
Zhou 等学者提出的，他们认为决策空间解分布服从分段连续的流形分布，以此
结论为基础，他们采用局部主分量分析来聚类决策空间中的解，然后对每个类构
建概率模型，并使用该模型来产生新的种群个体。基于分解的多目标优化算法，
如 MOEA/D 算法[17]，该算法将多目标优化问题分解为几个单目标优化问题，然
后使用进化算法同时解决这些的单目标优化问题，算法通过权重向量之间的距离
来定义子问题间的近邻关系，邻近子问题的进化操作促使每个子问题不断地优化。 
近年来，关于进化多目标优化领域的研究内容也在不断地扩展。在改进传统
的 Pareto 占优机制方面，Laumanns 和 Deb[18]等人提出了 ε 占优的机制，该机制
是基于空间超格思想的。同年，Brckoff 和 Zitzler[19]等研究人员提出了用局部占
优结构来实现高维多目标优化问题的降维。在高维多目标算法研究方面，如何有
效地求解高维多目标优化问题，如何可视化的表达高维多目标优化问题的 Pareto
前沿面，都是现今高维多目标优化研究领域面临的难题。GrEA 算法[21]和
FD-NSGA-II 算法[22]是两个典型的高维进化多目标优化算法。在动态多目标算法
研究方面，由于现实生活有些问题的目标函数、相关参数、约束条件是不断变化
的，所以利用进化算法求解动态多目标优化问题已经成为进化计算领域一个有重
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