A Bessel excursion is a Bessel process that begins at the origin and first returns there at some given time T . We study the distribution of the area under such an excursion, which recently found application in the context of laser cooling. The area A scales with the time as A ∼ T 3/2 , independent of the dimension, d, but the functional form of the distribution does depend on d. We demonstrate that for d = 1, the distribution reduces as expected to the distribution for the area under a Brownian excursion, known as the Airy distribution, deriving a new expression for the Airy distribution in the process. We show that the distribution is symmetric in d − 2, with nonanalytic behavior at d = 2. We calculate the first and second moments of the distribution, as well as a particular fractional moment. We also analyze the analytic continuation from d < 2 to d > 2. In the limit where d → 4 from below, this analytically continued distribution is described by a one-sided Lévy α-stable distribution with index 2/3 and a scale factor proportional to [(4 − d)T ] 3/2 .
Introduction
The Brownian random walk has been the subject of countless works, and many different aspects of the walk have been studied and found to have important applications. Among these is the area under a Brownian excursion, a Brownian random walk that starts at the origin and first returns to the origin at time T . For a review of Brownian excursions and related problems, see Ref. [9] . The distribution of the area has been calculated analytically and been entitled the Airy distribution, as it involves in various ways the Airy function [5, 12] . A natural generalization of the Brownian random walk is the Bessel process [8] , corresponding to the Langevin equatioṅ
where η is a Gaussian white noise satisfying η = 0; η(t)η(t ) = 2Dδ(t − t )
The drift term −DU 0 /x can be thought as the limiting case of a regularized drift term −DU 0 x/(x 2 0 + x 2 ) for vanishingly small x 0 . In addition, the Bessel process for integer U 0 ≤ 0 corresponds to the fluctuations in the distance to the origin of a Brownian process in d = 1 − U 0 dimensions. In parallel with the Brownian excursion, one can define what one has been called [7] the Bessel excursion, where the walker first returns to the origin at time T . This leads one to consider the area under the Bessel excursion, whose distribution we shall call the Bessel distribution. This distribution has been shown [11] to play a vital role in determining the position of atoms in an optical lattice undergoing Sisyphus cooling (with U 0 > 0). In this paper, we shall derive a formula for the Bessel distribution and for its Laplace transform. We shall also consider the moments of the distribution, in particular giving a simple explicit formula for the first moment. We show that the distribution is symmetric in d − 2, with nonanalytic behavior at d = 2. We also study the analytic continuation of the distribution from d < 2 to the region d > 2. This analytically continued distribution exhibits critical behavior in the vicinity of U 0 = −3, corresponding to d = 4. Here the distribution is described to leading order by a fat-tailed Lévy α-stable distribution on an inner scale of [(4 − d)T ] 3/2 , cut off at areas of order T 3/2 . The order of the paper is as follows. In Section 2, we derive an expression for the Bessel Distribution, first in Laplace space and subsequently in real space. In Section 3, we discuss the connection to the Airy distribution, corresponding to the limit U 0 = 0. In the following section, we discuss the large k asymptotics of the quantities λ k and d k which enter into our expression for the Bessel Distribution. We then turn to a calculation of the zeroth, first and second moments of the Bessel Distribution. In the following section, we show how the calculation simplifies in the Airy Distribution limit, allowing for a straightforward calculation of arbitrary integer moments. In Section 6, we deal with the analytical continuation of the distribution above d = 2 (below U 0 = −1), examining in detail the limit U 0 + 3 1, corresponding to 4 − d 1. In the penultimate section, we produce a closed form expression for the (U 0 + 1)/3rd moment. We then conclude with a summary and some observations.
The Bessel Distribution
Our first goal is to calculate the Bessel Distribution, P (A, T ), where A ≡ T 0 x(t)dt is the area under the excursion x(t). To do this we shall employ a generalization [3] to Fokker-Planck equations of the Feynman-Kac formula [10] for the Laplace transform of the distribution with respect to the area A,P (s, T ) ≡ ∞ 0 P (A, T )e −sA dA.
The fundamental object we need in order to calculateP (s, T ) is the area-weighted propagator
where the sum is over all positive paths p (paths which do not cross x = 0) p starting at x 0 at t = 0 and arriving at x at time T , A p is the area under the corresponding path and G is the standard propagator, satisfying the Fokker-Planck equation
The generalized Feynman-Kac equation for G s is:
with the initial condition G s (x, x 0 ; 0) = δ(x − x 0 ). For U 0 = 0, we get the original Feynman-Kac equation corresponding to Brownian functionals. Since we are analyzing excursions, which do not cross the origin in the interval (0, T ), we have to impose the condition G s (0, x 0 ; T ) = 0. In terms of this weighted propagator, the Laplacetransformed distribution for the area under excursions, which by definition start and end on the origin, is given by
where the denominator ensures the correct normalization, which is well-defined for any finite x = x 0 . This calculation for the case U 0 = 0, i.e., Brownian excursions, was performed by Majumdar and Comtet [13] . The present calculation proceeds along the same lines but the singular and non-Hermitian nature of the U 0 term requires special care. Our first step is to perform a similarity transformation to transform the Fokker-Planck operator in Eq. (5) to a Schrödinger operator. We define
K s then satisfies the equation
with initial condition K s (x, x 0 ; 0) = δ(x − x 0 ). It will be important for us later that K s is the imaginary-time propagator of the Schrödinger operator
corresponding to an "effective potential", V eff (x), consisting of a linear potential with a centrifugal barrier. As such, K s satisfieŝ
We can construct K s via an eigenvalue expansion, scaling out s and D in the process. Assuming the spectrum is discrete, as we will verify momentarily, we define the normalized eigenvectors, φ k and eigenvalues, λ k of the rescaled Hamiltonian,H, throughH
We need to consider carefully the boundary conditions. The effective potential of the Schrödinger problem, V eff (x) grows as x → ∞, given that s > 0, and so φ k (x) → 0 as x → ∞. As we wish to exclude paths that return to the origin before time T , we enforce absorbing boundary conditions at some small x = , setting φ k ( ) = 0 and at the end take → 0 + . This procedure is crucial due to the singular nature of the origin for the Bessel process. (For a general discussion of boundary conditions for Bessel processes, see Ref. [14] .) For small x, the general solution of Eq. (11) is given by
where we have explicitly noted the dependence of the coefficients and introduced
In order to ensure that φ k ( ) = 0, we have to have that F k /E k ∼ O( 2|α| ). Thus, in the limit → 0 + , the F k term vanishes and the effective boundary condition becomes that
With these boundary conditions, it is clear that the spectrum is indeed discrete. Given the φ k , we have
Thus, using Eq. (7),
According to Eq. (6), we also need the s = 0 propagator G 0 . For this, we return to the unscaled equation, Eq. (8), which is the equation for the propagator for a free particle with a centrifugal barrier. Here there is no linear component of the potential, so to keep the spectrum discrete we adopt the standard artifice of placing an infinite potential barrier at x = L, so that the eigenfunctions φ 0 k vanish at L, and take L → ∞ at the end. Then,
where due to the boundary condition, Eq. (15),
and J |α| is a Bessel function. Then, for L 1, the sum in Eq. (19) can be replaced by an integral, and we have
where I |α| is a modified Bessel function of the first kind, and so, again using Eq. (7),
To take the requisite x = x 0 → 0 limit, we need to explicitly parametrize the small x behavior of φ k , writing, based on Eqs. (13, 15) ,
|α| /Γ(|α| + 1), and so, using Eqs. (6), (22) and (23),
where for convenience we have introduced
The first remarkable conclusion is that P (s, T ) (and so also P (A, T )) is an even function of α. This is ultimately a result of the fact that U 0 in Eq. (8) only appears in the combination U 0 (U 0 + 2) = 4α 2 − 1, which is even in α. In particular, it means that the case d = 3 corresponding to U 0 = −2, α = −1/2 gives the same distribution as d = 1, namely U 0 = 0, α = 1/2. In addition, we see that P is a function only of the dimensionless scaling variableŝ
which since s scales as the inverse of the area, implies that the area scales as T 3/2 , for all U 0 . The fact that the scaling behavior is independent of U 0 , while the functional form of the distribution does change with U 0 , is a unique consequence of the marginal nature of the 1/x bias of the Bessel excursion. In the limit U 0 → 0, α = 1/2, ν = 1/3, and d 2 k = 1 (as can be seen from the direct solution of the Schrödinger equation in terms of Airy functions), so that our formula reduces to
which corresponds to the known result [5, 12] , where traditionally D = 1/2 as is appropriate for a random walk. Likewise, A 0 P (A, T ) is a function only of the scaling variableÂ = A/A 0 . It is possible to calculate this by performing the inverse Laplace transform of P , expanding term by term in powers ofŝ 2/3 . Using the fact that the inverse Laplace transform of s p is x −(1+p) /Γ(−p), we get, using Maple to resum the series,
where L −1 denotes the inverse Laplace transform. Thus,
which is what we call the Bessel Distribution. This is graphed, using numerically computed values of the λ k and d k , in Fig. 1 for the cases U 0 = −1, 0, and 2.5, where by symmetry, the distributions in the latter two cases are identical to those for U 0 = −2, −4.5, respectively. We see that for U 0 > −1, as U 0 increases the distribution shifts to the right, since the only paths that survive the increasing inward drift are those that wandered far from the origin, where the drift is weaker. By symmetry, as U 0 decreases past U 0 = −1, the distribution also shifts to to the right, despite the increasing bias away from the origin.
Relationship to the Airy Distribution
As we showed above in Eq. (27), the Laplace transform P (s, T ) goes over to the transform of the Airy distribution in the limit U 0 → 0. To show the same for P (A, T ) itself is a little more involved. We first consider the one-sided Lévy α-stable distribution with index 2/3, whose Laplace transform is given bỹ In standard treatments [17] , this is given in real-space in terms of the Whittaker W function:
Our formula, Eq. (28), with ν = −2/3, a = 1 gives
reproducing a formula presented in Ref. [15] . Both the 2 F 2 factors are now degenerate, since one of the upper indices equals a lower index, and they reduce to 1 F 1 , a confluent hypergeometric function, i.e. a Whittaker M function [1]:
Putting this all together, with y = 4/(27x 2 ), we indeed get the expected Whittaker W function [1] :
Alternatively, L 2/3,1 (x) can be written in terms of the Kummer U function [1] :
From this, it is easy to get the Airy distribution since
. Given that L 2/3,1 (0) = 0, we then have, using Eq. (27),
Substituting D = 1/2 into Eq. (36) reduces to the known result [16] . It is interesting and somewhat amusing to note that there is yet another alternative representation of L 2/3,1 in terms of the Airy function, Ai(·):
where ζ ≡ (3x) −4/3 . To derive this, we start with Eq. (35) and apply the identity [1]
to transform U (1/6, 4/3, ·) to U (−1/6, 2/3, ·). We then apply the identity [1]
to transform U (−1/6, 2/3, ·) to U (5/6, 5/3, ·) and its derivative. Lastly, we use the identity [1]
to convert the Kummer U function and its derivative to the Airy function and its derivative. An alternate demonstration of the equivalence of the two forms is to notice that H(y) ≡ L 2/3,1 (x(y)), where y(x) ≡ 4/(27x 2 ), satisfies the differential equation
with the normalization fixed by considering the small y behavior of the solution, and that our alternate form also satisfies the same equation with the same small y behavior. We can as before obtain P (A, t) from L 2/3,1 (x) by differentiating, this time using our alternate form Eq. (37):
(42) We find this result poetic, since it expresses the Airy distribution directly in terms of the Airy function, which with it is intimately connected, as the λ k in this case are the absolute value of the zeros of the Airy function.
Asymptotics of d k , λ k
Our formula for the Bessel distribution depends on the solution of the time-independent Schrödinger eqn., Eq. (11) through the λ k , the eigenvalues, and the d k , characterizing the small x behavior of φ k (see Eq. (23)). In this section, we study the asymptotic behavior of these quantities for large k.
Due to the singular nature of the effective potential of the Schrödinger eqn. near the origin, we cannot simply use the WKB approximation [2] , even for large k. Rather, we solve the Schrödinger eqn. for small x, where the linear term in the potential is negligible, and for large x, where the 1/x 2 term can be dropped, and match in the middle where x is of order unity. Near the origin, we have
This is valid as long as x λ k , since then the linear term in the potential is much smaller than the energy. For large x, we have
This is valid as long as the 1/x 2 term in the effective potential is much smaller than the energy, i.e., x λ −1/2 k . These two approximations must match in the overlap region, namely λ 
Similarly, as x λ k , we are deep in the interior of the linear well, and Eq. (44) becomes [1] 
Matching these two solutions for large λ k yields our first main result of the section:
so that λ k grows as k 2/3 . Setting U 0 = 0 gives a result that is of course consistent with the standard asymptotic formula [1] for the zeros of the Airy function, namely
Another way to express this is to calculate the difference between λ k and its Airy
We test this formula in Fig. 2 , where we plot (λ k − λ 0 k )/U 0 for various positive values of U 0 , together with the prediction π/(4 λ 0 k ). Comparing our result, Eq. (47), to the standard WKB answer,
where x L , x R are the two turning points of the effective potential, and using the fact that for large λ k ,
we see that we get agreement only for large |U 0 |, and there only to leading order in |U 0 |. This is a sign of the breakdown of the WKB ansatz that (ln
in the small-x regime, except when |U 0 | 1. In addition, Eq. (49) recovers the first-order perturbative answer for small
2 /x 2 dx. We now move on to calculate the asymptotics of d k . Proceeding with the matching, comparing the coefficients, we get
The coefficient B k is determined by the normalization condition and is to leading order the same as for the Airy equation and so is given to this order by
Using the small argument expansion of J α [1] :
the small x behavior of φ k is given by from which we read off
In Fig. 3 , we present numerical results for d k for U 0 = −1, 0.5 and 2.5, together with the analytic approximation Eq. (56). The agreement is excellent, not only as expected for the largest k's, but also for intermediate k's, i.e. down to k ∼ 2 for |U 0 | ≤ 1.
Integer Moments of the Bessel Distribution
We can use our results for the asymptotics of d k and λ k to verify the normalization of P (A, t), using the Laplace transform representation. Here we need to show that lim s→0P (s, t) = 1. In the limit of small s, the sum is dominated by the large k terms. Thus, we can replace the sum over k by an integral and use the large k approximations for λ k , Eq. (47) and d k , Eq. (56):
In principle, one could use the higher-order corrections to d k and λ k to calculate the first and higher moments of the distribution. We however, will adopt a different tack to calculate the first and second moments, namely via Feynman's propagator expansion. The key point is that the nth moment of P (A, t) is given (up to a sign) by the nth derivative of the Laplace transform P (s, T ) with respect to s, evaluated at s = 0. Since P (s, T ) is given in terms of the propagator K s (x, x 0 ; T ), if we expand the latter in powers of s, we have what we need. This is just the perturbative expansion of the propagator in the linear potential sx. The "unperturbed" propagator is just K 0 (x, x ; t), given in Eq. (21). Then, to linear order in s,
and formally, in operator notation,
generates the entire expansion in s. The moments are then given by the x = x 0 → 0 limits of the terms of this expansion, suitably normalized by the same limit of K 0 (see Eqs. (6), (7) and (22)). Thus, using the small argument expansion of I α (z) ∼ (z/2) α /Γ(1 + α), and rescaling times by T and lengths by √ DT , the first moment is given by
This reduces to the known answer for the first moment of the Airy Distribution when α = 1/2. For large |α|, M 1 grows as |α|, i.e. |U 0 |. A graph is presented in Fig. 4 . The calculation of the second moment is similar, but much more involved algebraically.
To proceed, we expand the Bessel function in a Froebenius series, and integrate term by term over x 1 and x 2 , giving
where we have changed variables to t 3 = 1 − t 2 − t 1 . Integrating now over t 1 yields a hypergeometric function and the subsequent integration over t 3 yields a generalized hypergeometric function: 
Then
For large |α|, the sum is dominated by k ∼ O(|α|). Evaluating the summand in this limit yields
There is also a constant contribution, which is much more difficult to evaluate. What is striking is how linear M 2 (|α|) is. One measure of this is the fact that the slope of the 
In Fig. 5 we see that this works excellently.
The Analytically Continued Bessel Distribution
As our results for the moments make clear, the Bessel Distribution as we have defined it is non analytic at U 0 = −1, corresponding to d = 2. This is because the boundary condition, Eq. (15), is nonanalytic in U 0 . One can consider an alternate distribution for U 0 < −1, defined by the analytic continuation of the results for U 0 > −1. This corresponds to the requirement that the small-x expansion of φ k contain no x −U0/2 mode, which for U 0 < −1 is the less singular mode. In this case, we eliminate all the absolute values in all our analytic expressions above. The analytically continued first moment is presented in Fig. 4 . In particular, we see that the first moment of this analytically continued distribution, which we shall label as Q(A), vanishes in the limit U 0 → −3, corresponding to d = 4. This implies that the Q distribution must approach a δ-function at A = 0 in the limit, since the distribution is only defined for A > 0. Thus, this limit is intriguing and in this section we examine it in more detail.
The key point of the analysis is that, as we shall see,
, and λ k>0 ∼ O(1). The behavior of λ k>0 and d k>0 are consistent with the large-k asymptotics we worked out above. Not unexpectedly, the k = 0 values qualitatively differ from the large-k results, though the asymptotics do predict correctly that both λ 0 and d 0 vanish in the limit.
Assuming in accord with the results of numerical calculations that indeed λ 0 vanishes, we can construct the solution φ 0 to the Schrödinger Eq. (11) to first order in λ 0 ,
To zeroth order, we have the zero-energy solution
This zero-energy solution is not an eigenfunction because of the term x 1/2+|ν| = x −U0/2 (since ν < 0 for the U 0 's of interest here) in the small-x expansion, which violates the boundary condition at small x. This terms needs to be cancelled by the first-order contribution to the solution, induced by the small λ 0 . The correction φ 1 0 satisfies the inhomogeneous equation
with the solution
where the factor −2/3 comes from the Wronskian of the two homogeneous solutions.
The key x −U0/2 term comes from the first of the two terms in Eq. (71). Using K ν (x) = (π/2)(I −ν (x) − I ν (x))/ sin(πν), we get the following equation for λ 0 :
giving
The value of d 0 comes from the leading-order term. Normalization gives
and therefore
To investigate the U 0 → −3 behavior of the other λ k , d k , it is instructive to examine the first few terms of the Froebenius expansion about x = 0 of φ k . Using the fact that there is no x −U0/2 term in the expansion, we find from Eq. (11):
where we have imposed the condition that there is no x −U0/2 term in the expansion. We see that there are terms in φ k which are of order 1/(U 0 + 3) and there are terms of order 1. We assume here that λ k remains finite in the limit U 0 → −3; otherwise the problem reduces to that treated above, yielding the unique value λ 0 . Thus the 1/(U 0 + 3) terms dominate as U 0 → −3, and these terms satisfy the equation
with the boundary condition that φ 0 k ∼ x 3/2 as x → 0 (and not as x 1+U0/2 as does the exact solution!). This Schrödinger equation defines an eigenvalue problem, which yields the leading order values of the λ k for k = 1, 2, . . .. The lowest eigenvalue is λ 1 ≈ 2.887, so all the eigenvalues are positive. Thus we indeed confirm that all the λ k>0 have finite limits as U 0 → −3. The x 1+U0/2 term in the expansion is down by a factor of U 0 + 3 relative to φ 0 k , and so d k>0 is vanishes as U 0 + 3 in the limit.
With these results in hand, we can now turn to the leading order approximation to the Bessel Distribution. In the Laplace representation, Eq. (24), the prefactor Γ(1 + |α|) diverges linearly in the limit, but d 2 k vanishes quadratically for k > 0 so all these terms do not contribute to leading order. Thus, in the limit, we have
We recognize this as the Laplace transform of the one-sided Lévy α-stable distribution with index 2/3 and scale factor A 0 λ 3/2 0 , i.e., of order A 0 (U 0 + 3) 3/2 . The integer moments of this distribution all diverge. This is because these moments are all dominated by the tail behavior, which is not described by the leading-order distribution we have calculated. In truth, the full distribution for all U 0 < 3 possesses a Gaussian tail at A/A 0 of order 1. The total weight of this tail is of order U 0 + 3, so all the integer moments vanish as U 0 + 3, as we have seen explicitly in the case of the first and second moments. The appearance of the limiting fat-tailed Lévy α-stable distribution is a result of the critical nature of the return properties of the d = 4 Brownian random walk.
Integer Moments of the Airy Distribution
Our formalism allows for a fairly straightforward alternate calculation of the known integer moments of the Airy Distribution, using a Fourier representation of the δ-function constraining the total time. For example, for the first moment,
−is(t1+t2−1)
Similarly, for the second moment, using the fact that I 1/2 (x) = 2/πx sinh x,
in accord with the known results [16] . The higher integer moments of the Airy Distribution can easily be calculated along the same lines.
The νth Moment of the Bessel Distribution
Another moment of the Bessel Distribution can be calculated in closed form, namely the νth moment, where we restrict ourselves here to ν ≥ 0. This is a generalization of the 1/3 moment of the Airy Distribution, which has been calculated previously [4, 6] . Our method is similar in spirit to this calculation, but different in detail. Rather than employing an analytic continuation to deal with the singular nature of the calculation, we employ an explicit cutoff.
Going back to our Laplace space representation of the probability density, P (s), we break the sum into two pieces at k = N 1, writing P (s) = P N (s) + P R (s). The latter piece can be computed explicitly, using the large k expressions for d k , Eq. (56) and λ k , Eq. (47):
where Λ is the eigenvalue of the N + 1st mode, Λ ≈ (3πN/2) 2/3 . The contribution to M ν from these large k terms is then
The singular growth of M R with Λ is the reason behind the need for the cutoff treatment. We now need to treat the rest of the terms. We assume x < x and write
(83) Since this is a finite sum, there is no problem exchanging orders of summation and integration in computing the contribution of these terms to the moment, and performing the integration as in Eq. (82), we find
The sum, if not cut off at N , would be simply the value at E = 0 of the energy Green's function, K(x, x ; E), i.e. the Laplace transform of the propagator K (i.e., K s , from Eq. (16) after rescaling out s and D) with respect to the time:
which satisfies the equationĤ
The E = 0 Green's function is given by
where I ν and K ν are the modified Bessel functions, and x > (x < ) is the greater (lesser) of x and x . For small x,x , we can use the standard Froebenius expansions of the Bessel functions to get, for x > x:
K(x, x ; 0) ≈ 1 3ν
Calling the sum over the first N terms K N , we can express this as as the difference between the zero-energy Green's function and the remainder piece, K R , i.e., the sum over the k > N terms.
Substituting the large-k form of the eigenfunctions, Eq. (43), we have 
Plugging this into our expression for M N , we get
Adding this to the large-k contribution, M R , we see that the Λ dependence cancels out and gives our final result
This result was also derived in Ref. [11] , by examining the statistics of a recurrent process of excursions, which give rise to a Lévy walk. It can be seen to be consistent with our above results for the case of ν = 1, where it agrees with the first moment result, and for the case of ν = 2 for the appropriate second moment result. It also agrees with the Airy Distribution result corresponding to the 1/3 moment [4, 6] .
Conclusions
In this paper, we have constructed what we call the Bessel Distribution, P (A), namely the distribution of the area under a Bessel excursion. The distribution is characterized by the parameter U 0 , denoting the strength of the bias towards the origin. This corresponds to a d = 1 − U 0 dimensional Brownian random walk whose radius is described by a Bessel process. The case U 0 = 0 gives the well-studied Airy Distribution. The distribution is symmetric in the parameter U 0 +1, and is nonanalytic at U 0 = −1, corresponding to d = 2. The analytic continuation of the U 0 > −1 distribution approaches a (cut-off) one-sided Lévy α-stable distribution with index 2/3 and scale factor proportional to (4 − d)
3/2 as d approaches 4 from below (i.e., U 0 approaches −3 from above).
We have calculated the first and second moments of the Bessel Distribution as a function of U 0 . For the first moment, we obtained a closed-form answer, whereas for the second moment we obtain the result in terms of an infinite sum over generalized hypergeometric functions. We also found a closed-form result for the ν = (U 0 + 1)/3 moment. In comparing to the U 0 = 0, Airy Distribution case, we obtain a novel form for the Airy Distribution directly in terms of the Airy function and its derivative. We also demonstrate an alternative formalism for calculating the integer moments of the Airy Distribution.
It is clear that similar progress can be made on the distribution of the area under Bessel meanders, where the Bessel process is not constrained to return to the origin. We are currently working in this direction, in particular as it has implication for the diffusion of cold atoms [11] .
