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Abstract
Bayesian optimal design of experiments (BODE) has been successful in acquiring
information about a quantity of interest (QoI) which depends on a black-box func-
tion. BODE is characterized by sequentially querying the function at specific designs
selected by an infill-sampling criterion. However, most current BODE methods op-
erate in specific contexts like optimization, or learning a universal representation
of the black-box function. The objective of this paper is to design a BODE for es-
timating the statistical expectation of a physical response surface. This QoI is om-
nipresent in uncertainty propagation and design under uncertainty problems. Our
hypothesis is that an optimal BODE should be maximizing the expected information
gain in the QoI. We represent the information gain from a hypothetical experiment
as the Kullback-Liebler (KL) divergence between the prior and the posterior proba-
bility distributions of the QoI. The prior distribution of the QoI is conditioned on
the observed data and the posterior distribution of the QoI is conditioned on the
observed data and a hypothetical experiment. The main contribution of this paper
is the derivation of a semi-analytic mathematical formula for the expected infor-
mation gain about the statistical expectation of a physical response. The developed
BODE is validated on synthetic functions with varying number of input-dimensions.
We demonstrate the performance of the methodology on a steel wire manufacturing
problem.
Keywords: Optimal experimental design, Kullback Leibler divergence, Uncer-
tainty quantification, Information gain, Mutual information, Gaussian Processes,
Bayesian inference
1 Introduction
Engineering problems require either computationally intensive computer codes [54] or
expensive physical experiments [14]. With insufficient information about the analytic
dependence of the physical response on the design parameters or experimental condi-
tions, the engineer needs scores of physical response evaluations to make decisions with
confidence. To overcome this issue, researchers have developed design of experiments
(DOE) techniques that attempt to select the maximally informative physical response
evaluations within a given budget [13, 3, 1]. Classical DOE techniques generate a single
batch design [47] and, thus, they face several shortcoming in case of functions with local
features, e.g., discontinuities, or sharp non-linearities [7]. Sometimes the DOE obtained
can be equally spaced when the context requires more samples from certain regions of
the domain. Such scenarios require a sequential DOE (SDOE) approach.
SDOE uses past observations to decide the next evaluation point [8, 53]. Over the
past two decades, SDOE has been used in several applications spanning both physical
experiments [14, 24, 25, 2, 55] and computer simulations [56, 57, 21, 27]. One of the most
theoretically sound SDOEs is Bayesian optimal design of experiments (BODE). Under
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2BODE, one models the physical response using a statistical surrogate and selects the
next evaluation point by attempting to maximize the expected value of information. The
newly acquired information is used to condition one’s belief about the physical response
using Bayes’ rule. The process is repeated until the marginal value of information is
negative. The exact definition of the value of information depends on one’s goals. For
example, one could be interested in optimizing an objective [40, 31, 17, 30, 39, 16, 44, 4,
28, 36, 42, 34, 10], learning an accurate representation of the physical response [41, 33,
59, 5, 20, 61] or estimating the probability of a rare event [45, 46].
Instead of the value of information, several BODE approaches attempt to maximize
the information gain about a quantity of interest (QoI). The information gain can be
quantified through the Kullback-Leibler divergence (KLD) [35, 43] (also known as rel-
ative entropy). Over the years, KLD has been used to quantify information gain [62]
about the objective function, from a hypothetical experiment (an untried design). The
efficacy of the KLD has been extended and demonstrated on various applications in-
cluding the sensor placement problem [48, 28], surrogate modeling [63, 9, 23], learning
missing parameters [60], optimizing an expensive physical response [26], calibrating a
physical model [22, 29], reliability design [51], efficient design space exploration [38],
probabilistic sensitivity analysis [37].
Despite the significant progress, deriving BODE methods for new objectives remains
a non-trivial task. In particular, there are no BODE methods for efficiently propagating
input uncertainties through a physical response surface, e.g., estimating the statistical
expectation, the variance, or higher order statistics of a physical quantity of interest.
Uncertainty propagation is particularly important for characterizing the robustness of
a simulation/experiment and, thus, being able to do it efficiently is essential for robust
design. To address this need, the objective of this paper is to develop a BODE method-
ology for estimating the statistical expectation of the physical response. The technical
details of our approach are as follows. Much like the majority of the work in BODE,
we use Gaussian process (GP) surrogates to emulate the physical response [49]. The
expected information gain from a hypothetical experiment is defined to be the KLD
between one’s prior and posterior probability densities on the statistical expectation of
the physical response. To derive analytical expressions of the prior and the posterior of
this quantity of interest, we use the standard expressions for the mean and covariance
of a GP conditioned on data. The EKLD of the statistical expectation of the physical
response comes out to be an analytically tractable function which alleviates the need for
sample averaging.
In summary, our main contributions are as follows: (a) The derivation of semi-
analytical expressions for the expected information gain in one’s state of knowledge
about the statistical expectation of an expensive-to-evaluate physical response; (b) The
numerical investigation of the performance of the resulting BODE using synthetic ex-
amples; (c) Numerical comparisons to uncertainty sampling; (d) The application of the
new scheme to solve an uncertainty propagation problem involving a steel wire man-
ufacturing process simulated using finite elements; and (e) A freely available Python
implementation of our methodology1.
The rest of the paper is organized as follows: Sec. 2 describes in detail the methodol-
ogy used, including GP regression Sec. 2.1 and the EKLD Sec. 2.2. The results obtained
for three synthetic test problems have been presented in Sec. 3. We compare the above
proposed BODE methodology with uncertainty sampling which is a common design of
experiments method used in practical engineering scenarios in Sec. 3.6. The steel wire
manufacturing problem is briefly explained and treated with the proposed methodology
in Sec. 3.5. We summarize the nuances of the methodology including its weaknesses and
comment on future research directions in Sec. 4.
1https://github.com/piyushpandita92/bode
32 Methodology
Throughout the paper we represent the various elements of our state of knowledge and
objective as follows:
1. Xn are the n designs at which the simulation/experiment has been conducted, i.e.,
Xn = {x1, · · · ,xn}.
2. Yn are the values of the physical response at the corresponding n designs, i.e.,
Yn = {y1, · · · , yn}.
3. Collectively, we represent all observed data by Dn = {Xn, Yn}.
4. A hypothetical untried design is denoted by x˜.
5. A hypothetical observation at x˜ is denoted by y˜.
Let x be a random variable with probability density function (PDF) p(x). Without
loss of generality, we will assume that p(x) is the uniform PDF supported on the d-
hypercube X = ×dk=1[0, 1]. The true physical response f is assumed to be a squared
integrable function of x ∈ X , i.e., f ∈ L2(X ), where
L2(X ) =
{
f : X → R
∣∣∣∣∫X f2(x)p(x)dx <∞
}
. (1)
The QoI Q that we want to discover through the sequential design of experiments is the
statistical expectation of the physical response. Mathematically,
Q[f ] =
∫
X
f(x)p(x)dx. (2)
This QoI is a bounded linear functional, an observation that leads to analytical progress.
At each stage of the SDOE, we will update our beliefs about Q in a Bayesian way,
quantifying the epistemic uncertainty induced by limited data at the same time. We will
select the new experiment by maximizing the expected information gain for Q.
2.1 Surrogate modeling
GP regression is a very popular non-parametric Bayesian regression technique. It allows
one to express their prior beliefs about the underlying response surface, but it also
quantifies epistemic uncertainty induced by limited observations. Here, we describe the
GP regression very briefly. More details can be found in [52].
2.1.1 Prior Gaussian process
We model our prior beliefs about the physical response using a zero mean GP. The
covariance function is defined by a radial basis function (RBF), also known as squared
exponential. Mathematically,
f ∼ GP(0, k), (3)
where
k(x,x′) = k(x,x′;ψ) = s2 exp
−12
d∑
j=1
(xj − xj ′)2
`2j
 . (4)
The covariance function defined in Eq. (4) encodes our prior beliefs about the smoothness
and magnitude of the response. The symbol `j > 0 in Eq. (4) is the lengthscale of the
j-dimension of the input space. This parameter quantifies the correlation between the
4function values at two different inputs. The s2 in Eq. (4) is the signal strength of the GP.
It incorporates the scale of the response. These parameters are the hyper-parameters
of the covariance function and we will denote them by ψ, i.e., ψ = {s2, `1, · · · , `d}. A
nonzero mean function can always be included with only minor modifications in what
follows.
2.1.2 The data likelihood
The likelihood of the data Yn a multivariate Gaussian. The mean vector of this Gaussian
distribution is the vector of function output values fn = {f(x1), . . . , f(xn)} at observed
designs. The covariance matrix can be computed using the structure defined in Eq. (4).
The observations are assumed to be contaminated with Gaussian noise with variance σ2.
This noise variance is could will be very small relative to the signal strength in the case
of computer simulation design. We augment the vector of hyper-parameters to include
this additional parameter to get θ = {ψ, σ2}. Mathethematically, the likelihood of the
observed data is:
p(Yn|Xn,θ) = N (Yn|fn,Kn + σ2In), (5)
where Kn is a n×n covariance matrix defined according to Eq. (4), i.e., Knij = k(xi,xj).
2.1.3 Training the hyper-parameters
Typically, the hyper-parameter values are fitted to the observed data by maximizing the
likelihood of Eq. (5). However, this process may result in overfitting which is partic-
ularly problematic in the context of SDOE. In this work, we opt for a fully Bayesian
treatment [18] which is more robust. We assume that the hyperparameters are a priori
independent following an exponential prior distribution on the lengthscales and Gamma
prior distribution on the signal strength. Since we do not treat noisy problems in this
work, we fix the variance of the likelihood probability to 1e-6 which is a reasonably small
value. Bayes’ rule allows yields the hyperparameter posterior:
p(θ|Dn) ∝ p(Yn|Xn,ψ)p(ψ). (6)
Here, we employ a parallel-chain Markov chain Monte Carlo (MCMC) algorithm with
an affine invariance sampler to sample from the posterior. More details on the inner
workings of the MCMC algorithm can be found in [19]. The code for this MCMC
algorithm is available online.2
2.1.4 Making predictions
Conditioned on the hyperparameters, our state of knowledge about f is also characterized
by a GP:
f |Dn,θ ∼ GP(f |mn, kn), (7)
where
mn(x) = (kn(x))
T (
Kn + σ
2In
)−1
Yn, (8)
with
αn = (Kn + σ
2In)
−1Yn, (9)
is the posterior mean function, and
kn(x,x
′) = k(x,x′)− (kn(x))T
(
Kn + σ
2In
)−1
kn(x
′), (10)
2https://github.com/dfm/emcee
5with kn(x) = (k(x,x1), . . . , k(x,xn))
T
, is the posterior covariance function. In partic-
ular, at an untried design point x˜ the point-predictive posterior probability density of
y˜ = f(x˜) conditioned on the hyperparameters is:
p(y˜|x˜,Dn,θ) = N
(
y˜
∣∣mn(x˜;θ), σ2n(x˜;θ)) , (11)
where σ2n(x˜;θ) = kn(x˜, x˜;θ). Finally, the point-predictive posterior PDF of y˜ = f(x˜) is:
p(y˜|x˜,Dn) =
∫
p(y˜|x˜,Dn,θ)p(θ|Dn)dθ. (12)
The latter is, of course, not analytically available, but one can derive sampling average
approximations using the MCMC samples from p(θ|Dn).
2.2 Sequential design of experiments using the expected infor-
mation gain
Given Dn observations, our state of knowledge about the QoI Q[f ] is given by:
p(Q|θ,Dn) = E [δ (Q−Q[f ])|θ,Dn] , (13)
where the expectation is over the function space measure defined by the posterior GP,
see Eq. (7). The uncertainty in p(Q|Dn) represents our epistemic uncertainty induced
by the limited number of observations in Dn. Now suppose that we did an experiment
at x˜ and observed the output y˜. The posterior GP measure would become p(Q|Dn, x˜, y˜)
and, thus, our state of knowledge about Q would be:
p(Q|θ,Dn, x˜, y˜) = E [δ (Q−Q[f ])|θ,Dn, x˜, y˜] . (14)
According to information theory, the information gained through the hypothetical ex-
periment (x˜, y˜) conditioned on the hyperparameters, say G(x˜, y˜;θ) is given by the KLD
between p(Q|θ,Dn, x˜, y˜)) and p(Q|θ,Dn). Mathematically, it is:
G(x˜, y˜;θ) =
∫ ∞
−∞
p(Q|θ,Dn, x˜, y˜)) log p(Q|θ,Dn, x˜, y˜))
p(Q|θ,Dn) dQ. (15)
The expected information gain of the hypothetical experiment, say G(x˜), is obtained by
taking the expectation of G(x˜, y˜) over our current state of knowledge. Specifically,
G(x˜) =
∫
G(x˜, y˜;θ)p(y˜|θ, x˜,Dn)p(θ|Dn)dy˜dθ. (16)
We pick the next experiment by solving:
xn+1 = arg max
x˜
G(x˜). (17)
In the rest of this section, we derive analytical approximations of p(Q|θ,Dn) (Sec. 2.2.1),
p(Q|θ,Dn, x˜, y˜)) (Sec. 2.2.2), G(x˜, y˜;θ) (Sec. 2.2.3), and a sampling average approxima-
tion for G(x˜) (Sec. 2.2.3).
2.2.1 Quantification of the current state of knowledge about QoI
We now derive an analytical approximation of our current state of knowledge about the
QoI, i.e., p(Q|θ,Dn). Since the QoI Q, Eq. (2), is linear and the point predictive PDF
of y = f(x) is Gaussian, Eq. (11), p(Q|θ,Dn) is Gaussian. In particular, it is easy to
show that:
p(Q|θ,Dn) = N
(
Q
∣∣µ1, σ21) . (18)
6The mean µ1 is given by:
µ1 := E[Q|θ, Dn]
= E
[∫
X f(x)p(x)dx
∣∣θ, Dn]
=
∫
X E [f(x)|θ, Dn] p(x)dx
=
∫
X mn(x)p(x)dx
= Tnαn,
(19)
where αn is defined in Eq. (9) and each component of n ∈ Rn is given by:
ni = (xi)
:=
∫
X k(xi,x)p(x)dx
= s2
(
pi
2
) d
2
∏d
k=1
{
`k
[
erf
(
1−xik√
2`k
)
− erf
(
− xik√
2`k
)]}
,
(20)
with erf being the error function, and xik the k-th component of the observed input xi.
The variance σ21 is given by:
σ21 := E[Q2|θ, Dn]− (E[Q|θ, Dn])2
= E[(
∫
X f(x)p(x)dx)
2||θ, Dn]− µ12
= E[
∫
X f(x)p(x)dx
∫
X f(x
′)p(x′)dx′||θ, Dn]− µ12
=
∫
X
∫
X E[f(x)f(x
′)|θ, Dn]p(x)p(x′)dxdx′ − µ12
=
∫
X
∫
X [kn(x,x
′) +mn(x)mn(x′)]p(x)p(x′)dxdx′ − µ12
=
∫
X
∫
X kn(x,x
′)p(x)p(x′)dxdx′
= σ20 − Tn
(
Kn + σ
2
)−1
n,
(21)
where
σ20 =
∫
X
∫
X k(x,x
′)p(x)p(x′)dxdx′
= s2
∏d
k=1(2`
2
k
√
pi)
{
−1√
pi
+ 1√
pi
exp
(
−1
2`2k
)
+
1√
2`k
erf
(
1√
2`k
)}
.
(22)
2.2.2 Quantification of the hypothetical state of knowledge about QoI
To derive an analytical approximation of our hypothetical state of knowledge about the
QoI, i.e., p(Q|θ,Dn, x˜, y˜), we proceed as in Sec. 2.2.1, but with the remark that the
posterior GP after adding the hypothetical observation will have mean function:
µ˜n+1(x) = µn(x) + kn(x, x˜)
y˜ − µn(x˜)
kn(x˜, x˜) + σ2
, (23)
and covariance function:
k˜n+1(x,x
′) = kn(x,x′)− kn(x, x˜)kn(x˜,x
′)
kn(x˜, x˜) + σ2
. (24)
We get,
p(Q|θ,Dn, x˜, y˜) = N (Q|µ2(x˜, y˜), σ22(x˜)). (25)
The mean µ2(x˜, y˜) is:
µ2(x˜, y˜) := E[Q|θ, Dn, x˜, y˜]
=
∫
X µ˜n+1(x)dx
= µ1 +
ν(x˜)
kn(x˜,x˜)+σ2
(y˜ − µn(x˜))
(26)
7with
ν(x˜) := (x˜)− Tn
(
Kn + σ
2
)−1
kn(x˜), (27)
where (x˜) as in Eq. (20) but with xi replaced by x˜. Using the expression for the
posterior covariance from Eq. (24) one can simplify σ22(x˜) similar to the derivation in
Eq. (21) to get:
σ22(x˜) := E[Q2|θ, Dn, x˜, y˜]− (E[Q|θ, Dn, x˜, y˜)2
=
∫
X
∫
X k˜n+1(x,x
′)p(x)p(x′)dxdx′
= σ21 − ν
2(x˜)
kn(x˜,x˜)+σ2
.
(28)
2.2.3 Quantification of the expected information gain about the QoI
Since both Eq. (18) and Eq. (25) are Gaussian, the KL divergence between the hypo-
thetical and the current state of knowledge about the QoI conditional on the hyper-
parameters, G(x, y˜;θ) of Eq. (15), is analytically tractable [12], i.e.,
G(x, y˜;θ) = log
(
σ1
σ2(x˜)
)
+
σ22(x˜)
2σ21
+ (µ2(x˜,y˜)−µ1)
2
2σ21
− 12 . (29)
Furthermore, G(x, y˜;θ) is a quadratic function of y˜, and p(y˜|x˜,θ,Dn) is Gaussian, see
Eq. (11). Thus, we can analytically integrate y˜ out to obtain:
G(x˜;θ) =
∫∞
−∞G(x˜, y˜;θ)p(y˜|x˜,θ,Dn)dy˜
= log
(
σ1
σ2(x˜)
)
+ 12
σ2
2(x˜)
σ12
− 12
+ 12
v(x˜)2
σ21(σ
2
n(x˜)+σ
2)
,
(30)
Finally, we take the expectation of G(x˜;θ) over the posterior of the hyperparameters,
p(θ|Dn) of Eq. (6), using the MCMC samples
{
θ(s)
}S
s=1
collected with the procedure
described in [19, 15]. This yields:
G(x˜) =
∫
G(x˜;θ)p(θ|Dn)dθ
≈ 1S
∑S
s=1G
(
x˜;θ(s)
)
.
(31)
2.2.4 Maximizing the expected information gain about the QoI
At each stage of our BODE algorithm, we optimize the EKLD G(x˜) using Baysian global
optimization (BGO) based on the augmented expected improvement (AEI) [30]. This
choice takes into account the noisy nature of the approximation of Eq. (31), and it
reduces the computational time compared to a brute force or a mutlistart-and-gradient-
based-optimization approach. See Algorithm 1 for pseudocode. In all our experiments,
irrespective of the dimensionality, we use Tn = 20 BGO iterations to optimize the EKLD.
2.2.5 Complete BODE framework
In Algorithm 2, we provide pseudocode implementation of the proposed BODE frame-
work. The algorithm stops when a predetermined number of experiments have been
performed. Alternatively, one could stop the algorithm when the expected information
gain is below a threshold.
8Algorithm 1 Optimize the EKLD using BGO with AEI.
Require: Initial number of EKLD evaluations Ti; maximum number of EKLD eval-
uations Tn; number of candidate designs nd for BGO; MCMC samples from the
posterior of the hyperparameters
{
θ(s)
}S
s=1
; stopping tolerance γi > 0.
1: Evaluate G(x˜) using Eq. (31) at Ti random points to generate training data, X˜Ti =
{x˜1, . . . , x˜Ti} and GTi =
{
G˜1 = G(x1), . . . , G˜Ti = G(xTi)
}
, for BGO.
2: t← ti.
3: while t < Tn do
4: Fit a standard GP on the input-output pairs X˜t-G˜t using maximum likelihood
to approximate G(x˜).
5: Generate a set of candidate test points Xˆnd = {xˆ1, . . . , xˆnd} using Latin Hyper-
cube Sampling (LHS) [43].
6: Compute the AEI of all of the candidate points in Xˆnd .
7: Find the candidate point xˆj that exhibits the maximum AEI.
8: if If the maximum AEI is smaller than γi then
9: Break.
10: end if
11: Use Eq. (31) to evaluate G(x˜) at xˆj measuring Gˆj = G(xˆj).
12: x˜t+1 ← xˆj .
13: G˜t+1 ← Gˆj .
14: Xt+1 ← X˜t ∪ {x˜t+1}.
15: Gt+1 ← Gt ∪ {G˜t+1}.
16: t← t+ 1.
17: end while
18: return arg max
X˜Tn
G˜Tn .
3 Results
We apply the methodology on two one-dimensional mathematical functions (synthetic
problems), a three-dimensional problem, and a five-dimensional problem. For the first
two synthetic problems the input domain simply becomes [0, 1] whereas for the third
synthetic problem the input domain is [−2, 6]3. The inputs for the five dimensional
numerical example lie in the hyper-cube [0, 1]5. The number of initial data points is
denoted by ni. The number of initial data points is taken as low as possible for the
numerical examples. In most literature, as a rule of thumb, 10d number of initial samples
are used. We resort to using lesser number of initial data points to test the performance
of the methodology when it starts from the low-sample regime. Readers interested in
the problem of the optimal selection of initial data size can refer to the work of So`bester
et. al. [58] where the authors discuss the problem in the context of optimization. The
problem of selecting an optimal number of initial points is beyond the scope of the work
presented here.
3.1 Synthetic problem no. 1
Consider the function
f(x) = 4
(
1− sin (6x+ 8e6x−7)) , (32)
9Algorithm 2 Bayesian optimal design of experiments maximizing the expected infor-
mation gain about the statistical expectation of a physical response.
Require: Initially observed inputs Xni ; initially observed outputs Yni ; maximum num-
ber of allowed experiments N .
1: n← ni.
2: while n < N do
3: Sample from the posterior of the hyperparameters, Eq. (6), to obtain
{
θ(s)
}S
s=1
.
4: Find the next experiment xn+1 using Algorithm 1 to solve Eq. (17).
5: Evaluate the objective at xn+1 measuring yn+1 = f(xn+1).
6: Xn+1 ← Xn ∪ {xn+1}.
7: Yn+1 ← Yn ∪ {yn+1}.
8: t← t+ 1.
9: end while
defined on [0, 1]. This function is smooth throughout its domain, but it exhibits two
local minima. We will apply our methodology to estimate the statistical expectation:
Q[f ] =
∫ 1
0
f(x)dx.
The true value of Q[f ] is analytically available, Q[f ] = −1.3599. We apply our method-
ology to this problem starting from ni = 3 and sample a total of N = 28 points. The
number of MCMC chains for the results shown below is six, and the number of steps
per chain is 500. For further details on the MCMC part of training the GP, we refer the
readers to [15, 19].
Figs. 1 (a) and (b) show the initial and final state of Algorithm 2. The thick blue line
represents the true function f , Eq. (32). The black crosses are the observed data at the
given stage. In subfigure (a), the next experiment selected by maximizing the EKLD,
see Algorithm 1, is corresponds to the purple diamond. The mean of the GP fit to the
expected information gain G(x˜) constructed by BGO in Algorithm 1. The predictive
mean of the EKLD is shown by the dotted light blue line. This dotted line represents the
response surface of the EKLD after the BGO has ended and the red shaded area around
it represents the uncertainty (2.5 percentile and 97.5 percentile) around it. As expected,
the mean of the EKLD is very small or close to zero at points where experiments have
been performed. Thus, the point selected by the methodology (purple diamond) is
located in the input space where the EKLD has high mean. The posterior mean of
the GP of the black-box function is represented by the dashed bottle-green line. The
bottle-green shaded area represents the uncertainty (2.5 percentile and 97.5 percentile)
around it. The final set of inputs, space-filling, selected by the methodology can be seen
in Fig. 1 (b). Fig. 3 (a) shows the p(Q|Dn) plotted against the number of data samples
while showing convergence towards the true value of Q[f ]. The gradual reduction of
predictive uncertainty of Q from the initial to the final stage of the algorithm is seen in
Fig. 3 (a).
3.2 Synthetic problem no. 2
We consider the following Gaussian mixture function to test and validate our method-
ology further.
f(x) = 1√
2pis1
exp
{
− (x−m1)22s12
}
+ 1√
2pis2
exp
{
− (x−m2)22s22
}
,
(33)
10
(a)
(b)
Figure 1: One-dimensional synthetic problem (ni = 3). Subfigures (a) and (b) show
the state of the function (1st iteration) at the start and the end (15th iteration) of the
algorithm.
11
where m1 = 0.2 and s1 = 0.05, m2 = 0.8 and s2 = 0.05. As can be seen from Eq. (33), the
function is a sum of probability densities of two Gaussian distributions. The notoriety of
the function lies in two relatively sharp but smaller areas of high magnitude. The true
value of Q[f ] is analytically available, Q[f ] = 2.0. We apply our methodology to this
problem starting from ni = 3 and sample another 25 points. The final state of sampling
can be seen in Fig. 2 (b), which shows a fairly equally spaced spread of designs. It is
important to note that Fig. 2 (b) can mislead the reader into perceiving the sampling to
be less dense in the areas where the function is sharply peaked. This is an illusion due
to the starkly varying ordinates of the sampled points near the peaks of the function.
The convergence of the estimated mean to the true value of Q[f ] and the reduction in
uncertainty around the Q[f ] can be seen in Fig. 3 (b).
In Fig. 2 (a) and (b), the EKLD is shown by the dotted line and the true function
is shown by the dashed red line. The solid line represents the mean of the GP model
and the orange shaded areas around it represent the 2.5th and the 97.5th percentile of
the GP. We plot the relative maximum mean EKLD as a function of the number of
samples in Fig. 4 for both the synthetic functions. This relative maximum EKLD is the
ratio of the maximum predictive mean of the EKLD for the current iteration and the
overall maximum predictive mean of the EKLD obtained across all iterations. The plots
in Fig. 4 show a characteristic typical of BODE functions i.e. of increasing in magnitude
for the first few iterations and then falling sharply. This predicted mean value of the
EKLD asymptotically goes to zero for both the synthetic functions here. The number
of MCMC chains for the results shown below is six, and the number of steps per chain
is 500.
3.3 Synthetic problem no. 3
We consider the following three dimensional function from [11] to test and validate our
methodology further.
f(x) = 4(x1 + 8x2 − 8x22 − 2)2 + (3− 4x2)2
+16
√
x3 + 1(2x3 − 1)2. (34)
The major difference between this function Eq. (34) and the the first two synthetic
examples is the dimensionality of the problem. The true value of Q[f ] is analytically
available, Q[f ] = −0.7864. We apply our methodology to this problem starting from
ni = 2 and sample another 30 points. Fig. 5 (b) shows that the methodology started
with a highly uncertain estimate of the true value and eventually converged to a sharp
peaked Gaussian distribution around the true value. The approximation to Q[f ] at each
stage of the algorithm is shown in Fig. 5 (b). The gradual reduction in uncertainty
around Q[f ] also can be seen in Fig. 5 (b). Fig. 5 (a) demonstrates how the relative
EKLD fluctuates while seemingly approaching zero.
3.4 Synthetic problem no. 4
The following five dimensional function is taken from [32].
f(x) = 10 sin(pix1x2) + 20(x3 − 5)2 + 10x4 + 5x5. (35)
This function Eq. (35) is reasonably high-dimensional and challenging due to the non-
linear input-output relation. The true value of Q[f ] is analytically available, Q[f ] =
0.3883. We apply our methodology to this problem starting from ni = 20 and sample
another 45 points. Fig. 6 (a) demonstrates how the mean of the relative EKLD tends
to approach zero by the end of the sampling process. The iteration-wise convergence of
the Q[f ] to its true value is shown in Fig. 6 (b). Fig. 6 (b) can present an illusion to the
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(a)
(b)
Figure 2: One-dimensional synthetic example (ni = 3). Subfigures (a) and (b) show
the state of the function at the start (1st iteration) and the end (25th iteration) of the
algorithm.
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(a)
(b)
Figure 3: One-dimensional synthetic examples. Subfigures (a) and (b) show the conver-
gence to the true expectation of the function and the reduction in uncertainty about the
QoI after the end of the algorithm, for synthetic problem no. 1 (ni = 3) and synthetic
problem no. 2 (ni = 3) respectively.
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(a)
(b)
Figure 4: One-dimensional synthetic examples. Subfigures (a) and (b) show the predic-
tive mean of the EKLD, for synthetic problem no. 1 (ni = 3) and synthetic problem no.
2 (ni = 4) respectively.
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(a)
(b)
Figure 5: Three-dimensional synthetic example (ni = 2). Subfigure (a) shows the decay
of the EKLD from the 1st iteration to the end of the 30th iteration of the algorithm.
Subfigures (b) show the convergence to the true value of the QoI respectively.
16
reader as it shows that the mean of the QoI is very close to the true value at the start of
sampling. This is misleading because of the relatively large variance around the mean
which means that the methodology is not confident of being close to the true value. As
a result of this it can be seen, in the subsequent iterations, that the mean of the QoI
goes to either side of the true value with a gradual decrease in variance. This might
happen due to the methodology discovering different modes of the underlying function.
As more data are accumulated, the uncertainty around the estimate decreases.
3.5 Steel wire drawing problem
The wire drawing process aims to achieve a required reduction in the cross section of
the incoming wire, while aiming to monitor or optimize the mechanical properties of the
outgoing wire. The incoming wire is passed through a series of dies (8 dies) to achieve an
overall reduction in wire diameter. Each pass reduces the cross section of the incoming
wire. The authors refer the reader to Section 3.4 in [50] to gain further information about
the modeling of the wire drawing process using finite element method. The wire drawing
process here is represented by an expensive computer code of which only a small number
of evaluations are possible. The frictional work per Tonne (FWT) is one of the outputs
of the expensive code. The statistical expectation value of the FWT is of importance
for various stakeholders as the work done by the friction on the passing wire determines
the power consumed, the wear on the final wire, etc. The FWT is the aggregate of the
frictional work done at each pass. In our problem, we consider the die angle as design
variables for each pass. The outgoing diameters at each pass are fixed to reasonable
values. Thus, we deal with a total of 8 design variables. We start the methodology with
20 initial data points and add another 80 samples. We approximate the true value of
the expectation of FWT, by averaging the outputs at 6,000 designs generated by Latin-
hypercube sampling (LHS), asQ[FWT ] ≈ 0.2694. The results in Fig. 7 show the gradual
convergence of the methodology’s mean estimate of the QoI towards the approximated
true value. Fig. 7 (a) shows the mean and variance of the expectation of FWT as the
mean approaches the approximate true value while the variance around it decreases
gradually. The reduction in variance around the QoI from the start of the sampling to
the end can be seen in Fig. 7 (b). This is intuitive as the number of collected samples
increases, the variance around the QoI decreases. The comparison of the performance of
the EKLD to that of the US is seen in Fig. 7 (c). The mean of the statistical expectation
value of FWT for the EKLD converges to the approximate true value as more samples
are added, while that for the US makes gradual drifts either side of the approximate
true value. The US requires more samples to approach the approximate true value. This
difference may be explained by the context specific functional form of the derived EKLD
compared to the agnostic US which, although is a reduced form of the KLD in the design
variables, seems to be slower in higher dimensions.
3.6 Comparison with Uncertainty Sampling
As a demonstration of the performance of the methodology in contrast to a ubiquitous
state-of-the-art sampling technique, namely uncertainty sampling (US), the methodology
is tested on the synthetic examples given in Sec. 3.1, Sec. 3.2, Sec. 3.3 and Sec. 3.4.
The uncertainty sampling technique works on the principle of reducing the uncertainty
around the predictive response surface. Interestingly it has been shown that maximizing
the information gain in the parameters reduces to uncertainty sampling under certain
assumptions [41]. Moreover, US, in its functional form, as an IAF is agnostic to the
context (QoI) in the problem. Hence, it serves as an ideal benchmark to compare with
the EKLD. An explanation of the US methodology is as follows. The methodology selects
a design with the maximum magnitude of predictive variance and follows this procedure
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(a)
(b)
Figure 6: Five-dimensional synthetic example (ni = 20). Subfigure (a) shows the decay
of the EKLD from the 1st iteration to the end of the 45th iteration of the algorithm.
Subfigure (b) shows convergence to the true value of the QoI.
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(a)
(b)
Figure 7: Wire drawing problem (ni = 20) after 80 iterations.
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until it sequentially acquires the required number of samples. The surrogate modeling
process for the US works the same way as for the EKLD. The overall algorithm remains
the same as Algorithm 2, but for the change in the sampling criterion.
The convergence to the QoI for the synthetic problem in Sec. 3.1 and Sec. 3.2 is seen
in Fig. 8 (a) and Fig. 8 (b) respectively. Overall, the two methodologies converge to the
true value within reasonable time of one another. With the two peaked one-dimensional
function of Sec. 3.2, the EKLD takes more iterations to converge as seen in Fig. 8 (b).
The US can be seen as being quicker in reaching very close to the true value of the QoI
compared to the EKLD for the synthetic problem no. 2 whereas EKLD takes slightly
fewer iterations to estimate the true statistical expectation value for synthetic problem
no. 1.
As the complexity of the problems increases, convergence for the EKLD becomes
quicker compared to US as shown in Fig. 8 (a), (b) and (c). With the three-dimensional
problem Fig. 9 (a), the mean estimate of the QoI for the EKLD converges after 20 samples
have been collected. For the same problem, US takes almost 30 samples to converge.
This saving of almost 10 samples could be useful in engineering problems where each
sample is collected at the expense of thousands of dollars of effort or a computational
burden of multiple days.
For the five-dimensional synthetic problem, Fig. 9 (b) shows how the EKLD starts
to approach the true value of the QoI as the number of iterations increases, whereas
US tends to shows jaggedness in its patterns of convergence. After 65 samples have
been collected US shows convergence, but convergence can be seen for the EKLD as
early as the addition of the 45th sample. This observation is further strengthened by
looking at the decay of the EKLD in Fig. 6 (b). The comparison in Fig. 9 (b) highlights
the capability of the methodology to infer the QoI in a limited number of iterations.
This is useful in the context of problems with expensive black-box functions where each
evaluation of the expensive function has a very high cost. Moving on to the wire-problem
in Fig. 10, it can be seen that the convergence to the approximate true value is achieved
by the EKLD and US albeit with more samples for US.
Another important feature of the comparisons in Fig. 8, Fig. 9 and Fig. 10 is the faster
reduction in the uncertainty for EKLD compared to US. This observation hints at the
faster convergence of the EKLD across all numerical examples. For expensive problems,
with very high-dimensional parameter, space reduced-order model based techniques [6]
need to be used for the context of inferring the statistical expectation of the black-box
function. Approaching such problems is beyond the scope of this work.
3.7 Insight into EKLD
We summarize our thoughts and observations, based on the above experiments, as fol-
lows:
1. We observe that EKLD and US exhibit similar behavior in low-dimensions, but that
EKLD is clearly better in higher-dimensions both in terms of point-wise estimation
error and reduction in epistemic uncertainty. For one-dimensional problems, US
took fewer samples to converge to the true value in one of the numerical examples.
2. The EKLD quantifies the information gain in the statistical expectation whereas
US quantifies the information gain in the parameters (design variables in this work)
while selecting the most informative experiment. More work needs to be done to
truly analyze and point out the difference between the two methodologies. The
use of non-stationary GPs is a natural way to fully test the merits and pitfalls of
the two methodologies, as it would results in locally adapted designs.
20
(a)
(b)
Figure 8: Subfigures (a), and (b) show the comparison of the EKLD to uncertainty
sampling, for synthetic problem nos. 1 and 2 respectively.
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(a)
(b)
Figure 9: Subfigures (a), and (b) show the comparison of the EKLD to uncertainty
sampling, for synthetic problem nos. 3 and 4 respectively.
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Figure 10: Comparison of the EKLD to uncertainty sampling, for the wire-drawing
problem.
3. The number of initial data points differs for each of the above toy problems. This
is done on purpose to test the limits of the methodology for examples of varying
dimensionality. Thus far the experiments do not reveal a concrete rule for choosing
the number of initial data points. However, starting the methodology with too few
points can lead to delayed convergence. As a rule of thumb 5d number of initial
points would be considered enough to start the methodology.
4. It is also observed that the MCMC samples needed to approximate the EKLD using
sample averaging can cause numerical issues. If the MCMC samples are selected
from a very short ensemble of chains, the EKLD will be noisy. This would need
a more rigorous treatment, than the AEI-based BGO, to optimize the EKLD. To
circumvent this issue we do not start the MCMC from scratch at iteration. Instead
we use the last particle of the trace from the previous iteration to initialize the
MCMC for a given iteration. This results in shorter thermalization times for the
MCMC.
5. The MCMC details for each problem are in similar vein. The results presented
above mention the number of chains and the number of steps per chain for each
problem. We observe that the emcee [15] MCMC sampler performs well consis-
tently with a reasonable number of chains and number of steps per chain. One
of the requirements of the emcee sampler is that the number of chains should be
greater than or equal to twice the number of hyper-parameters of the GP model.
Thus, the number of chains grows as the dimensionality of the problem increases
leading to increased computational cost.
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4 Conclusions
We presented a methodology for designing experiments to infer the value of a particular
QoI, the statistical expectation of a physical response. The methodology leverages the
expected KL divergence to compute the information gain in the QoI, from a hypothetical
design. This work is different from previous work done in sequential design of experi-
ments using KL divergence as it quantifies the information gain in the QoI, instead of
the information gain in the model parameters. The analytical tractability of the final ex-
pressions derived for the expected KL divergence, for learning the statistical expectation
of a physical response, obviates computational hurdles induced by sample averaging.
One weakness of our methodology is the assumption that the covariance function of
the GP model is stationary. The modeling of the hyperparameters of the GP should in-
stead be based on a non-stationary covariance function for more locally adapted designs.
However, the problem of implementing a non-stationary GP is not trivial. Another area
of limited research is the selection of number of initial data points, i.e., before starting
sequential design of experiments. A vast majority of literature on BODE uses ad hoc
criteria for selection of this initial DOE. We accept that this is an open problem and
more work is needed in this direction to ensure optimal allocation of budget. In simi-
lar vein, the methodology can be well extended to design experiments to infer generic
statistics or quantities of interest which depend on a noisy black-box function. We plan
to address these challenges in our future work.
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