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1 はじめに
本稿では,以下の無制約最適化問題を考える:
\displaystyle \min_{x\in \mathrm{R}^{n}} f(x)
ただし, f : \mathrm{R}^{n}\rightarrow \mathrm{R} は連続微分可能な関数とし,その勾配ベクトルを g(x)=\nabla f(x) と
する.通常,この問題に対する数値解法として反復法が用いられる.反復法は任意の初期
点 x_{0}\in \mathrm{R}^{n} から出発し,反復式
x_{k+1}=x_{k}+$\alpha$_{k}d_{k} (1.1)





で与えられ,行列 H_{k} は \nabla^{2}f(x_{k})^{-1} の近似行列である.行列 H_{k} は各反復ごとにセカント
条件
H_{k}y_{k-1}=s_{k-1}
を満たすように更新され, s_{k-1} と y_{k-1} は
s_{k-1} = x_{k-1} - x_{k}, yk-1 =gk - gk-1
で与えられる.行列の更新式はBFGS公式








がある.ここで $\theta$_{k-1} はパラメータであり, $\theta$_{k-1} =0 ならばDFP 公式, $\theta$_{k-1}=1 ならば
BFGS 公式に帰着される. $\theta$_{k-1} \in [0 , 1 ] の範囲ならばDFP 公式と BFGS 公式の凸結合を
表しており,convex class と呼ばれる.数値実験において,convex class の中では BFGS





ニュートン法として,毎反復で臨-1 の代わりに単位行列 I を使うメモリーレス準ニュー
トン法を提案した.一方,大規模な最適化問題に対する数値解法としては,非線形共役勾





を基にした CG 法も提案されている [4, 18]. 近年,大規模な最適化問題に対する数値解
法の需要が増えてきたことから,メモリーレス準ニュートン法が注目されるようになっ
た [11, 12, 13].
CG 法やメモリーレス準ニュートン法は十分な降下条件を満たすことが重要である.十
分な降下条件とは,ある正定数 cが存在して,すべての k に対して
g_{k}^{T}d_{k}\leq-c\Vert g_{k}\Vert^{2} (1.4)
を満たすことである.ここで \Vert\cdot\Vert は \ell_{2} ノルムを表す.Nakayamaら [13] では,Spectra1‐




Dai [11] では,Self‐scaling BFGS 公式に基づいたメモリーレス準ニュートン法に修正を加
えた解法を提案し,十分な降下条件と大域的収束性を示している.本論文では、上述した
Nakayama ら [13] の方法の課題を解決するために Nakayama らの方法に Dai and Kou の







Step 0 : 初期点 x_{0} と 0< $\delta$< $\sigma$<1,  $\varepsilon$>0 を与え, k=0 とする.
Step 1: 終了条件 \Vert g_{k}\Vert_{\infty}< $\varepsilon$ を満たすならばアルゴリズムは停止して  x_{k} を最適解とする.
Step 2: 探索方向 d_{k} を与える.ただし, k=0 のときは d_{0}=-g_{0} とする.




Step 4: 点 x_{k+1} を(1.1) によって更新する.
Step 5: k=k+1 として Stepl に戻る. \square 
また,以降では目的関数 f に対して以下のような標準的な仮定を設ける.
仮定2.1初期点 x_{0} における準位集合 \mathcal{L}=\{x|f(x)\leq f (x0)\} は有界である.
仮定2.2 目的関数 f は \mathcal{L} の開凸近傍 \mathcal{N} において連続的微分可能とし,勾配 g は \mathcal{N} 上で
リプシッツ連続である.
2.1 Memoryless quasi‐Newton method based on Broyden family
Nakayama ら[13] はSpectral‐scaling セカント条件 [3] に基づいた Spectral‐scaling Broy‐
den family [2]
H_{k}=H_{k-1}-\displaystyle \frac{H_{k-1}y_{k-1}y_{k-1}^{T}H_{k-1}}{y_{k-1}^{T}H_{k-1}y_{k-1}}+\frac{1}{$\gamma$_{k-1}}\frac{s_{k-1}s_{k-1}^{T}}{s_{k-1}^{T}y_{k-1}}+$\theta$_{k-1}w_{k-1}w_{k-1}^{T} , (2.1)
に着目し,(2.1) に基づいたメモリーレス準ニュートン法を提案した.つまり (2.1) で H_{k-1}=
I とおき,(1.2) を考え,探索方向を
d_{k}=-g_{k}+ ($\theta$_{k-1}\displaystyle \frac{y_{k-19k}^{T}}{d_{k-1}^{T}y_{k-1}}- (\hat{ $\gamma$}_{k-1}+$\theta$_{k-1}\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}})\frac{s_{k-1}^{T}g_{k}}{\prime I_{k-1}^{T}y_{k-1}})d_{k-1} (2.2)+($\theta$_{k-1}\displaystyle \frac{d_{k-1}^{T}g_{k}}{\prime I_{k-1}^{T}y_{k-1}}+(1-$\theta$_{k-1})\frac{y_{k-1}^{T}g_{k}}{y_{k-1}^{T}y_{k-1}})y_{k-1},
で与えている.ただし, $\gamma$_{k-1} はスケーリングパラメータであり, \hat{ $\gamma$}_{k-1} = 1/$\gamma$_{k-1} とする.
以下の命題は探索方向 (2.2) が十分な降下条件を満たすことを意味している.
命題2.1魂‐lyk‐l >0 の下で,探索方向 (2.2) のパラメータ砺-1, $\theta$_{k-1} が




を満たすとする.ここで, $\theta$_{\min} と $\theta$_{\max} は 0<$\theta$_{\min}\leq 1\leq$\theta$_{\max}<2 を満たす定数とする.
このとき,探索方向 (2.2) は c:=\displaystyle \min\{\frac{$\theta$_{\min}}{2}, 1-\frac{$\theta$_{\max}}{2}\} とした十分な降下条件 (1.4) を満
たす.
またNakayama らは,大域的収束性を示すために探索方向 (2.2) を次のように修正した:
d_{k}=-g_{k}+$\beta$_{k}^{N1}d_{k-1}+$\zeta$_{k}^{N1}y_{k-1} (2.5)








Property 1探索方向 (2.5) を用いたアルゴリズム 1について考える.正定数  $\varepsilon$ が存在し




定理2.1仮定2.  1-2.2 が成立しているとし,(2.5) を用いたアルゴリズム 1が条件 (2.3) と




具体的なパラメータ \hat{ $\gamma$}_{k-1} として
\displaystyle \hat{ $\gamma$}_{k-1}=$\theta$_{k-1}\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}} (2.6)
を選べば, $\theta$_{k-1} が条件 (2.4) を満たすとき,定理2.1より彼らの方法は大域的に収束する
ことが保証される.
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さらにNakayama ら [13] は,数値実験によってパラメータ \hat{ $\gamma$}_{k-1} や $\theta$_{k-1} の選び方が提
案法の数値的な効率性にどのような影響があるのかを検証している.その実験において,
\hat{ $\gamma$}_{k-1} の選択法として (2.6) よりも
\displaystyle \hat{ $\gamma$}_{k-1}=$\theta$_{k-1}\frac{s_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}s_{k-1}} (2.7)
の方が数値的な効率性に優れていることを報告した.ところが,
\displaystyle \frac{s_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}s_{k-1}}\leq\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}}
より,(2.7) は条件 (2.3) を満たすとは限らないため,(2.7) を用いた方法は十分な降下条
件や大域的収束性を保証できていない.そのため,(2.7) を使用しつつ,十分な降下条件
と大域的収束性を保証することが課題に挙げられている.
またNakayama ら [13] は,Broyden family のパラメータ $\theta$_{k-1} として
$\theta$_{k-1}=\displaystyle \min\{$\theta$_{\max}, \hat{ $\theta$}_{k-1}\},
\displaystyle \hat{ $\theta$}_{k-1}=1+|\frac{d_{k-1}^{ $\Gamma$}g_{k}}{d_{k-1}^{T}g_{k-1}}|, 1+\frac{|d_{k-1}^{T}g_{k}|}{\Vert d_{k-1}||\Vert g_{k}\Vert}
が優れていることを示した.ここでは (2.4) を満たすように $\theta$_{\max}=1.9 としている.これ
は, $\theta$_{k-1}=1 (BFGS 公式) より優れているパラメータがpreconvex class に存在することを
意味している.
2.2 Modified memoryless self‐scaling BFGS method
Kou and Dai [11] では Self‐scaling BFGS 公式に基づいたメモリーレス準ニュートン法
にパラメータ $\xi$_{k-1}\in[0 , 1 ] を加えた以下のような探索方向を提案した:
d_{k}=-g_{k}+ (\displaystyle \frac{y_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}}- (\hat{ $\gamma$}_{k-1}+\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}})\frac{s_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}})d_{k-1}+$\xi$_{k-1}\frac{d_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}}y_{k-1} . (2.8)
ここで \hat{ $\gamma$}_{k-1} > 0 はパラメータである.探索方向 (2.8) は $\xi$_{k-1} = 1 のときはself‐scaling
BFGS公式に基づいたメモリーレス準ニュートン法であり, $\xi$_{k-1}=0 のときはCG 法にな
る.彼らは十分な降下条件に関する以下の命題を示している.
命題2.2  $\xi$\in[0 , 1 ) は定数とし,  $\xi$_{k-1}= $\xi$ とする.このとき曜‐1  y_{k-1} >0 の下で,探索方
向(2.8) は十分な降下条件を満たす.
この命題は $\xi$_{k-1} に条件を課すことで,パラメータ \hat{ $\gamma$}_{k-1} に条件を付加することなく,十分
な降下条件を満たすことを意味している.また,(2.5) と同様の補正を加えたとき,大域的な
収束性を示している.なお,彼らはパラメータ \hat{ $\gamma$}_{k-1} として,Oren and Luenberger[15, 16]
の推奨する





3 Broyden family に基づいた非線形共役勾配法
本研究では,Nakayama ら [13] の方法に Kou and Dai [11] と同様の修正をすることを考
える.具体的には,(2.2) 式の3項目にDai and Kou[11] と同様にパラメータ $\xi$_{k-1}\in[0 , 1)
を導入した以下の探索方向を考える:
d_{k}=-g_{k}+ ($\theta$_{k-1}\displaystyle \frac{y_{k-1}^{T}g_{k}}{d_{k-1}^{ $\Gamma$}y_{k-1}}- (\hat{ $\gamma$}_{k-1}+$\theta$_{k-1}\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}})\frac{s_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}})d_{k-1} (3.1)+$\xi$_{k-1} ($\theta$_{k-1} f_{f_{k-1}y_{k-1}}^{d_{k-1}^{ $\Gamma$}g_{k}}+(1-$\theta$_{k-1})\displaystyle \frac{y_{k-1}^{T}g_{k}}{y_{k-1}^{T}y_{k-1}})y_{k-1}.
探索方向 (3.1) に関して,以下の命題を得る.
命題3.1 d_{k-1}^{T}y_{k-1} >0 の下で,もし次の条件
(i) 0\leq$\theta$_{k-1}\leq 1, 0\leq$\xi$_{k-1}\leq\overline{ $\xi$}.
または
(ii) 1<$\theta$_{k-1}<\overline{c}_{1}^{2}, 0\displaystyle \leq$\xi$_{k-1}\leq\frac{\overline{c}_{1}}{\sqrt{$\theta$_{k-1}}}-1.
が成り立つならば,探索方向 (3.1) }よ十分な降下条件を満たす.ただし \overline{ $\xi$} を \overline{c}_{1} はそれぞれ
0\leq\overline{ $\xi$}<1, 1<\overline{c}_{1} <2 を満たす定数とする.
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証明.任意の a, b\in R^{n} に対して  2a^{T}b\leq \Vert a\Vert^{2}+\Vert b\Vert^{2} が成立するので
g_{k}^{T}d_{k}=-\displaystyle \Vert g_{k}\Vert^{2}+$\theta$_{k-1}(1+$\xi$_{k-1})\frac{(y_{k-1}^{T}g_{k})(d_{k-1}^{T}g_{k})}{d_{k-1}^{T}y_{k-1}}
- (\displaystyle \hat{ $\gamma$}_{k-1}+$\theta$_{k-1}\frac{y_{k-1}^{T}y_{k-1}}{\mathcal{S}_{k-1}^{T}y_{k-1}})\frac{$\alpha$_{k-1}(\prime t_{k-1}^{T}g_{k})^{2}}{d_{k-1}^{T}y_{k-1}}+$\xi$_{k-1}(1-$\theta$_{k-1})\frac{(y_{k-1}^{T}g_{k})^{2}}{y_{k-1}^{T}y_{k-1}}
=-\displaystyle \Vert g_{k}\Vert^{2}+$\theta$_{k-1} (\frac{\sqrt{2}d_{k-1}^{T}g_{k}}{d_{k-1}^{ $\Gamma$}y_{k-1}}y_{k-1})^{T}(\frac{(1+$\xi$_{k-1})}{\sqrt{2}}g_{k})
- (\displaystyle \hat{ $\gamma$}_{k-1}+$\theta$_{k-1}\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}})\frac{$\alpha$_{k-1}(d_{k-1}^{T}g_{k})^{2}}{d_{k-1}^{T}y_{k-1}}+$\xi$_{k-1}(1-$\theta$_{k-1})\frac{(y_{k-1}^{T}g_{k})^{2}}{y_{k-1}^{T}y_{k-1}}
\displaystyle \leq-\Vert g_{k}\Vert^{2}+\frac{$\theta$_{k-1}}{2} (\Vert\frac{\sqrt{2}d_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}}y_{k-1}\Vert^{2}+\Vert\frac{(1+$\xi$_{k-1})}{\sqrt{2}}g_{k}\Vert^{2})
- (\displaystyle \hat{ $\gamma$}_{k-1}+$\theta$_{k-1}\frac{y_{k-1}^{T}y_{k-1}}{\mathrm{s}_{k-1}^{T}y_{k-1}})\frac{$\alpha$_{k-1}(d_{k-1}^{T}g_{k})^{2}}{(I_{k-1}^{ $\Gamma$}y_{k-1}}+$\xi$_{k-1}(1-$\theta$_{k-1})\frac{(y_{k-1}^{T}g_{k})^{2}}{y_{k-1}^{T}y_{k-1}}
=- (1-\displaystyle \frac{$\theta$_{k-1}(1+$\xi$_{k-1})^{2}}{4}) \Vert g_{k}\Vert^{2}-\hat{ $\gamma$}_{k-1\frac{$\alpha$_{k-1}(1I_{k-1}^{T}g_{k})^{2}}{d_{k-1}^{ $\Gamma$}y_{k-1}}}
+$\xi$_{k-1}(1-$\theta$_{k-1})\displaystyle \frac{(y_{k-1}^{T}g_{k})^{2}}{y_{k-1}^{T}y_{k-1}}
\displaystyle \leq- (1-\frac{$\theta$_{k-1}(1+$\xi$_{k-1})^{2}}{4}) \Vert g_{k}\Vert^{2}+$\xi$_{k-1}(1-$\theta$_{k-1})\frac{(y_{k-1}^{T}g_{k})^{2}}{y_{k-1}^{T}y_{k-1}}
が成り立つ.次に (i) と (ii) の場合分けを考える.
(i) 0\leq$\theta$_{k-1} \leq 1, 0\leq$\xi$_{k-1}<\overline{ $\xi$} の場合:
$\xi$_{k-1}(1-$\theta$_{k-1})\geq 0 より
g_{k}^{\mathrm{T}}d_{k}\displaystyle \leq-(1-\frac{$\theta$_{k-1}(1+$\xi$_{k-1})^{2}}{4}-$\xi$_{k-1}(1-$\theta$_{k-1})) \Vert g_{k}\Vert^{2}
=-((1-$\xi$_{k-1})-\displaystyle \frac{$\theta$_{k-1}}{4}(1-2$\xi$_{k-1}+$\xi$_{k-1}^{2})) \Vert g_{k}\Vert^{2}
=-((1-$\xi$_{k-1})(1-\displaystyle \frac{$\theta$_{k-1}}{4}(1-$\xi$_{k-1}))) \Vert g_{k}\Vert^{2}
\displaystyle \leq-\frac{3(1-$\xi$_{k-1})}{4}\Vert g_{k}\Vert^{2}
\displaystyle \leq-\frac{3(1-\overline{ $\xi$})}{4}\Vert_{9k}\Vert^{2}
となる. \overline{ $\xi$}< 1 なので,十分な降下条件が成り立つ.
(ii) 1<$\theta$_{k-1} <\overline{c}_{1}^{2}, 0\leq$\xi$_{k-1} \leq \displaystyle \frac{\overline{c}_{1}}{\sqrt{$\theta$_{k-1}}}-1 の場合:
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$\xi$_{k-1}(1-$\theta$_{k-1})<0 より
g_{k}^{T}d_{k}\displaystyle \leq-(1-\frac{$\theta$_{k-1}(1+$\xi$_{k-1})^{2}}{4}) \Vert g_{k}\Vert^{2}
\displaystyle \leq-(1-\frac{$\theta$_{k-1}}{4}\frac{\overline{c}_{1}^{2}}{$\theta$_{k-1}}) \Vert g_{k}\Vert^{2}
=-(1-\displaystyle \frac{\overline{c}_{1}^{2}}{4}) \Vert g_{k}\Vert^{2}
となる. \overline{c}_{1}^{2}<4 なので,十分な降下条件が成り立つ. \square 
Nakayama ら [13] と同様に大域的収束性のために探索方向を次のように修正する:
d_{k}=-g_{k}+$\beta$_{k}^{N2}d_{k-1}+$\zeta$_{k}^{N2}y_{k-1} (3.2)
$\beta$_{k}^{N2}=\displaystyle \max\{$\theta$_{k-1}\frac{y_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}}- (\hat{ $\gamma$}_{k-1}+$\theta$_{k-1}\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}}) \frac{s_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}}, 0\},
$\zeta$_{k}^{N2}=sgn($\beta$_{k})$\xi$_{k-1} ($\theta$_{k-1}\displaystyle \frac{d_{k-1}^{T}g_{k}}{d_{k-1}^{T}y_{k-1}}+(1-$\theta$_{k-1})\frac{y_{k-1}^{T}g_{k}}{y_{k-1}^{T}y_{k-1}}) .
このとき以下の大域的収束性の定理を得る.
定理3.1仮定2. 1-2.2 が成立しているとし,スケーリングパラメータを
\displaystyle \hat{ $\gamma$}k-1=\frac{y_{k-1}^{T}y_{k-1}}{s_{k-1}^{T}y_{k-1}} または \displaystyle \hat{ $\gamma$}_{k-1}=\frac{s_{k-1}^{T}y_{k-1}}{\mathcal{S}_{k-1}^{T}S_{k-1}}
とする.また $\theta$_{k-1} と $\xi$_{k-1} は命題3.1の(i) または (ii) を満たすとする.このとき,(3.2) を
用いたアルゴリズム 1により生成される点列 \{x_{k}\} は
\displaystyle \lim_{k\rightarrow}\inf_{\infty}\Vert g_{k}\Vert=0
の意味で大域的に収束する.





$\xi$_{k-1}=0.8 としたときにパラメータ $\theta$_{k-1} を
$\theta$_{k-1}=1+$\mu$_{k-1} , $\mu$_{k-1}=\displaystyle \max\{-0.2, \min\{\overline{ $\mu$}_{k-1}, 0.2\}\}
と選ぶことができる.ここで [13] で挙げられている海-1 の選択法として
\displaystyle \overline{ $\mu$}_{k-1}=\frac{\prime I_{k-1}^{T}g_{k}}{-g_{k-1}^{T}d_{k-1}}, |\frac{\prime I_{k-1}^{ $\Gamma$}g_{k}}{-g_{k-1}^{T}d_{k-1}}|, \frac{|d_{k-1}^{T}g_{k}|}{\Vert d_{k-1}||\Vert g_{k}\Vert}, \Vert d_{k-1}||\Vert g_{k}\Vert\prime l_{k-1}^{T}g_{k}
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などを考えることもできる.これらのパラメータを使用し,かつ,正確な直線探索を行っ










り, $\xi$_{k-1}=0.8 とおいた.CGD はCG‐DESCENT [7, 10] と呼ばれる CG 法であり,ベン
チマークとしてよく使われる手法である.
今回の数値実験ではHager and Zhang が提案した非線形共役勾配 [8] に基づいたソフト
ウェアである CG‐DESCENT Ver 5.3 [7, 10] の探索方向を修正して実験を行った.直線探
索などの設定は CG‐DESCENT Ver 5.3に倣っている.また,収束判定条件として
\Vert g_{k}\Vert_{\infty}\leq 10^{-6}
を使用した.テスト問題としてCUTEr問題集 [1, 6] から138問(付録参照) を選択して実
験を行った.
Dolan and Moré [5] の提案したパフォーマンスプロファイルを基に,各方法の計算時間
による比較を行う.各方法のパフオーマンスプロファイル P( $\tau$) の  $\tau$ = \overline{ $\tau$} のときの値は,
その解法が全て問題の中で最も早く解くことができた方法の求解時間の \overline{ $\tau$} 倍以内に解くこ
とのできた問題の割合を表している.  $\tau$=1 のときの値は,その方法がすべての方法の中
で最も早く解けた問題数の割合を表し,  $\tau$ が十分大きいときは,その方法の解くことがで
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