For a xed non-zero integer a and increasing function f, we investigate the lower density of the set of integers q for which the least prime in the arithmetic progression a(mod q) is less than qf(q). In particular we conjecture that this lower density is 1 for any f with log x = o(f(x)) and prove this, unconditionally, for f(x) = x=g(x) for any g with log g(x) = o(log x). Under the assumption of a strong form of the prime k-tuplets conjecture we prove our conjecture and get strong results on the distribution of values of ( qlog q; q; a) for any xed , as q varies.
Introduction
For given integers a and q; q > 0; a 6 = 0; (a; q) = 1, we de ne p(q; a) to be the least prime p that is greater than a and congruent to a(mod q). We let p(q) be the largest value of p(q; a) for a in the range 1 a q ? 1; (a; q) = 1 (1) In 1944 Linnik 13] gave the remarkable result that there exists an absolute constant c for which p(q) q c , for all positive integers q. Numerous authors have given better and better explicit values for c, and most recently Chen 5] has shown that we may take c to be 17. In 1930 Titchmarsh 20] showed, under the assumption of the Extended Riemann hypothesis, that p(q) q 2 (log q) 4 . Recently Heath- Brown 11] conjectured that p(q) q(log q) 2 , and Wagsta 22] gave heuristic arguments which support this; more precisely, McCurley noted that an adaptation of his heuristic arguments in 14] suggest that lim q!1 p(q) (q) log Quite a number of authors have been concerned with bounding p(q) for almost all values of q (as we shall explain); but it seems that little work has gone into bounding p(q; a) for almost all values of q, for some xed value of a. We will do this here.
In 1977 Kumar Murty 15] used the Bombieri-Vinogradov Theorem 3] , 21] to show that, for all " > 0; p(q) < q 2+" for almost all integers q. Under the assumption of the Elliott-Halberstam conjecture 6] this result may be improved to p(q) < q 1+" for almost all q. In a series of recent papers, Bombieri, Friedlander and Iwaniec have extended the Bombieri-Vinogradov Theorem`locally' and this may be used to provide a sharper result for p(q; a).
Theorem 1 Suppose that a is a given non-zero integer and g(x) is any positive valued function of x, with log g(x) = o(log x) and x 2 =g(x) increasing for su ciently large x. for almost all positive integers q which are prime to a.
Proof:- Bombieri 3 (log g(x) + log log x) 2 where depends only on a.
So assume that for at least "Q integers q in the sum we have p(q; a) q 2 =g(q)(> Q 2 =g(Q) > x, for su ciently large x), so that (x; q; a) = 0. Thus x (log x) 3 (log g(x) + log log x) In the other direction to these results, Pomerance 16] , extending arguments of Prachar 17] and Schinzel 18] , used Jacobsthal's function to show that for any " > 0; p(q) > (1 ? ")e (q) log q log 2 q log 4 q = (log 3 q) 2 for almost all positive integers q. (By imitating the methods used by Maier and Pomerance for giving lower bounds on Jacobsthal's function (as announced at this meeting) it seems likely that the constant e can be improved by a small but signi cant amount.)
In fact Prachar and Schinzel gave the result that there exists an absolute constant c > 0 such that for all non-zero integers a, there exists in nitely many positive integers q, that are prime to a, for which p(q; a) > cq log q log 2 q log 4 q = (log 3 q) 2 . It would be nice if one could state that a positive density of integers q, prime to a, satis ed, say, p(q; a) > bq log q, for some constant b > 0; however, by using the method of Prachar, Schinzel and Pomerance, it is not possible to do better than the statement that p(q; a) > bq log q for x=exp(c(log x) 1=2 ) values of q x, that are prime to a, for some constant c = c(a; b) > 0. This restriction is due to the bound g(m) (log m) 2 on Jacobsthal's function given by Iwaniec 12] .
In 1950 Erd os 8] considered the question of how often p(q; a) < bq log q, as a varies over the range (1) . He showed that, for any xed b > 0 there exists a constant U(b) > 0 such that, for all su ciently large integers q; p(q; a) < bq log q for least U(b) ( Suppose that f(x) is any function that tends to 1 as x ! 1.
For almost all posistive integers q, for almost all a in the range (1), p(q; a) < q log qf(q):
We can see that Conjecture 1 is a`local' analogue of this theorem. We now make an analogous`local' conjecture to that of Pomerance.
Conjecture 2 Suppose that a is a xed non-zero integer. For any b > 0, let t(a; b) be the lower density of the set of positive integers q, (in the set of positive integers q that are prime to a), for which p(q; a) < bq log q. Then t(a; b) < 1 for all b > 0, but t(a; b) ! 1 as b ! 1.
It is evident that Conjecture 2 would imply Conjecture 1; we will concentrate for the rest of this paper on Conjecture 2 -in giving lower bounds for t(a; b), and showing that, under the assumption of a strong form of the prime k-tuplets conjecture, rather more than Conjecture 2 is true.
For any > 0 and non-negative integer t, de ne Poisson ( ; t) = e ? t =t!:
Conjecture 3 Suppose that a is a xed non-zero integer. For any > 0, the set of positive integers q, for which ( (q) log q; q; a) = t has density Poisson ( ; t), in the set of positive integers q that are prime to a. Conjecture 3 would correspond rather nicely to a result of Gallagher 9] who showed, under the assumption of a similar, strong form of the prime k-tuplets conjecture, that the distribution of primes in an interval of length log x is roughly Poisson with parameter (i.e. the set of positive integers x, for which the interval (x; x + log x] contains precisely t primes has density Poisson ( ; t)). Using the techniques in this paper we are unable to con rm Conjecture 3, even under the assumption of the prime k-tuplets conjecture, as our method forces us to examine ( q log q; q; a) rather than ( (q) log q; q; a).
On the other hand if we assume that a little bit more than Conjecture 3 holds; that the distribution of integers with ( (q) log q; q; a) = t remains Poisson, independent of the value of q= (q), we see that d t (a; ), the density of positive integers q for which ( q log q; q; a) = t, takes value d t (a; ) = lim
This is precisely the result that we get in Theorem 5 from assuming a strong form of the prime k-tuplets conjecture.
Lower densities, via second moments.
Throughout this section we will take a to be a xed non-zero integer. In order to estimate t(a; b) we use a variation of the second moment method, previously used in a paper of Ankeny and Erd os 1] who were considering the set of exponents for which the First Case of Fermat's Last Theorem is true. We will employ a number of well-known sieve results (see 10], Thm.5.7) on prime constellations and also investigate what happens if a strong conjecture on prime constellations is assumed to be true.
Suppose that integers a; r 1 ; r 2 ; : : : ; r k , with (a; r 1 : : : r k ) = 1, are given. For each prime p we de ne w r (p) to be the number of distinct solutions q(mod p) of The prime k-tuplets conjecture, in its quantitative form (see 2]) states that, for each k 1, #fq : x q < 2x; each qr i + a primeg = C (r 1 ; : : : ; r k ) x (log x) k f1 + o(1)g:
We will assume that this holds whenever each r i b log x, with o dependent only on a; b and k, for any given constant b.
This result is well known to hold for k = 1 (Dirichlet's Theorem), and may be stated with error term O(1=log x) (the Siegel-Wal sz Theorem). For k 2 Selberg's upper bound sieve method gives, for r = the maximum of the r i 's, #fq : x q < 2x each qr i + a primeg 2 k k!C (r 1 ; : : : ; r k ) x (log x) k f1 + O( log log x + log log r log x )g:
We will use the symbol` ' to mean`=' under the assumption of the k-tuplets conjecture and for k = 1, and` ' otherwise. Also D k = 1 under the assumption of the k-tuplets conjecture, and D k = 1 (k = 1); 2 k k! (k 2); otherwise. Thus, for each k, #fq : x q < 2x; each qr i + a primeg D k C (r 1 ; : : : ; r k ) x (log x) k f1 + o(1)g:
We de ne B(x; g) to be the number of integers q; x q < 2x, for which there are exactly g distinct positive integers r 1 ; r 2 ; : : : ; r g , each less than or equal to b log x, with qr i + a prime for each i.
Note that X g 1 B(x; g) = #fq : x q < 2x; p(q; a) < bq log xg #fq : x q < 2x; p(q; a) < bq log qg Now, for any positive integer k, X g k g k B(x; g) = #f(q; r 1 ; r 2 ; : : : ; r k ) : x q < 2x; 1 r 1 < r 2 < < r k b log x;
and qr i + a prime for each ig = Evidently the result in Theorem 2, even under the assumption of the prime k-tuplets conjecture, is slightly weaker than that required for a proof of Conjecture 2. However we shall look again, using the criteria (2) k for each k 1 (instead of just for k = 1 and 2, as in the proof of Theorem 2).
By using the same arguments as above but taking = = 1, it is easy to show Theorem 3 Suppose that a is a given non-zero integer and f(x) is a function that tends Poisson(bn= (n); t):
If we let c n = Poisson(bn= (n); t) ((a; n) = 1); 0 (otherwise) then by Ikehara's theorem for Dirichlet series that converge to the right of 1, we see that lim X!1 
Technical stu
In this section we prove the following result which was used in Section 2 to give the equations (2) k .
Theorem 6 For given integers a and k, with a 6 = 0; k > 0, and " > 0, is the sum over 1 r 1 < r 2 < < r k x with (r i ; a) = 1 for each i.
In order to prove this we will start with some technical lemmas. First we note that if pja then w r (p) = 1 and if p j 6 a then w r (p) is precisely the number of distinct non-zero residue classes (mod p) containing an r i . Let k (p) = P
