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Abstract
The option framework has shown great promise by automatically extracting
temporally-extended sub-tasks from a long-horizon task. Methods have been
proposed for concurrently learning low-level intra-option policies and high-level
option selection policy. However, existing methods typically suffer from two major
challenges: ineffective exploration and unstable updates. In this paper, we present
a novel and stable off-policy approach that builds on the maximum entropy model
to address these challenges. Our approach introduces an information-theoretical
intrinsic reward for encouraging the identification of diverse and effective options.
Meanwhile, we utilize a probability inference model to simplify the optimization
problem as fitting optimal trajectories. Experimental results demonstrate that our
approach significantly outperforms prior on-policy and off-policy methods in a
range of Mujoco benchmark tasks while still providing benefits for transfer learn-
ing. In these tasks, our approach learns a diverse set of options, each of whose
state-action space has strong coherence.
1 Introduction
In the past few years, deep reinforcement learning (DRL) has shown remarkable progress in challeng-
ing application domains, such as Atari Games [29], Go game [38], poker [4], StarCraft II [42], and
Dota 2 [31]. The combination of RL and high-capacity function approximators, such as neural net-
works, holds the promise of solving complex tasks in continuous control. However, millions of steps
of data collection are needed to train effective behaviors. This training process might be simplified
with a comprehensive understanding of tasks. A sophisticated agent should have the ability to identify
distinct temporally-extended sub-tasks in a long-horizon task. How to efficiently discover such
temporal abstractions has been widely studied in reinforcement learning (RL) [27, 3, 22, 6, 23, 25].
In this paper, we focus on the option framework [40], a distinct temporal abstraction method that
can automatically discover courses of action with different intervals [34]. This distinct hierarchical
structure has achieved notable success recently [2, 8].
However, there are remain challenges hampering widespread adoption of the option framework. One
important such aspect is exploration. The option framework suffers from a degradation problem
caused by ineffective exploration: there might be just one option selected to complete the entire
task, which is tantamount to traditional end-to-end learning. Previous research tends to use on-policy
learning to concurrently train option selection policy and intra-option policies [34, 2, 8, 44]. However,
only actually invoked options can be updated in on-policy learning. Intra-option policies sampled
more frequently will be trained better to get more chance to be selected. This biased sampling
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makes the degradation problem worse. Another widely-known challenge is instability caused by
simultaneous updates of high-level and low-level policies. Learning of intra-option policies will be
unstable if the option selection policy frequently switches options to solve one sub-task. Previous
work adapts option selection policy to updates of intra-option policies [44, 32]. However, this
short-sighted learning might exacerbate instability.
To address these challenges, we present an off-policy soft option actor-critic (SOAC) approach that
maximizes discounted rewards with entropy terms. This maximum entropy formulation provides
sufficient exploration and robustness while acquiring diverse behaviors [14, 15]. The entropy bonus
encourages the option selection policy to consider each intra-option policy in a balanced way.
In addition, we introduce an information-theoretical intrinsic reward to enhance identifiability of
intra-option policies. We utilize this intrinsic reward with another intrinsic reward related to anti-
interference to define the objective for learning the optimal option selection policy. Meanwhile,
we utilize external rewards to define the objective for learning the action selection policy. We
theoretically derive that optimizing our maximum entropy model is equivalent to fitting optimal
trajectories. Our algorithm can alternate between policy evaluation and policy improvement to learn
optimal policies. Moreover, in our approach, the soft optimality of policies allows that behavior
policies can be different from target policies [24, 35]. With this flexibility, the option selection policy
can be trained to select options with considering all historical behavior of each intra-option policy to
reduce instability. As shown in Figure 1, our algorithm learns a deep hierarchy of options.
Experimental results indicate that our hierarchical approach significantly improves the performance
of SAC [15] and outperforms state-of-the-art hierarchical RL algorithms [44, 32] on the benchmark
Mujoco tasks (Section 5). In addition, we observe an obvious distinction between options, which
indicates that a well trained option selection policy is sophisticated enough to invoke a diverse set of
options in different situations. We also show that, the option selection policy can be transferred and
accelerate learning in a new environment, even if the target task is dramatically different from the
original one.
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(a) Graphical model for a basic option trajectory.
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(b) Option trajectory with a probability inference model.
Figure 1: Grey nodes are hidden variables. Left. The option framework introduces a hidden variable
z representing labels of intra-option policies. At each time step, option selection policy first decides
whether to terminate the previous intra-option policy. If so, it will choose another intra-option policy
depending on the current state. Right. The optimality variable O, theoretically indicating whether
the current state-action pair is optimal, is introduced to the option framework. The hidden variable z
only affects the environment by guiding option selection policy to choose intra-option policies. So it
not directly influences optimality variables. Instead, we utilize optimality variables to judge whether
option selection policy is optimal, which is literately explained in Section 4.1.
2 Related Work
Considerable prior work has explored how to extend the option framework [40] to deep reinforcement
learning (DRL). Compared with the end-to-end learning progress, learning the option framework from
a single task brings more complex networks and more computational complexity. How to quickly
learn an effective hierarchical structure is still an open question. Bacon et al. [2] train the whole option
framework with policy gradient method. To leverage recent advances in gradient-based policies, the
option framework has combined with PPO [44, 36], TD3 [32, 9] and multitask [19]. To improve
sample efficiency, all available intra-option policies can be trained simultaneously with a marginal
distribution evaluating the probability of all options being selected [39]. In addition, important
2
sampling (IS) has been used to propose off-policy algorithms [16, 13] to reuse past experience. These
research does show some interesting ways forward. However, they are not efficient enough compared
with current baseline model-free DRL algorithms such as SAC [15].
Probability inference models provide a way to analyze the probability of optimal trajectories [24, 20,
35]. Recently, these models have been adapted to numerous environments with DRL. Eysenbach et
al. [7] utilize diversity only to update parameters. Haarnoja et al. [15] propose the Soft Actor-Critic
algorithm which is a state-of-the-art algorithm in single agent DRL. Huang et al. [18] optimize
Partially Observable MDPs (POMDPs) with sequential variational soft Q-learning. Previous work
based on soft optimality has shown both sample-efficient learning and stability. Meanwhile, the
information bottleneck, related to mutual information (MI) and the Kullback-Leibler (KL) divergence,
is widely used to control the spread of information [1, 10, 11, 43]. It can be used to judge division of
state-action space [32] or used to distinguish different skills [37]. We propose our approach on these
basis.
3 Background
3.1 The Option Framework
Traditional Markov Decision Process (MDP) considers a tuple M = (S,A, P,R, γ). S is the state
space, A is the action space, P is the transition probability, R is the relevant reward function, and γ
is a discount factor. The option framework extends the original MDP problem to a SMDP problem. It
consists three components: a policy choosing options pio, a termination condition β, and an initiation
set I [40]. In this paper, we use Z to denote the option space. At each time step t, agents will
decide whether to terminate the previous intra-option policy labeled as zt−1 with the termination
probability βzt−1(st). If the previous intra-option policy is terminated, another intra-option policy
will be sampled from pio (zt|st). The whole probability of transitioning options written as below
is called high-level option selection policy in this paper. Meanwhile each action is sampled from
pizt(·|st) corresponding to the current option and state.
p˜iZ (zt|st, zt−1) =
[
1− βzt−1 (st)
]
Izt=zt−1 + βzt−1 (st)pi
o (zt|st) . (1)
3.2 Probability Inference Models
Different from the general form of reinforcement learning problems, DRL based on probability
inference models attempts to directly optimize the probability of optimal trajectories. An additional
variable Ot is introduced to denote whether the current time step t is optimal. This variable provides
a mathematical formalization to analyze whether current policies are optimal. The log form of the
probability of the optimal trajectories can be theoretically proved having an evidence low bound
related to dense rewards and entropy [24].
log p (O1:T ) ≥ E(s1:T ,a1:T )∼pi(s1:T ,a1:T )
[
T∑
t=0
(r (st, at)− log pi (at|st))
]
=
T∑
t=0
E(st,at)∼pi(st,at) [r (st, at) +H (pi (·|st))] ,
(2)
where pi(·) is the actor policy, andH(·) is the entropy regular term.
4 Method
In this section, we propose a maximum entropy problem and simplify it as fitting optimal trajectories
with probability inference models. We propose an algorithm to estimate optimal policies iteratively.
3
4.1 Problem Formulation
Although previous research based on the option framework usually considers directly maximizing the
reward function. We are interested in optimizing a maximum entropy model to solve the ineffective
exploration challenge. In addition, we introduce mutual information I (zt; {st, at}) as an intrinsic
reward to enhance identifiability of each intra-option policy. Meanwhile, disturbance in a state-action
pair should not lead to a substantial change in option selection [25, 33]. So we add another intrinsic
reward based on TV distance `(θ) = DTV
(
p
(
zt|snoiset , anoiset ;θ
) ‖p (zt|st, at;θ)) to encourage
option selection policy to consider connectivity in state-action space while allocating options. In
`(θ), snoiset = st + s, a
noise
t = at + a, s and a are gaussian noise, and θ represents parameters
of our model which can be neural networks. The whole maximum entropy problem is:
piH∗, piL∗ = arg max
piH ,piL
∑
t
E(st,zt,at)∼piH ,piL
[
r (st, at)
α
+ λ1I (zt; {st, at})− λ2`(θ)
+H (piH (·|st, zt−1))+H (piL (·|st, zt))] , (3)
where we label high-level option selection policy as piH(zt|st, zt−1) and label low-level intra-option
policys as piL(at|st, zt),H(·) is entropy, α is a hyperparameter representing importance of external
rewards, λ1 and λ2 are weights of intrinsic rewards.
To simplify the above problem, we introduce probability inference models. An additional variable
O are introduced to describe whether the current condition is optimal. Ot = 1 indicates time step
t is optimal, and Ot = 0 indicates time step t is not optimal. In the rest of this paper, we use Ot
to represent Ot = 1 for concise functions. With this additional variable, we define a conditional
probability model representing the probability of a trajectory τ with optimal policies:
p(τ |O0:T ) ∝ p(τ,O0:T ) ∝ p (s0)
T∏
t=0
p (Ot|st, at) p(zt|st, at, zt−1,Ot)p (st+1|st, at) , (4)
where O0:T means Ot = 1 for all steps from 0 to T . The probability of whether a state-action pair is
optimal is defined as below, which is based on boltzmann distribution of energy [24].
p (Ot|st, at) = exp
(
r (st, at)
α
)
. (5)
Inspired by Equation 5, we utilize a similar exponential form to define the optimal option selection.
p(zt|st, at, zt−1,Ot) = exp (λ1I(zt; {st, at})− λ2`(θ)) . (6)
With option selection policy piH (·|st) selecting options and intra-option policy piL (·|st, zt) selecting
actions, the probability of sampling a trajectory τ is:
pˆ(τ) = p (s0)
T∏
t=0
piH (zt|st, zt−1)piL (at|st, zt) p (st+1|st, at) . (7)
Theorem 1. The original maximum entropy optimization problem shown in Equation3 can be
simplified as shrinking the Kullback-Leibler (KL) divergence between p (τ |O0:T ) and pˆ(τ).
piH∗, piL∗ = arg max
piH ,piL
−DKL(pˆ(τ)‖p(τ |O0:T )). (8)
Proof. See supplementary materials.
4
4.2 Optimal Policies with Probability Inference Models
In this sub-section, we derive optimal policies with probability inference models. First, we introduce
three backward messages: βt (st) = p (Ot:T |st), βt (st, zt) = p (Ot:T |st, zt) and βt (st, zt, at) =
p (Ot:T |st, zt, at). These messages denote the probability of whether a trajectory starting from
corresponding condition is optimal. With these backward messages, we can derive optimal option
selection probability and optimal action selection probability as below.
p (zt|st,Ot:T ) = p (st, zt|Ot:T )
p (st|Ot:T ) =
p (Ot:T |st, zt) p (zt|st) p (st)
p (Ot:T |st) p (st) ∝
p (Ot:T |st, zt)
p (Ot:T |st) =
βt (st, zt)
βt (st)
,
(9)
p (at|st, zt,Ot:T ) = p (st, zt, at|Ot:T )
p (st, zt|Ot:T ) =
p (Ot:T |st, zt, at) p (at|st, zt) p (st, zt)
p (Ot:T |st, zt) p (st, zt)
∝ p (Ot:T |st, zt, at)
p (Ot:T |st, zt) =
βt (st, zt, at)
βt (st, zt)
.
(10)
Inspired by Levine [24], we use the log form of three backward messages to define value func-
tions. We define V (st) = α log (βt (st)), U (st, zt) = α log (βt (st, zt)), and Q (st, zt, at) =
α log (βt (st, zt, at)). With these value functions, optimal high level policy piH∗ and optimal low
level policy piL∗ are derived as below.
piH∗ = p (zt|st,Ot:T ) ∝ βt (st, zt)
βt (st)
=
exp( 1αU (st, zt))
exp( 1αV (st))
, (11)
piL∗ = p (at|st, zt,Ot:T ) ∝ βt (st, zt, at)
βt (st, zt)
=
exp( 1αQ (st, zt, at))
exp( 1αU (st, zt))
, (12)
where α controls exploration degree. If α approaches infinity, optimal policies will obey uniform
distribution. In contrast, if α approaches zero, optimal policies will be greedy. To estimate V (st),
U (st, zt) and Q (st, zt, at), we derive relationships between them.
Lemma 1. The relationship between V (st) and U (st, zt) is:
V (st) = EpiH∗(zt|st)
[
U (st, zt)− α log piH∗ (zt|st)
]
. (13)
Proof. See supplementary materials.
Lemma 2. The relationship between U (st, zt) and Q (st, zt, at) is:
U (st, zt) = EpiL∗(at|st,zt)
[
Q (st, zt, at)− α log piL∗ (at|st, zt)
]
. (14)
Proof. See supplementary materials.
Lemma 3. The relationship between Q (st, zt, at) and V (st+1) is:
Q (st, zt, at) =r (st, at) + α (λ1I(zt; {st, at})− λ2`(θ)− log p(zt|st, at))
+ γEp(st+1|st,at) [V (st+1)] .
(15)
Proof. See supplementary materials.
With these relationships between value functions, we can iteratively train them to estimate optimal
policies. In the next sub-section, we will explain our algorithm in detail.
4.3 Algorithm
In this subsection, we will literally show our training process. We use function approximators and
stochastic gradient descent to estimate and train U-value functions Uφ1 (st, zt) and Uφ2 (st, zt),
Q-value functions Qθ1 (st, zt, at) and Qθ2 (st, zt, at), option selection policy pi
H
ψ (zt|st, zt−1), and
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intra-option policys piLζ (at|st, zt). For more stable training, we utilize double neural networks [9, 41]
and target neural networks [41, 29] while estimating U-value functions and Q-value functions. Q-
value functions are trained by minimizing the Bellman residual shown as below, where we use the
relationship between V (st) and U (st, zt) shown in Equation 13to replace V (st).
JQ(θi) = E(st,zt,at,st+1)∼D
[
1
2
(Qθi (st, zt, at)− (r (st, at) + α (λ1I(zt; {st, at})− λ2`(θ)
− log p(zt|st, at)) + γEzt+1∼piHψ (.|st+1)
[
min
j=1,2
Uφj (st+1, zt+1)− α log piHψ (zt+1|st+1, zt)
]))2]
.
(16)
The Bellman residual of U-value functions are:
JU (φi) = E(st,zt)∼D
[
1
2
(
Uφi (st, zt)− Eat∼piLζ (·|st,zt)
[
min
j=1,2
Qθj (st, zt, at)
−α log piLζ (at|st, zt)
])2]
.
(17)
It is difficult to directly calculate optimal high level policy piH∗new and optimal low level policy pi
L∗
new
from Equation 11 and Equation 12. We use KL divergence to estimate policies. Option selection
policy can be optimized by minimizing DKL
(
piH (·|st, zt−1) ‖piH∗
)
. Our option space Z is discrete.
So we calculcate the expectation directly [5].
JpiH (ψ) = E(st,zt−1)∼D
[
piHψ (·|st, zt−1)T
(
α log
(
piHψ (.|st, zt−1)
)− min
i=1,2
Uφi (st, ·)
)]
,
(18)
where piHψ (·|st, zt−1) and Uφi (st, ·) are the list of piHψ (zt|st, zt−1) and Uφi (st, at),
piHψ (zt|st, zt−1) = (1− βψ1 (st, zt−1)) Izt=zt−1 +βψ1 (st, zt−1)pioψ2 (zt|st), βψ1 (st, zt−1) decides
whether to terminate previous options, pioψ2 (zt|st) chooses new options, and ψ = {ψ1, ψ2}. Here
both βψ1 (st, zt−1) and pi
o
ψ2
(zt|st) are trained by minimizing JpiH (ψ).
Intra-option policy is also optimized by minimizing DKL
(
piL (·|st, zt) ‖piL∗
)
. We use the reparame-
terization trick to allow gradients to pass through the expectations operator. At each time step t, at is
sampled from fζ (t; st, zt), where t is a noise vector sampled from a Gaussian distribution.
JpiL(ζ) = E(st,zt)∼D,t∼N
[
α log
(
piLζ (fζ (t; st, zt) |st, zt)
)− min
i=1,2
Qθi (st, zt, fζ (t; st, zt))
]
(19)
With all above loss functions, we can iteratively train value functions and estimate high-level and
low-level optimal policies. The whole algorithm is literally listed in Algorithm 1.
5 Experiment
In this section, we design experiments to answer following questions: (1) Can the additional option
framework accelerate training? (2) Whether state-action space related to each option has strong
coherence? (3) What is the impact of a well trained option selection policy in an opposite task? We
adapt several benchmarking robot control tasks in Mujoco domains to answer the above questions.
5.1 Results and Comparisons
We compare our algorithm with three other algorithms: Soft Actor-Critic (SAC)[15], Double Actor-
Critic (DAC) [44] and adInfoHRL [32]. SAC is a current baseline off-policy DRL algorithm, which
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Algorithm 1 Soft Option Actor-Critic
1: Input: θ1, θ2, φ1, φ2, ψ, ζ, α , τ . Initialize parameters
2: θ¯1 ← θ1, θ¯2 ← θ2, φ¯1 ← φ1, φ¯2 ← φ2 . Initialize target network weights
3: D ← ∅ . Initialize an empty replay buffer
4: for each iteration do
5: for each simulation step do
6: zt ∼ piHψ (zt|st, zt−1), at ∼ piLζ (at|st, zt), st+1 ∼ p (st+1|st, at)
7: D ← D ∪ {(zt−1, st, zt, at, rt, st+1)}
8: end for
9: for each update step do
10: φi ← φi − λU ∇ˆφiJU (φi), for i ∈ {1, 2}
11: θi ← θi − λQ∇ˆθiJQ (θi), for i ∈ {1, 2}
12: ψ ← ψ − λpiH ∇ˆψJpiH (ψ), ζ ← ζ − λpiL∇ˆζJpiL (ζ)
13: end for
14: θ¯i ← τθi + (1− τ)θ¯i, for i ∈ {1, 2} . Soft update target network weights
15: φ¯i ← τφi + (1− τ)φ¯i, for i ∈ {1, 2} . Soft update target network weights
16: end for
is also based on maximum entropy and probability inference models. We use it here to test whether
our option framework can accelerate learning. Meanwhile, to the best of our knowledge, DAC and
adInfoHRL are current best on-policy and off-policy algorithms with a similar hierarchical structure
introducing a hidden and latent variable to abstractly present state-action space. All corresponding
hyperparameters are literally listed in supplement materials.
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Figure 2: Training curves of episode return in benchmark continuous control tasks.
Figure 2 demonstrates the average return of test rollout during training for SOAC (our algorithm), SAC,
DAC and adInfoHRL on four Mujoco tasks. We train four different instances of each algorithm with
random seeds from zero to three with each performing ten evaluation rollouts every 5000 environment
steps and choose the best three instances. The solid curves represent the mean value smoothed by
the Moving Average method and the shaded region represents the minimum and maximum returns
over related trials. We notice that our algorithm dramatically outperforms DAC and adInfoHRL,
both in terms of learning speed and stability. For example, on Hopper-v2, DAC and adInfoHRL
suffer from unstable learning, but our algorithm quickly stabilizes at the highest score. Meanwhile,
on Ant-v2, addInfoRL fails to make any progress, but our algorithm dramatically outperforms
other algorithms. Compared with SAC, our algorithm performs comparably on HalfCheetah-v2 and
Walker2d-v2 and outperforms on Hopper-v2 and Ant-v2. These results indicate that our algorithm can
accelerate learning by softly dividing state-action space based on the option framework with sufficient
exploration. We address part of the reason as the multimodal treatment of our actor’s policy. To deal
with continuous action space, an actor’s policy is usually defined as a normal distribution. However,
this might not meet the actual optimal policy. The entire policy of our actor has a multimodal
distribution similar to Gaussian Mixture Model (GMM) and give our agents a stronger ability to make
decisions. In addition, part of neural networks related to different intra-option policies are shared
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to accelerate training [45]. This provides the same feature extraction strategy for all intra-option
policies.
5.2 Visualization of State-Action Space with Different Options
Our algorithm performs well in Mujoco domains with stable learning curves. To verify whether
our option selection policy is reasonable, we utilize the t-sne method [26] to illustrate state-action
space corresponding to each option in Figure 3. We notice distinct clusters for different options in
each Mujoco task. This indicates that our option selection policy is well trained to assign options
for different situations. In addition, we notice multi-cluster related to one option, which is similiar
with [32, 30, 12]. This is because option selection policy might assign different sub-tasks for one
option to solve limited by the fixed number of options. How to determine the most suitable number
of options is still an open question, although most previous research tends to set the number to
four [2, 39, 32, 44]. An exploration of variable number of options is a future direction.
Hopper-v2 HalfCheetah-v2 Walker2d-v2 Ant-v2
Figure 3: Embeddings visualizing of state-action space with the t-sne method.
5.3 Transfer of Option Selction Policy
We are wondering whether the option selection policy learned from a certain task can discover
a general division method of the environment. Even though our algorithm is not designed for
transfer learning, we find out that our well trained option selection policy can accelerate training in
a diametrically different task with an opposite reward function. As shown in Figure 4, transferring
high-level option selection policy will accelerate learning compared with transferring nothing in most
Mujoco domains. Meanwhile, the transferred option selection policy makes the training more stable.
Especially on Hopper-v2, a hopper suffers from falling down while attempting to jump backwards.
With transferred option selection policy, agents have more opportunities to learn to jump backwards
rather than staying in place. These results indicate that our well trained option selection policy can
generally divide the environment and assign sub-tasks with probability models, which will provide
benefits for transfer learning.
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Figure 4: Learning curves of transferring option selection policy compared with transferring nothing.
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6 Conclusion
In this paper, we propose soft option actor-critic (SOAC), an off-policy maximum entropy DRL
algorithm with the option framework. With probability inference models, we theoretically derive
optimal policies based on soft optimality and simplify our optimization problem as fitting optimal
trajectories. We empirically demonstrate that our algorithm matches or exceeds prior on-policy
and off-policy methods in a range of Mujoco benchmark tasks and while still providing benefits
for transfer learning. The state-action space associated with each option shows strong connectivity.
These results indicate that our option selection policy is sophisticated to assign options for different
situation. Our algorithm has shown the potential to boost sample efficiency with operative exploration
to address current well-known challenges restricting the applicability of the option framework.
7 Broader Impact
Deep reinforcement learning (DRL) has achieved remarkable progress in recent years. It has exceeded
the human level performance in many challenging environments such as Atari Games [29, 28], game
of go [38], poker [4], and StarCraft II [42]. However, classical end-to-end learning progress still
suffers from high dimension in state and action space, which might influence the convergence rate
and cause unbearable training time. In this paper, we attempt to train an option framework, which
can extract sub-tasks with arbitrary interval from a long-horizon task to simplify the original MDP
problem. We combine the option framework with probability inference models and information-
theoretical intrinsic rewards and propose a novel and stable off-policy algorithm to address the well
known challenges mentioned in the introduction section. As we all know, creation starts from the
ability to discover and summarize problems. With the option framework, agents can learn diverse
skills from sub-tasks proposed by themselves while solving the entire task. In general, the option
framework encourages agents to explore the environment and ask questions. This might be a key point
in the artificialization of artificial intelligence. Learning the option framework will definitely bring
more computational complexity. Nevertheless, our approach has shown that learning this hierarchical
structure can accelerate training in Mujoco domains. Our approach can be regarded as a step for the
option framework to be widespreadly adopted.
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A Theory Details
A.1 Graphical Models
The whole trajectory is shown in Figure. 1. Its corresponding distribution p(τ) is:
p(τ) = p (s0, z0, a0, . . . , sT , zT , aT |θ) = p (s0)
T∏
t=0
p (at|st, zt, θ) p (zt|st, zt−1, θ) p (st+1|st, at) ,
(20)
where p (zt|st, zt−1, θ) =
(
1− βzt−1 (st|θ)
)
Izt=zt−1 + βzt−1 (st|θ)pio (zt|st, θ), βzt−1 (st|θ) is a
terminal condition function, and pio (zt|st, θ) is an option choosing policy.
A.2 Derivation of the Optimization Problem
Based on probability models corresponding to Ot shown in Equation 5 and Equation 6, we can
recover the explicit form of p (τ |O1:T ) from Equation 4.
p(τ |O1:T ) ∝ p (s0)
T∏
t=0
p (Ot|st, at) p(zt|st, at, zt−1,Ot)p (st+1|st, at)
=Mp (s0)
T∏
t=0
p (Ot|st, at) p(zt|st, at, zt−1,Ot)p (st+1|st, at)
=M
[
p (s0)
T∏
t=0
p (st+1|st, at)
]
exp
(
T∑
t=0
r (st, at)
α
)
exp
(
T∑
t=0
(λ1I(zt; {st, at})− λ2`(θ))
)
,
(21)
whereM is a constant representing the multiplication of some prior probabilities.
Our optimization process can be defined as continuously shrinking the KL divergence from the
optimal strategy, which can be written as
DKL(pˆ(τ)‖p(τ |O1:T )) = Eτ∼pˆ(τ) [log pˆ(τ)− log p(τ |O1:T )]
=
T∑
t=0
E(st,zt,at)∼pˆ(τ)
[
log piH (zt|st, zt−1) + log piL (at|st, zt)− r (st, at)
α
− (λ1I (zt; {st, at})− λ2`(θ))]− logM,
(22)
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where logM is a constant which can be ignored while optimizing policies to maximize or minimize
DKL(pˆ(τ)‖p(τ |O1:T )). Our optimization problem can be further simplified to:
piH∗, piL∗ = arg max
piH ,piL
−DKL(pˆ(τ)‖p(τ |O0:T ))
= arg max
piH ,piL
T∑
t=0
E(st,zt,at)∼pˆ(τ)
[
r (st, at)
α
+ (λ1I (zt; {st, at})− λ2`(θ))
− log piH (zt|st, zt−1)− log piL (at|st, zt)
]
.
= arg max
piH ,piL
T∑
t=0
E(st,zt,at)∼pˆ(τ)
[
r (st, at)
α
+ (λ1I (zt; {st, at})− λ2`(θ))
+H (piH (·|st))+H (piL (·|st, zt))] .
= arg max
piH ,piL
T∑
t=0
E(st,zt,at)∼piH ,piL
[
r (st, at)
α
+ (λ1I (zt; {st, at})− λ2`(θ))
+H (piH (·|st))+H (piL (·|st, zt))] .
(23)
A.3 Relationship among Backward Messages
The relationship among βt (st), βt (st, zt) and βt (st, zt, at) is:
βt (st) = p (Ot:T |st) =
∫
Z
p (Ot:T |st, zt) p (zt|st) dzt =
∫
Z
βt (st, zt) p (zt|st) dzt, (24)
where p (zt|st) is the prior option choosing policy and can be assumed as a uniform distribution over
the set of option.
βt (st, zt) = p (Ot:T |st, zt) =
∫
A
p (Ot:T |st, zt, at) p (at|st, zt) dat
=
∫
A
βt (st, zt, at) p (at|st, zt) dat,
(25)
where p (at|st, zt) is the prior action choosing policy and can be assumed as a uniform distribution
over the set of action.
βt (st, zt, at) = p (Ot:T |st, zt, at) =
∫
S
p (Ot+1:T |st+1) p (st+1|st, zt, at) p (Ot|st, zt, at) dst+1
=
∫
S
βt+1 (st+1) p (st+1|st, at) p (Ot|st, zt, at) dst+1.
(26)
A.4 Proof of Lemma 1
Proof. We assume the prior option choosing policy is equally probable in all possible values. To
simplify our formulation, we assume the value of p(zt|st) is one no matter what zt is. This might
cause the estimated V function to be a multiple of the actual V function. Our optimal option choosing
policy and optimal action choosing policy have the softmax form. So this multiple form error will not
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lead to changes in the optimal policies. In addition, we believe a sophisticated alpha can offset the
deviation. Based on assumptions above, the V function can be written as:
V (st) = α log
∫
Z
exp
(
U (st, zt)
α
)
p(zt|st)dzt
def
= α log
∫
Z
exp
(
U (st, zt)
α
)
dzt
= EpiH∗(zt|st)
[
U (st, zt)− U (st, zt) + α log
∫
Z
exp
(
U (st, zt)
α
)
dzt
]
= EpiH∗(zt|st)
[
U (st, zt)− α log exp U (st, zt)
α
+ α log
∫
Z
exp
(
U (st, zt)
α
)
dzt
]
= EpiH∗(zt|st)
U (st, zt)− α log exp U(st,zt)α∫
Z exp
(
U(st,zt)
α
)
dzt

= EpiH∗(zt|st)
[
U (st, zt)− α log
exp U(st,zt)α
exp V (st)α
]
= EpiH∗(zt|st)
[
U (st, zt)− α log piH∗ (zt|st)
]
.
(27)
A.5 Proof of Lemma 2
Proof. Same as Section A.4, we set the value of p(at|st, zt) to one no matter what at is. Then the U
function can be written as:
U (st, zt) = α log
∫
A
exp
(
Q (st, zt, at)
α
)
p(at|st, zt)dat
def
= α log
∫
A
exp
(
Q (st, zt, at)
α
)
dat
= EpiL∗(at|st,zt)
[
Q (st, zt, at)−Q (st, zt, at) + α log
∫
A
exp
(
Q (st, zt, at)
α
)
dat
]
= EpiL∗(at|st,zt)
[
Q (st, zt, at)− α log exp Q (st, zt, at)
α
+ α log
∫
A
exp
(
Q (st, zt, at)
α
)
dat
]
= EpiL∗(at|st,zt)
Q (st, zt, at)− α log exp Q(st,zt,at)α∫
A exp
(
Q(st,zt,at)
α
)
dat

= EpiL∗(at|st,zt)
[
Q (st, zt, at)− α log
exp Q(st,zt,at)α
exp U(st,at)α
]
= EpiL∗(at|st,zt)
[
Q (st, zt, at)− α log piL∗ (at|st, zt)
]
.
(28)
A.6 Proof of Lemma 3
Proof. Because of the relationship between βt (st, zt, at) and βt+1 (st+1) shown in Equation26, the
Q function can be written as below. The original backup considers a softmax over the next expected
value. In that way, one possible outcome for the next state with a very high value will dominate the
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backup [24]. So we replace the softmax form backup message α logEp(st+1|st,at)
[
exp
(
V (st+1)
α
)]
with a more general form: γEp(st+1|st,at) [V (st+1)].
Q (st, zt, at) = α log
∫
S
exp
(
V (st+1)
α
)
p (st+1|st, at) p (Ot|st, zt, at) dst+1
= α logEp(st+1|st,at)
[
exp
(
V (st+1)
α
)]
+ α log p (Ot|st, zt, at)
def
= γEp(st+1|st,at) [V (st+1)] + α log p (Ot|st, zt, at)
= γEp(st+1|st,at) [V (st+1)] + α log
p (Ot, st, zt, at)
p (st, zt, at)
= γEp(st+1|st,at) [V (st+1)] + α log
p (zt|st, at,Ot) p (Ot|st, at) p (st, at)
p (zt|st, at) p (st, at)
= γEp(st+1|st,at) [V (st+1)] + α log
p (zt|st, at,Ot) p (Ot|st, at)
p (zt|st, at)
= γEp(st+1|st,at) [V (st+1)] + α log p (Ot|st, at) + α log p (zt|st, at,Ot)− α log p (zt|st, at)
def
= γEp(st+1|st,at) [V (st+1)] + r (st, at) + α (λ1I(zt|st, at)− λ2`(θ)− log p(zt|st, at))
(29)
A.7 Mutual Information Calculation
In this paper, we utilize the mutual information (MI) I (zt; {st, at}) to describe the identifiability of
each intra-option policy, which is defined as
I (zt; {st, at}) = H(zt)−H(zt|st, at). (30)
To calculate entropy, we need to calcutate corresponding probability p(zt|st, at) and p(zt) first.
p(zt|st, at) is calculated by Bayesian formula. And p(zt) is calculated by the Monte Carlo method.
We use data sampled from the replay buffer to estimate p(zt).
p(zt|st, at) = p(st, zt, at)
p(st, at)
=
p(at|st, zt)p(st, zt)
p(st, at)
=
p(at|st, zt)p(zt|st)p(st)
p(at|st)p(st)
=
p(at|st, zt)p(zt|st)∑
z′ p (at|st, z′t) p (z′t|st)
,
(31)
p(zt) =
∫
p(st, at)p(zt|st, at)datdst = E(st,at)∼D[p(zt|st, at)], (32)
where D is a data batch used while training. We use this method for a more precise estimation.
Then we can calculate corresponding entropy, which is estimated by the Monte Carlo method while
training.
H(zt|st, at) = E[−p(zt|st, at) log p(zt|st, at)] (33)
H(zt) = E[− log p(zt)] (34)
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Table 1: SOAC Hyperparameters
Hyperparameters SOAC SAC DAC adInfoHRL
Common hyperparameters
Optimizer Adam Adam Adam Adam [21]
Learning rate 3e-4 3e-4 3e-4 1e-3
Discount weight(γ) 0.99 0.99 0.99 0.99
Replay buffer size 106 106 2048 106
Optimization batch size 256 256 64 100
Number of units in hidden layers (256, 256) (256, 256) (64, 64) (400, 300)
Nonlinearity ReLU ReLU ReLU ReLU,Tanh
Target update interval 1 1 1 1
Gradient steps 1 1 10 1
Target smoothing coefficient(τ ) 0.005 0.005 - 0.005
Option number 4 - 4 4
Reward scale 5 1 1 1
Use Popart [17] True False False False
SOAC and adInfoHRL
Mutual information weight(λ1) 1 - - 0.1
Noise influence weight(λ2) 5 - - 0.04
Action noise a 0.2 - - 0.2
State noise s 1 - - 1
SOAC and SAC
Random action steps 104 104 - -
Start training steps 104 104 - -
Update alpha False True - -
adInfoHRL only
Size of the on-policy buffer - - - 5000
Total batch size for all option policies - - - 400
Batch size for the option network - - - 50
Number of epochs for training the option network - - - 40
Noise clip threshold - - - 0.5
Noise for exploration - - - 0.1
DAC only
GAE coefficient - - 0.95 -
Action probability ratio clip - - 0.2 -
SAC only
Entropy target - -dim(A) - -
B Experiment Details
B.1 Hyperparameters
In this paper, all hyperparameters of SAC, DAC and adInfoHRL follow the original papers [15, 44, 32].
We directly utilize code uploaded by related authors on github to achieve similar performances as
original papers. In SAC, we choose the latest algorithm which updates α while training. In order
to get the best comparison effect, we set most hyperparameters same as SAC. Different from SAC,
we fix α to one and set the scale of rewards to five for all tasks. It should be noticed that only the
agent trained on Walker2d-v2 is greatly affected by random seeds. After rough adjustment, we set
the mutual information weight to 0.3 on Walker2d-v2, which is different from other environments.
Meanwhile, it should be noticed that we do not use popart [17] in SAC but use it in SOAC. Actually,
we have tested that adding popart to SAC will dramatically weaken its performance. In contrast,
popart in SOAC will stabilize training. All corresponding hyperparameters are listed in Table 1.
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Table 2: state-Action Space Dimention in Mujoco Domains
Environments State dimension Action dimension
Hopper-v2 11 3
Walker2d-v2 17 6
HalfCheetah-v2 17 6
Ant-v2 111 8
B.2 Environment Details
Our experiments are based on Mujoco domains in OpenAI Gym (https://gym.openai.com/). Reward
functions used in Section 5.1 are the original reward functions. In Section 5.3, we transfer the final
instances of SOAC shown in Figure 2 to opposite tasks. The reward function in each Mujoco task
includes three parts: alive bonus, control cost and moving bonus. To build opposite reward functions,
we take the opposite of moving bonus and keep other items unchanged. Meanwhile, the dimensions
of state space and action space are listed in Table 2.
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