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Abstract
We deal with the higher-order fractional Laplacians by two meth-
ods: the integral method and the system method. The former depends
on the integral equation equivalent to the differential equation. The
latter works directly on the differential equations. We first derive
nonexistence of positive solutions, often known as the Liouville type
theorem, for the integral and differential equations. Then through an
delicate iteration, we show symmetry for positive solutions.
Key words:Higher-order Fractional Laplacian, Green’s function, the
method of moving planes, nonexistence, symmetry
1 Introduction
Let t = m+ α
2
and 0 < α < 2. The higher-order fractional Laplacian (−△)t
with m ∈ N , and the usual fractional Laplacian (−△)α/2, usually take the
form of
(−△)tu(x) = Cn,tP.V.
∫
Rn
m
Σ
k=0
Hk△
ku(x)− u(y)
|x− y|n+2t
dy
= Cn,t lim
ε→0
∫
Rn\Bε(x)
m
Σ
k=0
Hk△
ku(x)− u(y)
|x− y|n+2t
dy,
where
Hk =
1
2kk!n(n + 2) · · · (n + 2k − 2)
.
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An equivalent approach to define it is via the difference quotient:
(−△)tu(x) = Cn,t
∫
Rn
2m+2
Σ
k=0
(−1)k−m−1Ck2m+2u(x+ (k −m− 1)y)
|y|n+2t
dy,
with
Ck2m+2 =
(2m+ 2)!
k!(2m+ 2− k)!
.
From the defining integral in (4), we can see that both (−△)t and (−△)α/2
are nonlocal pseudo-differential operators. Such non-locality brings in the
real difference between the usual Laplacians and the fractional Laplacians,
and poses a strong barrier in the generalization of many useful results from
the Laplacians to the fractional ones. For example, when considering a
Dirichlet problem involving −△ in a bounded domain Ω, it is sufficient to
know the behavior of solution on ∂Ω. But when it comes to (−△)α/2, we
need to gather information on both ∂Ω and Rn\Ω.
Due to its non-local nature, the fractional Laplacian have been receiv-
ing intense attention from researchers in physics, astrophysics, mechanics,
mathematics and economics. Scientists have been using integrations and
differentiation of fractional orders to describe the behavior of objects and
systems. In physics, it is used to derive heat kernel estimates for a large class
of symmetric jump-type processes (see [7], [2]). Its application is also seen
in the study of the acoustic wave equation, which was an important point
of reference in the development of the electromagnetic wave equation. In
astrophysics, researchers use it to model the dynamics in the Hamiltonian
chaos (see [20]). In probability, it is defined as the generator of α-stable Le´vy
processes that represents random motions, such as the Brownian motion and
the Poisson process(see [12] and [14]). In finance, it models jump precess (see
[19]). For more details, please see [1], [3], [4] and the references there in.
In this paper, we consider the Navier boundary value problem:{
(−△)tu(x) = up(x), x ∈ Rn+,
(−△)iu(x) = 0, x /∈ Rn+,
(1)
with i = 0, 1, 2, · · ·, m. We want to derive the nonexistence of positive
solutions.
The nonexistence result is often famously known as the Liouville-type
theorem. Interestingly enough, in PDE analysis, by applying the nonexis-
tence to blowed-up-and-rescaled equations, one is able to derive the a priori
2
estimates for the solutions of the original equations. Then, combining the
estimates with methods like the topological degree and continuation method,
it forms a powerful tool to derive the existence of solutions.
Considerable work have been devoted to the study of the Liouville theo-
rems associated with the usual fractional Laplacian (−△)α/2 and interesting
results have been obtained.
In [22], the authors proved that the only solution for{
(−△)α/2u(x) = 0, x ∈ Rn,
u(x) ≥ 0, x ∈ Rn,
is constant.
In [6], Chen, Fang and Yang studied the following Dirichlet problem in-
volving the fractional Laplacian:{
(−△)α/2u = up, x ∈ Rn+,
u ≡ 0, x 6 ∈Rn+.
By studying its equivalent integral equation
u(x) =
∫
R
n
+
G(x, y)up(y)dy,
they obtained the non-existence of positive solutions in the critical and sub-
critical cases 1 < p ≤ n+α
n−α
under no restrictions on the growth of the solutions.
In [5], the authors considered an α-harmonic problem:

(−△)α/2u(x) = 0, x ∈ Rn,
lim
|x|→∞
u(x)
|x|γ
≥ 0,
for some 0 ≤ γ ≤ 1 and γ < α. There they proved that u must be constant
throughout Rn.
For more results on the Liouville theorems, please see [13], [15], [21] and
the references therein). To our best knowledge, the Liouville theorems con-
cerning the higher-order fractional Laplacian are few and new. In [16], among
which, we derived the equivalent integral form of the above differential equa-
tion:
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Lemma 1 Suppose u is a positive solution of (1). If (−∆)mu ≥ 0 and
2m < n, then u must satisfy the integral equation
u(x) =
∫
Rn+
G+2t(x, y)u
p(y)dy. (2)
And vice versa.
Based on the equivalence result, at the end of the paper we conjectured that
Assume that u ∈ L
n(p−1)
2t
loc (R
n
+) for p > 1 is a nonnegative solution to (1).
Then u must be trivial.
As a continuation of [16], here we partially prove the conjecture under a
stronger assumption that u ∈ L
n(p−1)
2t (Rn+). Let R
+ = {x = (x1, . . . , xn) ∈
Rn | xn > 0}.
Theorem 1 Assume that (−∆)mu ≥ 0 and 2m < n. If u ∈ C2m,1loc ∩ L2t is a
nonnegative solution for
u(x) =
∫
Rn+
G+2t(x, y)u
p(y)dy, (3)
then u must be trivial.
As an immediate consequence of Lemma 1 and Theorem 1, we have
Theorem 2 For p > 1 and n > 2t, suppose u ∈ L
n(p−1)
2t (Rn+) is a nonnegative
solution for (1). If (−△)mu ≥ 0 in Rn+, u must be trivial.
The pseudo-differential operator (−△)t can also be defined inductively
(see [18]) as:
(−△)t = (−△)α/2 ◦ (−∆)m, (4)
where (−△)α/2 is the fractional Laplacian. This allows us to split a single
higher-order fractional equation into a system. We will develop an itera-
tion method based on the following narrow region principle to deal with the
differential problem directly.
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Theorem 3 Assume that Ω is a bounded narrow region in Σλ = {x ∈ R
n |
x1 < λ}. Without loss of generality, we may assume that Ω is contained in
the slab {x ∈ Rn | λ− l < x1 < λ} with ε > 0 small. Consider

−△U(x) + c1(x)V (x) ≥ 0, x ∈ Ω,
(−△)α/2V (x) + c2(x)U(x) ≥ 0, x ∈ Ω,
V (xλ) = −V (x), x ∈ Σλ,
U(xλa) = −U(x), x ∈ Σλ,
U(x), V (x) ≥ 0, x ∈ Σλ\Ω,
where ci(x) ≤ 0 in Ω and are bounded for i = 1, 2, U ∈ C
2 and V ∈
C1,1loc (Ω ∩ Lα) are lower semi-continuous in Ω¯.
Then for l sufficiently small, we have
U(x), V (x) ≥ 0, x ∈ Ω.
For unbounded Ω, the above result still holds on condition that
U(x), V (x)→0, |x|→∞.
Further, if either U(x) or V (x) equals 0 at some point in Ω, then
U(x), V (x) ≡ 0, x ∈ Rn.
Then we are able to prove that
Theorem 4 Let t = 1+α/2 for 0 < α < 2. Assume that u ∈ C3,1loc (B1(0)) is
a positive solution of {
(−△)tu = f(u), x ∈ B1,
u = △u = 0, x ∈ Rn\B1,
where f(t) is Lipschitz continuous and increasing in t. Then u must be
symmetric about the origin.
With the symmetry result, one can continue to carry out estimates on
the regularity results and derive useful Sobolev inequalities. For readers who
are interested please see [10] , [11] and the references therein.
This paper is organized as follows: In Section 2, we obtain some essential
inequalities for the Green’s function related to (−∆)t; In Section 3, we prove
Theorem 1 through the method of moving planes in integral forms. We close
the paper with a proof of the narrow region principle and Theorem 4.
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2 Properties of the Green’s Function
First we derive some properties of the Green’s function G+2t(x, y), which is
essential in the process of moving the planes.
For any real number λ, let
Σλ =
{
x = (x′, xn) ∈ R
n
+ | 0 < xn < λ
}
,
Tλ =
{
x ∈ Rn+ | xn = λ
}
,
and let
xλ = (x1, x2, · · · , 2λ− xn)
be the reflection of the point x = (x′, xn) abo ut the plane Tλ.
Lemma 2.1 The Green’s function G+2t(x, y) satisfies the following properties:
1. For any x, y ∈ Σλ and x 6= y, we have
G+2t(x
λ, yλ) > max{G+2t(x
λ, y), G+2t(x, y
λ)} (5)
and
G+2t(x
λ, yλ)−G+2t(x, y) > |G
+
2t(x
λ, y)−G+2t(x, y
λ)|. (6)
2. For any x ∈ Σλ, y ∈ Σ
C
λ , it holds
G+2t(x
λ, y) > G+2t(x, y) and G
+
2t(y, x
λ) > G+2t(y, x). (7)
3. For x, y ∈ Rn+ ,
G+2t(x, y) ≤
C
|x− y|n−2t
. (8)
Proof. It’s well known that the above inequalities are true for the
Green’s functions associated with −△ and (−△)m. In the proof below, we
will make use of this fact.
Let Σ˜λ be the reflection of Σλ about Tλ, and R
n
+ = Σλ ∪ Σ˜λ ∪ Dλ. To
prove the lemma, we recall that G+2m(x, y) and G
+
α (x, y) satisfy inequality
(5)-(7) as well. Therefore,
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1.
G+2t(x
λ, yλ)−G+2t(x
λ, y)
=
∫
Rn+
G+2m(x
λ, z)
(
G+α (z, y
λ)−G+α (z, y)
)
dz
=
∫
Σλ∪Σ˜λ∪Dλ
G+2m(x
λ, z)
(
G+α (z, y
λ)−G+α (z, y)
)
dz
=
∫
Σλ
(
G+2m(x
λ, z)
(
G+α (z, y
λ)−G+α (z, y)
)
+G+2m(x
λ, zλ)
(
G+α (z
λ, yλ)−G+α (z
λ, y)
))
dz
+
∫
Dλ
G+2m(x
λ, z)
(
G+α (z, y
λ)−G+α (z, y)
)
dz
= I1 + I2. (9)
Since G+α satisfies (6), we have
G+α (z
λ, y)−G+α (z, y) ≥ G
+
α (z, y
λ)−G+α (z
λ, yλ).
Thus
I1 =
∫
Σλ
(
G+2m(x
λ, z)
(
G+α (z, y
λ)−G+α (z, y)
)
+G+2m(x
λ, zλ)
(
G+α (z
λ, yλ)−G+α (z
λ, y)
))
dz
≥
∫
Σλ
(
−G+2m(x
λ, z)[G+α (z
λ, yλ)−G+α (z
λ, y)]
+G+2m(x
λ, zλ)[G+α (z
λ, yλ)−G+α (z
λ, y)]
)
dz
=
∫
Σλ
[G+2m(x
λ, zλ)−G+2m(x
λ, z)][G+α (z
λ, yλ)−G+α (z
λ, y)]dz
> 0.
Because (6) is true for G+α , it implies that
I2 =
∫
Dλ
G+2m(x
λ, z)
(
G+α (z, y
λ)−G+α (z, y)
)
dz > 0.
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Together with (10), it yields
G+2t(x
λ, yλ) ≥ G+2t(x
λ, y).
Similarly, one can show that
G+2t(x
λ, yλ) ≥ G+2t(x, y
λ).
This proves (5). To prove (6), let
[G+2t(x
λ, yλ)−G+2t(x, y)]− [G
+
2t(x
λ, y)−G+2t(x, y
λ)]
=
∫
Σλ
Kdz +
∫
Dλ
Qdz, (10)
where
K = [G+2m(x
λ, z) +G+2m(x, z)][G
+
α (z, y
λ)−G+α (z, y)]
+[G+2m(x
λ, zλ) +G+2m(x, z
λ)][G+α (z
λ, yλ)−G+α (z
λ, y)]
> −[G+2m(x
λ, z) +G+2m(x, z)][G
+
α (z
λ, yλ)−G+α (z
λ, y)]
+[G+2m(x
λ, zλ) +G+2m(x, z
λ)][G+α (z
λ, yλ)−G+α (z
λ, y)]
= [G+2m(x
λ, zλ) +G+2m(x, z
λ)−G+2m(x
λ, z)−G+2m(x, z)]
·[G+α (z
λ, yλ)−G+α (z
λ, y)]
> 0. (11)
By (7), we also have
Q = [G+2m(x
λ, z) +G+2m(x, z)][G
+
α (z, y
λ)−G+α (z, y)] > 0. (12)
Combining (10), (11), and (12), we arrive at
G+2t(x
λ, yλ)−G+2t(x, y) > G
+
2t(x
λ, y)−G+2t(x, y
λ).
Similarly, one can show that
G+2t(x
λ, yλ)−G+2t(x, y) > G
+
2t(x, y
λ)−G+2t(x
λ, y).
This verifies (6).
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2. For x ∈ Σλ and y ∈ Σ
C
λ , let
G+2t(x
λ, y)−G+2t(x, y) =
∫
Σλ
Mdz +
∫
Dλ
Ndz, (13)
where
M = [G+2m(x
λ, z)−G+2m(x, z)]G
+
α (z, y)
+[G+2m(x
λ, zλ)−G+2m(x, z
λ)]G+α (z
λ, y)
> [G+2m(x
λ, zλ)−G+2m(x, z
λ)][G+α (z
λ, y)−G+α (z, y)] > 0. (14)
Meanwhile, we have
N = [G+2m(x
λ, z)−G+2m(x, z)]G
+
α (z, y) > 0. (15)
Combining (13), (14) and (15), we arrive at (7).
3. It’s well known that for 0 < α ≤ 2, x, y ∈ Rn+,
G+α (x, y) =
An,α
s(n−α)/2
[
1−
Bn,α
(s+ t)(n−2)/2
∫ s
t
0
(s− tb)(n−2)/2
bα/2(1 + b)
db
]
,
is the Green’s function for (−△)α/2 in Rn+. Here
s = |x− y|2 while t = 4xnyn.
We know that
G+2m(x, y) =
1
|x− y|n−2m
−
1
|x∗ − y|n−2m
,
thus
G+2m(x, y) ≤
C
|x− y|n−2m
, x, y ∈ Rn+,
and
G+α (x, y) ≤
C
|x− y|n−α
, x, y ∈ Rn+.
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Hence
G+2t(x, y)
=
∫
Rn+
G+2m(x, z)G
+
α (z, y)dz
≤
∫
Rn+
C
|x− z|n−2m|z − y|n−α
dz
=
∫
z¯n>−yn
C
|x− y − z¯|n−2m|z¯|n−α
, z¯ + y = z
=
C
|x− y|n−2t
∫
z˜n>−
yn
|x−y|
dz˜
|z˜|n−α| x−y
|x−y|
− z˜|n−2m
dz¯, z¯ = |x− y|z˜
=
C
|x− y|n−2t
.
3 Nonexistence of Positive Solutions for the
Integral Equation
Proof of Theorem 1
Let
uλ(x) = u(x
λ), wλ(x) = uλ(x)− u(x).
Then
Lemma 3.1
wλ(x) ≥
∫
Σλ
[G2t(x
λ, yλ)−G2t(x, y
λ)](upλ(y)− u
p(y)) dy. (16)
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Proof By (2) and Property 2 in Lemma 2.1, we have
wλ(x) = uλ(x)− u(x)
=
∫
Rn+
G+2t(x
λ, y)up(y)dy −
∫
Rn+
G+2t(x, y)u
p(y)dy
=
∫
Σλ∪Σ˜λ∪Dλ
G+2t(x
λ, y)up(y)dy −
∫
Σλ∪Σ˜λ∪Dλ
G+2t(x, y)u
p(y)dy
=
∫
Σλ
[G+2t(x
λ, y)−G+2t(x, y)]u
p(y)dy
+
∫
Σλ
[G+2t(x
λ, yλ)−G+2t(x, y
λ)]upλ(y)dy
+
∫
Dλ
[G+2t(x
λ, y)−G+2t(x, y)]u
p(y)dy
≥
∫
Σλ
[G+2t(x
λ, y)−G+2t(x, y)]u
p(y)dy
+
∫
Σλ
[G+2t(x
λ, yλ)−G+2t(x, y
λ)]upλ(y)dy.
By Property 1 in Lemma 2.1, one can see that for x, y ∈ Σλ,
G+2t(x
λ, y)−G+2t(x, y) ≥ G
+
2t(x
λ, yλ)−G+2t(x, y
λ).
Therefore,
wλ(x) ≥
∫
Σλ
[G+2t(x, y
λ)−G+2t(x
λ, yλ)]up(y)dy
+
∫
Σλ
[G+2t(x
λ, yλ)−G+2t(x, y
λ)]upλ(y)dy
≥
∫
Σλ
[G+2t(x
λ, yλ)−G+2t(x, y
λ)][upλ(y)− u
p(y)]dy.
This proves the lemma.
Next we use the method of moving planes to derive a contradiction as-
suming that (1) has positive solutions.
Step 1. Start moving the plane Tλ from near xn = 0 to the right along
the xn axis.
Let Σ−λ = {x ∈ Σλ | wλ(x) < 0}. We show that
wλ(x) ≥ 0, a.e. Σλ. (17)
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If not, then for any xo ∈ Σ−λ , by (16) and the mean value theorem, one
have
0 < −wλ(x
o) ≤
∫
Σ−
λ
[G2t(x
λ, yλ)−G2t(x, y
λ)](upλ(y)− u
p(y)) dy
≤ C
∫
Σ−
λ
1
|xλ − yλ|n−2t
(upλ(y)− u
p(y)) dy
≤ C
∫
Σ−
λ
1
|x− y|n−2t
pup−1(y)(−wλ(y)) dy.
Next we need an equivalent form of the Hardy-Little-Sobolev inequality.
Lemma 3.2 Assume 0 < α < n and Ω ⊂ Rn. Let g ∈ L
np
n+αp (Ω) for
n
n−α
< p <∞. Define
Tg(x) :=
∫
Ω
1
|x− y|n−α
g(y)dy.
Then
‖Tg‖Lp(Ω) ≤ C(n, p, α)‖g‖
L
np
n+αp (Ω)
. (18)
The proof of this lemma is standard and can be found in [8] or [9].
By Lemma 3.2 and the Ho¨lder inequality, it follows that
‖wλ‖Lq(Σ−
λ
) ≤ C‖u
p−1wλ‖
L
nq
n+2tq (Σ−
λ
)
≤ C‖up−1‖
L
n
2t (Σ−
λ
)
‖wλ‖Lq(Σ−
λ
),
for any n
n−2t
< q <∞. Since u ∈ L
n(p−1)
2t (Rn+), for λ sufficiently negative, we
have
C‖up−1‖
L
n
2t (Σ−
λ
)
<
1
2
. (19)
Thus
‖wλ‖Lq(Σ−
λ
) <
1
2
‖wλ‖Lq(Σ−
λ
),
i.e. Σ−λ is measure 0.
This proves (17) and completes step 1.
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Step 2. Keep moving the plane until the limiting position
λ0 = sup{λ ≤ ∞ | wµ(x) ≥ 0, ∀x ∈ Σµ, µ ≤ λ}.
We claim that
λ0 =∞. (20)
If not, then for λ0 <∞, we can show that
wλ0(x) ≡ 0. (21)
Thus for any x0 ∈ ∂Rn+, we have
0 < uλ0(x
0) = u(x0) = 0.
The contradiction establishes (20).
To prove (21), we suppose its contrary is true, i.e. there exists a non-
measure-zero set D ⊆ Σλ0 such that
wλ0(x) > 0, x ∈ D. (22)
Thus, for any x ∈ Σλ0 , by (16),
wλ0(x) ≥
∫
Σλ0
[G2t(x
λ0 , yλ0)−G2t(x, y
λ0)](upλ0(y)− u
p(y)) dy
≥
∫
D
[G2t(x
λ0 , yλ0)−G2t(x, y
λ0)](upλ0(y)− u
p(y)) dy
> 0.
Such strict positivity allows us to keep moving Tλ0 to the right while pre-
serving (17). In other words, there exists some ε > 0 small such that for any
λ ∈ (λ0, λ0 + ε), it holds that
wλ(x) ≥ 0, a.e. Σλ. (23)
This is a contradiction with the definition of λ0. It thus verifies (21).
To prove (23), for any small η > 0, we can choose R sufficiently large, so
that (∫
Rn\BR(0)
uτ+1(y)dy
)α
n
< η. (24)
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Fix this R, we will show that the measure of Σ−λ ∩ BR(0) is sufficiently
small as λ close to λo.
By the definition of λo and Lemma 16, it is trivial to deduce that wλo(x) >
0 in the interior of Σλo . For any δ > 0, let
Eδ = {x ∈ Σλo ∩BR(0) | wλo(x) > δ} and Fδ = (Σλo ∩ BR(0)) \ Eδ.
Then obviously
lim
δ→0
µ(Fδ) = 0.
For λ > λo, let
Dλ = (Σλ \ Σλo) ∩BR(0).
Then it is easy to see that(
Σ−λ ∩ BR(0)
)
⊂
(
Σ−λ ∩ Eδ
)
∪ Fδ ∪Dλ. (25)
Apparently, the measure of Dλ gets small as λ approaches λo. We show that
the measure of Σ−λ ∩Eδ can also be sufficiently small as λ close to λo. In fact,
for any x ∈ Σ−λ ∩ Eδ, we have
wλ(x) = u(x
λ)− u(xλo) + u(xλo)− u(x) < 0.
Hence
u(xλo)− u(xλ) > wλo(x) > δ.
It follows that(
Σ−λ ∩ Eδ
)
⊂ Gδ ≡ {x ∈ BR(0) | u(x
λo)− u(xλ) > δ}. (26)
While by the well-known Chebyshev inequality, we have
µ(Gδ) ≤
1
δτ+1
∫
Gδ
|u(xλo)− u(xλ)|τ+1dx
≤
1
δτ+1
∫
BR(0)
|u(xλo)− u(xλ)|τ+1dx.
For each fixed δ, as λ close to λo, the right hand side of the above inequality
can be made as small as we wish. Therefore by (26) and (25), the measure
of Σ−λ ∩ BR(0) can also be sufficiently small. Combining this with (24), we
arrive at (23).
It follows from λ0 =∞ that u(x) is monotone increasing in the xn direc-
tion. This violates our assumption that u ∈ L
n(p−1)
2t (Rn+). Therefore, (1) has
no positive solution.
This completes the proof of the theorem.
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4 Symmetry of Positive Solutions
To derive the symmetry through the iteration method, we first prove a key
ingredient – the narrow region principle.
4.1 Narrow Region Principle
Theorem 4.1 Assume that Ω is a bounded narrow region in Σλ = {x ∈ R
n |
x1 < λ}. Without loss of generality, we may assume that Ω is contained in
the slab {x ∈ Rn | λ− l < x1 < λ} with ε > 0 small.
Consider 

−△U(x) + c1(x)V (x) ≥ 0, x ∈ Ω,
(−△)α/2V (x) + c2(x)U(x) ≥ 0, x ∈ Ω,
V (xλ) = −V (x), x ∈ Σλ,
U(xλa) = −U(x), x ∈ Σλ,
U(x), V (x) ≥ 0, x ∈ Σλ\Ω,
(27)
where ci(x) ≤ 0 in Ω and are bounded for i = 1, 2, U ∈ C
2 and V ∈
C1,1loc (Ω ∩ Lα) are lower semi-continuous in Ω¯.
Then for l sufficiently small, we have
U(x), V (x) ≥ 0, x ∈ Ω. (28)
For unbounded Ω, (28) still holds on condition that
U(x), V (x)→0, |x|→∞.
Further, if either U(x) or V (x) equals 0 at some point in Ω, then
U(x), V (x) ≡ 0, x ∈ Rn. (29)
Proof. If V (x) ≥ 0 is not true, then there must exist some x0 ∈ Ω such
that
V (x0) = min
Σλ
V (x) < 0.
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Then
(−△)α/2V (x0) = Cn,αPV
∫
Rn
V (x0)− V (y)
|x0 − y|n+α
dy
= Cn,αPV
{∫
Σλ
V (x0)− V (y)
|x0 − y|n+α
dy +
∫
Rn\Σλ
V (x0)− V (y)
|x0 − y|n+α
dy
}
= Cn,αPV
{∫
Σλ
V (x0)− V (y)
|x0 − y|n+α
dy +
∫
Σλ
V (x0) + V (y)
|x0 − yλ|n+α
dy
}
≤ Cn,α
∫
Σλ
{
V (x0)− V (y)
|x0 − yλ|n+α
+
V (x0) + V (y)
|x0 − yλ|n+α
}
dy
= Cn,α
∫
Σλ
2V (x0)
|x0 − yλ|n+α
dy
≤ CV (x0)
∫
B1(xo)\Bl(xo)
1
|xo − y|n+α
dy
≤
CV (x0)
lα
. (30)
Together with
(−△)α/2V (x) + c2(x)U(x) ≥ 0,
we deduce that
U(x0) < 0.
It thus implies that there exists some x¯ ∈ Σλ ∩B1(0) such that
U(x¯) = min
Σλ
U(x) < 0. (31)
For δ > 0 small, let φ(x) = sin
(
x1−λ+l+δ
l
)
. Then φ(x) has positive
bounds and satisfies △φ(x) = −φ(x)
l2
. Let w(x) = U(x)
φ(x)
. It follows from (31)
that there exists some ξ such that
w(ξ) = min
Σλ
w < 0.
At the negative minimum point of w, we have
△U(ξ) = △w(ξ)φ(ξ) + 2∇w(ξ) · ∇φ(ξ) + w(ξ)△φ(ξ)
≥ −w(ξ)
φ(ξ)
l2
≥ −U(x¯)
φ(ξ)
φ(x¯) l2
.
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On the other hand, by (27) and (30), we know
△U(ξ) ≤ c1(ξ) V (ξ)
≤ −c1(ξ) c2(x
0)U(x0) lα. (32)
Combining (??) and (32), it yields
l2+α
φ(x¯) c1(ξ) c2(x
0)
φ(ξ)
≥ 1.
The inequality above will certainly fail to hold for l sufficiently small. This
shows that V (x) must be non-negative. Applying the maximum principle to
(27), it yields
U(x) ≥ 0, x ∈ Ω.
Next we argue (29) by a contradiction.
Suppose for some η ∈ Ω, U(η) = 0. Then η is the minimum point of U .
Thus
0 ≥ −△U(η) ≥ c1(η)V (η).
Meanwhile,
c1(η)V (η) ≤ 0.
Hence
V (η) = 0 = min
Σλ
V,
and
(−△)α/2V (η)
= Cn,αPV
∫
Rn
−V (y)
|η − y|n+α
dy
= Cn,αPV
∫
Σλ
−V (y)
|η − y|n+α
dy +
∫
Σλ
−V (yλ)
|η − yλ|n+α
dy
= Cn,αPV
∫
Σλ
(
1
|x0 − yλ|n+α
−
1
|x0 − y|n+α
)
V (y) dy. (33)
If V (x) 6≡ 0, then (33) implies that
(−△)α/2V (η) < 0.
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Together with (27), it shows that
U(η) < 0.
This is a contradiction with (28). Hence V (x) must be identically 0 in Σλ.
Since
V (xλ) = −V (x), x ∈ Σλ,
it shows that
V (x) ≡ 0, x ∈ Rn.
Again with (27), one can easily deduce that U(x) ≤ 0, x ∈ Σλ. Since we
already know that U(x) ≥ 0, x ∈ Σλ, it must hold that U(x) = 0, x ∈ Σλ.
Together with U(xλ) = U(x), we arrive at
U(x) ≡ 0, x ∈ Rn.
If there exists a ξ ∈ Ω such that V (ξ) = 0. Then from (30) and (27) it
follows
−c1(ξ)V (ξ) ≤ (−△)
α/2V (ξ) ≤
V (ξ)
lα
< 0.
It thus implies that some η ∈ Ω, U(η) = 0. The rest is the same as the
previous argument. It thus proves (29).
4.2 The Iteration Method
Theorem 4.2 Let s = 1+α/2 for 0 < α < 2. Assume that u ∈ C3,1loc (B1(0))
is a positive solution of{
(−△)su = f(u), x ∈ B1,
u = △u = 0, x ∈ Rn\B1,
(34)
where f(t) is Lipschitz continuous and increasing in t. Then u must be
symmetric about the origin.
Proof. Let −△u = v. Then (34) can be split into two equations:{
(−△)α/2v = f(u), x ∈ B1,
v = 0, x ∈ Rn\B1,
(35)
and {
−△u = v, x ∈ B1,
u = 0, x ∈ Rn\B1.
(36)
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We carry out the proof via the method of moving planes.
We first choose any direction to be the x1-direction and let
Tλ = {x ∈ R
n | x1 = λ}, Σλ = {x ∈ R
n | x1 < λ},
and
xλ = {(2λ− x1, x
′) | x = (x1, x
′) ∈ Rn}
be the reflection of x about the plane Tλ.
Let
uλ(x) = u(x
λ)
and
Uλ(x) = uλ(x)− u(x), Vλ(x) = vλ(x)− v(x).
Then 

−△Uλ(x) = Vλ(x), x ∈ Σλ,
(−△)α/2Vλ(x) = f(uλ)− f(u), x ∈ Σλ ∩ B1(0),
Uλ(x) ≥ 0, x ∈ ∂(Σλ ∩ B1(0)),
Vλ(x) ≥ 0, x ∈ Σλ\(Σλ ∩B1(0)).
(37)
Step 1. Moving the plane Tλ from −1 to the right.
For λ near −1, we claim that
Uλ(x) ≥ 0, x ∈ Σλ. (38)
Notice that
f(uλ)− f(u) =
f(uλ)− f(u)
uλ(x)− u(x)
Uλ(x),
this allows us to obtain desired result by applying Lemma 27 (narrow region
principle) to (37) with c1(x) = −1 and
c2(x) = −
f(uλ)− f(u)
uλ(x)− u(x)
.
Step 2. Keep moving the plane Tλ until the limiting position
λ0 = sup{λ ≤ 0 | Uµ(x), Vµ(x) ≥ 0, x ∈ Σµ, ∀µ < λ}.
We claim that
λ0 = 0. (39)
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If not, then for λ0 < 0 we can show that
Uλ0(x) ≡ 0, x ∈ Σλ0 . (40)
We postpone the proof of (40) for the moment. From (39), we know that
0 = uλ0(x) = u(x) > 0, x = 1 + λ0.
A contradiction. This proves (39).
To prove (40), we argue by contradiction. If (40) does not hold, then by
(29) (the strong maximum principle), we have
Uλ0(x) > 0, x ∈ Σλ0 ∩ B1(0).
This enables us to keep moving the plane Tλ0 to the right. Precisely speaking,
for ε > 0 small such that λ0 + ε < 0, it holds
Uλ(x) ≥ 0, x ∈ Σλ ∩B1(0), λ ∈ [λ0, λ0 + ε). (41)
The inequality above contradicts the definition of λ0. Therefore (40) must
be true.
Now we show (41) by constructing a narrow region. For δ > 0 small,
there exists a constant C such that
Uλ0(x) ≥ C > 0, x ∈ Σλ−δ ∩B1(0).
By the continuity of U in λ, we have
Uλ(x) ≥ 0, x ∈ Σλ−δ ∩B1(0). (42)
It’s easy to see that
Uλ(x) ≥ 0, x ∈ ∂((Σλ\Σλ−δ) ∩ B1).
Since Σλ\Σλ−δ is a narrow region, with Lemma 27 we derive that
Uλ(x) ≥ 0, x ∈ (Σλ\Σλ−δ) ∩B1.
Together with (42), we arrive at (41). This completes with proof of (39).
Now we have
U0(x) ≥ 0, x ∈ Σ0.
Similarly, one can move Tλ from near 1 to the left and show that
U0(x) ≤ 0, x ∈ Σ0.
Thus
U0(x) ≡ 0, x ∈ Σ0.
Since the direction of the x1-axis is arbitrary, we have actually proved that
u is symmetric about the origin.
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