Abstract. For a given real number α, let us place the fractional parts of the points 0, α, 2α, · · · , (N − 1)α on the unit circle. These points partition the unit circle into intervals having at most three lengths, one being the sum of the other two. This is the three distance theorem. We consider a two-dimensional version of the three distance theorem obtained by placing on the unit circle the points nα + mβ, for 0 ≤ n, m < N . We provide examples of pairs of real numbers (α, β), with 1, α, β rationally independent, for which there are finitely many lengths between successive points (and in fact, seven lengths), with (α, β) not badly approximable, as well as examples for which there are infinitely many lengths.
Introduction
For a given real number α in (0, 1), let us place the points {0}, {α}, {2α},· · · , {(N − 1)α} on the unit circle, where {x} denotes as usual the fractional part of x. These points partition the unit circle into N intervals having at most three lengths, one being the sum of the other two. This property is known as the three distance theorem and can be seen as a geometric interpretation of good approximation properties of the Farey partial convergents in the continued fraction expansion of α. In the literature, this theorem is called the Steinhaus theorem, the three length, the three gap, or else, the three step theorem.
The three distance theorem was initially conjectured by Steinhaus, first proved V. T. Sós [S58] and Surányi [Suŕ58] , and then by Slater [Sla64] , Swierczkowski [Ś59] , Halton [Hal65] . A survey of the different approaches used by these authors is to be found for instance in [AB98, vR88, Sla67, Lan91] . More recent proofs have also been given in [vR88, Lan91] , or in [MS17] relying on the properties of space of two-dimensional Euclidean lattices. See also [Ble91, PSZ16] for the study of the limiting distribution of the gaps.
There exist numerous generalizations of the three gap theorem. Let us quote for instance generalizations for groups [FS92] , for some isometries of compact Riemannian manifolds [BS08] , or else for interval exchange transformations [Dia17] . Among generalizations, there are two natural Diophantine frameworks that are dual, namely distance theorems for toral translations on the d-dimensional torus T d (see e.g. [Che07, Che14, Vij08] ), and distance theorems for linear forms in d variables on the one-dimensional torus T. This is the framework of the present paper, where we focus on linear forms in two variables, and consider points mα + nβ, for 0 ≤ n, m < N, in T.
This generalization has been considered by Erdös (as recalled in [GS93] ) and also in [Lia79, CG76, GS93, FH95, Che00, BHJ + 12, HM17]. See also [CGVZ02] for the number of so-called primitive gaps. In particular, the following is proved in [Che00] . Let α 1 , . . . , α d ∈ T (d ≥ 3) and 2 ≤ n 1 ≤ . . . ≤ n d be integers. The set
. . , d divides T into intervals whose lengths take at most
i=1 n i + 1 values. When d = 2, the upper bound is N +3 for the case of interest here (mα+nβ, for 0 ≤ n, m < N), as proved in [GS93] .
There are natural cases where it is known that the number of distances is bounded (with respect to N, for the points mα + nβ, for 0 ≤ n, m < N). This is the case if 1, α, β are rationally dependent (this has been proved by Holzman, as recalled in [GS93] ). Badly approximable vectors (α, β) have also been proved by Boshernitzan and Dyson to produce a finite number of distances. For a proof, see [BHJ + 12] . Nevertheless, it is proved in [HM17] that the number of lengths is generically unbounded, with an approach via homogeneous dynamics based on the ergodic properties of the diagonal action on the space of lattices. However, no explicit examples of this generic situation were known. The object of the present paper is to construct such examples. Our main result is the following.
Theorem 1.1. Consider the set E N (α, β) := {nα + mβ ∈ T : 0 ≤ n, m < N}, and let ∆(E N (α, β)) stand for the set of distances between neighbor points of E N (α, β). We provide effective constructions for the following existence results.
(i) There exist (α, β), with 1, α, β rationally independent and (α, β) not badly approximable, such that:
∀N, #∆(E N (α, β)) ≤ 7.
(ii) There exist (α, β), with 1, α, β rationally independent, such that:
#∆(E N (α, β)) = ∞.
Our proof avoids the use of a higher-dimensional analogue of continued fractions. We rely on the (regular) continued fraction expansions of α and β and we combine several 'rectangular' levels of points of the form nα + mβ, for 0 ≤ n < N and 0 ≤ m < M, where N or M is a denominator of a principal convergent of α or β.
We ask the question of the minimality of the number of lengths: is it possible to find (α, β), with 1, α, β rationally independent, such that #∆(E N (α, β)) ≤ 6, for all N?
As an application and motivation for this theorem, one deduces results on frequencies of square factors in two-dimensional Sturmian words, such as studied in [BV00, BT02] . Two-dimensional Sturmian words are defined as codings of Z 2 -actions by rotations on the one-dimensional torus T. More precisely, let α, β, ρ be real numbers, with 1, α, β rationally independent, and 0 < α + β < 1. A two-dimensional Sturmian word over the threeletter alphabet {1, 2, 3} (with parameters α, β, ρ) is defined as a function f : Z 2 → {1, 2, 3}, with, for all (m, n) ∈ Z 2 , (f (m, n) = i ⇐⇒ mα+nβ +ρ ∈ I i modulo 1), where either I 1 = [0, α), I 2 = [α, α + β), I 3 = [α + β, 1), or I 1 = (0, α], I 2 = (α, α+β], I 3 = (α+β, 1]. According to [BV00] , frequencies of square factors of size N are equal to the lengths obtained by putting on T the points −nα − mβ, for −1 ≤ n ≤ N − 1, 0 ≤ m ≤ N. One thus has a correspondence between lengths and frequencies, whereas gap theorems correspond to return words. Note that the convergence toward frequencies (expressed in terms of balance properties) has been considered in [BT02] . More generally, for results of the same flavor for cut and project sets generalizing the Sturmian framework, see [HKWS16, HJKW17] .
Contents of the paper. Let us briefly sketch the contents of this paper. Notation are introduced in Section 2 together with a basic lemma (Lemma 2.1) that allows one to express in a convenient way the clockwise neighbor of a point of the form nα + mβ. A construction providing pairs (α, β) with a bounded number of lengths is described in Section 3, while the case of an unbounded number of lengths is handled in Section 4: Statement (i) of Theorem 1.1 is proved in Section 3, and Statement (ii) in Section 4.
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Preliminaries
Let T = R/Z. Let α, β be real numbers in (0, 1). We assume in all this paper that 1, α, β are rationally independent.
For q, q ′ positive integers, we define
and when q = q ′ , we use the notation E N (α, β) := E q,q ′ (α, β), with N := q = q ′ . We furthermore consider
We will also use the shorthand notation E q,q ′ , E N and E q,q ′ .
Points in E q,q ′ (α, β) are considered as positioned on the unit circle oriented clockwise endowed with the origin point 0. The point nα + mβ is thus considered as positioned at distance {nα + mβ} from the origin point 0. The point that is located immediately after nα + mβ clockwise on the unit circle, that is, its clockwise neighbor, is denoted as Φ q,q ′ (nα + mβ), or Φ(nα + mβ), if there is no confusion. This thus defines a map Φ q,q ′ on E q,q ′ called the neighbor map. For two points a, b in T, the interval (a, b) in T corresponds to the interval considered clockwise on the unit circle with endpoints being respectively a and b. The set E q,q ′ thus partitions the unit circle into disjoint intervals (nα + mβ, Φ q,q ′ (nα + mβ)), for (n, m) ∈ E q,q ′ .
For a finite subset E of T = R/Z, we denote by ∆(E) the set of distances between neighbor points of E (again with distances being counted clockwise). For any (n, m) in E q,q ′ , ∆ q,q ′ (n, m) (or ∆(n, m) if there is no confusion) stands for the distance between nα + mβ and Φ q,q ′ (nα + mβ).
For any positive integer q, we define the nonnegative integer |n| q as |n| q ≡ n (mod q), and 0 ≤ |n| q < q.
We will consider in the following the map n → |n + r| q , for a given integer r. In particular, if 0 ≤ r < q, one has |n + r| q = n + r if 0 ≤ n < q − r, and |n + r| q = n + r − q if q − r ≤ n < q.
Let q, q ′ be two given positive integers. We also assume that q and q ′ are coprime. Then, for any integers r, r ′ such that gcd(r, q) = 1, gcd(r ′ , q ′ ) = 1,
is a cyclic permutation of E q,q ′ . We thus will be able to describe the elements of the set E q,q ′ as the elements of the orbit of (0, 0) under the map ϕ q,q ′ . In particular, for each (n, m), with 0 ≤ n < q, 0 ≤ m < q ′ , there exists a unique k, with 0 ≤ k <′ , satisfying (n, m) = (|kr| q , |kr ′ | q ′ ). Indeed, since 1, α, β are rationally independent, the following map φ q,q ′ acting on E q,q ′ (α, β), and defined by
is easily seen to be injective, and thus surjective. Let (a i ) i≥1 , (a ′ j ) j≥1 stand for the respective sequences of partial quotients of α and β in their continued fraction expansions, and denote by (q i ) i≥1 , (q ′ j ) j≥1 the denominators of their principal convergents. Note that we will make a strong use of
Here we denote t by the distance to the nearest integer of t ∈ R. We now consider 
Lemma 2.1 below shows that, under Assumption (2.3), the clockwise neighbor point
is exactly φ(nα + mβ), by using the shorthand notation φ = φ q i ,q ′ j . Lemma 2.1 will be used in the proofs of both statements of Theorem 1.1. In particular, it will play a crucial role in Section 3 for the case of a bounded number of lengths. Indeed, in order to count the number of lengths for a square set of points E N , we consider several rectangular subsets of points in E N , i.e., several levels of points in E N , with the points of E q i ,q ′ j corresponding to the first level. Further levels of points will then be inserted or removed. Note that Lemma 2.1 provides a case where there are only 4 possible lengths.
Lemma 2.1. Let α, β be real numbers in (0, 1) such that 1, α, β are rationally independent. Let (q i ) i≥1 , (q ′ j ) j≥1 stand for the denominators of their principal convergents. We assume that for some i, j ≥ 1
Then φ is a permutation of
β , then the maps Φ and φ coincide, that is, the point Φ(nα+mβ) that is located immediately after nα + mβ clockwise on the unit circle, for 0 ≤ n < q i , 0 ≤ m < q ′ j , is φ(nα + mβ). Moreover, the distance (counted clockwise) ∆(n, m) between nα + mβ and φ(nα + mβ), for 0 ≤ n < q i , 0 ≤ m < q ′ j , takes one of the following values
More precisely, if e.g. i, j are odd, then ∆(n, m) equals:
, and if e.g. i, j are even, then ∆(n, m) equals:
Similar formulas hold for the other cases.
Let us assume that Equation (2.3) holds. Let ∆(n, m) stand for the distance (counted clockwise) between nα + mβ and φ(nα
3), for all four cases, the values of the right hand side are positive and less than 1.
We now assume that i is odd and j is even. Then,
Hence, we conclude that, for the four cases obtained by considering the parity of i, j, one gets
We now show the map φ sends a point to its neighbor point in the clockwise direction, that is, φ and Φ coincide. It is sufficient to notice that the q i q ′ j intervals (nα + mβ), φ(nα + mβ) of T never overlap. Indeed, the sum of their lengths ∆(n, m) equals 1, as shown below using (2.2): Remark 2.3. According to [CGVZ02] , a distance in ∆(E q,q ′ (α, β)) is said to be primitive if it is not a sum of shorter lengths (not necessarily distinct). It is proved in the same paper [CGVZ02] that there are at most 4 primitive lengths for E q,q ′ (α, β). The lengths given in Lemma 2.1 are primitive ones (with the assumption that 1, α, β are rationally independent).
Bounded number of lengths
This section is devoted to the proof of Statement (i) of Theorem 1.1. We provide a strategy for constructing examples of pairs (α, β) providing a low number of distances ∆(E N (α, β)), for all N. We will rely on Lemma 2.1, and use the existence of positive integers b such that q i = bq with α and β playing a symmetrical role.
is an exchange of 4 sub-rectangles (here, i and j are assumed to be even).
Construction of the sequences of convergents
Assume now that for some index k, one has q
. Then, we have similarly
In summary, we inductively construct sequences (
Then, for any k ≥ 1, (3.1) holds. Note that
Since
we have
Therefore, it follows that
We also claim that
, then, using (3.3), we have
The choice of q 1 , q
1 concludes the proof of the claim.
Rational independence of 1, α, β. Suppose that 1, α, β are rationally dependent. Then, there exist integers n 0 , n 1 , n 2 satisfying n 0 +n 1 α+n 2 β = 0. Since α, β are both irrational numbers, one has n 1 , n 2 = 0. Then, for large k such that
This is a contradiction to the fact that nα > q k α for any 1 ≤ n < q k+1 (see for instance [Lan95, Chapter 1, Theorem 6]). Let us check now that (α, β) is not badly approximable. Recall that an irrational vector (α, β) is said to be badly approximable if there exists C > 0 such that
for any non-zero pair of integers (n, m). For the example constructed in this section, if (n, m) = (q k , 0), then, by (3.4), one gets
Therefore, (α, β) is not badly approximable.
Organization of the proof. We first assume q k < N ≤ q ′ k and k is even, and provide all the details for this case. The case k odd and then, the case q k < N ≤ q ′ k , will be briefly discussed at the end of the proof. We thus assume q k < N ≤ q ′ k and k is even (see Figure 2) . Note that q
The proof will be divided into three steps.
• We first describe the lengths in E q k ,q ′ k (α, β). There are 4 lengths according to Lemma 2.1.
• Then, we will deduce the description of the lengths in E q k ,N (α, β) from the description of the lengths in E q k ,q ′ k (α, β). We reduce the set of points (n, m) under consideration in this step. Dynamically, this will correspond to induce the map φ q k ,q ′ k (or similarly the map ϕ q k ,q ′ k ). We will go from 4 lengths to 6 lengths.
• Lastly, the description of the lengths in E N (α, β) will be deduced from the description of the lengths in E q k ,N (α, β) by performing an 'exduction' step with points (n, m) being inserted, creating a seventh length.
Distribution of the points of E q k ,q ′ k (α, β). We apply Lemma 2.1 for
We are in the case i, j even, since k is even. Observe that Assumption (2.3) holds, namely q
This comes from (3.5), applied twice to get the two left inequalities below:
By Lemma 2.1, the neighbor map
Its action is shown in Figure 3 
Distribution of the points of
where Figure 3) .
The following lemma expresses the fact that the return time τ takes 3 values. Note that the statement below does not depend on the parity of k.
Lemma 3.1. Let τ be the first return time to E q k ,N (α, β) of the map Φ q k ,q ′ k . There exist τ 1 , τ 2 , τ 3 , N 1 , N 2 , N 3 such that, for each nα + mβ ∈ E q k ,N (α, β), we have
Moreover, there exist d 1 , d 2 nonnegative integers such that
Proof. We prove the lemma for k even, but the same argument works for k odd. Recall that, for even k,
The discrete version of the three-gap problem (see e.g. [Sla67] ) applied to the translation by b
as well as the existence of nonnegative integers
Clearly, we have
Lemma 3.1 is thus a direct consequence of the discrete three-gap problem.
Therefore, for k even, we deduce from Lemma 3.1 that
Let h 1 , h 2 , h 3 be nonnegative integers satisfying
with 0 ≤ r 1 , r 2 , r 3 < q k . Each of the three cases splits into two cases according to the fact that n is smaller or not than r i , for i = 1, 2, 3. Then, we have
where
is an exchange of 4 sub-rectangles (left), and the action of ϕ q k ,N on E q k ,N (α, β) is an exchange of 6 sub-rectangles (right).
Indeed, in the case where, for example, 0 ≤ m < N 1 , we have, by (3.7),
and Figure 4 . Illustration of the proof of Claim (3.9), when 0 ≤ n < R.
Using (3.5) and (3.6), it follows that
(3.8)
We claim that
Proof of Claim (3.9). If 0 ≤ n < R = N − aq k , then the points (n + q k )α + mβ, (n+2q k )α+mβ, . . . , (n+aq k )α+mβ are located between nα+mβ and Φ q k ,N (nα +mβ), as shown in Figure 4 . Therefore, we have ∆ N (n+cq k , m) = q k α , for 0 ≤ c ≤ a−1, and ∆ N (n+aq k , m) = ∆ q k ,N (n, m)−a q k α , which is positive by (3.8).
If R ≤ n < q k , then the points (n + q k )α + mβ, (n + 2q k )α + mβ, . . . , (n + (a − 1)q k )α + mβ are located between nα + mβ and Φ q k ,N (nα + mβ). In this case, the gaps between two adjacent points of E N (α, β) are given by ∆ N (n + cq k , m) = q k α , for 0 ≤ c ≤ a − 2, and ∆ N (n + (a − 1)q k , m) = ∆ q k ,N (n, m) − (a − 1) q k α , which is positive by (3.8).
Therefore, using (3.7), we deduce that
Leth 1 ,h 2 ,h 3 be nonnegative integers satisfying Figure 5 . The action of ϕ N on E N is an exchange of 7 sub-rectangles.
with 0 ≤r 1 ,r 2 ,r 3 < q k . Then, we have
The action of ϕ N (n, m) on E N is illustrated in Figure 5 .
End of the proof. The case q k < N ≤ q ′ k and k even has thus been handled. In the case k odd, ∆ q k ,q ′ k (n, m) still takes four values, as discussed in Lemma 2.1, namely
We also have at most 6 values for ∆ (E q k ,N (α, β)) which are obtained by considering the induced map of Φ q k ,q ′ k . Observe that ∆ q k ,q ′ k (n, m) takes the same values as in the case q k < N ≤ q ′ k and k even. It follows from Claim (3.9) that there are 7 values for ∆ (E N (α, β) ).
Lastly, the case q ′ k < N ≤ q k+1 is similarly deduced by induction from the case E q ′ k ,q k+1 (α, β). This ends the proof of Theorem 1.1 (i). Remark 3.2. Observe that, in continuation of Remark 2.3, there are here also 4 primitive lengths.
Unbounded number of lengths
This section is devoted to the proof of Statement (ii) of Theorem 1.1. The strategy works as follows: one wants to regularly get indices k for which q k = q ′ k + 1. This will imply that q k and q ′ k are coprime and that they have the same size. This will allow us in particular to consider mainly the first level
Construction of the sequences of convergents (q i ) i and (q ′ j ) j . We consider α and β irrationals in (0, 1) with respective sequences of partial quotients (a i ) i and (a ′ j ) j satisfying a 1 = 2, a 2 = 2 and a
where we put inductively
Rational independence of 1, α, β. Suppose that 1, α, β are rationally dependent. Then, there exist integers n 0 , n 1 , n 2 satisfying n 0 +n 1 α+n 2 β = 0. Since α, β are both irrational numbers, n 1 , n 2 = 0. Then we have
which is a contradiction to (4.1).
Organization of the proof. We will work mainly with the points of the first level provided by E q 4k+1 ,q ′ 4k+1 (α, β). This will be sufficient to derive infinitely many lengths for the points in E N , with N = q 4k+1 = q ′ 4k+1 − 1. The study of the first level will be divided into Lemma 4.1 and Proposition 4.2. The main difficulty here is that the map φ of Lemma 2.1 provides points that can be located either on the right, or on the left of a point (Assumption (2.3) does not hold).
Distribution of the points of E q 4k+1 ,q ′ 4k+1 (α, β). We now consider points of the first level provided by
With the notation of Lemma 2.1, put i = j = 4k + 1. Observe that b ′ = 1.
We consider
According to Lemma 4.1 below, one has δ k > 0.
Note that there are more than the 4 lengths of Lemma 2.1 since Assumption (2.3) is not satisfied. Indeed, one has − q 4k α + q 
Proof. We have
Hence we get
, where s := 1
Then, we have
.
By elementary computation we get 1
Also we have
Proposition 4.2. Let α, β given by the construction above. We consider points of the first level provided by
satisfies the following.
(1) If q 4k ≤ n < q 4k+1 , q
and ∆(n, m) = δ k .
(2) If 0 ≤ n < q 4k−1 , q
Remark 4.3. Observe that there are overlapped regions between points corresponding to Case (8) and Case (10) (when c = a 4k+1 − 1), and between Case (10) and Case (11) (when c = 1).
Proof. Let Φ and ∆ stand for the functions defined in the statement of the proposition. We want to prove that Φ coincides with Φ on E q 4k+1 ,q ′
4k+1
, and that similarly ∆ coincides with ∆. The proof works as for Lemma 2.1: we will show that the sum of the lengths provided by ∆ (with multiplicities) equals 1.
According to Lemma 4.1, one checks that the lengths ∆ are all nonnegative. The intervals for the pairs (n, m) in Proposition 4.2 are also welldefined. Indeed, one checks that q 4k − 2q 4k−1 > 0, by noticing that a 4k = 3, and also q 
As in Lemma 2.1, we consider the cyclic permutation φ on
, as: We first provide some dynamical insight on the way the 12 lengths in Proposition 4.2 have been obtained. As stressed before, Assumption (2.3) is not satisfied, and the neighbor map Φ is not equal to φ. In fact, there are points x for which φ(x) is obtained from x by performing a clockwise jump of δ k , but there are also points x for which φ(x) is located in the anticlockwise direction (φ(x) < x), with x being the clockwise neighbor of φ(x). However, the map Φ can ce be recovered by performing suitable inductions of the map φ on the set of points for which φ(x) > x. Let
(α, β). Then G is the set of points such that φ(x) > x, that is, φ(x) is obtained from x by performing a clockwise jump of δ k = q ′ 4k−1 β − q 4k α > 0. Elements nα+mβ in φ(G) are such that 0 ≤ n < q 4k , or 0 ≤ m < q ′ 4k−1 . This is the complement of the set of (n, m) corresponding to Case (1). Let F G be defined on E q 4k+1 ,q ′ 4k+1 (α, β) as the first entering time of φ to G, that is,
Also, define S G as the second entering time of φ to G:
We need to consider the second entering time to recover an element located in the clockwise direction.
Let us now define a map Φ on E q 4k+1 ,q ′ 4k+1 (α, β) as follows (see Figure 6 ): (α, β). We will not use this fact in the proof but, as said before, it aims at providing some insight on the organisation of the cases that occur in the statement of Proposition 4.2.
We now come back to the proof of Proposition 4.2. Let us count the number of points (n, m) taking the same value ∆. There are (7) and (12) Therefore, we have
Hence, the intervals nα + mβ, Φ(nα + mβ) never overlap (as intervals of T), which implies that Φ(nα + mβ) is the neighbor point of nα + mβ, that is, Φ = Φ, which ends the proof of Proposition 4.2. N (α, β) ).
Since the sequence of partial quotients (a 4k+1 ) k goes to infinity, we conclude that lim sup N →+∞ #∆E N (α, β) = ∞, which completes the proof of Theorem 1.1 (ii).
