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1. Introduction
Controllability problems in Banach spaces have been extensively investigated by many authors (see [1–7] and the
references therein). Sakthivel et al. [1–3] and Balachandran et al. [4] discussed the controllability of semilinear and neutral
evolution integrodifferential systems in abstract space. Since a change of state in many evolution processes emerges as an
abrupt phenomenon, Park et al. [5] and Chang [6] studied the controllability of impulsive functional differential systems in
Banach spaces by utilizing Schauder’s and Schaefer’s fixed point theorems, respectively. So far, however, the overwhelming
majority of the controllability results have only been available for integral-order infinite-dimensional systems rather than
fractional-order ones, as models alternative to nonlinear differential systems [8], with the exception of the case of [7].
Motivated by the fact that many partial fractional differential and integrodifferential equations can be converted into
fractional equations in some Banach spaces [7], we consider that there is a realistic need to discuss the controllability
problem of fractional-order functional systems in abstract spaces.
In this work, we shall study the controllability of fractional impulsive neutral evolution integrodifferential systems with
infinite delay in Banach spaces established using fractional calculus, resolvent operators and Krasnoselskii’s fixed point
theorem with the sum of completely continuous and contractive operators for the first time.
2. Preliminaries
Consider the following fractional impulsive neutral evolution integrodifferential system with infinite delay:
dq
dtq
[x(t)− g(t, xt)] = A(t)x(t)+
∫ t
0
B(t, s)x(s)ds+ (Gu)(t)+ f

t, xt ,
∫ t
0
h(t, s, xs)ds

,
t ∈ J = [0, b], t ≠ tk, k = 1, 2, . . . ,m. (1)
1x|t=tk = Ik(x(t−k )), k = 1, 2, . . . ,m. (2)
x0 = φ ∈ Bv (3)
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where the state x(·) belongs to the Banach space X endowed with the norm | · |, 0 < q < 1. The control function u(·) takes
values in a Banach space L2(J,U) of admissible control functions with U as a Banach space. Operators A(t) and B(t, s) are
all bounded closed linear operators from Y to X for 0 ≤ s ≤ t ≤ b, where Y is the Banach space formed from the dense
domain D(A(t)), independent of t , endowed with the graph norm. G is a bounded linear operator from a Banach space U
into X . 1x|t=tk = x(t+k ) − x(t−k ), for all k = 1, 2, . . . ,m, 0 = t0 < t1 < t2 < · · · < tm < tm+1 = b. Let xt(·) denote
xt(θ) = x(t + θ), θ ∈ (−∞, 0]. The functions g, f , hwill be specified in the sequel. Assume that v : (−∞, 0] → (0,+∞)
is a continuous function satisfying l =  0−∞ v(t)dt < +∞. The Banach space (Bv, ‖ · ‖Bv ) induced by function v is defined
as follows:
Bv :=

ϕ : (−∞, 0] → X : for any c > 0, ϕ(θ) is a bounded and measurable function on [−c, 0], and∫ 0
−∞
v(s) sup
s≤θ≤0
|ϕ(θ)|ds < +∞

endowed with the norm ‖ϕ‖Bv :=
 0
−∞ v(s) sups≤θ≤0 |ϕ(θ)|ds.
Let us define the space
B ′v := {ϕ : (−∞, b] → X : ϕk ∈ C(Jk, X) and there exists ϕ(t−k ) and ϕ(t+k )with ϕ(tk) = ϕ(t−k ), ϕ0 = φ ∈ Bv,
k = 0, 1, . . . ,m}
where ϕk is the restriction of ϕ to Jk, J0 := [0, t1], Jk := (tk, tk+1], k = 1, 2, . . . ,m.
Denote by ‖ · ‖B′v a seminorm in the spaceB ′v defined by
‖ϕ‖B′v = ‖ϕ‖Bv + sup{|ϕ(s)| : s ∈ [0, b]}, for ϕ ∈ B ′v.
Define the Banach space (B ′′v , ‖ · ‖B′v ) induced by the space
B ′v : B ′′v := {ϕ ∈ B ′v : 0 = ϕ0 ∈ Bv} with norm ‖ϕ‖B′v = sup{|ϕ(s)| : s ∈ [0, b]}.
Suppose that the space Br := {ϕ ∈ B ′′v : ‖ϕ‖B′v ≤ r} for some r > 0, then Br , for each r , is a bounded, closed convex
subset in X . Before proceeding, we recall some supporting definitions and properties whichwill help in developing ourmain
results in the next section.
Lemma 2.1 ([6]). Assume that x ∈ B ′v; then for t ∈ J, xt ∈ Bv . Moreover, it holds that l|x(t)| ≤ ‖xt‖Bv ≤ ‖φ‖Bv +
l sups∈[0,t] |x(s)|.
Definition 2.1 ([7,9]). If 0 < α ≤ 1, then dα f (t)dtα = 1Γ (1−α)
 t
0
f ′(s)
(t−s)α ds, where f
′(s) = df (s)ds and f is an abstract function with
values in X .
Definition 2.2. A family of bounded linear operators R(t, s) ∈ B(X), 0 ≤ s ≤ t ≤ b is called a resolvent operator for
system (1)–(3), if the following conditions hold:
(a) R(t, s) is strongly continuous in t and s, R(t, t) = I, t ∈ J .
(b) For each y ∈ Y , R(t, s)y is a strongly continuously differentiable function in t and s such that
∂q
∂tq
R(t, s)y = A(t)R(t, s)y+
∫ t
s
B(t, r)R(r, s)ydr.
Definition 2.3. A function x : (−∞, b] → X is called a mild solution of the problem (1)–(3) if x0 = φ ∈ Bv, the impulsive
condition 1x|t=tk = Ik(x(t−k )), k = 1, 2, . . . ,m, is verified, the restriction of x(·) to the interval Jk (k = 0, 1, . . . ,m) is
continuous and the following integral equation holds: for t ∈ J ,
x(t) = R(t, 0)[φ(0)− g(0, φ)] + g(t, xt)+ 1
Γ (q)
∫ t
0
(t − s)q−1R(t, s)
[
A(s)g(s, xs)+
∫ s
0
B(s, τ )g(τ , xτ )dτ
]
ds
+ 1
Γ (q)
∫ t
0
(t − s)q−1R(t, s)
[
(Gu)(s)+ f

s, xs,
∫ s
0
h(s, τ , xτ )dτ
]
ds+
−
0<tk<t
R(t, tk)Ik(x(t−k )). (4)
Definition 2.4. The system (1)–(3) is said to be controllable on the interval J if for every initial function φ ∈ Bv and x1 ∈ X,
there exists a control u ∈ L2(J,U) such that the mild solution x(t) of (1)–(3) satisfies x(b) = x1.
As a key tool for developing the controllability in this work, Krasnoselskii’s fixed point theorem will be introduced as
follows.
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Lemma 2.2 (Krasnoselskii [10], pp. 31). Let M be a closed convex non-empty subset of a Banach space (S, | · |). Suppose that Γ
andΘ map M into S such that :
(i) Γ x+Θy ∈ M (∀x, y ∈ M);
(ii) Γ is continuous and ΓM is contained in a compact set;
(iii) Θ is a contraction with constant α < 1.
Then there is a y ∈ M with Γ y+Θy = y.
3. The main results
To investigate the controllability of system (1)–(3), we assume the following conditions:
(H1) The resolvent operator R(t, s) is compact with |R(t, s)| ≤ M1, |R(t, s)A(s)| ≤ M2, |B(t, s)| ≤ M3 for some positive
constantsMi > 0, i = 1, 2, 3.
(H2) The linear operatorW : L2(J,U)→ X, defined byWu = 1
Γ (q)
 b
0 (b− s)q−1R(b, s)(Gu)(s)ds has an invertible operator
W−1 taking values in L2(J,U) \ Ker W and there exists a positive constantM4 such that |GW−1| ≤ M4.
(H3) The function Ik ∈ C(X, X) and there exist continuous nondecreasing functions Lk : [0,+∞) → (0, +∞) such that
|Ik(x)| ≤ Lk(|x|), x ∈ X and lim infρ→+∞ Lk(ρ)ρ = λk < +∞, k = 1, 2, . . . ,m,where
∑m
k=1 λk := λ, see [5].
(H4) The function g : J ×Bv → X is continuous and there exist positive constants L1, L3 such that |g(t1, φ1)− g(t2, φ2)| ≤
L1(‖φ1 − φ2‖Bv + |t1 − t2|), ∀t1, t2 ∈ J, φ1, φ2 ∈ Bv; |g(t, φ)| ≤ L1‖φ‖Bv + L3,where L3 = supt∈J |g(t, 0)|.
(H5) The function f : J × Bv × X → X; (t, φ, x) → f (t, φ, x) is continuous with respect to φ and x for a.e. t ∈ J
and is strongly measurable with respect to t for any (φ, x) ∈ Bv × X . For each positive number r > 0, there exists
a function αr ∈ C(J, R+) with supt∈J αr(t) < +∞ such that supmax{‖φ‖Bv , |x|}≤r |f (t, φ, x)| ≤ αr(t) for a.e. t ∈ J and
lim infr→+∞
supt∈J αr (t)
r = δ < +∞.
(H6) The function h : 1× Bv → X, is continuous, where1 = {(t, s) : 0 ≤ s ≤ t ≤ b}, equipped with positive constants
Q1,Q2 satisfying |h(t1, s, φ1)− h(t2, s, φ2)| ≤ Q1(‖φ1 − φ2‖Bv + |t1 − t2|); Q2 = sup(t,s)∈1 |h(t, s, 0)|.
(H7) (1+ bqM1M4
Γ (q+1) )((1+ b
qM2
Γ (q+1) + b
q+1M1M3
Γ (q+1) )L1l+ M1b
q
Γ (q+1)δc
′ +M1λ) ≤ 1, where c ′ := max{l, bQ1l}.
(H8) α := (1+ bqM2
Γ (q+1) + b
q+1M1M3
Γ (q+1) )L1l < 1.
Theorem 3.1. If the hypotheses (H1)–(H8) are satisfied, system (1)–(3) is controllable on J.
Proof. In view of hypothesis (H2) for an arbitrary function x(·), the control is defined as follows:
u(t) = W−1
[
x1 − R(b, 0)[φ(0)− g(0, φ)] − g(b, xb)− 1
Γ (q)
∫ b
0
(b− s)q−1R(b, s)

A(s)g(s, xs)
+
∫ s
0
B(s, τ )g(τ , xτ )dτ

ds− 1
Γ (q)
∫ b
0
(b− s)q−1R(b, s)f

s, xs,
∫ s
0
h(s, τ , xτ )dτ

ds
−
m−
k=1
R(b, tk)Ik(x(t−k ))

(t). (5)
In what follows, it suffices to show that when using this control the operatorΩ defined by
(Ωx)(t) = φ(t), t ∈ (−∞, 0]
(Ωx)(t) = R(t, 0)[φ(0)− g(0, φ)] + g(t, xt)+ 1
Γ (q)
∫ t
0
(t − s)q−1R(t, s)
[
A(s)g(s, xs)
+
∫ s
0
B(s, τ )g(τ , xτ )dτ
]
ds+ 1
Γ (q)
∫ t
0
(t − s)q−1R(t, s)
[
(Gu)(s)+ f

s, xs,
∫ s
0
h(s, τ , xτ )dτ
]
ds
+
−
0<tk<t
R(t, tk)Ik(x(t−k )), t ∈ J
has a fixed point x(·) from which it follows that this fixed point is a mild solution of the system (1)–(3). Clearly, x(b) =
(Ωx)(b) = x1, from which we conclude that the system is controllable. Suppose that x(t) = y(t) + φˆ(t), t ∈ (−∞, b],
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where φˆ(t) is taken as φ(t) for t ∈ (−∞, 0]while for t ∈ J, it is defined as R(t, 0)φ(0). Define the operators Γ andΘ by
(Γ y)(t) =

0, t ∈ (−∞, 0]
1
Γ (q)
∫ t
0
(t − s)q−1R(t, s)f

s, ys + φˆs,
∫ s
0
h(s, τ , yτ + φˆτ )dτ

ds+
−
0<tk<t
R(t, tk)Ik(y(t−k )+ φˆ(t−k ))
+ 1
Γ (q)
∫ t
0
(t − s)q−1R(t, s)GW−1

x1 − R(b, 0)[φ(0)− g(0, φ)] − g(b, yb + φˆb)
− 1
Γ (q)
∫ b
0
(b− s)q−1R(b, s)

A(s)g(s, ys + φˆs)+
∫ s
0
B(s, τ )g(τ , yτ + φˆτ )dτ
+f

s, ys + φˆs,
∫ s
0
h(s, τ , yτ + φˆτ )dτ

ds−
m−
k=1
R(b, tk)Ik(y(t−k )+ φˆ(t−k ))

(s)ds, t ∈ J
(Θy)(t) =

0, t ∈ (−∞, 0]
−R(t, 0)g(0, φ)+ g(t, yt + φˆt)+ 1
Γ (q)
∫ t
0
(t − s)q−1R(t, s)

A(s)g(s, ys + φˆs)
+
∫ s
0
B(s, τ )g(τ , yτ + φˆτ )dτ

ds, t ∈ J.
Obviously, the operatorΩ has a fixed point if and only if operator Γ +Θ has a fixed point, to prove which we shall employ
Krasnoselskii’s fixed point theorem. In the sequel, we first have to show (Γ + Θ)Br ⊂ Br . By contradiction, assume that
for any positive number r > 0, there exist φ1, φ2 ∈ Br such that |(Γ φ1)(t)+ (Θφ2)(t)| > r for some t ∈ J . It follows from
hypotheses (H1–H6) and Lemma 2.1 that
r < |(Γ φ1)(t)+ (Θφ2)(t)|
≤ M1b
q
Γ (q+ 1) supt∈J αc(t)+M1
m−
k=1
Lk(l−1r ′)+ b
qM1M4
Γ (q+ 1)
[
|x1| +M1|φ(0)| +M1(L1‖φ‖Bv + L3)+ L1r ′ + L3
+

bqM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

(L1r ′ + L3)+ M1b
q
Γ (q+ 1) supt∈J αc(t)+M1
m−
k=1
Lk(l−1r ′)

+M1(L1‖φ‖Bv + L3)
+

1+ b
qM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

(L1r ′ + L3)
= L˜+ M1b
q
Γ (q+ 1) supt∈J αc(t)+M1
m−
k=1
Lk(l−1r ′)+ b
qM1M4
Γ (q+ 1)
[
1+ b
qM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

L1r ′
+ M1b
q
Γ (q+ 1) supt∈J αc(t)+M1
m−
k=1
Lk(l−1r ′)

+

1+ b
qM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

L1r ′, (6)
where r ′ := ‖φ‖Bv + l(r +M1|φ(0)|), c := max{r ′, b(Q1r ′ + Q2)}, L˜ is independent of r .
By assumption (H5), it is easy to obtain lim infr→+∞ r
′
r = l; lim infr→+∞
supt∈J αc (t)
r = lim infr→+∞(
supt∈J αc (t)
c · cr ) = δc ′.
On the other hand, from [5], we have that lim infr→+∞
∑m
k=1 Lk(l−1r ′)
r = lim infr→+∞(
∑m
k=1 Lk(l−1r ′)
l−1r ′ · l
−1r ′
r ) =
∑m
k=1 λk = λ.
Dividing both sides of (6) by r and employing the above two equalities, we have that
1+ b
qM1M4
Γ (q+ 1)

1+ b
qM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

L1l+ M1b
q
Γ (q+ 1) δc
′ +M1λ

> 1, (7)
which contradicts hypothesis (H7), and thus condition (i) in Lemma 2.2 is verified. Next, we shall show that Γ mapsBr into
an equicontinuous family. For y ∈ Br , θ1, θ2 ∈ J and 0 < θ1 < θ2 ≤ b,we have
|(Γ y)(θ1)− (Γ y)(θ2)|
≤ 1
Γ (q)
∫ θ1
0
((θ1 − s)q−1|R(θ1, s)− R(θ2, s)| + |(θ1 − s)q−1 − (θ2 − s)q−1||R(θ2, s)|)ds · sup
t∈J
αc(t)
+ M1
Γ (q+ 1) · supt∈J αc(t) · (θ2 − θ1)
q +
−
0<tk<θ1
|R(θ1, tk)− R(θ2, tk)|Lk(l−1r ′)+M1
−
θ1≤tk<θ2
Lk(l−1r ′)
+ 1
Γ (q)
∫ θ1
0
((θ1 − s)q−1|R(θ1, s)− R(θ2, s)| + |(θ1 − s)q−1 − (θ2 − s)q−1||R(θ2, s)|)M4
[
|x1| +M1|φ(0)|
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+ M1(L1‖φ‖Bv + L3)+

1+ b
qM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

(L1r ′ + L3)+ M1b
q
Γ (q+ 1) supt∈J αc(t)
+ M1
m−
k=1
Lk(l−1r ′)

(s)ds+ M1M4
Γ (q+ 1)
[
|x1| +M1|φ(0)| +M1(L1‖φ‖Bv + L3)
+

1+ b
qM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

(L1r ′ + L3)+ M1b
q
Γ (q+ 1) supt∈J αc(t)+M1
m−
k=1
Lk(l−1r ′)

(θ2 − θ1)q (8)
by hypotheses (H1–H6) and Lemma 2.1. Due to the compactness of R(t, s) for t, s > 0 which implies the continuity in the
uniform operator topology, the right-hand side tends to zero as θ2 − θ1 → 0. And hence ΓBr is equicontinuous. Since
the case θ1 < θ2 < 0 or θ1 < 0 < θ2 is very simple, the proof of the equicontinuities for these two cases is omitted.
Subsequentially, we shall show that ΓBr is precompact. Let 0 < t ≤ b be fixed and ε be a real number satisfying 0 < ε < t .
For y ∈ Br ,we define
(Γεy)(t) = 1
Γ (q)
∫ t−ε
0
(t − s)q−1R(t, s)f

s, ys + φˆs,
∫ s
0
h(s, τ , yτ + φˆτ )dτ

ds
+
−
0<tk<t
R(t, tk)Ik(y(t−k )+ φˆ(t−k ))+
1
Γ (q)
∫ t−ε
0
(t − s)q−1R(t, s)GW−1
[
x1 − R(b, 0)[φ(0)− g(0, φ)]
− g(b, yb + φˆb)− 1
Γ (q)
∫ b
0
(b− s)q−1R(b, s)

A(s)g(s, ys + φˆs)+
∫ s
0
B(s, τ )g(τ , yτ + φˆτ )dτ
+ f

s, ys + φˆs,
∫ s
0
h(s, τ , yτ + φˆτ )dτ

ds−
m−
k=1
R(b, tk)Ik(y(t−k )+ φˆ(t−k ))

(s)ds. (9)
Since R(t, s) is a compact operator, the set Yε(t) = {(Γεy)(t) : y ∈ Br} is relatively compact in X , for every ε, 0 < ε < t .
Moreover, for every y ∈ Br ,we have
|(Γ y)(t)− (Γεy)(t)| ≤ 1
Γ (q)
∫ t
t−ε
(t − s)q−1R(t, s)f s, ys + φˆs, ∫ s
0
h(s, τ , yτ + φˆτ )dτ
 ds
+ 1
Γ (q)
∫ t
t−ε
(t − s)q−1R(t, s)GW−1 [x1 − R(b, 0)[φ(0)− g(0, φ)] − g(b, yb + φˆb)
− 1
Γ (q)
∫ b
0
(b− s)q−1R(b, s)

A(s)g(s, ys + φˆs)+
∫ s
0
B(s, τ )g(τ , yτ + φˆτ )dτ
+ f

s, ys + φˆs,
∫ s
0
h(s, τ , yτ + φˆτ )dτ

ds
−
m−
k=1
R(b, tk)Ik(y(t−k )+ φˆ(t−k ))

(s)
 ds. (10)
Therefore, as ε → 0+, there are precompact sets arbitrarily close to the set {(Γ y)(t) : y ∈ Br}. Hence, the set
{(Γ y)(t) : y ∈ Br} is precompact in X . It is easy to see that the set ΓBr is uniformly bounded. By the Arzela–Ascoli
theorem, it is concluded from the uniform boundedness, equicontinuity and precompactness of the set ΓBr that ΓBr is
compact.
Next, we need to show that operator Γ is continuous. Suppose that {y(n)(t)}∞0 ⊆ B ′′v with y(n) → y in B ′′v . Then there
exists a positive number r > 0 such that |y(n)(t)| ≤ r for all n and a.e.t ∈ J , so y(n) ∈ Br and y ∈ Br . By hypotheses (H4–H6),
we have for a.e.(s, t) ∈ 1,
(i) f (s, y(n)s + φˆs,
 s
0 h(s, τ , y
(n)
τ + φˆτ )dτ) → f (s, ys + φˆs,
 s
0 h(s, τ , yτ + φˆτ )dτ) and since |(t − s)q−1(f (s, y(n)s +
φˆs,
 s
0 h(s, τ , y
(n)
τ + φˆτ )dτ)− f (s, ys + φˆs,
 s
0 h(s, τ , yτ + φˆτ )dτ))| ≤ (t − s)q−1 · 2αc(s),
(ii) g(t, y(n)t + φˆt)→ g(t, yt + φˆt) and since |g(t, y(n)t + φˆt)− g(t, yt + φˆt)| ≤ 2(L1r ′ + L3),
(iii) h(s, τ , y(n)τ + φˆτ )→ h(s, τ , yτ + φˆτ ) and since |h(s, τ , y(n)τ + φˆτ )− h(s, τ , yτ + φˆτ )| ≤ 2(Q1r ′ + Q2),
where function (t − s)q−1 · 2αc(s) is integrable since
 t
0 (t − s)q−1 · 2αc(s)ds ≤ b
q
q · 2 supt∈J αc(t) < +∞. And hence it
follows from the continuity of the function Ik (k = 1, 2, . . . ,m) and dominated convergence theorem that
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|(Γ y(n))(t)− (Γ y)(t)| ≤ M1
Γ (q)
∫ t
0
(t − s)q−1
f s, y(n)s + φˆs, ∫ s
0
h

s, τ , y(n)τ + φˆτ

dτ

− f

s, ys + φˆs,
∫ s
0
h(s, τ , yτ + φˆτ )dτ
 ds
+M1
−
0<tk<t
|Ik(y(n)(t−k )+ φˆ(t−k ))− Ik(y(t−k )+ φˆ(t−k ))|
+ M1M4
Γ (q)
∫ t
0
(t − s)q−1
[
|g(b, y(n)b + φˆb)− g(b, yb + φˆb)|
+ M2
Γ (q)
∫ b
0
(b− s)q−1|g(s, y(n)s + φˆs)− g(s, ys + φˆs)|ds
+ M1M3
Γ (q)
∫ b
0
(b− s)q−1
∫ b
0
|g(τ , y(n)τ + φˆτ )− g(τ , yτ + φˆτ )|dτds
+ M1
Γ (q)
∫ b
0
(b− s)q−1
f s, y(n)s + φˆs, ∫ s
0
h(s, τ , y(n)τ + φˆτ )dτ

− f

s, ys + φˆs,
∫ s
0
h(s, τ , yτ + φˆτ )dτ
 ds
+ M1
m−
k=1
|Ik(y(n)(t−k )+ φˆ(t−k ))− Ik(y(t−k )+ φˆ(t−k ))|

(s)ds → 0, as n →∞, (11)
which proves that the operatorΓ is continuous. From the above analysis, we can conclude that the operatorΓ is completely
continuous, and thus satisfies condition (ii) in Lemma 2.2 Finally, we show that operator Θ is a contraction with constant
α. We have
|(Θφ1)(t)− (Θφ2)(t)| ≤ |g(t, φ1t + φˆt)− g(t, φ2t + φˆt)| +
1
Γ (q)
∫ t
0
(t − s)q−1|R(t, s)A(s)||g(s, φ1s + φˆs)
− g(s, φ2s + φˆs)|ds+
1
Γ (q)
∫ t
0
(t − s)q−1|R(t, s)|
∫ s
0
|B(s, τ )||(g(τ , φ1τ + φˆτ )
− g(τ , φ2τ + φˆτ ))|dτds
≤

1+ b
qM2
Γ (q+ 1) +
bq+1M1M3
Γ (q+ 1)

L1l‖φ1 − φ2‖B′v := α‖φ1 − φ2‖B′v (12)
by hypotheses (H4, H8), and thus operatorΘ is a contractive operator. Therefore, all the conditions of Krasnoselskii’s fixed
point theorem are satisfied and thus operator Γ +Θ has a fixed point inBr . From this it follows that operatorΩ has a fixed
point and hence system (1)–(3) is controllable on J . This completes the proof. 
4. Conclusions
Sufficient conditions for the controllability of fractional impulsive neutral evolution integrodifferential systems in a
Banach space have been presented for the first time by using fractional calculus, resolvent operators and Krasnoselskii’s
fixed point theorem.
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