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Abstract
In this paper, ART networks (Fuzzy ART and Fuzzy ARTMAP) with geometrical norms are pre-
sented. The category choice of these networks is based on the Lp norm. Geometrical properties of
these architectures are presented. Comparisons between this category choice and the category choice
of the ART networks are illustrated. And simulation results on the databases taken from the UCI
repository are performed. It will be shown that using the Lp norm is geometrically more attractive.
It will operate directly on the input patterns without the need for doing any preprocessing. It should
be noted that the ART architecture requires two preprocessing steps: normalization and complement
coding. Simulation results on different databases show the good generalization performance of the
Fuzzy ARTMAP with Lp norm compared to the performance of a typical Fuzzy ARTMAP.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Adaptive resonance theory
Adaptive resonance theory (ART) was introduced by Grossberg [10] in 1976. It was de-
veloped to overcome the plasticity/stability problem. A major problem that incremental (or
online) learning brings along is known as the ‘stability-plasticity dilemma’ or ‘catastrophic
forgetting’: the system tries to store and remember as much as it can because it does not
know what information is really relevant to the user, and can therefore possibly throw away
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as online learning. Information will enter the system only once, after which it updates its
model description and gets ready for a new data. Given that there is only limited memory
storage available, information that was once stored during learning, could disappear be-
cause it was replaced by new information. An algorithm is plastic if it retains the potential
to adapt to new input vectors indefinitely. The algorithm is stable if it preserves previously
learned knowledge. ART networks are widely used in the clustering and in the classifi-
cation problems. A clustering algorithm takes as input a set of input vectors and gives as
output a set of clusters and a mapping of each input vector to a cluster. Input vectors which
are close to each other according to a specific similarity measure should be mapped to the
same cluster. Clusters can be labeled to indicate a particular semantic meaning pertaining
to all input vectors mapped to that cluster.
Clusters are usually internally represented using prototype vectors indicating a certain
similarity between the input vectors which are mapped to a cluster. The classical ART
clustering algorithms are: ART1 [2] (it clusters binary input patterns); ART2 [3] (it clusters
real-valued input patterns); ART2A [5] (fast version of ART2); ART3 [4] (This network is
an ART extension that incorporates “chemical transmitters” to control the search process
in a hierarchical ART structure); The Fuzzy ART architecture and its properties of learning
can be found in Carpenter et al. [1] and in Georgiopoulos et al. [9].
Classification is the process of assigning labels to patterns. The back-propagation neural
network in particular has proven successful in solving these problems. It has proven robust
with respect to missing data and other data irregularities. But it requires large amounts of
relevant data on all possible classes. It generalizes well in the range within which it was
trained. The training cycle is highly iterative and time consuming. Fuzzy ARTMAP [6]
(FAM) is a neural network architecture introduced by Carpenter in 1992. It consists of
three fields. The input patterns and their targets are applied to the input and the output
field respectively. The mapping field will learn the right input/target association. Learning
is accomplished in very fast manner compared to backpropagation algorithm. It is able to
solve non-linear separation problems. And it has the capability to do on-line learning. One
drawback of the FAM learning algorithm is that the input vectors should be normalized
before being applied to FAM. The number of dimensions of each input pattern will be
doubled. This work eliminates the normalization process and at the same time improves the
generalization performance of the FAM. Dagher and Georgiopoulos in [7] and [8] showed
how to improve the generalization performance of the FAM.
Gaussian ARTMAP (GAM) was introduced by Williamson [12] in 1996, and relied
heavily on the Bayes classifier concept. In 2002, Anagnostopoulos [11] allowed the hyper-
rectangles in FAM or in the GAM to encode patterns of different labels, provided that an
error criterion is satisfied.
In ART networks, the problem lies in the learning function. The fuzzy AND operator
(min(x, y)) is a major factor in the formula. Its use results in a constant trend towards
minimization. Subsequently, over time, details of the pattern are lost and inappropriate
pattern proliferation occurs (stability problem). That is pattern vectors are seen as being
novel when they would have been seen as belonging to a specific class at an earlier time.
Another problem faced by these networks is the two preprocessing steps: normalization
and complement coding. These two steps will be presented in the next paragraph.
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is replaced with the Lp norm. This replacement will eliminate the need for preprocessing
steps. Simulation results on different databases taken from the UCI repository show the
good performance of this new network.
1.2. ART1 and Fuzzy ART
The ART1 architecture consists of two subsystems. The attentional subsystem and the
orienting subsystem. The attentional subsystem consists of two fields: the input fields
where input patterns are applied to it; and the output field where the clusters are formed.
Each output node is connected to all the input nodes by a weight vector Wj that character-
izes each cluster. The orienting subsystem consists of a single node called the reset node.
Assuming an input pattern I is presented to the input field, a competition process among the
output nodes is activated. The output node j , with the maximum category choice function
Tj (I ), is considered as a potential candidate to represent I . The ART system is designed
to carry out a matching process that asks the question: should this input vector be in this
category? (vigilance criterion). If the answer is no, the selected node is quickly rendered
inactive. The orienting subsystem establishes the criterion for deciding whether the match
is good enough one for the input to be accepted as belonging to the chosen node or cluster.
The Fuzzy ART is a neural network architecture that learns in an unsupervised man-
ner [1] to categorize analog input patterns. Two preprocessing stages are applied to the
input patterns. The first preprocessing stage takes as an input an Ma-dimensional in-
put pattern from the pattern classification task and transforms it into an output vector
a = (a1, . . . , aMa ) whose every component lies in the interval [0,1] (i.e., 0  ai  1 for
1 i Ma).
The second preprocessing stage accepts as an input the output vector a of the first pre-
processing stage and produces an output vector I , such that
I = (a, ac) = (a1, . . . , aMa , ac1, . . . , acMa
)
,
aci = 1 − ai; 1 i Ma.
The above transformation is called complement coding. From now on, the vector I will be
the input pattern.
Once the input pattern I is applied to the network, the category nodes will compete
using the following category choice equation:
Tj (I ) =
⎧⎨
⎩
|I |
α+Mu , un-committed node,
|I∧Wj |
α+|Wj | , committed node.
A committed node is a category that has at least coded one input pattern. Otherwise it is
said to be uncommitted node. α and Mu are parameters to be set by the user (Increasing
Mu, the uncommitted node in Tj (I ) will decrease its value; the committed node will be
chosen more often. Increasing α will make the size of Wj(|Wj |) unimportant compared to
α in the calculation of the committed node in Tj (I )). In this paper, α is taken to be very
small positive value and Mu is taken to be twice the dimension of the input patterns (50%
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chance of choosing the uncommitted node). The node J , which has the maximum value
of Tj (I ), is chosen to be a candidate to represent the input pattern I . The appropriateness
of this node is checked by the vigilance criterion:
|I ∧ WJ |
|WJ | .
If this ratio is smaller than a parameter ρ (vigilance parameter takes values from 0 to 1),
then node J is inappropriate to represent I . Another node is chosen to represent I . If a node
j is found appropriate to represent I (j has a maximum value of Tj (I ) and has passed the
vigilance criterion), then learning occurs using the following equation (fast learning):
Wj = I ∧ Wj .
It is worth noting that each weight Wj can be expressed in terms of two M-dimensional
vectors uj and vj which are the endpoints of a hyper-rectangle or simply a rectangle
(Fig. 1).
Wj =
(
uj , v
c
j
)= (uj ,1 − vj ).
For example, if the endpoints of the rectangle are uj = (0.1,0.1) and vj = (0.8,0.8),
then the weight Wj is given by Wj = (0.1,0.1,1 − 0.8,1 − 0.8) = (0.1,0.1,0.2,0.2).
1.3. Fuzzy ARTMAP
A Fuzzy ARTMAP (FAM) neural network consists of two Fuzzy ART modules, des-
ignated as ARTa and ARTb , as well as an inter-ART module. Inputs are presented at the
ARTa module, while their corresponding outputs are presented at the ARTb module. The
inter-ART module includes a MAP field whose purpose is to determine whether the correct
mapping has been established from inputs to outputs. A detailed description of the FAM
algorithm is given in [6].
2. Art networks with Lp norms (ARTN)
2.1. ARTN architecture
The ARTN architecture is the same as the ART networks (Fuzzy ART and Fuzzy
ARTMAP). The only difference is that the ARTN network doesn’t require the two pre-
processing stages discussed in Section 1.2.
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2.2. ARTN preprocessing
As stated above, preprocessing of the input patterns is not a requirement for the ARTN
to operate on the input patterns. The components of each input pattern don’t have to be
in the interval [0,1]. And complement coding is not applied to the input patterns before
they are presented to ARTN. The input pattern I is a Ma-dimensional input instead of
2Ma-dimensional input.
2.3. ARTN operation
The following Lp norm operation is used in this paper:
d(I,Wj ) =
Ma∑
i=1
|Ii − W ∗j |p,
where W ∗j (Ma dimensional vector) is the closest point to I on the rectangle Wj (2Ma
dimensional vector). For example W ∗j = (Wj2,Wj4) and Wj = (Wj1,Wj2,Wj3,Wj4) are
shown in Fig. 2.
2.4. Geometrical interpretation of templates in ARTN
The vector waj is still a template that represents geometrically a rectangle R
a
j . The
weight vector consists of the coordinates of the endpoints of each rectangle. For example
in Fig. 3, the weight vector is represented by Wj = (Wj1,Wj2,Wj3,Wj4). The comple-
ment coding approach in representing the weight vector is not needed anymore. In Fig. 3,
the rectangle has increased its size in order to include the input pattern I .
3. Comparison between the category choice of a typical ART and ARTN
The category choice equation of a typical ART (ART with small values of the choice
parameter) can be interpreted for the following three cases.
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Fig. 4. Representation of I ∧ Wj by J .
Fig. 5. Representation of the category choice when no complement coding is used.
3.1. ART without complement coding on the input patterns
In this case, the input vector is not complement coded. It can be seen from Fig. 4 (Ma =
2) that:
I ∧ Wj = (0, I1,0, I2)∧(I11, I21, I12, I22) = (0, I21,0, I2) = J,
|I | = I1 + I2; |Wj | = I21 − I11 + I22 − I12.
The category choice Tj (I ) represents a ratio of areas as shown in Fig. 5.
(1)Tj (I ) = |I ∧ Wj ||Wj | =
A2
A1
.
Eq. (1) shows that if the input pattern I moves in the direction shown in Fig. 5, the area
A2 (which is equal to |I ∧ Wj |) will not change and the category choice will remain the
same. A better approach in this case is to use the L1 norm (the category choice of ARTN).
Using the L1 norm, the category choice will increase if the input pattern moves away from
the rectangle.
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In this case, the input vector and the weight vector are 2Ma-dimensional vectors. In
Fig. 4, the input vector I and the weight vector Wj are represented as follows:
I = (I1, I2,1 − I1,1 − I2),
Wj = (I11, I12,1 − I21,1 − I22),
I ∧ Wj = (I11, I12,1 − I1,1 − I22),
|Wj | = I11 + I12 + 1 − I21 + 1 − I22,
|I ∧ Wj | = I11 + I12 + 1 − I1 + 1 − I22,
Tj (I ) = I11 + I12 + 1 − I1 + 1 − I22
I11 + I12 + 1 − I21 + 1 − I22 .
Because |Wj | and |I ∧ Wj | are shown respectively in Figs. 6 and 7 (for example |Wj |
is represented by the rectangles (0, I1) and (I2,1); where 0 = (0,0) and 1 = (1,1)), the
category choice of the ART can be represented by how much the rectangles (I2,1) and
(K,1) in Fig. 7 are overlapped. As the input pattern I moves away from Wj , the rectangle
(K,1) will decrease its size and the category choice of the ART is going to be decreased
and vice versa.
In this case, the category choice of the ART can proven to be equivalent to the L1 norm
(the category choice of ARTN) as follows: any two points I and J with same L1 norm
with respect to the rectangle Wj will have the same values of Tj (I ). For example, given
Fig. 6. Representation of |Wj | by the gray rectangles.
Fig. 7. Representation of |I ∧ Wj | by the gray rectangles.
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Fig. 9. Representation of 2 l-dimensional rectangles.
the configuration shown in Fig. 8:
d(I,Wj ) = I1 − I21,
d(J,Wj ) = J1 − I21 + I12 − J2,
Tj (I ) = I11 + I12 + 1 − I1 + 1 − I22
I11 + I12 + 1 − I21 + 1 − I22 ,
Tj (J ) = I11 + J2 + 1 − J1 + 1 − I22
I11 + I12 + 1 − I21 + 1 − I22 ,
Tj (I ) = Tj (j) ⇔ d(I,Wj ) = d(J,Wj ).
This proof can be generalized to include the position of any two points with respect to the
rectangle Wj .
3.3. ART with complement coding and with more than one template
In this case, the category choice does not depend only on the position of the point with
respect to each rectangle but also to the size of the rectangle. The L1 norm is equivalent
to Tj (I ) when the rectangles are of equal sizes. For example consider the 2 l-dimensional
rectangles (I1, I2) and (J1, J2) (in ART’s complement coding notation W1 = (I1,1 − I2),
W2 = (J1,1 − J2)) and the point I = (I,1 − I ) (Fig. 9).
Given that I is of equal L1 norm to W1 and W2 (Eq. (2)).
(2)I = J1 + I2
2
.
The category choices of I with respect to W1 and W2 are given by Eqs. (3) and (4) respec-
tively.
(3)T1(I ) = I1 + 1 − I
I1 + 1 − I2 ,
(4)T2(I ) = I + 1 − J2 ,
J1 + 1 − J2
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(5)T1(I ) = T2(I ) ⇔ J2 − J1 = I2 − I1.
Eq. (5) shows that with respect to equal size rectangles, the input pattern I has the same
value of the category choices.
Fig. 10 shows the results of applying the category choice Tj (I ) (bottom line) and
the L1 norm (upper line) for 2 l-dimensional rectangles: W1: (I1 = 0, I2 = 0.4) and
W2 (J1 = 0.9, J2 = 1). The (o) represents that the input pattern I has chosen W1 and
the (x) represents that I has chosen W2.
Fig. 10 shows that for the ART some data (for example I = 0.6) which is closer to W1
than to W2 is assigned for class 2. This is due to the size of each rectangle. This effect can
be introduced in the L1 norm in order to have the category choice of ARTN (Eq. (6)).
(6)dn(I,Wj ) = d(I,Wj )|Rj |p.
Applying the category choice of the ARTN with p = 0.3, ART and ARTN will give the
same results.
4. Fuzzy ARTMAP with Lp norm (FAMN)
4.1. FAMN training algorithm
Let Na = 1, and ε = 0.000001. The index r is initialized to the value of 1.
1. The initial weight vector corresponding to the uncommitted node to be equal to the
“all-ones” vector.
2. Choose the r th input/output pair (i.e., I r , Or ), from the training list. Set the vigilance
parameter ρa = 0.
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ing to:
TGj (I r ) = d
(
I r ,Wj
)p|Rj |p.
4. Choose the node in Fa2 that receives the minimum bottom-up input from F
a
1 (jmin).
Check to see whether this node satisfies the vigilance criterion.
We now distinguish three cases:
(a) If node jmin is an uncommitted node and it satisfies the vigilance criterion. Go to
step 5.
(b) If node jmin is a committed node and it satisfies the vigilance criterion, go to step 5.
A committed node jmin satisfies the vigilance criterion if
|Wjmin |new  ρa.
(c) If node jmin does not satisfy the vigilance criterion, disqualify this node by setting
Tjmin(I
r ) = −1, and go to the beginning of step 4.
5. Now consider three cases:
(a) If node jmin is an uncommitted node, designate the mapping of node jmin to be
the output pattern Or . The top-down weights Wj corresponding to node jmin are
modified according to the following equation:
Wjk new =
∧(
Wjk ∧ I rk ,Wjk+1 ∧ I rk ,Wjk ∨ I rk ,Wjk+1 ∨ I rk
)
,
Wjk+1 new =
∨(
Wjk ∧ I rk ,Wjk+1 ∧ I rk ,Wjk ∨ I rk ,Wjk+1 ∨ I rk
)
,
k = 1,3,5, . . . ,2Ma − 1,
(7)where
∨
(a, b, c, d) = max(a, b, c, d).
Increase the parameter value Na by one. Initialize its top-down weight vector to be
the “all-ones” vector.
If this is the last input/output pair in the training list goes to step 6. Otherwise, go
to step 2, to present the next in line input/output pair, by increasing the index r by
one.
(b) If node jmin is a committed node, and due to prior learning, the node is mapped
to an output pattern equal to Or , then the correct mapping is achieved, and the
top-down weights corresponding to node jmin are modified according to Eq. (7).
If this is the last input/output pair in the training list go to step 6. Otherwise, go
to step 2, to present the next in line input/output pair, by increasing the index r by
one.
(c) If node jmin is a committed node, and due to prior learning node jmin is mapped to
an output pattern different from Or , then the mapping is incorrect and we disqual-
ify the activated node jmin, by setting Tjmin(I r ) = −1. Furthermore, we increase
vigilance parameter in ARTa to a level described by the following equation:
ρa = ρa + ε.
Go to step 4.
6. After all the patterns have been presented once, consider two cases:
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vectors has changed. In this case go to step 2, and present the first in line in-
put/output pair, by resetting the index r to the value one.
(b) In the previous list presentation no weight changes occurred. In this case the learn-
ing process is considered complete.
This type of learning is called incremental learning. It should be noted that FAMN can
be trained on-line because FAMN has a growing architecture unlike the backpropagation
algorithm which have a static architecture. The number of clusters grows with time in order
to learn the non-stationary environment. This dynamic growing avoids the need to retrain
the network.
4.2. Performance phase of FAMN
The performance phase of FAMN can be described as follows:
1. Initialize the values of the Na top-down weights to the values that they had at the end
of the FAMN training phase. Let the index r be equal to one.
Also, associate every committed node in Fa2 of the trained FAMN with the output
pattern that it was mapped to at the end of the training phase.
2. Choose the r th input pattern (i.e., I˜ r = (a˜r , (a˜r )c)) from the test list.
3. Calculate the bottom-up inputs at the Fa2 field of the ARTa , module due to the presen-
tation of the r th input pattern as follows:
TGj (I r ) = d
(
I r ,Wj
)p|Rj |p.
4. Choose the node in Fa2 that receives the minimum bottom-up input from F
a
1 . Assume
that this node has index jmin. That is,
T αjmin(I˜
r ) = min
1jNα
T αjmin(I˜
r ).
Now consider two cases:
(a) If node jmin is the uncommitted node, designate the output of the presented input
pattern as “unknown”.
(b) If node jmin is a committed node, designate the output of the presented input pat-
tern equal to the output pattern that this node was associated with at the end of the
training phase of FAMN.
5. If this is the last input in the test list, the performance phase is complete. Otherwise,
go to step 2 to present the next in line input pattern, by increasing the index r by one.
5. Discussions-simulations
It was shown in Section 3.3 that the distance measure in ART networks is equivalent
to the L1 norm when the rectangles (clusters) are of equal sizes. When they are not of
equal sizes, the ART distance measure is related to the size of each cluster. Inputs can be
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Lp norm to the ART Networks controlled the effect of the size of each rectangle by the
p parameter. Getting the best value of p for all the rectangles or the best value of p for
each rectangle will be the next challenge. In order to demonstrate the performance of the
FAMN compared to typical Fuzzy ARTMAP, these two algorithms were applied on several
databases. These databases were chosen from the collection of databases found at the UCI
repository. The databases chosen were:
Iris database. The data set contains 3 classes of 50 instances each. The number of fea-
tures for each instance are the sepal length, the sepal width, the petal length, and the petal
width. This database was split in a training set of 102 instances and a test set of 48 in-
stances.
Wine database. The data contains 3 classes. The number of features is 13. The number of
instances are 178 belonging to class 1, 59 belonging to class 2, and 48 belonging to class 3.
This database was split into a training set of 120 instances and a test set of 58 instances.
Sonar database. These data contains 111 instances of patterns obtained by bouncing off
sonar signals off a metal cylinder at various angles and under various conditions. It also
contains 97 instances of patterns obtained from rocks under similar conditions. Each input
pattern is a set of 60 feature, each one of them being a number in the range 0.0 to 1.0. This
database was split into a training set of 139 instances and a test set of 69 instances.
Diabetes database. The database consists of 500 instances of patients that did not have
the disease and 268 instances of patients that have the disease. The number of features is 8.
This database was split into a training set of 513 instances and a test set of 255 instances.
Breast database. The database contains 458 instances of patients that had benign cancer,
and 241 instances of patients that had malignant cancer. The number of features is 9. This
database was split into a training set of 467 instances and a test set of 232 instances.
Since the performance of Fuzzy ARTMAP and FAMN depends on the order of pattern
presentation, ten different random orders of pattern presentation are investigated and the
average generalization performance is shown in Table 1.
Table 1
Simulation results of FAM and FAMN for different values of p
Database FAM FAMN FAMN FAMN
(%) p = 0.7 (%) p = 0.3 (%) p = 0.1 (%)
Iris 95 95.6 97 95
Wine 95 96 96 95
Diabetes 66 68.5 70 68.5
Breast 94 95 96.5 94.3
Sonar 70 72 72 71.5
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The difference between the generalization performance on the Iris database (97%) and
the generalization performance on the Diabetes database (70%) can be explained by look-
ing at the statistics of the features of each database as follows:
The Diabetes database has 8 features. The statistical analysis of each feature is shown
below:
– Feature 1 has a mean of 3.8 and standard deviation of 3.4.
– Feature 2 has a mean of 120.9 and standard deviation of 32.
– Feature 3 has a mean of 69.1 and standard deviation of 19.4.
– Feature 4 has a mean of 20.5 and standard deviation of 16
– Feature 5 has a mean of 79.8 and standard deviation of 115.2
– Feature 6 has a mean of 32 and standard deviation of 7.9
– Feature 7 has a mean of 0.5 and standard deviation of 0.3.
– Feature 8 has a mean of 33.2 and standard deviation of 11.8.
The Iris database has 4 features with the following statistics:
– Feature 1 has a mean of 5.84 and standard deviation of 0.83.
– Feature 2 has a mean of 3.05 and standard deviation of 0.43.
– Feature 3 has a mean of 3.76 and standard deviation of 1.76.
– Feature 4 has a mean of 1.2 and standard deviation of 0.76.
The maximum standard deviation in the Iris database is 1.76 followed by 0.76.
The maximum standard deviation in the Diabetes database is 115.2 followed by 19.4
Dividing the database into training and testing sets, the high standard deviation makes
some of the data in the testing sets very dissimilar to the ones in the training set. This ex-
plains the good generalization performance (97%) on the Iris database (maximum standard
deviation equals to 1.76) compared to the performance (70%) on the Diabetes database
(maximum standard deviation equals to 115.2).
Another interesting database is the Sonar database where the number of features is
60 and the total number of data is 208. The curse of dimensionality applies here. As the
number of dimensions (features) increases, the number of training data should increase
in order to have a good representative training set. This explains the low generalization
performance on the sonar database (72%).
5.2. Effect of the p parameter on the Lp norm
The Lp norm can be interpreted using the following table illustrating the l-dimensional
distance from the point X1 = 0 (d(0,X2) is the Lp distance from X1 = 0 to X2).
From Table 2, the following properties of the Lp norm can be drawn:
1. As p decreases, the Lp distance increases (d(0,0.1) = 0.1 for p = 1 < d(0,0.1) =
0.316 for p = 0.5).
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One dimensional distance from the point X1 = 0 for different values of p
d(0,X2) p = 1 p = 0.5 p = 0.3 p = 0.1
0.1 0.1 0.316 0.501 0.794
0.2 0.2 0.447 0.6170 0.851
0.4 0.4 0.632 0.759 0.912
0.6 0.6 0.774 0.857 0.95
0.8 0.8 0.89 0.93 0.97
Fig. 11. lp norm between the cluster 0 and the cluster (X1,X2,X3,X4).
2. For p = 1, the Lp norm is characterized by a linear scale. Other values of p character-
ize the non linearity of the Lp norm. This is shown in Fig. 11.
Given that X1,X2,X3, and X4 have the same target t . They will form a cluster with
target t . As p decreases, the cluster decreases its size (for p = 1; cluster size = X4−X1 =
0.6; for p = 0.5X4 − X1 = 0.45); and the separation between the cluster 0 and the cluster
(X1,X2,X3, and X4) increases (for p = 1, separation = d(0,X1) = 0.2; for p = 0.5,
d(0,X1) = 0.44).
As a conclusion, different values of p will change the size of each cluster and it will
change the separation between clusters (rectangles). For a certain database, the best Lp
norm generalization performance is correlated with an optimum size and separation of
clusters. Getting the optimum value of p will be the subject of our research. An intuitive
approach is to use the cross-validation technique. The training set is divided into a smaller
training set and a validation set. The optimum value of p will give the best results on the
validation set.
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The Lp norm between the 2 (2-dimensional) vectors X2 = (X21,X22) and its closest
point X1 = (X11,X12) to the inner rectangle W1 is given by:
d(X1,X2) = (X11 − X21)p + (X12 − X22)p.
The bold line rectangle is a rectangle where all the border points have the same Lp norm
to the rectangle W1 (see Fig. 12).
The Lp norm algorithm performs very well on rectangular shape clusters. As previously
mentioned, each rectangle will be given a target (label) and all the data, which are inside or
close to that rectangle, will be given the same target. The major drawback of this scheme
is the presence of an outlier (noisy or not representative data) X2 with the same target as
the original rectangle. In this case the new cluster (dashed line rectangle in Fig. 13) will
have the same target as X2. All the input data, which are inside the new cluster, will be
given the same label as X2. Some of these data (the ones with different label than X2) will
be wrongfully classified (decreasing the generalization performance of the Lp algorithm).
It should be noted that this problem is not directly related to the ‘catastrophic forgetting’
problem mentioned in the introduction because the Lp norm algorithm will still classify
correctly the old data (the data in the original small rectangle in Fig. 13).
Fig. 12. The points with equal Lp norm to a rectangle.
Fig. 13. Increasing the size of the rectangle using an outlier X2.
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In this paper, geometrical ART networks (ARTN) were presented. The category choice
of this network is based on the Lp norm. Introducing the Lp norm into the ART networks
will improve the generalization performance of the Fuzzy ARTMAP. This norm is geomet-
rically attractive and easy to interpret. It will operate directly on the input patterns without
the need for doing any preprocessing. It should be noted that ART architectures require
two preprocessing steps: normalization and complement coding. Simulation results on dif-
ferent databases show the good generalization performance of the FAMN compared to the
performance of Fuzzy ARTMAP and the performances of other algorithms provided by the
UCI repository (for example 96.5% compared to 95.9% provided by the UCI repository on
the Breast database). Even though finding the best value of p will be the next challenge,
the simulations show that a value of p = 0.3 will give good generalization performance of
FAMN compared to Fuzzy ARTMAP.
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