Abstract. Parameterized dataflow is a meta-modeling approach for incorporating dynamic reconfiguration capabilities into broad classes of dataflow-based design frameworks for digital signal processing (DSP). Through a novel formalization of dataflow parameterization, and a disciplined approach to specifying parameter reconfiguration, the parameterized dataflow framework provides for automated synthesis of robust and efficient embedded software. Central to these synthesis objectives is the formulation and analysis of consistency in parameterized dataflow specifications. Consistency analysis of reconfigurable specifications is particularly challenging due to their inherently dynamic behavior. This paper presents a novel framework, based on a concept of local synchrony, for managing consistency when synthesizing implementations from dynamicallyreconfigurable, parameterized dataflow graphs.
Motivation and Related Work
Dataflow is an established computational model for simulation and synthesis of software for digital signal processing (DSP) applications. The modern trend toward highly dynamic and reconfigurable DSP system behavior, however, poses an important challenge for dataflow-based DSP modeling techniques, which have traditionally been well-suited primarily for applications with significantly static, high-level structure. Parameterized dataflow [1] is a promising new meta-modeling approach that addresses this challenge by systematically incorporating dynamic reconfiguration capabilities into broad classes of dataflow-based design frameworks for digital signal processing (DSP).
Through a novel formalization of dataflow parameterization, and a disciplined approach to specifying parameter reconfiguration, the parameterized dataflow framework provides for automated synthesis of robust and efficient embedded software.
Central to these synthesis objectives is the formulation and analysis of consistency in parameterized dataflow specifications. Consistency analysis of reconfigurable specifications is particularly challenging due to their inherently dynamic behavior. This paper presents a novel framework, based on a concept of local synchrony, for managing consistency when synthesizing implementations from dynamically-reconfigurable, parameterized dataflow graphs. Specifically, we examine consistency issues in the context of dataflow graphs that are based on the parameterized synchronous dataflow [1] (PSDF) model of computation (MoC), which is the MoC that results when the parameterized dataflow meta-modeling approach is integrated with the well-known synchronous dataflow MoC. We focus on PSDF in this paper for clarity and uniformity; however, the consistency analysis techniques described in this paper can be adapted to the integration of parameterized dataflow with any dataflow MoC that has a well-defined concept of a graph iteration (e.g., to the parameterized cyclo-static dataflow model that is described in [2] ).
The organization of this paper is as follows. In the remainder of this section, we review a variety of dataflow modeling approaches for DSP. In Section 2, we present an application example to motivate the PSDF MoC, and in Section 3, we review the fundamental semantics of PSDF. In Sections 4 through 7 we develop and illustrate consistency analysis formulations for PSDF specifications, and relate these formulations precisely to constraints for robust execution of dynamically-reconfigurable applications that are modeled in PSDF. In Section 8, we summarize, and mention promising directions for further study.
A restricted version of dataflow, termed synchronous dataflow (SDF) [12] , that offers strong compile-time predictability properties, but has limited expressive power, has been studied extensively in the DSP context. The key restriction in SDF is that the number of data values (tokens) produced and consumed by each actor (dataflow graph node) is fixed and known at compile time. Many extensions to SDF have been proposed to increase its expressive power, while maintaining its compile-time predictability properties as much as possible. The primary benefits offered by SDF are static scheduling, and optimization opportunities, leading to a high degree of compile-time predictability. Although an important class of useful DSP applications can be modeled efficiently in SDF, its expressive power is limited to static applications. Thus, many extensions to the SDF model have been proposed, where the objective is to accommodate a broader range of applications, while maintaining a significant part of the compile-time predictability of SDF.
Cyclo-static dataflow (CSDF) and scalable synchronous dataflow (SSDF) are the two most popular extensions of SDF in use today. In CSDF, token production and consumption can vary between actor invocations as long as the variation forms a certain type of periodic pattern [4] . Each time an actor is fired, a different piece of code called a phase is executed. For example, consider a distributor actor, which routes data received from a single input to each of two outputs in alternation. In SDF, this actor consumes two tokens and produces one token on each of its two outputs. In CSDF, by contrast, the actor consumes one token on its input, and produces tokens according to the periodic pattern (one token produced on the first invocation, none on the second, and so on) on one output edge, and according to the complementary peri-
