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Abstract
In this thesis we will explore three approaches to aspects of the fundamental struc-
ture of string theory. We first provide a brief review of perturbative string theory,
and briefly discuss how each of the three topics to be discussed in the body of this
thesis depart from this starting point. We then study the open string one-loop tad-
pole diagram in Witten cubic open string field theory. We compute this diagram
both analytically and numerically and study the divergences arising from the collec-
tive behavior of open string fields in the short-distance region of the diagram. We
demonstrate that this region of the diagram encodes information about the linearized
Einstein equation describing the shift in the closed string fields in reaction to the
D-brane supporting the open strings. We also show that the manner in which this
information is encoded is somewhat singular, and comment on the implications for
the quantum consistency of open bosonic string field theory. We next compute the
closed string radiation from a decaying D-brane in type II string theory. The cal-
culation is made possible by noting that the integrals involved in the requisite disk
one-point functions reduce to integrals over the group manifold of a product of uni-
tary groups. We find that the total number and energy of strings radiated during the
decay process diverges for D-branes of small enough dimension, in precise analogy to
the bosonic case. Finally, we investigate a simple class of type II string compactifi-
cations which incorporate nongeometric "fluxes" in addition to "geometric flux" and
the usual H-field and R-R fluxes. We develop T-duality rules for NS-NS geometric
and nongeometric fluxes, which we use to construct a superpotential for the dimen-
sionally reduced four-dimensional theory. The resulting structure is invariant under
T-duality, so that the distribution of vacua in the IIA and IIB theories is identical
when nongeometric fluxes are included.
Thesis Supervisor: Washington Taylor IV
Title: Professor of Physics
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Chapter 1
Introduction and Overview
String theory is the leading candidate for a unified description of gravity and particle
physics. While it has had many successes, such as UV-finite scattering amplitude
for gravitons, some promise in singularity resolution, and many new insights into
gauge theory, it is also clearly incomplete; the same great insights of the mid-90s
which showed that string theory was a richer and more powerful structure than was
previously understood also made it plain that our ignorance of the theory is profound.
A succinct way to summarize our lack of understanding is the following: we do
not know the string equations of motion. To fully describe a physical system, we
need a good mathematical characterization of the object we are trying to describe, a
differential equation describing the dynamics it undergoes, and boundary conditions
on the resulting differential equation which select a physically sensible solution. All
three of these ingredients are very poorly understood in string theory.
First, we do not understand the basic degrees of freedom such equations would
describe. Initially, it seemed clear that the fundamental degrees of freedom of string
theory were, well, strings. Now, however, we know that the different flavors of (su-
per)string theory are different limits of the same underlying theory, and in various
limits of string parameter space, the light degrees of freedom have effective descrip-
tions as such different looking objects as type II superstrings, heterotic superstrings,
and even three-dimensional membranes. We have no idea of what a reasonable de-
scription of the degrees of freedom would be in the interior of parameter space. What-
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ever this description may be, it is likely to involve some qualitatively new ideas; all
indications are that one must severely modify the notion of a local degree of freedom
in any theory of quantum gravity. The clearest evidence for this so far has come
from the study of black hole thermodynamics, which suggests that the number of
degrees of freedom in a black hole scale as its area, rather than as its volume, so
that a black hole has many fewer degrees of freedom than na ively expected. Several
stringy constructions support this interpretation and suggest that the usual notion of
a string theory as consisting of some set of open strings, closed strings, and D-branes
may be over-counting the degrees of freedom. In many of these examples (such as
the AdS/CFT correspondence and the c = 1 matrix model) it seems that all of the
closed string physics is contained in a dual, open string description, with many fewer
apparent degrees of freedom.
Second, we do not understand the fundamental dynamical principles that would
be encapsulated in a fundamental string equation of motion. Our entire idea of
dynamics is founded on describing the motion of an object through space and time,
but it is broadly suspected that space-time will be a derived concept in an ultimate
description of quantum gravity. We do not understand how to quantize a physical
system without some well-defined classical background space-time; once space-time
itself is quantum mechanical, our understanding of quantization breaks down. Our
idea of quantum mechanics also runs into problems when a classical background
space-time is sufficiently singular or has horizons, as exemplified by the black hole
information paradox and the difficulty of defining observables in de Sitter space.
The resolution to these milder conundra may provide some hints toward the more
fundamental problem of defining dynamics in the absence of a classical concept of
time. It is not at all clear how to do this in a manner consistent with (observed)
causality and locality.
Third, we do not understand the appropriate boundary conditions to impose on
an equation of motion, or indeed whether the initial value problem as we understand
it has any meaning. String field theory has given us an interesting hint here: the
string field theoretic versions of the string equations involve an infinite number of
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derivatives, reflecting the non-locality of the theory. This naively would therefore
require an infinite number of initial conditions, with possibly drastic consequences for
the consistency of the theory. However, preliminary analyses suggest that consistent
initial conditions are so highly constrained that specifying a consistent set of initial
conditions may become more physically important than solving the actual differen-
tial equation [1]. There are also interesting hints that one may need to impose final
boundary conditions as well as initial boundary conditions [2]. Taken together, along
with the apparent need to modify our understanding of time and locality, this sug-
gests that the usual idea of boundary conditions may become something much more
profound.
It is clear that we must understand the answers to these questions before we can
claim to understand quantum gravity. It is also becoming clear that we need to come
to a better understanding of these issues before we are able to connect string theory
to our observed universe: if we do not understand the equations of motion, it is
very difficult to make sharp predictions about their solutions. In this thesis we will
describe three different approaches [3, 4, 5] to studying the fundamental questions
above.
String field theory was one of the first attempts to provide a nonperturbative
definition of string theory. It was first formulated in the 80s, before D-branes and
gauge-gravity duality were recognized as integral aspects of the theory. Beginning in
1999 with the work of Sen, it was shown that string field theory could provide great
new insights into the dynamics of unstable D-branes. In Chapter 2, we ask: what can
string field theory tell us about gauge-gravity duality, or in other words, holography
and the relationship of open and closed strings? Can we use string field theory to
understand whether and how closed strings emerge as collective excitations of open
strings? Does open string field theory furnish a nonperturbative definition of both
closed and open string theory?
The calculations in Chapter 2 addressing the relationship between open and closed
strings are done on unstable D-branes because the best-developed open string field
theory lives on a bosonic D-brane, which is necessarily unstable. Unstable D-branes
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also provide an excellent controlled laboratory to study time-dependent systems, as
a first approach to string dynamics. Already in field theory, quantum systems in
time-dependent backgrounds exhibit new physical features. A toy model of a scalar
field in a time-dependent background demonstrates most of the essential new physical
aspects of the general question of QFT in curved backgrounds, such as the ambiguity
in defining a vacuum in the absence of a global timelike Killing vector. Studying
quantum gravitational systems in time-dependent backgrounds has the promise to
reveal similar insights about the new physical subtleties inherent in these problems.
In Chapter 3, we will study a time-dependent string solution which describes the
decay of an unstable D-brane in type II string theory. We will examine closed string
radiation from the decaying brane and attempt to understand it from both open and
closed string perspectives, with varying success.
We will then go on in Chapter 4 to study the solution space of type II string
theory compactified down to four dimensions. We will examine a wide class of ap-
proximate string solutions which are twisted by elements of the duality group of the
compactified theory. With a systematic application of stringy duality symmetries, we
will identify some additional, nongeometric structures which can be systematically
incorporated into flux compactifications. It has long been appreciated that there
exist string solutions where some or all of the target space has no well-defined geo-
metric interpretation, such as WZNW models or, indeed, the heterotic string. Our
work in Chapter 4 leads us to conjecture that in fact a typical string solution may
well be nongeometric, and that it is the solutions with a well-defined 10-dimensional
geometry which are exceptional.
In the remainder of this chapter, we will first provide a brief introduction to
perturbative string theory, which is still the best-developed and best-defined form of
string theory. We will then go on to discuss in more detail how each of the three
topics to be discussed in the body of this thesis depart from this starting point.
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1.1 A whirlwind tour of perturbative string theory
Perturbative string theory computes the scattering amplitudes of fundamental string
degrees of freedom. We will sketch here the concepts involved and consequences
resulting from these calculations. For a full treatment as well as references to the
original literature, we refer the reader to the excellent introductions provided by the
texts [6, 7].
Consider first a point particle of mass m propagating through a background space-
time. Its motion is described, classically, by the action
SPp =-m d i AX,1 (1.1)
where r is the coordinate along its world line, and X(r) are the space-time coordi-
nates of the particle. The action is invariant under reparameterization of the world
line, r --- '().
The propagation of a string through a background space-time is described by a
straightforward generalization of the action (1.1) to an object extended in one spatial
direction, known as the Nambu-Goto action:
SNG =- 2 ,a'drdo V -det hb, (1.2)
where
hab = aX"obX, (1.3)
is the induced metric on the worldsheet of the string, and the indices a, b run over
the two worldsheet coordinates r, a (which we will also denote as a ° , al). The role of
the mass parameter is now played by the string tension, T = 1/(27roa').
We can rewrite the action (1.2) in a form which is more suitable for the eventual
task of quantization by introducing a new field Yab, the metric on the string worldsheet.
In terms of Yab, string propagation is described by another action functional, the
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Polyakov action:
SP =- 2i' JdTd -DaXOaX. (1.4)
The worldsheet metric appears only algebraically in this action, and is hence an
auxiliary field. Eliminating yab from (1.4) recovers the Nambu-Goto action (1.2).
This form of the action is quadratic in the coordinates XII(aa) and is therefore much
simpler as a starting point for quantizing the string.
From a worldsheet perspective, the action (1.4), supplemented with appropriate
boundary conditions, defines a two-dimensional field theory. The embedding coordi-
nates X"(a, r) furnish a set of D scalar fields ( = 0,... , D - 1), while the space-time
metric G"" provides the couplings of the field theory. This field theory has a large
amount of gauge symmetry. First, it is invariant under reparameterizations of the
worldsheet, which are 2-dimensional diffeomorphisms:
0" 0 0 .b
-a al'(i); %a - = o a -bcl; X"(o) -* X"('). (1.5)
Second, the action is also invariant under local rescalings of the worldsheet metric,
known as Weyl transforms,
ra -( a; 'Yab ew()Yab; X"(a) - X/"() (1.6)
as the product /-yyab is independent of this rescaling in two dimensions only. Notice
that the coordinate fields X"(a) are indeed scalars under the transformations (1.5-
1.6). By contrast, the space-time Poincar6 symmetry,
XU(a) - AX (a), (1.7)
is a global, internal symmetry from the worldsheet point of view
Quantization of the two-dimensional field theory of (1.4) is subtle due to the large
gauge symmetry (1.5-1.6). Nonetheless the steps are exactly analogous to quanti-
zation of more familiar field theories. Canonical quantization proceeds as usual by
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expanding the fields X" in a set of normal modes and promoting the coefficients of
the modes to creation and annihilation operators; it is at this point that the choice
of boundary conditions becomes important. For example, consider a closed string,
that is, periodic boundary conditions on the worldsheet coordinate a. The mode
expansion satisfying these boundary conditions is
X"(T, oa) = ?x + o'p"r + iV2 -E (eim(-a) + &yeim(T+a)), (1.8)
moo
with creation and annihilation operators c', &Im for left-movers and right-movers re-
spectively. These operators satisfy the usual commutation relations with nonstandard
normalization:
[a, a] = m "V,-n
[Am, &na] = m 7anm,-n (1.9)
[ai, .V] = 0.
(The operators x, p describing the center of mass position and momentum of the
string can be recombined into raising and lowering operators for a harmonic oscil-
lator with zero frequency, but it is more useful for most applications to work with
eigenstates of definite momentum k".) One can show that a general state in the Fock
space,
N; - k [ (a-k)Nk l] [ ( J) ] (1.10)
satisfies a space-time Klein Gordon equation with mass-squared
m = (N+N- 2), (1.11)
where N = Z,k kN,k and N = ,,j kNj are called the levels of excitation. The
offset -2 comes from a careful treatment of the zero-point energy. A more careful
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treatment will also show that N = N. The important physical points to take away
from (1.11) are: first, the intuitive picture that the energy required to excite the
internal modes of the string appears as an effective mass; second, that the spacing
between energy levels is set by the string scale £s = N/V, and for small string scale,
only the very lightest modes of the string will be relevant. The formulae given here
are specific to closed bosonic string theory, but these two physical points are quite
general.
The lightest state of the closed bosonic string has no oscillators excited, that is,
with N = 0 in (1.11):
4
10;k), 2 = _ . (1.12)
This state is a quantum of a scalar space-time field which is unfortunately tachyonic,
a technical blemish of bosonic string theory which superstring theory circumvents.
With N = 1 we obtain a set of massless states:
s,,alav 10; 0; k); aa,,,aLla_, 10; 0; k); al· a_l 1;0; k). (1.13)
Here the symmetric, traceless tensor s,, and the anti-symmetric tensor a,, are analo-
gous to the polarization vector e. for the photon in QED. The states of (1.13) fill out
the traceless symmetric 2-tensor, anti-symmetric 2-tensor, and scalar representations
of space-time Poincare symmetry, and are quanta of, respectively, the space-time met-
ric G,,, an anti-symmetric 2-tensor B,, known imaginatively as the B-field, and a
scalar X called the dilaton. These fields are actually common to (almost) every string
theory, and are fundamentally important: the graviton for obvious reasons, while the
dilaton controls the string coupling, as we will see later. The B-field, which possesses
a gauge invariance B -+ B + dA, appears to be equally fundamental, although more
mysterious.
Other choices of boundary conditions give different mode expansions and hence
different spectra. If we consider a string with boundaries - that is, an open string -
the simplest and most important possible boundary conditions we can impose are
* Neumann boundary conditions, constraining the normal derivative of X to
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vanish at the boundary of the string OC: nXI(aa)la = 0. The open string
propagates freely in the X"-direction; the boundary condition prevents momen-
tum from flowing off its ends.
* Dirichlet boundary conditions, requiring X" to be fixed at the boundary of the
string: X(Ua)la = a for some constant a. The endpoints of the strings are
constrained to lie on a hypersurface in space-time, which we will later under-
stand as a D-brane.
The boundary conditions couple the right and left moving modes, so open strings
have a single set of creation and annihilation operators all. The lightest state for the
bosonic open string is tachyonic, as in the closed bosonic string:
1I0;k); m 2 = . (1.14)a'
These states are again quanta of a scalar space-time field, commonly denoted T. The
next lightest states are a set of massless states which transform as a vector under
space-time Poincar6 transformations:
E aOpl 10; k); m 2 = 0. (1.15)
These states are the quanta of a gauge field, A. 1'
Supersymmetric string theories are obtained from a supersymmetric version of the
two-dimensional worldsheet field theory, adding to the worldsheet scalars XP(a) their
worldsheet superpartners 4P(a), which have no direct space-time interpretation. We
will be concerned here with type II string theory in particula. There are two variants,
IIA and IIB. differing by combinations of the choices of boundary conditions on the
worldsheet fermions /h (a). The possible boundary conditions for the 'b (a) are either
periodic (called Ramond or R) or anti-periodic (called Neveu-Schwarz or NS), and
'Choosing Neumann boundary conditions on X°,- - , XP+' and Dirichlet boundary conditions
on the remaining directions XP+2 ,... ,X D - 1 describes a Dp-brane. The position of the D-brane
breaks translation invariance in those directions transverse to its world volume, and the states of
(1.15) correspondingly split into a p + 1-dimensional vector and (D - 1 - p) scalars which describes
the position of the Dp-brane in the transverse directions.
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may be chosen independently on the right- and left-moving modes. The lightest
states in type II are massless - there are no tachyons - and fall into three categories.
First, there are the so-called NS-NS fields, which are the set of space-time fields
G,,, B,,,, which we encountered in the bosonic string (although their worldsheet
origin is slightly different here). Second are the so-called R-R fields, a set of p-form
gauge fields C(p), where p is even in IIB and odd in IIA. These fields, like the NS-NS
two-form B, have gauge invariances of the form C(P) - C() + dA(p - l ) . Finally, there
are a set of space-time fermion fields, which we will largely neglect.
We have been rather cavalier in our discussion of these spectra. The states in
(1.15) and (1.13) include negative-norm states created by unphysical timelike and
longitudinal oscillators. As in quantization of Yang-Mills theory, a proper treatment
of the gauge symmetry (1.5-1.6) of the worldsheet field theory will ensure that these
ghosts do not contribute to physical quantities. Relatedly, a proper treatment also
shows that the space-time fields A", G,,, B, possess the advertised gauge transfor-
mations in space-time. One can also show that the Weyl invariance of (1.6) is in
general anomalous, and only for very special two-dimensional field theories does the
anomaly cancel. These special field theories describing consistent string propagation
are
* conformal field theories (CFTs): the standard gauge-fixing procedure leaves
a measure-zero residual set of transformations which precisely correspond to
conformal transformations. It is the control provided by this residual conformal
symmetry that allows us to calculate string scattering amplitudes at all.
* with vanishing central charge. The central charge c is a c-number associated
with a given CFT which effectively counts the number of degrees of freedom
in the CFT. Through Noether's theorem, Weyl invariance requires that the
trace of the worldsheet stress-energy tensor vanish, Ta = 0. The Weyl anomaly
modifies this equation quantum mechanically, so that T a oc c. To maintain Weyl
invariance in the quantum theory, we must have the central charge vanish, c = 0.
These requirements place restrictions on both the possible number of worldsheet
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fields and on their interactions. Broadly, any two-dimensional CFT with vanishing
central charge yields a classical string solution. Let us return now to our example of
closed bosonic string theory; in this case, vanishing central charge requires D = 26
worldsheet scalars X", while the conditions for conformality yield restrictions on their
couplings. A general worldsheet CFT takes the form
S = 27r drd ((0aX bX,)(, ,bG(X) + eabB(X)) + (2)(X))
(1.16)
allowing for backgrounds of all the massless closed string fields. Conformal invariance
requires the worldsheet P-functions of the couplings G, B, X vanish. Computing these
P-functions yields the following set of equations,
RL + 2VV - HpaHP- +O(a') = 0 (1.17)
2 VPH,,p + VPH,,vp + O(a') = 0 (1.18)2
2V + VpOqVt' - HIpHIVP+O(a') = 0. (1.19)
Here H,,,p = 1/3 0[,lBvp] is the field strength of the anti-symmetric tensor B,,. Equa-
tions (1.17-1.19) are a sensible set of field equations for the space-time fields, which
may be derived from an effective space-time action,
S26 = 21 d 2 6 xe - 20 (R - IH12 + 40 0 + (a') (1.20)
Here ic is a normalization constant which can be related to the Planck mass, and we
have introduced the notation
[Iw(P)2 1 ... lp = w A *w. (1.21)
Making a field redefinition (a "Weyl rescaling") G,, = e-0/ 6G,, allows us to write
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the effective action (1.20) in canonical form,
S26 = 2C2 d26 ( _1 e-)/3 I 2 1_ & a(+ O(/)) (1.22)
where all indices are contracted with the new metric G. This describes a classical field
theory of gravity coupled to a massless antisymmetric two tensor and scalar. It is a
low-energy effective action, valid for length scales longer than the string length scale,
set by v/. At these scales, scattering does not involve energies high enough to excite
higher modes of the string, so a field theory describing interactions of the massless
modes of the string alone is sufficient. Unlike most effective field theories familiar to
a quantum field theorist, however, we do not know in general how to construct this
effective field theory explicitly by integrating out massive degrees of freedom from
some more fundamental underlying Lagrangian.
Another example we will need is type II string theory in flat space. Here the c = 0
requirement sets D = 10, and the effective low energy action is a K/' = 2 supergravity.
The bosonic part of the effective supergravity is the sum of three terms,
S = SNS + SRR + SCS. (1.23)
The kinetic terms for the NS-NS fields are familiar from (1.20),
SNS 2= J dl0 x ' (e-20R -,IH2 + 4,9d0& ) (1.24)
The kinetic terms for the R-R fields are given by
-SR dl°x (IFil2 + I 312 + IFsl2) (type IIB) (1.25)
412 d°dx/'ZG (F 2 + IF412) (type IIA),
where the Fp+1, Fp+l are the gauge-invariant combinations of field strengths of the
p-form potentials Cp. In the case of IIB, this action must be supplemented with the
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self-duality constraint
F5 = F5 (1.26)
Finally, there is a Chern-Simons-like interaction term for the p-forms,
S = -412 f B A F3 A F5 (type IIB)Scs W n2 (1.27)
-¥2f B A F4 AF4 (typeIIA).
It may seem surprising that we were able to obtain a space-time action with
nontrivial interactions, (1.22), from the conformal field theory (1.16) describing a
single string. In fact, string interactions are included in the formalism in a particularly
elegant way, as we will now describe.
Strings can interact by splitting and joining. In figure 1-1, we show a process
where a string initially in state A) splits into two strings in final states IB) and IC).
Using conformal transformations, we can map the complicated geometry of the string
worldsheet swept out during this process into a sphere, with the information about
the asymptotic states IA) , B) , IC) contained in three inserted operators OA, OB, OC
which carry the quantum numbers of the states. Therefore, the string scattering
amplitude is given by the correlation function of these three operators in the CFT
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Figure 1-2: One-loop contribution to 1 - 2 closed string scattering
describing the free string propagation,
M A-BC = (OAOBOC)cS2
= j[DX]eSO ABC, (1.28)
s2
with the worldsheet action S given by the appropriate (Wick-rotated) version of
(1.16). The operators Oi are known as "vertex operators".
One-loop string scattering is shown in figure 1-2. For such processes, the world-
sheet is topologically equivalent to a torus instead of a sphere, and conformal trans-
formations now map the string worldsheet to the calculable CFT correlator on a
torus,
MA- BC = (OAOBOC)T2
- [DX]eSOAOBOC. (1.29)T 2
Higher loop contributions are similarly obtained by evaluating CFT correlators on
Riemann surfaces of higher genus. Thus, the full string path integral computing an
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amplitude for n-string scattering should include a sum over worldsheet topologies,
M= E J[DX]e-l O I . (1.30)
topologies i=1
This expression is not especially useful, however, unless contributions from higher
genus surfaces are suppressed. So, what controls the string coupling? To see this,
let's look again at the (Wick-rotated) dilaton term in the conformal field theory (1.16),
S = 2 d2im/n s(X)R s (2) (1.31)
In two dimensions, the Ricci scalar is a total derivative, so its integral can depend
only on the topology of the worldsheet. In fact, if we take the dilaton to be constant,
O(X) = 0o, then (1.31) becomes simply
1 1
2] Yd2u-Y oR (2)= 2¢oX, (1.32)
where X is the Euler character of the worldsheet. For a two-dimensional surface with
h holes and b boundaries, the Euler character is
X = 2- 2h - b. (1.33)
Therefore, we can pull out of the string path integral (1.30) a factor which depends
only on the worldsheet topology and the constant mode of the dilaton, e- O°(l- h). This
is exactly what we need to identify a coupling constant, as the number of holes h is
the number of loops. Therefore, the string coupling constant is controlled by the
vacuum value of the dilaton,
e-0 g9. (1.34)
Allowing the sum over topologies in (1.30) to include surfaces with boundaries has
the effect of adding open strings to the theory. Tree level open string scattering is
shown in figure 1-3. As in the closed string case, we can use conformal transformations
to map the complicated worldsheet geometry into a simpler shape with operator
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insertions carrying the information about the asymptotic states. This simple shape is
now a disk, and the operator insertions are on the boundary. The expression for the
Euler character in (1.33) shows that the coupling constant go controlling absorption
and emission of open strings is the square root of the closed string coupling constant
g. Open-closed scattering is given by CFT correlators with open string operators
inserted on the boundary and closed string operators inserted in the bulk, as in
figure 1-4.
At this point, let us comment on two important physical aspects of the string
perturbation series. First, the quantities we are able to compute, the correlators
(1.30), naturally give S-matrix elements, not Green functions. The external states
must be on mass shell for the amplitude to be gauge-invariant, and the propagators
describing the propagation of the asymptotic states to the interaction region have
effectively been amputated.
Second, we were free to consider scattering amplitudes for closed strings without
including open strings, but the same is not true in reverse; it is not consistent to
consider an open string theory without closed strings. To see this, consider the
nonplanar one-loop open string two-point function, shown in figure 1-5. In one limit
of this diagram, the intermediate states are two open strings, propagating around
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Figure 1-5: Two different limits of the nonplanar one-loop open string two-point function
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the loop. In another limit, the intermediate state is a closed string, and the space-
time diagram describes an open string joining its ends and then splitting them. The
amplitude one computes for this process from the CFT correlator contains poles from
both intermediate open string and intermediate closed string states in the appropriate
kinematic regions. Unitarity therefore requires that any theory with open strings must
also include closed strings.
Nonperturbatively, however, the story is more complicated and suggests that any
theory of closed strings must naturally include open strings as well. As we have
alluded to above, string theory contains, in addition to strings, other extended objects
called D-branes. D-branes have tension scaling as 1/g, so from the point of view of
perturbative string theory they are not fluctuating degrees of freedom; open strings
are interpreted as their perturbative excitations. In type II string theory, D-branes
carry charge under the R-R fields C(P). A closed string theory will naturally include
D-branes and therefore open strings.
In this section we have seen how to find a spectrum of a string theory and compute
the perturbation series for the scattering amplitudes of those states. This is no small
achievement, as it allows us to compute UV-finite scattering amplitudes for gravitons.
However, we do not know how to derive the perturbation expansion from a more
fundamental starting point; moreover, we also know that perturbation theory is only
an asymptotic expansion. To go beyond perturbation theory to approach quantum
gravitational equations of motion more directly requires some fundamentally new
ideas which are as yet not understood. In the body of this thesis we will discuss
three different approaches to the string equations of motion which explore some of
the conceptual puzzles involved.
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Figure 1-6: Feynman rules for Witten cubic open SFT
1.2 String field theory and a nonperturbative for-
mulation
As we have discussed in the previous section, string perturbation theory naturally
produces S-matrix elements describing the space-time scattering amplitudes of on-
shell string states. A natural question is whether these amplitudes admit a consistent
off-shell continuation, which would allow us to define a string field theory (SFT). In
fact, there are several different string field theories, corresponding to different off-shell
continuations of the string S-matrix elements. We will discuss here one particularly
elegant SFT of the open bosonic string, known as Witten cubic open string field
theory [8]. The Feynman rules of this SFT are shown (heuristically) in figure 1-6.
The string propagator can be thought of as a strip of string with width r and length
t, while all interactions in the theory come from a cubic vertex, which is a prescription
for gluing three strings together. We will discuss these Feynman rules in more detail
in Chapter 2. All open string amplitudes can be constructed using these Feynman
rules. As we will see in Chapter 2, the computation of any given S-matrix element is
considerably more computationally intensive in SFT than in CFT. The main virtue
of SFT is that it promises a nonperturbative, background independent definition of
string theory. Substantiating this promise, however, is technically very demanding.
As an example of the strengths of string field theory, consider the process of
tachyon condensation, which has so far been the main application of SFT. Let us
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begin with a field theory analog. Consider the usual toy model for spontaneous
symmetry breaking, a complex scalar field q with potential
V(0) = _A-21j2 + 114. (1.35)
4
This theory, when expanded around the origin X = 0, contains a tachyon with m2 =
_/2. Here, it is straightforward to understand the physical meaning of the tachyon;
we may examine the potential V(0) to see that we are expanding around an unstable
critical point, and that there exists a stable minimum at 11 = 2p2/7 . Fluctuations
around the minimum of the potential all have m2 > 0. If we were not told the form of
the potential, however, only the spectrum and interactions of the field theory around
= 0, it would be impossible to understand the process of tachyon condensation.
This is exactly the situation in string perturbation theory.
To understand the physical meaning of the tachyons in bosonic string theory (and
in some superstring configurations), and to study the process of tachyon condensation,
the natural tool to employ is SFT, which specifies the missing information about off-
shell physics and makes it possible to define a potential for the string tachyon. In a
landmark paper, Sen conjectured that the open string tachyon describes the instability
of a space-filling D-brane, that tachyon condensation is the decay of this D-brane,
and that the tachyon potential has a stable vacuum corresponding to closed string
theory with no D-brane [9]. In much subsequent work this picture was substantiated
using string field theory.
This ability of string field theory to describe different solutions - different back-
grounds - of the same underlying theory is particularly attractive conceptually. In
principle string theory should provide a fundamental theory of quantum gravity,
rather than one which describes only quantum excitations around a particular fixed
classical solution. Another way to phrase this is that we would like a formulation
of string theory where space-time and geometry are manifestly derived quantities.
SFT is one of the few formulations of string theory which is background independent
in principle, and even here demonstrating background invariance in practice is quite
32
difficult. It has been demonstrated [10] that SFT can describe vacua related by local
marginal deformations, but it has only been shown to describe two different vacua of
differing energies to date.
Our interest in this thesis is: how much does open string field theory (OSFT) know
about closed strings? As we discussed in the previous section, closed string states
appear as poles in open string one loop diagrams, so, if open string field theory is
unitary, they must also appear as composite asymptotic states. It has proven difficult,
however, to identify these asymptotic states explicitly, and it remains an open question
how much information the open string field theory contains about closed strings. This
is a particularly interesting question as in some controlled situations, the low-energy
theory of open strings living on a stack of D-branes is dual to the full closed string
theory in the bulk; this is the famous AdS/CFT correspondence. Thus, it is possible
that if OSFT is truly a background independent description of open strings, it may
also furnish a background independent theory for closed strings as well.
In chapter 2, we will show that open string field theory does encode information
about closed string dynamics, by computing the one-loop one-point function in Witten
cubic open string field theory and studying the structure of its divergences. We will
show that this open string diagram does contain information about the linearized
Einstein equation describing the shift in the closed string fields in reaction to the D-
brane supporting the open strings. We will also show that the manner in which this
information is encoded is somewhat singular, and may spoil the quantum consistency
of open bosonic string field theory. The closed string tachyon is responsible for much
of this bad behavior, and in the next chapter we will turn to a system which is free
of this technical complication.
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1.3 Time-dependence and worldsheet conformal field
theory
We have seen that open string field theory is particularly well-suited to studying the
problem of D-brane decay. However, there are aspects of D-brane decay which are
obscured by a full treatment in open string field theory. First, although open string
field theory likely does contain information about the closed string state produced by
the decaying brane, this information is encoded in open string field theory amplitudes
in such a complicated and singular manner that it is hard to extract. Second, D-
brane decay is an interesting example of a time-dependent process in a theory of
quantum gravity, and to gain a deeper understanding of time-dependence, it is useful
to study D-brane decay in a framework which is less computationally demanding (and
distracting) than string field theory.
Fortunately, there exists an exact CFT which describes open string tachyon con-
densation, as was first noticed by Sen [11]. This CFT is given by
S = So + AS = So + A dtex °(t) (1.36)
where So is the action describing bosonic string propagation through fiat Minkowski
space, t is the coordinate on the boundary of the string, and AS, which has support
only on the boundary of the string worldsheet, contains information about the space-
time tachyon background. The CFT (1.36) it is a classical string solution where
the tachyon field takes a time-dependent expectation value, T(X) = AeXO. As the
tachyon field vanishes in the far past, this describes an unstable D-brane at early
times, which then decays as the tachyon vacuum expectation value turns on. There
is a related, time-symmetric version of this CFT where the tachyon profile is given
by T(X) = AcoshX ° , describing the creation and subsequent decay of an unstable
D-brane. There are also related conformal field theories, which will be our main
interest in chapter 3 below, which describe the condensation of a tachyon living on
an unstable D-brane in type II superstring theories. The "rolling tachyon" solution
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Figure 1-7: The vacuum-to vacuum transition amplitude
T(X ° ) = AeXO°/ r is described by the superconformal field theory with boundary
action
AS = -VrA J dtqOeXO/\/, (1.37)
and the "bouncing tachyon" solution T(X ° ) = A cosh(X°/v2) by the boundary action
AS = -V7rA J -r/ sinh (X/V ) . (1.38)
Here r7 is a fermionic degree of freedom with trivial worldsheet dynamics, much like
a classical Grassmann variable, which is necessary to describe an unstable D-brane
in type II. (The unstable brane is not charged under any R-R field.) The additional
fermionic degrees of freedom in the boundary actions (1.37) and (1.38) render these
conformal field theories technically more complicated than their bosonic analogs, but
the underlying physics is very much the same.
Armed with the worldsheet description of tachyon condensation given by the above
CFTs, we are in a better position to pose questions about the relationship between
open string and closed string descriptions of D-brane decay, as the duality of open
and closed string descriptions is more transparent in CFT than in SFT. The most
elegant example of this duality is the open string one-loop vacuum-to-vacuum transi-
tion amplitude in fiat space, shown in figure 1-7. The diagram can be expanded as a
function of the circumference of the cylinder t, in which case the terms in the expan-
sion have a natural interpretation as the contributions of intermediate open string
states propagating in the loop. It can also be expanded as a function of s = 7r/t,
35
in which case the terms and the expansion have a natural interpretation as inter-
mediate closed string states emitted and reabsorbed by the brane. In other words,
open and closed strings give dual descriptions of the same physical amplitude. This
particular example of open-closed duality is, for technical reasons, often referred to
as "modular invariance". We would like to calculate the cylinder diagram 1-7 in the
CFT (1.37) describing D-brane decay, and understand the relation between the open
and closed string channels. This is of interest as a clean computation of the cylinder
diagram in both channels would shed much light on (1) the relation between open
and closed descriptions of D-brane decay, in particular, the open string description of
the closed string vacuum, and (2) the physical significance of modular invariance in a
time-dependent situation where the Lorentzian nature of the worldsheet may perhaps
no longer be ignored.
Calculation of the full cylinder diagram is technically challenging as there are
exponential divergences, arising from the exponential eXO, whose proper treatment is
unclear. The imaginary part of the diagram, which describes particle production, is
however free of these exponential divergences and fairly straightforward to compute.
This was done for the bosonic D-brane of (1.36) in [12], where it was found that the
total number and energy of radiated closed strings diverges polynomially, suggesting
that the D-brane decays entirely into closed strings, and that the solution (1.36) may
need to be modified at late times. In chapter 3, we extend this computation to the
CFTs (1.37), (1.38), describing D-brane decay in superstring theory, and find the
natural generalization of the results in [12]. In particular, the number and energy
of radiated closed strings again diverges. We will also point out an amusing group
structure that emerges in closed string amplitudes in the background of a decaying
D-brane which renders the amplitudes calculable.
The motivation for this calculation was to compare open and closed string compu-
tations of the same quantity in a situation where uninteresting divergences from the
closed string tachyon, which could obscure the underlying physics, are absent. One
is often able to eliminate the divergence from the closed string tachyon by analytical
continuation, but such a procedure is only straightforward when using closed string
36
variables, which neatly isolate the problematic term; when working with open string
variables, as in OSFT, the divergence arises from an infinite number of terms and is
not easy to isolate and eliminate. In the superstring, there is no closed string tachyon,
thereby evading this technical complication. While the conformal field theory calcu-
lation of closed string particle production is straightforward and even elegant, the
computation in the open string channel is more difficult, as we will discuss further in
chapter 3. Therefore, in the open string channel we consider as a preliminary treat-
ment the so-called "mini-superspace" approximation to the cylinder diagram. This
approximation drops all of the oscillation modes of the open string, treating it as a
point particle, and reduces the computation to a problem in one-dimensional quan-
tum mechanics. While this approximation has been studied for the bosonic string,
and appears to capture qualitative aspects of the essential physics, its extension to
the supersymmetric problem suffers from several conceptual flaws and it cannot be
trusted quantitatively, as we will discuss further below.
1.4 From the bottom up: nongeometric compact-
ifications
Although string perturbation theory is the best-developed and best-defined branch of
string theory, it does not capture all the physics we now know to be a part of string
theory. It has become clear that not all string-theoretical configurations are best de-
scribed in terms of fundamental strings: in various regions of parameter space, other
descriptions of light degrees of freedom are more natural. There are also classes of
vacua of which are in the perturbative regime, but for technical reasons cannot be de-
scribed by conventional worldsheet CFTs, in particular type II vacua with background
R-R fields. This motivates the following approach: to find new string solutions, look
for solutions to the low energy supergravity (1.23) which satisfy all known quantum
consistency conditions and which lie within a controlled regime, so that the effective
supergravity description is reliable throughout the calculation. This procedure in-
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volves some approximations and assumptions which have not been rigorously justified
from a more fundamental starting point, but promises to connect more immediately
to the particle and cosmological physics of our world.
Procedurally, we begin with the low energy effective supergravity theory for type
II string theory, and look for solutions of the form of a (warped) product of a (3 + 1)-
dimensional maximally symmetric space and a six-dimensional compact manifold M 6.
We then integrate out the variation of the fields over the six compact directions to
obtain an effective field theory theory in four dimensions. These are reliable solutions
provided two conditions are satisfied. First, all dimensionful quantities computed in
the four-dimensional effective theory (such as particle masses and the cosmological
constant) must be small compared to the "Kaluza-Klein" scale AKK, set by the inverse
volume of the compactification manifold, which is the energy scale high enough to
resolve the six compact dimensions. Second, there must be a separation between
the Kaluza-Klein scale and the string scale A, a,-1/2, so corrections to the 10-
dimensional effective supergravity from the excited modes of the string are under
control. We must also be careful here that fields which originate from strings winding
around the compact manifold are heavy enough to decouple; these strings have a
characteristic energy which is set by both the volume of the compact manifold and the
tension of the string, so scale as AW, 1/(c'AKK) = A2/AKK. Provided AKK < A, as
we needed to have a good effective supergravity description, this condition is usually
met automatically. For the generalized compactifications we will introduce in chapter
4, however, we will need to reconsider this condition.
We can find more general solutions by turning on topologically nontrivial fluxes for
the p-form gauge fields on various cycles of the internal manifold M 6. These fluxes
are integrally quantized and, to avoid introducing any net charge on the compact
internal manifold, must satisfy various sets of constraints. One may also introduce
a related set of deformations of the topology of the internal manifold. In the limit
where our effective description is valid, the resulting flux compactification is "nearby"
the original Calabi-Yau compactification, and adding these new background fields can
be thought of as specifying a set of discrete data to add to an underlying Calabi-Yau
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compactification.
From the point of view of the four-dimensional effective theory, fluxes appear as
massive deformations of the four-dimensional effective supergravity. Fluxes generate
a potential for many of the otherwise massless scalar fields ("moduli") in the theory;
they can also add structure to the gauge sector of the theory. As the expectation
values of these moduli encode information about the size and shape of the compacti-
fication manifold M 6, and in particular about the scale AKK, we must check at the
end of the day that our calculation is self-consistent: the solution for the moduli must
lie in a range where the effective field theory which we used to find that solution is
reliable. As fluxes typically give a potential for the dilaton as well, which controls the
string coupling, we must also check that the string coupling is stabilized in a region
where perturbation theory is valid.
Recently there has been an extensive program devoted to characterizing the broad
qualitative features of the four-dimensional effective field theories that result from
flux compactifications (for references, see the recent reviews [13, 14] and references
therein). Thus, for instance, we have learned that there are a finite number of su-
persymmetric flux configurations of IIB on a typical Calabi-Yau, and that they all
have vanishing cosmological constant at tree level. By contrast, there are an infinite
number of supersymmetric flux configurations of IIA on a typical Calabi-Yau, and
a generic supersymmetric compactification will have negative cosmological constant.
This qualitative difference between the sets of flux compactifications possible in type
IIB and type IIA is interesting, as in the absence of fluxes, compactifications of type
IIB and type IIA are actually different descriptions of the same physical compactifica-
tion: there is a stringy duality symmetry, "T-duality", which relates the two theories.
Clearly, however, as the classes of vacua we have picked out as "flux compactifica-
tions" in the two theories are inequivalent, our definition of "flux" is not a T-duality
invariant idea. We will describe T-duality further in section 4.1 below.
In chapter 4, we will study flux compactifications of type II on a six-torus and show
that to obtain a fully T-duality invariant set of compactifications, we must add some
additional discrete data corresponding to new generalized fluxes. These fluxes are
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nongeometric, in that any compactification including these new objects is no longer a
manifold. We argue that related structures should be present in the full formulation
of the theory and that they greatly generalize the range of possible compactifications.
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Chapter 2
Tadpoles and Closed String
Backgrounds in Open String Field
Theory
2.1 Introduction
String field theory is a space-time formulation of string theory which may have the
capacity to describe all string backgrounds in terms of a common set of degrees of
freedom. Much recent interest in Witten's open string field theory (OSFT) [8] has
been centered around the discovery that this theory can describe D-branes as classical
solitons, so that distinct open string backgrounds not related through marginal de-
formations can appear as solutions of a single set of equations of motion (for reviews
see [9, 15, 16, 17, 18]). Most of the recent work in this area has focused on classical
aspects of OSFT (although, for some recent papers which address quantum features
of the theory, see [19]).
In order for string field theory to have a real chance at addressing any of the deep
unsolved problems in string theory/quantum gravity, it is clearly necessary that the
theory should be well defined quantum mechanically. In an earlier phase of work,
some progress was made in understanding the quantum structure of OSFT. This
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work is summarized and described in the language of BV quantization by Thorn in
his review [20]. In this paper we extend this earlier work by carrying out a systematic
analysis of the one-loop open string tadpole diagram in Witten's bosonic OSFT. We
analyze the divergence structure of this diagram and the role which closed strings
play in the structure of the tadpole, and we describe the implications of this analysis
for the quantum theory.
An important aspect of quantum open string field theory is the role which closed
strings play in the theory. As has been known since their first discovery [21, 22], closed
strings appear as poles in nonplanar one-loop amplitudes of open strings. An analysis
of these poles in the one-loop nonplanar two-point function of OSFT was given in
[23]. Because of the existence of these intermediate closed string states, any unitary
quantum open string field theory must include some class of composite asymptotic
states which can be identified with closed strings. These asymptotic states have not
yet been explicitly identified in OSFT, although related open string states which can
be used to compute amplitudes including closed strings in OSFT are described in
[24, 25, 26, 27, 28, 29]; other approaches to understanding how closed strings appear
in OSFT were pursued in [30]. In this chapter, we consider the appearance of closed
strings in OSFT from a different point of view than has been taken in previous work
on the subject. We show that an important part of the structure of the open string
tadpole comes from the closed string tadpole, which in the presence of a D-brane
describes the linearized gravitational fields of that D-brane. This demonstrates that
not only do the closed strings appear as poles in the open string theory, but that
they also take expectation values in response to D-brane sources within the context
of OSFT; this provides a new perspective on the role of closed strings in OSFT.
The relationship between open and closed strings is central to the concept of
holography and the AdS/CFT correspondence [31, 32, 33]. In the AdS/CFT corre-
spondence, a decoupling limit is taken where open strings on a brane are described
by a conformal field theory; this theory has a dual description as a near-horizon limit
of the closed string (gravity) theory around the D-brane. A complete quantum open
string field theory would generalize this picture; if OSFT can be shown to be uni-
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tary without explicitly including the closed strings as additional dynamical degrees of
freedom, we would have a more general holographic theory in which the open string
field theory on a D-brane would encode the gravitational physics in the full D-brane
geometry in a precise fashion. While we do not directly address these ideas in this
chapter, some further discussion in this direction is included at the end of the chapter.
Until recently, only a few diagrams had been explicitly evaluated in OSFT: the
Veneziano amplitude [34, 35, 36], and the non-planar two-point function [23]. These
diagrams were computed by explicitly mapping the Witten parameterization of string
field theory to a parameterization more natural for conformal field theory, and then
computing the diagram explicitly in CFT. There has recently been some renewed
interest in studying perturbative aspects of OSFT by developing new techniques for
calculating diagrams in the theory [37, 43]. Using these methods it is possible to
compute any OSFT diagram to a high degree of accuracy using the level truncation
method on oscillators. This method provides an alternative to the CFT method, and
gives some information about a wider range of diagrams while lacking the analytic
control of the CFT method. In this chapter we use both methods, finding that each
gives useful information.
The one-loop tadpole diagram we consider in this chapter is perhaps the simplest
of the one-loop diagrams in OSFT. While a preliminary study of this diagram was
done in [20, 37], we expand on the analysis presented in [37] and augment it by using
the conformal field theory method to give an alternate expression for the diagram.
We also generalize the discussion by computing the diagram for OSFT defined on a
Dp-brane background for any p.
The one-loop tadpole diagram has divergences of several kinds. As the modular
parameter T describing the length of the internal open string propagator becomes
large, there is a divergence from the open string tachyon. This divergence is easy to
understand, and can be removed by analytic continuation in the oscillator approach
to OSFT. In addition to the large T divergence of the diagram, there are divergences
as T -- 0. In the conformal frame natural to OSFT this limit corresponds to a
pinching off of the world-sheet. In an alternate conformal frame, however, the small
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Figure 2-1: Two conformally equivalent pictures of the one-loop open string tadpole. a) The open
string tadpole is represented as a purely open string process in which a single open string splits
into two open strings which then collide. b) The open string tadpole is represented as a transition
between an open string and a closed string. The closed string is absorbed into the brane.
open string loop gives rise to a long closed string tube. These two conformal frames
are displayed in figure 2-1. Since the propagation over long distances of massive
fields is suppressed, only the tachyon and the massless sector of the closed strings
contribute to the T - 0 divergences of the tadpole. Using both the conformal
field theory and oscillator approaches, we isolate the T - 0 divergences in the one-
loop tadpole diagram. By extracting the leading divergences of the tadpole, we can
separate the divergence arising from the tachyon from any divergences associated with
the graviton/dilaton in the massless sector.
The divergence from the closed string tachyon arises because of the usual problem
that the Euclidean theory has a real exponent in the Schwinger parameterization of
the propagator, and diverges for tachyonic modes. This problem is usually dealt with
by a simple analytic continuation. In this case, however, the analytic continuation is
rather subtle, as the closed string degrees of freedom which are causing the divergence
are not fundamental degrees of freedom in the theory. In the one-loop diagram we
study in this chapter, the analytic continuation can be done by hand in the CFT ap-
proach by explicitly using our understanding of the closed string physics underlying
the divergence. Even for this relatively simple diagram, however, there are a number
of subtleties in this analytic continuation, and to ensure that we completely remove
all the tachyonic divergences we are forced to consider lower-dimensional brane back-
grounds. In a more general context, such as for higher-loop diagrams, it would be
difficult to systematically treat this type of divergence using open string field theory.
Assuming that the divergence from the closed string tachyon is dealt with by a
form of analytic continuation, we are left with possible divergences from the massless
44
closed string states. Such divergences appear only when considering the open string
theory on a Dp-brane with p > 23. This is essentially because the open string tadpole
is generated directly from the closed string tadpole, and the closed string tadpole
arises from the solution of the linearized gravitational equations with a Dp-brane
source [38, 39]. Since a brane of codimension 2 has a long-range potential which goes
as In r, while a brane of codimension 3 has a potential going as 1/r, we need at least
three codimensions to remove the divergences from the massless sector. In general,
whether the tadpole is finite or divergent, we find that the structure of the linearized
closed string fields in the D-brane background is encoded in the open string tadpole.
After analyzing the divergence structure of the one-loop tadpole, we also consider
briefly what one might expect of OSFT at two or more loops. We consider in par-
ticular the two loop non-planar diagram which represents a a torus with a hole in it.
This diagram contains as a subdiagram the closed string one point function which
suffers from a BRST anomaly [40, 41, 42, 38] in world-sheet perturbation theory. We
conjecture that in OSFT this diagram will lead to a divergence and BRST anomaly.
Since this divergence is purely closed-string in nature, it should occur for the theory
on a Dp-brane for any p, and poses a serious problem for any attempt to make sense
of the bosonic open string field theory as a complete quantum theory.
In section 2.4 we compute the one-loop tadpole using conformal field theory meth-
ods. In section 2.5 we compute the same diagram using oscillator methods. Section
2.6 contains a discussion of the one-loop open string tadpole in Zwiebach's open-closed
string field theory, where the structure of the diagram is somewhat more transparent.
Section 2.7 synthesizes the results of the preceding sections, and contains a general
discussion of the divergences of the tadpole and the role of closed strings in the tad-
pole. Section 2.8 contains some concluding remarks. In two appendices we include
some technical points. Appendix A.1 contains a discussion of the BRST anomaly in
the D25-brane theory. Appendix A.2 contains some comments on the infinite-level
limit of the level truncation method used in Section 4.
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2.2 A brief introduction to Witten cubic OSFT
Here we provide a lightning overview of Witten cubic open string field theory for
the uninitiated; for an excellent and comprehensive review of the subject, as well as
further references, see [44]. There is additional information about the Feynman rules
of the theory in the next section.
Witten's cubic string field theory has a simple formulation, reminiscent of Chern-
Simons theory:
S = -2J * QB - 3 J * * . (2.1)
This action depends on a string field I and several (bi)-linear operators f, *, and QB,
as well as the string length parameter a' and (open) string coupling constant g.
The operator *, called Witten's star product for obvious reasons, allows us to
multiply two string fields to obtain a third string field, XF3 = t1 * T2. Conceptually,
this operation glues the right half of the first string, described by T1, to the left half of
the second string, described by T2, to produce a product string 3 with configuration
on the left half given by the left half of the first string, and on the right half, given by
the right half of the second string. The integration operator f is a map from the space
of string fields to the real numbers, defined by gluing the right and left halves of a
single string together. The operator QB plays the role of the kinetic operator, and acts
as a derivation on the space of string fields. We will ruthlessly ignore issues related
to ghost number in this section; the next section considers ghosts more carefully, and
for a more complete treatment we refer the reader to [44] and references therein.
Having defined all the operators appearing in (2.1), we now need to ask: what is
the string field, T? We can expand T in a basis of the states obtained by quantizing
a string around the perturbative vacuum,
T'[X] = d 26p [0(p) 10;P) + A/~(p)oa 1 0 ; p1;) + (2.2)
in other words, the string field I is a collection of space-time fields, one for each
independent vibration mode of the string. One may plug the level expansion (2.2)
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for I into the action (2.1) to obtain a (rather complicated) action for the component
fields (x),A, 1(x),.... We have effectively reshuffled our ignorance about the non-
perturbative formulation of the theory into the string field, for which we have only
a perturbative explicit expression. This reformulation is enough to give us a lot of
new information, however, for specific physical problems requiring some knowledge of
off-shell physics. We will be able to express all the multilinear operators appearing
in (2.1) in terms of the creation and annihilation operators at, rendering the com-
putation of string field theory amplitudes a protracted exercise in harmonic oscillator
algebra.
The action (2.1) has a large gauge invariance, given infinitesimally by
A = QB + [A, J]*. (2.3)
In the computations below, we will use Feynman-Siegel gauge, where (again sup-
pressing ghost dependence) the kinetic operator QB reduces to the Hamiltonian of
the worldsheet theory, Lo. In this gauge, the Feynman rules of the theory are rela-
tively simple. As an example, consider the propagator, which is given by inverting
the kinetic operator. Acting on a general (gauge-fixed) state in the string Hilbert
space,
L- Is) = dre- LO Is) = j drexp -T mam ) am Is), (2.4)
where we have used the usual expression for the Hamiltonian in terms of creation and
annihilation operators,
Lo = Zma_m am. (2.5)
m
The cubic vertex also has an explicit representation in terms of creation and annihi-
lation operators, which we will introduce and use below.
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2.3 Perturbation theory in open string field theory
We begin with a summary of Witten's formulation of open bosonic string field theory
(OSFT) [8] with an emphasis on perturbation theory. For general reviews of OSFT
see [45, 46, 20, 17]. The classical field for OSFT is a ghost number one state, , in
the free open string Fock space. The string field, I, has a natural expansion in terms
of the open string fields
I = d26p [(p)cl0;p) + Ag(p)a1llcO;p) + (p)coO;p) +...], (2.6)
where 0 is the open string tachyon, AM is the gauge field and O is an auxiliary field.
The vacuum 10) denotes the SL(2, R) vacuum. The classical action is given by
S(IF) = 2 J * QB + . J *X* . (2.7)
The definitions for the *-product and string integration are given in [45, 47, 48, 49, 50,
51, 52] in terms of both oscillator expressions and conformal field theory correlators.
We will also make use of two-string and three-string vertices, (V21 and (V3 1, which are
defined by
(V2I'lil)1J 2) = JI1 * 2, (2.8)
(V311'1)l' 2)T 3) = I1 * I 2 *'3, (2.9)
and are elements of the two-string and three-string Fock spaces respectively.
The theory has a large gauge group. Infinitesimally the gauge transformations are
given by
, -@- + QBA + g( *A - A* ), (2.10)
where A is any ghost number 0 field.
To quantize the theory we must fix a gauge. The standard choice for gauge
fixing is Feynman-Siegel (FS) gauge fixing which imposes the condition boI = 0. It
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is straightforward to perform tree-level calculations in this gauge, but some care is
required when trying to impose this condition on path integrals. Roughly speaking,
it turns out that if one tries to introduce Fadeev-Poppov ghosts to fix b = 0, the
ghosts themselves suffer from a gauge redundancy similar to the gauge redundancy of
the original action. To fix this new gauge redundancy one must introduce ghosts for
ghosts. As the new ghosts have their own redundancy, this process proceeds forever,
creating an infinite tower of ghost fields. Happily, at the end of the day this entire
procedure can be summarized as follows [20]:
1. The field I is fixed by bo0 = 0.
2. The ghost number of I is allowed to range over all ghost numbers, not just
ghost number 1. The fields of ghost numbers other than one are all ghost fields.
3. 'I' is a grassmann odd field. To define what this means, suppose the states (Is)}
form a basis for the open string Fock space such that each s) has definite ghost
number. Then if we write T in a Fock space expansion as T = Es ls) 8, then
As has the opposite grassmannality of Is).
The form of the action remains the same as in equation (2.7). Using the FS gauge
condition of we can simplify the kinetic term:
SFS('I) = J *coLoI + 9f J* ,* , ,. (2.11)
Given the gauge fixed action we can now develop the Feynman rules for perturbation
theory. We can do this in two ways, which we will refer to as the conformal field
theory method and the oscillator method.
In the conformal field theory method, the Feynman rules are given in terms of
rules for sewing strips of world-sheet together. Amplitudes may be evaluated by
conformally mapping the resulting diagrams to the upper half plane for genus 0 or
the cylinder for genus 1.
In the oscillator method the Feynman rules are calculated directly from the action
using the usual methods from field theory but summing over the infinite number of
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fields. For any amplitude this gives rise to correlators which can be evaluated using
squeezed state methods.
In the next two sections we consider each of these two methods in turn.
2.4 Evaluation of the tadpole using conformal field
theory
In this section we calculate the one-point function using conformal field theory meth-
ods. We begin the calculation with the assumption that we are working with the
theory on a D25-brane. In section 2.4.1 we describe how the diagram can be com-
puted by constructing a map from the original Witten diagram to the cylinder. In
section 2.4.2, we specialize to the limit where the internal loop of the diagram is small
and study the divergences in this limit. In section 2.4.3 we discuss the origin of these
divergences from the propagation of closed string modes over long distances (these
divergences are discussed further in Section 6). Finally, in section 2.4.4 we discuss
how the calculation differs for the theory on a Dp-brane with p Z 25.
2.4.1 Mapping the Witten diagram to the cylinder
We begin with a brief discussion of the world-sheet interpretation of FS gauge fixed
OSFT. The derivation of this interpretation is given in [53, 54, 20, 55]. The Feynman
rules consist of one propagator and one vertex.
The propagator is given by an integral over world-sheet strips of fixed width. By
convention the strips are of width 7r, and length T, where T is integrated from 0 to
oo. To ensure the right measure on moduli space b(a) is integrated across the strip
[53]. The only vertex in the theory is a prescription for gluing three strips together.
The right half of the first strip is glued to the left half of the second and similarly for
the second and third strips and the third and first strips.
Using these rules we can construct the one-point amplitude. We start with an
external state A) which propagates along a strip of length TA. We then take a
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Figure 2-2: The world-sheet diagram for the one-point function.
second strip of length T and glue both ends of it and the end of the first propagator
together using the vertex. The resulting diagram is pictured in figure 2-2.
We wish to study this diagram using conformal field theory methods. To do this
we use the methods of [23] to map the diagram to a cylinder. For another approach
to this conformal mapping problem, see [56]. Taking the limit TA --+ 00, we can map
the external state, IA), to a puncture at the boundary of the cylinder.
It is convenient to flatten the diagram by cutting along the folded edge of the
external propagator in figure 2-2 and cutting the internal propagator in half. The
resulting diagram is displayed in figure 2-3 a. We will let p be the coordinate on
the Witten diagram and u be the coordinate on the cylinder. To enforce Neumann
boundary conditions along the boundaries of the diagram, we use the doubling trick.
Since the double of the cylinder is a torus, we may use the theory of elliptic functions
to determine p(u).
Consider the image of the Witten diagram under p -, u shown in figure 2-3 b.
The top and bottom of the diagram are identified as well as the left and right edges.
The external state, A), is mapped to a puncture at point A which we choose to be at
u = 0. The midpoint is mapped to point 3. By the symmetry in the diagram, we can
set the real part of 3 to zero. Since the vertex in the original Witten diagram had an
angle of 37r, the function p(u) must behave as p(u) - p(P) , (u - p)3/2 near . This
implies that dp/du has a branch cut. The height of the torus is given by a purely
imaginary parameter r to be determined later. The integral around the puncture
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Figure 2-3: a) The tadpole diagram laid flat by cutting the external propagator along its middle
and cutting the internal propagator in half. The edges to be identified are indicated by dashes. b)
The doubled image of the tadpole under the conformal map u(p). The left and right sides of the
image are identified as well as the top and bottom. The image of the midpoint of the vertex is
denoted by 6.
A of dp/du corresponds', in the original Witten diagram, to the total width of the
external propagator plus its double, which is fixed to be 27ri. This implies that dp/du
has a simple pole at A of residue one.
We now define the quadratic differential 0(u) = (p)2(u). From the form of dp/du
near 3 we see that (u) has no branch cut, just a simple zero at /. In order to
preserve Neumann boundary conditions we must also include a zero at the image of
p under the doubling. Since we have put the top of the diagram along the real axis,
we just get a second zero at *. The only other piece of analytic structure we need is
that since dp/du had a simple pole at A, 0(u) has a double pole at A.
Now since X(u) is a meromorphic function on a torus we may determine it using
O-functions:
(u) = C 0V (u - 3, q)0 (u -*, q) (2.12)
-i(u, q)(2.12)
where q = e . The constant C is determined from the condition that /(u) has a
pole of residue one at A:
C =0 (2.13)
The two constants and can be determined from the height and width of the
1One has to be careful that the contour does not cross the branch cut so that, in the p coordinates,
the contour is continuous.
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diagram by integrating dp/du along the curves -y1 and 7Y2 We have
fdu /u = 2ri,
jdu u = T. (2.14)
In general these relations cannot be solved analytically, but it is straightforward to
solve them numerically and thus to determine r and P as functions of T.
At this point one could, in principle, evaluate the diagram for any given A. If we
suppose that the state A is defined by a vertex operator inserted on a half-disk with
coordinates v, we can easily compute the map p(v) from the half-disk to the tadpole
diagram. The diagram at a fixed modular parameter is then computed by evaluating
((u(p) o p(v) o A)(u(p) 2 dp b(p)%.toru (2.15)
where the contour of integration runs across the internal propagator. This correlator
implicitly defines a fock space state, IT(T)), given by
(AIT(T)) ((u(p) o p(v) o A)(u(p) o - dpb(p)))torus. (2.16)
Note that the state IT(T)) is a function of the modular parameter T. The full tadpole
diagram is given by integrating over this modular parameter. We thus define the full
tadpole state IT) by
IT) = dT IT(T)) (2.17)
The expression (2.15) can only be evaluated numerically, since we do not know p(u)
explicitly (only its derivative) and we cannot analytically solve the constraints (2.14).
Furthermore, there are several types of divergences in the integral over T in (2.17).
The integrand (2.16) diverges as T - o due to the open string tachyon. While this
divergence is difficult to treat in the CFT approach, its physical origin is clear and
is quite transparent in the oscillator approach, where this divergence can be treated
by a suitable analytic continuation. We discuss the open string tachyon divergence
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further in Sections 4 and 6. In addition to the the divergence as T -- o, there are
further divergences as T - 0 arising from the closed string. These divergences are
much more subtle, as closed strings are not explicitly included among the degrees of
freedom in OSFT, but arise as composite states of highly excited open strings. We
thus seek to evaluate the tadpole diagram in an expansion around T = 0, where much
of the interesting physics in the diagram is hidden.
2.4.2 The T -+ 0 limit
We now focus on the region of moduli space near T = 0. Unfortunately the map
/(u) cannot easily be expanded around this limit. To get around this we use a
trick. It turns out that the conformal map greatly simplifies if, instead of fixing the
integral along 71 to be 27ri, we set it equal to some parameter H and take H -- ioo
holding T fixed. This is equivalent to gluing a semi-infinite cylinder to the bottom
of the tadpole. Later we will see how to replace this long cylinder with a boundary
state to reduce back to the finite length cylinder case, but for the moment we just
consider the conformal map in this limit.
By solving the constraints (2.14) numerically, one can verify that as H -. oc with
T fixed, limits to a constant /30, while - ioo. Recalling that q = ei"r, we see that
since T is pure imaginary, q -- 0 as H -- o. Thus we may set q = 0 in our map to
get
du =o- I) q = /cot2 (u)-co 2 ) (2.18)
We can now solve for T in terms of p0 by performing the integral along 72:
T = ducot 2(u) -cot 2(o0)= sin(o (2.19)
Using this relation, we can eliminate o0 from the definition of our conformal map:
lH-im ood \ 1 + (-)+cot2 (U). (2.20)
This function may even be integrated analytically although the resulting expression
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is cumbersome. For notational simplicity we now consider dp/du only in the limit
of H -- o and we will assume that the tadpole diagram has an infinitely long tube
extending from the bottom.
Before we consider the effect of replacing the long tube at the bottom of the
diagram with a boundary state, we consider the effect of the map p(u) on the external
state A as T -+ 0. Note that if we take the limit that T -- 0, dp/du simplifies even
further.
lim (dp _ 1/lim = /1 + cot2(u) = sin(u)' (2.21)
where one must be careful about the interpretation of the branch cuts. Integrating
this function yields
1du i(= log - tan . (2.22)
sin(u) (U)
While this may not seem like a familiar map, it is actually a representation of the
identity state. Putting
1 + iz
h(z) = 1 iz' (2.23)
we consider the circle of conformal maps pictured in figure 2-4. One can verify
that traversing the diagram counterclockwise (starting from the vertical strip at the
bottom and proceeding to the representation of the identity in the upper left), gives
the same map as p(u) when T - 0. This implies that the tadpole diagram with a
long tube attached to the bottom is conformally equivalent to the identity state with
an operator inserted in the corner in the limit T -- 0. Such states are known as
Shapiro-Thorn states [24, 25].
We now must deal with the fact that the original diagram had a tube of finite
length extending from the bottom. We thus consider the effect of replacing the
infinite tube at the bottom of the tadpole with the closed string boundary state with
Neumann boundary conditions. The boundary state in disk coordinates for Neumann
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Figure 2-4: A circle of conformal maps showing the equivalence of the two prescriptions for the
identity state. In the limit that T - 0 traversing the diagram clockwise from the surface in the
upper left to the tadpole in the bottom left is equivalent to the trivial map f(z) = z.
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boundary conditions can be written
(A3 = (o(- 1 + c)(o + co)( + c1) exp bmm + bmcm exp c -n a
m>l n>l
(2.24)
where the oscillators are the usual closed string oscillators and (01 is the closed string
SL(2, R) vacuum. When we map to cylinder coordinates, the disk becomes a semi-
infinite tube with the boundary state being propagated in from infinity. By rescaling
the size of the cylinder we can make it the same circumference as the long tube at
the bottom of the tadpole.
Consider taking the long tube that extends from the bottom of the diagram and
cutting it off a distance 7r/2 below the vertex. We can then attach the boundary
state, in cylinder coordinates, onto the bottom of the diagram. Before adding the
boundary state, the topology of the tadpole diagram is a annulus with one vertex
operator (representing the external state) inserted on the outer boundary. Attaching
the boundary state plugs the hole in the annulus, changing the topology to a disk. The
cost of doing this is that there is now an additional vertex operator, representing the
boundary state, inserted in the interior of the disk. For general values of the modulus
T, the complexity of the boundary state makes this replacement impractical, but, for
small T, only a few terms in the boundary state become relevant.
After this modification, we can map the tadpole diagram to the unit disk with the
image of the boundary state at z = 0 and the image of the state A) at z = 1, where z
is the coordinate on the disk. We call the coordinates on the boundary state disk w.
Since the boundary state is not conformally invariant, it will be mapped to z(w) o B.
As before, we denote by v the coordinates on the half-disk where the vertex operator
for the external state A is defined and we let z(v) be the map that takes the external
state A into the disk coordinates. We can then write down a formal expression for
the tadpole diagram
((z(v) o A)(z(p) o dpb(p))(z(w) B))disk (2.25)
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Figure 2-5: The map w(z) is shown as a series of maps. The shaded regions show the images of
the boundary state.
Mapping everything to the upper-half plane using the map h(z) defined in (2.23), we
can write this as an inner product between A and the ket IT(T)) defined in (2.16).
If IA) is the external state in half-disk coordinates, the diagram at fixed modular
parameter is given by
(Al Ut(Z)O()(h(z) o z(p) 2-i dpb(p)) (h(z) o z(w) o 13) 0) (2.26)
which implies that
IT(T)) = Ut ()oz(,)(h(z) o z(p) )) (h(z) o Z(w) o B) 0),
l/27i
(2.27)
where the operator Uf is defined by its action on local operators
UfOUl = f o O. (2.28)
and U is the BPZ dual of Uf. Such operators have been considered in [57, 58, 59, 60].
Since, as we've already discussed, the map z(v) just limits to a representation of
the identity state as T --* 0, the operator Ut has a well behaved limit as T 0.h(z)oz(v)
Thus, when we analyze the small T limit, we only need to focus on the behavior of
z(w) o 3 and z(p) o f dp b(p). As it turns out, it is computationally easier to calculate
w(z) rather than z(w). Pictorially, w(z) is given in figure 2-5.
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The map from the disk to the vertical strip is given by
u(z) = log(z). (2.29)
Since we already know the derivative of the map from the vertical strip to the Witten
diagram, dp/du, we can easily compute the derivative of the map from the disk to the
Witten diagram. To eliminate excess factors of r, we put W = T/ir. We then have
dp dp du i W2 ( -1) 2 - 4z (2.30)dz =-= 2 (2.30)dz du dz 2 z(z- 1)
Integrating this function gives
l+zp(z) = - 2tan-l( vW2(z 1)2 - W log(z)
+ Wlog(-2z + (1 + z)W/W 2(z - 1)2 - 4z + W2(1 + z2)))+g(W), (2.31)
where g(W) is the constant of integration. By fixing the image of the midpoint, we
can determine g(W) to be
g(W) = i(r + 2cot-(W) +ilog(w + )+Wlog(2 + 2W2)). (2.32)
Finally, we map the bottom of the Witten diagram to the disk with the boundary
state in the center. This map is given by
w(p) = exp ( ip (2.33)
We can thus calculate w(p(z)) = w(z). Since the full expression is quite complicated
we only display the series expansion:
W(Z) *= er/W+ilog ( 1w +i )/ [ 1 + 2 2 2 2W 4 +W 2 -1 3TW- 2 Z -2 W4 q - q- (2.34)
(2.34)
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We can now find z(w) as a power series in w. Putting
k(W) = e - wr/ - ilog( w + iI)/w (2.35)
we have
W2 W2 W 2(7 + 2W 2)Z(W) = -k + 2k2 W 2 - k 3 (7 + 2W W3 + O(W 4) (236)
1 + W2 (1 + W2)2 (1 + W2)3 +
As one might expect, the unit disk is mapped to smaller and smaller regions as
W -- 0. This suggests that the boundary state might be mapped to some local
operator. In fact, all the positive weight parts of B) will be suppressed in the small
W limit. Thus the only relevant terms from the boundary state are the weight zero
and weight (-1, -1) fields. These are given by
lB) = cl(co+ o)al 1 O)
+a-g--1 *_ 1CI(co + aO)C 10) - (clc_ 1 + C_lC1 )(co + ao) 0)
+higher weight states. (2.37)
Since the term cl(co + Co)Cl10) is a weight (-1, -1) primary it picks up the coefficient
( 1+W2 2 (2.38)
under the z(w) map. Similarly, the term a-l . -_lcl(co + Eo)clI0) is a weight (0, 0)
primary and thus is unchanged by the z(w) map.
Unfortunately, the term, -(clc_l + C-l1 l)(co + co)0), is not a primary and is
mapped to
-(C lC_l + c_lcl)(co + coO)) - cl(co + co)caIO)
4 2
+.. cl(cl1 + c_1)a110 ) + (cl -cl)coo. (2.39)
As can be seen in the second term, this state mixes with the weight (-1, -1) state
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c1 (co + Co)c1 1O) under conformal maps. This mixing will play a role later.
To fully account for the behavior of the tadpole near W -, 0, we must take care
of the insertion of the bo. Since the conformal map from the disk to the tadpole has
already been found, the transformation of bo to the disk coordinates is straightforward.
Calling the resulting operator B, we get
B=- dz
7r
z(z - 1) - b(z) - c.c.,
vW2(z - 1)2 _ 4z
where the contour runs along the real axis from -1 to z(-1). Note that as W - 0,
z(-1) --, 0 also. Thus we can get collisions between b(z) and the various c's in the
boundary state. We can expand B in terms of the modes found in equation (2.37),
keeping only the most divergent terms for each mode b:
4 1 1
B .. ,..- b- + bo Wk b +... - c.c.37 W2 7rW3k (2.41)
We can now let B act on the conformally transformed boundary state. We keep only
the most divergent terms from each state and drop all finite terms:
B (z(w) o B)) 2k 2W6CeialjO)
1 4
k2W 4 : cl(co + o)lB: 10) - k 4 (co + o)(l - C1)10)
2
+ Vw2a-' -_lcl- l 
2 16
-w (Clcl + aC_1a-lCl)) - (C_1 + a_1)(a1 - c1 )10)
8 cocol)+... (2.42)
3rW2c ° + ....
To see directly how these terms cause the tadpole to diverge, consider for example
the term- k2wc ll100), which is the most divergent term in the expansion (2.42).
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(2.40)
Plugging this term into the expression for T(T)) given in equation (2.27) gives
IT(T)) -k2V6_Ut(z)oz() (h (z) o c(O) c(o))1o)
e2ir2/T
T6 Uh(z)oz(c(i) C(i)I0). (2.43)
As discussed above, as T - 0 the map h(z) o z(v) limits to the map representing the
identity state. Thus if we are only interested in IT(T)) near T = 0 we can replace
h(z)o z(v) = f(v)= 1 2 ' (2.44)
where f(z) is the usual expression for the identity state in the upper-half plane ge-
ometry. Thus we can write, for small T,
e27r2/T
IT (T)) Ut (C(i) a(i)IO). (2.45)
The full tadpole state is then given by the integral of this state over T. Since the
state Uf(t)c(i) (i)lO) does not depend on T, the small T region of the integral is
determined by the integral over the function e272 /T/T, which diverges. One can also
consider what we would get if we take, for example, the term 2 -ol_l 1· lCl 1j0) from
the expansion (2.42). A similar calculation yields
T(T)) _ 1.lcll0 ) - U () c (i)X"(i (i) Z(i),) 0), (2.46)
where the subscript indicates that this is only the behavior of the terms in IT(T))
arising from term acl i_llclel0) in the expansion (2.42). Since one cannot integrate
1/T2 near zero, this also leads to a divergence in IT).
For comparisons with the results in section 2.5, it is useful to note that the ex-
pression for the leading divergence of the IT(T)), given in (2.45), can be rewritten
as
e2r2/T6 1 aIT(T)) T exp -atCmna-cCmb cci), (2.47)
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where a, c and b are the usual open string oscillators and Cmn = (-1)m 6mn.
Equation (2.47) may be verified using the methods of [45].
2.4.3 Interpretation of the divergences
The divergences in (2.42) may be interpreted as arising from the propagation of
tachyonic and massless closed string modes down a long cylinder. The tube at the
bottom of the tadpole is a tube of length 2 and circumference T. Rescaling this tube
by a factor of 2 gives a tube of length T and constant circumference 2r. These are
the standard lengths for closed string theory. If we think of the boundary state at
the end of the tube as a closed string state, we may propagate it along the length of
the tube using the operator
exp (- (Lo + Lo)) (2.48)
For the term in the boundary state given by cl(co + co)El 10), which we may think of
as coupling to the closed string tachyon, this gives a prefactor of
e2 2 /T 1 (2.49)k 2 '
For the weight zero terms from the boundary state there is no term picked up from
the propagation. However we must account for the measure on the moduli. Taking
the modulus to be the length of the cylinder s = 2, the usual measure on a cylinder
is just ds = -r 2 dT
Of course the full tadpole diagram is not just a cylinder. Complicated conformal
factors can and do arise from the specific manner in which the cylinder at the bottom
of the diagram is attached to the external open string state. Furthermore since the
boundary state is not a conformal primary, conformal transformations can mix the
behavior of the various terms. This is seen in equation (2.42). The first three terms
diverge as - kl suggesting that these divergences come from the propagation of the
closed string tachyon over the long cylinder. The next four terms diverge as T
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suggesting that these terms arise from the massless closed string sector fields. The
term _Ll _llcl1 10) is of the right form to correspond to the graviton/dilaton. Since
this field does not mix with any of the other fields under the conformal map z(w),
there is no ambiguity that this divergence arises purely from the massless sector. The
other fields diverging as 1/W 2 , correspond to auxiliary fields. Because these states
are not conformal primaries, they mix with the states coupling to the tachyon field.
Thus, these divergences may be due in part to the closed string tachyon
The tachyon divergence may be partially treated by an analytic continuation. If
we take the weight of the state cl(co + 0o) 1 0lO) to be (hi, hi), we can try to perform
the integrals over the modular parameter with the assumption that hi > 0. Since
the term, -(clc_ 1 + lcl-1)(co + o)10), mixes with cl(co + co)c110) under conformal
maps we must also take this state to have some arbitrary weight (h2, h2 ). We can
then substitute hi = -1 and h2 = 0 at the end of the calculation. This prescription
works for all the terms containing powers of 1/k. Unfortunately there are subleading
terms which contain no factors of l/k, but still diverge as badly as 1/W 5 .
These divergences, which mix with the massless divergences, seem to be an un-
fortunate consequence of the geometry of the Witten diagram. In other versions of
string field theory, such as the one discussed in section 2.6, these divergences do not
arise. It is possible that a more sophisticated method for treating these divergences
would eliminate them and that we are merely limited by our inability to correctly
identify the tachyonic degrees of freedom, since they are encoded in a highly nontrivial
fashion in terms of the fundamental open string degrees of freedom. It is also possi-
ble, since we are dealing with off-shell physics, that spurious divergences are arising.
Such unexpected off-shell physics was found in [23], where extra poles were found in
an internal closed string propagator. Fortunately, however, we can eliminate these
1/W n divergences by considering lower dimensional Dp-brane backgrounds, which is
the subject of the next section.
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2.4.4 Lower dimensional Dp-branes
Having examined the case of the D25-brane, we turn to the general case of the Dp-
brane for p < 25. The only change in the analysis we need to make is to replace the
boundary state, B), with the correct boundary state for a Dp-brane. This state is
given by
JI3p) = exp :-T-a°-n ' --bm - bmcm) C- d25-PqLe-iqlY L Iq q1 = 0),
(2.50)
where yI is the location of the brane, q is the momentum transverse to the brane,
and q is the momentum parallel to the brane. We will set y = 0 for convenience.
The minus sign in front of the a's is chosen for Neumann boundary conditions and
the plus sign for Dirichlet.
We can now study the divergence structure of the tadpole diagram by study-
ing B(z(w) o IBp)). Since the sign changes in (2.50) do not affect the divergence
structure we need only consider the effect of the momentum dependence. Because
it is simpler, we begin with the massless sector. Consider the contribution from the
graviton/dilaton.
B(z(w) o 1B3p))- -. _ d25-Pq ( + W2 2a llllq - (22 51)B1 ) }- JkW2 q -j - - clCq±) +... 2.51)IBt) =ha ... d2 5t  K1+w W2 2
Note that the factor of (ikW2 kills the W - 0 divergence if q > 0. To see
whether the point qL = 0 contributes a divergence in the integral, we map this state
to a local operator at i in the upper-half plane using the map h-l(z). This gives the
operator
d25-pq1 (2)gq2 k ) 2 c&x(i) cX(i)eiqx.X(i) (2.52)d25- ± u 1 + WCox2 -2 ( . )
In the upper-half plane geometry, the external state is mapped to some local operator
at the origin. By Lorentz invariance, this operator cannot have any momentum
dependence.
We can now evaluate the tadpole in this geometry using the Green's function rel-
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evant to the Dirichlet/Neumann boundary conditions. The term eiq X(i) produces a
factor of (2 )- k when it contracts with itself. There can also be additional momentum
dependent factors when eiq ' X(i) contracts with other X's in the boundary state and
in the external state. These will produce additional factors of q2. As we will see
below, these factors will only make things more convergent, so we can ignore them.
If we take just the momentum-dependent and W-dependent terms we get
kW 2 q2 kW 2 r2]d25-Pq± ( + 2) 2 = Const x + dr r25 -p ( 1 w2) 2 (2.53)
Dropping the constant from the angular integral, this gives
2 r T/W2 6-25)
(2.54)W2 (-log +W 2 )] (2.54)
Expanding this function around W = 0 gives
25-p
-2 + (W). (2.55)
We are interested in when this can be integrated near W = 0. Additional factors of
W could arise from the external state map but these will only aid the convergence.
From the expansion (2.55) we see that we can integrate (2.53) with respect to W near
W = O if
p < 22. (2.56)
Thus, for sufficiently many transverse dimensions, there are no divergences from the
massless sector. As we discuss in Section 6, this constraint has a natural interpretation
in terms of the long range behavior of the massless fields around the brane.
Now let's look at the tachyon sector. From the calculation in the massless sector,
we can see that the only effect of momentum dependence is to give an extra power of
W (25- p) /2. Unfortunately, this is not enough to suppress the factor of 1/k2 so one must
still resort to some form of analytic continuation as we did in the D25-brane theory.
Unlike the D25-brane case, however, this analytic continuation can now be used to
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make the diagram completely finite provided p is small enough. Recall that the terms
which still diverged after analytic continuation were at worst of the form 1/W 5 . Thus
to make the tadpole integrable around W = 0, we must choose p < 16. While we
have a natural interpretation for the constraint (2.56), this additional restriction of
the dimensionality of the branes seems to be an artifact of the interplay between our
somewhat ad hoc choice of analytic continuation and the details of the Witten OSFT.
We do not believe that there is any universal significance to this constraint; indeed,
it is not evident in the alternative string field theory discussed in section 2.6.
As in the D25-brane case, it is instructive to compare these results with the propa-
gation of the boundary state along a closed string tube of length w and circumference
21r. As before, the propagation of the boundary state is represented by
exp (-w(Lo + Lo)) 1[3P). (2.57)
Consider decomposing the boundary state into a sum over states of definite weight,
(h, h), and momentum, q,
00
Bp) =E d25-Pq LBp(qL h)). (2.58)
h=-1
We can then write (2.57) as
E Jd25 -Pql exp (- (2h + k)) l Bp(q±,h)) (2.59)
h=-i
Now consider the different terms in the sum over h. For h > 0, the term in the
exponent 2h + k is always greater than zero. Thus the limit as W --+ 0 is well
defined. For h = 0 the limit W -, 0 is well defined for the region of integration where
q2 > 0. As we saw above, the region of the integral around qj = 0 is also defined for
sufficiently small p.
For the tachyon, however, we have h = -1. Now, whenever q2 < 2, the limit as
W -- 0 is divergent. Thus the added momentum dependence does nothing to help
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the tachyon divergence and we must resort to analytic continuation.
2.5 Evaluation of the tadpole using oscillator meth-
ods
Having examined the one-point function using conformal field theory methods, we
now evaluate it using the oscillator approach of [37]. In this section we primarily
specialize to the D25-brane. We will comment on the lower dimensional branes at
the end of the section. In section 2.5.1 we review the oscillator form of the two- and
three-string vertices and use squeezed state methods to compute the one-loop tadpole
in terms of infinite matrices of Neumann coefficients. In sections 2.5.2 and 2.5.3, we
analyze the results using numerical and analytical methods and compare with our
results from section 2.4.
2.5.1 Oscillator description of the one-loop tadpole
We begin by writing an oscillator description for the tadpole diagram, following [20,
37]. The oscillator expressions for the the two- and three-string vertices IV2) and IV3)
are squeezed states in the two-fold and three-fold tensor product of the string Fock
space with itself [45, 47, 48, 49, 50, 51, 52]. Explicit formulae for these vertices are
given below. In Feynman-Siegel gauge, bol) = 0, and the propagator is given by
bolLo, which we can represent using a Schwinger parameter
L=bo bj dT e- TLO (2.60)
Lo
We can use the vertices and the propagator to write the tadpole as
IT) = -g dT 1,2 (V 2 b e T(o +o ' 1V3)1,23 (2.61)/0~~~~~
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The three-string vertex is given by
2 l6itvij it. . 1IV3) = d26pxd26p2 exp J-2_an .n-i m 'jnt niOp - piVOPj (2.62)
x exp (-ctXn bJmt) c ]J;pl) 1 co l0;P2 ) 2 Co 1;P3 = -P1-P2) 3 , 
where sums on all repeated indices are understood. The vacuum 16) = cl 10), where
as before 10) is the SL(2, R)-invariant vacuum. The Neumann coefficients V m and
Xni are given by standard formulae [47, 48, 52] and are tabulated in [61] among
other places. The two-string vertex 1V) is related to the usual two-string vertex IV2)
through
1V2) = (-1) g V2) (2.63)
and has the following oscillator representation26 (Cl +C2 t2t tCn 2t ;p)l 16;_p)2.
V2) = d26p (cl1+ co) exp (-antCnmam - CCnmbmt - 2Cnmbm) )
(2.64)
where
Cnm = 6nm(-1) n. (2.65)
The extra sign in (2.63) arises from the fact that the bo in the propagator anticom-
mutes with Grassmann-odd states in V2) [20]. Note that in (2.61) we have used the
property
- T L(01 '
- e-T(L()+L( 2))) (2.66)
to make the expression more symmetric.
We may represent the action of the propagator on the vertex by multiplying each
term in the vertex by the appropriate function of its conformal weight. That is, since
[L(k) ai i ja tam] = (nSik + m6jk)atVnnjaima, we have
· -TL~) ,t ;o) O) 0) (2.67) C
e-To exp (-aVmina-m) ; O; )2 co; )3 (2.67)
eT exp i -2 n mnaitiJ je-T(naik+mbjk) 1; ) 2 o o  3 
69
with an analogous result in the ghost sector. As in [37], we denote a vertex which
has absorbed a propagator in this fashion by a hat, so that
Vni (Tk, T1) e-n Tk/ 2 VikJl e -m T / 2 (2.68)
Using the explicit representations (2.60, 2.62, 2.64) of the vertices and propagators,
the evaluation of IT) at fixed modular parameter T reduces to computing the inner
product of two squeezed states. The formula for squeezed state expectation values is
given by [62]
(01 e- aSae -at- atvat 10) = det(1 - SV)-1/2e- (1-SV) -'S # (2.69)
where a and a are understood to be vectors, and matrix multiplication is implicit.
We also need the corresponding fermionic formula
(01 ecSbe-Xbt - ctAb-ctXbt 10) = det(1 - SX)e- 'A(1- S X) - SAb (2.70)
where we have suppressed the ghost zero mode dependence.
We now apply these formulas to the tadpole. Since the diagram factorizes into
separate matter and ghost portions, we will discuss the matter and ghost parts in
turn. The matter portion of the expectation value in the integrand of (2.61) is given
by
d e T(q 1- ) - q V 1,2 ( e-1 aSae- 1 atat-pat- 3tVlla3t 10)1,2,3d qe 001,2 Ole2 e 2 2 10 2,3 (2.71)
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where we have defined
S -- =
C O 
-( " (T, T)
( 21(T, T)
? V(T, 0)
= (¢i?(T, 0)
V12(T, T) j
V11(T,T) '
a3t + (
V1o (T, ) -
Vf20 (T, )-
fo/(T, 0) /
V.1 (T 0) )
Using the squeezed state formula (2.69) and carrying out the resulting Gaussian
integral over momentum (with the appropriate analytic continuation), equation (2.71)
becomes
13
exp -2 anMna 10), (2.75)
SV)
where
QnQmMnm = Qnm
Vlm -c' ( 1'n2(0'Qnm = Vnm1+
Qn = VOn -v +2(+
Q = 2Volol + 2T+
) T 1
1 -SV
Vo'(o, T) - (0, T)
Vo2(0, T) - ol(0, T)
Vo (O, T) - Vo (0, T)
VO2(0, T) - l(0, T) )
T
11-S1- SV
(
Meanwhile, the ghost portion of the expression (2.61) is
1,2 (01 ecSbe- ctXbt-A cb b- ctAbl C3tXlb 10)1,2,3 
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(2.72)
(2.73)
(2.74)
(2.76)
V21(T, O)
12(T, O)
x T
1
1- SV
)
V'(T, 0)
· 12(T O).nk,
( )
V11(T, 0) - 2 (T, 0)
V12 (T, o) - V 1 (T, 0)
(2.77)
-
)
I
T 2 de7l 
e
X X"(T, T)
V Xl(T, T)
AC = ct3 ( 12(o, T)( 21 (T O) 
12(T, 0)
X12(T, T) 
,
11(T, T) /
( 21(o,T)),
b3+ (Xno(T, 0)
Using the squeezed state formula (2.70), we find
det(1 - SX) exp (-c t ? bt ) co 1)) U,,\, U,,/ VILY~\ "n'"nm m!O
where we have defined
R= 'X11 + ( 12(0,T) 21(0,T) ) 1 S ( 2 1 (T,) 0)
k1l2(T,) 0
Up to an overall constant, then, IT) is given by,
IT) = j eT det(1 -- SX) _1 atMat-ctRbtcO (2.81)
= ~.dT ] . (2.81)(Q det(1 - SV)) 13
2.5.2 Divergences in the tadpole
We are now interested in evaluating the tadpole integral (2.81). At any finite value
of T, the integrand is a state in the string Fock space with finite coefficients for
each zero-momentum state. The matrices Xn and V,' are infinite-dimensional, and
while we have expressions for each matrix element, we cannot analytically compute
the integrand of (2.81). Nonetheless, by truncating the matrices X and V at finite
oscillator level, we can numerically estimate the value of the integrand. Empirical
evidence indicates that the integrand converges exponentially quickly as the level
of truncation is increased, where the rate of convergence depends on the modular
parameter T. For large T, we can also consider expanding (2.81) as a function of e- T .
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Figure 2-6: log So vs. s = 1/T. The straight line plotted has a slope of 27r2, which is the
analytical prediction from section 3.
The contribution at order e(1- k )T represents the portion of the tadpole arising from
the propagation of open string states at level k around the loop.
It is immediately clear from (2.81) that the integral for the tadpole diverges as
T -- oo due to the term of order eT. This term arises from the propagation of the
open string tachyon around the loop. In an expansion in terms of the level of the field
propagating around the loop, it is easy to see how this divergence can be removed by
analytic continuation. Unlike the divergence from the closed string tachyon considered
in the CFT calculation, the field causing this divergence is explicitly considered as
one of the fundamental degrees of freedom in OSFT, and thus the associated tachyon
divergence can easily be removed by analytic continuation. This analytic continuation
is most transparent when we do the calculation level by level in fields. The method of
level truncation by fields has previously been used in many OSFT calculations, and
is probably the most effective way of dealing with the open string tachyon; because
we are more interested in closed string physics here, however, we will not pursue this
approach further and we will instead approximate (2.81) by truncation in oscillator
level, which leads to a simpler calculation of the integrand at small T.
From the CFT analysis, we expect to see a divergence in the integrand of (2.81) as
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T - 0. Indeed, we see numerical evidence for such a divergence. Let us first consider
the scalar portion of the state (2.81),
eT det(1 - SX)So(T) = e det(-X) (2.82)
det(1- S'V)13Q13
Our numerical computations of So are plotted in figure 2.5.2. We find that as
T 0-, , So first increases exponentially, and then falls off, taking a finite value at
T = 0. Both aspects of this behavior have simple explanations. The exponential
increase is the divergence arising from the negative mass-squared of the closed string
tachyon, and takes the form So oc eBIT. We can compute the coefficient B numerically,
as we discuss below. The fall-off occurs because as T -- 0 we consider smaller and
smaller world-sheet distances, which require higher and higher oscillator modes to
resolve. Level truncation essentially acts as a UV cutoff, rendering the divergence
finite as T -, 0.
From the conformal field theory analysis, we expect that if we could compute
So(T) to infinite level we would find
So (T) e2r2 /T. (2.83)
In figure 2.5.2 we plot the quantity log So versus s = 1/T at successively higher levels.
The straight line with slope 2r 2 is the CFT prediction for the infinite level behavior
in the region s > 1. As is evident from the plot, our numerical data is in good
accord with this prediction. As expected, as the level increases the region of linear
behavior becomes larger, while the fall-off becomes less rapid, so that successively
better estimations of B are obtained.
Our data, considered as a function of level, converges exponentially quickly; that
is, to a good approximation, we may write the amplitude obtained at finite level as
log SL) (T) = log S (e act) (T) - Ae- r(T)L, (2.84)
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where L is the level. The rate of convergence r(T) is approximately given by
r(T) - 0.002 + 0.949 T. (2.85)
This approximation to the function r(T) is obtained by numerically determining the
rate of convergence for several points at fixed values of T using the ansatz r(T) =
A + B T. Since the first terms dropped in the level L truncation are of order e-LT,
we indeed expect r(T) = T, in close agreement with our empirical data. These
results are consistent with the general empirical observation that, while integrated
amplitudes converge polynomially in 1/L (when finite), the integrand itself converges
exponentially in L with a rate that depends on the modular parameter [37].
Looking at the region T > .007, we find the best fit given by equations (2.84) and
(2.85) gives
B - .9911 x 2r 2. (2.86)
This is within less than 1% of the value 27r2 found analytically in section 3, so we
have a very strong agreement between our two methods of calculation for the leading
rate of divergence.
2.5.3 The matrices M and R
In this subsection, we consider the form of the matrices M and R in the exponential
part of (2.81). We show that in the limit T --+ 0, these matrices reduce to Cnm,
so that just as in the CFT calculation, the leading divergence is associated with a
Shapiro-Thorn state. Furthermore, we compute the first subleading terms in M and
R. We show that these subleading terms agree with what is expected from the CFT
calculation.
In the small T limit, the loop of the tadpole diagram reduces to an identification of
the left and right halves of the incoming string. Therefore, the matrices Mnm = Qnm +
QnQm /Q and Rnm should both limit to Cnm in order to describe the identification of
the sides of the string. For any finite level, we can demonstrate analytically that this
75
is indeed the case for the matrix M of (2.76) and R of (2.80). Consider the identity
which olds for any matrices J that satisfy J + J 2 + J) 2.87)
which holds for any matrices Ji that satisfy J + J + J3 = C.
In level truncation, we can simply apply the identity (2.87) at T = 0, with Ji
equal to X l i and Vl i in the ghost and matter sectors respectively. This gives us the
result
Rnm(T = 0) Cnm
Mnm(T =0) = Cnm. (2.88)
Since the sum condition needed to demonstrate this result is linear, we find that
M(T = O)and R(T = 0) are equal to C level by level when we calculate them in level
truncation. This reproduces the formula we found in equation (2.47). Unfortunately,
one can show that there is no analogue of equation (2.87) without level truncation.
This makes the verification of (2.88) without truncating the matrices quite difficult.
We discuss some of the subtleties of comparing the level truncated analysis and the
infinite dimensional matrix analysis in appendix A.2.
We can also look at the first order corrections to Mnm and Rnm. Doing a linear
fit near T = 0 to the various coefficients gives for the first five diagonal elements at
level 25,
Ml, -- -0.9999999 + 1.0000031 (T)
M22 ~ 0.9999994- 1.0000095 (2T)
M33 ~ -0.9999982 + 1.0000265 (3T)
M44 ~ 0.9999953- 1.0000349 (4T)
M55 , -0.9999912 + 1.0000694 (5T). (2.89)
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The off diagonal elements are consistent with being zero to O(T). We find similar
behavior in the ghost sector. At level 150 we find the following coefficients for a linear
fit near T = 0
R11 -0.999995 + 0.999775 (T)
R22 m 0.999989-0.999642 (2T)
R33 M -0.999985 + 0.999761 (3T)
R44 ~ 0.999979-0.999627 (4T)
R55 M -0.999975 + 0.999741 (5T). (2.90)
As with the matter sector, the off diagonal elements are approximately zero to O(T).
These coefficients suggest that the first order corrections to Mnm and REm are
given by
Mnm = Cnm - mCnm T + (T2)
Rnm = Cnm - mCnm T + (T 2). (2.91)
It might seem that this formula should be easy to derive by just Taylor expanding the
expressions for Mnm and Rnm to first order in T. In level truncation, this expansion
is straightforward and yields the result
MLm = Cnm - 2mCnm T + O(T2)
Rnm = Cnm - 2mCnm T + O(T2 ), (2.92)
where we have put the superscript L in the matrices to emphasize that this expression
is only valid in level truncation. Note that equations (2.91) and (2.92) are off by a
factor of two! This disagreement stems from the fact that one must take the level to
infinity and then expand around T = 0. Expanding around T = 0 and then taking
the level to infinity gives incorrect results. For a more complete discussion of this
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issue see appendix A.2.
We can now compare (2.91) with our results from the conformal field theory
method. As it turns out the linear correction comes entirely from the map that
acts on the external state. The corrections that arise from the map that acts on
the boundary state only enter at O(T 2). Using the notation of section 2.4.2 we can
write the external state map as f(z) = h(z) o z(v). At T = 0, f(z) is just the map
corresponding to the identity state
2z
f (Z) IT=O 1 Z2' (2.93)
As it turns out, the first order correction in T takes a simple form
f(z) = f(z) T= o (I T/2)+ O(T 2) (2.94)
Thus to O(T) we can write
f(z) o IA) = f(z) T=o T/2) A). (2.95)
Since we also have
1 z/2 o A) = (1 + T/2)-LIA), (2.96)
the change in the tadpole state from this correction to the external state map can be
accounted for by just taking
T) T= (1 + T/2) - L (T) IT=) + O(T2), (2.97)
where we are only setting T = 0 in the map from the external state to the geometry.
Acting with (1 + T/2) - L° on an arbitrary state is straightforward since one just takes,
for example,
at -- (1 + T/2)-mat, (2.98)
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and similarly for the ghosts. Thus the terms in the exponent become
t tt
- at Cmnan - cCmnbn - (1 + T/2) -2mat Cmnan - (1 + T/2)-2mt Cmnb
=2at(Cmn - mT Cmn)at - ct(Cmn - mT Cmn)bt + O(T2),
which reproduces what we found in equations (2.91).
2.5.4 Summary of oscillator calculation
We have given an analytic expression for the tadpole in terms of infinite-dimensional
matrices of Neumann coefficients. A divergence associated with the open string
tachyon arises for large Schwinger parameter T, and can be dealt with by straightfor-
ward analytic continuation when the amplitude is expanded in the level of the open
string field propagating in the loop. We have numerically analyzed the behavior of
the tadpole integrand as T --+ 0. Our numerical approximations have reproduced to a
high degree of accuracy the leading divergence in this limit. Near T = 0 the tadpole
takes the form
IT) "" jdTe2 /Te atcat-ctcbt 1) + (2.99)
This leading term is the zero-momentum Shapiro-Thorn state (ID) = e 2atCat -ctCbt 10)
that describes the closed-string tachyon [24, 25]. The oscillator calculation thus agrees
with the conformal calculation of section 3.
We have also identified the leading corrections (in T) to the limit M, R = C.
These corrections are linear in T and do not represent Shapiro-Thorn states for mass-
less closed string fields. In terms of the conformal calculation discussed in the previous
section, these corrections may be understood as coming from the conformal transfor-
mation of the incoming string.
Ideally we would like to be able to see the Shapiro-Thorn states for the graviton
and dilaton. These could arise from terms in M that vanish as e - 2 2/ T as T - 0;
such terms can give a finite contribution to the amplitude because of the exponential
divergence in the scalar portion of the amplitude So. However, such exponentially
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Figure 2-7: The relevant vertices in OCSFT. a) The open string propagator is the same as in
OSFT. b) The closed string propagator is a tube of circumference 2r. Its length, s, is integrated
from 0 to oo. c) The open string vertex is similar to the OSFT vertex but world-sheet stubs of
length 2r are added on each side. d) The open-closed string transition vertex represents an open
string which turns in into a closed string. e) The vertex representing a closed string being absorbed
by the brane.
dying corrections are not only many orders of magnitude smaller than the leading
corrections, but also many orders of magnitude smaller than the error introduced by
level truncation. Without analytic control over the matrices V and X or some way
of explicitly removing the divergence due to the closed string tachyon, we cannot
examine the subleading terms directly in numerical experiments.
Finally, we note that it would be easy to redo the calculations for the lower-
dimensional branes. We would simply introduce a few minus signs for the Dirich-
let coordinates and eliminate the momentum integrals for the transverse directions.
Without some new approach to the calculation, however, all we would find is the
same divergence from the closed string tachyon. We would not be able to observe
that the massless sector was no longer contributing to the divergence.
2.6 The open string tadpole in open-closed string
field theory
To understand the physics hidden in the OSFT tadpole, it is useful to study the same
diagram in a version of string field theory which includes closed strings explicitly.
This open-closed string field theory (OCSFT), due to Zwiebach [63, 64], has the nice
property that it divides up moduli space so that there are never any pinched-off world-
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sheets. This is convenient for us, since it implies that in this theory the tube at the
bottom of the OSFT tadpole will be explicitly written as a closed string propagator.
For a related discussion in a different version of string field theory, see [65].
OCSFT is complicated by the fact that its action is non-polynomial but, since we
are working only to order g, we will only need to consider a few terms. In fact since
we are only interested in the divergent part of the tadpole, we truncate the theory to
just the terms in the action relevant to the T -+ 0 part of the tadpole moduli space.
These terms may be summarized as follows
1. Start with the usual OSFT action but modify the cubic term by adding to the
vertex strips of length r to each of the three sides. The resulting vertex is shown
in figure 2-7 c. The stubs added to the Witten vertex eliminate the region of
the tadpole near T --+ 0.
2. Add to the theory a set of closed string fields with kinetic term ( (co -
6o)(QB + QB)I). The field 'I is assumed to satisfy (bo - bo)(I = 0. We also
impose the analogue of FS gauge (bo + bo)(4 = 0. The propagator of the theory
is given by integrating over closed string tubes of length s with insertions of
bobo.
3. Add the open-closed string vertex shown in figure 2-7 d. We will denote this
vertex (VoclII)I4I).
4. Add a vertex in which a closed string is absorbed by the brane. This is given
by ( (co - o)e-(Lo+Lo) IB). Pictorially this vertex is shown in figure 2-7 e.
We can now consider the OCSFT version of the open string tadpole. Using the new
open string vertex in figure 2-7 c, and the open string propagator one can construct
a tadpole diagram that looks just like the one we considered on OSFT. The only
difference is that because of the stubs, the loop cannot have length T < 2r. The
part of the tadpole moduli space near T -+ 0 is covered by a new diagram formed by
gluing an open string propagator to an open-closed vertex, then attaching a closed
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Figure 2-8: The OCSFT representation of the open string tadpole.
string propagator and finally capping the diagram with the vertex in figure 2-7 e. The
resulting diagram is pictured in figure 2-8.
Note that the dependence on s is quite simple since it is just the propagation of
the boundary state a distance s. Thus everything to the right of the open-closed
vertex can be represented as
(bo + bo) ds' e-' (LO+L) B). (2.100)
As in the OSFT version of the tadpole, this integral diverges because of the weight
(-1, -1) field in Jl). As in OSFT we can treat this divergence by analytic continu-
ation in the weight of the tachyon field. This analytic continuation is equivalent to
the replacement
(bo + bo) ds' e-'(Lo+Lo) = b0 + b0 e-(Lo+Lo) B) (2.101)
Lo + L0
where the operator (Lo + Lo)- ' is defined on all states that are not weight (0, 0).
This analytic continuation is closer in spirit to the analytic continuation used in
Section 4 to remove the open string tachyon divergence than the analogous analytic
continuation used in Section 3 to deal with the closed string tachyon, since the closed
string tachyon is explicitly included among the fundamental degrees of freedom in
OCSFT. We can also have divergences from the massless sector, but as we showed
for the OSFT tadpole, these are only relevant for the D25, D24 and D23-branes and
we postpone discussion of these cases until the end of the section.
Now consider our truncated action (we drop the open string three-vertex since it
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is not relevant here)
S[T, (D I 4' *QB + ((c - O)(Q + QB)I)2 2
+9 (Voc|l)Jl(I) + ((co - ao)e-(Lo+Lo) IB)(2.102)
Note that the closed string tadpole appears even at the classical level. We can try to
shift the closed string field by JŽ --4 (I + 6d to cancel this tadpole. This gives
6S[~', 4)] = g (VocIl')(Jb) + ((co - o)(QB + QB)I(I6) + const. (2.103)
Notice that if we can find a &5 such that (QB + QB)I:() = -ee-(L+Lo) lB), then the
closed string tadpole will be canceled. We then get the new action
1 ~~1S[I, +64] = *QB +-(DI(CO - a)(QB + QB)I )2J 2
+9 (Vocll,)lI) + g (Vocll,)14>). (2.104)
Notice that the closed string tadpole is now eliminated, but there is now a new
contribution to the open string tadpole.
Let's recalculate the open string tadpole in the shifted theory. The original dia-
gram that we calculated before is now gone because the closed string tadpole (which
made up the right half of the diagram) has been canceled. However, there is a new
diagram coming from the term g(VocI )lS 6). This diagram may be thought of as the
original open string tadpole, but with the closed string propagator chopped off and
the state - Q) stuck onto the end. Note that since this diagram has no closed string
modulus to integrate, it is finite as long as 16Ib) is finite. This fact will be useful for
us when we discuss the cases where we have divergences from the massless sector in
the original tadpole.
Now, as discussed in [38], the equation (QB+QB) I() = -e(Lo+Lo) IB) is equivalent
to the linearized Einstein's equations in the background of the brane. Thus the new
open string tadpole represents a coupling between the closed string background and
the the open strings.
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For OSFT this may not seem important since there is no closed string background
to shift. However, what makes this discussion relevant for OSFT is that the open
string tadpole after the shift in the closed string background is actually equal to the
open string tadpole before we made the shift. This is seen by solving the equation
for I) to get
I - bo0 + b er(Lo+Lo)1B). (2.105)
Lo + L0
Thus, replacing the closed string propagator with -I) is equivalent to doing nothing.
The implication for the open string tadpole in OSFT is that as long as the diagram
is finite it naturally incorporates the linearized shift in the closed string background.
This leads to the question: what can we say about the tadpole diagrams which
diverge because of the massless sector? For the finite diagrams the closed string
propagator essentially represents the inverse of the BRST operator. For the divergent
diagrams this representation is not defined when acting on the boundary state. To
cure this problem one must invert the BRST operator by hand. To see how this is done
it is useful to note how BRST invariance is maintained in the shifted and unshifted
theory. Recall that in string theory BRST invariance for scattering diagrams reduces
to the fact that exact states should decouple from on-shell states. For the tadpole
diagram this simply implies that the tadpole should be annihilated by the BRST
operator.
In the unshifted theory, when QB + QB is pulled through the OCSFT tadpole
diagram, it picks a contribution from the closed string propagator given by
ds' (QB + QB,+ o + e-"s'(L+Lo°)B) - ds' (Lo + Lo) e-'(L+LO) IB)
ds' e-t'(Lo+L)lB)
= e-s'(Lo+Lo) B). (2.106)
As with the open string, we only pick up contributions at the endpoints of integration.
The contribution at s = 7r cancels with a surface term from a part of the tadpole
moduli space that we haven't included.
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In the shifted theory, we have replaced the closed string propagator with a surface
term. Acting on the surface term with QB + QB we get
-(QB + QB)I6 ) = e(L+LO)lB), (2.107)
which is the same surface term at s = r that we found in (2.106). Note, though, that
(2.107) is the same equation that we used to find I() in the first place. Thus the
condition for BRST invariance essentially determines the surface term.
This fact is quite useful for studying the tadpole for the cases where it diverges. If
we take one of the OSFT tadpoles which diverges, we can remove the small T region
of integration and replace it with a surface term. By the above discussion, this surface
term is mostly determined by BRST invariance. We will employ this fact in section
2.7.3 where we study the physics hidden in the divergent diagrams.
2.7 Divergences and closed strings
In this section we discuss the various divergences which arise in the one-loop tadpole
as T - 0, and the role which closed strings play in the structure of the tadpole.
In subsection 2.7.1 we discuss the leading divergence in the tadpole and the closed
string tachyon which is responsible for this divergence. In subsection 2.7.2 we discuss
the massless closed string modes and the piece of the tadpole arising from them. In
subsection 2.7.3 we study the physics hidden in the divergent diagrams using BRST
invariance. Finally, in subsection 2.7.4 we discuss some further problems which arise
at two loops in OSFT.
2.7.1 The leading divergence and the closed string tachyon
In both the conformal field theory and oscillator calculations, we found a leading
divergence in the open string tadpole which arises from the region of the modular
integration near T = 0. In terms of the dual parameter s = 7r2 /T, the divergence
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arises from an integral of the form
J ds [e2 exp (-a. C at - ct C. bt) 1) + subleading terms] (2.108)
This divergent type of integral is a standard problem when we have a Schwinger
parameter associated with a tachyonic state. In principle, we would like to simply
analytically continue the integral, using
Ad 1
y easds -eaA. (2.109)
a
Since the closed string channel associated with the divergent integral is not included
explicitly in OSFT, however, it is rather subtle to carry out an analytic continua-
tion of this type. In the CFT calculation, we can do this explicitly once we have
expanded around T = 0 as in (2.42). As suggested in Section 3, the terms in the
small T expansion associated with the tachyon component of the boundary state can
be separately analytically continued. Even here, however, we run into difficulties, and
have to resort to considering lower dimensional branes to ensure a completely finite
diagram.
Moreover, the expansion around T = 0 is a difficult starting point for any exact or
approximate calculation of the complete tadpole diagram. In order to get a numerical
approximation to the tadpole amplitude including the analytic continuation for the
closed string tachyon, it is necessary to break the modular integral into several parts.
The integral for T > To is finite (after the open string tachyon is analytically continued
as discussed in Section 4), and can in principle be computed approximately using
level truncation on fields in the oscillator formalism. The integral for T < To can
be approximately computed when To is small using the small T expansion and an
explicit analytic continuation of the tachyon term. While this approach allows us to
deal with the divergence from the closed string tachyon "by hand" in the particular
diagram considered here, we should emphasize that this method is not general, and
for higher-loop diagrams it is much more difficult to see how analogous divergences
can be controlled.
86
In the oscillator approach, it is even less clear how the divergence from the closed
string tachyon can be treated. Since level truncation regulates the divergence, the
region of the modular integral near T = 0 is softened, and the divergent piece cannot
be precisely isolated. It seems that in the level-truncated theory, unlike in the CFT
picture, there is no way to implement by hand an analytic continuation to deal with
the closed string divergence. For this reason, we cannot use the oscillator approach
to study other parts of the tadpole, such as the finite part and the part depending on
massless closed strings. While this is unfortunate, this problem is an artifact of the
closed string tachyon. It seems likely that in superstring field theory, this problem
would not occur, so that the oscillator method would be a much more useful approach
for analyzing detailed features of loop amplitudes.
It is also worth pointing out at this point that a small modification of the usual
formulation of OSFT might make the closed string tachyon divergence much more
tractable. If we were to explicitly formulate OSFT in terms of a Lorentzian world-
sheet, the real Schwinger parameterization used here could be replaced by an integral
with an imaginary exponent. Unlike the divergent integral f eas, the complex integral
f eias is oscillatory. With such an oscillatory integrand, level truncation should simply
suppress the integrand at large values of s, effectively regulating the theory and giving
a finite result for integrals which diverge in the Euclidean formulation. Unlike the ad
hoc approach used to implement analytic continuation in the CFT calculation of the
tadpole, this approach would immediately generalize to all diagrams, and would in
one stroke deal with the open string tachyon as well as the closed string tachyon. We
will not pursue this approach further here, but it is an interesting possible avenue for
further investigations.
2.7.2 Tadpole contributions from massless closed strings
Let us now turn our attention to the massless closed string modes. As mentioned in
the previous subsection, the terms in the tadpole arising from these modes cannot
be seen in the oscillator calculation without a new formulation of the theory. These
terms do appear explicitly, however, in the small T expansion of the tadpole (2.46).
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To understand the structure of the terms associated with massless closed strings
it is helpful to consider the schematic form of the OCSFT calculation from Section
5. In OCSFT, it is clear that the open string tadpole arises directly from the closed
string tadpole. The closed string tadpole in turn encodes the structure of the D-brane
as a source for the closed string fields. The D-brane boundary state IB) only couples
to the closed string fields. If we forget about the open strings and solve the equations
of motion for the closed string, the linearized equation of motion corresponds to the
linearized gravity equations in the presence of the brane. For a Dp-brane source, the
linearized gravitational equations take the schematic form
a2 b(x) = 625-P(x±) . (2.110)
(We ignore here the details of the tensor structure of the full gravity multiplet in
order to elucidate the underlying physics; the exact equations for the gravitational
fields are written in the following subsection.) In momentum space, the solution of
(2.110) is
1(k) = k- (kll) (2.111)
In position space, the solution is just the usual
(x) oc rp -23 , p # 2 3; +(x) oc ln r, p = 23. (2.112)
As discussed in Section 5, the open string tadpole in OCSFT is unchanged if we
explicitly shift the closed string background to cancel the tadpole. This corresponds
to turning on a linearized gravity background of the form (2.111). In OCSFT, the
open string tadpole then arises by acting on this closed string background with the
open-closed interaction vertex. Thus, in OCSFT, we can naturally think of the open
string tadpole as coming directly from the closed string background arising from the
D-brane.
In OSFT, the analysis in Section 3 of the small T expansion of the one-loop
tadpole reveals a highly parallel structure to that just described. The terms in (2.42)
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associated with massless fields are those with a T dependence of the form 1/T 2. The
integration measure dT/T 2 is proportional to the measure ds for the dual (closed
string) modular parameter. Unlike the closed string tadpole, the open string tadpole
only has support at vanishing momentum p = 0. As discussed in Section 3, the
integral over q in the closed string boundary state gives extra powers of T in the
modular integral, so that when p < 22 the modular integral is convergent. This
is analogous to smoothing out the solution (2.111) by integrating with the measure
f d 25-Pkl , f k4-Pdk in the vicinity of the singular point k. For p < 22 the
resulting integral is convergent, while for p > 23 the integral diverges.
This somewhat schematic discussion indicates that part of the open string tadpole
can be seen as arising from the closed string background associated with the Dp-brane.
For p < 22, this piece of the tadpole is finite. In the following subsection, we consider
D-branes for which this part of the tadpole diverges, and we develop the line of
reasoning just described in more detail.
2.7.3 Divergent diagrams and BRST invariance
Having analyzed the case where the tadpole diagram is finite, we now turn to the
cases where the diagram diverges2 . While we have no satisfactory way of regulating
these diagrams, we can still extract some interesting physics from them. What we
attempt to show is that BRST invariance mostly determines the physics hidden in
the divergent part of the modular integral.
Recall from section 2.6 that, for the tadpole diagram, BRST invariance amounts
to checking that QB annihilates the tadpole state, IT). Since QB is a total derivative
on moduli space, we will only pick up contributions at the boundaries of moduli space.
In other words, we can only pick up surface terms at T = 0 and T = oo. Such surface
terms can, in fact, arise because of the divergences in the tadpole and are discussed
in appendix A.1.
2 We would like to thank Eva Silverstein for very useful discussions on the issues in this section
and in Appendix A.1. A world-sheet discussion of issues related to the divergences we describe in
this section will be given in [67]
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Since the T - 0 limit of the tadpole diagram is divergent, we must introduce
some sort of regulator. A very simple choice is to just cut off the modular integral at
some minimum value To. In other words, we replace IT) with the regulated state
IT)TO = I T(T)).
where we have included the subscript To to explicitly indicate that this is a regulated
form of the tadpole. Since the subscript To is cumbersome, we drop it in subsequent
equations, but, throughout this section, we will assume that IT) is regulated in this
way. Introducing the cutoff, To, explicitly breaks the BRST invariance of the diagram.
Acting on IT) with QB gives a surface term at To. This is seen in the following
calculation
(TIQB = dT (V3Ib2e e TLo IV2)QB
[0
= dTd(V 3 e TLe V 2 )
= (V3le-TLIV 2). (2.113)
Note that the last line of (2.113) is similar to the original tadpole diagram except that
we have fixed the modular parameter at To and dropped the insertion of bo. Thus in
the conformal field theory method, we can represent the surface term by just taking
T -- To and dropping the integral of b(z) across the world-sheet.
For the tadpole diagram to be BRST invariant, we would require that QB acting
on the region of integration T < To should cancel this surface term. Unfortunately,
for the divergent diagrams, we can not define this region of integration. Thus we
consider replacing the T < To region of integration with a new diagram. We then
try to understand what restrictions the condition of BRST invariance imposes. This
condition will not fix the new diagram completely but will tell us something about
the physics of the T < To region.
To construct the new diagram, we start with the surface term we found from
acting on IT) with QB and modify it. As we discussed for the tadpole diagram, we
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b)
Figure 2-9: Contour pulling argument showing that QBIT) = TQ,B). a) The contour of the
BRST current jB starts on the external leg. b) Pulling the contour to the right we can freely pass
it over the Witten vertex. c) The two ends of the contour are joined together. The contour can now
be thought of as acting on I ).
may replace the boundary at the bottom of the surface term with a boundary state
without changing the diagram. Instead of doing this, however, we replace the bottom
of the diagram with some arbitrary closed string field 4I). Call this new diagram ITc).
The surface term we found from acting on T) with QB can then be written as ITB).
We now propose replacing the region of integration T < To with the surface term
ITe). To ensure that this choice of surface term is valid, one would have to show that
any open string state can be written in the form ITe) for some closed string state 1'.
While, from the conformal field theory expression for IT), this seems likely, we will
content ourselves with the fact that this choice of surface term is general enough for
our purposes. With this caveat in mind, we can then ask: what condition does BRST
invariance impose on 4(? To check this we need to consider the action of QB on d).
We now show that QBI'T) = IT(Q+Q)). This can be shown by a contour pulling
argument. We start with the BRST current contour running across the external leg
of the diagram and pull it to the right. Since the Witten vertex is BRST invariant, we
can freely slide the contour over it. If we slide the two ends of the contour all the way
to the right of the diagram, they eventually meet each other and we can join them
together to form a closed contour. This contour can then be pulled down the tube at
the bottom of the diagram to act on I). This process is pictured in figure 2-9.
Note that in the notation we are using we can write, QBIT) = ITB). Thus, if we
modify the tadpole diagram by IT) -+ IT) + ITs), the condition for BRST invariance
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a) c)
becomes
0 = QB(IT) + IT)) = I + I(QB+QB)) = IB+(QB+QB). (2.114)
So to cancel the BRST anomaly we should choose
(QB + QB)I) = -1). (2.115)
Notice that this is essentially the same closed string field we used when we shifted
the OCSFT action.
We now try to solve for ). We restrict discussion to the D25-brane case since it is
the simplest. Equation (2.115) was already solved in [38] and we follow the discussion
there. First, note that equation (2.115) requires that the boundary state is BRST-
closed and BRST-exact. While it is true that (QB + QB) 1B) = 0, it is not true that
IB) is exact. This can be seen by looking at the expansion of IB) in equation (2.37).
We can resolve this issue by noting that the cohomology of QB is defined using states
with well-behaved momentum dependence. For example one can check that
QB x0IO) = c1o_110), (2.116)
contrary to the fact that cal 10) is in the cohomology of QB. Thus, we proceed
by just taking a general state of weight (0, 0) and (-1, -1) fields, acting on it with
(QB + QB) and comparing it with 13). We use the same parametrization for -1) as
[38]
I')= (A(p)cill- a_l_ lhv()ClCl
+ (cc_1 - cl_ 1)(,(p) - h(p)/2) + (c0 + o)(clal 1 -E al)iG(p)) 10). (2.117)
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We then compute
(QB + lQB)V)> (½p2 _ 1) A(p)cl(co + c0 )c1 0) (2.118)
+ [-p 2huv(p) + ip,(v(p) + ip(,(p)] ta_&1 l(co + o)c1 lal)
+ [lp 2((p) - hl(p)/2) + ipC,(p)] (co + Co)(Clcl -ClC-1)10)
+ [-ph,(p) - p() (p) - hi(p)/2) + 2iG(p)] x
(-_lcl + ac_lcl)Clel 1).
Substituting equation (2.118) into (QB + QB) ( ) = -1B) gives
(12 +l1)A(x) = 1
12hi -(x) ,(x) - al(x) = 77
l2)(X) _ l 2h(x) +&L (x) = 14 I y
lavhcv(x) + A,(x) - ,h'(x) = (x). (2.119)
If we eliminate ( (x), these equations are equivalent to the linearized gravity equations
in the background of the brane [38]. Note that the closed string tachyon shift is simply
given by A(p) = 1.
To generalize to arbitrary p one must replace the R.H.S. of equation (2.119) with
the appropriate source terms from the lower dimensional boundary states. These
source terms will have 6-functions for the transverse dimensions. Solving these equa-
tions one can check that the long range behavior of the fields described in section 2.7.2
is reproduced.
Since the terms in lB) of higher weight are BRST-exact we can act on them with
b0 + b0
bo + bo (2.120)
Lo + Lo
to solve for the rest of (I).
We have thus shown that BRST invariance of the tadpole implies that the region
of integration T < To should, for consistency, represent a closed string background.
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The fact that this region of integration actually diverges, even when the solutions to
the equations (2.119) are finite, arises from the specific prescription which OSFT uses
to define the inverse of the BRST operator in terms of a closed string propagator.
One might ask why we cannot simply adopt this construction as a way of defining
the tadpole. These are a number of problems with this idea. First, there is an
ambiguity in the choice of · under the shift (I -+ (I + QB64 Ž. This implies that if
we were to use this scheme for one of the finite diagrams, we would, in general, get
a different answer than the answer we would get from using analytic continuation.
There is also the problem that we have introduced an unphysical parameter To. One
can check that this is not much of a problem since a shift in To can be accommodated
by a corresponding BRST exact shift of 14. Perhaps the most serious problem with
this somewhat arbitrary division of moduli space is that it would lead to a breakdown
in unitarity since for T < To one can no longer consider the tadpole to be made up
of an open string loop.
Finding a sensible way of systematically dealing with the divergent massless closed
string tadpoles encountered in this section seems to be an important problem for string
field theory. Although these divergences are only associated with Dp-branes having
codimension 3 or less, such branes are important to understand in string theory.
While it seems difficult to make sense of the theory in, for example, a space-filling
brane background, we know from the recent work on the Sen conjectures that string
field theory in such a background contains within it other backgrounds corresponding
to lower-dimensional D-branes and empty space-time. Since the theory is well defined
in these other backgrounds, it seems that the technical problems encountered in the
presence of high-dimensional D-branes should have some robust technical solution
which does not require a significant modification of the theory. On the other hand,
it may be possible that the theory does not have a well-defined perturbation series
in all backgrounds. This question is particularly pressing for superstring field theory,
where we might expect the theory to be completely well-defined with finite tadpoles
for Dp-branes with p < 7, while Dp-branes with p > 7 would have similar divergences
to those discussed in this section.
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Identify
Figure 2-10: The two-loop non-planar tadpole diagram contributing to a breakdown in BRST
invariance.
2.7.4 Beyond one loop
Having examined the divergences in the tadpole diagram we discuss the situation for
higher-loop diagrams. Although we have no explicit computations, we predict that
there will be additional divergences of a new kind. For example at the two-loop level
one can consider a torus diagram with a hole. If we put an open string state on
the edge of the hole we have a contribution to the two-loop tadpole diagram. In the
conformal frame natural to OSFT this diagram is pictured in figure 2-10. There is a
region of moduli space in which the hole is separated from the rest of the diagram by
a long tube. In this limit the diagram may be viewed as an open string which turns
into a closed string which propagates over a long tube and then ends in a torus. This
long tube leads to a divergence and associated BRST anomaly in world-sheet string
theory and represents a shift in the cosmological constant [38]. The divergence occurs
both because of the closed string tachyon and the massless fields and thus cannot be
treated by a simple analytic continuation.
We expect a similar divergence and BRST anomaly in OSFT. Just as the the one-
loop open string tadpole could be thought of as a coupling between the open strings
and the closed string tadpole, here the two-loop open string tadpole can be thought
of as a coupling between the open strings and the one-loop closed string tadpole. The
closed string tadpole we studied in the context of the one-loop open string tadpole
arose because the brane was a source for the closed string fields. The one-loop closed
string tadpole occurs even in pure closed string theory in the absence of the brane.
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Thus we expect that the divergence we find will be independent of the number of
transverse dimensions.
At higher loops still more diagrams with divergent long tubes appear. For every
divergent closed string tadpole we will find a corresponding set of divergences in
OSFT. Without some general framework, each of these divergences must be treated
individually. To some extent, this same problem arises in ordinary world-sheet string
theory, but one might have hoped that in OSFT the problem would be more tractable.
2.8 Discussion
In this chapter we have explicitly calculated the one-loop open string field theory
tadpole using both conformal field theory and oscillator methods and found that the
calculations agree. There is a divergence in the loop diagram due to the propagation
of an open string tachyon around the loop; this divergence is easily dealt with by
analytic continuation in an expansion of the diagram in the level of the open string
field in the loop using the oscillator approach to OSFT. We also find, however, that
the one-loop tadpole diagram diagram diverges due to the propagation of the closed
string tachyon over a long closed string tube. This divergence arises only because
we are working in bosonic string theory, and can also in principle be treated by
analytic continuation. In practice, we can perform this analytic continuation for
the one-loop diagram considered in this chapter by explicitly using our knowledge of
the role of closed strings in this diagram, but this is much more subtle than in the
case of the open string tachyon, as the closed strings are not explicitly included as
degrees of freedom in OSFT. The analytic continuation we use does not deal with
the closed string tachyon divergence successfully for low-codimension branes. This
procedure is not easily generalized to more complicated diagrams, and we do not
have any systematic way of dealing with such divergences other than order-by-order
in perturbation theory.
Once we have treated the leading divergences in the one-loop tadpole by hand, the
tadpole becomes finite as long as we work in a D-brane background with sufficiently
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many codimensions. For D-branes of dimension p > 23, we find divergences from the
propagation of massless modes over long distances. For the D25-brane theory, this
divergence also contributes to a BRST anomaly. It does not seem to be possible to
treat these divergences without stepping outside the framework of OSFT. Indeed, re-
cent work indicates that even the Fischler-Susskind mechanism for dealing with such
divergences in the world-sheet formalism may have previously unexpected subtleties
[66, 67]. We describe, however, a procedure for using BRST invariance that reveals
much of the physics hidden in these divergent diagrams. Achieving a better under-
standing of these divergences seems to be an important unsolved problem for string
field theory.
We have found that the open string tadpole essentially arises from the coupling
between the closed string background and the open strings. The closed string has a
tadpole in the presence of a D-brane, expressing the linearized massless fields produced
by the D-brane source. The fact that this shift in the closed string background
is seen in the one-loop tadpole diagram considered here demonstrates that OSFT
actually captures the running of the background geometry, and thus contains a highly
nontrivial aspect of closed string physics.
At two loops, OSFT runs into further difficulties with divergences and probably
BRST anomalies as well. We believe that these problems, which are already well-
known from perturbative string theory, doom any attempt to construct a complete
quantum theory from bosonic open string field theory, without the introduction of
some fundamental new idea. It is, of course, possible that some as-yet unknown
mechanism stabilizes the closed string tachyon and turns bosonic string theory into
a consistent theory. But if this is the case, this mechanism is no more apparent from
the point of view of OSFT than from the traditional perturbative approach to the
theory. In this sense, our study of quantum effects in bosonic OSFT has not led to
any surprising new insights.
The positive results we have found here are, however, firstly that OSFT does not
have any new problems or complications in the definition of the quantum theory which
could not be predicted based on known issues in the perturbative theory, second that
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the one-loop tadpole in bosonic OSFT can be understood in a physically sensible
fashion, and third that the OSFT tadpole naturally contains information about the
shift in the closed string background due to the D-brane with respect to which the
open string theory is originally defined.
While bosonic string theory has been a nice toy model with which to explore a
variety of phenomena in string field theory, such as tachyon condensation, it remains
unclear whether this theory is connected in any fundamental way with supersym-
metric string theory and M-theory, and even whether this theory can be defined in
a complete and consistent fashion quantum mechanically. In order to make further
progress in understanding how far string field theory can take us in probing the funda-
mental nature of string theory, when we begin to consider seriously the construction
of a nonperturbative quantum theory, it is probably necessary to work with a super-
symmetric string field theory. The results of this chapter seem to give positive support
to the hypothesis that supersymmetric open string field theory, if it exists classically,
may naturally extend to a sensible quantum theory. Two possible candidates for
SUSY OSFT are the Berkovits theory [68] and the Witten theory [69, 70, 71]. If one
of these theories can be shown to be completely consistent and to correctly incor-
porate the Ramond as well as the NS sector of open strings, it seems likely that an
analogous calculation to the one in this chapter will, for Dp-branes with p < 7, give
rise to a finite one-loop tadpole which encodes the linearized gravitational fields from
the D-brane source. Such a tadpole should not suffer from any of the divergences
encountered in this chapter. In the supersymmetric theory, there seems to be no rea-
son why higher loop calculations should not continue to incorporate the higher-order
gravitational effects of the Dp-brane, so that the full theory should completely encode
the Dp-brane geometry seen by closed strings.
There is clearly a significant amount of work remaining to be done to substantiate
this story, but if this picture can be realized explicitly, it could open several exciting
new directions for progress. This would give a new nonperturbative quantum defi-
nition of string theory. In this theory, if it is unitary, closed strings should arise as
composite states. This would give a new more general open string model exhibiting
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open-closed string duality, from which the CFT description of strings in AdS space
would arise as a special case in the usual decoupling limit. Because OSFT can be
defined nonperturbatively, it is possible to imagine using level truncation to com-
pute numerical approximations to finite nonperturbative quantities, thus potentially
accessing new nonperturbative features of string theory. Because, as we have seen
in this chapter, the closed string background is encoded in the quantum open string
diagrams, it is possible that changes in the closed string background might be studied
completely in terms of OSFT, once a full definition of the quantum theory exists. At
a more pragmatic level, if the methods of this chapter are applied to SUSY OSFT,
it should be possible to study directly the production of closed strings in dynamical
open string tachyon condensation [72]. As was shown in recent work on this subject,
a full physical understanding of the rolling tachyon requires treating the back reaction
of the radiated closed strings on the rolling open string tachyon (see [73, 12] for a
recent discussion and further references). String field theory seems like the natural
context in which to study this process, and quantum computations in OSFT like the
one in this chapter may, even in the bosonic theory, shed light on this puzzle.
At a more technical level, we have seen in this chapter that the two different
approaches to computing OSFT diagrams, the oscillator approach and the CFT ap-
proach, give somewhat orthogonal information about the structure of the theory.
The CFT approach has the advantage of giving analytic expressions for amplitudes.
From these analytic expressions, it is possible to take the limit where open string
modular parameters become small, which in some situations corresponds to the limit
where closed string physics plays an important role. In this chapter, as in [23], it
was possible to analytically study the contribution from closed strings by expanding
around this limit. On the other hand, the CFT approach is only tractable for simple
diagrams. For any diagram at genus g > 1, the CFT approach is not easily appli-
cable. Furthermore, even for computing finite diagrams at genus g < 1, the CFT
approach gives a complicated integral expression in terms of implicitly defined func-
tions, which can only be numerically approximated. The oscillator approach, unlike
the CFT approach, can be applied to arbitrary diagrams of OSFT. It is even possible
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to imagine truncating OSFT at finite level and including a momentum cutoff so that
even nonperturbative quantities in OSFT can be approximated by finite-dimensional
integrals. While closed strings are not included exactly when OSFT is truncated at
finite oscillator level, as we found in this chapter the effects of closed strings can
be clearly seen when the oscillator cutoff is sufficiently high; in the level-truncated
theory, the closed strings act more like resonances than like asymptotic states. Al-
though we found here that the closed string tachyon divergence made it difficult to
extract other physical effects in the oscillator calculation, in a theory without closed
string tachyons, like the superstring, it seems that the oscillator method should be
a viable approach for approximating any loop diagram. Even for the bosonic the-
ory, a general method for analytically continuing or otherwise taming the tachyon
divergence-such as a Lorentzian world-sheet formulation-would allow us to extract
useful physics from the oscillator method. Summarizing these observations, it seems
likely that in further developments, such as in a systematic formulation of a quantum
supersymmetric open string field theory, both these approaches to computations will
play useful roles.
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Chapter 3
Closed Superstring Emission from
Rolling Tachyon Backgrounds
3.1 Introduction
The worldsheet approach to studying tachyon condensation was introduced by Sen
in [11, 76]. In this approach, we give the tachyon a space-time-dependent expec-
tation value by deforming the worldsheet conformal field theory with the exactly
marginal boundary operator T(X) = AcoshX° , or, in the supersymmetric theory,
the operator sinh(X/v), which corresponds to the tachyon profile T(X) =
Acosh(X°/v2). Another tachyon profile T(X) = AeXO and its supersymmetric ana-
logue T(X) = ex/,/ was introduced in [77]. These conformal field theories are
related by Wick rotation to theories where the boundary deformation is taken from
a local SU(2) current algebra.
Worldsheet conformal field theory is a perturbative approach to string theory
and can likely provide only a partial answer to the deep nonperturbative problems
posed by D-brane decay. Working out conformal field theory descriptions of D-brane
decay is nonetheless of interest. Perhaps most importantly, the conformal field theory
approach provides a clear computation of the coupling of the decaying D-brane to
closed strings, a problem which remains somewhat obscure in the open string field
theory description of tachyon condensation. In the worldsheet approach, the final
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closed string state produced by the decaying brane can be readily computed [12].
The rolling tachyon background is also a good starting point for exploring some of
the technical issues involved in working with time-dependent perturbative solutions
to the string equations of motion, as the time dependence is confined to the open
string sector, and thereby poses fewer new conceptual challenges than working with
a time-dependent space-time background. One such interesting technical issue is
the relationship proposed in [78] between the mathematical ambiguities involved in
defining the correlators in a nontrivial wrong sign CFT and the physical ambiguities
involving choice of vacua in time-dependent field theories.
Although it appears that the perturbative worldsheet description of D-brane decay
breaks down in most examples, as the number of emitted particles and amount of
emitted energy becomes infinite [12], there are examples where this divergence is
brought under control, either due to a higher Hagedorn temperature [79], or an ability
to work with a dual, non-perturbative description of the system [80].
In Type II theories, the space-time stress energy tensor for a decaying brane has
been studied in [76, 77]. In this chapter we present a discussion of closed string
production from a decaying Type II Dp-brane.
The marginal deformations we study are the so-called "rolling tachyon" 1
AS = -V 2rA J 77dt r0 eXO/v (3.1)
and the "bouncing tachyon"
AS =- rV AJ dt rbo sinh ( . (3.2)
1 There has been some confusion in the literature as to the possible appearance of a term of the
form T2 in the boundary action. If the boundary action is written in the manifestly supersymmetric
form Sbdy = f dt do(rDr + FT(Y)) where F = r + OF, D = de + ot, and Y = X + 00, a term of
the form T2 arises after elimination of the auxiliary field F. This form of the boundary action has
been instrumental in studies of tachyon condensation using boundary string field theory. However,
when the boundary theory is defined through deformation by the operators above, the T2 term does
not arise; its contribution to the boundary action vanishes on shell. It is simple to check that the
supersymmetry Ward identities for the deformed SCFT are satisfied when the boundary action only
contains the term l7PT'(x).
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Here r is a fermionic degree of freedom living on the boundary of the worldsheet;
it has trivial worldsheet dynamics, and may also be understood as a Chan-Paton
factor. It appears in the vertex operators of all open string states with wrong sign
GSO projection. The coupling A is related to the initial position and velocity of the
tachyon at the top of its potential [11].
For most of our calculations, we will assume that we are able to choose a gauge in
which no timelike oscillators are excited. Then a general closed string vertex operator
takes the form
Vs = eiEsXOVl(X ,i i) (3.3)
in the NS-NS sector and
Vs = eiEsX OSos Vl(xi, 0i, i) (3.4)
in the R-R sector. Here the EO are spin fields, 3so = eiS °H °. With this gauge fixing,
the problem of computing general closed string one point functions in the rolling
tachyon background is greatly simplified. We only need to know the expectation
values
(e- AS eiEXO)disk (3.5)
in the NS-NS sector, and
(e- A S eiEsXOso( sO)disk (3.6)
in the R-R sector. Equivalently, we only need to know the lowest component of the
boundary state describing the deformed X0 CFT,
B) = g(x ) 10) + .... (3.7)
In the NS-NS sector, the function g(x ° ) for the tachyon profile (3.2) was worked out
in [76] and for the tachyon profile (3.1) in [77].
The computation of g(x °) for both tachyon profiles (3.1) and (3.2) in the R-R
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sector is one of the aims of this chapter.2 We will, however, spend more time on the
rolling tachyon profile, (3.1) above, as a direct perturbative calculation of the closed
string disk one-point amplitudes in that background reveals an interesting U(p) x U(q)
structure, which allow the correlators to be easily calculated. This structure is an
interesting generalization of the U(n) symmetry that was found in the bosonic case
in [77, 82]. We will also compute the NS-NS one-point functions for this background
in order to demonstrate a similar U(p) x U(p) structure appearing in the correlators
there. These calculations are in section 3.2.
In section 3.3, we discuss how the relation between correlation functions in the
rolling tachyon background and integrals of invariants over the group U(p) x U(q)
may be extended to one-point functions of more general operators.
In order to compute the function g(x °) for the bouncing tachyon, we must use
some more sophisticated CFT machinery, namely the SU(2) current algebra of the
Euclidean version of the theory. This technique is the one originally used by Sen.
We have placed this computation in Appendix B.1 and use only the result, equation
(B.11), in this chapter. Also in Appendix B.1, we present an alternate derivation of
the function g(x ° ) for the rolling tachyon.
Next, we consider the closed string production from the decaying D-brane, for
both tachyon profiles. As in the bosonic case [12], both the number and the energy
of emitted particles diverge for low dimensional D-branes. Since the tachyon profiles
(3.1) and (3.2) describe homogenous tachyon condensation in the p spatial dimensions
of the brane, the condensation process is unphysical if p 0. A more physical decay
process for a higher-dimensional D-brane will likely proceed in several causally dis-
connected patches, each of which behaves like a decaying D-brane of lower dimension
[77]. Thus we expect that in a physical decay process, the number and energy of
particles emitted from decaying Dp-branes will diverge for any p. This suggests that
all the energy of the D-brane is converted into closed strings. In 3.5, we consider an
approximation to the open string description of this calculation.
Finally, Appendix B.2 summarizes the relationship between two different bases
2 See also [81].
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for the spinor vacua, the states s) s) in terms of which the R-R spin fields have
a simple description, and the states 1±) in terms of which the boundary state has
a simple description. These relationships will be useful when we compute the R-R
sector boundary state.
3.2 Disk one-point functions in the rolling tachyon
background
In this section, we compute disk one-point functions of the form
(e8~/ X)deformed = KeAses/ )free (3.8)
by Taylor-expanding the exponential and evaluating the correlators that appear at
each order in A. We do not carry out the path integral over the X ° zero mode x° in
the expectation values here, but interpret the resulting amplitudes as a function of
x°. We therefore define - Aex° / , and
(exp (v77> dt e eeX , >lvr 3
= z (VwA)' K (I dt ?ppoexo/V) (3.9)
- E(ir)nA. (3.10)
n
In the R-R sector, the boundary fermion 7r has a zero mode; thus, only odd numbers
of insertions of the boundary perturbation give non-vanishing contributions. Since
the worldsheet dynamics of the boundary fermion are trivial, it is simply a matter of
convenience whether we choose to formally integrate it out, as in [77], or include it in
the vertex operator, as in [76]. We will find it convenient to include in the vertex
operator, since in this case the vertex operators on the boundary all commute with
each other.
The structure of this computation is most evident when using the bosonized rep-
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resentation of the fermion fields. The correlators that appear in (3.10) are then
(- ; i / 2k+l dti
(2kA+ 1 dti [eiHo(ti)] eXo°/V(ti) e (O)e')) (311)
This expectation value factors into three parts. The contribution from the transverse
fermions is 6,_,, which we will drop for ease of notation. The bosonic contribution
is simply
2Ilexo/(ti) = I leit - eitj = I 2 sin (ti - tj) (3.12)
Now consider (2k+ [eiHO(ti) - e-iHO(ti)] ei0Ho (O)ei' °(O) ) From now on we will
drop the label 0 to clean up the notation. When we expand the product Hi=(eiH(ti)-
e-iH(ti)), we will find a sum of terms, each of which has the form 1i2k+ eiiH(ti),
where Ei = ±1. The path integral over the H zero mode imposes H momentum
conservation, giving the condition
n
s+s' + Ei = 0, (3.13)
i=l
where Ei = +1. Since s, s' = ½, we have two possible ways to satisfy the condition
above: let s = s' = 4 - and retain only terms in the expansion of the product
H2k+l(eiH(ti) - e-iH(ti)) where the H momentum sums to :F1. There will be a sign
difference between the expectation values in the two different cases, as when we choose
s = = , we pick up an odd number of factors of-e - i H, and an even number when
we choose s = s' = -. As we will see, this sign difference gives us the correct GSO
projection.
Let us consider the case s = s' = 1 for definiteness. Then in the product
i2 k1 [eiH(ti)- e-iH(ti)] we need to keep the terms with k + 1 minus signs, that
is, terms with hei = -1. The H correlators become
(i)-ke-iZti/2H2sin ti - tj) (3.14)
i<j
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Including the phases coming from the transformation from z to t thus yields simply
(-1)kJII 2 sin
i<j
ti -tj fj
2
(3.15)
Combining equations (3.12) and (3.15), we have (adjusting the overall phase for
simplicity)
A~k+1 = 1 2k+1dt(2k~l)!JH ~Z
A2k+1 : - (2k + 1)f j n d i2,=1 OEP [ Ha(i)<(j) 2 sin ta(i) - t)( 2 (3.16)
where P denotes the set of all distinct ways to distribute k + 1 values of -1 and k
values of 1 among the i. Since the boundary operators are not path ordered, each
of the +1 terms in the sum above contribute equally. Thus, we may choose
one ordering of the ei, namely
Ei = -1, 1 < i < k + 1;
and write the correlator in terms of that ordering alone:
A2k+1 = (k1 + )!k! j 2 i (2sin
Now, the Haar measure for the group U(n) is
i=l
dti22 (t) = 1,
2wr
where (t) is the Vandermonde determinant,
(t) = 2 sin (ti 2 t
i<j
(3.19)
(3.20)
It is now easy to see that (3.18) is simply the integral of unity over the group manifold
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Ei = 1, k+ 1 < i 2k + 1, (3.17)
(ti - tj ))l+eie (3.18)
IUjn [dU]
U(n)
)) l+-a(i)11-'w
of the product group U(k + 1) x U(k):
A2k+1 = I [ 1 dU]i 1 [dU = 1. (3.21)
(k+l) (k)
Since A2k+1 = 1 for all k, the sum over all orders (3.10) becomes simply
k rk+1 1 + r2A2evxO 0).(3.22)
It remains to restore the dependence on the spin.
The amplitudes that we have calculated are built on spin vacua of the form
(I 1I 1) - I-_1) I-)) where we have labeled states by their so quantum numbers,
suppressing the transverse spin eigenvalues. The R-R boundary state, however, is
built on spinors ±+) that satisfy (o i o) ++ ) ±±) = 0. Thus to
write down the boundary state, we need to know the relationship between the two
bases Is) Is') and +, +), which we work out in appendix B. We find from (B.28)
)e)- a- -el) i+-)+i-+). (3.23)
We may now easily restore the transverse spin quantum numbers to find that the
spin vacuum should be + - * -) + - + .. +). Note that this is the correct GSO
projection for Type IIA, and has the right Lorentz properties to source C9 flux. The
boundary state for the supersymmetric rolling tachyon profile is therefore
IB)R = gR(xO) (+ _ ... -) + - + ... +)) + oscillators. (3.24)
The generalization to other Dp-branes of either Type II string theory is very simple;
we simply need to change the dependence on the transverse spin degrees of freedom,
exactly as we would in the absence of the tachyon expectation value.
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3.2.1 NS-NS sector
In the NS-NS sector, the expectation value that we need to compute is
(l)deformed = (e S 8)free (3.25)
This expectation value was discussed in [77]; our principal interest in this section will
be to demonstrate an interesting U(n) x U(n) structure that allows the integrals to be
easily performed. As before, we will evaluate this correlator by expanding in powers
of the boundary perturbation, and define
(exp ( 27rA dt / ¢ p,e ix) 1 = Z(ii7r)n.n (3.26)
The boundary fermion rl has no zero mode in the NS-NS sector, so only terms in the
expansion with n even will contribute.
Using bosonized fermions, A2k is
(3.27)A2k = (2)! dti ([eH(ti)- eH(ti)] eXo/i(t))
The H-momentum conservation condition now yields
(3.28)Eei =0.
i
The expectation value (3.27) is thus
A 2k = (2 k)! 1i= 21 r
i=1 aEP
(3.29)[H )< (2 sin (t(i) -t())) + () (j)
_UW~~~~o,2 
where P denotes the set of all distinct ways to distribute k values of 1 and k values
of -1 among the ei. Again we choose a representative ordering,
e =-l, 1 < i < k; e = 1, k < i < 2k,
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(3.30)
and write the correlator in terms of that ordering alone:
A =_(k)2 lF- ( in2 sin 2 )) i (3.31)
i=1 i<j
This can easily be written as the integral of unity over the group manifold of the
product group U(k) x U(k):
A42k = [[dU] 1] = 1 (3.32)
(k)
for all k. Summing all orders, the functional form of the time-dependent NS-NS
source is then
E(irA) 2k = 1Nx)Et ki~x)" 1 + r2A2e'0 g = S( o) (3.33)
The boundary state in the NS-NS sector is therefore
lB)Ns = gNS(xO) (10; +) - 10; -)) + oscillators. (3.34)
This answer differs from that found in [77] by Ahere = V2Athere. This difference is not
meaningful as A can be set to any value by a time translation.
3.2.2 Relation to fermionized computation
The U(p) x U(q) structure that allowed us to easily carry out the integrals in (3.18)
and (3.31) is obscured when the fermions are not bosonized. It is interesting to
perform the same calculation without bosonizing the fermions, and then compare the
two representations of the calculation.
In the R-R sector, the fermionic correlators are equivalent to the expectation value
of 2k + 1 (holomorphic) fermions on a sphere with O, at 0 and O, at infinity - that
is, the expectation values of 2k + 1 holomorphic Ramond-sector fermions on a sphere.
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The contractions between two timelike fermions are therefore given by
D(R)(tl,t2 ) = ot 2), (335)
where we have included the phase factors necessary to transform the propagator to
the angular variables ti. Because we have an odd number of fermions, all terms in
the correlation function will have one uncontracted fermion. The expectation value
of this last fermion is
(+(t)) = V (2so)~°'~5~'-(32~t))=~ (z~)a...ia,,, (3.36)
where again we have included the phase factor coming from the conformal transfor-
mation of 0.
The contribution from so again imposes that either so = s = or so = so = -.
The factor of 2so provides the relative sign between the two choices; this can be
thought of as coming from the fact that OI° = (X + -X-)/x/2, where X are the raising
and lowering operators for the s basis. To simplify our notation, we will drop the
spin structure contributions, (2so)6o0, ~bS,_g,, to the amplitude. We find that A2k+1 is
given in fermionic language by
1 I 2r 2k+ dti i ti-tjA2k+1 (k j 2 k L2 itn tt) (3.37)(2k + 1)! il1 i<j
where we have again made an overall choice of phase to simplify the notation. Here
Q denotes the set of all distinct contractions.
In the NS-NS sector, the contractions between the fermions appearing in the
boundary perturbation are
D(NS)(t1,t2 ) = - sin- 1 2 (3.38)
111
and (3.27) becomes
k~k = 2kd t
A2k= (-i |' i 2 sin [ 2 sin ( 
i=1 i<j 2 EQ =1
(3.39)
where again Q is the set of all distinct contractions. The equivalence between the
two representations of the fields guarantees that the integrands of (3.37) and (3.18)
are equal, as are the integrands of (3.39) and (3.31). By rewriting these equalities
in terms of xi = eiti, we arrive at the following identities between two symmetric
polynomials. The NS-NS correlation functions lead to the identity
2k k
2k (xi - xj) E sign () I(x( 2 1-l) - a( 21)) =
i<j UEQ =
(Xp(i) - Xp(j))2 ((i)-xp)2 (3.40)
pEP p(i)<p(j)<k k<p(i)<p(j)<2k
The R-R correlation functions lead to the identity
2k+1 k El (xi - xj) sign () x.(21-1) + x(3.41)
i<j aEQ [s XG( 21-1) - Xa( 21)
E I (xp(i) - Zp(j))2 II (Xp(i) - Xp(j))2 I Zp(i)
PEP p(i)<p(j)<k+l k+l<p(i)<p(j)<2k+1 k+l<p(i)<2k+l
In these forms, the identities hold for any abstract set of variables {xi}. We may
check these results by multiplying out the terms at finite order. For example, when
k = 2, equation (3.40) becomes
4 [(x1 - 3)(X1 - 4 )(X2 - 3)(X2 - 4) - (X1 -X 2 )(1 -X 4)(X2 -X3)(X3 - X4)+
(X1 - 2 )(X1 - X 3)(X2 - X 4)(X 3 - 4)]
= 2 [(x1 - x3)2(x2 - x 4)2 + ( - x 4)2(x2 - x 3)2 + ( 2 - )2(x3 - 4)2] .
This can be seen to be true by multiplying out the terms. Likewise, when k = 1,
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equation(3.41) becomes
[(X1 + X2)( 1 - X3)(X2 - X3) - ( 1 - 2)( 1 + 3)( 2 - X3)+
(X1- X2 )(Xl - x3 )(x2 + X3)]
= (X1 - X2 )2X3 + (X1 - X3)2 X2 + (X2 - X3 )2 X1 .
3.3 General closed string one-point function as a
matrix integral
In this section, we extend the results of the previous section to sketch how more
general one-point functions in the rolling tachyon background can be evaluated using
matrix integrals. This is a generalization of the work that was done for the bosonic
rolling tachyon background in [82].
Since the group structure is most evident using the bosonized representation of
the 0 fields, we will work in bosonized language. A general closed string operator
built out of the 0 °o field will take the form
1 1v N NjipVf = ( (V i 1vi H ( ) ei(PH+'H) (3.42)
where p, p' E Z in the NS-NS sector, and p, p' E Z + in the R-R sector. A general
closed string operator built out of the X 0 field will take the form
Vb = ( 1) x) ~ ( - 1)!aiX (3.43)
We have chosen here a convenient normalization for the operators.
We want to evaluate the amplitude
(exp (/7rA J 71e x ) VfVb(O)) =s (i7rA) An. (3.44)
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We note immediately that due to the boundary fermion r7, n must be even in the
NS-NS sector, and odd in the R-R sector. Consider first the bosonic portion of this
correlator. The propagator for a timelike boson on the disk is
1 1
Gb(z, ) = In Iz - w 2 + In z - 2.2 2 (3.45)
The bosonic correlators in (3.44) are then
H2sin (ti - tj)
i<j I( (vk 1)! Z OvkGb(O,k 1i YLs(=1
or it Nk
e-itl vk
11j
Meanwhile, the propagator for the H field on the disk is
Gf(z, w) = ln(z - )2
and the propagator between a H field and a H field is
Gy(z, w) = ln(zw - 1)2.
The fermionic correlators in (3.44) are thus
2 -n/2 i(eiti - etj)Eifj 7 eiti(2PEi+1)/2 xi<j i
E El
I
)(rj 1
j vj - )
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eitl)) (3.46)
vj Gb(0, eit ))
1=1
eitJ1=1
(3.47)
(3.48)
(3.49)
(3.50)
wl))S El6OkGf(0,
I
x 11 1
i (/j -
j 1~~
HI 2 sin ti - tj H 1:
i<j k 1=1
or
(-) MJ(eiti - eitj ) j eiti(2pei+1)/2 II (I Ce-itV) (3.51)
k I
Here, as in the previous section, Ei = +1, and the conservation of H momentum leads
to the condition
Sei + + p '= . (3.52)
i
When this condition cannot be fulfilled, that is, if Ip+pI > n, the correlator vanishes.
When the correlator does not vanish, we will need to sum over all possible groupings
of the Ei into a group of k with Ei = -1 and a group of n - k with i = 1, where
k= (n +p+p'). (3.53)2
There are ) such terms, all of which contribute equally after integration. Let
us choose the ordering
i = -1, 1 < i < k i = 1, k < i < n. (3.54)
We find that the fermionic correlators become
2-n/2 n! t \ N
2k! - k)-! ii2 sin ti- ) eitii(P') I E le- itlv)j (355)
i<j
X ( e(k ))
We are now ready to put together equations (3.47) and (3.55) and write down the
amplitude for a general closed string vertex operator and n insertions of the boundary
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action. Defining
U = Diag (eit,..., eitk) (3.56)
and
V = Diag (eitk+1,..., en) , (3.57)
we find
A= [dU] [dV]det U ) p ' -JU~(k) JU(n-k) det V
II (Tr(Ut)i + r(vt)pi)Mi rl (TrU - rVj)M x
i j
H (Tr(Ut)vk - Tr(Vt )vk)Nk (TrU'-1 - TrV '-1)N . (3.58)
k I
This is indeed a matrix integral with product structure U(k) x U(n - k). In principle,
the integrals over the unitary groups may be performed, as in [82]. However, in prac-
tice the expansions of the products above must become prohibitive, as the exponents
Mi, Nj can become arbitrarily large, as can the cardinality of the index sets {(i, (j).
3.4 Closed string production
In this section, we calculate closed string emission from the decaying D-branes de-
scribed by the boundary state we derived in section 2. Analogous computations were
done for the bosonic string in [12, 79]. The computation for the superstring does not
differ greatly from that done for the bosonic string, and our discussion will therefore
be largely parallel to that in [12].
We begin with the expression for the cylinder diagram
2W=( Lo + Lo+iB) (3.59)
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This expression picks up an imaginary part whenever particles go on shell. Writing
jB) = U(w,) s), (3.60)
the imaginary part of (3.59) is
ImW = 2 2 lU(ws)l2 (3.61)
The optical theorem relates this to particle production, so that N/V = 2 Im W. The
volume V here is the p-dimensional spatial volume of the decaying brane.
We first need to calculate U(w). This reduces essentially to choosing a prescription
for integrating the zero mode of the bosonic coordinate. Assuming the factorization
(3.3) and (3.4) for a general closed string vertex operator, the computation of U(w)
factorizes into one part from the expectation value of V' (X i, Oi, 4i) in the transverse
CFT, and the part of interest from the time-dependent components of the boundary
state. As in [12], the transverse CFT contributes only a phase, which drops out of
the computations below.
The contribution from the (X°, /°) CFT takes the form
U(E) = (eEX )disk = i dtg(t)et (3.62)
Here g(t) is the function appearing in the lowest component of the boundary state,
which we computed for the rolling tachyon profile in section 2. This function is given
by (3.33) in the NS-NS sector, and (3.22) in the R-R sector. For the bouncing tachyon
profile, g(t) is given by (B.15) in the NS-NS sector, and (B.11) in the R-R sector.
There are two contours of interest, namely Creat, which runs along the real axis
and is closed in the upper half plane, and the Hartle-Hawking contour CHH, which
runs along the imaginary axis from t = ioo to t = 0, then runs along the real axis
[12]. For the rolling tachyon profile, both contours yield the same result. For the
bouncing tachyon profile, the contour CHH yields the same result as for the rolling
tachyon, while the contour Creal yields a different result.
117
We will consider the rolling tachyon profile first.
integral (3.62) yields in the NS-NS sector
(3.63)1 iwt = A)-irW 7/vUNS() = i Ca dt I 2A2 - eit = (sA)hi21 + r2)-2ev t sinh '
In the R-R sector, the contour integral calculation yields
UR(W) = i = (Tr>)-iWIZi7r et/, edt 1 eiwt1 + r2A2ev/2t (3.64)cosh W '
We now use these results for U(w) to calculate closed string emission from the decaying
branes, using (3.61).
Let us consider first the portion of the cylinder diagram coming from the over-
lap NS (B;+I + I; +)NS'
amplitude is gi+Lo+ie
amplitude is given by
We have argued that the imaginary part of this
E2m WNS± 1 IU(Ws)I2 = fr2 1
$ w, 8 w, sinh (7rw/v2
(3.65)
We now go through a series of manipulations to bring this into a more familiar form.
Using
1
sinh2(rw/x)
1 e-\27rwfn 1 
Adsw, 27r
and
00
4 E n e- V 7rnw,
n=O
dko 1 e 27rikon
0 2 e
2 J dko|dte-t(k2 + w)e27rikon
e-7r2n2/te-twt22
t 
the contribution to particle production is
2 Im WNS++ = C n dt t-/2e 2 n/t e- t /
n 
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(3.66)
(3.67)
(3.68)
For this profile, the contour
1 dt S
Here Cp is a numerical constant coming from the normalization of the boundary state.
We now write w2 = 4Np + 4Nx - 2 and set q = e-2t. The sum over states can now
be performed in the usual manner, so that
2 Im WNS++ = CG nI
n
dt t-1/2e-'2n2/t (f3(q) 
1(q) ] (3.69)
In a very similar fashion, one may calculate the contribution to particle production
from the overlaps NS (B; +I 1 JB;-)NS and R(B;+I 1 IB; +)R
total number of emitted partic Lo+Lo+ies is th n
total number of emitted particles is then
N = CpJdtt-/2e2n2/t[(q)]-s (f3 (q) - f4(q) - (_l)f(q))
n
The
(3.70)
This expression diverges for small t. This divergence is easier to examine after making
a modular transformation to s = . Defining w = e-2 S, we find
NZJc
n
ds Jd9k w(+n2)/2[(W)]-8 (f3(W) - (-)nf4(W) _ f2(W)) 
8
For a decaying Dp-brane, the answer generalizes in the obvious fashion,
J ds dPk w-(k2+n2 )/2[v(w)]-8
When s -- oo, we may expand (3.72) for small w to find
ds / dPk wk2/2 (1 +O (W-1/2 )) 
It is now easy to see that this diverges for p = 0. 1
following open string interpretation. Let
IB+) = y Bp; (-1)"; x = /2(n +
n=O
ds _/ 2|-- s-p / . (3.73)
s noted in [12], this has the
As noted in [12], this has the
1)> (3.74)
where IBp; (-1); z = Vx(n + ')r) denotes the boundary state for a Euclidean D-
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N
_= En
n
(3.71)
(f38(W) - (-1)nf4(w) - f28(W)) (3.72)
instanton with p spatial dimensions, located at the position x = (n + )r in the
Euclidean time direction, sourcing positive or negative R-R flux according to the sign
(-1)n. Analogously, we define
IB-) = BP; -(-)n; x = (n + 7)(3.75)
n=O-
The imaginary part of the partition function (3.72), is then
V- - I l= B_ _ B+). (3.76)
In other words, the expression (3.72) is the partition function that arises from a
collection of alternating Euclidean Dp-branes and anti-Dp-branes located at regular
positions along the imaginary time axis, provided we only include the open strings
that stretch across the line x = 0 [12]. This open string description of the closed
string radiation arises from writing the closed string fields produced by the decaying
D-brane as radiation sourced by D-instantons in Euclidean time. From this point
of view, the Euclidean path integral over x < 0 in the presence of the source IB_)
prepares a state in the closed string Hilbert space at x = 0 which is closely related to
the final closed string state; see [12] for a complete discussion.
In this open string language, the divergence in equation (3.72) comes from the
existence of a massless string state stretching between the instantons nearest to the
imaginary time axis. This divergence comes from the IR of the open string channel,
and thus from the UV of the closed string channel. It reflects the fact that the
amplitude for emission of a very massive string state does not fall off quickly enough
as a function of energy to offset the Hagedorn divergence in the number of states.
While this divergence only occurs for p = 0, the homogenous solution studied here
should not be trusted for larger p, as higher dimensional D-branes should rapidly
break up into causally disconnected patches that decay locally as unstable DO-branes.
(This discussion is complicated slightly in the superstring by the R-R couplings, but
it is easy to see that the NS-NS contributions to particle production are divergent
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on their own for p = 0.) Therefore the divergence that occurs when p = 0 should be
thought of as the generic tree level result in the superstring as well as the bosonic
string. This seems to signal the breakdown of string perturbation theory.
We may also consider the energy that is radiated into these closed string modes,
E Z I U(ws)12. (3.77)
Since from (3.67) we may write
I -& e7V2rw(n+a) NI ewn / 2 t/2
_e / e dt 2 ]e - tw/2, (3.78)
the energy radiated into closed strings is given by
EV 2 J | J ksw(k2+n 2)/2[(w)]- 8 (f8(w) - (_l)nf8(w) - f28()). (379)
The divergence at small w has now been worsened,
JV ds s- 1 2, (3.80)
so that the total energy emitted into closed strings is divergent for p < 2. This
is precisely the expected supersymmetric generalization of the results of [12] for the
bosonic string, and suggests that all the energy of the D-brane is converted into closed
strings.
The story is slightly more complicated for the bouncing tachyon profile when the
contour Crea is used in equation (3.62), but the fundamental physical picture does
not change. With this contour, we find
U(w)Ns = sin(/o),
sinh(7rw/x/~)
U(W)R= (2w),
cosh(rw/121 )
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where - n sin wA. The number of emitted particles is now
Z = E I - dP k 2/2 W[(w)]-8 (2wn2/2 (f3(w) - (-)nf8() - f(w)) -
((n+2i,/r)2 /2 + w(n+2i/7r)2/2) (f8(W) + (-l)nf8( W) -f8(W)))
Note that the signs of the GSO projection are reversed in the second line of the above
equation. Due to this change of sign, the second line is finite. However, the first line
is identical (up to an overall factor of 2) to the calculation performed for the rolling
tachyon profile, and in particular diverges in the same way.
In the superstring, the tachyon potential is bounded from below, so it is a sensible
physical question to ask about the closed string emission from the tachyon profile
T(X ° ) = A sinh(X 0//2). 3 We find in this case that the functions U(w) differ from
those for the bouncing tachyon profile only by an overall phase and the redefinition
= sinh(wA), and therefore that the divergence in the closed string radiation from
this tachyon profile is identical to the divergence in the radiation from the bouncing
tachyon profile.
3.5 The mini-superspace approximation and its lim-
itations
For any nontrivial boundary interaction AS, the boundary correlators in the resulting
CFT are technically more challenging than the bulk correlators, as the OPEs for
boundary fields develop singularities when the boundary fields coincide with insertions
of the boundary action. Moreover, in the rolling tachyon CFTs of interest here, the
dependence of the boundary action on the wrong-sign boson X ° leads to ambiguities
in the definitions of the boundary correlators. A physically sensible prescription for
the boundary correlators is lacking, although a preliminary study has been made in
[78]. Therefore, as an initial foray into the open string description of the tachyon
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3 Thanks to N. Lambert for this point.
profile (3.1), we will develop in this section the mini-superspace approximation to the
interaction and comment on its limitations.
The mini-superspace approximation drops all higher modes of the string and re-
taining only the dependence on the zero-modes. As the fermion fields only have
zero-modes in the Ramond sector, this results to dropping all fermionic terms in the
NS sector; thus, the resulting action will only remain supersymmetric in the Ramond
sector. We will use the form of the boundary action which does include the T2 term,
as without this term the calculation makes no sense: in the Ramond sector, this term
is required for supersymmetry, and in the NS sector, there is no interaction unless we
include this term.
In the Ramond sector, the mini-superspace approximation to the full boundary
action is
SMSS dt [-1 - ie + i - 2 + 2iAqOT' ' (3.81)
where T' = a. The canonical Hamiltonian obtained from this action is
H = 2 + T 2 - 2iAqT', (3.82)2 2
while the supercharge is
Q = -pf + AT. (3.83)
In order to quantize this system, we impose the canonical anticommutation relations
{{', = -2' 7,'/} = 2 (3.84)2' 2
Notice in particular the wrong-sign anti-commutator for . With these anticommu-
tation relations, the supersymmetry algebra is satisfied, Q, Q} = H.
We now need to develop a matrix representation of the fermions. The raising and
lowering operators for the 0-1 direction spin quantum numbers are rf = 1 (r +r).
Adjusting normalizations to fit the anticommutation relations (3.84), we have 4 =
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'(0+ - -), so that
1 1
IT)= -l) I I)= IT). (3.85)
Meanwhile, we use the notation I*) and lo) to represent the boundary fermion degree
of freedom, with
1 1
. lo)= 2 @) 7 0) = 2 lo) (3.86)
2 2
and
(_1)F lo) = o) (-1)F Io) = . (3.87)
Thus, a complete basis of states in the Ramond sector is
{lo T), lo· >, o I)>, l )}. (3.88)
In this basis,
77 1 = 4 0 a (3.89)
and thus the Hamiltonian can be writtenH=-- (p' + 2T)1- iAT' . (3.90)
Note that the Hamiltonian is no longer Hermitian! This oddity arises because the op-
erator 4 is formally Hermitian, but no matrix representation of an operator satisfying
{4'b, 4} = -2 can be Hermitian. Nevertheless, the above Hamiltonian has a complete
set of eigenvectors with real eigenenergies, and therefore describes unitary time evo-
lution. For the rest of this discussion, we flip the overall sign of the Hamiltonian in
order to have a positive sign for the kinetic energy.
In the Neveu Schwartz sector, the mini-superspace approximation to the Hamil-
tonian is
1 A2
HNS = - T2 (3.91)
124
Taking T(x) = Aex/2 yields the eigenvalue equation
1 A 2 _e\
-2 _ Ae ) 4, O(x) = E V(x). (3.92)
The analysis proceeds identically to calculations done in the bosonic model [86], as
the only differences are a few factors of two.
In the Ramond sector, we need to solve
(2 - 2 eat + 2.ex) (x) = E4(x). (3.93)
We can rewrite this as
2y2 a 3. 4
2 + + (2 + 4E) iy] (y) = (3.94)
The solutions to this are Whittaker functions,
1
+(y) = -- =W, ,(-2iy), (3.95)
where g2 = -4E, and = 1/2. For a given and 2, there are two linearly
independent solutions to the Whittaker equation, which we may take to be either
W,,,(z) and W_,,,(-z) or M,,(z) and M,,_(z). M,,,(z) is sometimes called a
Whittaker function of the first kind, while W,~,,(z) is sometimes called a Whittaker
function of the second kind.
There are no solutions for E < 0, as required by supersymmetry, so there are
apparently no analogues of the discrete states present in the bosonic (and the NS)
model.
Let us discuss the behavior of the solutions for E > 0. First consider n = . In
this case, the wave function
= .(Y) .. X { yi8) (3.96)
,,Y-/-iA M1(-2iy)
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behaves qualitatively like the wave functions for the bosonic problem, asymptoting
to a plane wave at x -+ -oo, while as x o, the frequency of the wave goes to oo.
The other solution,
{ W i,~(2y)
2 (Y)- = x { 2i (3.97)
-2=y Ml ,(-2iy)
behaves similarly, but the amplitude of the wave damps rapidly as x -f oc. Both of
these solutions are (delta function) normalizable.
When n, = -, we have
1 T{ W,l,(-2iy)
,(Y) x (3.98)
M_1 _',(-2iy)
and
= ( 1 T W_, (2iy)
I { _ M1 (-2iy)
As expected, the deficiency indices of the Ramond sector Hamiltonian are (1, 1),
just as in the bosonic model, signifying that the Hamiltonian is not self-adjoint on
this domain.
To complete the calculation of the cylinder diagram in the mini-superspace ap-
proximation, we would need to
* normalize the wave functions.
* verify completeness.
* impose "boundary conditions at infinity", i.e., [11'02 - ?29?P]1Io = 0 to work
out a consistent self-adjoint extension of the Hamiltonian.
* extract the imaginary part of the cylinder diagram to compare with the calcu-
lations of closed string emission in the previous section.
We will not carry out these calculations, however, as the mini-superspace approxima-
tion does not seem adequately reliable to justify continuing the computation. There
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are many reasons to be cautious about the mini-superspace approximation. Here we
list a few of the most serious objections.
Perhaps most seriously, for all the mini-superspace models of D-brane decay (that
is, bosonic, Neveu-Schwarz sector, and Ramond sector), the analysis of the solutions
depends crucially on the unboundedness of the potential as x - o. This is also
the region we are most interested in physically, as we would like to understand the
open string description at late times, when the D-brane has decayed. However, it is
precisely in this region that the mini-superspace approximation breaks down. The
energy needed to excite a higher mode of the string goes like n2 / . In the zero
slope limit, higher modes can be made arbitrarily hard to excite. However, as the
potential describing D-brane decay is unbounded, there will always be some point
where the energy scale of the potential is comparable to the energy of the excited
modes, and therefore the coupling to the excited modes of the string can no longer
be neglected.
We should also note that the mini-superspace approximation is intrinsically less
reliable in the superstring than in the bosonic string. There are several reasons for
this. Firstly, the relationship between the mini-superspace action and the conformal
field theory action is murkier than in the bosonic string; in order to obtain sensi-
ble results in the mini-superspace approach, we are forced to include a term in the
boundary action which in the conformal field theory vanishes on shell, and therefore
does not contribute at all to the CFT amplitudes we wish to approximate.
Secondly, the operator has no zero modes in the Neveu Schwarz sector, and
therefore we are unable to treat the evolution coming from the crucial term iT'
within the mini-superspace approximation. Thus in the NS sector, in the mini-
superspace approximation all the physics comes from a term which does not con-
tribute in the conformal field theory version of the same calculation. Given this, it
is remarkable that the mini-superspace description still seems to capture some of the
essential features of the physics.
Finally, the mini-superspace approximation cannot naturally incorporate the GSO
projection, which must be imposed by hand.
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We have checked the agreement between the cylinder diagram in the mini-superspace
approximation and the exact CFT computation for a space-like tachyon profile T(X) =
cos(X/V) where the exact computation can be carried out, and while a few broad
qualitative features of the CFT results are captured by the mini-superspace approxi-
mation, the quantitative agreement is very poor.
3.6 Conclusions
We have presented a basic analysis of closed string one-point functions in rolling
tachyon backgrounds in Type II string theories. We noted the appearance of an
interesting U(p) x U(q) structure that allowed us to easily evaluate the integrals
appearing in the correlation functions, and pointed out how this structure could be
generalized to compute one-point functions involving excitations of the X° and 1'0
oscillators. We confirmed that the total number and energy of emitted particles
diverge for low-dimensional D-branes.
The computations of closed string expectation values in the rolling tachyon back-
ground could be extended to multi-point amplitudes of several closed string operators
on the disk. These amplitudes should also be computable in terms of matrix integrals.
It would be interesting to understand if there is any deeper meaning to the matrix
integral structure appearing in the closed string correlators in the rolling tachyon
background.
One of the biggest outstanding problems in this approach to D-brane decay is the
proper way to handle the divergences that appear in the calculation of the number
and energy of the closed strings radiated from the brane. Naively, it seems as if
the open string physics must be modified at late times. The divergence in equations
(3.72) and (3.79) comes from the IR of the open string channel, suggesting that the
proper way to address the divergence is to shift the open string background. The
parts of the rolling tachyon boundary state that contain X ° , 4'° oscillators all grow
exponentially at late times [83], a divergence which does not appear at tree level,
but affects physical quantities through open string loop diagrams. This suggests that
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the late time behavior of the open string solution as represented in the boundary
state must be modified. The correct way to modify the open string solution remains
unclear; perhaps the matrix model may offer some guidance.
Also, since we have a clear picture of the coherent closed string state that the brane
decays into, it is natural to ask whether there is an open string description of this
state. This is certainly true in two-dimensional string theory [80], and it would be of
great interest to work out such a description in the full 10-dimensional theory. Once
this open string description is found, the necessary steps to remove the divergence
may well be more evident. It is tempting to speculate that an analogue of the black
hole final state boundary conditions advocated in [2] may be required. As a first
step to understanding the open string story, we have considered the mini-superspace
approximation to the open string spectrum, and have concluded that it appears to
be inadequate to capture the full physics of the system. The open string description
of brane decay in critical string theory remains an interesting open problem.
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Chapter 4
Nongeometric Flux
Compact ificat ions
4.1 Preliminaries: T-duality
Because strings are extended objects, they can see geometry differently than point
particles do. One striking example of this is T-duality, an equivalence between two
different string backgrounds which yield precisely the same physics. The simplest
example (and the origin of the name) is given by bosonic strings propagating through
a flat background where one direction has been periodically identified,
X25 = X2 5 + 2irR. (4.1)
A closed string may now wind around the compact direction, so that the mode ex-
pansion for the closed string (1.8) is modified to
X 25(, T) = waR + R + oscillators. (4.2)
Here w is the winding number, while single-valuedness of the string states requires
quantization of momentum in the compact direction, p25 = n/R. We have also set
a' = 1. These changes in the mode expansion modify the mass formula for a closed
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string state from (1.11) to
2
m2 = w2R2 + + 2(N + N-2). (4.3)
It is easy to understand this formula intuitively: the first term on the right hand
side comes from the potential energy required to wrap the string w times around the
compact direction, while the second term comes from the kinetic energy required to
give the string n units of momentum around the compact direction.
The mass formula (4.3) has the following profound property: it is invariant under
the transformation
1
R n R w, (4.4)R
a simultaneous inversion of the radius and interchange of momentum and winding
modes. Therefore, the spectrum of a string on a circle of radius R is identical to the
spectrum of the string on a circle of radius 1/R - the two spaces are not physically
distinguishable. This is a uniquely stringy phenomenon, as it relies critically on the
presence of the potential energy term w2R2 in (4.3), which has no analogue for a
point particle.
This striking equivalence can be shown to hold for more general backgrounds as
well. A general background for the NS-NS fields G, B, X can be T-dualized along a
direction x (the equivalent of X25 in the example above) if translation along x is an
isometry of the background. The transformation rules which generalize the inversion
R - 1/R are known as Buscher rules [112]. The transformed background fields
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G, B, are given in terms of the original fields as
1
Bxa
Gxa G--
Gab = gab- (GaGb- BaBxb)Gxx
Ba Gxa (4.5)Gx
Bab = Bab- - (GxaBxb -BxaGb)
GXs
= e- G.
Physics in the new background described by G,B, is completely equivalent to
physics in the original background. Notice in particular that these transformation
rules mix the metric with the B-field; this will be particularly important in the fol-
lowing sections.
We also need to know how T-duality acts on the R-R fields in type II string
theories. In the absence of off diagonal Gx, and B, R-R fields transform simply by
addition or subtraction of lower indices in the T-dual direction,
Cal ... ap Cal...ap (4.6)
We see here that T-duality takes an odd form to an even form and vice versa, and it
will general interchange type IIA and type IIB. The transformation properties of the
R-R fields are more complicated in the presence of nonvanishing off-diagonal terms
in the metric and B-field, but fortunately we will not need their full form.
In the remainder of this chapter we will show how a systematic application of
T-duality to the discrete flux degrees of freedom in a flux compactification leads to
the identification of new, nongeometric structures.
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4.2 Introduction
Since the early days of string theory, it has been clear that there are many possible
ways in which to compactify the various perturbative superstring and supergravity
theories from ten or eleven dimensions to four space-time dimensions. For example,
compactifying any ten-dimensional string theory on a Calabi-Yau complex three-fold
leads to a supersymmetric theory of gravity coupled to light fields in the remaining
four macroscopic space-time dimensions. Moduli parameterizing the size and shape
of the Calabi-Yau appear as massless scalar fields in the four-dimensional theory.
Understanding and classifying the range of possible compactifications is an important
part of the program of relating superstring theory to observed phenomenology and
cosmology. In recent years, compactifications with topologically quantized fluxes
wrapping compact cycles on the compactification manifold have become a subject of
much interest, following the work of [87, 88, 89]. The topological fluxes produce a
potential for the scalar moduli, and can thus "stabilize" some or all of the moduli to
take specific values [90, 91, 92]. Once fluxes are added to the system, however, the
geometric structure of the compactification manifold may also become more general.
Recent work has addressed the generalization to superstring compactifications on
non-Calabi-Yau geometries [93, 94, 95, 96].
The goal of the present work is to take the study of flux compactifications one step
further, by including "compactifications" which cannot be described by a geometric
ten-dimensional space-time manifold. It was argued in [97] that nongeometric flux
compactifications arise naturally as configurations which are T-dual to known geo-
metric supersymmetric flux compactifications. To be specific, consider for example
a compactification on a six-torus T6 with NS-NS 3-form flux Habe on some three-
cycle, where indices a, b,... E 1, 2,...,6} take values in the compact directions.
Under a single T-duality, say in direction a, this H-flux is mapped to "geometric
flux" associated with a twist in the torus topology. In the presence of this geometric
flux, the metric on the twisted torus acquires a contribution which can be written as
(dxa - fzCcdxb) 2 , where f is integrally quantized and characterizes the "geometric
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flux" of the compactification. This kind of "twisted torus" has been studied as a type
of Scherk-Schwarz compactification for many years [98, 99, 100], and is considered
in the context of flux compactification in [94, 101, 102, 103, 104, 105, 106], among
others. Even in the presence of geometric flux f, however, as was pointed out in
[97], we can perform another T-duality on direction b, since the metric can be chosen
to be independent of the coordinate xb. Carrying out this T-duality explicitly leads
to a dual "torus", which is locally geometric, but which cannot be described glob-
ally in terms of a fixed geometry, due to the appearance of a nongeometric duality
transformation in the boundary conditions which patch together local descriptions
of the compactification space. Nongeometric spaces of this type were considered in
[107, 108, 109, 110, 111]. In this chapter we label the nongeometric flux resulting
from T-duality Tb by Qcab, and we determine how fluxes Q a b can be incorporated in
the superpotential for a simple T-duality invariant class of IIA and IIB compactifi-
cations. Note that although we use T-duality to determine the role of the fluxes in
the superpotential, a generic configuration with fluxes H, f, Q turned on cannot be
T-dualized to a completely geometric compactification.
After performing the second T-duality to a configuration with nongeometric flux
Qab, there is no apparent residual isometry around direction c. Na$ively it does
not seem that a further T-duality can be performed. Nonetheless, we find a structure
suggesting that there is some meaning which can be given to a T-dual flux of this type,
which we label Rabc. While we do not have an explicit presentation of a nongeometric
compactification with such nongeometric fluxes, it seems that this structure should
have some meaning in any background-independent formulation of the theory. The
situation here is analogous to that for R-R fluxes. The Buscher rules [112, 113, 114]
for T-duality act on the p-form R-R fields A(p ), and therefore cannot be used to
explicitly construct configurations with R-R flux F(), just as they cannot be used to
construct Rabc, which acts formally as an NS-NS 0-form flux. In the case of F(®), it
is necessary to use T-duality rules which act directly on the R-R fluxes [115, 116, 91]
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to map F ) -+ F(). Acting on the integrated R-R fluxes, these T-duality rules take
FThe T-duality rules we construct in this ch...apter for nongeometric fluxes, which take
The T-duality rules we construct in this chapter for nongeometric fluxes, which take
HabC r fb cb Qab Tc Rabc, (4.8)
can be thought of as an extension of (4.7) to a general class of integral NS-NS fluxes.
The structure we find here for the simple toroidal example suggests that in addition to
H-form flux, both geometric and nongeometric fluxes can be thought of as additional
algebraic structure added to a given string background. In the geometric context,
this kind of structure for geometric fluxes as data which decorate a Calabi-Yau seems
to arise naturally when the mirror of a Calabi-Yau with H-flux has a geometric de-
scription [94, 95]. Another perspective on the geometric and nongeometric structures
arising from the T-dualities in (4.8) is given in [117].
The approach taken in this chapter is as follows: In Section 4.3, we incorporate
nongeometric fluxes by using T-duality and coordinate transformations to construct
the complete set of terms which may appear in the superpotential for a class of com-
pactifications based on a symmetric T 6 = (T2 )3 with all T2 components identical.
The resulting simple polynomial superpotential subsumes the previously known su-
perpotentials for geometric compactifications of the IIA and IIB theories, and extends
them to a T-duality invariant form which includes both nongeometric Qb and Rabc
types of "fluxes." In Section 4.4 we give a more detailed discussion of the interpreta-
tion of Qab and Rab, fluxes, and provide an explicit description of "T-folds" [110] with
Q-structure. In Section 4.5 we discuss constraints on the fluxes, which arise both from
tadpole cancellation requirements in the presence of orientifolds, and from Bianchi-
type identities. Finally, in Section 4.7 we conclude and discuss some directions for
future research.
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4.3 Nongeometric fluxes and the superpotential
In this section we use various dualities to explicitly construct a simple low-energy
effective theory governing a class of geometric and nongeometric compactifications.
We begin by considering the compactification of type IIA and type IIB string theory
on a torus T 6 = (T2 )3, where each T2 factor represents an identical torus. We
can think of this as a compactification on a T 6 with additional discrete symmetries
imposed. We impose a symmetry under Z 2 which reflects the first two 2-tori under
(-1, -1, -1, -1, 1, 1) and a further symmetry under a 23 which rotates the tori Tl) 
mT2 T2 T2). In the IIB theory we then have a single complex structure
modulus T parameterizing the complex structure of the T2, a single Khhler modulus
U containing the C4 modulus and the scale of the T 2 and an axiodilaton S. In
the IIA theory which arises after 3 T-dualities (one on each T2), r becomes the
Kiihler modulus and U becomes the complex structure modulus [105, 106]. Flux
compactifications of this type were considered in type IIB in [91, 92, 118, 119] and
in IIA in [105, 106]. A slightly more general model was also considered in these
papers, where the three complex structure and Kihler moduli are allowed to vary
independently by imposing a second 22 symmetry (1, 1, -1, -1, -1, -1) instead of the
Z3 we use here. This model can be seen as a special case of that T6/Z2 model. It
is straightforward to generalize the considerations here to that more general model,
with slightly more algebra.
We wish to include various kinds of fluxes on the T6. When an orientifold is
included to cancel tadpoles, these fluxes lead generally to a low-energy effective X =
1 supergravity theory in four dimensions which has a superpotential W(r, U, S), a
Kihler potential K(r, U, S), and a resulting potential for the moduli given by
V = eK ( E KDiWDjW - 31W (42) 9
where K ij is the inverse of Kij = OdijK. The construction of flux compactifications
with orientifolds was developed in [88, 89], and applied to the IIB theory in [90] and
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many subsequent papers, and to the IIA theory in [102, 105, 106, 120, 121, 122].
An important caveat which must be taken into account when describing flux
compactifications through the dimensionally reduced four-dimensional theory is that
the low-energy four-dimensional supergravity action is only valid when the moduli
acquire masses which are small compared to those of fields such as higher string modes,
winding modes, and Kaluza-Klein modes which are neglected in the dimensional
reduction. This issue must be addressed in any study of flux compactifications. In
the class of vacua we consider here, which are not geometric, and for which ten-
dimensional supergravity is not a valid approximation, this question becomes even
more subtle. For the present, we will simply describe the superpotential for the four-
dimensional supergravity theory as a function of the degrees of freedom associated
with the original moduli on the torus. This allows us at least to characterize the
topological features of the nongeometric fluxes in which we are interested. We leave a
more detailed study of the regime of validity of the low-energy theory in the presence
of nongeometric fluxes to further work.
The particular symmetric torus T6 = (T2 )3 model we are interested in here was
studied in [91, 118] and explicitly solved in [119] for IIB compactifications with R-R
and NS-NS form field flux. In this case the superpotential is given by
WIIB = P (T) + SP2 (T) (4.10)
where P1,2(r) are cubic polynomials in r. The Kihler potential is
K = -3 ln(-i(r - ))- ln(-i(S - )) -3 ln(-i(U - U)). (4.11)
In [105, 106] this model was studied for the IIA theory, where in addition to NS-
NS and R-R form field fluxes, geometric flux was also allowed. In this case the Kiihler
potential is again (4.11), while the superpotential is
WIIA = P1(T) + SP2 (T) + UP3 (T), (4.12)
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with P1 again cubic, but with P2,3 now linear in r.
In order to consider a complete T-duality invariant family of flux compactifications
we must extend somewhat the nature of allowed fluxes. As discussed in the Introduc-
tion, we must include not only geometric fluxes but also some structures we interpret
as "nongeometric fluxes". Simply using T-duality and coordinate symmetries, we
can proceed to construct the full duality-invariant superpotential W, identifying the
fluxes corresponding to each term in W. We now proceed to directly present this
superpotential, which is one of the main results of this chapter, after which we give a
more detailed discussion of how the various terms are derived through dualities. The
later sections of the chapter discuss the interpretation of the fluxes which appear in
this potential, and constraints on these quantized fluxes.
We claim that the full potential for the symmetric torus in both the IIA and IIB
theories is given by
Wcomplete = PI(T) + SP2(r) + UP3 (r), (4.13)
where now all three of P1,2,3 (T) are cubic polynomials. The coefficients in these
polynomials are given in the IIB theory by (integrally quantized) NS-NS and R-R
fluxes Habc, Fabc (denoting the integral number of units of flux of, e.g., Fabc by Fabc)
and also by "nongeometric" fluxes Qb (which each can individually arise as the T-
dual on direction b of the geometric flux fbc). In the IIA theory, the coefficients
include (integrally quantized) R-R p-form fluxes F(O),Pib, Fabd, abcdef, as well as
NS-NS 3-form flux Habc, geometric fluxes f, nongeometric fluxes Qab, and further
nongeometric fluxes Rabc (which can individually be seen formally as the T-dual on c
of Qab). In the next section we discuss the interpretation of these nongeometric fluxes
in more detail. For now, however, we will simply show how dualities determine which
fluxes arise as which coefficients in the superpotential (4.13).
To make the discussion more explicit, we label coordinates 1, 3, 5 on the T6 with
indices a, /3, y and coordinates 2, 4, 6 with indices i, j, k. The IIB torus is taken to
have an 03-plane filling four-dimensional space-time, so that all internal coordinates
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are odd under the orientifold reflection Q. To get to the IIA theory we T-dualize
on the dimensions 1, 3, 5, in that order, so that the resulting IIA 06-plane extends
along these dimensions with indices a, , y. In the following table, we list the fluxes
associated with each term in the superpotential (4.13) in both IIA and IIB.
Term IIA flux __ IIB flux integer flux
1 Fjiijyk Fijk aO
T Fipj Fiji7 al
272 FFPi Fi, a2
T 3 F( ° ) FPa a3
U Hok H co
Sr f Hjk bl
U'r fiaX fpk fy. Qajc, l1, 1cl
Sr 2 Q . Hi,_,_ b2
UT2 QiQYiQj Q2 2, _ 2__
ST 3 R a/3 -a b3
Ur 3 R i Y Q C3Q~y
Table 1: Fluxes appearing as coefficients of terms in the superpotential.
To be explicit about the index structure in this table, notice that the orbifold
projection we have chosen implies that all objects with three indices must have one
index on each T2; our convention in the table is that these indices are ordered cycli-
cally by T2 in the fashion indicated by the Greek and Latin indices; thus for example
QjP = Q63 = Q35 = Q 1. The IIA R-R forms that survive the orbifold projection
must have pairs of indices extending on both dimensions of each T2 on which there
are any indices. We denote here by ai, pj, -yk pairs of indices on the same torus;
thus, for example Pi = F12 = F34 = F56. Additionally, all fluxes in the table are
antisymmetric in their upper indices as well as in their lower indices. Note that while
f and R fluxes do not appear on the IIB side of the table, this is a consequence of
the fact that all dimensions on the T6 are odd under the orientifold reflection, and
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f and R require an even number of odd indices. In more general orientifolds, IIB
compactifications would also admit f and R fluxes.
The resulting full superpotential in the symmetric torus model is
W = ao-3a 1T + 3a 2-r2 a3r3 (4.14)
+S(-bo + 3b1i - 3b2r72 + b3 ir3 )
+3U(co + (1 + Cl + 1)7r - (2 + C2 + C2)r 2 - C3 T3 ).
At this point let us comment briefly on the nature of the integrally quantized
fluxes appearing in the table. On the standard geometric torus, by Hijk, FPi,...
we simply mean the number of units of H or F integrated over the appropriate
cycle on the torus. In the presence of geometric flux such as fba this is slightly
more subtle, but can still be made explicit. There is a natural basis of Einbeins r/a
satisfying da = fbcrlb A 7,C [97], which we may use to obtain integrally quantized
fluxes such as F(2 ) = Fabla A r7b for any pair a, b, even when the corresponding R-R
flux is not in the cohomology of the manifold. For example, turning on units of flux
H123 = 1, F4 = M on a standard 4-torus gives a configuration which is taken by T-
duality to f23 = 1, F14 = M on the dual torus with geometric flux. While the resulting
R-R flux F(2) is not in the cohomology (since the 1-cycle is trivial in homotopy),
there is still a nontrivial integral quantization, as we see from this explicit T-duality.
There are constraints due to tadpole cancellation and integrated Bianchi identities
which we discuss in Section 4; these place linear constraints on the R-R fluxes in a
fixed geometric background with nonzero fba. This is presumably how the K-theory
description of R-R charges [123] continues to be valid in the case with geometrical
fluxes (possibly related considerations appeared in [124]). We do not have a complete
understanding of how this works in detail, however, particularly when there is torsion
in the cohomology. In the cases with nongeometric fluxes Qab and Rabc, we do not have
a specific and concrete interpretation of the meaning of the quantized fluxes, but from
the approach we take here it seems natural to associate integral fluxes Habc, Fal ...ap
with every cycle on the original torus; these fluxes appear in the superpotential and
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are constrained by the identities we compute in Section 4. These fluxes are perhaps
best interpreted as some "dressing" added to the basic topological structure of the
geometrical torus, in a way which might naturally generalize to other Calabi-Yau
manifolds.
Let us now discuss the detailed derivation of the arrangement of fluxes in the table
above. As discussed above, the IIB NS-NS and R-R fluxes appearing in P1 and P2 are
already known [88, 89, 91], as are the IIA NS-NS, R-R, and geometric fluxes appearing
in P1 and the linear parts of P2 and P3 [102, 105, 106]. We need to complete the story
using T-duality and coordinate symmetry. Our conventions for the action of T-duality
on topological R-R and NS-NS fluxes, including the nongeometric fluxes, is that T-
duality removes or adds an index to the first position of an R-R flux, T: Fil...in 
Fxi ... in, and acts on NS-NS fluxes by either raising the first lower index or lowering
the last upper index, so for example Tb: fZ C Qab. Since we are only interested
in the action of T-duality on the topological part of the fluxes, additional moduli-
dependent terms which appear in the local T-duality rules [112, 113, 115, 116, 91] are
not relevant to this discussion.
We begin by noting that the first eight lines in the table all contain known fluxes
in the IIA picture. Each of these fluxes can be T-dualized directly to IIB. The R-R
fluxes transform to the known IIB R-R flux coefficients. The S and ST terms are
associated with NS-NS H-fluxes and geometric fluxes which transform to the known
H-fluxes in the IIB theory. The U and Ur terms can also be T-dualized, and lead to
new coefficients in the IIB theory associated with nongeometric fluxes Qab for various
values of a, b, c. Thus, we can use T-duality to complete the picture for the first 8
lines in the table.
To proceed further we note that in the IIB model, there is no geometric distinction
between a and i indices, as the 03-plane does not extend in any of the directions on
the T6. Thus, by switching the roles of the a and i indices in defining the complex
structure, we exchange a -e i, etc.. This exchange takes 1 t-+ 3, T T2 in the
superpotential, and allows us to identify the remaining Qab coefficients associated
with UT2, UT3 in the IIB superpotential.
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This derivation relies only on duality transformations which can be performed
explicitly (at least for each individual flux), and therefore is a rigorous demonstration
that the IIB theory has the full superpotential (4.13) with all coefficients in the cubic
polynomials P1 ,2,3 (r) associated with well-defined geometric and nongeometric fluxes.
A more detailed discussion of the nongeometric fluxes Qab appears in the following
section.
To complete the story on the IIA side, we would like to carry our results from
IIB back to IIA using the 3-fold T-duality on the complete IIB superpotential. The
Sr2 and Ur2 terms are associated in the IIB theory with fluxes which transform to
nongeometric fluxes Qab on the IIA side. This extends the superpotential constructed
in [105, 106] to include nongeometric fluxes of the Q-form. Note, however, that the
terms S -3 and Ur3 are associated with fluxes in the IIB theory which in the IIA theory
must take the form of a "T-dual" on direction c of a nongeometric flux Qa b. We do
not know how to carry out such a transformation explicitly. It seems, however, that
for duality invariance to be complete, we must introduce a new type of nongeometric
flux in the IIA theory, labeled Rabc. We discuss the possible interpretation of these
new topological nongeometric fluxes in the next section. Including these fluxes leads
to a superpotential (4.13) which is manifestly T-duality invariant. Note that with this
complete set of fluxes, not only can we go from the IIB theory with an 03-plane to
the IIA theory with an 06-plane, but we can also perform a complete 6-fold duality
on the IIA theory. This duality flips the complex structure on each T2, again taking
1 -T 3 , T t- 2 . Again, for this to be an invariance of W we must include the fluxes
Rap, R ijf, which in this case are the 6-fold T-duals of Hijk, H-apk
This completes our construction of the duality-invariant superpotential for orien-
tifold compactifications of the generalization of the twisted torus in type IIA and IIB
string theory. As we have seen, nongeometric fluxes appear as coefficients of various
terms in this superpotential. In the following sections we will discuss the interpre-
tation of these nongeometric fluxes and topological constraints on possible values of
these fluxes.
Given the superpotential we have computed here, it is straightforward in principle
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to choose integral fluxes ao,... (subject to constraints which we will discuss in Section
4) and to solve the equations of motion. Given the superpotential (4.13) and the
Kdhler potential (4.11), the equations for a supersymmetric vacuum in the four-
dimensional theory are
DW = DsW = DUW = 0, (4.15)
where
DAW = aAW + (AK)W. (4.16)
For generic flux coefficients in the superpotential (4.13), the equations for S and U
are equivalent to
Pl(T) + SP2(T) + UP3(T) = 0 (4.17)
Pi(T) + SP2(T) + (U + U) P3(T) = 0 (4.18)
The remaining () equation is
(7 - )OTW - 3W = 0. (4.19)
We defer a detailed analysis of solutions of these equations to a forthcoming paper
[125], but we will make a few brief comments here regarding the space of solutions.
Clearly, the space of SUSY solutions to these equations will include all type IIB
and IIA flux vacua on the geometric symmetric torus, as well as possibly a large
number of vacua with geometric and nongeometric fluxes, which may generically
have no geometric duals. In [119], a family of supersymmetric IIB vacua on the
symmetric torus with W = 0 was identified, corresponding to flux compactifications
with vanishing cosmological constant. These vacua all have nonvanishing b2 or b3 and
therefore are nongeometric in the IIA picture. Indeed, it is easy to see from (4.17-
4.19) that there are no geometric W = 0 solutions in the IIA theory, since this would
require either Im S = 0 (which is unphysical) or P2 = 0. The vanishing of P2 in turn
implies that either bo = b = 0 (which violates the tadpole condition (4.49), which
we derive in general in Section 4), or r = bo/3bl is real (which is again unphysical).
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Thus, admitting nongeometric fluxes expands the set of Minkowski IIA flux vacua
on the symmetric torus from the empty set to a nonzero set of vacua. In [106] it
was argued that when geometrical fluxes are allowed, there are an infinite family
of AdS vacua in the IIA torus model. Assuming this result is correct, this shows
that including nongeometric fluxes on the IIB side extends the finite set of geometric
SUSY Minkowski vacua by an infinite set of AdS vacua. Beyond these already known
results, it seems that generic nongeometric flux configurations may have no geometric
duals, but may nevertheless lead to acceptable SUSY flux compactifications. A more
detailed analysis of this issue will appear in [125].
4.4 Interpretation of nongeometric fluxes
In this section we describe in greater detail the structure of "T-folds" with nongeo-
metric Q-fluxes, and speculate about the nature of R-fluxes. So far, our treatment
of these fluxes has been fairly formal. We have essentially defined a set of T-duality
transformation rules for generalized NS-NS fluxes on the torus through (4.8), analo-
gous to the T-duality rules for R-R fluxes. In this section we discuss the nongeometric
fluxes Qab and Rabc in greater detail, and discuss when compactifications with such
extra structure can be described at least locally geometrically. We also comment on
the world-sheet description of compactifications with nongeometric fluxes.
In order to develop some intuition for the nongeometric fluxes Qab, let us discuss a
simple example where only the flux Qab is present. We will construct this configuration
by step by step using T-duality, as in [97, 101], beginning from a square three-torus
with metric
ds2 = dx2 + dy2 + dz 2 (4.20)
and N units of H-flux, Hziz = N. We are free to choose a gauge where
B,y = Nz. (4.21)
We can think of this configuration as a T2 parameterized by x and y, fibered over
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a circle with coordinate z. The NS-NS degrees of freedom coming from reduction
on T are the complex structure modulus of the torus, r, and the Kihler modulus
p = Bxy + ivolxy. The perturbative duality group of the theory reduced on Ty is,
up to discrete factors, SL(2, Z)> x SL(2, Z)p. The presence of N units of H-flux is
described in this language as a nontrivial monodromy p -- p + N as z --, z + 1.
Since it will be useful in our discussion of the nongeometric fluxes, let us take a
moment to develop this SL(2, Z) description of compactification with H-flux a little
further. This will help in understanding a general set of quadratic constraints on the
fluxes which we derive in the next section. In an ordinary dimensional reduction,
we take the fields to be independent of the coordinates of the compact directions.
In a reduction with H-flux, there is nontrivial coordinate dependence in the gauge
potentials. Dimensional reduction in the presence of flux can thus be understood as a
class of Scherk-Schwarz generalized dimensional reduction [98, 100]. From this point
of view, the z-dependence of the fields is understood by specifying an z-dependent
element M(z) E SL(2, R)p which has the desired monodromy ( when z-
z + 1 [126, 127]. The theory reduced on the three-torus must be independent of z, so
in the present example M(z) can be at most linear in z. Our choice of gauge (4.21)
for B gives us
M(Z) = Nz (4.22)
: 1 p
other choices of M(z) with the same monodromy are possible and lead to reduced
theories which are equivalent under field redefinitions [127]. The reduction ansatz
for an arbitary field b is then (z) = [M(z)]0 o, where [M(z)], is the appropriate
representation of M(z), and 0 is a vector in this representation containing the degrees
of freedom analogous to zero-modes in this background.
Let us consider the case where the degrees of freedom are R-R field strengths; this
will be useful in understanding how turning on topological NS-NS fluxes affects the
topological R-R fluxes. For illustration, consider the topological fluxes F,,y and Fw
in type IIB. Here w denotes some compact direction transverse to the three-torus.
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These degrees of freedom transform under SL(2, Z)p as
F. C d F.
Therefore, using the matrix (4.22) to describe the presence of H-flux gives us
F.( Fy(z) ( 1
F. (z)O
so
F(3) = (F,,, + Nz F)dw d dy,
from which we can recover the familiar Bianchi identity
dF(3) = -NFP dw dx dy dz = -F(1) A H.
As usual, integrating this equation on the (w, x, y, z)-cycle leads to the constraint
F[,Hxyz = 0. (4.27)
Note that when other fluxes are present, including geometric and nongeometric fluxes,
this constraint will acquire other terms. The point of view we used to obtain this
constraint will prove very useful in obtaining the analogous constraint terms in the
presence of geometric flux and nongeometric Q-flux, as we will demonstrate below.
Following [97], we take this square three-torus with H-flux and perform a T-duality
on the x direction. This yields a twisted T3 with f = N, which in this gauge has
the metric
ds2 = (dx - Nzdy)2 + dy2 + dz2 (4.28)
and B = 0. The nontrivial monodromy is now r -- r - N, realized by the action of
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(4.23)
Nz Fwy (4.24)
(4.25)
(4.26)
the matrix
M(z) = -Nz (4.29)
0 1 T
on the fields in the theory.
Consider now the behavior of Ramond-Ramond fluxes in this background. For
concreteness, consider the fluxes F~ and Fwy in type IIA. These transform under
SL(2, Z) as
( .Y F(a b (FY
(F _( ( . (4.30)
Therefore, in this background, we find F (2 ) is appropriately expanded as
F(2) = (Fy - NzFP,)dw dy + FPxdw dx. (4.31)
This reproduces, from another point of view, the expansion of F (2) on a twisted torus
in a basis of globally defined 1-forms {7x = dx - Nzdy, r7Y = dy}, where we define
Fab through F( 2 ) = Fa bra A ??b [97]. The Bianchi identity for F (2 ) is as usual
dF(2) =-Ndz Fxdw dy = -Fw ffydw dy dz (4.32)
which we may freely integrate over the non-twisted (w, y, z)-cycle to obtain the con-
straint term (in the absence of other fluxes)
F. ffz = 0. (4.33)
As the metric (4.28) does not depend on y, we may perform another T-duality in
the y direction to arrive at a T3 with nongeometric flux QxY = N. The metric on this
background is
ds2 1 + Nz (dx 2 + dy2) + dZ2 (4.34)
and the B-field becomes
Nz
Bxy= 1 +N 2z 2 (4.35)
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In this background, the nontrivial monodromy is - 1 + N as z -- z + 1, whichp P
mixes the metric and the B-field of the two-torus. Given our particular choice of
gauge, the presence of the non-zero Q-flux is described by the SL(2, R) matrix
(i1 o. (4.36)
Nz 1
Now consider the behavior of Ramond-Ramond fields in this background. Return-
ing to type IIB with the field strengths F,,y and Fw turned on, we can see that in
the presence of the Q-flux, we must write F(1 as
F(1) = (F + Nz Fxy)dw, (4.37)
and therefore we obtain the modified Bianchi identity
dF(1) = -NFP,,dw dz = -QF,,,ywdw dz. (4.38)
Further, as there are no nongeometric twists on the directions z and w, we may
regard dF(1) as a two-form without ambiguity. Integrating this two-form over the
(z, w) 2-cycle, we find the constraint term (again in the absence of other fluxes)
Fy[,,Q~ = 0. (4.39)
This is an example of a new kind of constraint, which will be important to take into
account in constructing nongeometric flux compactifications; we will find the general
constraints incorporating this type of term in the next section via T-duality.
There is a natural question that arises at this point: Given a nonzero Q', can
one meaningfully perform another T-duality in the z-direction? By analogy with the
above, we would expect that such an operation raises another index, producing the
object we have denoted RXYZ. In Section 2, we have argued for the existence of this
object in the IIA theory by asserting that the four dimensional superpotential in IIA
must agree through T-duality with that of the IIB theory, so it would be nice to be
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able to see this directly arise from T-dualizing Q'Y.
The simplest situation in which one would expect the Rabc terms to appear is
in a T3 compactification with a single type of flux, where we would hope to have a
sequence of T-duality transformations on NS-NS fluxes given by
Hxyz (T f Qxy T Ryz (4.40)
As we have discussed above, the first two steps in this procedure can be implemented
while thinking of the T3 as a T2 bundle over an S', but this interpretation breaks
down in the final step because of the necessary z-dependence of the metric and B-
field describing QxY. We leave the ten-dimensional interpretation of this flux for
future work. For practical purposes such as computing flux vacua and the properties
of the low-energy effective action, we can certainly make progress without an explicit
description of these nongeometric R-fluxes; all we need for such computations is the
four-dimensional superpotential which uses these objects. Eventually, however, for a
full understanding of vacua with R-fluxes, we need some way of explicitly describing
such compactifications in string theory.
It is possible that the RXYz have no interpretation using conventional notions of
local spacetime, and in this sense are truly nongeometric. Studying these objects may
help us to better understand how both geometric and nongeometric structures may
emerge from a fundamental formulation of string theory. Indeed, we can argue that
a truly background-independent formulation of string theory (such as string field
theory) must include backgrounds with nongeometric R-fluxes as follows: Imagine
we have a complete, background-independent formulation of both type IIA and IIB
string theory. The formulation of IIA and IIB in a standard toroidal compactification
background with no fluxes must be equivalent. In the IIB background there are SUSY
flux vacua with the flux Hon turned on; many explicit examples of such vacua were
described in [91, 119]. Such a background should be connected to the background
without fluxes in a nonperturbative fashion in the complete formulation of the IIB
theory. But the background-independent descriptions of the IIA and IIB theories must
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be equivalent. Thus, there must be a nonperturbative procedure in the IIA model for
going from the vacuum without fluxes to the vacuum with R-flux. This indicates that
R-fluxes must have meaning in a background-independent formulation of the theory.
Of course, one might prefer the IIB description without R-flux when it is available,
but generically there may be vacua where both the IIA and IIB descriptions have
R-flux, in which case a more explicit description of the nature of these nongeometric
fluxes would be highly desirable.
It is also worth thinking about the worldsheet interpretation of these spaces. Many
nongeometric compactifications that have been studied in the past [107, 108, 109]
have been claimed to be related to asymmetric orbifolds [128]. One particular type
of compactification features nontrivial twists by an element of the U-duality group
when going around a circular direction [107, 109]. On general grounds, it was shown
in [107] that in such examples some moduli are fixed by requiring that the vacuum lie
at the minimum of a Scherk-Schwarz potential; this is essentially the same as saying
that the moduli will always lie at fixed points of the U-duality twist.
It is not, however, necessarily true that the kinds of nongeometric vacua we present
in this chapter have asymmetric orbifold descriptions. We can see from the T3 ex-
ample above that the monodromy 1/p - 1/p + N has no fixed points, and as such
does not fall into the class of vacua considered in [107, 109]. As such, we have no
particular reason to believe that the compactifications we consider here generically
have asymmetric orbifold descriptions. It may be possible to construct some more
general asymmetric CFT in which U-duality twists are incorporated at the level of
the world-sheet action. Although the f-, Q-, and R-fluxes are all in the NS-NS sector,
and thus may have descriptions with nontrivial boundary conditions implemented on
a conventional string worldsheet, this would presumably require developing some new
technology to understand fully.
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4.5 Constraints
In this section we discuss constraints on the fluxes. These constraints arise in two
closely related ways. First, the new fluxes contribute to the tadpole constraints
associated with R-R fields. Second, the new fluxes contribute to the Bianchi identities
for the R-R and NS-NS fields. In this section we first derive the general R-R and
NS-NS constraints on fluxes using T-duality, and then specialize to the particular
toroidal compactification of interest in this chapter.
4.5.1 R-R tadpole and Bianchi identity constraints
In this subsection we discuss the constraints on the fluxes coming from the Ramond-
Ramond tadpole conditions and Bianchi identities. The simplest constraint arises in
the IIB theory, where there is a tadpole for the R-R four-form field A4 arising from
the Chern-Simons term f A 4 A H3 A F3 . A4 is also sourced by local D3-brane and
03-plane contributions. Integrating this tadpole constraint over a six-dimensional
compactification manifold gives the topological constraint
F[abcHdef] + local = 0, (4.41)
By repeated application of T-duality, including both geometric fluxes fbc and
nongeometric fluxes Qab and Rabc, in the absence of local sources we have the R-R
constraints
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F[abcHdef] = 0 (4.42)
Fx[labcfde] - F[abcde] = 0 (4.43)
Fxy[abcQd]y - 3Fx[abfcd] -2F[aHbcd] = 0 (4.44)
Fxyz[abc]R - 9Fxy[abQxy - 18F'[aff ] + 6F(°)H[abc] = O (4.45)
Fxyz[ab]RYZ + 6Fxy[aQxb - 6Ff[abI = 0 (4.46)
FxyzaRyz - 3FxyQay = 0 (4.47)
FxyzRy = 0. (4.48)
If we restrict to the geometric context, these constraints are just versions of the
standard Bianchi identity (d + H)F = 0. The individual FH, Ff, and FQ terms
appearing in these constraints were demonstrated explicitly in the simple example
discussed in the previous section. As mentioned previously, in the presence of fixed
geometric fluxes, the constraints (4.42)-(4.46) give linear conditions on integrally
quantized fluxes F which may not be in the cohomology. The extra terms with
Q's and R's are additional contributions from nongeometric fluxes. While we have
derived these constraints from T-duality on the torus, we expect that there may be
a much more general class of compactifications in which these constraints apply.
In our toroidal compactification, we have a set of 03-planes in the IIB model
6
which sets the RHS of (4.42) to 16 x , where the last factor comes from the
3
combinatorial factors associated with F A H. In the IIA model, the corresponding
06-planes set the RHS of (4.45) to 16 x 6 when the free indices a, b, c run over the
directions i, j, k. In terms of the integer coefficients a,..., the resulting tadpole
constraint is the same in both models and is
aob3 - 3alb2 + 3a2bl - a3bo = 16. (4.49)
There is only one further R-R constraint relevant for our model, which comes from
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(4.46) for the IIB model and again from (4.45) in the IIA model. This constraint
becomes
aoc3 + a (2 - C2) - a2(cl + C1 - C1) - a3co = 0. (4.50)
All remaining tadpole constraints from (4.42-4.48) are satisfied automatically in the
particular background we are considering here.
4.5.2 NS-NS Bianchi identity constraints
We can carry out a similar analysis of the NS-NS Bianchi identities from T-duality.
In a geometric compactification, the NS-NS fluxes must satisfy
f[abHcd] = 0, (4.51)
which comes from the Bianchi identity dH = 0. Using T-duality, we find the set of
NS-NS constraints
Hx[abfcd] = 0 (4.52)
fz[bfc + Hx[bcQa = 0 (4.53)
ab] [g ab_ 0+Q X - 4fj XcQd + HxicRd =0 (4.54)
Q[abQc]x + f[aRbc]x = 0 (4.55)
Q[abRcal = 0. (4.56)
Finally, in order for the f- and Q-fluxes to be individually T-dual to H-flux, they
must satisfy
fa0 = Q. (4.57)
Equations (4.52-4.56) have a nice interpretation in the four-dimensional effective
theory. Ignoring the R-R fields for the purposes of this discussion, in a reduction on T6
without flux, the four-dimensional supergravity theory contains a gauge sector with
gauge group U(1)12 coming from the 10-dimensional metric and B-field. As noted
in [98] and developed in [100], adding geometric NS-NS fluxes Hab, and fbac to the
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compactification makes the gauge algebra of the four-dimensional theory nonabelian;
the fluxes appear as structure constants of the gauge algebra. Denoting generators
descending from 10-dimensional diffeomorphism invariance as Zm and generators de-
scending from the 10-dimensional gauge symmetry of B as X m , the Lie algebra of
the compactified theory is [100]
[Za, Zb] = HabcXc + fbZc (4.58)
[Za,X b ] = -fbXC (4.59)
[Xa, Xb] = 0. (4.60)
The Jacobi identities of this algebra then yield the purely geometric portion of the NS-
NS constraints (4.52-4.53). This algebra may be written in a form which is manifestly
covariant under the perturbative duality group 0(6, 6, Z) [100, 104].
By acting on the four-dimensional theory with elements of 0(6, 6, Z) corresponding
to T-duality, we may deduce how to modify this gauge algebra in the presence of
nongeometric fluxes Q, R. We find the commutators (4.59-4.60) are modified in the
obvious way,
[za,Xb] = -fXC + QaZ (4.61)
[X, Xb] = QabXc + RbcZ. (4.62)
The Jacobi identities of this, fully general, algebra now reproduce the full set of NS-NS
constraints (4.52-4.56).
When applied to our toroidal compactification, the constraints (4.52-4.56) lead to
a number of conditions on the integer coefficients b,.... The first set of conditions
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arises from (4.53) in IIB and yields
cob2 - lbl + lbl -2b = 0 (4.63)
clb3- 2b 2 + 2b2 - c3b = 0 (4.64)
cob3 - Clb2 + alb2 - c2b = 0 (4.65)
lb2 - c2b1 + 2bl - c3b = 0; (4.66)
as well as parallel constraints in which all hats and checks are switched through
6i c i. In IIA these constraints come from, in order, (4.53), (4.55), and (the last
two) (4.54). For instance, we obtain (4.63) in IIB from setting a = , b = y, c = j,
and d = k in (4.53); the others follow similarly. The second set of conditions arises
from (4.55) in IIB and yields
co2-~ + S1-- 2cCo = 0 (4.67)
C3 C1-C 2 + C 2 - 1c3 = 0 (4.68)
C3Co-C 2 1 C+2 c1 - 1 C2 = 0 (4.69)
C2 1 - C12 + 1 2 - Co C3 = 0, (4.70)
as well as the parallel constraints with hats and checks switched. In IIA, these
constraints again come from (4.53), (4.55), and (the last two) (4.54).
We can simplify these conditions significantly by subtracting each equation from
its parallel counterpart with hats and checks switched. From (4.67-4.70), we find the
conditions
ClAl = CoA2 (4.71)
C3A1 = C2A2 (4.72)
c2A1 = -C1 A2 (4.73)
(2c2 + 2 + C 2)A\ = (2 1 + C+ 1)A2 (4.74)
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where
c = ( + 1 + 1) (4.75)
c2 = (c2 + 2 + 2) (4.76)
Ai = i- i, i E {1,2}. (4.77)
Assuming both A's are nonzero allows us to rewrite equations (4.67-4.70) in terms of
the three components of c1. All 4 equations reduce to the same quadratic
3C1 + 31(C1 + C1) + + + 16 = 0. (4.78)
This equation has no real solution for C1 unless C1 = C1, so C1 and C1 can be identified.
A similar argument demonstrates that, even after setting c = l1, we must have
6 = 2. Thus, the full set of constraints is just (4.63-4.66) and (4.67-4.70), with
ci = Ci.
The equality i = i implies a convenient anti-symmetry property of the Qb and
f~ in our model. Given the equality Q3 = Qk , we may through cyclic permutation of
the tori obtain Qk = Qk = _Qk. One may show similarly that Qab is antisymmetric
under exchange of any upper and lower index, provided that both indices are of the
same kind (Greek or Latin); the same is true for fbc. Note, however, that neither Qab
nor fbc is fully antisymmetric in all three indices, since we are not free to exchange
Latin and Greek indices.
Given the simplification i = 6i, the constraints (4.63-4.66) and (4.67-4.70) can
be simplified further. In particular, (4.63) and (4.66) become equivalent, and (4.64)
and (4.65) become equivalent when the constraints on the c's are imposed. Details
of the parameterization of solutions to these constraints will be presented along with
solutions of the SUSY vacuum equations in [125].
We close this section with a brief discussion of S-duality. The IIB theory is invari-
ant under an S-duality symmetry which exchanges the fluxes Fabc and Hab (with a
change of sign in one direction), while taking S - -1/S. This has the effect in the
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superpotential of exchanging the integral flux parameters ai - bi. We expect that it
should be possible to combine this S-duality transformation with T-duality to get a
larger U-duality group under which our 4D theory is invariant. The constraint (4.49)
is indeed invariant under S-duality. The remaining constraints, however, provide a
puzzle. The equation (4.50) is precisely the sum of the independent bc constraints
(4.65) and (4.66) when a and b are exchanged. Thus, the constraints are not obviously
incompatible with S-duality, but also do not precisely match. This apparent mismatch
in constraints presumably arises from the fact that the Q's actually transform nontriv-
ially under S-duality, since they generically mix the B-field and the metric. Indeed,
the mismatch can be seen directly by noting that in the FQ term in (4.46) and the
HQ term in (4.53) the free indices (and the number of constraints) do not match. It
is clearly crucial to better understand the effects of S-duality on nongeometric fluxes.
We leave this as an open question for future work.
4.6 Constraints without indices
In this section we demonstrate that all of the constraints which we derived in section
4.5 can be summarized in two simple equations, which have a suggestive interpretation
in terms of some twisted differential operator d. This provides a natural means of
attack toward generalizing these structures beyond the torus.
Let us define F to be the formal sum of the R-R field strengths. In a standard
flux compactification, the Bianchi identities and tadpole conditions for the R-R fluxes
may be written simply as
(d + HA).F = 0. (4.79)
Thus, in the presence of non-trivial H-flux, the R-R fields take values in the coho-
mology of a twisted differential operator dH d + HA. It is natural to ask whether
the set of constraints (4.42-4.48) admit a similar simplification. We may readily see
that this is in fact the case. Let us define the notation
f (P) = fbcWlala...ap, Q W() = Q[c Wlblai3.. ap], (4.80)
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contracting all upper indices and antisymmetrizing all lower indices. This is the
natural action of a mixed tensor on a p-form. Then equations (4.42-4.48) may be
simply written as
(H A +f. +Q +RL) F = 0. (4.81)
Here we have used the notation RLW(P) -RabcWabca4...ap. This has a suggestive inter-
pretation as the action of a twisted differential operator d = d + H A +f +Q. +RL on
the R-R fluxes F. In (4.81), there is no term corresponding to the derivative operator
d; this is not surprising as in the approximations we have made, we have discarded
all information about the (non-topological) dependence of fields on coordinates of the
compact manifold.
Moreover, just as the Bianchi identity in a conventional compactification for H,
dH = 0, (4.82)
can be understood as the condition that the twisted differential dH - d+HA be nilpo-
tent, the entire set of NS-NS constraints (4.52-4.57) are equivalent to a nilpotency
condition
(H A +f. +Q. +RL)2 = 0. (4.83)
It is perhaps worth emphasizing that the above condition incorporates both the bi-
linear NS-NS constraints (4.52-4.56) as well as the linear tracelessness conditions
(4.57).
Now that we have rewritten the constraints in a more covariant form as (4.81),
(4.83), we have eliminated the explicit dependence on a particular choice of coordinate
system. This provides a natural point of departure for defining these structures on
manifolds more complicated than the torus, a study which is currently underway.
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4.7 Conclusions
In this chapter we have developed a framework for systematically describing nonge-
ometric NS-NS fluxes in the context of a simple toroidal compactification of type II
string theory. Like R-R fluxes, the geometric and nongeometric NS-NS fluxes act in
some sense as p-forms on a canonically chosen space-time, here T6, and transform
under T-duality by adding and removing lower indices through
Habc f fc b Qab RT c Rab. (4.84)
While we do not have a complete mathematical description of these objects, at least
on the torus we can take (4.84) as a definition of how these nongeometric fluxes
transform. The fb fluxes correspond to geometrical fluxes defining a "twisted torus"
[98, 100, 107]. The Qab fluxes describe compactifications on locally geometric spaces
with nongeometric global boundary conditions, such as previously discussed in [107,
109, 110, 111]. We can explicitly carry out T-duality from H - f - Q using standard
Buscher T-duality rules, so our discussion here is on well-established ground. We
cannot, however, use the Buscher rules to T-dualize Qab -- Rabc, just as the Buscher
rules on R-R potentials A(p ) cannot lead to a direct construction of the R-R 0-form
flux F(®). In this sense, the last T-duality in (4.84) must at this point be taken as a
formal definition.
The need to include nongeometric fluxes of the R-type becomes clear in our con-
struction of the superpotential describing the moduli of the toroidal compactification
to four dimensions. We have used concrete T-duality constructions to understand
how the Q's extend the superpotential in the type IIB case, where there are no R's
allowed in our particular orientifold compactification due to parity constraints. The
consistency of the IIA and IIB pictures then forces us to the conclusion that the
nongeometrical fluxes Rabc must be included on the IIA side. An important open
question is whether these R-type fluxes admit a locally geometric description like the
Q-type fluxes.
In this chapter we have focused on nongeometric fluxes associated with a toroidal
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compactification. It is natural to ask how this structure generalizes to other Calabi-
Yau manifolds. The structure we have found indicates that nongeometric fluxes may
be thought of as some additional data which decorates the structure of some par-
ticular Calabi-Yau geometry. This could naturally lead to a generalization of mirror
symmetry, in which a Calabi-Yau in IIA or IIB decorated with one set of general
NS-NS H, geometric, and nongeometric fluxes is mapped through mirror symmetry
to the mirror Calabi-Yau in IIB or IIA decorated with the dual set of NS-NS fluxes.
In particular, in the picture of mirror symmetry as T-duality on a toroidal fibration
[129], H-flux with one leg on the T3 fiber would map to geometric f-flux, H-flux with
two legs on the T3 fiber would map to nongeometric Q-flux, and H-flux wrapping
the T3 fiber would map to R-flux on the mirror Calabi-Yau. The situation where the
mirror of a Calabi-Yau with H-flux is geometrical (i.e., the H-flux has 0 or 1 legs
on the T3 ) has recently been described in detail in [94, 95], following a suggestion in
[130], using the generalized Calabi-Yau geometry developed by Hitchin; it would be
very interesting to understand whether there is a precise way of extending that work
to the nongeometric context considered here. The generalized tadpole and integrated
Bianchi identities we derived in this chapter should be valid in a more general context
than just the toroidal model considered here, and may provide a good starting point
for the concrete generalization of the picture presented in this chapter.
It would also be nice to understand how S-duality fits into this framework. As we
have discussed at the end of Section 4, it is natural to expect that the framework we
discuss here should be invariant under a full U-duality group generated by T-duality
and S-duality transformations. The constraints we have found on the geometric and
nongeometric fluxes seem compatible with S-duality, but are not manifestly invariant,
so some additional structure may be needed to form the full U-duality invariant
picture. We leave the resolution of this question as an outstanding problem for future
work.
In this chapter we have focused on a set of essentially topological features of
string compactifications characterized by a general set of NS-NS fluxes. We have
described the interplay between these integral fluxes and a set of degrees of freedom
161
(the torus moduli) chosen by considering the light degrees of freedom in the particular
background without fluxes. As we change fluxes, in different regions of flux space
other stringy degrees of freedom will become light, as discussed for example in [131].
Thus, in many cases the low-energy effective theory described by the superpotential
we have computed here will not give a complete description of the physics. This
is an issue with any classification of flux vacua, but is more acute here where we
do not necessarily have tools to assess the validity of the low-energy theory when all
nongeometric fluxes are turned on. Indeed, these nongeometric flux compactifications
may generically appear at sub-string scales where the supergravity approximation is
not valid; since these compactifications also have R-R fluxes, and, even in the locally
geometric case, have complicated boundary conditions, we currently have no way of
describing these backgrounds precisely using perturbative string theory. It is clearly
important to understand better how the compactifications we describe here can be
understood in terms of some fundamental formulation of string/M-theory. In the full
theory, the fluxes we have described here should be a useful tool for classifying and
understanding string backgrounds. In some cases, such as those dual to geometric
compactifications in which the low-energy effective description is valid, we know by
duality that the low-energy effective description given by the superpotential we have
computed in terms of nongeometric fluxes will still be valid. It is likely that there are
other backgrounds which have no geometric dual, in which this low-energy description
is still valid, though these backgrounds will be significantly harder to identify.
An obvious application of the formalism developed in this chapter is to classify the
full landscape of type II compactifications on tori with general NS-NS fluxes. The first
step in this program would be to determine the vacua arising from the superpotential
we have computed here, after which it is necessary to determine corrections to the
classical vacuum, including those from other fields which may become light as men-
tioned above. We have explicitly computed the superpotential for the simplest model
with 3 moduli, as well as all constraints on the fluxes. Solutions to this superpotential
will include not only all geometric IIA and IIB flux compactifications in this class,
but also compactifications which involve nongeometric fluxes either in one or both
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pictures. A more detailed analysis of the solution space for this model is currently
underway and will be reported elsewhere [125]. Unless there is some unexpected gen-
eral obstruction to the solution of the SUSY equations, it may be possible to use
methods developed here to demonstrate conclusively that generic string vacua are
nongeometric, increasing yet further the size of the enormous haystack known as the
"string landscape", in which we hope to find a compactification correctly describing
our world's phenomenology and cosmology.
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Chapter 5
Conclusions
In this thesis we have explored a variety of ways of extending perturbative string
theory to probe the underlying structure of the theory.
One foundational question is the relationship between open and closed strings
and the number of apparent degrees of freedom and string theory. We have seen that
OSFT is able to capture highly nontrivial aspects of the closed string dynamics in the
background of the brane. While our computations show that quantum bosonic open
string field theory inescapably suffers from inconsistencies due to divergences from
closed string fields, we note that a field theory of supersymmetric open strings on a
D-brane of sufficiently high codimension should be free of these problems, and may
provide a background independent definition of closed string as well as open string
dynamics.
A similar question about the relationship between open and closed string descrip-
tions of D-brane decay ran into difficulties due to the subtleties involved in defining
boundary correlators in a nontrivially time-dependent boundary CFT. As a time-
dependent bulk deformation is likely to lead to many of the same technical difficulties
that arise in the milder situation of a time-dependent boundary deformation, working
out the technical issues in the definition of this CFT may well prove to be fruitful in
the long run. We have performed a clean computation of the disk one-point functions
in the superstring for the family of rolling tachyon conformal field theories, which
should provide a useful reference for further computations in these theories. There is
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an interesting and suggestive mathematical structure which emerges in these ampli-
tudes, which may ultimately provide a useful physical as well as mathematical tool
for understanding the appropriate definitions or modifications to make in the CFT.
We have also begun an exploration of the solution space of superstring theory.
Beginning with type II flux compactifications, we have asked what kind of additional
discrete structures are necessary to realize a T-duality-invariant set of compactifica-
tions. The full set of generalized fluxes we construct in this manner include objects
which apparently have no geometric interpretation. We are thus able to generalize
the class of type II flux compactifications on tori to a much larger class of compact-
ifications, the vast majority of which have no well-defined 10 dimensional geometry.
As T-duality acts order by order in the string coupling g, the nongeometric compact-
ifications which we investigate here are in this sense classical constructions, allowing
us to probe gravity beyond geometry without abandoning calculational definition.
While our nongeometric fluxes may not necessarily have a conventional worldsheet
realization, one may imagine a closed string field theory or a fairly mild extension
of perturbative string theory along the lines of Hull's doubled torus formalism [110],
in which these kind of structures are realized very naturally. There is of course a
great deal of work to be done before we can claim to have a rigorous understand-
ing of the generalized fluxes we have introduced - one especially important question
is the nature and consistency of the a' expansion in these generalized backgrounds.
Nonetheless, the form of these discrete structures seems to be a clue toward a more
fundamental formulation of the theory.
A full understanding of the fundamental dynamics and degrees of freedom in string
theory, or any theory of quantum gravity, is still distant. The particular avenues to-
ward a more fundamental understanding which we have explored in this thesis -
holography, time-dependence, and nongeometric compactifications - have the poten-
tial to yield much useful information about the underlying structure of the theory.
We hope here to have made some modest contribution to the progress towards its
ultimate formulation.
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Appendix A
Technical Results for Chapter 2
A.1 The BRST anomaly in the D25-brane theory
We now study the BRST invariance of the tadpole in the D25-brane theory. In any
BRST-quantized string theory, a basic condition for gauge invariance is that BRST-
exact states decouple from on-shell diagrams. For the tadpole diagram, this condition
is simply that QB should annihilate the tadpole.
In sections A.1.1 and A.1.2 we use conformal field theory and oscillator methods
to compute the action of the BRST operator on the tadpole and find that the tadpole
is not BRST closed. This breakdown of gauge invariance is familiar from ordinary
string perturbation theory in the context of the Fischler-Susskind mechanism [40, 41,
42, 38, 65]. Our results differ from previous work on BRST invariance in OSFT. In
[74] it was argued that QBIT) should vanish, while in [20] it was suggested that it
might be possible to avoid a breakdown in BRST invariance in Feynman-Siegel gauge.
Our results indicate that in fact QBJT) -# 0, even in Feynman-Siegel gauge.
A.1.1 The BRST anomaly in the conformal field theory cal-
culation
We now study the BRST invariance of the OSFT tadpole for the D25-brane theory.
On the grounds of gauge invariance, we expect that QB IT) = 0. To check this identity
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we first need to render IT) a finite state by imposing a cutoff.
We choose to simply cut off the integrals over the modular parameter T so that it
never gets smaller that some minimum value To. We can then evaluate QBIT) using
equation (2.113). This gives
(TIQB = (V31e-T°L°V2) (A.1)
We can then examine the behavior as To 0. Conveniently, we have already done all
the work for this calculation in section 2.4. Notice that the only difference between
equation (A.1) and equation (2.61), is that T is evaluated at a specific point, To, and
that the bo is missing. In the conformal field theory language we can accommodate this
change by simply fixing the length of the internal propagator to be To and dropping
the insertion of bo. This gives
QBIT) = U(Z)o() (h(z) o z(w) o B)I1). (A.2)
T=To T=To
To map the resulting diagram to the disk, we can just use the same map z(w) given
in equation (2.36). Since there is no bo to worry about, the divergence structure
is actually much simpler. Since U(z)oz() is well behaved as To 0 and h(z) is
independent of To, we only need to consider z(w) o B. Using equation (2.37) we get
that the boundary state is mapped to
ZoIB) -(= 1 +W02) Cl(CO + oE)0 ) 10)
a-,1 * elc(c + ao)c 10) - 2(c1c_l + c_lcl)(co + ao)10)
+terms that vanish as Wo - 0, (A.3)
where Wo is To/7r and ko is k(Wo). Clearly as To - 0 this expression is non-vanishing.
For theories on Dp branes with p < 25 we will still find an anomaly for the
terms coming from the closed string tachyon but we no longer find an anomaly in
the massless sector. For example, the graviton/dilaton term in (A.3) in the Dp-brane
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theory becomes
d25-Pq koW 2 al -_lcl(co + o)c1 q1l). (A.4)I (~1+IW2)-
Mapping to the upper-half plane this becomes
d25 - pq1 (2 )q (1 +WO w cOX(i) c(OX(i)eiq 'X(i): (A.5)
Now consider evaluating the correlation between this operator and the external state.
When eiqI' X (i) contracts with itself we pick up a factor of (2 )-q . The operator eiq l' x (i)
can also contract with other X's but these just pick up factors of qI. Such terms
will go to zero as W -- 0. Thus the largest contribution comes from the momentum
integral / d2_ q2 ± 11l+TW2 \(p-25)
d25-P qllW) oC [-log(1+ X (A.6)
which vanishes as Wo -- 0.
A.1.2 The BRST anomaly in level truncation
It is also possible to demonstrate the BRST anomaly in level truncation. It is easiest
to frame this discussion in terms of truncation on field level rather than oscillator
level. Let us begin by considering a level expansion of the regulated equation (2.113)
QB / dT(V2 1boe L°lV3 ) = (V2Ie LVe 3) = cn(To)e(l-n)TO (A.7)
i~~To ~n
where the term associated with the coefficient c, arises from fields in the loop of level
n. We can deal with the open string tachyon divergence through analytic continuation.
The coefficients cn(To) are finite for all values of n > 1, To > 0, and can be directly
calculated by computing the contribution to either the first or the second expression
in (A.7) at each level. Direct computation at low levels confirms that both ways of
computing c,(To) give the same result. Truncating the theory at finite field level
reduces the summation in (A.7) to a finite sum, from which we can take the To 0
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limit in the level-truncated theory. Thus, we see that (A.1) holds in level truncation,
even as To -+ 0, so that level truncation naturally regulates the divergences in this
equation arising from closed strings.
To show that (A.7) does not vanish in the limit To -+ 0, let us examine the action
of QB on the level 2 sector of IT). This calculation is straightforward, as QB conserves
level. The fields appearing in IT) at level 2 are
IT( 2)) = (f,,at,atv + 7ctbo + ) co . (A.8)
Upon acting with QB we find
QB IT (2)) = (i - y - 36) ctco 10 . (A.9)
The condition that IT( 2)) be QB-closed thus reduces to the condition
/5~ - y - 36 = 0 (A.10)
on the coefficients of the component states.
The coefficients ,,, y and 6 are given by
)31, = ranv dT So (T)( Ml (T
y = j dT So(T)(-R2 0(T)),
6 = dT So(T)(-Ri (T)). (A.11)
As discussed above, level truncation serves to render the integrals in equation (A.11)
finite, so that they are calculable numerically. The integrands become very sharply
peaked near T = 0, so numerical analysis becomes difficult for small T. Nevertheless,
it is clear that effects near T = 0 give rise to a violation of (A.10). At successively
higher levels, the weight factor So becomes more and more sharply peaked at T = 0,
and the integral is well approximated by its endpoint value - M1 1(O)So(). As we2~~0S() sw
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have demonstrated above, M 1l(O) = R11(0) = -1, while R20(0) = 0; these values
manifestly fail to satisfy (A. 10). Moreover, as we remove the regularization by sending
the level to infinity, the violation becomes infinite.
We have thus seen in the operator formalism the presence of a breakdown in
BRST invariance which can be directly ascribed to the presence of short-distance
divergences, interpretable in terms of the closed string tachyon.
A.2 The infinite level limit
In this section we look at some of the subtleties of the infinite level limit of the
matrices in the oscillator calculations. In particular, we are interested in comparing
how level-truncated calculations near T = 0 compare with what we expect if we take
the level to infinity.
For definiteness, we work in the ghost sector. The calculation in the matter sector
is completely analogous. We begin by expanding the expression for Rm, given in
(2.80), around T = 0 in level truncation. The only tricky part of the calculation is
the small T expansion of
.1 (A.12)1- SX
It turns out, however, that it is sufficient to consider the expansion of (A.12) acting
on S(x2 ), which gives
1 - 1 - X - G, CX21+CXll} (T2),
(A.13)
where we have defined the matrix
m
Gmn = 'mn. (A.14)2
Using these formulas, one can work out the expansion
Rmn = Cmn - 2T{G, C}mn + O(T2) = Cmn - 2mT Cmn + O(T 2). (A.15)
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Figure A-i: Plot of - d R(T) at various levels, L. We see that near T =0, - R11(T) always
approaches -2, but at high levels comes arbitrarily close to hitting -1.
In fact since the only identity needed to prove this relation is the sum rule X" +
X 12 + X21 = C, equation(A.15) holds exactly at every fixed level.
We now make the following claim: In spite of the fact that the leading order
correction is the same at every finite level, if we did not truncate the matrices at all,
we would get instead
Rmn = Cmn - mT Cmn + 0 (T2 ). (A.16)
To see how this happens, consider a single matrix element R11. We expect from
level-truncated analysis that R, (T) = -1 + 2T + O(T2 ). In figure A-i, we plot
- dR 11 (T) near zero at various levels. We see that if we go extremely close to zero,
-dTR 1 1 (T) always eventually approaches -2 as predicted by (A.15).
As the level is increased, however, the region where - nR11(T) is close to -2
becomes arbitrarily small. This falloff near T = 0 is analogous to the falloff we found
when studying the tachyon divergence in section 2.5.2. If we imagine taking the level
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to infinity and then taking T -, 0, we can ignore the falloff region and just take
lim dT 11(T) = -1, (A.17)
as predicted by the conformal field theory method.
We can now ask: what went wrong with the calculation of equation (A.15)? To
analyze this question, it is convenient to work with the matrices Mij = CXij. In
level truncation these matrices satisfy one identity
M1 1 + M 12 + M21 = 1. (A.18)
If we do not truncate the matrices, they also satisfy [75]
(M1 )2 + (M1 2 )2 + (M21 )2 = 1, (A.19)
and commute. These identities imply that at T = 0, the matrix 1 - SX has a
non-vanishing kernel. Thus the matrix
1 | (A.20)
1-SX T=O
is ill-defined. This invalidates the expansion (A.13). Even worse, the expression
(2.87) that we used to see that R - C as T -- 0 is not defined for the untruncated
matrices. In fact one can check that while it is true that
lim (lim (12 21) 1 }
Level-+oo T 2 - Sk = (C C) (A.21)
one finds that
lim lim (X12 21) 1 } (C C) (A.22)
T-*O Level--oo 1-SX
in a similar manner to what we found for -d R 11(T).
In spite of this, we find that Rnm, - C in the small T limit unambiguously in
numerical tests. At this time, we do not have enough control over the matrices M
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and X to give an infinite level proof of the identity A.16.
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Appendix B
Technical Results for Chapter 3
B.1 An alternate derivation of the boundary state:
the SU(2) method
In this section we will extend Sen's calculations of [76] to obtain the lowest compo-
nents of the boundary states for both the rolling and bouncing tachyon backgrounds
in the Ramond Ramond sector by computing the boundary state in the Euclidean
theory first, and then Wick rotating. This approach to tachyon condensation was
introduced by Sen in [11]. Free conformal field theories deformed by a boundary
perturbation taken from a local SU(2) current algebra were studied in [84, 85]. The
results appearing in this section are not necessarily new (the result (B.11) appeared
as a guess in [81]), but there is no derivation of these results in the literature.
In our conventions, the SU(2) current algebra is given by
Jl(z) = -Vb Psin(V/2XL(z))
J2(z) = vi'PCOS(V/2XL(Z))
J3 (z) = iOX(z).
We will suppress Lorentz indices whenever possible. Here only the holomorphic part
of the field X is used to define the SU(2) generators.
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We are interested in a set of closed string disk one-point functions in the tachyon
backgrounds (3.1) and (3.2). The key step in the argument we will use to evaluate
these one-point functions is the reinterpretation of a tachyon insertion integrated
around the boundary of the disk as a holomorphic contour integral of one of the
elements of the SU(2) algebra above. When the contour surrounds a vertex operator
inserted in the bulk, performing the contour integral reduces to rotating the vertex
operator in a sense we will make precise below. Concretely, if the perturbation is
given by AS = -0 f d J, the one-point function of the operator 9(z)O(2) on the
disk is
(O(Z)O(Z))perturbed (eOI J0(Z)O(Z))unperturbed. (B.1)
We may now imagine deforming the J integration contours away from the boundary
one by one. If the OPE of and J is well-defined, then will have a well-defined
transformation property with respect to the symmetry algebra to which J belongs.
Thus we may conclude
(OO)perturbed = (e0(()O)unperturbed, (B.2)
where l7Z0(O)) = ei J°o 10). For a complete discussion of these ideas, we refer the
reader to [85]. There is some subtlety involved in deforming the integration contours of
boundary perturbations off the boundary. However, in our case there is no ambiguity
involved, as all operators 0 that we need to consider are well-defined with respect
to the boundary perturbation. In order to carry out this program, our perturbation
must be self local; in particular, it must commute with itself. It is simple to check
that, with V included in the vertex operator, our deformations satisfy this criterion.
In the NS-NS sector, the operators which have nonvanishing one-point func-
tions in the rolling tachyon background are of the form V(z, f) = ,(z)O() --
ein/vfXLeinrf2XR [76]. The holomorphic part O,(z) = ein'XL of such vertex operators
transforms in the j = Inl, m = n representation of SU(2).
In the R-R sector, we will be interested in operators built on the spin fields, with
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the form V = On,,(z)On,8 s,( ) _= OeiknxL, eiknxR, where
1
kn (n+ 1)V. (B.3)2
The operators 0n,s transform in spinor representations of SU(2), j = In+' , m = n+1 .
There is a branch cut in the OPE of J1, J2 with On due to the half integral momentum,
which offsets the branch cut the spin field puts in the fermion field; thus all contour
integrals that appear are well-defined.
Because we need to group the fermions into pairs in order to define the OE, we
will need to carry around a "spectator dimension"; in other words, while we are
perturbing only one spatial direction p,, we must always consider both the p and the
tt + 1 directions in order to be able to write down the spin fields. We will see that in
the end, however, the dependence of the boundary state on the fermion zeromodes
will indeed factorize.
B.1.1 Bouncing tachyon profile
We first consider the tachyon profile T(X) = A cos(VfX). For this tachyon profile,
the boundary action is proportional to J1:
AS = -rA J 1. (B.4)
Using the state-operator correspondence, we may write
e X 2, J0On, ei" X J° IOn,s) (B.5)
so the boundary perturbation becomes a rotation of 1O) by rA around the 1 axis; we
denote the group element of SU(2) corresponding to this rotation as . Now J1 oc
J+ + J_, so action of J1 will, in general, mix On,, with all the other operators in its
SU(2) multiplet. However, once we take the expectation value, only operators whose
bosonic part is of the form eikn(X R-XL) will contribute. This convenient fact is due
to conservation of momentum on the disk with Neumann boundary conditions [76].
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For our purposes, we therefore only need to know that a rotation by J1 through an
angle of 7rA will take the highest (lowest)-weight state EOeiknXL to the lowest (highest)-
weight state e_e - i knXL multiplied by some calculable coefficient plus operators whose
expectation values vanish. The coefficient we need is given by D+jln+ 1 l_/ 2 (F) =
(i sin(Ar))2n1+1, [85].
The lowest component of the boundary state IB, +) will take the form
IB, +)R = Z fn Ikn; -+) + oscillators, (B.6)
n
where the fn are c-numbers. The periodicity of the potential ensures that the restric-
tion to momenta of the form kn is legitimate. The choice of spinor vacuum -+) is
what we expect for a decaying unstable D9-brane, as it has the right Lorentz prop-
erties to source C8 flux. We will demonstrate below that -+) is indeed the correct
choice.
To solve for fn, we have
fn = (kn; - + IB, +) = (-+eiknX)perturbed = (r(O_+ekn"x))unperturbed (B.7)
Here O_+ is the combination of spin field operators corresponding to the state -+).
We can use our spinor dictionary (B.27) to find
7Zr(O_+eiknXL) = DT-lln+l/2l (Fr) +e-iknXL +
lZr(O+_eknXL) = Dj=+l_+1/21/ 2 (r)_ e-iknXL +....
Note that the rotated operator has the right quantum numbers to have nonvanishing
one point function on the disk. Note also that the effect of the perturbation on
the spinor vacuum has indeed factorized as advertised; we will drop the spectator
dimension from this point on. Therefore,
fn = (i sin(Ar)) n+ (++ei(XR-X L))nperturbed (B.8)
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The expectation value (++eikn(XR-XL)) contributes only an overall constant, and the
boundary state now becomes, up to normalization,
(B.9)B, +) = [(i sin(A7r))2n+ E (n) eikx] -) + ...
n
Here (n) is a phase factor which we must include because the basis for which the
coefficient n+/2,-n-/2 is calculated may not be the same basis that we are using
[76]. This phase factor may be fixed by asking that when A = , the boundary state
reduce to that of alternating D-branes and anti-D-branes placed at ai = v'7r(n + 2).
Using this criterion, we find e(n) = sign (n).
We may now perform the sum on n:
E [(isin(A7))2ln+2lE(n)eiknx] =
n
si (a ) [ eiX/v2
sin(r) 1 + sin2 (Ar)e iv2x
(B.10)
e-iX/ 1
1 + sin 2 (A7r)e-ivfX j 
At this point we may Wick rotate: setting
fR(X ° ) = sin(A7r) [+ in2 )e 1 + s )e/ o (B.11)
the boundary state for the X0 direction becomes
(B.12)
(B.13)
Our result for fR(X ° ) agrees with that written down in [81].
The corresponding formula for the NS-NS sector was found in [76]. Here
IB; rl)NS = fNs(X) 10) + oscillators, (B.14)
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while
IB; +)R = fR(X) 10; -) + ... , I
IB; -)R = fR(X ) 10; +) + ....
where
1 1fNs(X ) = - 1. (B.15)1 + sin2 (Ar)evxO + 1 + sin2 (A7r)e- x (B.
B.1.2 Rolling tachyon profile
We now turn our attention to the tachyon profile T(X) = AeiX/v 2. The perturbing
boundary action for this profile is proportional to the raising operator of the SU(2)
algebra,
Sboundary = -rA dt J+. (B.16)
We obtain the lowest components of the boundary state in both the NS-NS and the
R-R sectors. This serves as a check on our computations in section 2.
Once again, matters are simplified by the fact that only the lowest and highest
weight states have nonvanishing expectation values, as a consequence of Neumann
boundary conditions. Therefore we only need to consider operators of the form V =
(j,m_jO, and the effect of the boundary perturbation is simple:
ei7rx f t O+,m = (iA) 2Jj,m=j. (B.17)
Therefore, the lowest component of the NS-NS sector boundary state is
S(irA)2n kn = -nV) (B.18)
n=l
We can perform the sum to find
1IB, )N 1 + 10e- ) + .... (B.19)
Upon Wick rotation we find
1
IB, rl)NS = 1+2A2evx O) - gNs(X°) 1O ) + .... (B.20)
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Similarly, the lowest component of the Ramond sector boundary state is
B; +)R = Z(irX)2 - ' k_ = (-n + 1), V - (B.21)
The dependence on the spin structure is precisely the same as that in the bouncing
tachyon case above. We can perform the sum to find
ilrXe-iX/xv~
B; +) = 10; -) + oscillators. (B.22)
Upon Wick rotation we find
ir eXOI 2
B:; +)R = 1 + 7r2A2eV x 10; -) + - gR(XO) 0; -) + .... (B.23)
These results agree precisely with those we found in (3.22) and (3.33) by directly
evaluating the correlators.
B.2 Relations between spinor vacua
In this appendix, we summarize the relationships between the spin states Is) s'), in
terms of which the Ramond Ramond spin fields have a simple description, and the
spin states ±±i), in terms of which the boundary state has a simple description.
We define two different sets of raising operators,
t I¢2a-1 +x12aXa = + i 2 ) (B.24)
+2a= (1X0 + io , (B.25)
where the directions 2a - 1 and 2a are spatial. Their Hermitean conjugates are
similarly defined. The Xa are raising and lowering operators for the s) basis, defined
so that Xa -- ) = 0, while XI - ) = ). The s are raising and lowering operators
for the I) basis, (2a I-) = 0, (2a ) = 1+).
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We may express the s in terms of the Xs; for example,
2 a-1 = (xa Xa + i( + Xa))2+ - (B.26)
The last piece of information we need concerns the action of the ~s on the states
Is) Is'). Since the operators X need to pass through the holomorphic states is) before
they can act on Is'), we need to know if they pick up a sign in doing so. In other
words, we need to know when to count the state Is) as fermionic, which amounts to
knowing the action of (-1)F on the state s). On the zero modes the action of (-1)F
reduces to that of the chirality matrix r, which in the basis we are using for the
ten-dimensional spinors is simply r Iso; 1; ... ; 5 ) = sign (n Sa) Iso; s 1 ;... ; 5 ). Thus
we assign (-1)F I-1) = - I-), while (-1)F I ) = I).
We are now ready to write down the relationship between the two bases. We have
( 1 1- - i 1- 1 )
(1-A - - i -A>)2 \ 2 2 2i(1\ 1 1 ( > - - A > - A >
( 2A> 2  > A1  11 1\
The phase of I++) has been
other three states. When a =
determined arbitrarily, which fixes the phases of the
0, the relations are altered slightly, becoming instead:
(2) 2)°
(1 1)°
(2 2>-
-iA -A>)
- 1 - 0°)
i - 0
2 _12_ o
_1 i1)o )
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I++)
I--)
I+-)
I-+)
_ 1
1
1
1
V2-
(B.27)
1
= X
1
1
1
v~
(B.28)
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