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Abstract.
This paper represents a first step towards the extension of the definition of Rabi-
nowitz Floer homology to non-compact energy hypersurfaces Σ in exact symplectic
manifolds. More concretely, we study under which conditions it is possible to estab-
lish L∞-bounds for the Floer trajectories of a Hamiltonian with non-compact energy
levels. Moreover, we introduce a class of Hamiltonians, called tentacular Hamiltoni-
ans which satisfy the conditions: how to define RFH for these examples will be the
subject of a follow-up paper.
1. INTRODUCTION
The application of symplectic techniques to Hamiltonian and Reeb dynamics is
one of the principal and most exciting directions within the field of symplectic topol-
ogy. In particular, the problem of existence of periodic orbits, generally referred to as
the Weinsten Conjecture, has received a lot of attention. Ever since the introduction
of Gromov’s holomorphic curves and Floer’s techniques to the symplectic world, the
approach to this problem has often been based on the properties of spaces of holomor-
phic curves (or Floer trajectories) with prescribed asymptotics. For instance, Hofer’s
proof of the Weinstein Conjecture for the three-dimensional sphere in [13] and Taubes’
proof for arbitrary closed, contact 3-manifolds in [18] are obtained by studying holo-
morphic curves in the symplectization of the given contact manifold. Rather recently,
there has been increasing interest in the question of existence of periodic orbits on
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non-compact energy levels (in the Hamiltonian case) or non-compact contact man-
ifolds (in the case of Reeb dynamics). While the question of existence of periodic
orbits in a non-compact setting is very natural from the point of view of applications
(think, for instance, of celestial mechanics or hydrodynamics), it was only addressed
at a later stage because of the obvious additional geometric and analytical difficulties.
The first significant results in this direction, applying to mechanical hypersurfaces in
standard symplectic space and cotangent bundles, were obtained in [6] and its sequel
[5], and in [17]. In [9], the authors prove the Weinstein conjecture for a special, very
interesting class of open contact manifolds, namely those that occur as overtwisted
leaves of a contact foliation in a closed manifold.
Rabinowitz Floer Homology is a symplectic invariant defined by Cieliebak and
Frauenfelder in [7] and associated to exact contact hypersurfaces in an exact convex
symplectic manifold. Its generators are the critical points of the so called Rabinowitz
action functional for a suitable choice of defining Hamiltonian. This action functional
was originally used by Rabinowitz in [16] to prove existence of periodic orbits on
star-shaped hypersurfaces in R2n and it differs from Floer’s original symplectic action
functional by a Lagrangian multiplier, which forces the periodic solutions to lie on a
prescribed energy surface. In this sense, it looks like a very suitable tool to study the
Weinstein Conjecture. In fact, Rabinowitz Floer Homology vanishes if the hypersur-
face is displaceable and is isomorphic to the singular homology if the hypersurface
does not carry any contractible periodic orbits [7]. These properties can be used to
recover some (known) instances of the Weinstein Conjecture. The introduction of a
Lagrange multiplier, though, has the following implications: first of all, if we denote
by L the loop space of the symplectic manifold, then the critical set, as a subset of
L × R, is always unbounded. Moreover, the critical set of the action functional is not
generically Morse any more, but only Morse-Bott. In particular, it always contains
a component diffeomorphic to the fixed energy level, which is also unbounded if the
energy level is non-compact.
After it was defined, Rabinowitz Floer Homology has been connected to several
other important topics in symplectic and contact topology. For instance, there exists a
long exact sequence relating RFH to another symplectic invariant, namely symplectic
homology (or Floer homology of symplectic manifolds with contact type boundary):
this sequence was constructed in [8], and it was subsequently used to compute the
RFH groups for the unit cotangent sphere bundle inside the cotangent bundle of a
closed manifold. In [2] and [15] the Rabinowitz Floer chain complex has been related
to the Morse (co)chain complex, and this resulted in the computation of the Rabi-
nowitz Floer homology of some hypersurfaces in twisted cotangent bundles. RFH
of Brieskorn manifolds has been studied in [11], and used to study fillable contact
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structures on closed manifolds. Moreover, RFH has been linked to the existence of
leaf-wise intersection points [3], via a particular perturbation of the Rabinowitz action
functional, and to questions of orderability and non-squeezing in symplectic geometry
[4].
In this paper we lay the foundations for the extension of Rabinowitz Floer Homol-
ogy to certain families of non-compact hypersurfaces in convex symplectic manifolds.
More precisely, we study and prove compactness results for the moduli spaces of the
Floer trajectories which are involved in the definition of the differential for the ho-
mology complex. We plan to address in a follow-up paper the question of which
conditions guarantee that the homology groups are well-defined. Ultimately, our hope
is that we will be able to compute the Rabinowitz Floer homology for some exam-
ples of non-compact hypersurfaces and that this will eventually lead to a proof of the
Weinstein conjecture for these examples.
Let us now take a closer look at the construction of Rabinowitz Floer Homology.
Consider an exact symplectic manifold (M,ω = dλ) and a hypersurface Σ ⊆ M ,
which is exact, that is, λ|Σ is a contact form on Σ. If we additionally require (M,ω)
to be convex at infinity and Σ to be compact and bounding, i.e. M \ Σ consists of
two connected components, a pre-compact and a non-compact one, then Σ is called
an exact convex hypersurface in the exact convex symplectic manifold (M,ω). To
construct Rabinowitz Floer homology, one starts by choosing a Hamiltonian H ∈
C∞(M) defining Σ as a regular level set, say Σ = H−1(0) and dH|Σ 6= 0. To such a
Hamiltonian H one can associate the functional
AH : C∞(S1,M)× R→ R,
AH(v, η) =
∫
S1
λ(∂tv)− η
∫
S1
H(v),
where λ is a primitive of ω. Note that AH does not depend on the choice of λ. The
above functional was first defined by Rabinowitz in [16] and it is therefore called the
Rabinowitz action functional. The periodic orbits of the Hamiltonian vector field XH
induced by H on Σ are the critical points of the Rabinowitz action functional. The
parameter η in the functional can be regarded as the period of the loop. Indeed, there
is a correspondence between elements of C∞(S1,M)× R \ {0} and loops of period
η 6= 0 given by:
(v(t), η) η 6= 0 ←→ v
( t
η
)
=: v˜(t) ∈ C∞(R/ηZ ,M).
Besides being the period of the loop, the parameter η has another function: it acts as
a Lagrange multiplier, picking out only the periodic orbits of the Hamiltonian vector
field which lie on Σ. Indeed, if we calculate the derivative of AH with respect to a
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variation (ξ, σ) ∈ T(v,η)(C∞(S1,M)× R) = C∞(S1, v∗TM)× R we obtain:
dAH(v,η)(ξ, σ) =
∫
ω(ξ, ∂tv − ηXH)− σ
∫
H(v),
where XH denotes the Hamiltonian vector field on (M,ω) induced by H .
Notice that every point of M can be viewed as a constant loop. This yields an
embedding of the manifold of constant loops M × {0} into the domain of the action
functional:
M × {0} ↪→ C∞(S1,M)× R.
The critical set ofAH consists of the constant loops in Σ×{0} and the periodic orbits
of the Hamiltonian flow on the hypersurface Σ:
dAH(v,η) = 0 ⇐⇒
{
∂tv = ηX
H(v)
v(t) ∈ Σ ∀ t ∈ S1
The generators of the chain complex of Rabinowitz Floer homology are in the
critical set of AH . Notice that the critical points of AH are never isolated since
Σ× {0} ⊆ Crit(AH), hence the functional is never Morse. In order to construct the
homology we will require the Rabinowitz action functional to be Morse-Bott gener-
ically, i.e., always after a small perturbation of the Hamiltonian. In the case of a
compact hypersurface Σ this property is satisfied, as shown in Appendix B of [7]. On
the other hand, if Σ is non-compact, ensuring the Morse-Bott property of AH poses a
much more difficult challenge.
In order to define the boundary operator, one first has to endow C∞(S1,M) with
the L2-Riemannian structure induced by an ω-compatible 2-parameter family of al-
most complex structures {Jt(·, η)}(t,η)∈S1×R on M .3 Then we can calculate the gra-
dient of the Rabinowitz action functional with respect to that metric:
∇JAH(v, η) =
(
−Jt(v(t), η)(∂tv − ηXH(v))
− ∫ H(v)
)
,
and analyze the corresponding gradient flow lines of AH . By gradient flow lines of
AH or Floer trajectories, we mean maps u(s, t) = (v(s, t), η(s))) from the cylin-
der R × S1, endowed with coordinates (s, t), to M × R, which are solutions to the
Rabinowitz-Floer equations{
∂sv + Jt(v(t), η)(∂tv − ηXH(v)) = 0,
∂sη +
∫
H(v) = 0
3Actually, in [7] Cieliebak and Frauenfelder work with only t-dependent families of almost complex
structures and the dependence on η was introduced later by Abbondandolo and Merry in [1] to prove
transversality explicitly.
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The boundary operator is defined by counting the solutions of Rabinowitz-Floer
equations between distinct critical points of AH . As we stated before, the critical
points of AH are never isolated, but if we require the action functional to be Morse-
Bott, we can choose an auxiliary Morse function f on Crit(AH) and consider so
called flow lines with cascades, which consists of Floer and Morse trajectories. The
generators of the chain complex for Rabinowitz Floer homology are the critical points
of f with grading given by the sum of the Conley-Zehnder index and the signature in-
dex, whereas the boundary operator is defined by counting the flow lines with cascades
between critical points of index difference 1. However, to ensure that the boundary
operator ∂ is well defined and ∂2 = 0, one first has to prove that the moduli spaces of
Floer trajectories are compact. In the case of a compact hypersurface Σ, L∞ bounds
for Floer trajectories corresponding to Hamiltonians which are constant outside a com-
pact set have been established in [7], whereas a proof of boundedness of Floer trajec-
tories corresponding to Hamiltonians which are radial outside a compact set can be
found in [2]. The main challenge in the compact case is to prove boundedness of the
Lagrange multiplier η. However, in the case of a non-compact hypersurface Σ, prov-
ing L∞ bounds on the loop v is harder: because of the non-compactness of Σ, in fact,
one cannot apply standard Floer theoretic arguments.
The main result of this paper is presented in Theorem 1, where we establish L∞
bounds for Floer trajectories corresponding to a class of Hamiltonians with non-
compact regular level sets: notice that this bounds represent one of the most crucial
steps towards defining Rabinowitz Floer homology for non-compact hypersurfaces.
Because of the additional challenges posed by considering non-compact hypersur-
faces, in this paper we restrict ourselves to hypersurfaces in the standard symplectic
manifold (R2n, ω0) and require the Hamiltonians to satisfy suitable analytic condi-
tions, which are introduced in section 2.2.
The novel approach introduced here is the method to bound the Floer trajectories
along the non-compact hypersurface Σ. In Section 5, we analyze the behavior of Floer
trajectories in the neighborhood of the non-compact component of the critical set of
the Rabinowitz action functional, Σ × {0} ⊆ Crit(AH). Due to the Morse-Bott
property of the action functional the Floer trajectories near Σ × {0} are transverse
to the hypersurface. In other words, in the neighborhood of Σ × {0} the tangential
component of the Floer trajectories can be bounded by the energy growth and as a
result the Floer trajectories cannot escape along Σ× {0}.
In order to achieve the L∞ bounds for the Floer trajectories we apply the Aleksan-
drov principle: this principle has already been applied in the study of Rabinowitz Floer
Homology, for example in [2], but the original contribution of our work is that we use
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it in a non standard setting, where the level sets of the coercive, plurisubharmonic
function intersect the level sets of our Hamiltonian.
Finally, in this paper we also introduce a very special, but also natural class of
Hamiltonians, which we call tentacular Hamiltonians: these satisfy the assumptions
necessary to obtain the appropriate bounds on the moduli spaces of Floer trajectories.
In fact, the conditions in the definition are even more restrictive and we claim that for
this class one can actually define Rabinowitz Floer homology in such a way that it
is invariant under sufficiently small compactly supported perturbations. The proof of
this will be the content of a second paper.
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2. THE SETTING
2.1. Moduli spaces of Floer trajectories. Recall that in the introduction we already
encountered Floer trajectories: they are the solutions of the gradient-like Rabinowitz-
Floer equations. To define them precisely, we first have to equip the loop space with a
metric, which comes a family of ω-compatible, almost complex structures.
Let J = {Jt(·, η)}(t,η)∈S1×R be a smooth 2-parameter family of ω-compatible,
almost complex structures. For compactness reasons we additionally require
sup
(t,η)∈S1×R
‖Jt(·, η)‖Cl < +∞, ∀ l ∈ N.
The set of such 2-parameter families of ω-compatible almost complex structures we
denote by J (M,ω). The subset of J (M,ω) consisting of 2-parameter families of
ω-compatible, almost complex structures fixed outside an open set V ⊆ M × R we
denote by
J (M,ω,V) (2.1)
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The notion of Floer trajectories is basic in defining the boundary operator in the
Rabinowitz Floer homology. However, to prove that the homology does not depend
on the choice of the almost complex structure used in defining Floer trajectories, one
has to introduce a notion of Floer trajectory for a homotopy of Hamiltonians and
almost complex structures. Let {Hs}s∈R be a smooth homotopy of Hamiltonians and
{Js}s∈R be a homotopy of almost complex structures, such that for all s ∈ R, Js ∈
J (M,ω) and the homotopy is constant outside the interval [0, 1], namely
(Hs, Js) =
{
(H0, J0) s ≤ 0
(H1, J1) s ≥ 1
(2.2)
Let us denote Γ = {(Hs, Js)}s∈R the associated homotopy and abbreviate
‖∂sHs‖∞ := max
x∈M,
s∈[0,1]
‖∂sHs(x)‖.
The moduli spaces corresponding to 1-parameter families of Hamiltonians and almost
complex structures are defined as follows:
Definition 2.1. Let (M,ω) be a symplectic manifold and let Γ = {(Hs, Js)}s∈R
be a homotopy of Hamiltonians and almost complex structures as in (2.2). A Floer
trajectory is a solution u ∈ C∞(R×S1,M×R), u(s) = (v(s), η(s)) to the equation
∂su = ∇JsAHs(u) =
(
−Js,t(v, η)(∂tv −XHs(v))
− ∫
S1
Hs(v)dt
)
. (2.3)
For a pair (Λ0,Λ1) of connected components Λi ⊆ Crit(AHi) the set of all Floer
trajectories converging in the limits to Λ0 and Λ1
lim
s→−∞u(s) ∈ Λ0 lims→∞u(s) ∈ Λ1
is called a moduli space of homotopy Γ and denoted byM Γ(Λ0,Λ1).
Our aim is to prove bounds in more generality on the moduli spaces of Floer tra-
jectories corresponding to 1-parameter families of Hamiltonians and almost complex
structures. However, since in the parametric case the action along the Floer trajecto-
ries may not be monotonically increasing, we need to introduce the Novikov finiteness
condition, which ensures that we have a bound on how much the action can decrease
along a Floer trajectory.
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Definition 2.2. Let Γ = {(Hs, Js)}s∈R be a smooth homotopy of Hamiltonians and
almost complex structures constant outside [0, 1]. For a pair a, b ∈ R denote
A(Γ, a, b) := inf

∃ Λi ⊆ Crit(AHi) i = 0, 1,
A ∈ [(−∞, b] AH(Λ0) ≥ a, AH1(Λ1) = A,
M Γ(Λ0,Λ1) 6= ∅
 , (2.4)
B(Γ, a, b) := sup

∃ Λi ⊆ Crit(AHi) i = 0, 1,
B ∈ [a,+∞) AH(Λ0) = B, AH1(Λ1) ≤ b,
M Γ(Λ0,Λ1) 6= ∅
 (2.5)
We say that the homotopy Γ satisfies the Novikov finiteness condition if for each
pair (a, b) ∈ CritV al(AH0) × CritV al(AH1) the corresponding A(Γ, a, b) and
B(Γ, a, b) are finite (whenever defined).
2.2. Conditions on the Hamiltonians. Given that we do not assume compactness of
the energy levels, we will need to introduce additional conditions on the Hamiltonians
we consider. Moreover, we will restrict ourselves in this paper to the standard sym-
plectic manifold (R2n, ω0) with the canonical symplectic form. We will be interested
in smooth Hamiltonian functions H on (R2n, ω0) satisfying the following properties:
H1: There exists a global Liouville vector field X† and constants c1, c2 > 0,
c3 ≥ 0 such that for all x ∈ R2n the following holds true
‖X†x‖ ≤ c1(‖x‖+ 1),
dHx(X
†) ≥ c2‖x‖2 − c3.
H2: The function H grows at most quadratically at infinity, that is there exists a con-
stant L ≥ 0 such that
sup
x∈R2n
‖D3Hx‖ · ‖x‖ ≤ L < +∞.
H3: There exist constants c4, c5, ν > 0 and a Liouville vector field X‡ defined on
H−1((−ν, ν)), such that
‖X‡(x)‖ ≤ c4(‖x‖2 + 1) ∀ x ∈ H−1((−ν, ν)),
inf
H−1((−ν,ν))
dH(X‡) ≥ c5 > 0.
We will call such Hamiltonians admissible.
Let us analyze the consequences of the properties of admissible Hamiltonians. First
note that Property (H1) implies linear growth of the gradient of H
‖∇H(x)‖ ≥ c2
c1
(‖x‖ − h′1) ∀ x ∈ R2n (2.6)
where h′1 = 1 +
|c2 − c3|
c2
.
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In a similar way Property (H2) induces quadratic behavior of the Hamiltonian for all
x ∈ R2n we have
‖HessxH‖ ≤M, ‖∇H(x)‖ ≤ h1+M‖x‖, |H(x)| ≤ H+h1‖x‖+1
2
M‖x‖2,
where M := ‖Hess0H‖+ L, H := |H(0)|, h1 := ‖∇H(0)‖.
At last, observe that Property (H3) ensures that 0 is a regular value of H and
H−1(0) is of contact type.
The following property will be very important for us: given an admissible Hamil-
tonian H and a compact set K ⊂ R2n we can find an open neighborhood of H in the
affine space H+C∞0 (K) consisting of admissible Hamiltonians, which satisfy all the
properties of Definition 2.2 with one set of parameters chosen uniformly for the whole
neighborhood.
Lemma 2.1. Let H : R2n → R be an admissible Hamiltonian. Then for any compact
set K ⊆ R2n, K 6= ∅, there exists an open subset O(H) ⊆ C∞0 (K), such that all the
Hamiltonians from the set
H+ O(H) := {H+ h | h ∈ O(H)}
are admissible and the set of parameter can be chosen uniformly for the whole set
H+ O(H).
Proof. Let c1, c2, c3, c4, c5, ν be the constants and X†, X‡ be the Liouville vector
fields associated to H through Properties (H1), (H2) and (H3). Let h ∈ C∞0 (K). Then
from Property (H1) of H one has
d(H+ h)x(X
†
0) = d(H)x(X
†) + dhx(X†),
≥ c2‖x‖2 − c3 − ‖h‖C1(K) sup
x∈K
‖X†‖,
≥ c2‖x‖2 − c3 − ‖h‖C1(K)c1(sup
x∈K
‖x‖+ 1)
On the other hand, from Property (H2) of H one obtains
sup
x∈R2n
‖D3(H+ h)‖ ‖x‖ ≤ ‖h‖C3(K) sup
x∈K
‖x‖+ sup
x∈R2n
‖D3(H)‖ ‖x‖.
Now let us analyze Property (H3). Let c40, c
5
0, ν be the constants and X
‡
0 is the
Liouville vector field associated to H by Property (H3).
Observe that for every x ∈ R2n and h ∈ C∞0 (K) one has
|H(x)| ≤ |(H+ h)(x)|+ |h(x)|
≤ |(H+ h)(x)|+ ‖h‖C(K).
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That means that whenever ‖h‖C(K) < 12ν, then we have the following inclusion
(H+ h)−1
(
− 1
2
ν,
1
2
ν
)
⊆ H−1(−ν, ν).
By property (H3) we have that for x ∈ (H+ h)−1(− 12ν, 12ν) we have
d(H+ h)x(X
‡
0) ≥ d(H)x(X‡0) + dhx(X‡0)
≥ d(H)x(X‡0) + dhx(X‡0)
≥ inf
H−1((−ν,ν))
d(H)x(X‡)− ‖h‖C1(K) sup
K∩H−1(−ν,ν)
‖X‡0‖
= c5 − c4‖h‖C1(K)(sup
K
‖x‖2 + 1).
Now if we denote
θ :=
1
2
min
{
ν,
c5
c4(supK ‖x‖2 + 1)
}
, (2.7)
and
O(H) := {h ∈ C∞0 | ‖h‖C3(K) < θ}
then for all h ∈ O(H), we will have
d(H+ h)x(X†) ≥ c2‖x‖2 − c3 − θ sup
x∈K
‖X†‖ ∀x ∈ R2n,
sup
x∈R2n
‖D3(H+ h)‖ ‖x‖ ≤ θ sup
x∈K
‖x‖+ sup
x∈R2n
‖D3(H)‖ ‖x‖,
and for all x ∈ (H+ h)−1(− 12ν, 12ν) we have
d(H+ h)x(X‡) ≥ c5 − c4‖h‖C1(K)(sup
K
‖x‖2 + 1) ≥ 1
2
c5 > 0.
In particular, we can choose the parameters uniformly for the whole family. In other
words, the set H+O(H) consists of admissible Hamiltonians and the properties (H1),
(H2), and (H3) are satisfied with parameters, which depend only on H and K. More-
over, for all H ∈ H+ O(H) we have uniform quadratic behavior: that is, ∀ x ∈ R2n,
‖HessxH‖ ≤M, (2.8)
‖∇H(x)‖ ≤ h1 +M‖x‖, (2.9)
|H(x)| ≤ h0 + h1‖x‖+ 1
2
M‖x‖2, (2.10)
where M := θ + ‖Hess0H‖+ L, h0 := θ + |H(0)|, h1 := θ + ‖∇H(0)‖.

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In order to formulate the main theorem of this paper, we will need to introduce one
more assumption. In particular, we can formulate this assumption in a more general
setting, of any exact, symplectic manifold (M,ω), not necessarily (R2n, ω0). Let
H be a Hamiltonian on an exact, symplectic manifold (M,ω), having 0 as a regular
value. We say that H satisfies
PO: if for any fixed action window all the non-degenerate periodic orbits are con-
tained in a compact subset of M . In other words, for any n ∈ N there exists a
compact subset Kn ⊆M , such that whenever
(v, η) ∈ Crit(AH) and 0 < |AH(v, η)| ≤ n,
then v(S1) ⊆ Kn.
Note that, this is a very natural assumption, which assures that all the Floer trajectories
from an action window, start or end in a compact set. In fact, as we will show in the
next subsection, (PO) along with (H1), (H2) and (H3) are sufficient to assure uniform
bounds on the moduli space of Floer trajectories. However, property (PO) does not
persist under compact perturbations. Therefore, to assure openness of our properties,
we will introduce an additional, even more restrictive condition, under which we claim
one can actually define Rabinowitz Floer homology in such a way that it is invariant
under sufficiently small compactly supported perturbations.
Let H be a Hamiltonian on an exact, symplectic manifold (M,ω), having 0 as a
regular value. We say that property
PO is uniformly continuous at H: if there exists an an open neighborhoodB(H) of
0 in C∞c (M) and an exhaustion {Kn}n∈N of M by compact sets Kn, such
that for every n ∈ N and every h ∈ B(Kn) = B(H) ∩ C∞0 (Kn), whenever
(v, η) ∈ Crit(AH+h) and 0 < |AH+h(v, η)| ≤ n
then v(S1) ⊆ Kn. In other words, all the nondegenerate periodic orbits of
the perturbed Hamiltonian within the action window [−n, n], are contained in
Kn.
We will call a HamiltonianH on (R2n, ω0) a tentacular Hamiltonian, wheneverH is
admissible and (PO) is uniformly continuous at H . Since by Lemma 2.1 the set of ad-
missible Hamiltonians is open under compactly supported perturbations and uniform
continuity of (PO) is by definition an open property, the set of tentacular Hamiltonians
is also open under compactly supported perturbations. This way for tentacular Hamil-
tonians we will not only be able to bound the Floer trajectories, but also to define the
Rabinowitz Floer homology, which will be the subject of our followup paper.
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2.3. Main theorem and outline of the proof. We can finally formulate the main the-
orem of this paper, namely the existence of uniform bounds on the moduli space of
Floer trajectories. Since in future work we would also like to ensure that these bounds
lead to the definition of a homology theory that is invariant under small perturbations,
we will aim at proving them in more generality, namely for a homotopy of Hamiltoni-
ans and almost complex structures.
We have proved in the previous section that for a fixed, admissible Hamiltonian
H0 : R2n → R and a compact set K ⊆ R2n, K 6= ∅ by Lemma 2.1 there exists
and open neighborhood O(H0) of 0 in C∞0 (K), such that all the Hamiltonians from
H0 + O(H0) are also admissible and the set of parameters can be chosen uniformly
for the whole family H0 + O(H0). As a result, the constants c˜ and ε0 calculated in
Lemma 3.1 can also be chosen uniformly for the whole family H0 + O(H0).
To formulate Theorem 1 we will introduce the following notation: for every com-
pact subset N ⊆ H−1(0), denote
C (AH , N) := {(v, η) ∈ Crit(AH) | |AH(v, η)| > 0 or (v, η) ∈ N × {0}}. (2.11)
Moreover, recall Definition 2.1 of a moduli space of Floer trajectories for a homotopy
of Hamiltonians and almost complex structures Γ = {Hs, Js}s∈R, which satisfies
(2.2) and the notation for the set of 2-parameter families of ω-compatible, almost
complex structures fixed outside an open set as defined in (2.1). Now we are ready to
present the main theorem of this paper:
Theorem 1. Fix an admissible Hamiltonian H : R2n → R; a compact set K ⊆
R2n, K 6= ∅; an open, precompact subset V ⊆ R2n and a constant ŋ> 0. Let
O(H) ⊆ C∞0 (K) be the open set associated to H and K as in Lemma 2.1 and let
Γ = {Hs, Js}s∈R be a smooth homotopy of Hamiltonians and ω-compatible almost
complex structures, constant outside of [0, 1] (i.e. Γ satisfies (2.2)) and such that for
all s ∈ R
Hs ∈ H+ O(H)
Js = {Jt,s(·, η)}S1×R ∈J
(
R2n, ω0,V ×
(
(−∞,ŋ) ∪ (ŋ,∞))).
Assume H0 satisfies Property (PO). There exist constants c˜ <∞ and ε0 > 0 depend-
ing only on H and K, such that if the homotopy Γ satisfies
(
c˜+
‖J‖ 32∞
ε0
)
‖∂sHs‖∞ < 1
8
, (2.12)
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and we fix a, b ∈ R and a compact subset N ⊆ H−10 (0), then for each pair (Λ0,Λ1)
of connected components
Λ0 ⊆ C (AH0 , N) ∩ (AH0)−1([a,∞)) (2.13)
Λ1 ⊆ Crit(AH1) ∩ (AH1)−1((−∞, b]) (2.14)
the associated moduli space M Γ(Λ0,Λ1) ⊆ C∞(R × S1,R2n × R) is contained in
a compact set in R2n+1.
Note that if we take Γ to be a constant homotopy, i.e (Hs, Js) = (H,J) for all
s ∈ R, where H is admissible, whereas J ∈J
(
R2n, ω0,V ×
(
(−∞, ŋ)∪ (ŋ,∞))),
then condition (2.12) is automatically satisfied and the assertions of the theorem hold
true.
Secondly, you can observe that Theorem 1 is formulated in a very general way, for
homotopies of Hamiltonians and almost complex structures contained in the sets H+
O(H) andJ (R2n, ω0,V × ((−∞,ŋ)∪ (ŋ,∞))) respectively. Moreover, throughout
the proof we have explicitly calculated all the parameters, in particular the bounding
constants. This may seem at first superfluous, but it was in fact done on purpose,
in order to trace the dependence of the bounding constants on the parameters of the
homotopy. If we now look more closely at the established parameters, we can see
that the bounds do not depend on the choice of the homotopy, but only on the set
H+O(H) and on the limit of norms of the almost complex structures ‖J‖∞ as in (3.2).
This way we can establish uniform bounds for continuous families of homotopies, so
called homotopies of homotopies, which are necessary to prove the invariance of the
Rabinowitz Floer homology of perturbations in H and of the choice of the almost
complex structure. For a reader familiar with the Floer techniques this generality may
seem unnecessary, since in the classical, compact setting one can deduce uniform
bounds on a homotopy of homotopies using the isolating neighborhood theorem as
presented in Theorem 3, [12]. However, this technique cannot be applied directly in
our setting, where the Rabinowitz action functional is Morse-Bott and its critical set
has a non-compact component. This is due to the fact that an isolating neighborhood
in the sense of Definition 1b.1 of [12] does not exist for Floer trajectories crossing the
non-compact component of the critical set of the Rabinowitz action functional along
hypersurface Σ × {0}. Unable to cite and apply the isolating neighborhood theorem
as in [12], we had to establish all the uniform bounds explicitly.
The general outline of the proof Theorem 1 is as follows: the first step is to prove
global bounds on the action, energy and η parameter for the whole moduli space,
which is explained in Section 3. This section also includes a proof that our system
satisfies the Novikov finiteness condition.
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The second step is to localize the Floer trajectory. In Section 4 we introduce the
set of infinitesimal action derivation and divide it into two parts - a compact set and
a tubular neighbourhood of the hypersurface Σ × {0}. In Section 5 we show how to
obtain bounds on the L2 × R norm in the tubular neighbourhood of the hypersurface,
using the Morse-Bott property of the action functional. This way we are able to divide
the loop space into three sets, on each one bounding the L2 × R norm of a Floer
trajectory differently.
Afterwards, we will analyze how the the Floer trajectory oscillates between those
three sets and establish global L2 × R bounds on the moduli spaces: this is explained
in Section 6.
Finally, in Section 7, we will establish the L∞ × R bounds, using Aleksandrov’s
maximum principle.
3. BOUNDS ON THE ACTION
In this section we establish uniform bounds on action, energy and η parameter
along perturbed Floer trajectories corresponding to admissible Hamiltonians and we
prove that the Novikov finiteness condition holds for homotopies as in the statement
of Theorem 1.
We first prove that if we fix a pair of connected components Λ0,Λ1 as in (2.13) and
(2.14) then the corresponding moduli space M Γ(Λ0,Λ1) admits a global bound on
the action, energy and η parameter. In the case of a constant family of Hamiltonians
Hs = H the action and the energy of u ∈M Γ(Λ0,Λ1) are trivially bounded namely
d
ds
(AH ◦ u)(s) = ‖∂su(s)‖2 ≥ 0,
and therefore we have the relation
a ≤ AH(u(s)) ≤ b,
and
∫ ∞
−∞
‖∇AH(u(s))‖2 =
∫ ∞
−∞
‖∂su(s)‖2ds ≤ b− a.
However, in the case of a non-constant family {Hs}s∈R
d
ds
(AHs ◦ u)(s) = ‖∂su(s)‖2 + η(s)
∫ 1
0
∂sHs(v(s, t))dt,
which makes it more difficult to prove the bounds on the energy and the action. Nev-
ertheless, we have obtained the bounds by following the approach presented in [7], i.e.
by first proving in Lemma 3.1 that all Hamiltonians in H0 +O(H0) satisfy a linearity
condition between the action and the η parameter
|η| ≤ c˜(|AH(v, η)|+ 1),
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and then in Proposition 3.3 obtaining the bounds on the action, energy and also η pa-
rameter uniform for the wholeM Γ(Λ0,Λ1) provided the homotopy Γ = {(Hs, Js)}s∈R
satisfies inequality (2.12).
We start by proving some inequalities which hold for admissible Hamiltonians. The
following observation will be important in the proof of the lemmas and the proposition
below. Let Y be a Liouville vector field Y , then the Rabinowitz action functional
satisfies:
AH(v, η)−A′H(v,η)(Y, η) =
∫
λ(∂tv)− η
∫
H(v)−
(∫
ω0(Y, ∂tv − ηXH)− η
∫
H(v)
)
=
∫
λ(∂tv)−
∫
λ(∂tv − ηXH)
= η
∫
λ(XH)
= η
∫
ω0(Y,X
H)
= η
∫
dH(Y ). (3.1)
In this section we fix an admissible HamiltonianH and a compact setK ⊆ R2n, K 6=
∅. We denote by O(H) ⊆ C∞0 (K) the open set given by Lemma 2.1.
Lemma 3.1. There exists ε0 > 0 and c˜ > 0, depending only on H and K, such that
for every H ∈ H+ O(H) whenever (v, η) ∈ C∞(S1,R2n)× R satisfies
‖∇AH(v, η)‖L2(S1×R) < ε0,
then
|η| ≤ c˜(|AH(v, η)|+ 1).
Proof. We will show that the assertion holds true for
ε0 := min
{c5
2
,
ν
2
min
{
1,
1
Mv0 + h1
}}
and c˜ := max
{ 2
c5
, c4(v20 + 1)
}
,
where the constants are associated to H + O(H) trough Lemma 2.1 and v0 depends
only on these constants.
Step 1:
Applying (3.1) to the Liouville vector field X† associated to H by Property (H1) we
obtain
|AH(v, η)|+ ‖∇AH(v, η)‖(c1(‖v‖L2 + 1) + |η|) ≥ |η|(c2‖v‖2L2 − c3).
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Therefore whenever ‖∇AH(v, η)‖ < ε0 ≤ c52 this implies
|AH(v, η)|+ c5
2
(c1(‖v‖L2 + 1) + |η|) ≥ |η|(c2‖v‖2L2 − c3),
and thus with ‖v‖L2 large enough, that is
‖v‖L2 >
√
2c3 + c5
2c2
,
the following inequality holds
|AH(v, η)|+ c1c52 (‖v‖L2 + 1)
c2‖v‖2L2 − c3 − c52
≥ |η|.
In particular, there exists large enough v0 > 0 depending only on H+O(H), such that
for all v ≥ v0
1
c2v2 − c3 − c52
≤ 2
c5
and
c1c5(v + 1)
2c2v2 − 2c3 − c5 ≤ c4.
This leads to the conclusion that whenever
‖∇AH(v, η)‖ < c5
2
and ‖v‖L2 ≥ v0,
then
|η| ≤ 2
c5
|AH(v, η)|+ c4.
Step 2:
Let us now take (v, η) ∈ C∞(S1,R2n)× R, such that
‖∇AH(v, η)‖ < ε0, and ‖v‖L2 ≤ v0,
The fact that
ε0 <
ν
2
min
{
1,
1
Mv0 + h1
}
,
by Lemma 3.2 implies that
v(t) ∈ H−1(−ν, ν) ∀ t ∈ [0, 1].
Therefore, we can assume that the Liouville vector field X‡ of the Hamiltonian H is
defined along the whole loop v. Applying (3.1) to X‡ and using Property (H3) we get
the following relation
|AH(v, η)|+ ‖∇AH(v, η)‖(c4(‖v‖2L2 + 1) + |η|) ≥ c5|η|,
|AH(v, η)|+ ε0c4(v20 + 1) ≥ (c5 − ε0)|η|.
Since by assumption ε0 < c52 , we obtain the claimed relation namely
|η| ≤ 2
c5
|AH(v, η)|+ c4(v20 + 1).

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Lemma 3.2. For every µ > 0, there exists ε > 0, such that for every Hamiltonian
H ∈ H+ O(H) if (v, η) ∈ C∞(S1,R2n)× R satisfies
‖∇AH(v, η)‖ < ε
then there exists t0 ∈ [0, 1] such that v(t0) ∈ H−1(−µ2 , µ2 )). Moreover, if we assume
‖v‖L2 ≤ v then taking a possibly smaller ε depending only on µ, v,H and K, we get
that
v(t) ∈ H−1(−µ, µ)) ∀ t ∈ [0, 1].
Proof. Assume that v ∈ C∞(S1,R2n) has the property that |H(v(t))| ≥ µ2 for all
t ∈ [0, 1]. Then
‖∇AH(v, η)‖ ≥
∣∣∣ ∫ 1
0
H(v(t))dt
∣∣∣ ≥ µ
2
.
In particular, if we take |∇AH(v, η)‖ < ε ≤ µ2 we get a contradiction, unless there
exists a t0 ∈ [0, 1] such that
v(t0) ∈ H−1(−µ2 , µ2 ).
Let us now prove the second part of the lemma. If ‖v‖L2 ≤ v, then by (2.9) we
have that the gradient of H is uniformly bounded
‖∇H(v)‖L2 ≤ h1 +M‖v‖L2 ≤ h1 +Mv.
Therefore, for every t ∈ [0, 1]
(h1 +Mv) ‖∇AH(v, η)‖ ≥ ‖∇H(v)‖L2‖∂tv − ηXH(v)‖L2
≥
∫ 1
0
‖∇H(v(τ))‖ ‖∂tv(τ)− ηXH(v(τ))‖dτ
≥
∫ t
t0
‖∇H(v(τ))‖ ‖∂tv(τ)− ηXH(v(τ))‖dτ
≥
∫ t
t0
|〈∇H(v(τ)), ∂tv(τ)− ηXH(v(τ))〉|dτ
=
∫ t
t0
|dH(∂tv(τ))|dτ
≥
∣∣∣ ∫ t
t0
dH(∂tv(τ))dτ
∣∣∣
= |H(v(t))−H(v(t0))|
≥ ∣∣|H(v(t))| − |H(v(t0))|∣∣.
So now if we take
ε ≤ µ
2
min
{
1,
1
Mv + h1
}
,
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then for (v, η) ∈ C∞(S1,R2n)× R, such that ‖∇AH(v, η)‖ < ε and ‖v‖L2 ≤ v we
will have that
µ
2
≥ ε(Mv + h1) >
∣∣|H(v(t))| − |H(v(t0))|∣∣,
and v(t0) ∈ H−1(−µ2 , µ2 ),
so in fact
v(t) ∈ H−1(−µ, µ) ∀ t ∈ [0, 1].

Proposition 3.3. Let Γ = {Hs, Js}s∈R be a smooth homotopy of Hamiltonians and
almost complex structures, constant outside [0, 1], such that Γ satisfies inequality
(2.12) and
∀ s ∈ R (Hs, Js) ∈ (H+ O(H))×J (R2n, ω0).
Let u ∈ C∞(R, C∞(S1,R2n) × R) be a Floer trajectory of the corresponding
time-dependent action functionals AHs , such that
lim
s→−∞A
Hs(u(s)) ≥ a and lim
s→∞A
Hs(u(s)) ≤ b.
Then ‖η‖L∞ , ‖AHs(u(s))‖L∞ and ‖∇JsAHs(u)‖L2 are uniformly bounded by con-
stants which depend only on a, b the set of Hamiltonians H+ O(H) and continuously
on ‖J‖∞ = maxs∈[0,1] ‖Js‖∞.
Proof. Before we start proving observe that Js ∈J (R2n, ω0) is a continuous family
with respect to s, constant outside of [0, 1] as a consequence we have a limit on
‖J‖∞ = max
s∈[0,1]
‖Js‖∞ < +∞. (3.2)
Since J2s = −Id, we have ‖J‖∞ ≥ 1. Moreover, for every s ∈ R
1
‖J‖∞ ‖ · ‖
2
L2×R ≤ ‖ · ‖2gJs ≤ ‖J‖∞‖ · ‖2L2×R
Analogically, for every s ∈ R we have
1
‖J‖∞ ‖∇A
Hs(u(s))‖L2×R ≤ ‖∇JsAHs(u(s))‖L2×R ≤ ‖J‖∞‖‖∇AHs(u(s))‖L2×R.
Therefore
1
‖J‖3∞
‖∇AHs(u)‖2L2 ≤
1
‖J‖∞ ‖∇
JsAHs(u)‖2L2
≤
∫ ∞
−∞
‖∇JsAHs(u(s))‖2gJsds
≤ ‖J‖∞‖∇JsAHs(u)‖2L2 ≤ ‖J‖3∞‖∇AHs(u)‖2L2 (3.3)
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Since u ∈ C∞(R, C∞(S1,R2n) × R) is a Floer trajectory one can calculate the
derivative of the action functional over u:
d
ds
AHs(u(s)) = ‖∇JsAHs(u(s))‖2gJs + (∂sAHs)(u(s))
= ‖∇JsAHs(u(s))‖2gJs + η(s)
∫ 1
0
∂sHs(v(s, t))dt
Using the assumptions on the action of the endpoints one obtains
AHs0 (u(s0)) = lim
s→−∞A
H0(u(s)) +
∫ s0
−∞
d
ds
AHs(u(s))ds
≥ a+
∫ s0
−∞
‖∇JsAHs(u(s))‖2gJsds+
∫ s0
0
η(s)
∫ 1
0
∂sHs(v(s, t))dtds,
≥ a− ‖η‖∞‖∂sHs‖∞.
Analogically, one obtains
AHs0 (u(s0)) ≤ b−
∫ ∞
s0
‖∇JsAHs(u(s))‖2gJsds−
∫ 1
s0
η(s)
∫ 1
0
∂sHs(v(s, t))dtds
≤ b+ ‖η‖∞‖∂sHs‖∞,
which together leads to
‖AHs(u)‖L∞ ≤ max{|a|, |b|}+ ‖η‖∞‖∂sHs‖∞. (3.4)
Likewise, we can bound
b− a ≥
∫ ∞
−∞
d
ds
AHs(u(s))ds
=
∫ ∞
−∞
‖∇JsAHs(u(s))‖2gJsds+
∫ 1
0
η(s)
∫ 1
0
∂sHs(v(s, t))dtds.
Now combining the above with (3.3), we obtain the bounds on energy
‖∂su‖2L2 = ‖∇JsAHs(u)‖2L2 ≤ ‖J‖∞
∫ ∞
−∞
‖∇JsAHs(u(s))‖2gJsds
≤ ‖J‖∞(b− a+ ‖η‖∞‖∂sHs‖∞) (3.5)
In particular by (3.3) the convergence of the integral ‖∇AHs(u)‖L2 ≤ ‖J‖∞‖∇JsAHs(u)‖L2
implies that if we fix ε0 > 0 as in Lemma 3.1, then for small enough s
‖∇AHs(u(s))‖L2 < ε0.
This assures that for all s ∈ R the following value τ0(s) is well defined and finite
τ0(s) := inf{τ ≤ s | ‖∇AHτ (u(τ))‖ < ε0}.
For τ ∈ [τ0(s), s] we have
‖∇AHτ (u(τ))‖ ≥ ε0.
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therefore by (3.5) and (3.3)
|s− τ0(s)|ε20 ≤
∫ τ0(s)
s
‖∇AHτ (u(τ))‖2dτ
≤ ‖∇AHs(u)‖2L2
≤ ‖J‖3∞(b− a+ ‖η‖∞‖∂sHs‖∞),
|s− τ0(s)| ≤ ‖J‖
3
∞
ε20
(b− a+ ‖η‖∞‖∂sHs‖∞).
Now using the above bounds we can calculate
|η(s)− η(τ0(s))| ≤
∫ s
τ0(s)
|∂sη(τ)|dτ
≤
√
|s− τ0(s)|
√∫ s
τ0(s)
|∂sη(τ)|2dτ
≤
√
|s− τ0(s)|
√∫ s
τ0(s)
‖∇JτAHτ (u(τ))‖2gJsdτ
≤ ‖J‖
3
2∞
ε0
(b− a+ ‖η‖∞‖∂sHs‖∞). (3.6)
On the other hand, by definition of τ0(s) the result of Lemma 3.1 applies giving
|η(τ0(s))| ≤ c˜(|AHτ0(s)(u(τ0(s)))|+ 1)
Now combining it with (3.4) and (3.6) we can estimate that for any s ∈ R we have
|η(s)| ≤ |η(τ0(s))|+ |η(s)− η(τ0(s))|
≤ c˜(|AHτ0(s)(u(τ0(s)))|+ 1) + ‖J‖
3
2∞
ε0
(b− a+ ‖η‖∞‖∂sHs‖∞)
≤ c˜(max{|a|, |b|}+ ‖η‖∞‖∂sHs‖∞ + 1) + ‖J‖
3
2∞
ε0
(b− a+ ‖η‖∞‖∂sHs‖∞)
= c˜(max{|a|, |b|}+ 1) + (b− a)
ε0
‖J‖ 32∞ +
(
c˜+
‖J‖ 32∞
ε0
)
‖η‖∞‖∂sHs‖∞
Since the above inequality holds for every s ∈ R, then in fact it holds for ‖η‖∞, which
together with (2.12), (3.4) and (3.5) gives the claimed bounds
‖η‖∞ ≤ 8
7
(
c˜(max{|a|, |b|}+ 1) + b− a
ε0
‖J‖ 32∞
)
=: y, (3.7)
‖AHs(u)‖L∞ ≤ 1
7
(8 max{|a|, |b|}+ 1 + |b− a|) =: a, (3.8)
‖∇JsAHs(u(s))‖2L2 ≤
1
7
‖J‖∞
(
8|b− a|+ max{|a|, |b|}+ 1
)
=: e (3.9)
where c˜ and ε0 are the constants associated to the set H+ O(H) by Lemma 3.1. 
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Observe that the bound on the action does not depend on the homotopy, i.e. is
uniform for all homotopies satisfying the assumptions of Proposition 3.3. Moreover,
the bounds on the η parameter and on the energy depend continuously on ‖J‖∞, but
not on the choice of {Hs}s∈R as long as Hs ∈ H+O(H) for all s ∈ R.
Another consequence of the linearity condition established in Lemma 3.1 is that the
homotopies that we consider in Theorem 1 satisfy the Novikov finiteness condition,
which we prove in the lemma below. As a result, for every pair a, b ∈ R there exists
a bounded subset of R2n+1 which contains the beginnings of all Floer trajectories in
M Γ(Λ0,Λ1) provided Λ0 and Λ1 satisfy (2.13) and (2.14).
Lemma 3.4. Let Γ = {Hs, Js}s∈R be a smooth homotopy of Hamiltonians and almost
complex structures defined as in Proposition 3.3. Then Γ satisfies Novikov finiteness
condition. Moreover, for every pair a, b ∈ R and a compact subset N ⊆ H−10 (0)
there exists a compact subset of R2n+1, which contains all the connected components
Λ0 ⊆ C (AH0 , N) ∩ (AH0)−1([a,∞))
for which there exists a connected component
Λ1 ⊆ Crit(AH1) ∩ (AH1)−1((−∞, b])
such that
M Γ(Λ0,Λ1) 6= ∅.
Proof. Since Γ = {Hs, Js}s∈R is a homotopy defined as in Theorem 1, we can apply
Lemma 3.1 to prove the linearity condition between the action and the η as stated in
(2.12). Having established (2.12), we can directly apply Corollary 3.8 from [7], which
gives us a relation betweenAH0(Λ0) andAH1(Λ1), namely ifM Γ(Λ0,Λ1) 6= ∅, then
a ≤ max{2b, 1} and b ≥ min{2a,−1}.
In particular, Γ satisfies the Novikov finiteness condition:
A(Γ, a, b) ≥ min{2a,−1},
B(Γ, a, b) ≤ max{2b, 1},
where A(Γ, a, b) and B(Γ, a, b) are defined as in (2.4) and (2.5) respectively.
By assumption of Theorem 1 H0 satisfies (PO), hence all the connected compo-
nents
Λ0 ⊆ Crit(AH0) ∩ (AH0)−1([a,max{2b, 1}] \ {0})
have the property that
N
⋃
(v,η)∈Λ0
v(S1)
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is a bounded subset of H−10 (0). Define
v3 := sup{‖v‖L∞ | (v, η) ∈ C (AH0 , N)∩(AH0)−1([a,max{2b, 1}]\{0})}. (3.10)
Then combining with the boundedness of η by y established in Proposition 3.3 and
Property (H2), we obtain the uniform boundedness in the W 1,2 ×R norm namely for
all (v, η) in
C (AH0 , N) ∩ (AH0)−1([a,max{2b, 1}])
one has
|η| ≤ y, ‖v‖L2 ≤ v3 and ‖∂tv‖L2 ≤ y(h1 +Mv3).

4. SET OF INFINITESIMAL ACTION DERIVATION
In Proposition 3.3 we have established that for Floer trajectories as in the setting
of Theorem 1 there exist uniform bounds on η parameter, energy and action. Now it
will be convenient to analyze the Floer trajectories in the so called set of infinitesimal
action derivation BΓ(a, y, ε).
Definition 4.1. Let Γ = {Hs, Js}s∈R be a smooth homotopy of Hamiltonians and
almost complex structures, constant outside of [0, 1] and let Js ∈J (R2n, ω0) for all
s ∈ R.
Then for every triple of constants 0 < ε, a, y <∞ we define the set of infinitesimal
action derivation of Γ as
BΓ(a, y, ε) :=
{
(v, η) ∈ C∞(S1,R2n)× R
∣∣∣ |η| ≤ y,
∃ s ∈ [0, 1] |AHs(v, η)| ≤ a, & ‖∇JsAHs(v, η)‖L2×R ≤ ε
}
.
Observe that for each pair a, y > 0 a subset of critical points of AHs is contained
in BΓ(a, y, ε), namely for all s ∈ [0, 1]
{(v, η) ∈ Crit(AHs)
∣∣∣ |η| ≤ y & |AHs(v, η)| ≤ a} ⊆ BΓ(a, y, ε)
for all ε > 0.
In particular, for all a, y > 0 and every s ∈ [0, 1] the whole 0-level-set of Hs is
contained in BΓ(a, y, ε),
∀ s ∈ [0, 1] H−1s (0)× {0} ⊆ BΓ(a, y, ε).
Therefore, for any triple a, y, ε > 0, whenever the H−1s (0) are non-compact, then
BΓ(a, y, ε) is certainly not bounded.
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An important step in finding the bounds on Floer trajectories is to localizeBΓ(a, y, ε).
The time that a Floer trajectory spends outside of BΓ(a, y, ε) is bounded by the energy,
as discussed in Lemma 6.1. Unfortunately, the time that a Floer trajectory spends in-
side of BΓ(a, y, ε) cannot be bounded this way, so in principle the trajectories could
escape to infinity inside BΓ(a, y, ε), since it is not bounded.
Now, recall that in the setting of Proposition 3.3, for y and a as in (3.7) and (3.8)
and for a pair of connected components Λ0 and Λ1 satisfying (2.13) and (2.14) respec-
tively, the corresponding Floer trajectories inM Γ(Λ0,Λ1) have their the action and η
parameter uniformly bounded, i.e.:
sup
s∈R
|AHs(u(s))| ≤ a, sup
s∈R
|η(s)| ≤ y.
As a result, we have
u ∈M Γ(Λ0,Λ1) & ‖∇JsAHs(u(s))‖ < ε =⇒ u(s) ∈ BΓ(a, y, ε).
This implies that every such Floer trajectory starts and ends inBΓ(a, y, ε) for all ε > 0.
In other words, if u ∈M Γ(Λ0,Λ1), then
∀ ε > 0, ∃ Sε > 0, ∀ |s| > Sε u(s) ∈ BΓ(a, y, ε).
Denote by Σ ⊆ C∞(S1,R2n) the set of constant loops on H−1(0) and by U1δ the
W 1,2 × R neighborhood of Σ× {0} defined by
U1δ := {(v, η) ∈ C∞(S1,R2n)× R | distW 1,2×R((v, η),Σ× {0}) < δ}, (4.1)
In the following Proposition we will prove that for every a, y, δ > 0 there exists
ε > 0 and a set K1δ ⊆ C∞(S1,R2n), bounded in W 1,2 × R norm, such that
BΓ(a, y, ε) ⊆ K1δ ∪ U1δ ,
provided ‖J‖∞ < +∞. In other words if (v, η) ∈ BΓ(a, y, ε), then either v is
bounded in L∞ or distW 1,2(v,Σ) < δ.
Proposition 4.1. Consider a homotopy Γ as in Proposition 3.3. Fix a, y < ∞. Then
for all δ > 0 and r > supx∈K ‖x‖, there exist ε2(δ, ‖J‖∞) > 0 and v2(δ, r) > 0
(depending also on a and y), such that for all ε ∈ (0, ε2(δ, ‖J‖∞)) and (v, η) ∈
BΓ(a, y, ε) one of the following holds:
1. If ‖v‖L2 ≥ v2 then
‖v(t)‖ ≥ r ∀ t ∈ S1,
distW 1,2×R((v, η),Σ× {0}) < δ,
where Σ is the set of constant loops on H−1(0).
2. If ‖v‖L2 ≤ v2, then in fact (v, η) is uniformly bounded in W 1,2 × R.
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Proof. Take ε0 > 0 as in Lemma 3.1, v1( δ4 ), ε1(
δ
4 ) > 0 as in Lemma 4.2 and
µ( δ4 ,H) > 0 as in Lemma A.1. Then we claim that the statement of the Proposi-
tion holds for ε2(δ, ‖J‖∞), v2(δ, r) > 0 defined as below
v2(δ, r) := max
{
v1
(δ
4
)
, r +
1
4
δ
}
,
ε2(δ, ‖J‖∞) := ε2(δ)‖J‖∞ ,
ε2(δ) := min
{
ε0, ε1
(δ
4
)
, µ
(δ
4
,H
)}
.
Note that for every J ∈J (R2n, ω0) we have
‖J‖−1∞ ‖∇AH(v, η)‖L2×R ≤ ‖∇JAH(v, η)‖gJ
Now if we denote ΓJ0 := {Hs, J0}s∈R, then the above inequality implies
BΓ
(
a, y, ε2(δ, ‖J‖∞)
)
⊆ BΓJ0 (a, y, ε2(δ)).
Therefore, without loss of generality, one can assume the Js structures to be constant
and equal everywhere to J0.
Proof of 1:
Fix ε < ε2(δ) and take (v, η) ∈ BΓJ0 (a, y, ε), such that ‖v‖L2 ≥ v2(r, δ).
For every t0 ∈ S1 one has
‖v − v(t0)‖L2 ≤=
(∫ 1
0
∥∥∥∫ t
t0
∂tv(τ)dτ
∥∥∥2dt) 12
≤ ‖∂tv‖L2
Since ε < ε2(δ) ≤ ε1
(
δ
4
)
and ‖v‖L2 ≥ v2(r, δ) ≥ v1( δ4 ) so by Lemma 4.2.
δ
4
≥ ‖∂tv‖L2 ≥ ‖v − v(t0)‖L2 .
Moreover taking into account that ‖v‖L2 ≥ v2(r, δ) ≥ r + δ4 we obtain the bound
‖v(t0)‖ ≥ ‖v‖L2 − ‖v − v(t0)‖L2 ≥ r + δ
4
− δ
4
= r.
Since we chose r > supx∈K ‖x‖, it follows that
(v, η) ∈ BΓJ0 (a, y, ε) & ‖v‖L2 ≥ v2(δ) =⇒ v(t) /∈ K ∀ t ∈ S1.
This implies that for all s ∈ [0, 1], Hs(v(t)) = H(v(t)). Together with Lemma 3.2,
this gives us that there exists t0 ∈ [0, 1] such that
v(t0) ∈ H−1(−ε2(δ), ε2(δ))
Since ε < ε2(δ) ≤ µ
(
δ
4 ,H
)
, then by Lemma A.1 there exists t0 ∈ [0, 1] such that
dist(v(t0),H
−1(0)) <
δ
4
.
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Similarly, one can we use Lemma 4.2. to estimate the distance of (v, η) ∈ BΓJ0 (a, y, ε)
from Σ we have
distL2(v,Σ) ≤ dist(v(t0),H−1(0)) + ‖v(t0)− v‖L2
≤ dist(v(t0),H−1(0)) + ‖∂tv‖L2
≤ δ
4
+
δ
4
=
δ
2
.
By Lemma 4.2. we have also |η| ≤ δ4 . Therefore, for (v, η) ∈ BΓJ0 (a, y, ε2(δ)) and
‖v‖L2 ≥ v2(r, δ) one has
distW 1,2×R((v, η),Σ× {0}) ≤ distL2(v,Σ) + ‖∂tv‖L2 + |η| ≤ δ.
Proof of 2:
Take (v, η) ∈ BΓJ0 (a, y, ε2(δ)) and ‖v‖L2 ≤ v2(r, δ). By assumption |η| ≤ y so we
have the following estimate:
‖∂tv‖L2 ≤ ‖∂tv − ηXHs‖L2 + |η|‖∇Hs(v)‖L2
≤ ε2(δ) + y(h1 +M‖v‖L2)
≤ ε2(δ) + y(h1 +Mv2(r, δ)),
where the second inequality follows from (2.9) and the fact that Hs ∈ H+O(H).
As a result ‖(v, η)‖W 1,2×R is uniformly bounded as claimed. 
Observe that the bounds and constants in the proposition above do not depend on
the choice of the homotopy Γ, but on the fact that Hs ∈ H+O(H). Only ε2(δ, ‖J‖∞)
depends on ‖J‖∞ explicitly and the bounds on ‖∂sv‖L2 in proof of (2) depend on y,
which through Proposition 3.3 depends on ‖J‖∞, but both of these quantities depend
on ‖J‖∞ continuously.
For every a, y, δ > 0 we define a subset of C∞(S1,R2n) bounded in W 1,2 × R
norm in the following way:
K1δ :=

|η| ≤ y
(v, η) ∈ C∞(S1,R2n)× R ‖v‖L2 ≤ max{v2, v3}
‖∂tv‖L2 ≤ ε2 + y(h1 +M max{v2, v3})

(4.2)
where ε2(δ, ‖J‖∞) > 0 and v2(δ,maxK∪V ‖x‖) < +∞ are defined as in Proposition
4.1 and v3 is as in (3.10). Then by Proposition 4.1, for every ε < ε2(δ, ‖J‖∞) one
has the following splitting:
BΓ(a, y, ε) ⊆ K1δ ∪ U1δ .
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In particular, in the setting of Theorem 1, every Floer trajectory from M Γ(Λ0,Λ1)
starts in K1δ , i.e. by Lemma 3.4
C (AH0 , N) ∩ (AH0)−1([a,max{2b, 1}] \ {0}) ⊆ K1δ .
Now we will present the proof of one of the lemmas used in Proposition 4.1. The
proof of the other lemma used, namely Lemma A.1 can be found in Appendix A, since
it relates more to the geometrical properties of the Hamiltonians.
Lemma 4.2. Let Γ = {Hs, Js}s∈R be a smooth homotopy of Hamiltonians and
almost complex structures as in Proposition 3.3. Fix a, y > 0. Then for every
δ > 0, there exist ε1(δ), v1(δ) > 0, depending only on a and δ, such that when-
ever (v, η) ∈ BΓJ0 (a, y, ε1(δ)) and ‖v‖L2 > v1(δ), the derivative ∂tv and η are both
bounded by δ
|η| ≤ δ, ‖∂tv‖ ≤ δ.
Proof. Let X† be the Liouville vector field given by Property (H1) and Lemma 2.1
for all Hs ∈ H+ O(H). If we now apply (3.1) to X†, we obtain
|AHs(v, η)|+ ‖∇AHs(v, η)‖(c1(‖v‖L2 + 1) + |η|) ≥ |η|(c2‖v‖2L2 − c3).
Therefore for (v, η) ∈ BΓJ0 (a, y, ε) with ‖v‖L2 large enough, that is
‖v‖L2 >
√
ε+ c3
c2
,
the following inequality holds
a + c1ε(‖v‖L2 + 1)
c2‖v‖2L2 − c3 − ε
≥ |η|.
By (2.9) for (v, η) ∈ BΓJ0 (a, y, ε) one also has
‖∂tv‖L2 ≤ ‖∂tv − ηXHs(v)‖L2 + |η|‖∇Hs(v)‖L2
≤ ε+ a + ε(c1‖v‖L2 + 1)
c2‖v‖2L2 − c3 − ε
(h1 +M‖v‖L2).
Note that this bound does not depend on s any more. If we define
ε1(δ) :=
δ
2
min{ c2
2Mc1
, 1},
then we have
‖∂tv‖L2 ≤ ε1(δ) + a + ε1(δ)c1(‖v‖L
2 + 1)
c2‖v‖2L2 − c3 − ε1(δ)
(h1 +M‖v‖L2)
≤ δ
2
+
a + δc24M (‖v‖L2 + 1)
c2‖v‖2L2 − c3 − δ c24Mc1
(h1 +M‖v‖L2).
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If we analyze the right-hand side, we see that as ‖v‖L2 →∞,
lim
‖v‖L2→∞
(δ
2
+
a + δc24M (‖v‖L2 + 1)
c2‖v‖2L2 − c3 − δ c24Mc1
(h1 +M‖v‖L2)
)
=
3
4
δ.
Moreover,
a + δc24M (‖v‖L2 + 1)
c2‖v‖2L2 − c3 − δ c24Mc1
≥ |η|,
and lim
‖∂tv‖L2→∞
a + δc24M (‖v‖L2 + 1)
c2‖v‖2L2 − c3 − δ c24Mc1
= 0.
Therefore there exists v1(δ) > 0, such that if ‖v‖L2 ≥ v1(δ) then the following
inequalities both hold:
|η| ≤ a +
δc2
4M (‖v‖L2 + 1)
c2‖v‖2L2 − c3 − δ c24Mc1
≤ δ,
‖v‖L2 ≤ δ
2
+
a + δc24M (‖v‖L2 + 1)
c2‖v‖2L2 − c3 − δ c24Mc1
(h1 +M‖v‖L2) ≤ δ.
In other words, for every δ > 0 there exists v1(δ) > 0 depending only on δ, a and
the set H+O(H), such that whenever (v, η) ∈ BΓJ0 (a, y, ε1(δ)) and ‖v‖L2 ≥ v1(δ),
then
|η| ≤ δ and ‖∂tv‖ ≤ δ.

5. FLOER TRAJECTORIES NEAR THE CRITICAL SET
Let us put ourselves in the setting of Theorem 1. Having localized BΓ(a, y, ε) we
would now like to establish global L2 bounds onM Γ(Λ0,Λ1). However, to establish
the L2 bounds on the v component of a Floer trajectory one has to analyze the Floer
trajectory not only outside of the set of infinitesimal action derivation, but one has to
also estimate how far it travels within BΓ(a, y, ε), along the hypersurface Σ × {0}.
From Proposition 4.1, we know that for every a, y, δ > 0 there exists ε > 0 and a set
K1δ ⊆ C∞(S1,R2n)× R, bounded in W 1,2 × R norm, such that
BΓ(a, y, ε) ⊆ K1δ ∪ U1δ .
Since U1δ (defined in (4.1)) is non-compact, we will have to find a way to ensure that
the Floer trajectories don’t escape to infinity within this set.
Let us now introduce a set defined analogically to U1δ , namely
U0δ := {x ∈ C∞(S1,R2n)× R | distL2×R((v, η),Σ× {0}) < δ}. (5.1)
In Proposition 5.4 we will show that due to the Morse-Bott property of the action
functional along Σ × {0}, there exists a δ > 0 such that the Floer trajectories in
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U0δ cannot escape along the unbounded component of the critical set. In fact, as we
will prove in this section, the tangential component of the Floer trajectories along
the critical submanifold can be estimated by the energy growth. Naturally, for every
δ > 0, the following inclusion holds
BΓ(a, y, ε) ⊆ K1δ ∪ U1δ ⊆ K1δ ∪ U0δ ,
thus ensuring that the Floer trajectories don’t escape within BΓ(a, y, ε).
To make this assertion more precise and to prove it, we will view U0δ as a tubular
neighborhood of Σ × {0} in C∞(S1,R2n) × R with respect to the metric induced
by J0. Next, we will define a projection P of U0δ onto Σ × {0} and then analyze the
image of the Floer trajectories under this projection. For this analysis we will need the
Taylor expansion of ∇J0AH in this tubular neighborhood with respect to the points
on Σ× {0}, which is the subject of the following subsections.
However, to simplify our computations we would like the Hamiltonian to be con-
stant and the almost complex structure to be equal to J0. Therefore, we restrict our-
selves to the analysis of the Floer trajectories outside the interval [0, 1]. Whenever s /∈
(0, 1) then (Hs, Js) is either (H0, {J0,t(·, η)}(t,η)∈S1×R) or (H1, {J1,t(·, η)}(t,η)∈S1×R).
Moreover, recall that we chose our almost complex structures for all s ∈ R
Js = {Js,t(·, η)}S1×R ∈ J
(
R2n, ω0,V ×
(
(−∞, ŋ) ∪ (ŋ,∞)))
to be constant and equal to J0 outside the open set V×((−∞,ŋ)∪(ŋ,∞)). Therefore
for any δ ∈ (0,ŋ) the almost complex structures Js are constant and equal J0 in U0δ .
In other words
Js,t(v(t), η) = J0 ∀ (v, η) ∈ U0δ ∀ t ∈ S1 ∀ s ∈ R.
Therefore, throughout this section we assume s /∈ (0, 1) and take (H,J) = (H0, J0)
or (H,J) = (H1, J0), which will simplify the setting and calculations significantly.
The importance of choosing J0 will become apparent in the proof of Lemma 5.1.
5.1. Tubular neighborhood and projection onto the critical set. The aim of this
subsection is to show how for small enough δ the set U0δ can be described as the δ-
tubular neighborhood of Σ×0 with respect to the metric gJ0 induced by the canonical
almost complex structure J0. This means that for δ > 0 sufficiently small there exists
a diffeomorphism Φ from a δ-disc subbundle in the normal bundle of Σ × 0 onto
U0δ . In the non-compact case, the existence of such a tubular neighborhood is not
obvious and depends on the geometry of Σ. More precisely, due to the linearity of
the exponential map corresponding to gJ0 and the fact that the normal bundle of Σ in
R2n can be naturally identified with a closed subspace of N(Σ × {0}), a δ-tubular
neighborhood of Σ × 0 exists if and only if there exists a δ-tubular neighborhood of
Σ in R2n. The existence of a δ-tubular neighborhood of a 0-level set of an admissible
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Hamiltonian is proven in Lemma A.2. Such a tubular neighborhood comes equipped
with a projection P : U0δ → Σ× 0, such that
P ◦ Φ((v, 0), (ξ, σ)) = (v, 0), ∀ ((v, 0), (ξ, σ)) ∈ Nδ(Σ× {0}).
Let us relate such defined projection P to the parallel transport with respect to metric
gJ0 . Observe that, due to the absence of curvature for gJ0 and the linear structure
of C∞(S1,R2n) × R, the parallel transport along geodesics can be viewed as an
identity isomorphism under the natural identification of C∞(S1, v∗1TR2n) × R with
C∞(S1, v∗2TR2n)× R,
Ptγ : C∞(S1, v∗1TR2n)× R→ C∞(S1, v∗2TR2n)× R,
((v1(t), ξ(t)), σ) 7→ ((v2(t), ξ(t)), σ).
As a result, for every (v, η) ∈ U0δ we have the following inclusion
NP (v,η)(Σ× {0}) ⊆ Ker(dP(v,η) ◦ PtγP (v,η)), (5.2)
where Ptγ is the parallel transport between P (v, η) and (v, η).
5.2. Taylor expansion of the action functional. In the next subsection we will an-
alyze the behavior of Floer trajectories in the neighborhood U0δ of the critical set
Σ × {0}. In particular, since U0δ has a structure of a tubular neighborhood, we will
analyze the image of the Floer trajectories under the projection P . In this analysis we
will use the Taylor expansion of∇J0AH(v, η) for (v, η) ∈ U0δ with respect to P (v, η).
Following Lang in [14], we define the Taylor expansion of ∇AH(v, η) for (v, η)
with respect to P (v, η) and formulate its convergence as follows
∇AH(v, η) = Ptγ(P (v,η))
( m∑
k=0
1
k!
(Dγ′)
k∇AH(P (v, η)))+O(Φ−1(v, η))
where lim
‖Φ−1(η,∇)‖gJ0→0
‖O(Φ−1(v, η))‖gJ0
‖Φ−1(v, η)‖m+1gJ0
< +∞,
where Dγ′ stands for the covariant derivative along γ.
In [14] Lang proves the local convergence of the Taylor series in the general setting
of infinite dimensional Riemannian manifolds. However, for further purposes, we
are only interested in the Taylor expansion of ∇AH(v, η) up to the first order, but
we would like it to be uniformly convergent to the parallel transport of its Taylor
expansion at P (v, η) on the whole U0δ . In other words we would like to prove the
following lemma:
Lemma 5.1. Assume that δ is small enough for U0δ to have a structure of a tubular
neighbourhood and assume supR2n ‖HessH‖ < M . Then for all (v, η) ∈ U0δ the
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following holds
∇AH(v, η) = Ptγ(∇AH(P (v, η)) +∇2P (v,η)AH(Φ−1(v, η)))+O(Φ−1(v, η)),
where ‖O(Φ−1(v, η))‖L2×R ≤ 1
2
M‖Φ−1(v, η)‖2L2×R.
Note that in particular, this holds whenever H is admissible and δ as in Lemma
A.2.
Before we proceed with the analysis of the Taylor expansion of ∇AH , recall that
the Hessian of AH is a linear map
∇2(v,η)AH : TvC∞(S1,R2n)× R→ TvC∞(S1,R2n)× R,
of the form
∇2(v,η)AH(ξ, σ) =
(
−J0(∂tξ − σXH(v))− η HessvH(ξ)
− ∫ dH(ξ)
)
. (5.3)
Proof. Let us try to estimate the rest of Taylor expansion near the critical hypersurface
Σ × {0}. Fix (v, η) ∈ U0δ . Then there exists (ξ, σ) ∈ NδP (v,η)(Σ × {0}) and v¯ ∈ Σ,
such that
Φ−1(v, η) = (P (v, η), (ξ, σ)) = ((v¯, 0), (v − v¯, η)).
Then we can estimate the rest of the Taylor expansion by
O(Φ−1(v, η)) = ∇AH(v,η) − Ptγ(∇AHP (v,η) +∇2P (v,η)AH(ξ, η))
=
(
−J0(∂tv − ηXH(v))
− ∫ H(v)
)
−
(
−J0(∂tξ − ηXH(v¯))
− ∫ dHv¯(ξ)
)
=
(
−J0(∂tv − ηXH(v)− ∂t(v − v¯) + ηXH(v¯))
− ∫ (H(v)− dHv¯(ξ))
)
=
(
ηJ0(X
H(v)−XH(v¯))
− ∫ (H(v)− dHv¯(ξ))
)
.
Since the Hessian of H is uniformly bounded, we obtain
‖ηJ0(XH(v)−XH(v¯))‖L2 ≤ |η|‖∇H(v)−∇H(v¯)‖L2
≤ |η|‖v − v¯‖L2
(∫
sup
s∈[0,1]
‖Hessv¯+s(v(t)−v¯)H‖2dt
) 1
2
≤M |η|‖ξ‖L2 .
Analogically using once more the Taylor expansion for H at v¯ we obtain∣∣∣ ∫ (H(v(t))− dHv¯(v(t)− v¯))dt∣∣∣ ≤ ∫ 1
2
sup
s∈[0,1]
‖Hessv¯+s(v(t)−v¯)H‖‖v(t)− v¯‖2dt
≤ 1
2
M‖ξ‖2L2 .
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The two results combined give
‖O(Φ−1(v, η))‖L2×R = ‖∇AH(v,η) − Ptγ(∇AHP (v,η) +∇2P (v,η)AH(ξ, η))‖L2×R
≤ 1
2
M(‖ξ‖L2 + |η|)2.

Observe, that this way we have obtained a bound on O(Φ−1(v, η)) by the L2 × R
distance from (v, η) to Σ × {0}. This is due to the fact that we chose the metric J0
to construct the tubular neighborhood of Σ × {0} and to define the parallel transport
and as a consequence the first derivatives of v and ξ canceled each other, leaving the
estimate dependent on the L2 × R rather than W 1,2 × R distance from Σ× {0}.
5.3. Properties of the Hessian of the action functional. In this subsection we will
prove some properties of the Hessian of the action functional both on Σ × {0} and
in its tubular neighborhood. We will use these properties later in the analysis of the
projection of the Floer trajectory and in the proof of Proposition 5.4. The key property
of the Rabinowitz action functional that will enable us to establish bounds on the
Floer trajectory in the constructed tubular neighborhood is the Morse-Bott property
of AH at the hypersurface Σ × {0}. This property has been proven by Cieliebak
and Frauenfelder in [7] in Step 4 of the proof of Theorem B.1 and it states that for
all v¯ ∈ Σ, Ker(∇2(v¯,0)AH) = Tv¯Σ × {0}. Even though Theorem B.1 is stated
for a setting different than ours, the proof shown in Step 4 can be applied to any
Hamiltonian having 0 as a regular value.
Lemma 5.2. Let U0δ be a tubular neighborhood of Σ×{0} and let P : U0δ → Σ×{0}
be the associated projection. Then for all (v, η) ∈ U0δ
∇2P (v,η)AH(Φ−1(v, η)) ∈ NP (v,η)(Σ× {0}).
Proof. Recall that we identify the normal bundle of Σ × {0}, using the metric gJ0 ,
with
N(v,0)(Σ×{0}) =
{
ξ ∈ C∞(S1, v∗TR2n)
∣∣∣ 〈∫ 1
0
ξ(t)dt, ξˆ 〉 = 0, ∀ ξˆ ∈ TvH−1(0)
}
×R.
(5.4)
Take (v, η) ∈ U0δ . Then by definition there exists v¯ ∈ Σ and (ξ, σ) ∈ Nδ(v¯,0)(Σ ×
{0}) such that
P (v, η) = (v¯, 0), and Φ((v¯, 0), (ξ, σ)) = (v, η).
In particular σ = η and ξ = v − v¯.
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Considering ∇2AH as in (5.3) and the above characterization of N(Σ × {0}), to
prove the lemma it is enough to show that for all ξˆ ∈ Tv¯H−1(0)
〈
∫
J0(∂tξ − ηXH(v¯))dt, ξˆ〉 = 0.
But this is an easy consequence of the fact that∫
∂tξdt = 0 and − J0XH(v¯) = ∇H(v¯).

By Step 4 of the proof of Theorem B.1 in [7], we have that Ker(∇2(v,0)AH) =
TvΣ×{0} for v ∈ Σ. As a consequence the restriction of∇2AH to the normal bundle
of Σ×{0} is injective. In the following Lemma we will prove that this restriction has
an even stronger property, namely it admits a uniform lower bound, whenever ∇H
is large enough. In particular, for H satisfying (H1), due to the linear growth of the
gradient of H as shown in (2.6), condition ‖∇H(v)‖ ≥ 12 is satisfied far enough on
Σ.
Lemma 5.3. If v ∈ Σ and ‖∇H(v)‖ ≥ 12 , then for (ξ, η) ∈ N(v,0)(Σ× {0})
‖∇2(v,0)AH(ξ, η)‖L2×R ≥
1
6
(‖ξ‖W 1,2 + |η|).
Proof. By (5.4) for (ξ, η) ∈ N(v,0)(Σ× {0}) one has
∫ 1
0
ξ(t)dt =
〈∫ ξ(t)dt,∇H(v)〉
‖∇H(v)‖2 ∇H(v)
=
∫
dHv(ξ)dt
‖∇H(v)‖2 ∇H(v),∣∣∣ ∫ dHv(ξ)dt∣∣∣ = ∥∥∥∫ 1
0
ξ(t)dt
∥∥∥ ‖∇H(v)‖.
Taking the above equality into account and recalling that for ξ ∈W 1,2(S1,R2n)
‖∂tξ‖L2 +
∥∥∥∫ ξ(t)dt∥∥∥ ≥ ‖ξ‖L2 ,
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we can bound the Hessian of AH from below in the following way
‖∇2(v,0)AH(ξ, η)‖L2×R = ‖∂tξ − ηXH(v)‖L2 +
∣∣∣ ∫ dHv(ξ)∣∣∣
= ‖∂tξ − ηXH(v)‖L2 +
∥∥∥∫ ξ(t)dt∥∥∥ ‖∇H(v)‖
≥ 1
3
(‖∂tξ‖L2 − |η|‖XH(v)‖L2) + 2
3
∥∥∥∫ (∂tξ − ηXH(v))dt∥∥∥+ ∥∥∥∫ ξ(t)dt∥∥∥‖∇H(v)‖
=
1
3
‖∂tξ‖L2 + 1
3
|η|‖XH(v)‖L2 +
∥∥∥∫ ξ(t)dt∥∥∥ ‖∇vH‖
≥ 1
6
‖∂tξ‖L2 + 1
6
‖ξ‖L2 + 1
3
|η|‖∇H(v)‖L2 +
∥∥∥∫ ξ(t)dt∥∥∥ (‖∇H(v)‖ − 1
6
)
≥ 1
6
(‖ξ‖W 1,2 + |η|)
The last inequality comes from the assumption that ‖∇H(v)‖ ≥ 12 . 
5.4. Projecting a Floer trajectory. Let u : R → C∞(S1,R2n) × R be a Floer
trajectory, i.e. u(s) = (v(s, t), η(s)) and
∂su =
(
∂sv
∂sη
)
=
(
−J(∂tv − ηXH(v))
− ∫ H(v)
)
.
Let us analyze P (u(s)). Can we bound the distance P (u(s)) travels along the hyper-
surface Σ for u(s) ∈ U0δ ?
u(s0)
u(s1)
P (u(s0)) P (u(s1))
P (u(s))
∂su(s) = ∇AH(u(s))
Σ
FIGURE 1. Schematic depiction of the Floer trajectory near the crit-
ical set Σ× {0}.
To simplify the notation we will introduce the setN δr (Σ). Recall the tubular neigh-
borhood U0δ defined in subsection 5.1. Then for small enough δ > 0 and any r > 0
we will denote
N δr (Σ) := {x ∈ U0δ | ‖P (x)‖ ≥ r} (5.5)
34 F. PASQUOTTO AND J. WIS´NIEWSKA
Observe that even though the definition of U0δ depends on whether we take Σ to be
H−10 (0) or H
−1
1 (0), however for r > supx∈K ‖x‖ the definition ofN δr (Σ) does not
depend on the choice of Σ, i.e. :
N δr (H
−1
0 (0)) = N
δ
r (H
−1
1 (0)),
since H0 and H1 differ only on the compact set K. Moreover, we have
{(v, η) ∈ U0δ | ‖v‖L2 ≥ r + δ} ⊆ N δr (Σ).
Now we are ready to prove the boundedness of the projection P (u(s)) for a Floer
trajectory u(s) withinN δr (Σ).
Proposition 5.4. Assume H is admissible, then there exist δ > 0, r > 0 and Mˆ , such
that if u is a Floer trajectory
u : R→ C∞(S1,R2n)× R
u(s) = (v(s), η(s)),
and s0, s1 ∈ R are such that
∀ s ∈ [s0, s1] u(s) ∈ N δr (Σ),
the following holds
‖P (u(s1))− P (u(s0))‖ ≤ Mˆ |AH(u(s1))−AH(u(s0))|.
Proof. H is admissible, hence by Lemma A.2 there exists δ˜(H) > 0, such that for
any 0 < δ ≤ δ˜(H) Σ× {0} admits a tubular neighborhood U0δ .
Now, knowing that ∂su = ∇AH(u) and using the Taylor expansion for∇AH from
Lemma 5.1 we obtain
P (u(s1))− P (u(s0)) =
∫ s1
s0
d
ds
P (u(s))ds
=
∫ s1
s0
dPu(s)∂su(s)ds
=
∫ s1
s0
dPu(s)∇AH(u(s))ds
=
∫ s1
s0
dPu(s)
(
Ptγ
(∇AH(P (u(s))) +∇2P (u(s))AH(Φ−1(u(s))))+O(Φ−1(u(s)))ds
=
∫ s1
s0
dPu(s)
(
Ptγ
(∇2P (u(s))AH(Φ−1(u(s))))+O(Φ−1(u(s)))ds.
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Combining results from Lemma 5.2 and (5.2) we obtain that for all (v, η) in U0δ
∇2P (v,η)AH(Φ−1(v, η)) ∈ NP (v,η)(Σ× {0}) ⊆ Ker(dP(v,η) ◦ PtγP (v,η)),
hence the first expression under the integral in fact vanishes.
Now we will use the estimate on O from Lemma 5.1 to get
‖P (u(s1))− P (u(s0))‖ ≤
∫ s1
s0
‖dPu(s)O(Φ−1(u(s)))‖2L2×Rds
≤
∫ s1
s0
‖O(Φ−1(u(s)))‖2L2×Rds
≤ 1
2
M
∫ s1
s0
‖Φ−1(u(s))‖2L2×Rds.
Let us now make a change of variables. Note that
Ψ : [s0, s1]→ [AH(u(s0)),AH(u(s1))],
Ψ(s) := AH(u(s)),
Ψ′(s) = ‖∇AHu(s)‖2L2×R,
is in fact a diffeomorphism. Substituting into the equation we get
‖P (u(s1))− P (u(s0))‖ ≤ 1
2
M
∫ AH(u(s1))
AH(u(s0))
‖Φ−1 ◦ u ◦Ψ−1(τ)‖2L2×R
‖∇AH(u ◦Ψ−1(τ))‖2L2×R
dτ.
Let us now estimate the denominator under the integral. By (2.6) there exists r > 0,
depending only on the constants c1, c2, c3, such that for every x ∈ N δr (Σ)∩(Σ×{0}),
‖∇H(x)‖ ≥ 12 . In other words, whenever u(s) ∈ N δr (Σ) then for P (u(s)) we can
use the result from Lemma 5.3
‖∇2P (u)AH(Φ−1(u))‖L2×R ≥
1
6
‖Φ−1(u)‖L2×R,
and the estimate from Lemma 5.1 to calculate
‖∇AH(u)‖L2×R ≥ ‖∇2P (u)AH(Φ−1(u))‖L2×R −
1
2
M‖Φ−1(u)‖2L2×R
≥ 1
6
‖Φ−1(u)‖L2×R − 1
2
M‖Φ−1(u)‖2L2×R
=
1
2
‖Φ−1(u)‖L2×R(1
3
−M‖Φ−1(u)‖L2×R),
where M > supR2n‖HessH‖. Therefore, for
‖Φ−1(u)‖L2×R ≤ 1
6M
,
one has
‖∇AH(u)‖L2×R ≥ 1
12
‖Φ−1(u)‖L2×R.
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Therefore, if we take δ > 0, such that
δ < min{ 16M , δ˜(H)},
where δ˜(H) is as in Lemma A.2, then we can combine the two results above to analyze
the expression under the integral
‖Φ−1(u)‖2L2×R
‖∇AH(u)‖2L2×R
≤ 12
2‖Φ−1(u)‖2L2×R
‖Φ−1(u)‖2L2×R
= 122.
Therefore, taking Mˆ = 72M , we obtain
‖P (u(s1))− P (u(s0))‖ ≤ 1
2
M
∫ AH(u(s1))
AH(u(s0))
‖Φ−1 ◦ u ◦Ψ−1(τ)‖2L2×R
‖∇AH(u ◦Ψ−1(τ))‖2L2×R
dτ
≤ Mˆ |AH(u(s1))−AH(u(s0))|,
as claimed. 
6. OSCILLATIONS AND L2 BOUNDS
The goal of this section is to show that for a homotopy Γ satisfying the assumptions
of Theorem 1, if we fix a, b ∈ R and a compact subset N , such that N ⊆ H−10 (0),
then for each pair (Λ0,Λ1) of connected components
Λ0 ⊆ C (AH0 , N) ∩ (AH0)−1([a,∞))
Λ1 ⊆ Crit(AH1) ∩ (AH1)−1((−∞, b])
all the Floer trajectories in the associated moduli space M Γ(Λ0,Λ1) ⊆ C∞(R ×
S1,R2n × R) are uniformly bounded in the L2 × R norm.
Recall that in Proposition 3.3 we have already established bounds on the η compo-
nent of a Floer trajectory. However, to establish the L2 bounds on the v component,
one has to analyze the Floer trajectory not only outside of set of infinitesimal ac-
tion derivation, but also how far it travels within BΓ(a, y, ε), along the hypersurface
Σ×{0}. To obtain the uniform bounds, we will first cover the spaceC∞(S1,R2n)×R
by three sets on which the Floer trajectory can be bounded differently.
Let δ˜(H) be as in Lemma A.2 and fix
δ ∈ (0,min{ŋ, 16M , δ˜(H)}). (6.1)
That means that the δ-tubular neighborhood of H−1(0) is well defined and δ satisfies
assumptions of Proposition 5.4. By Proposition 4.1 for every
ε ∈ (0, ε2( δ2 , ‖J‖∞)) (6.2)
we have the following partition of BΓ(a, y, ε)
BΓ(a, y, ε) ⊆ K1δ/2 ∪ U1δ/2.
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The reason why we choose here 12δ instead of δ is to estimate the number of oscil-
lations of the Floer trajectory and will became apparent later in the proof of Lemma
6.1.
Now take v2(δ/2,maxx∈K∪V ‖x‖) as in Proposition 4.1, v3 as in Lemma 3.4 and
r as in Proposition 5.4 and denote
v4 = max
{
r, v3, sup
x∈K
‖x‖, v2( δ2 , maxx∈K∪V ‖x‖)
}
. (6.3)
Observe that v4 does not depend on Γ, but only on the parameters chosen uniformly
for the whole set O(H) and on the fact that Γ satisfies (2.12). Now, in terms of v4 we
can define the following subset of C∞(S1,R2n)× R:
K0δ :=
{
|η| ≤ y
(v, η) ∈ C∞(S1,R2n)× R ‖v‖L2 ≤ v4 + δ
}
(6.4)
The set K0δ is bounded in L
2 × R norm. By definition of K1δ/2 and K0δ we know that
every Floer trajectory starts in these sets due to the inclusion
C (AH0 , N) ∩ (AH0)−1([a,B(Γ, a, b)]) ⊆ K1δ/2 ⊆ K0δ .
Now letN δv4 be the set as in (5.5). Then we have the inclusions
U0δ \K0δ ⊆ N δv4 ,
BΓ(a, y, ε) ⊆ K0δ ∪ U0δ = K0δ ∪N δv4 .
Note that our choice of δ <ŋ and
Js ∈J
(
R2n, ω0,V ×
(
(−∞, ŋ) ∪ (ŋ,∞)))
implies that
Js
∣∣∣
U0δ
= J0,
where J0 is the standard almost complex structure. Moreover, observe that all Hs
differ only outside a compact set, namely Hs − H0 ∈ C∞0 (K). In particular the
definition ofN δv4 is independent of which Hs we choose, since we have taken
v4 ≥ sup
x∈K
‖x‖.
This means that if we assume s /∈ (0, 1) then onN δv4 the pair (Hs, Js) is constant and
equal either to (H0, J0) or (H1, J0). Finally, we have assumed v4 ≥ r, where r is as
in Proposition 5.4, so we can apply its results directly.
The result is that we can cover the space C∞(S1,R2n)× R by three sets
K0δ , N
δ
v4 , (C
∞(S1,R2n)× R) \ BΓ(a, y, ε),
on which the Floer trajectory can be bounded differently. Whenever the Floer trajec-
tory is outside BΓ(a, y, ε), then its growth in the L2 ×R norm can be estimated using
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results from Lemma 6.1. On the other hand, Proposition 5.4 gives the bounds on the
growth of the Floer trajectory in the L2 × R norm, provided the Floer trajectory is
in N δr . To obtain the uniform bounds for the whole Floer trajectory, we will also
have to determine how it oscillates between the two non-compact sets, i.e. between
BΓ(a, y, ε) \K0δ and (C∞(S1,R2n)× R) \N δv4 , which is carried out in Lemma 6.1.
Let us consider the setting of Theorem 1 and a pair of connected components
(Λ0,Λ1) satisfying
Λ0 ⊆ C (AH0 , N) ∩ (AH0)−1([a,∞))
Λ1 ⊆ Crit(AH1) ∩ (AH1)−1((−∞, b])
M Γ(Λ0,Λ1) 6= ∅
for a fixed pair of a, b ∈ R. By Lemma 3.4 one can assume
Λ0 ⊆ K1δ/2 ⊆ K0δ ,
with the sets K1δ/2,K
0
δ defined as in (4.2) and (6.4), respectively.
Take a Floer trajectory u ∈M Γ(Λ0,Λ1), and fix s ∈ R. For such s let us define a
sequence in R
τ1(s) ≤ τ−2 (s) ≤ τ+2 (s) ≤ τ−3 (s) · · · ≤ s (6.5)
in the following way
τ1(s) := sup{τ ≤ s | u(τ) ∈ K0δ },
τ−2 (s) := inf{τ1(s) ≤ τ ≤ s | u(τ) /∈ K0δ ∪N δv4},
τ+k (s) := inf{τ−k (s) ≤ τ ≤ s | u(τ) ∈ BΓ(a, y, ε)},
τ−k+1(s) := inf{τ+k (s) ≤ τ ≤ s | u(τ) /∈ K0δ ∪N δv4}.
We stop the sequence if the set on the right-hand side becomes empty. Note that by
assumption
lim
s→−∞u(s) ∈ Λ0 ⊆ K
1
δ/2,
hence τ1(s) is well defined and finite. This means that the sequence has always at
least one element.
By definition the sequence satisfies the following properties
∀ τ ∈ (τ1(s), τ−2 (s)), u(τ) ∈ N δv4 , (6.6)
∀ τ ∈ (τ−k (s), τ+k (s)), u(τ) /∈ BΓ(a, y, ε), (6.7)
∀ τ ∈ (τ+k (s), τ−k+1(s)), u(τ) ∈ N δv4 . (6.8)
This means that the sequence carries some information on where the Floer trajectory
is: inN δv4 or in (C
∞(S1,R2n)×R)\BΓ(a, y, ε) (it can be in both, though). The length
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BJ(a, y, ε)
U0δ
U1δ/2
K0δ
Σ× {0}
Λ0
u(τ1(s)) = u(τ
−
2 (s))
u(τ+2 (s))
u(τ−3 (s))
u(τ+3 (s))
u(τ−4 (s))
u(τ+4 (s))
FIGURE 2. Construction of the sequence (6.5). Here Λ0 is a con-
nected component of C (AH0 , N0) ∩ (AH0)−1([a,∞)).
of the sequence indicates how many times the Floer trajectory oscillates between the
two sets.
With respect to the sequence defined above, we will call an oscillation a connected
component of the Floer trajectory of the form
u−1([τ+k (s), τ
+
k+1(s)]),
for some 1 ≤ k ∈ N. In the following lemma we will prove that the sequence is in
fact finite, thus the number of oscillations is finite, too.
Lemma 6.1. Let Γ = {Hs, Js}s∈R be a smooth homotopy of Hamiltonians and almost
complex structures defined as in Theorem 1. Fix a pair a, b ∈ R and two connected
components
Λ0 ⊆ C (AH0 , N) ∩ (AH0)−1([a,∞)),
Λ1 ⊆ Crit(AH1) ∩ (AH1)−1((−∞, b]).
Let e be the bound on the energy of the Floer trajectories ofM Γ(Λ0,Λ1) as provided
by Proposition 3.3. Fix δ as in (6.1) and ε as in (6.2). Fix u ∈ M Γ(Λ0,Λ1) and
s ∈ R. Let
τ1(s) ≤ τ+2 (s) ≤ τ−2 (s) ≤ τ+3 (s) · · · ≤ s
be a sequence associated to s and defined as in (6.5). Let K ∈ N. Then
K∑
k=2
‖u(τ+k (s))− u(τ−k (s))‖L2(S1)×R ≤
e
ε
. (6.9)
Moreover, this implies that the number of oscillations is in fact finite namely
K ≤ 2e
δε
+ 1. (6.10)
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Proof. By Proposition 3.3 we have
‖∇JsAHs(u(s))‖2L2(R×S1) ≤ e
In view of that we can estimate the time a Floer trajectory u ∈ M Γ(Λ0,Λ1) spends
outside BΓ(a, y, ε). Denote by 1BΓ(a,y,ε) the characteristic function of BΓ(a, y, ε),
then
e ≥ ‖∇JsAHs(u(s))‖2L2(R×S1) ≥ ε2
∫
R
(
1− 1BΓ(a,y,ε)(u(τ))
)
dτ
e
ε2
≥
∫
R
(
1− 1BΓ(a,y,ε)(u(τ))
)
dτ. (6.11)
By definition
∀ τ ∈ (τ−k (s), τ+k (s)), u(τ) /∈ BΓ(a, y, ε),
therefore we can calculate
K∑
k=2
‖u(τ+k (s))− u(τ−k (s))‖L2(S1)×R =
=
K∑
k=2
√√√√∫ 1
0
(∫ τ+k (s)
τ−k (s)
‖∂τv(τ, t)‖dτ
)2
dt+
(∫ τ+k (s)
τ−k (s)
|∂τη(τ)|dτ
)2
≤
K∑
k=2
√√√√∫ 1
0
∫ τ+k (s)
τ−k (s)
1dτ
∫ τ+k (s)
τ−k (s)
(‖∂τv(τ, t)‖2 + |∂τη(τ)|2)dτdt
=
K∑
k=2
√√√√∫ τ+k (s)
τ−k (s)
1dτ
∫ τ+k (s)
τ−k (s)
‖∇JτAHτ (u(τ))‖2L2(S1)dτ
≤
√√√√ K∑
k=2
∫ τ+k (s)
τ−k (s)
1dτ
√√√√ K∑
k=2
∫ τ+k (s)
τ−k (s)
‖∇JτAHτ (u(τ))‖2L2(S1)dτ
≤
√∫
R
(
1− 1B(a,b,ε)(u(τ))
)
dτ ‖∇JτAHτ (u(τ))‖L2(R×S1)
≤ e
ε
This proves the first claim.
Due to the fact that u(s) is continuous,
u(τ+k (s)) ∈ cl(B(a, b, ε) \K0δ ) ⊆ U0δ/2,
u(τ−k (s)) ∈ cl((C∞(S1,R2n)× R) \ U0δ ).
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Following the definition of U0δ , we get that
distL2×R(U0δ/2, cl(C∞(S1,R2n)× R \ U0δ )) =
δ
2
,
distL2×R(u(τ−k (s)), u(τ
+
k (s))) ≥
δ
2
.
Combining this with the previous result we obtain the claimed bound on the number
of oscillations
(K − 1)δ
2
≤
K∑
k=2
‖u(τ+k (s))− u(τ−k (s))‖L2×R ≤
e
ε
K ≤ 2e
δε
+ 1.

After proving that the number of oscillations is finite, we will show that the v
component of M Γ(Λ0,Λ1) is bounded in the L2 norm. In the following proposition
we first prove the L2×R bounds, which immediately imply the L∞×R bounds inside
the set of infinitesimal action derivation.
Proposition 6.2. Let Γ = {Hs, Js}s∈R be a smooth homotopy of Hamiltonians and
almost complex structures defined as in Theorem 1. Fix a pair a, b ∈ R. Then for
every two connected components
Λ0 ⊆ C (AH0 , N) ∩ (AH0)−1([a,∞)),
Λ1 ⊆ Crit(AH1) ∩ (AH1)−1((−∞, b]).
the correspondingM Γ(Λ0,Λ1) is uniformly bounded in the L2×R norm. Moreover,
for every ε ∈ (0, ε2), where ε2 is as in (6.2), then corresponding set⋃
u∈MΓ(Λ0,Λ1)
(u(R) ∩ BΓ(a, y, ε))
is uniformly bounded in W 1,2(S1)× R norm.
Proof. Let us fix u ∈ M Γ(Λ0,Λ1) and s ∈ R. Using the sequence as in (6.5), we
will divide the Floer trajectory and bound it on each part differently.
If s > 0, then (Hs, Js) is non-constant on (−∞, s] namely it varies on the interval
[0,min{1, s}]. We can bound there the L2 norm of the v component using a similar
approach as in Lemma 6.1 obtaining
‖v(min{1, s})− v(0)‖L2(S1) ≤
√
|min{1, s}|
∫ min{1,s}
0
‖∂sv(τ)‖2L2(S1)dτ
≤ ‖∇JsAHs(u(s))‖L2(S1×R)
≤ √e (6.12)
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By (6.6) and (6.8)
τ ∈ (τ1(s), τ−2 (s))
K⋃
k=2
(τ+k (s), τ
−
k+1(s)) =⇒ u(τ) ∈ N δv4 .
That means that for any interval
I ⊆
(
(τ1(s), τ
−
2 (s))
K⋃
k=2
(τ+k (s), τ
−
k+1(s))
)
\ (0, 1)
one can apply Proposition 5.4. Indeed, whenever I∩(0, 1) = ∅, then for all τ ∈ I, Hτ
is constant and equal either H0 or H1. Moreover, on (−∞, 0) ∪ (1,∞), AHτ (u(τ))
is monotonically increasing and by Proposition 3.3
|AHτ (u(τ))| ≤ a ∀ τ ∈ R.
Therefore, we can apply Proposition 5.4 and combine it with (6.10) and (6.12) to
estimate
‖v(τ1(s))− v(τ−2 (s))‖L2(S1) +
K∑
k=2
‖v(τ+k (s))− v(τ−k+1(s))‖L2(S1) ≤
≤ M˜(AH0(u(0))−AH0(u(Λ0)) +AH1(Λ1)−AH1(u(1)))
+ ‖v(1)− v(0)‖L2(S1) +K2δ
≤ √e + 4M˜a + 4 eε + 2δ. (6.13)
Now we can finally estimate ‖v(s)‖L2(S1) by using the definition of K0δ in (6.4)
and combining it with the results from (6.9) and (6.13) to obtain
‖v(s)‖L2(S1) ≤ ‖v(τ1(s))‖L2(S1) + ‖v(τ1(s))− v(s)‖L2(S1)
≤ v4 +
√
e + 4M˜a + 5( eε + δ)
where the additional 2δ comes from the possibility that u(s) ∈ N δv4 . We have cho-
sen s ∈ R and u ∈ M Γ(Λ0,Λ1) arbitrary, therefore the above inequality along
with the uniform bound on η obtained in Proposition 3.3 establishes that for all u ∈
M Γ(Λ0,Λ1)
‖u(s)‖L2(S1)×R ≤ y + v4 +
√
e + 4M˜a + 5( eε + δ) ∀ s ∈ R,
which proves the first claim.
Now take u ∈M Γ(Λ0,Λ1) and consider s ∈ R, such that u(s) ∈ BΓ(a, y, ε). We
have just shown that ‖u(s)‖L2(S1) is uniformly bounded. Moreover, by assumption
BΓ(a, y, ε) ⊆ K1δ/2 ∪ U1δ/2,
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and by definition of K1δ/2 as in (4.2) one has:
sup
x∈K1
δ/2
‖x‖W 1,2×R ≤ ε2 + v4 + y(1 + h1 +Mv4).
Therefore, we obtain a uniform bound on the W 1,2 × R norm:
‖u(s)‖W 1,2(S1)×R ≤ v4 + max{ε2 + y(1 + h1 +Mv4),
√
e + 4M˜a + 6δ + 5 eε}
Naturally, uniform bounds on the W 1,2(S1)× R norm induce uniform bounds on the
L∞ × R norm. 
First observe that uniform W 1,2(S1)× R bounds on⋃
u∈MΓ(Λ0,Λ1)
(u(R) ∩ BΓ(a, y, ε))
imply that the set ⋃
u∈MΓ(Λ0,Λ1)
lim
s→+∞u(s) ⊆ Λ1
is also uniformly bounded, even in the case Λ1 is non-compact, i.e. Λ1 = H−11 (0) ×
{0}.
Moreover, note that in the bounds obtained in the above proposition y, e and ε2
depend continuously on ‖J‖∞, whereas v4, δ and a do not depend on ‖J‖∞, but only
of the fact that Γ satisfies (2.12) and all the Hamiltonians are in the set H+O(H) and
admit a common set of parameters satisfying Properties (H1), (H2) and (H3).
7. MAXIMUM PRINCIPLE
In the previous section we have established that the Floer trajectories within the
set of infinitesimal action derivation are bounded. In this section we would like to use
Aleksandrov’s maximum principle to find L∞ bounds on the Floer trajectories outside
BΓ(a, y, ε), following the argument of Abbondandolo and Schwartz in [2].
Theorem 2. (Aleksandrov’s maximum principle)
Let Ω be a domain in R2 and ρ : Ω→ R a C2 function satisfying the elliptic differen-
tial inequality
4ρ+ 〈h,∇ρ〉 ≥ f,
where h and f are functions h : Ω→ R2, f : Ω→ R. Then there exists C > 0
sup
Ω
ρ ≤ sup
∂Ω
ρ+ C(‖h‖L2(Ω))‖f−‖L2(Ω),
provided h and the negative part f are in L2(Ω).
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In order to apply Aleksandrov’s maximum principle and find L∞ bounds on the
Floer trajectories, one first has to construct a function F with compact level sets,
whose composition with a Floer trajectory u satisfies the elliptic differential inequality
4(F ◦ u) + 〈h,∇(F ◦ u)〉 ≥ f
outside of the set of infinitesimal action derivation, i.e. on every connected component
Ω ⊆ (R\BΓ(a, y, ε))×S1. Having such an inequality, one can apply the Aleksandrov
maximum principle, which gives us
sup
Ω
(F ◦ u) ≤ sup
∂Ω
(F ◦ u) + C(‖h‖L2(Ω))‖f−‖L2(Ω),
provided h and the negative part of f are in L2(Ω).
The core of this method is to find a function satisfying all the required properties.
The classical approach is to use plurisubhamonic functions.
Definition 7.1. Let (M,ω) be a symplectic manifold and J an ω-compatible almost
complex structure. Then a C2 function F : M → R is called plurisubharmonic if
−ddCF = ω,
where dCF = dF ◦ J .
The reason one uses plurisubharmonic functions is because their composition with
a J-holomorphic curve trivially satisfies the elliptic inequality. Unfortunately, in the
case of Floer trajectories proving the elliptic inequality is a little more complicated.
One has to investigate how the plurisubharmonic function interacts with the Hamil-
tonian vector field, in particular one needs to understand the functions
dF (XH) dCF (XH),
which appear if we calculate dC(F ◦ u). Moreover, the framework used in [2] cannot
be translated directly to our case, since our hypersurface is not a boundary of a com-
pact Liouville domain. However, in Proposition 7.1, we will present a setting, which
applies to the system from Theorem 1.
7.1. Elliptic differential inequality. Let us put ourselves in the setting of Theorem
1. In the previous section we have established that the Floer trajectories within the set
of infinitesimal action derivation are bounded. More precisely, by Proposition 6.2 for
every ε as in (6.2) the set ⋃
u∈MΓ(Λ0,Λ1)
(u(R) ∩ BΓ(a, y, ε))
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is uniformly bounded in theW 1,2(S1)×R norm. This enables us to choose a compact
subset K∞ ⊆ R2n, such that
V ∪K ⊆ K∞, (7.1)
∀ (v, η) ∈
⋃
u∈MΓ(Λ0,Λ1)
(u(R) ∩ BΓ(a, y, ε)) v(S1) ⊆ K∞. (7.2)
However, to establish uniform bounds on the whole moduli space we have to in-
vestigate the Floer trajectories outside of the compact set K∞. Now, if we choose
u ∈M Γ(Λ0,Λ1), u(s, t) = (v(s, t), η(s)) and take a connected component
Ω ⊆ v−1(R2n \K∞) (7.3)
then by (7.2) and (7.1) the following holds for all (s, t) ∈ Ω
Hs(v(s, t)) = H0(v(s, t)) = H1(v(s, t))
Jt(v(s, t), η(s)) = J0
‖∇AH(u(s))‖L2×R > ε.
In other words, we can assume that the Hamiltonian and the almost complex structure
are constant on u(Ω) and the action derivation is uniformly bounded away from 0. On
the other hand, the radial function
F (x) := 14‖x‖2,
on (R2n, ω0) with the standard complex structure J0 is an example of a plurisubhar-
monic function with compact level sets.
⋃
u∈MΓ(Λ0,Λ1)
(u(R)∩BJ(a, y, ε))
v(Ω)
K∞
Λ0
Λ1
FIGURE 3. Construction of the set Ω as corresponding to the part
of a Floer trajectory outside compact set K∞.
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In in the following Proposition, we will prove that the radial function composed
with a Floer trajectory satisfies the assumptions of Aleksandrov’s maximum principle
on Ω ⊆ v−1(R2n \K∞), provided u is globally bounded in the L2 ×R norm and the
Hamiltonian function satisfies
sup
x∈R2n
‖D3H‖‖x‖ ≤ L.
This will allow us to apply Aleksandrov’s maximum principle and prove that the ra-
dial function on the Floer trajectory outside of the set BΓ(a, y, ε) is bounded, thus
concluding the proof of Theorem 1.
Proposition 7.1. LetH : R2n → R be a Hamiltonian and u : R×S1 → R2n+1, u(s) =
(v(s), η(s)) be a solution to the Floer equation corresponding to the constant al-
most complex structure J ≡ J0. Then for the radial, plurisubharmonic function
F : R2n → R,
F (x) := 14‖x‖2
there exists a function f : R× S1 → R, such that
4(F ◦ v) ≥ f(s, t).
Moreover, suppose the following conditions are satisfied:
(1) H satisfies (H2)
(2) there exist constants e,v, y > 0, such that
‖∇AH(u)‖2L2(R×S1) ≤ e
‖v(s)‖L2(S1) ≤ v, |η(s)| ≤ y, ∀s ∈ R
(3) there exists a positive constant ε > 0 and a connected, open subset Ω ⊆
R× S1, such that if we define
s0 := inf
(s,t)∈Ω
s s1 := sup
(s,t)∈Ω
s
then for all s ∈ (s0, s1) one has ‖∇AH(u(s))‖ > ε.
Then
‖f‖L2(Ω) ≤ C(e, y,v, ε) < +∞
where the constant C depends only on the parameters of the Hamiltonian and the
constants ε,v, y, e in a continuous way.
Proof. From the Floer equations we have
∂sv = −J(∂tv − ηXH)
∂tv = J∂sv + ηX
H (7.4)
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If we plug the above into dC(F ◦ v) we obtain
dC(F ◦ v) = dF (∂tv)ds− dF (∂sv)dt
= dF (J∂sv + ηX
H)ds+ dF (J(∂tv − ηXH))dt
= v∗(dCF ) + η(dF (XH)ds− dCF (XH)dt)
ddC(F ◦ v) = v∗(ddCF )−
(
ηd(dF (XH))(∂tv) + ∂sη d
CF (XH)
+ ηd(dCF (XH))(∂sv)
)
ds ∧ dt
Let us consider the two parts of the above expression separately. Using the ω0 com-
patibility of J and plurisubharmonicity of F , we can compute
v∗(−ddCF ) = ω0(∂sv, ∂tv)ds ∧ dt
= ω0(∂sv, J∂sv + ηX
H)ds ∧ dt
= (‖∂sv‖2 + ηdH(∂sv))ds ∧ dt.
Let us now combine the above results together with the fact that
−ddC(F ◦ v) = 4(F ◦ v)ds ∧ dt,
and compute
4(F ◦ v) = ω0(∂sv, ∂tv) + ηd(dF (XH)(∂tv) + ∂sη dCF (XH) + ηd(dCF (XH))(∂sv)
= ‖∂sv‖2 + η(dH(∂sv) + d(dCF (XH))(∂sv) + d(dF (XH))(J∂sv + ηXH)
+ ∂sη d
CF (XH)
= ‖∂sv + η(∇H +∇(dCF (XH))− J∇(dF (XH)))‖2 + η2d(dF (XH))(XH)
− η2‖∇H +∇(dCF (XH))− J∇(dF (XH))‖2 + ∂sη dCF (XH)
≥ η2(d(dF (XH))(XH)− ‖∇H‖2 − ‖∇(dCF (XH))‖2 − ‖∇(dF (XH))‖2)
+ ∂sη d
CF (XH).
To simplify we will introduce the following notation:
f1(x) := dx(dF (X
H))(XH)− ‖∇H(x)‖2 − ‖∇(dCxF (XH))‖2 − ‖∇(dF (XH))(x)‖2,
(7.5)
f2(x) := d
C
xF (X
H), (7.6)
f(s, t) := η2(s)f1(v(s, t)) + ∂sηf2(v(s, t)).
We will prove that f ∈ L2(Ω) by first proving that f ∈ W 1,1(Ω) and then using the
Sobolev embedding
W 1,1(Ω) ↪→ L2(Ω).
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Let us now analyze the assumptions on H and how they imply the boundedness of f
in W 1,1. Property (H2) implies quadratic behavior of H , which in turn forces |f1(x)|
and |f2(x)| to be maximally of order 2 in ‖x‖, and ‖∇f1(x)‖ and ‖∇f2(x)‖ to be
linear in ‖x‖. In other words by Lemma B.1, there exist constants α1, α2, α3, α4 > 0,
which can be expressed in terms of constants from (2.8), (2.9) and (2.10), such that
the following holds for all x ∈ R2n
|f1(x)| ≤ α1(‖x‖+ 1)2, |f2(x)| ≤ α2(‖x‖+ 1)2, (7.7)
‖∇f1(x)‖ ≤ α3(‖x‖+ 1), ‖∇f2(x)‖ ≤ α4(‖x‖+ 1). (7.8)
Moreover, by assumption we have finiteness of the energy
‖∇AH(u)‖2L2(R×S1) =
∫
R
(
|∂sη(s)|2 +
∫ 1
0
‖∂sv(s, t)‖2dt
)
ds ≤ e,
which implies the bound on the length of the interval [s0, s1] estimated in (6.11). More
precisely, as shown in Lemma 6.1, we have the following relation
u(s) /∈ BΓ(a, y, ε) ∀ s ∈ [s0, s1], ⇒ |s1 − s0| ≤ eε2 .
Combining the above results with the global bound in the L2 × R norm on u(s), we
can estimate the W 1,1 norm of f :
‖f‖L1(Ω) ≤ y2‖f1(v)‖L1(Ω) + ‖∂sηf2(v)‖L1(Ω)
≤ α1y2(v + 1)2|s1 − s0|+ α2‖∂sη‖L2(Ω)
√
|s1 − s0|(v + 1)2
≤ eε (v + 1)2(α1 y
2
ε + α2)
‖∂tf‖L1(Ω) ≤ (y2‖∇f1(v)‖L2(Ω) + ‖∂sη∇f2(v)‖L2(Ω))‖∂tv‖L2(Ω)
≤ (α3y2(v + 1)
√
|s1 − s0|+ α4(v + 1)‖∂sη‖L2(Ω))‖∂tv‖L2(Ω)
≤ (v + 1)(α3y2
√
e
ε + α4‖∂sη‖L2(Ω))(‖∂sv‖L2(Ω) + y(Mv + h1)
√
|s1 − s0|)
≤ e(v + 1)(α3 y
2
ε + α4)(1 +
y
ε (Mv + h1))
The second to last equation follows from the Floer equations and (2.9), which can be
applied to the norm of XH . Now, if we keep in mind that from the Floer equations it
also follows that
∂ssη = −
∫
S1
dHv(∂sv)dt,
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then we can apply it to estimate the norm of ∂sf and obtain
‖∂sf‖L1(Ω) ≤ (y2‖∇f1(v)‖L2(Ω) + ‖∂sη∇f2(v)‖L2(Ω))‖∂sv‖L2(Ω)
+ 2y‖∂sη f1(v)‖L1(Ω) + ‖∂ssη f2(v)‖L1(Ω)
≤ √e(v + 1)(α3 y
2
ε + α4)‖∂sv‖L2(Ω)
+ 2yα1(v + 1)
2‖∂sη‖L1(Ω) + α2(v + 1)2‖dH(∂sv)‖L1(Ω)
≤ e(v + 1)( 1ε (v + 1)(2α1y + α2(Mv + h1)) + α3 y
2
ε + α4).
In this way we have bounded W 1,1 norm of f on Ω. Now using the Sobolev
embedding ofW 1,1 in L2, we can in fact obtain that the L2 norm of f is bounded by a
constant, which depends only on the parameters of the Hamiltonian, the chosen value
of ε and the constants v, y, e.

Let us now consider a moduli space M Γ(Λ0,Λ1) as in Theorem 1. By Propo-
sition 6.2 there exists a compact set K∞ ⊆ R2n satisfying (7.1) and (7.2). Fix
u ∈ M Γ(Λ0,Λ1), u(s, t) = (v(s, t), η(s)) and take a connected component Ω ⊆
v−1(R2n \K∞) as in (7.3). Then on Ω, we can apply Proposition 7.1 to a composi-
tion of u with the radial function F directly, which together with Asonov’s maximum
principle assures that there exists a constant C(e, y,v, ε) > 0, such that the following
inequality is satisfied
sup
Ω
‖v(s, t)‖ ≤ sup
∂K∞
‖v(s, t)‖+ C(e, y,v, ε).
By Proposition 7.1 the constant C(e, y,v, ε) > 0 does not depend on the choice of
u ∈ M Γ(Λ0,Λ1) or Ω, therefore, we can conclude that for all u ∈ M Γ(Λ0,Λ1) we
have
sup
s∈R
‖u(s)‖L∞(S1)×R ≤ sup
x∈K∞
‖x‖+ y + C(e, y,v, ε),
thus establishing uniform L∞ × R bounds onM Γ(Λ0,Λ1) and concluding the proof
of Theorem 1.
APPENDIX
A. Geometrical properties of Hamiltonians. In this section we present two lem-
mas, which analyze the geometrical behavior of the 0-level set of an admissible Hamil-
tonian, which is used in the proof of the partition of the set of infinitesimal action
derivation in Proposition 4.1 and in the definition of the tubular neighborhood in sub-
section 5.1.
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Lemma A.1. Let H : R2n → R satisfy (H1) and (H3). Then for all δ > 0 there exists
a µ(δ,H) > 0, such that
H−1(−µ, µ) ⊆
{
x ∈ R2n
∣∣∣ dist(x,H−1(0)) < δ}.
Proof. In the first step we show that for ν > 0 as in (H3) H has no critical points in
the neighborhood H−1(−ν, ν), that is
inf
H−1(−ν,ν)
‖∇H‖ > 0.
By (H1) for every x ∈ R2n we have
‖∇H(x)‖ ≥ c2‖x‖
2 − c3
c1(‖x‖+ 1) .
On the other hand, by (H3) for all x ∈ H−1(−ν, ν) we have
‖∇H(x)‖ ≥ c5
c4(‖x‖2 + 1) .
If we denote
f1(r) :=
c2r
2 − c3
c1(r + 1)
,
f2(r) :=
c5
c4(r2 + 1)
,
then we have
inf
x∈H−1(−ν,ν)
‖∇H(x)‖ ≥ inf
r≥0
max{f1(r), f2(r)}.
An analysis of the derivatives and the asymptotic behavior of the two functions, brings
us to a conclusion that there exists an r0 ∈ (0,+∞), such that f1(r0) = f2(r0).
That means that the function max{f1(r), f2(r)} obtains its minimum at r0 and this
minimum is positive, since f2 is everywhere positive.
Denote Σ = H−1(0). On H−1(−ν, ν) we can define a flow ψ in the following
way
d
dt
ψ(t, x) =
∇H(ψ(t, x))
‖∇H(ψ(t, x))‖2 .
Observe that
H(ψ(t, x)) = H(x) + t since
d
dt
H(ψ(t, x)) = 1.
That means that
ψ : (−ν, ν)× Σ→ H−1(−ν, ν)
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is a well defined bijection. Note that for every (t, x) ∈ (−ν, ν)× Σ, we have
dist(ψ(t, x),Σ) ≤ ‖ψ(t, x)− ψ(0, x)‖
≤
∫ t
0
‖ d
dt
ψ(τ, x)‖dτ
≤
∫ t
0
1
‖∇H(ψ(τ, x))‖dτ
≤ t
infr≥0 max{f1(r), f2(r)}
=
H(ψ(t, x))
infr≥0 max{f1(r), f2(r)}
Therefore, for all 0 < δ if denote
µ(δ,H) := min{ν, δ inf
r≥0
max{f1(r), f2(r)}},
then for all x ∈ H−1(−µ, µ) we have
dist(x,Σ) ≤ H(x)
infr≥0 max{f1(r), f2(r)}
≤ µ
infr≥0 max{f1(r), f2(r)}
≤ δ.

The following lemma ensures that for every admissible Hamiltonian, there exists a
tubular neighborhood with a constant radius, which is used in Section 5 to prove the
boundedness of Floer trajectories.
Lemma A.2. Let H : Rm → R be a smooth function. Denote Σ = H−1(0) and let
N(Σ) be its normal bundle. For δ > 0 denote
Nδ(Σ) := {(x, v) ∈ N(Σ) | ‖v‖ < δ}.
If
inf
Σ
‖∇H‖ > 0 and sup
Rm
‖D2H‖ = M < +∞,
then there exists δ˜(H) > 0, such that
exp : Nδ˜(H)(Σ)→ {x ∈ Rm | dist(x,Σ) < δ˜(H)}
is a diffeomorphism.
Observe that in Lemma A.1 it was shown that from Properties (H1) and (H3) it
follows that:
inf
Σ
‖∇H‖ > 0.
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As a result, any admissible Hamiltonian H : R2n → R satisfies the assumptions of
Lemma A.2, hence its 0 level set admits a well defined δ-tubular neighborhood.
Proof. The proof relies on Theorem 2.31 from [10], which states that δ˜(H) > 0 exists
provided Σ is a uniformly embedded submanifold as defined in Definition 2.21 and
Remark 2.22 in [10].
A hypersurface Σ = H−1(0) is a uniformly embedded submanifold of Rm if there
exists δ0 > 0, such that for every x ∈ Σ
1. the intersection of Σ with a ball of radius δ0, B(x, δ0) ∩ Σ has only one
connected component.
2. there exists a function ϕ : Ker(dxH)→ R, such that Σ is locally a graph of
ϕ over the tangent space TxΣ, i.e.
B(x, δ0) ∩ Σ =
{
y + ϕ(y)
∇H(x)
‖∇H(x)‖ + x
∣∣∣ y ∈ Ker(dxH), ‖y‖ < δ0}
and the functions ϕ corresponding to different x ∈ Σ have their first and
second derivatives uniformly bounded.
We will first prove 1. and then 2.
Proof of 1:
We will show that for every x ∈ Σ the intersection of Σ with a ball of radius 1M infΣ ‖∇H‖:
B
(
x, 1M infΣ
‖∇H‖) ∩ Σ
has only one connected component. Suppose the opposite is true i.e. there exits a
x ∈ Σ and connected component Σ˜ of B(x, 1M infΣ ‖∇H‖) ∩ Σ, such that x /∈ Σ˜.
Then there exists z ∈ Σ˜, such that
0 < dist(Σ˜, x) = ‖x− z‖ < 1
M
inf
Σ
‖∇H‖. (A.1)
Since z ∈ Σ˜ minimizes the distance between x and Σ˜, the vector x−z is perpendicular
to Σ˜, i.e.
x− z
‖x− z‖ =
∇H(z)
‖∇H(z)‖ . (A.2)
Define a function f : [0, 1]→ R
f(t) := H(tx+ (1− t)z).
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Observe that f(0) = f(1) = 0, hence there exists t0 ∈ (0, 1), such that f ′(t0) = 0.
On one hand, we will have
|f ′(t0)− f ′(0)| ≤ t0 sup
t∈[0,t0]
|f ′′(t)|
= t0 sup
t∈[0,t0]
|D2tx+(1−t)zH(x− z, x− z)|
≤M‖x− z‖2.
on the other hand by (A.2) we have
|f ′(t0)− f ′(0)| = |f ′(0)| = dzH(x− z) = ‖∇H(z)‖‖x− z‖,
and the two inequalities above combined with (A.1) lead to a contradiction:
‖∇H(z)‖ ≤M‖x− z‖ < inf
Σ
‖∇H‖.
Proof of 2:
Fix x ∈ Σ. By definition Σ is a regular level set of of H in Rm, hence there exists a
neighborhood V of 0 in TxΣ, a neighborhood Ux of x in Rm and a smooth function
ϕ : V → R, such that
Ux ∩ Σ =
{
y + ϕ(y)
∇H(x)
‖∇H(x)‖ + x
∣∣∣ y ∈ V }.
Let us analyze ϕ. Since H vanishes on Σ we can find the following relations between
H and ϕ:
0 = H
(
y + ϕ(y)
∇H(x)
‖∇H(x)‖ + x
)
0 =
d
dyi
H
(
y + ϕ(y)
∇H(x)
‖∇H(x)‖ + x
)
= dH(∂yi) +
∂ϕ
∂yi
(y)dH
( ∇H(x)
‖∇H(x)‖
)
(A.3)
0 =
d2
dyidyj
H
(
y + ϕ(y)
∇H(x)
‖∇H(x)‖ + x
)
=
d
dyj
(
dH(∂yi) +
∂ϕ
∂yi
(y)dH
( ∇H(x)
‖∇H(x)‖
))
= D2H(∂yi , ∂yj ) +
∂ϕ
∂yi
(y)D2H
(
∂yj ,
∇H(x)
‖∇H(x)‖
)
+
∂ϕ
∂yj
(y)D2H
(
∂yi ,
∇H(x)
‖∇H(x)‖
)
+
∂ϕ
∂yi
(y)
∂ϕ
∂yj
(y)D2H
( ∇H(x)
‖∇H(x)‖ ,
∇H(x)
‖∇H(x)‖
)
+
∂2ϕ
∂yi∂yj
(y)dH
( ∇H(x)
‖∇H(x)‖
)
(A.4)
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To estimate ∂ϕ∂yi (y), we will first show that for all z ∈ B(x, 14M infΣ) the following
relation holds
dHz(∇H(x)) > 12‖∇H(x)‖ ‖∇H(z)‖. (A.5)
If we calculate the first derivative with respect to z of the difference of the two terms
on both sides of this inequality, we obtain
∇(dHz(∇H(x))− 12‖∇H(x)‖ ‖∇H(z)‖) = D2zH
(
∇H(x)− 12
‖∇H(x)‖
‖∇H(z)‖∇H(z)
)
,
‖∇(dHz(∇H(x))− 12‖∇H(x)‖ ‖∇H(z)‖)‖ ≤ 32M‖∇H(x)‖,
which allows us to estimate
dHz(∇H(x))− 12‖∇H(x)‖ ‖∇H(z)‖ ≥ 12‖∇H(x)‖2 − 32M‖∇H(x)‖‖z − x‖.
Therefore, (A.5) is satisfied whenever
z ∈ B(x, 13M infΣ ‖∇H‖).
Now combining (A.3) and (A.5) we can conclude that for
y + ϕ(y)
∇H(x)
‖∇H(x)‖ + x ∈ B(x,
1
3M infΣ
‖∇H‖)
one has the following estimate∣∣∣ ∂ϕ
∂yi
(y)
∣∣∣ ≤ ‖∇H(x)‖ |dH(∂yi)||dH(∇H(x))| ≤ 2
Using the above estimate along with (A.4) and (A.5) we obtain∣∣∣ ∂2ϕ
∂yi∂yj
(y)
∣∣∣ ≤M ∣∣∣dH( ∇H(x)‖∇H(x)‖)∣∣∣−1(1 + ∣∣∣ ∂ϕ∂yi (y)
∣∣∣+ ∣∣∣ ∂ϕ
∂yj
(y)
∣∣∣+ ∣∣∣ ∂ϕ
∂yi
(y)
∣∣∣∣∣∣ ∂ϕ
∂yj
(y)
∣∣∣)
≤ 18M(inf
Σ
‖∇H‖)−1.
This concludes the proof that Σ is an uniformly embedded manifold for
δ0 =
1
3M
inf
Σ
‖∇H‖,
and therefore by Theorem 2.31 from [10] there exists a uniform tubular neighborhood
for Σ. 
B. Calculations on maximum principle.
Lemma B.1. Consider F : R2n → R to be the radial function
F (x) := 14‖x‖2,
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and H a Hamiltonian satisfying property (H2). Define f1, f2 as in (7.5) and (7.6).
Then there exist constants α1, α2, α3, α4 > 0, such that the following holds for all
x ∈ R2n
|f1(x)| ≤ α1(‖x‖+ 1)2, ‖∇f1(x)‖ ≤ α3(‖x‖+ 1), (B.1)
|f2(x)| ≤ α2(‖x‖+ 1)2, ‖∇f2(x)‖ ≤ α4(‖x‖+ 1). (B.2)
Proof. Recall the definition of f1 and f2 from (7.5) and (7.6)
f1(x) := dx(dF (X
H))(XH)− ‖∇H(x)‖2 − ‖∇(dCxF (XH))‖2 − ‖∇(dF (XH))(x)‖2,
f2(x) := d
C
xF (X
H).
Let us first investigate f2 as the simpler of the two functions. We will bound |f2(x)|
and ‖∇f2(x)‖ using the inequalities (2.8) and (2.9) induced by the assumption (H2)
on H:
f2(x) = d
CF (XH) = ω0(JX
H , XF ) = −〈∇H,∇F 〉,
|f2(x)| = |dCFx(XH)| ≤ ‖∇H‖ ‖∇F‖ ≤ 12‖x‖(M‖x‖+ h1), (B.3)
d(dCF (XH))(ξ) = −(〈HessxH(ξ),∇F 〉+ 〈∇H,HessxF (ξ)〉)
= −〈HessxF (∇H) +HessxH(∇F ), ξ〉,
‖∇f2(x)‖ = ‖∇(dCF (XH))‖ ≤ ‖HessxF‖ ‖∇H‖+ ‖HessxH‖ ‖∇F‖
≤M‖x‖+ 12h1. (B.4)
From the above inequalities, we get (B.2) with
α2 :=
1
2 max{M, h
2
1
4M } and α4 := max{M, 12h1}.
We will now proceed with showing bounds on |f1(x)| and ‖∇f1(x)‖ by investi-
gating and bounding each of the expressions separately:
dF (XH) = ω0(X
H , XF ) = 〈J∇H,∇F 〉,
d(dF (XH))(ξ) = 〈JHessxH(ξ),∇F 〉+ 〈J∇H,HessxF (ξ)〉
= 〈HessxF (J∇H)−HessxH(J∇F ), ξ〉,
‖∇(dF (XH))‖ ≤ ‖HessxF‖ ‖∇H‖+ ‖HessxH‖ ‖∇F‖
≤ 12 (M‖x‖+ h1) + 12M‖x‖ = M‖x‖+ 12h1,
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d(‖∇(dF (XH))‖2)(ξ) = 2〈∇(dF (XH)), HessxF (JHessxH(ξ))〉
− 2〈∇(dF (XH)), HessxH(JHessxF (ξ)) +D3H(J∇F, ξ)〉,
‖∇(‖∇(dF (XH))‖2)‖ ≤ 2‖∇(dF (XH))‖(2‖HessxF‖ ‖HessxH‖+ ‖D3H‖ ‖∇F‖)
≤ 2(M‖x‖+ 12h1)(M + 12‖D3H‖ ‖x‖)
≤ 2(M‖x‖+ 12h1)(M + 12L)
d(‖∇(dCF (XH))‖2)(ξ) = −2〈∇(dCF (XH)), HessxF (HessxH(ξ))
− 2〈∇(dCF (XH)), HessxH(HessxF (ξ)) +D3H(∇F, ξ)〉,
‖∇(‖∇(dCF (XH))‖2)‖ ≤ 2‖∇(dCF (XH))‖(2‖HessxF‖ ‖HessxH‖+ ‖D3H‖ ‖∇F‖)
≤ 2(M‖x‖+ 12h1)(M + 12L),
d(dF (XH))(XH) = 〈HessxF (J∇H)−HessxH(J∇F ), XH〉,
|d(dF (XH))(XH)| ≤ (M‖x‖+ 12h1)(M‖x‖+ h1),
d(d(dF (XH))(XH))(ξ) = 〈XH , HessxF (JHessxH(ξ))−HessxH(JHessxF (ξ))〉
+ 〈JHessxH(ξ), HessxF (J∇H)−HessxH(J∇F )〉
− 〈XH , D3H(J∇F, ξ)〉,
‖∇(d(dF (XH))(XH))‖ ≤ ‖∇H‖(2‖HessxF‖ ‖HessxH‖+ ‖D3H‖ ‖∇F‖)
+ ‖HessxH‖(‖HessxF‖ ‖∇H‖+ ‖HessxH‖ ‖∇F‖)
≤ (M‖x‖+ h1)(M + 12L) +M(M‖x‖+ 12h1)
Now taking into account all the above calculations we obtain explicit bounds on
|f1(x)| and ‖∇f1(x)‖ in terms of ‖x‖:
|f1(x)| ≤ |d(dF (XH))(XH)|+ ‖∇H‖2 + ‖∇(dCF (XH))‖2 + ‖∇(dF (XH))‖2
≤ (M‖x‖+ 12h1)(M‖x‖+ h1) + (M‖x‖+ h1)2 + 2(M‖x‖+ 12h1)2
≤ 4M2‖x‖2 + 112 Mh1‖x‖+ 2h21
≤ (2M‖x‖+ 23h1)2,
‖∇f1(x)‖ ≤ ‖∇(d(dF (XH))(XH))‖+ ‖∇(‖∇H‖2)‖+ ‖∇(‖∇(dCF (XH))‖2)‖
+ ‖∇(‖∇(dF (XH))‖2)‖
≤ (M‖x‖+ h1)(M + 12L) +M(M‖x‖+ 12h1) + 2M(M‖x‖+ h1)
+ 4(M‖x‖+ 12h1)(M + 12L)
≤M(8M + 52L)‖x‖+ 12h1(7M + 3L).
This way we obtain (B.1) with
α1 := max{2M, 23h1}2 and α3 := max{M(8M + 52L), 12h1(7M + 3L)}.
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