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Abstract
Deep neural networks have been shown to achieve
state-of-the-art performance in several machine
learning tasks. Stochastic Gradient Descent (SGD)
is the preferred optimization algorithm for training
these networks and asynchronous SGD (ASGD)
has been widely adopted for accelerating the train-
ing of large-scale deep networks in a distributed
computing environment. However, in practice it is
quite challenging to tune the training hyperparame-
ters (such as learning rate) when using ASGD so as
achieve convergence and linear speedup, since the
stability of the optimization algorithm is strongly
influenced by the asynchronous nature of param-
eter updates. In this paper, we propose a vari-
ant of the ASGD algorithm in which the learning
rate is modulated according to the gradient stal-
eness and provide theoretical guarantees for con-
vergence of this algorithm. Experimental verifica-
tion is performed on commonly-used image clas-
sification benchmarks: CIFAR10 and Imagenet to
demonstrate the superior effectiveness of the pro-
posed approach, compared to SSGD (Synchronous
SGD) and the conventional ASGD algorithm.
1 Introduction
Large-scale deep neural networks training is often con-
strained by the available computational resources, mo-
tivating the development of computing infrastructure
designed specifically for accelerating this workload. This
includes distributing the training across several commod-
ity CPUs ([Dean et al., 2012],[Chilimbi et al., 2014]),or
using heterogeneous computing platforms con-
taining multiple GPUs per computing node
([Seide et al., 2014],[Wu et al., 2015],[Strom, 2015]), or
using a CPU-based HPC cluster ([Gupta et al., 2015]).
Synchronous SGD (SSGD) is the most straightforward dis-
tributed implementation of SGD in which the master simply
splits the workload amongst the workers at every iteration.
Through the use of barrier synchronization, the master en-
sures that the workers perform gradient computation using
the identical set of model parameters. The workers are forced
to wait for the slowest one at the end of every iteration. This
synchronization cost deteriorates the scalability and runtime
performance of the SSGD algorithm. Asynchronous SGD
(ASGD) overcomes this drawback by removing any explicit
synchronization amongst the workers. However, permitting
this asynchronous behavior inevitably adds “staleness” to the
system wherein some of the workers compute gradients using
model parameters that may be several gradient steps behind
the most updated set of model parameters. Thus when fixing
the number of iterations, ASGD-trained model tends to be
much worse than SSGD-trained model. Further, there is no
known principled approach for tuning learning rate in ASGD
to effectively counter the effect of stale gradient updates.
Prior theoretical work by [Tsitsiklis et al., 1986]
and [Agarwal and Duchi, 2011] and recent work by
[Lian et al., 2015] provide theoretical guarantees for
convergence of stochastic optimization algorithms in the
presence of stale gradient updates for convex optimization
and nonconvex optimization, respectively. We find that
adopting the approach of scale-out deep learning using
ASGD gives rise to complex interdependencies between
the training algorithm’s hyperparameters (such as learning
rate, mini-batch size) and the distributed implementation’s
design choices (such as synchronization protocol, number of
learners), ultimately impacting the neural network’s accuracy
and the overall system’s runtime performance. In practice,
achieving good model accuracy through distributed training
requires a careful selection of the training hyperparameters
and much of the prior work cited above lacks enough useful
insight to help guide this selection process.
The work presented in this paper intends to fill this void
by undertaking a study of the interplay between the different
design parameters encountered during distributed training of
deep neural networks. In particular, we focus our attention
on understanding the effect of stale gradient updates during
distributed training and developing principled approaches for
mitigating these effects. To this end, we introduce a variant
of the ASGD algorithm in which we keep track of the stal-
eness associated with each gradient computation and adjust
the learning rate on a per-gradient basis by simply dividing
the learning rate by the staleness value. The implementation
of this algorithm on a CPU-based HPC cluster with fast inter-
connect is shown to achieve a tight bound on the gradient stal-
eness. We experimentally demonstrate the effectiveness of
the proposed staleness-dependent learning rate scheme using
commonly-used image classification benchmarks: CIFAR10
and Imagenet and show that this simple, yet effective tech-
nique is necessary for achieving good model accuracy dur-
ing distributed training. Further, we build on the theoretical
framework of [Lian et al., 2015] and prove that the conver-
gence rate of the staleness-aware ASGD algorithm is consis-
tent with SGD: O
(
1/
√
T
)
where T is the number of gradi-
ent update steps.
Previously, [Ho et al., 2013] presented a parameter server
based distributed learning system where the staleness in pa-
rameter updates is bounded by forcing faster workers to wait
for their slower counterparts. Perhaps the most closely re-
lated prior work is that of [Chan and Lane, 2014] which pre-
sented a multi-GPU system for distributed training of speech
CNNs and acknowledge the need to modulate the learning
rate in the presence of stale gradients. The authors proposed
an exponential penalty for stale gradients and show results
for up to 5 learners, without providing any theoretical guar-
antee of the convergence rate. However, in larger-scale dis-
tributed systems, the gradient staleness can assume values up
to a few hundreds ([Dean et al., 2012]) and the exponential
penalty may reduce the learning rate to an arbitrarily small
value, potentially slowing down the convergence. In contrast,
in this paper, we formally prove our proposed ASGD algo-
rithm to converge as fast as SSGD. Further, our implementa-
tion achieves near-linear speedup while maintaining the op-
timal model accuracy. We demonstrate this on widely used
image classification benchmarks.
2 System architecture
In this section we present an overview of our distributed deep
learning system and describe the synchronization protocol
design. In particular, we introduce the n-softsync protocol
which enables a fine-grained control over the upper bound on
the gradient staleness in the system. For a complete compari-
son, we also implemented the Hardsync protocol (aka SSGD)
for model accuracy baseline since it generates the most accu-
rate model (when fixing the number of training epochs), albeit
at the cost of poor runtime performance.
2.1 Architecture Overview
We implement a parameter server based distributed learn-
ing system, which is a superset of Downpour SGD in
[Dean et al., 2012], to evaluate the effectiveness of our pro-
posed staleness-dependent learning rate modulation tech-
nique. Throughout the paper, we use the following defini-
tions:
• λ: number of learners (workers).
• µ: mini-batch size used by each learner to produce
stochastic gradients.
• α: learning rate.
• Epoch: a pass through the entire training dataset.
• Timestamp: we use a scalar clock to represent weights
timestamp i, starting from i = 0. Each weight update
increments the timestamp by 1. The timestamp of a gra-
dient is the same as the timestamp of the weight used to
compute the gradient.
• τi,l: staleness of the gradient from learner l. A learner l
pushes gradient with timestamp j to the parameter server
of timestamp i, where i ≥ j.We calculate the staleness
τi,l of this gradient as i− j. τi,l ≥ 0 for any i and l.
Each learner performs the following sequence of steps.
getMinibatch: Randomly select a mini-batch of exam-
ples from the training data; pullWeights: A learner
pulls the current set of weights from the parameter server;
calcGradient: Compute stochastic gradients for the cur-
rent mini-batch. We divide the gradients by the mini-batch
size; pushGradient: Send the computed gradients to the
parameter server;
The parameter server group maintains a global view of
the neural network weights and performs the following func-
tions. sumGradients: Receive and accumulate the gradi-
ents from the learners; applyUpdate: Multiply the average
of accumulated gradient by the learning rate (step length) and
update the weights.
2.2 Synchronization protocols
We implemented two synchronization protocols: hardsync
protocol (aka, SSGD) and n-softsync protocol (aka, ASGD).
Although running at a very slow speed, hardsync protocol
provides the best model accuracy baseline number, when fix-
ing the number of training epochs. n-softsync protocol is our
proposed ASGD algorithm that automatically tunes learning
rate based on gradient staleness and achieves model accu-
racy comparable with SSGD while providing a near-linear
speedup in runtime.
Hardsync protocol: To advance the weights’ timestamp θ
from i to i + 1, each learner l compute a gradient ∆θl using
a mini-batch size of µ and sends it to the parameter server.
The parameter server averages the gradients over λ learners
and updates the weights according to equation 1, then broad-
casts the new weights to all learners. The learners are forced
to wait for the updated weights until the parameter server has
received the gradient contribution from all the learners and
finished updating the weights. This protocol guarantees that
each learner computes gradients on the exactly the same set
of weights and ensures that the gradient staleness is 0. The
hardsync protocol serves as the baseline, since from the per-
spective of SGD optimization it is equivalent to SGD using
batch size µλ.
gi =
1
λ
λ∑
l=1
∆θl
θi+1 = θi − αgi.
(1)
n-softsync protocol: Each learner l pulls the weights from
the parameter server, calculates the gradients and pushes the
gradients to the parameter server. The parameter server up-
dates the weights after collecting at least c = ⌊(λ/n)⌋ gradi-
ents from any of the λ learners. Unlike hardsync, there are
no explicit synchronization barriers imposed by the parame-
ter server and the learners work asynchronously and indepen-
dently. The splitting parameter n can vary from 1 to λ. The
n-softsync weight update rule is given by:
c = ⌊(λ/n)⌋
gi =
1
c
c∑
l=1
α(τi,l)∆θl, l ∈ {1, 2, . . . , λ}
θi+1 = θi − gi,
(2)
where α (τi,l) is the gradient staleness-dependent learning
rate. Note that our proposed n-softsync protocol is a superset
of Downpour-SGD of [Dean et al., 2012](a commonly-used
ASGD implementation), in that when n is set to be λ, our
implementation is equivalent to Downpour-SGD. By setting
different n, ASGD can have different degrees of staleness, as
demonstrated in Section 2.4.
2.3 Implementation Details
We use MPI as the communication mechanism between
learners and parameter servers. Parameter servers are
sharded. Each learner and parameter server are 4-way
threaded. During the training process, a learner pulls weights
from the parameter server, starts training when the weights
arrive, and then calculates gradients. Finally it pushes the
gradients back to the parameter server before it can pull the
weights again. We do not “accrue” gradients at the learner so
that each gradient pushed to the parameter server is always
calculated out of one mini-batch size as accruing gradients
generally lead to a worse model. In addition, the parame-
ter server communicates with learners via MPI blocking-send
calls (i.e., pullWeights and pushGradient), that is the
computation on the learner is stalled until the corresponding
blocking send call is finished. The design choice is due to
the fact that it is difficult to guarantee making progress for
MPI non-blocking calls and multi-thread level support to MPI
communication is known not to scale [MPI-Forum, 2012].
Further, by using MPI blocking calls, the gradients’ staleness
can be effectively bounded, as we demonstrate in Section 2.4.
Note that the computation in parameter servers and learners
are however concurrent (except for the learner that is com-
municating with the server, if any). No synchronization is
required between learners and no synchronization is required
between parameter server shards.
Since memory is abundant on each computing node, our
implementation does not split the neural network model
across multiple nodes (model parallelism). Rather, depending
on the problem size, we pack either 4 or 6 learners on each
computing node. Learners operate on homogeneous proces-
sors and run at similar speed. In addition, fast interconnect
expedites pushing gradients and pulling weights. Both of
these hardware aspects help bound gradients’ staleness.
2.4 Staleness analysis
In the hardsync protocol, the update of weights from θi to
θi+1 is computed by aggregating the gradients calculated us-
ing weights θi. As a result, each of the gradients gi in the ith
step carries with it a staleness τi,l equal to 0.
Figure 1 shows the measured distribution of gradient stal-
eness for different n-softsync (ASGD) protocols when using
λ = 30 learners. For the 1-softsync, the parameter server
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Figure 1: Distribution of gradient staleness for 1, 15, and 30-
softsync protocols. λ = 30
updates the current set of weights when it has received a to-
tal of 30 gradients from (any of) the learners. In this case,
the staleness τi,l for the gradients computed by the learner
l takes values 0, 1, or 2. Similarly, the 15-softsync pro-
tocol forces the parameter server to accumulate λ/15 = 2
gradient contributions from the learners before updating the
weights. On the other hand, the parameter server updates
the weights after receiving a gradient from any of the learn-
ers when the 30-softsync protocol is enforced. The average
staleness 〈τi〉 for the 15-softsync and 30-softsync protocols
remains close to 15 and 30, respectively. Empirically, we
have found that a large fraction of the gradients have staleness
close to n, and only with a very low probability (< 0.0001)
does τ exceed 2n. These measurements show that, in general,
τi,l ∈ {0, 1, . . . , 2n} and 〈τi〉 ≈ n for the n-softsync proto-
col 1. Clearly, the n-softsync protocol provides an effective
mechanism for controlling the staleness of the gradients in
the system.
In our implementation, the parameter server uses the stal-
eness information to modulate the learning rate on a per-
gradient basis. For an incoming gradient with staleness τi,l,
the learning rate is set as:
αi,l =
α0
τi,l
if τi,l > 0 (3)
where α0 is typically set as the ‘best-known’ learning rate
when using SSGD. In section 4 we show experimental results
comparing this staleness-dependent learning rate scheme
with the case where the learning rate is kept constant at α0.
3 Theoretical Analysis
This section provides theoretical analysis of the ASGD algo-
rithm proposed in section 2. More specifically, we will show
the convergence rate and how the gradient staleness affects
the convergence. In essence, we are solving the following
generic optimization problem:
min
θ
F (θ) :=
1
N
N∑
i=1
fi(θ),
where θ is the parameter vector we are pursuing, N is the
number of samples, and fi(θ) is the loss function for the ith
1We have found this empirical observation to hold true regardless
of the mini-batch size per learner and the size of the model. The plots
in Figure 1 were generated using the CIFAR10 dataset/model (see
section 4) and mini-batch size per learner µ = 4.
sample. If every learner computes µ gradients at once and
the parameter server updates the parameter when it receives c
mini-batches from learners, from the perspective of the pa-
rameter server, the update procedure of parameter θ men-
tioned can be written as
gi =
1
c
c∑
l=1
α0
τi,l
(
1
µ
µ∑
s=1
∇fξi,s,l(θi−τi,l)
)
︸ ︷︷ ︸
calculated in a learner︸ ︷︷ ︸
aggregated in the parameter server
, (4)
θi+1 = θi − gi︸ ︷︷ ︸
calculated in the parameter server
,
where τi,l is the staleness of the parameter used to calculate
the gradients in the lth learner in step i and α0 is a constant.
ξi,s,l denotes the subscript of f used to calculate the sth gra-
dient in the lth learner in the ith step.
To simplify the analysis, we decompose every single step
in (4) to c steps by updating only one batch of gradients in
each step. Then the sequence {θi}i∈N becomes {θ˜t}t∈N, and
θ˜ci = θi. Formally, it will be
g˜t =
1
cµ
α0
τ˜t − rt
(
µ∑
s=1
∇fξ˜t,s(θ˜t−τt)
)
︸ ︷︷ ︸
calculated in a learner
, (5)
θ˜t+1 = θ˜t − g˜t︸ ︷︷ ︸
calculated in the parameter server
,
where rt is the remainder of t/c. ξ˜t,s denotes the subscript
of f used to calculate the sth gradient in the tth step in our
new formulation. One can verify that here t increases c times
faster than the i in (4).
Note that the τ˜t − rt in (5) is always positive2. We use
{pt}t∈N to denote the difference pt = τ˜t − rt. It immedi-
ately follows that pt = τ⌊t/c⌋,rt . From the Theorem 1 in
[Lian et al., 2015] with some modification, we have the fol-
lowing theorem, which indicates the convergence rate and the
linear speedup property of our algorithm.
Theorem 1. Let C1, C2, C3, C4 be certain positive constants
depending on the objective function F (θ). Under certain
commonly used assumptions (please find in Theorem 1 in
[Lian et al., 2015]), we can achieve an convergence rate of
1∑T
t=1 1/pt
T∑
t=1
1
pt
E(‖∇F (θ˜t)‖2) 6 2
√
2C1C2
µ
∑T
t=1
(
1
p2t
)
∑T
t=1
1
pt
,
(6)
2In (5) when a mini-batch is updated into the parameter, the
counter (t) will increase by 1, while in (4) the counter (i) increases
by 1 every c mini-batches updated into the parameter. For example
if we have 3 mini-batches with staleness 1 pushed, in (4) all τi,l will
be 1. However, in (5), if one mini-batch is updated in iteration t, the
staleness τ˜t+1 of the other two mini-batches becomes 2, so we need
to subtract the redundant part of the staleness caused by the differ-
ence in counting. Because the staleness after subtraction is exactly
the original staleness in (4), it is always positive.
where T is the total iteration number, if
α0 =
√√√√ C1c2µ∑T
t=1
(
2
p2t
C2
) , (7)
under the prerequisite that
α0 6
cC2
C3pt
∑t−1
j=t−2n
1
p2
j
, ∀t, (8)
and
C3
α0
cpt
+ C4n
α20
c2pt
2n∑
κ=1
1
pt+κ
6 1, ∀t. (9)
First note that (8) and (9) can always be satisfied by select-
ing small enough α0 (or equivalently, large enough T ). Thus,
if the learning rate is appropriately chosen in our algorithm,
the weighted average of the gradients (which is the LHS of
(6)) is guaranteed to converge. Also note that that to achieve
this convergence rate, the batch size µ cannot be too large,
since from (7) we can see that a larger µ leads to a larger α0,
which may not satisfy the prerequisites (8) and (9).
A clearer dependence between the staleness and the con-
vergence rate can be found by taking a closer look at the RHS
(6):
Remark 1. Note that the RHS of (6) is of the form
h(z1, · · · , zT ) = O
(√
z2
1
+z2
2
+···+z2
T
z1+z2+···+zT
)
by letting zt = 1pt .
If the summation z1 + · · · + zT is fixed, one can verify that
h is minimized when z1 = z1 = · · · = zT . Therefore our
theorem suggests that a centralized distribution of staleness p
(or τ in (4)) leads to a better convergence rate.
Further, we have the following result by considering the
ideal scenario of the staleness.
Remark 2. Note that if we take pt as a constant p, we have
1
T
T∑
t=1
E(‖∇F (θ˜t)‖2) 6 2
√
2C1C2√
Tµ
.
Thus this convergence rate is roughly in the order of
O
(
1/
√
µT
)
, where T is the total iteration number and
µ is the mini-batch size. Equivalently, a goal of
1
T
∑T
t=1 E(‖∇F (θ˜t)‖2) ≤ ǫ can be achieved by having
µT = O(1/ǫ2). This is consistent with the convergence
rate of SGD in [Lian et al., 2015], which suggests a linear
speedup can be achieved in our algorithm.
Proof. From (9) we have
C3
α0
cpt
+ C4n
α20
c2pt
2n∑
κ=1
1
pt+κ
= C3µ
α0
µcpt
+ C4µ
2n
α0
µcpt
2n∑
κ=1
α0
µcpt+κ
6 1, ∀t.
With (8) we have
α20
µc2p2t
C2 >
α30
c3ptµ
C3
t−1∑
j=t−2n
1
p2j
, ∀t. (10)
Note that the upperbound of the staleness is 2n in our setting.
Then it follows from Theorem 1 in [Lian et al., 2015] that
1∑T
t=1 1/pt
T∑
t=1
1
pt
E(‖∇F (θ˜t)‖2)
6
C1 +
∑T
t=1
(
α2
0
µc2p2t
C2 +
α3
0
c3ptµ
C3
∑t−1
j=t−2n
1
p2j
)
∑T
t=1
α0
cpt
6︸︷︷︸
(10)
C1 + α
2
0
∑T
t=1
(
2
µc2p2t
C2
)
∑T
t=1
α0
cpt
=︸︷︷︸
(7)
2
√
C1c
∑T
t=1
(
2
µcp2t
C2
)
∑T
t=1
1
pt
= 2
√
2C1C2
µ
∑T
t=1
(
1
p2t
)
∑T
t=1
1
pt
,
completing the proof.
4 Experimental Results
4.1 Hardware and Benchmark Datasets
We deploy our implementation on a P775 supercomputer.
Each node of this system contains four eight-core 3.84GHz
IBM POWER7 processors, one optical connect controller
chip and 128GB of memory. A single node has a theoreti-
cal floating point peak performance of 982Gflop/s, memory
bandwidth of 512GB/s and bi-directional interconnect band-
width of 192GB/s.
We present results on two datasets: CIFAR10 and
ImageNet. The CIFAR10 [Krizhevsky and Hinton, 2009]
dataset comprises of a total of 60,000 RGB images of size
32 × 32 pixels partitioned into the training set (50,000 im-
ages) and the test set (10,000 images). Each image belongs
to one of the 10 classes, with 6000 images per class. For
this dataset, we construct a deep convolutional neural net-
work (CNN) with 3 convolutional layers each followed by
a pooling layer. The output of the 3rd pooling layer con-
nects, via a fully-connected layer, to a 10-way softmax output
layer that generates a probability distribution over the 10 out-
put classes. This neural network architecture closely mimics
the CIFAR10 model available as a part of the open-source
Caffe deep learning package ([Jia et al., 2014]). The total
number of trainable parameters in this network are ∼ 90 K
(model size of ∼350 kB). The neural network is trained us-
ing momentum-accelerated mini-batch SGD with a batch size
of 128 and momentum set to 0.9. As a data preprocessing
step, the per-pixel mean is computed over the entire training
dataset and subtracted from the input to the neural network.
Number of learners, 
0 10 20 30
Sp
ee
du
p
0
5
10
15
20
25
30
CIFAR10
-softsync,  = 128
-softsync,  = 4
Linear speedup
Number of learners, 
0 10 20 30
Sp
ee
du
p
0
5
10
15
20
25
30
ImageNet
-softsync,  = 256
-softsync,  = 16
Linear speedup
Figure 2: Measured speedup in training time per epoch for (a)
CIFAR10 (model size ∼350 kB) and (b) ImageNet (model
size ∼300MB)
For ImageNet [Russakovsky et al., 2015], we consider
the image dataset used as a part of the 2012 ImageNet
Large Scale Visual Recognition Challenge (ILSVRC 2012).
The training set is a subset of the ImageNet database and
contains 1.2 million 256×256 pixel images. The validation
dataset has 50,000 images. Each image maps to one of the
1000 non-overlapping object categories. For this dataset,
we consider the neural network architecture introduced in
[Krizhevsky et al., 2012] consisting of 5 convolutional lay-
ers and 3 fully-connected layers. The last layer outputs the
probability distribution over the 1000 object categories. In
all, the neural network has ∼72 million trainable parameters
and the total model size is 289MB. Similar to the CIFAR10
benchmark, per-pixel mean computed over the entire training
dataset is subtracted from the input image feeding into the
neural network.
4.2 Runtime Evaluation
Figure 2 shows the speedup measured on CIFAR10 and Im-
ageNet, for up to 30 learners. Our implementation achieves
22x-28x speedup for different benchmarks and different batch
sizes. On an average, we find that the ASGD runs 50% faster
than its SSGD counterpart.
4.3 Model Accuracy Evaluation
For each of the benchmarks, we perform two sets of ex-
periments: (a) setting learning rate fixed to the best-known
learning rate for SSGD, α = α0, and (b) tuning the learn-
ing rate on a per-gradient basis depending on the gradient
staleness τ , α = α0/τ . It is important to note that when
α = α0 and n = λ (number of learners) in n-softsync
protocol, our implementation is equivalent to the Downpour-
SGD of [Dean et al., 2012]. Albeit at the cost of poor run-
time performance, we also train using the hardsync protocol
since it guarantees zero gradient staleness and achieves the
best model accuracy. Model trained by Hardsync protocol
provides the target model accuracy baseline for ASGD algo-
rithm. Further, we perform distributed training of the neural
networks for each of these tasks using the n-softsync proto-
col for different values of n. This allows us to systematically
observe the effect of stale gradients on the convergence prop-
erties.
CIFAR10
When using a single learner, the mini-batch size is set to
128 and training for 140 epochs using momentum acceler-
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Figure 3: CIFAR10 results: (a) Top: training error, test
error for different n-softsync protocols, learning rate set as
α0 (b) Bottom: staleness-dependent learning rate of Equa-
tion 3. Hardsync (SSGD, black line), Downpour-SGD shown
as baseline for comparison. λ = 30, µ = 4.
ated SGD (momentum = 0.9) results in a model that achieves
∼18% misclassification error rate on the test dataset. The
base learning rate α0 is set to 0.001 and reduced by a fac-
tor of 10 after the 120th and 130th epoch. In order to achieve
comparable model accuracy as the single-learner, we follow
the prescription of [Gupta et al., 2015] and reduce the mini-
batch size per learner as more learners are added to the system
in order to keep the product of mini-batch size and number of
learners approximately invariant.
Figure 3 shows the training and test error obtained for dif-
ferent synchronization protocols: hardsync and n-softsync,
n ∈ (1, λ) when using λ = 30 learners. The mini-batch
size per learner is set to 4 and all the other hyperparame-
ters are kept unchanged from the single-learner case. Fig-
ure 3 top half shows that as the gradient staleness is in-
creased (achieved by increasing the splitting parameter n in
n-softsync protocol), there is a gradual degradation in SGD
convergence and the resulting model quality. In the presence
of large gradient staleness (such as in 15, and 30-softsync
protocols), training fails to converge and the test error stays
at 90%. In contrast, Figure 3 bottom half shows that when
these experiments are repeated using our proposed staleness-
dependent learning rate scheme of Equation 3, the corre-
sponding curves for training and test error for different n-
softsync protocols are virtually indistinguishable (see Fig-
ure 3 bottom half). Irrespective of the gradient staleness, the
trained model achieves a test error of ∼18%, showing that
proposed learning rate modulation scheme is effective in be-
stowing upon the training algorithm a high degree of immu-
nity to the effect of stale gradients.
ImageNet
With a single learner, training using a mini-batch size of 256,
momentum 0.9 results in a top-1 error of 42.56% and top-5
error of 19.18% on the validation set at the end of 35 epochs.
The initial learning rate α0 is set equal to 0.01 and reduced by
a factor of 5 after the 20th and again after the 30th epoch. Next,
we train the neural network using 18 learners, different n-
softsync protocols and reduce the mini-batch size per learner
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Figure 4: ImageNet results: (a) Top: training error, top-
1 validation error for different n-softsync protocols, learning
rate set as α0 (b) Bottom: staleness-dependent learning rate
of Equation 3. Hardsync(SSGD, black line), Downpour-SGD
shown as baseline for comparison. λ = 18, µ = 16.
to 16.
Figure 4 top half shows the training and top-1 validation
error when using the learning rate that is the same as the sin-
gle learner case α0. The convergence properties progressively
deteriorate as the gradient staleness increases, failing to con-
verge for 9 and 18-softsync protocols. On the other hand,
as shown in Figure 4 bottom half, automatically tuning the
learning rate based on the staleness results in nearly identical
behavior for all the different synchronization protocols.These
results echo the earlier observation that the proposed learning
rate strategy is effective in combating the adverse effects of
stale gradient updates. Furthermore, adopting the staleness-
dependent learning rate helps avoid the laborious manual ef-
fort of tuning the learning rate when performing distributed
training using ASGD.
Summary With the knowledge of the initial learning rate
for SSGD (α0), our proposed scheme can automatically tune
the learning rate so that distributed training using ASGD can
achieve accuracy comparable to SSGD while benefiting from
near linear-speedup.
5 Conclusion
In this paper, we study how to effectively counter gradient
staleness in a distributed implementation of the ASGD algo-
rithm. In summary, the key contributions of this work are:
• We prove that by using our proposed staleness-
dependent learning rate scheme, ASGD can converge at
the same rate as SSGD.
• We quantify the distribution of gradient staleness in
our framework and demonstrate the effectiveness of
the learning rate strategy on standard benchmarks (CI-
FAR10 and ImageNet). The experimental results show
that our implementation achieves close to linear speedup
for up to 30 learners while maintaining the same conver-
gence rate in spite of the varying degree of staleness in
the system and across vastly different data and model
sizes.
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