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This paper presents a Bayesian approach to option pricing, in which posterior inference is conducted
implicitly, via observed option prices. The method is applied to option price data on the S&P500
stock indexrecorded on the last two trading days of 1995. A range of models for the underlying
returns process are considered, with both posterior distributions for the parameters of those mod-
els and posterior model probabilities backed out from the option prices. The models considered
allow for both time-varying conditional volatility, using the Generalized Autoregressive Conditional
Heteroscedasticity (￿￿￿￿￿) framework introduced by Engle (1982) and Bollerslev (1986), and
skewness and leptokurtosis in the conditional distribution of returns, using the framework of Fer-
nandez and Steel (1998). The modelling framework nests the returns model underlying the option
pricing model of Black and Scholes (1973), namely one of normality with constant volatility.
Fit and predictive densities associated with the diﬀerent models are produced. These densities
are used to assess the out-of sample performance of the diﬀerent parametric models. The hedging
performance of the diﬀerent returns models is also assessed via the construction of posterior distrib-
utions for hedging errors. In addition to considering model-speciﬁc results, the concept of Bayesian
model averaging is invoked, to produce averaged predictive and hedging distributions for the option
prices. The weights used in the averaging process are the posterior probabilities associated with
the diﬀerent models. Results based upon implicit estimation are compared with results based upon
direct estimation using returns data.
Although most of the statistical work on option prices is based on the classical paradigm, some
Bayesian analyses have been performed. Boyle and Ananthanarayanan (1977) are amongst the ﬁrst
investigators to have applied Bayesian principles to option pricing, producing credible intervals
for the Black-Scholes option price, based on a posterior distribution for the volatility parameter
estimated from returns data. They allude to the possibility of the Bayesian approach being used to
discriminate between diﬀerent models for the returns process. Korolyi (1993) shows how Bayesian
methods, again as based on returns data, can be used to improve the precision with which market
option prices are estimated. Particular emphasis is given to the use of prior information on the cross-
sectional patterns in return volatilities for groups of diﬀerent types of stocks. Bayesian modelling
of ￿￿￿￿￿ processes, with an application to the production of theoretical stock option prices is
found in Bauwens andLubrano (1998). More recently, Jacquier and Jarrow (2000) produce posterior
distributions for the volatility parameter of the Black-Scholes model implicitly, via observed option
prices. Deviations from the Black-Scholes assumptions are catered for non-parametrically.
Classical work which relates to the present paper includes Engle and Mustafa (1992), Bakshi,
Cao and Chen (1997), Corrado and Su (1997), Lim et al (1998), Sabbatini and Linton (1998) and
1Lim, Martin and Martin (2000). In Lim et al (1998), alternative models for exchange rate returns
are formulated within the generalized Student t framework of Lye and Martin (1993). These models
are estimated from the returns data using Maximum Likelihood, and the implications for option
pricing of nonnormality andtime-varying volatility investigated. In Corrado and Su (1997) andLim,
Martin and Martin (2000), option prices are used to estimate returns models which accommodate
skewness and leptokurtosis. Signiﬁcant option-implied negative skewness and excess kurtosis is
found in both cases, with the Corrado and Su results pertaining to options on the S&P500 index
and the Lim, Martin and Martin results pertaining to currency options. Bakshi, Cao and Chen
(1997) conduct implicit estimation of alternative stochastic volatility models, via option prices on
the S&P500 index. They also ﬁnd evidence of departures from the Black-Scholes speciﬁcations and
that the use of a more sophisticated option pricing model can reduce both pricing and hedging
errors. Engle and Mustafa (1992) and Sabbatini and Linton (1998) estimate implied ￿￿￿￿￿
models from option prices, making comparisons with such models estimated directly from returns
data.
An outline of the present paper is as follows. Section 2 discusses the application of the Bayesian
statistical paradigm to option pricing. We follow Jacquier and Jarrow (2000) in specifying normally
distributed option pricing errors. This distributional speciﬁcation allows for the implicit estimation
of posterior quantities related to the underlying returns models, from which ﬁt, predictive and
hedging distributions for the option prices themselves are to be constructed. In Section 3 the
discussion is specialized, ﬁrstly to the Black-Scholes option pricing model. Parametric extensions
to the Black-Scholes model are then introduced, with details given of the distributional framework
used to model time-varying conditional volatility and nonnormality in the conditional distribution
of returns. Section 4 outlines the criteria used to rank the diﬀerent models, namely, implicit
posterior probability, plus ﬁt, predictive and hedging performance. In this section, we also outline
the application of Bayesian model averaging, with the method of producing averaged predictive
and hedging distributions described. In Section 5, the empirical results based on option price data
on the S&P500 stock indexare presented. Whilst the results provide some evidence favouring
the Black-Scholes model, substantial option-implied excess kurtosis is estimated, with a Student-
￿ model with constant volatility providing by far the best out-of-sample ﬁt of observed option
prices. The prediction and hedging performance of all models is remarkably similar, with no one
model dominating. As a consequence, the model averaging process produces results which are also
similar to those pertaining to the individual models. The hedging results suggest that all models
considered are still misspeciﬁed up to a point. The comparison of the implicit and returns-based
results suggests that option prices do contain information over and above that which is contained
2in historical returns data and that this information is beneﬁcial in reducing pricing errors. Some
conclusions are drawn in Section 6.
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￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿$￿￿$￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿
￿￿2￿￿￿￿￿ ￿￿￿￿￿￿￿ <￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿1￿/ ￿ ￿
￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ 3￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿
9￿￿:￿￿￿￿ ￿￿￿ 9￿￿￿￿￿ )-￿￿￿*￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿>
￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿ )-*
￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿
1￿￿￿￿￿ Ci ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ 4￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿
zi ￿￿ r,K,τ,S￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿  ￿
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿ )-* ￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ )-* ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿
￿￿￿￿￿ ￿￿@￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ )￿￿￿￿$￿￿￿￿￿￿￿* ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿&￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿
￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿ )-*￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿ ￿￿￿$￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ 3￿ ￿￿￿￿ ￿￿￿￿￿￿
￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿
￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿
￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿$￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿
￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿@￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿
￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ A￿￿￿￿￿ ￿￿￿￿￿B￿ 3￿ ￿￿￿ ￿￿￿￿ ￿￿@￿￿￿ A￿￿￿￿￿￿
￿￿￿￿￿B￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿2￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿$￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
#￿ ￿￿￿￿￿ ￿￿ 9￿￿:￿￿￿￿ ￿￿￿ 9￿￿￿￿￿ )-￿￿￿*￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿4￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿













￿￿￿￿￿ ￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿ %￿￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿ ￿
￿￿4￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ vector of observed option prices as ￿￿ the joint posterior density for ￿ is given
by:
￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿ (4)
Given the nonstandard nature of (4), which obtains even for the simplest case of the Black-Scholes
model, numerical procedures are required in order to produce both marginal posterior distributions
for the elements of ￿ and the marginal likelihood associated with the speciﬁed model, to be used
2￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ u￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿  ￿￿￿￿￿￿￿!￿
￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ u￿￿ ￿￿ ￿￿"￿￿￿ ￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿
￿￿!￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ #￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿
￿￿ ￿￿ ￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ $￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ u￿.
￿#￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿ ￿￿￿￿￿ ￿￿"￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ %￿
￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ $￿￿￿￿￿￿ &￿
4in the construction of relative model probabilities and in the model averaging. As well as enabling
posterior quantities relating to the underlying returns model to be produced, the numerical proce-
dures enable ﬁt, predictive and hedging distributions to be estimated, as will be detailed in Section
4.
￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿(￿i￿￿)￿ ￿￿ )-* ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿4￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
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￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿
(￿￿￿ )-￿￿￿*￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿  ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿
￿￿ )0* ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿
￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿
￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿ )0* ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿ ￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ 3￿ ￿￿
￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿ C￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿ )=*￿ D￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿)￿
￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿(￿￿￿)￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿
￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿&￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿4￿￿ ￿￿ )0* ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ (￿￿￿￿￿￿￿
￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ /￿￿￿￿￿￿￿ ￿￿￿ E￿￿$
￿￿￿￿￿￿￿￿ )!",-* ￿￿￿ 7￿￿ ￿￿ ￿￿ )!"",*￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ 4￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿
￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ )!","￿
!""!*￿ (￿￿￿￿￿￿ 5￿￿& ￿￿￿ ￿￿￿￿￿￿￿ )!""-*￿ (￿￿￿￿￿￿ 5￿￿& ￿￿￿ ￿￿￿￿￿￿￿￿ )!""=* ￿￿￿ 6￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿ ’￿￿￿ )!"",* 4￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿4￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿? ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ’￿￿￿ ￿￿￿
6￿￿￿￿￿ )!""-* ￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ;￿ E￿￿￿￿ )!""=*￿ 7￿￿ ￿￿ ￿￿ )!"",* ￿￿￿ 7￿￿￿ 8￿￿￿￿￿
￿￿￿ ￿￿￿ )!"",* 4￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿
#￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿
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A￿￿￿￿￿￿B ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿&￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿
￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿4￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿
￿￿￿￿￿? ￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿ (￿￿￿ ￿￿￿ <￿￿￿￿ )!",0*￿ 9￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ )!",0*￿ ￿￿￿￿￿ )!",0*￿ <￿￿￿￿￿￿
)!",0*￿ ’￿￿￿￿￿￿ ￿￿￿ ￿￿ )!""0* ￿￿￿ 7￿￿￿ 8￿￿￿￿￿ ￿￿￿ 8￿￿￿￿￿ )-￿￿￿*￿
3￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ /￿￿￿￿￿￿￿& ￿￿￿ ￿￿￿￿￿ )!"",*￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ 3￿ ￿￿￿ ￿￿ ￿ ￿￿￿$￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿@￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ;￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿
.￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿  ￿!￿￿"￿￿#￿￿$ "￿￿￿￿￿￿￿￿# ￿￿ %￿￿￿￿￿￿
;￿4￿￿￿￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿
￿￿ ￿   ￿￿￿￿￿ ),*
￿￿￿￿￿ ￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿&￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿
￿￿ ￿ ￿￿￿￿￿￿ )"*
￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ #￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿
￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿&￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿
￿
￿￿￿￿2￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿  
￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ <￿￿￿ ￿￿￿ ￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿
￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ )!* ￿￿ ￿￿4￿￿￿￿   ￿ ￿ ￿ ￿￿￿￿2 ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿4￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿? ￿￿￿ (￿￿￿ )-￿￿￿*￿
/￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ )"*> ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
t￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿4￿￿ ￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿ /￿￿￿￿￿￿￿& ￿￿￿ ￿￿￿￿￿ )!"",*￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿
t ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ;￿￿￿￿￿￿￿ ￿￿ z￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ µ￿ ￿￿￿ ￿￿￿￿￿￿￿￿ σ2
￿￿ /￿￿￿￿￿￿￿& ￿￿￿














￿￿￿￿￿ " ￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ &￿￿￿ ￿￿￿ #￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿


















￿￿￿ ￿￿￿￿￿￿￿￿￿ ! ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ !$￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ !%￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ! ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿!￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ &￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ! ￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿  ￿￿ <￿￿￿ "￿￿￿ ￿￿4￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿
￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿
￿,γ)￿ <￿￿￿ f(.) ￿￿4￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ t ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿ z￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ t ￿￿￿￿￿￿￿￿￿￿￿￿￿ SSt(µ￿,σ￿
￿,γ,ν)￿< ￿ ￿ ￿γ =1 ￿
0￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ N(0,1), ￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ t ￿￿￿￿￿￿￿￿￿￿￿￿￿ St(0, ￿
￿￿￿￿&￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
F￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ )!￿*￿ ￿￿ ￿￿￿ ￿￿4￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿4￿￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ),* ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿4￿￿￿￿￿￿￿ ￿￿￿ "￿￿￿ ￿￿￿ !￿ ￿￿ ￿￿￿￿￿￿￿>




























￿ SSt￿ ￿￿￿ ￿
￿￿!￿&￿
)!!*
8￿￿￿￿ ’￿ ￿￿￿￿￿4￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ 3￿ ￿￿￿￿ ￿￿￿￿￿$
￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿￿ <￿ ￿￿￿￿￿ ￿￿￿￿￿:￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ’￿ ￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿ 8￿￿￿￿ ’￿ ￿￿￿￿￿4￿￿ ￿￿￿￿$
￿￿￿￿￿&￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿&￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿
￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ &￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ 8￿￿￿￿ M￿
￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ M￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
8￿￿￿￿￿ M￿ ￿￿ M￿, ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿4￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ <￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿$
￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿:￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿$￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ 4￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿&￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ),* ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
#￿ ￿￿￿￿￿ ),* ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿
y￿ ￿  ￿ ￿t￿t￿ (12)
where ￿t is speciﬁed to have a ﬁrst order Generalized Autoregressive Conditional Heteroscedastictic
(￿￿￿￿￿￿￿￿￿￿) structure; see Bollerslev (1986),
￿￿
t ￿ ( ￿)￿￿t￿￿ ￿ ￿￿ ￿*￿￿
￿￿￿￿ (13)
With the distribution of
￿￿ ￿
￿￿ ￿  
￿￿
￿ )!=*
￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ )!!*￿ ￿￿￿ ￿￿￿￿￿￿￿￿&￿￿￿￿￿ ￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ )!-* ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿>
￿’￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ =( ￿￿ ￿ ￿)￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿ $￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿(￿￿￿￿￿￿ ￿￿ ￿￿￿￿
￿￿ ￿￿￿ ￿￿￿)￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿




























￿ ￿￿￿￿ ￿￿￿ ￿
￿￿!￿&￿
(15)
Models ’￿ to ’￿ all imply a diﬀerent functional form for the theoretical option price, ￿￿￿￿￿￿￿,
in (2), as well as a diﬀerent speciﬁcation for the parameter vector, ￿￿￿ /￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿
M￿￿ q(.,.) ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿$￿￿￿￿ ￿￿￿￿￿￿￿￿￿ 5￿￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ q(.,.) ￿￿￿￿
￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ S
￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿&￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ )￿*?
￿￿￿ %￿￿￿￿￿￿￿￿ ￿￿￿ 8￿￿￿￿￿￿ )!""=*￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿;+￿￿
;￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ )￿* ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿&￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿> N(0,1) ￿￿￿ M￿￿ St(0,1,ν) ￿￿￿ M￿ ￿￿￿ M￿? SN(0,1,γ) ￿￿￿ M￿ ￿￿￿ M￿;
￿￿￿ SSt(0,1,γ,ν) ￿￿￿ M￿ ￿￿￿ M￿. /￿￿ M￿ ￿￿ M￿￿￿GARCH(1,1) ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿
￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ /￿￿ ￿￿￿￿
￿￿￿￿￿ M￿ ￿￿ M￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ S ￿￿ ￿￿￿￿￿￿￿￿ h ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ S
￿￿￿
￿ ￿,￿







3￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿
￿￿￿
￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿
￿￿￿
￿ ￿ ￿￿ as explained earlier. It is via
this estimated option price that the parameters of the extended models enter the joint posterior
density for Θ in (4). Both antithetic and control variates are used to reduce the simulation error;
see, for example, Hull (2000). The analytical Black-Scholes option price, ￿(￿i￿￿)￿ is used as the
control variate.￿
￿ ￿￿￿￿￿  ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
3￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ #￿
￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿
￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿
5*￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿ ￿￿  ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿+ ￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ *￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿ ￿￿￿￿￿ ￿￿ ￿,￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿+￿￿ ￿￿￿ ￿￿￿(
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿+￿￿￿￿￿￿￿￿￿ ￿￿ ￿-￿￿ .￿￿ ￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿( ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿￿￿￿ ￿￿￿
￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿￿￿
￿
￿ ￿￿￿ ￿￿ ￿￿ ￿￿￿ see Jarrow and Rudd (1982) and Bollerslev and Mikkelsen (1999).
￿In Lim, Martin and Martin (2000), an alternative method, based on numerical integration of the option payoﬀ
with respect to alternative distributions for ￿￿￿ is presented.
"￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
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’￿￿ ;￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿4￿ ￿￿ ￿￿￿￿￿ ’k ￿￿ ￿k ￿￿ ￿k￿￿￿￿ u￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿
















￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ’￿￿￿ ￿ ￿ ￿￿￿￿￿|’￿￿ ￿￿￿ ￿￿￿￿|’￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ’￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿- − ￿￿ ￿￿￿￿￿￿ ￿￿ )!0*
￿￿￿C￿￿￿ ￿￿ )!.* ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿ ￿￿￿ ￿￿&￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿
%￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿ <￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ /￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿
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￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ (￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿
For any model ’￿ with parameter vector ￿￿￿ the distribution of the residual associated with ﬁtting
the ￿￿+ option price, ￿￿￿
￿￿/
￿￿￿
￿ ￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿
￿ ￿￿ )-￿*
7’￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
!￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ β￿￿￿ ￿￿￿ ￿
￿￿￿
￿ ￿ # ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿/￿ ￿￿￿￿￿ ￿￿￿￿
￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ #￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿
￿￿/￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ /￿￿￿￿/￿￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿/￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
#￿￿￿ ￿ ￿￿/￿ ￿￿￿￿￿ ￿ /￿￿￿￿/￿￿￿ )-!*
3￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿he empirical distribution of (20) is well approximated by a normal distribution￿
the interval in (21) represents the 95% Highest Posterior Density (HPD) interval for ￿￿/￿.
Given a sample of ￿ option prices and, hence, ￿ values of #￿￿￿ for model ’￿, the proportion
of #￿￿￿ intervals which cover zero can be calculated. The best ﬁtting model so deﬁned is the
model for which this proportion is the highest. If the observed option prices used in (20) are the
same prices from which the posterior density function for ￿￿ is estimated, the ﬁt assessment is
￿￿￿￿￿￿￿￿￿￿￿￿￿￿ If not, the ﬁt assessment is ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ The latter is the form of ﬁt assessment
used in the empirical section.
￿￿￿ ￿￿￿￿￿￿￿￿!￿ ￿￿￿ ￿￿￿￿￿￿￿
For any model ’￿ with parameter vector ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿$￿￿$￿￿￿￿￿￿ ￿￿￿￿￿￿




￿￿￿￿￿ ￿￿￿￿￿￿,￿￿￿ is a truncated normal density, given the assumption of a truncated normal distri-
bution for u￿ in (2). Repeated draws from p￿￿￿￿￿￿￿ ￿
￿￿￿
￿ ￿0￿￿ ￿￿￿￿￿￿￿1￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
(￿￿










For the non Black-Scholes models, the function through which ￿￿￿￿￿c￿￿
￿￿￿





￿ ￿, ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ 1￿-￿-￿￿ 3￿ ￿￿ ￿￿
￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿ )-1* ￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ’￿￿ G￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ #￿
￿￿￿￿ 4￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ )-1* ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿
￿￿2￿￿￿￿￿ ￿￿￿￿￿ /￿￿￿￿￿ )-1* ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿$￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿’￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿+￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿  ￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿ ￿ ￿￿￿ ￿￿￿￿￿￿￿
11with option contract for which ￿￿ is the market price.￿. This calculation is repeated for all option
contracts included in the hold-out sample, the predictive probability recorded for model ’￿ being
the average across all probabilities computed. Secondly, with the predictive mode taken as a point
predictor of ￿￿, the accuracy of each model is assessed in terms of the proportion of predictive
modes which fall within the observed bid-ask spreads. The same calculation is performed for the
predictive means. Thirdly, the proportion of bid-ask spreads which fall within the interquartile
range and the 95% probability interval associated with (23) is calculated for each model. Finally,
the proportion of observed market prices (= the average of the bid and ask prices) which fall within
these same ranges is also calculated.￿￿
￿￿￿ "￿￿#￿￿# ￿￿￿ ￿￿￿￿￿￿￿
Another measure of the performance of alternative option price models is the extent to which the
associated hedging errors deviate from zero. In this paper attention is restricted to delta hedges;
see Hull (2000) for a discussion of alternative hedging schemes. At time ￿, the delta for the ￿￿+






3￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿
￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿ 2￿
￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿ − 2￿
￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ #￿ ￿￿￿￿ ￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿











￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ )-￿* ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ’￿￿ ￿￿￿ 2￿
￿ ￿ 3￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ 2￿
￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿
￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ 2￿
￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿ ￿￿ ￿
￿￿￿
￿ ￿ ￿￿￿ ￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
￿%￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿ $56&￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ $￿￿￿￿￿￿ &￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿)￿￿(
￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿+￿￿ .￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿)￿￿( ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ #￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿+￿￿
￿￿’￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿(￿￿)￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿"￿￿￿￿￿ ￿￿￿ ￿￿￿)￿￿( ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ *￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿+￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿
￿￿4￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿7 ￿￿￿￿ ￿￿￿ ￿+￿￿￿￿￿ 8￿￿￿ ￿ ￿￿￿ 3￿￿ ￿￿￿4 ￿-009￿￿ :￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿  ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿(￿
￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿  ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿4￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿  ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ #￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿7 ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ;￿￿ ￿￿￿ <￿ ￿￿ ￿-000￿￿
12In the case where the price of the underlying asset, ￿￿ follows the generating process given by
(5) and (6), and the Black-Scholes model is used to specify 2￿￿ the hedging distribution becomes
degenerate at zero as ￿t ￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
3￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿$￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ (￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ &￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿
￿￿￿￿￿￿
3￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ S ￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿$￿￿￿￿￿$￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ M￿ ￿￿ M￿, ￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ δ￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ &￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿$ ￿￿￿￿￿ %!￿￿￿#￿￿#
#￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ =￿!￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿ ’￿￿ .￿’￿￿c￿￿ k ￿￿ ,￿,...,K,
￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ’￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
4￿￿￿￿ %￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿4￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ p￿C￿￿’￿￿￿￿￿-￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿





￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ 3￿
￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿
￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿ )-.* ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿





D￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ’￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿4￿ ￿￿￿ ￿￿￿ )-￿*￿ 3￿ ￿￿￿￿ ￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ )-0* ￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿ )-.*￿ ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿
￿￿*￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿ 1￿￿￿()$￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿   ￿￿￿￿ ￿￿ ￿
￿￿
￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿
￿￿￿￿￿￿ ￿￿ ￿=￿￿ .￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿>￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ #￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿4￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿)1￿￿￿()$￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿4￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿ 1￿￿￿()$￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
￿￿$￿￿ /￿￿￿￿￿￿￿ 2￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿  ￿-00=￿ ￿￿￿ 8￿￿￿(￿ ￿-000￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ 1￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿￿ ￿￿ ￿
13Table 1:
S&P500 Option Price Dataset
Moneyness (￿￿￿￿￿ Average Average No. of
Market Price Bid-Ask Spread Prices
Panel A: Estimation Dataset: 28/12/1995
￿￿￿> % ￿￿￿￿ K-￿0￿ K￿￿11 !!￿
￿￿￿ > ￿￿￿￿ ￿￿￿￿￿ K!.￿=￿ K￿￿0= -10
￿￿￿> ￿ ￿￿￿￿ K,!￿￿￿ K!￿￿￿ 0￿-
￿￿￿￿￿ !!￿=
￿￿￿￿￿ ￿> G￿￿ ￿￿ ￿￿￿￿￿￿ ;￿￿￿￿￿￿> -"J!-J!""￿
￿￿￿> % ￿￿￿￿ K-￿,= K￿￿1￿ =￿
￿￿￿ > ￿￿￿￿ ￿￿￿￿￿ K!.￿￿" K￿￿00 !!1
￿￿￿> ￿ ￿￿￿￿ K￿.￿!1 K!￿￿￿ -￿￿
￿￿￿￿￿ =!1
! "￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ #$￿!%% ￿￿￿￿￿￿ ￿￿￿￿￿￿
$￿￿ &￿￿￿ &￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿
￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿13 ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿
-,￿￿ ￿￿ ;￿￿￿￿￿￿￿￿ !""￿￿ ￿￿￿￿ ￿￿ ￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ !￿￿￿ ￿￿ 8￿￿￿￿￿ !"".￿ # ￿￿￿￿￿ ￿￿ !!￿= ￿￿￿￿￿￿
￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
;￿4￿￿￿￿ ￿￿ ￿ ￿ ￿￿ ￿￿￿ ￿￿￿￿$￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ’￿￿ ￿￿￿ ’￿￿￿
)!""0* ￿￿ ￿￿￿￿￿￿￿￿&￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿
￿￿￿￿￿ ￿￿￿￿ ￿ ￿.￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ St/K ￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿ %￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿
￿￿￿ ￿￿ ￿￿￿￿￿￿4￿￿ ￿￿ ￿￿￿￿￿￿$￿￿￿￿￿ +￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿$￿￿￿ :￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿ :￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿
￿￿#￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ 1￿￿(￿￿￿￿ :￿￿￿￿￿￿ ?￿￿￿￿￿￿￿￿
!=￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿￿￿￿ ￿t￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿$￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿t￿￿￿ ￿￿￿￿￿ ￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ G￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿
￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
"￿￿￿￿￿ ￿￿￿ 1￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ 4￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿$￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿&￿ ￿￿￿
￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ Panel A in Table 1 summarizes
the main characteristics of the data set.
In assessing the ﬁt, predictive and hedging performance of the diﬀerent models, option price
data for the 29th of December, 1995 is used. This data relates to option contracts with the same
maturity date as described for the estimation data set and with the same exclusions having been
applied. A total of 413 option prices are used to assess the out-of-sample performance of the
models. The characteristics of this data set are summarized in Table 1, Panel B. As is evident, the
characteristics of both datasets are very similar, apart from the average price of the ￿￿￿ options,
which is lower for the out-of sample dataset.￿￿
$￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ &￿￿￿￿￿￿’￿￿￿￿￿  ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿  ￿￿￿ &￿(￿￿￿￿￿ )￿￿’￿￿￿
￿￿￿￿￿￿
&￿￿￿￿ ’￿￿￿!￿￿￿￿￿ (￿￿￿￿￿￿
￿￿￿ 4￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ G￿ ￿￿￿ ￿￿￿￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ 1￿-￿-￿
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￿￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿ #￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ )-,* ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿
￿￿￿ ￿￿￿￿￿￿￿&￿￿ ￿￿￿ ￿￿￿$￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ # ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿
￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿:￿￿￿ /￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿
’￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿
￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿$￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ 3￿ ￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿ 8￿￿￿￿￿ ￿￿￿￿￿ 8￿￿￿￿ ’￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ #￿ ￿ ￿￿￿￿￿:￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿
￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ /￿￿ ￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ’￿￿￿ ￿ ￿
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿ ￿￿￿&￿ ￿￿ )-,* ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿&￿￿
￿￿￿￿￿ ￿￿￿$￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿
￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿$￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿
￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ G￿￿￿ ￿￿￿ C￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿
￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ’￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ’￿￿￿ ￿ ￿ ￿￿￿ ￿ ￿￿￿!￿￿ 3￿
￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ 4 ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿
￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ /￿￿ ￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ’￿￿ ! ￿￿ 4 ￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿ ! ￿￿￿￿￿￿￿￿￿ ￿￿ ’￿￿ 3￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ D￿￿￿￿￿$￿￿￿￿￿ ￿￿￿￿￿￿ ’￿￿ ￿ ￿￿￿￿￿￿￿ 8￿￿￿￿￿
’￿￿￿￿ 8￿￿￿￿ ’￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ( ￿￿￿
￿)￿*￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ (￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿ 4 ￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿ ￿￿ ￿)￿*￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ C￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿)￿*￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ 4 ￿￿ ￿￿￿￿￿ ￿￿ (￿ 3￿
￿￿￿￿￿￿ ’￿ ￿￿￿ ’￿￿ ( ￿￿ ￿￿￿￿ 4 ￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ 3￿ ’￿￿ & ￿￿ ￿￿￿￿￿4￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿ ’￿￿
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￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ )1*￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿ ’￿ ￿￿
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￿￿￿￿￿￿￿￿￿ /￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿4￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿4￿￿
￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿ %)%￿￿ ￿ %*%￿ ￿￿￿ ￿ %)￿ *%￿￿
#￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿4￿￿ ￿￿￿ &￿ ￿￿￿￿ ￿￿&￿￿￿ ￿￿￿￿ 4(￿￿&￿ ￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿
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In Table 2 we report the mean, mode and 95% HPD intervals for each parameter in the sixmodels
estimated. The ﬁrst thing to note is the relative constancy, across the constant volatility models,
of the point estimates of volatility. The modal estimate of ￿ varies only between ￿￿￿￿￿ for ’￿ and
￿￿￿￿￿ for ’￿ to ’￿￿ The mean estimates vary between ￿￿￿￿￿ ￿’￿￿ and ￿￿￿￿￿ ￿’￿￿￿ The interval
estimates of ￿ for the larger models are, however, notably larger than that for ’￿, indicating that
￿ ranges between ￿￿￿￿￿ and ￿￿￿￿￿￿ The Black-Scholes model estimates ￿ within a very narrow band
of ￿￿￿￿￿ to ￿￿￿￿￿￿
The mean and modal point estimates of the degrees of freedom parameter, &￿ in ’￿ are both
approximately equal to ￿, with the 95% interval estimate covering values for & which represent a
distinct departure from normality in the returns process. The skewness parameter in ’￿, !,i s
estimated to be less than unity, indicating negative skewness in the returns process. However, the
95% interval is very wide, easily covering values for ! which imply either symmetry (! ￿￿ ￿or
positive skewness ￿!$￿￿￿ These numerical results are illustrated graphically in Figure 1, in which
the estimated marginal densities for models ’￿, ’￿ and ’￿ are presented.
The corresponding parameter estimates for the two ￿￿￿￿￿ ￿￿￿￿￿￿￿ ’￿ ￿￿￿ ’￿ ￿￿￿ ￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ :￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿
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￿￿<+￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿)￿￿￿￿￿
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￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ 1￿￿￿￿ .￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿
￿￿ ￿￿￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿)￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ :￿￿ ￿￿￿ ￿￿
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￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿
!0￿￿￿￿￿ ->
3￿￿￿￿￿￿￿ 8￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ;￿￿￿￿￿￿￿￿
8￿￿￿ 8￿￿￿ "￿H (￿;3
’1 ￿ ￿￿!-0 ￿￿!-0 )￿￿!-￿￿ ￿￿!-"*
’2 ￿ ￿￿!1￿ ￿￿!-￿ )￿￿!-!￿ ￿￿!1"*
& 0￿!￿￿ 0￿!11 ).￿!￿￿￿ !￿￿!￿￿*
’3 ￿ ￿￿!1￿ ￿￿!-￿ )￿￿!-!￿ ￿￿!1"*
! ￿￿0￿￿ ￿￿0=. )￿￿-￿￿￿ !￿1￿￿*
’4 ￿ ￿￿!1￿ ￿￿!1￿ )￿￿!-!￿ ￿￿!1"*
& ,￿!￿￿ ,￿-0= )￿￿!￿￿￿ -￿￿!￿￿*
! ￿￿0￿￿ ￿￿0￿￿ /￿ ￿￿
’5 ( ￿￿￿￿￿ ￿￿￿￿￿ /￿ ￿￿
) ￿￿-.￿ ￿￿-=￿ )￿￿-1￿￿ ￿￿-,￿*
* ￿￿.=￿ ￿￿.=￿ )￿￿.!￿￿ ￿￿.0￿*
’6 ( ￿￿￿￿￿ ￿￿￿￿￿ /￿ ￿￿
) ￿￿--￿ ￿￿-￿= )￿￿!"￿￿ ￿￿-￿￿*
* ￿￿.￿￿ ￿￿.￿￿ )￿￿.-￿￿ ￿￿.,￿*
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Panel A in Table 3 provides the estimated Bayes Factors for the four constant volatility models
’1 to ’4, with the Black-Scholes model, ’1, used as the reference model. The ﬁnal row in Panel
A gives the associated model probabilities, based on equal prior probabilities for all four models.
The corresponding statistics for the time-varying volatility models, ’5 and ’6￿ are given in Panel
B, with ’5 used as the reference model in the construction of the Bayes Factors. The reason
for considering these two sets of results separately is as follows. Since the ￿￿￿￿￿ models nest
the corresponding constant volatility models, when ) ￿ * ￿￿in (13*￿ ￿ ￿￿￿￿￿ /￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿ ( ￿￿ )!1* ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿
!"￿￿￿￿￿ 1>
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+￿￿￿￿ ￿￿￿0￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ /￿￿￿￿￿
￿￿ ￿￿￿￿￿￿ ￿￿ ’￿ ￿￿￿￿￿￿ ’￿
￿￿￿￿￿ # ￿￿￿￿￿ ￿
)’￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿> ’￿ ￿￿ ’￿￿ )￿￿￿￿￿ ￿￿￿￿￿￿> ’￿ ￿￿￿ ’￿￿
’￿ ’￿ ’￿ ’￿ ’￿ ’￿
’￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ’￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿13
’2 ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ’6 ￿￿￿￿￿
’3 ￿￿￿￿￿ ￿￿￿￿￿
’4 ￿￿￿￿￿
￿￿￿￿)’￿* 0￿663 0￿190 0￿001 0￿145 Pr￿￿)’￿* 1￿000 1￿2143 ￿ 10￿￿￿
￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ (￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ( ￿ ￿￿ ￿ ￿￿ ￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿ ￿:￿￿￿
￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ (￿ #￿ ￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿ ￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿$￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿
<￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ /￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿J￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ /￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ /￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ # ￿￿ ￿￿￿￿￿ 1 ￿￿￿￿￿ ￿￿￿￿￿￿￿
’￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿ skewed Student t model for returns,
namely one in which the skewness coeﬃcient is set at ! ￿￿ ￿￿￿, the mean estimate of ! in ’￿￿ In
the estimation of the marginal likelihood for ’￿, using the expression in (19), ! is not included as
a free parameter in ￿￿￿ but, rather, is used to characterize the model on which the evaluation of
the likelihood, prior and posterior is conditional. The probability assigned to ’￿ in Table 3 is the
posterior probability of this speciﬁc skewed Student ￿ model. Similarly, in Panel B of Table 3, the
results need to be interpreted in the light of the fact that ’￿ speciﬁes a ￿￿￿￿￿ process allied
with a ￿￿￿￿￿￿￿ Student ￿ distribution, with & ￿￿ .￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ # ￿￿ ￿￿￿￿￿ 1 ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿
￿￿Note that ￿￿￿￿ of the two ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿
-￿￿￿￿￿￿ =>
￿￿￿￿￿￿￿￿￿￿ ￿￿ 4￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ &￿￿￿
’￿ ’￿ ’￿ ’￿ ’￿ ’￿
￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿
posterior probability of ￿￿￿￿￿￿ is given a substantially larger posterior weight by the option prices
than any of the alternative constant volatility models. That said, the Student ￿ ￿’￿￿ and skewed
Student ￿ ￿’￿￿ models get reasonable posterior weight, at ￿￿￿￿￿ and ￿￿￿￿￿ respectively. This result
is consistent with the low value estimated for the degrees of freedom parameter, &￿ Only the skewed
normal model (’￿) gets negligible posterior weight, with a posterior probability of ￿￿￿￿￿￿ this
result tallying with the rather weak evidence in favour of skewness reported in Table 2. The Bayes
Factors reported in Panel B for the ￿￿￿￿￿ models, imply that the Normal-￿￿￿￿￿ ￿’￿￿ and
Student—￿-￿￿￿￿￿ (’￿￿ models have posterior probabilities of one and zero respectively. This
result can be interpreted as indicating that the time-varying volatility, on its own, captures all of
the option-implied leptokurtosis in returns, without there being any need to specify, in addition, a
nonnormal conditional distribution.
&￿￿￿￿ -￿￿￿￿￿￿￿￿!￿￿￿ +￿￿
￿￿￿￿￿ = ￿￿￿￿￿￿￿&￿￿ ￿￿￿ ￿￿￿$￿￿$￿￿￿￿￿￿ 4￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ 4￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ 4￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿ )-!* ￿￿￿￿￿ ￿￿￿￿￿ &￿￿￿￿ #￿
￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿&￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿$￿￿$￿￿￿￿￿￿ 4￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿
￿￿￿ ￿￿￿￿￿￿$￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿$￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ’￿￿ <￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿&￿￿ ￿￿￿￿
￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿$￿$￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ’￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿
￿￿￿$￿￿$￿￿￿￿￿￿ 4￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ 4￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿$￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ’￿￿’ ￿ ￿￿￿ ’￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ 1￿ ￿￿￿￿￿￿> ’￿ 4￿￿￿￿ ’￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ’￿￿ ￿￿￿ 4￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿
￿￿￿￿￿ ￿￿￿￿￿￿￿ ’￿ ￿￿￿ ’￿￿ ￿￿￿￿ ￿￿@￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ 1￿ ￿￿￿￿￿￿￿￿ ￿￿￿
￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ’￿ ￿￿￿￿ ’￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
&￿￿￿￿ -￿￿￿￿￿￿￿￿!￿￿￿ )￿￿￿￿￿￿￿￿￿ )￿￿￿￿￿!￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ 4￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿$
￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ )￿￿￿￿￿ ￿￿￿￿￿￿￿* ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ )-1*￿
-!￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿&￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ 3￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿$￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ --H
￿￿ -1H ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ %￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿$￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ 4￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿$￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿$￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ 3￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿
￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿
1￿H ￿￿ =.H￿ #￿￿￿￿￿ ￿￿￿￿￿ 4￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿$￿￿￿￿￿￿￿￿ 3￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿$￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿$
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿:￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ’￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿
￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿. G￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ "￿H ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿$￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿ !1￿,H ￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿$
￿￿￿￿￿ ￿￿￿ ￿￿$￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ 3￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿
)I ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿*￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿:￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿:￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ )￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ "￿H
￿￿￿￿￿￿￿￿￿ ￿￿￿￿*￿
￿￿￿ 4￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ GARCH ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ GARCH ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿$GARCH ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ t￿GARCH ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ M￿ ￿￿ ’￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ’￿ ￿￿ ’￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿
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￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
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#￿￿ -9￿,C ￿￿ ￿￿￿)￿￿( ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿+￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ 0&C ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿
















































/￿￿￿￿￿ -> ￿￿￿￿￿￿￿￿￿￿ ;￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ’￿￿￿￿￿￿￿
/￿￿￿￿￿ - ￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ’￿￿ ’￿￿ ’￿ ￿￿￿
’￿￿ ￿￿￿ ￿ ￿￿￿￿￿4￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ -"￿￿ ￿￿ ;￿￿￿￿￿￿￿ )￿ ￿￿ ￿ ￿ ￿￿￿￿ ￿ ￿￿ ￿ ￿ ￿￿￿￿ ￿￿5 ￿￿ ￿￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿$￿￿￿ ￿￿￿￿￿￿ :￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿ ￿￿  ￿￿￿￿￿￿￿￿ ￿ ￿
￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿ * ￿ ￿ ￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ )’￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿ ￿’￿￿ ￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿ ￿￿￿ :￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿  ￿￿￿￿￿ ￿￿￿  ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿’￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿
￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿  ￿￿￿￿￿￿ G￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿ ￿’￿￿ ￿￿￿￿￿￿￿￿￿￿
-=￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿2￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿2￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
3￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿  ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ %￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿￿ ’￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿
￿￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿  ￿￿￿￿￿￿ (￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ’￿ ￿￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿
￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿2￿￿￿￿ #￿ ￿￿
￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿ 4￿￿￿￿ ￿￿￿￿ /￿￿￿￿￿ -￿ ￿￿ ￿￿￿ ￿￿2￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿
￿￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
&￿￿￿. /￿￿$￿￿$ )￿￿￿￿￿!￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿ .￿
￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ -,￿￿ ￿￿ ;￿￿￿￿￿￿￿￿ !""￿￿
￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ )-￿* ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿
￿￿ )-￿* ￿:￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿$￿￿$￿￿￿ ￿￿￿￿￿￿ ￿￿ -,
￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ /￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿￿ ￿￿ ￿k ￿￿￿ ￿￿￿￿￿ ’k￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿ -, ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿
￿￿￿ ￿￿ 1 ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ and ￿￿￿ contracts.
The mean and approximate 95% HPD interval (in parentheses) of each hedging distribution is
reported in Table 6. All ﬁgures are expressed in dollars.￿￿ In the ﬁnal column of Table 6, the
modes and 95% HPD intervals of the model averaged hedging distributions are recorded, with the
averaging occurring over the constant volatility models only. As is clear from the results in Table 6,
the location of the hedging distributions is very similar across models. Only the variability diﬀers
across models, with the Student ￿ (’￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ (￿; ￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿
￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿@￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ’￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿@￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ (￿;
￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿$￿￿￿￿￿4￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ’￿￿ 8￿￿￿
￿￿￿￿￿4￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ (￿; ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ . ￿￿￿￿￿ &￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿
￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿4￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ (￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
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’￿ to M￿ using returns data. The data used in the direct estimation is a sample of end-of-day day
prices for the S&P500 stock indexfrom the ﬁrst trading day in 1995 up to December 27th, 1995.
To account for possible serial correlation in the mean of (8), an autoregressive model of order two
is ﬁtted to the returns. With neither coeﬃcent on lagged returns being signiﬁcant, the unﬁltered
returns are used in the succeeding analysis.
Gibbs sampler algorithms are run for each model to produce estimates of the individual para-
meters and the Bayes factors.￿￿ One thousand initial iterations are discarded and ﬁve thousand
subsequent iterations used to estimate the joint posterior distribution. Marginal densities are cal-
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￿￿￿ ￿￿￿￿￿￿￿￿￿￿ 6 ￿￿￿ ￿ ￿￿ ￿￿￿￿￿ ’￿ ￿￿￿ ￿￿￿￿￿￿￿ C￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
+￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ￿￿￿
￿￿2￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ #$￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿   ￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿ ￿ ￿ ￿￿￿ ￿￿￿￿ ￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ’￿￿
’￿￿’ ￿￿ ￿￿￿ ’￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ /￿￿￿￿￿￿￿& ￿￿￿ ￿￿￿￿￿ )!"",* ￿￿￿ & ￿￿￿ ! ￿￿￿ ￿￿￿￿￿




/π￿ ￿￿￿ γ>￿￿ ￿￿￿ ￿￿&￿ ￿ ￿￿￿￿￿&￿￿￿￿￿￿￿￿￿ ￿ ￿&$￿￿ /￿￿ ￿￿￿ ￿￿￿￿￿
-,￿￿￿￿￿4￿￿￿￿￿￿ ￿￿ ’￿ ￿￿￿ ’￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ( ￿￿ ￿￿￿ ￿￿￿￿ ￿￿(￿ ￿ ￿￿￿￿(￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
￿￿ ￿￿￿￿￿ /￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿ ’￿ ￿￿ ’￿￿ ￿￿ ￿￿￿￿￿￿ /￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿ ￿￿ ’￿ ￿￿￿ ’￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿4￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿ %)%￿￿
￿ %*%￿ ￿￿￿ ￿ %)￿*%￿￿
￿￿￿￿￿ 0 ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ "￿H (￿; ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ’￿ ￿￿ ’￿￿￿ ￿ ￿
(￿; ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ #￿ ￿￿ ￿￿￿ ￿￿￿￿
￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ’￿￿
’￿ ￿￿￿ ’￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿ ￿￿￿￿￿ ￿￿2￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿
’￿￿ 7￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ’￿ ￿￿￿ ’￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿
￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ) ￿￿￿ * ￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ’￿ ￿￿￿ ’￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿ ’￿ ￿￿￿ ’￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
3￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ & ￿￿￿ ! ￿￿￿￿￿ ￿￿ ￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿
& ￿￿ ￿￿￿￿￿ 0 ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿$￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ -￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ 0 ￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿ "￿H
(￿; ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ! ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ #￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿
￿￿￿ ￿￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ -￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿$￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿
￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿ , ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿$
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ )’￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿$￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ’￿￿
￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ’￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿
1￿ ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ’￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
8￿￿￿￿ ’￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿ 8￿￿￿￿￿ ’￿ ￿￿￿ ’￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ’￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿
￿￿ ￿￿￿￿￿ 1￿ ￿￿￿ ￿￿￿￿￿￿$￿￿￿￿￿ ￿￿￿￿￿￿ ’￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿
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This paper has developed a Bayesian approach to the implicit estimation of returns models using
option-price data. In contrast to existing classical work, the Bayesian method takes explicit ac-
count of both parameter and model uncertainty in option pricing. The paper diﬀers from most other
Bayesian work on option pricing, which has implemented returns-based estimation. It also repre-
sents a signiﬁcant extension of the implicit methodology in Jacquier and Jarrow (2000), with a full
set of alternative parametric models for returns able to be estimated and ranked using option-price
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￿￿￿￿￿￿￿￿￿￿￿￿￿  ￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿ /￿ )￿￿￿*￿ ￿￿￿￿￿￿￿￿￿￿ 1=,$1,"￿
P!=Q ;￿￿￿￿￿ ￿￿￿ /￿￿￿￿￿￿￿ 9￿ ￿￿￿ <￿￿￿￿￿￿ 5￿ )!"",*￿ R3￿￿￿￿￿￿ E￿￿￿￿￿￿￿￿￿ /￿￿￿￿￿￿￿￿> +￿￿￿￿￿￿￿￿
￿￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ $￿￿￿￿￿￿￿ ￿1￿ -￿￿"$-!￿.￿
P!￿Q +￿￿￿￿￿ 5￿/￿ )!",-*￿ R#￿￿￿￿￿￿￿￿￿￿￿￿￿ ’￿￿￿￿￿￿￿￿￿￿ (￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ +￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ E￿￿￿$
￿￿￿￿ ￿￿ F￿6￿ 3￿@￿￿￿￿￿S￿  ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ",0$!￿￿,￿
P!.Q +￿￿￿￿￿ 5￿/￿ ￿￿￿ 8￿￿￿￿￿￿￿ ’￿ )!""-*￿ R3￿￿￿￿￿￿ #5’( 8￿￿￿￿￿ /￿￿￿ G￿￿￿￿￿ ￿￿￿￿￿￿S￿ 9￿￿￿￿￿￿ ￿￿
+￿￿￿￿￿￿￿￿￿￿￿￿ ￿-￿ -,"$1!!￿
P!0Q /￿￿￿V￿￿￿&￿ ’￿ ￿￿￿ ￿￿￿￿￿￿ 8￿/￿9￿ )!"",*￿ RG￿ ￿￿￿￿￿￿￿￿ 8￿￿￿￿￿￿￿￿ ￿￿ /￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿S￿
￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ !￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ "1￿ 1￿"$10!￿
P!,Q /￿￿￿￿￿￿￿￿ ;￿ ￿￿￿ E￿￿￿￿￿￿￿￿￿￿￿ ￿￿ )!",-*￿ R￿￿￿￿￿$￿￿￿ /￿￿￿￿￿￿￿￿￿￿ ￿￿ /￿￿￿￿￿￿ + ￿￿￿￿￿￿ 5￿￿￿￿>
+￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ;￿￿￿ !"01$0"S￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿  ￿￿￿￿￿￿￿￿￿ !1￿ !0!$!,.￿
P!"Q %￿￿￿￿￿￿ ￿￿9￿ ￿￿￿ 7￿￿￿￿￿￿2￿ /￿#￿ )!""1*￿ R￿￿￿$￿￿￿ ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ #￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿ !￿￿
3￿￿￿ G￿￿￿￿￿￿ 8￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ $￿￿￿￿￿￿￿￿ ￿￿￿ -￿￿￿￿￿￿￿￿￿#￿ ￿￿￿￿￿￿￿￿￿ -,￿ D￿￿ 1￿ 1,!$1"0￿
P-￿Q %￿￿￿￿￿￿ 9￿￿ )!"""*￿ RF￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ 8￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ +￿￿￿￿￿￿￿￿￿￿ 8￿￿￿￿￿> 3￿￿￿￿￿￿￿￿￿
;￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ’￿￿￿￿￿￿￿￿￿￿￿￿S￿  ￿￿￿￿￿￿￿￿￿￿ "￿#￿￿￿￿￿ !,￿ !$01￿
P-!Q %￿￿￿￿￿￿￿￿ ￿ ’￿ ￿￿￿ 8￿￿￿￿￿￿￿ #￿ )!""=*￿ !￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿  ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ’G5+ ;￿￿$
￿￿￿￿￿￿￿ ￿￿￿￿￿￿
P--Q (￿￿￿￿￿￿ #￿’￿￿ 5￿￿&￿ +￿ ￿￿￿ ￿￿￿￿￿￿￿￿ +￿ )!""-*￿ RF￿￿￿￿￿￿￿￿￿ ’￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ 8￿￿￿￿￿
￿￿￿￿ #5’( ;￿￿￿￿￿￿￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿  ￿￿￿￿￿￿￿￿￿￿￿￿ ￿-￿ !-"$!￿,￿
11P-1Q (￿￿￿￿￿￿ #￿’￿￿ 5￿￿&￿ +￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ D￿ )!""=*￿ R8￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ E￿￿￿￿￿￿￿ 8￿￿￿￿￿S￿
"￿#￿￿￿ ￿￿  ￿￿￿￿￿￿￿ !￿￿￿￿￿￿￿ .!￿ -=0$-.=￿
P-=Q (￿￿￿￿ 9￿’￿ )-￿￿￿*￿ ￿￿￿￿￿￿￿￿ $￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ *￿￿￿#￿￿￿#￿ !￿￿￿￿￿￿￿￿￿￿ =￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ (￿￿￿￿
D￿￿ 9￿￿￿￿￿￿
P-￿Q (￿￿￿￿ 9￿’￿ ￿￿￿ <￿￿￿￿￿ #￿ )!",0*￿ R￿￿￿ ￿￿￿￿￿￿￿ ￿￿ G￿￿￿￿￿￿ ￿￿ #￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ E￿￿￿￿￿￿￿$
￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ $￿￿￿￿￿￿￿ =-￿ -,!$1￿￿￿
P-.Q 9￿￿:￿￿￿￿￿ +￿ ￿￿￿ 9￿￿￿￿￿￿ 5￿ )-￿￿￿*￿ R￿￿￿￿￿￿￿￿ #￿￿￿￿￿￿￿ ￿￿ ’￿￿￿￿￿￿￿￿￿ ’￿￿￿￿ 8￿￿￿￿ +￿￿￿￿S￿
￿￿￿￿￿￿￿ ￿￿  ￿￿￿￿￿￿￿￿￿￿￿￿￿ "=￿ !=￿$!,￿￿
P-0Q 9￿￿￿￿￿￿ 5￿ ￿￿￿ 5￿￿￿￿ #￿ )!",-*￿ R#￿￿￿￿ ￿￿￿￿￿ G￿￿￿￿￿ E￿￿￿￿￿￿￿￿ ￿￿￿ #￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿S￿ 9￿￿￿￿￿￿ ￿￿ /￿￿￿￿￿￿￿￿ +￿￿￿￿￿￿￿￿￿ !￿￿ 1=0$1."￿
P-,Q 9￿￿￿￿￿￿￿ (￿ ￿￿￿ ￿￿￿￿￿￿￿ ;￿ )!",0*￿ RG￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ E￿￿￿￿￿￿￿ ￿￿ ’￿￿￿￿￿￿￿S￿ ￿￿￿￿￿￿￿
￿￿ $￿￿￿￿￿￿￿￿ ￿￿￿ -￿￿￿￿￿￿￿￿￿#￿ ￿￿￿￿￿￿￿￿￿ --￿ !=1$!￿!￿
P-"Q 6￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ D￿ ￿￿￿ ’￿￿￿￿ ’￿ )!"",*￿ R￿￿￿￿￿￿￿￿￿￿ E￿￿￿￿￿￿￿￿￿> 7￿￿￿￿￿￿￿￿￿ 3￿￿￿￿￿￿￿￿ ￿￿￿
’￿￿￿￿￿￿￿￿￿ ￿￿￿￿ #5’( 8￿￿￿￿￿S￿ "￿#￿￿￿ ￿￿  ￿￿￿￿￿￿￿ !￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
P1￿Q 6￿￿￿￿￿￿￿ %￿ #￿ )!""1*￿ R# ￿￿￿￿￿￿￿￿ #￿￿￿￿￿￿￿ ￿￿ 8￿￿￿￿￿￿￿￿ ￿￿￿￿￿ 5￿￿￿￿￿ E￿￿￿￿￿￿￿￿￿ ￿￿￿ G￿￿￿￿￿
E￿￿￿￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ $￿￿￿￿￿￿￿￿ ￿￿￿ -￿￿￿￿￿￿￿￿￿#￿ ￿￿￿￿￿￿￿￿￿ ￿0"$￿"=￿
P1!Q 7￿￿￿ %￿’￿￿ 7￿￿￿ 9￿D￿￿ 8￿￿￿￿￿￿ %￿8￿ ￿￿￿ 8￿￿￿￿￿￿ E￿7￿ )!"",*￿ R￿￿￿ ;￿￿￿￿￿￿￿￿￿￿￿ ￿￿ + ￿￿￿￿￿￿
5￿￿￿ 5￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿ ￿￿ ’￿￿￿￿￿￿￿ G￿￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿  ￿￿￿￿￿￿￿￿￿= ￿ ￿
1￿!$1.,￿
P1-Q 7￿￿￿ %￿’￿￿ 8￿￿￿￿￿￿ %￿8￿ ￿￿￿ 8￿￿￿￿￿￿ E￿7￿ )-￿￿￿*￿ RG￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ %￿￿￿￿￿￿￿&￿￿ ;￿￿￿￿￿￿$
￿￿￿￿￿￿￿ /￿￿￿￿S￿ ;￿￿￿￿ ￿￿￿￿￿￿
P11Q 7￿￿￿ 9￿￿D￿￿ 8￿￿￿￿￿￿ E￿7￿ )!""1*￿ R5￿￿￿￿￿ +￿￿￿￿￿￿￿￿￿￿ D￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ %￿￿￿￿￿￿￿&￿￿ + ￿￿$
￿￿￿￿￿￿￿ ;￿￿￿￿￿￿￿￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ !￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ,,￿ -￿1$-￿"￿
P1=Q 7￿￿￿ 9￿￿D￿￿ 8￿￿￿￿￿￿ E￿7￿ ￿￿￿ ￿￿￿￿ 7￿+￿ )!"",*￿ R￿￿￿￿￿￿￿￿￿￿ ;￿￿￿￿￿￿￿￿￿￿￿￿￿ /￿￿ ￿￿￿￿￿￿￿ ￿￿￿
’￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ 8￿￿￿￿￿ ￿￿￿￿ ￿￿ #￿￿￿￿￿￿￿￿￿￿ ￿￿ (￿￿￿￿￿ + ￿￿￿￿￿￿ 5￿￿￿￿S￿ ￿￿$ ’￿￿(￿￿)
%￿￿￿￿￿ -"￿
P1￿Q 5￿￿￿￿￿￿￿ #￿+￿￿ 8￿￿￿￿￿￿￿ ;￿ ￿￿￿ (￿￿￿￿￿￿￿ 9￿#￿￿ )!""0*￿ R￿￿￿￿￿￿￿￿ 8￿￿￿￿ #￿￿￿￿￿￿￿￿ ￿￿￿ 7￿￿￿￿￿
5￿￿￿￿￿￿￿￿￿ 8￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿ !￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ "-￿ !0"$!"!￿
P1.Q 5￿￿￿￿￿￿￿￿￿￿ 8￿ )!""=*￿ R3￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿S￿ ￿￿￿￿￿￿￿ ￿￿ $￿￿￿￿￿￿￿ ="￿ 00!$,!,￿
1=P10Q ￿￿￿￿￿￿￿￿￿￿ 8￿ ￿￿￿ 7￿￿￿￿￿￿ G￿ )!"",*￿ R# %#5’( 8￿￿￿￿ ￿￿ ￿￿￿ 3￿￿￿￿￿￿ E￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿
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