基于序列标注模型的情绪原因识别方法 by Lee, YM et al.
第２７卷　第５期
２０１３年９月
中文信息学报
ＪＯＵＲＮＡＬ　ＯＦ　ＣＨＩＮＥＳＥ　ＩＮＦＯＲＭＡＴＩＯＮ　ＰＲＯＣＥＳＳＩＮＧ
Ｖｏｌ．２７，Ｎｏ．５
Ｓｅｐ．，２０１３
文章编号：１００３－００７７（２０１３）０５－００９３－０７
基于序列标注模型的情绪原因识别方法
李逸薇１，李寿山１，２，黄居仁１，高 伟２
（１．香港理工大学 中文及双语学系，香港；
２．苏州大学 计算机科学与技术学院，江苏 苏州２１５００６）
摘　要：情绪原因识别是情绪分析中的一个重要研究任务。该任务旨在自动分析出导致某一情绪发生的原因描
述。该文将情绪原因识别任务建模为序列标注模型，即将情绪词相关的子句当成序列，进而整体标注出哪些属于
原因子句。具体实现中，我们使用条件随机场（ＣＲＦ）模型进行求解，并结合了基本词特征、词性特征、距离特征、上
下文特征及语言学特征等多种特征进行原因识别。实验结果表明，所采用的这些特征对于原因识别都有一定帮
助，特别是上下文特征。此外，我们发现在使用类似特征集合的情况下，序列标注模型能够获得比分类模型更好的
识别效果。
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１　引言
文本情绪分析是自然语言处理（Ｎａｔｕｒａｌ　Ｌａｎ－
ｇｕａｇｅ　Ｐｒｏｃｅｓｓｉｎｇ，ＮＬＰ）研究中的一个重要研究方
向。该方向旨在研究如何自动分析文本所表达的情
绪及与情绪相关的信息。目前，主流的情绪分析研
究主要集中在情绪分类上面，该任务旨在对文本表
达的情绪（例如，高兴、伤心、惊讶等）进行自动分
类［１－３］。然而，该任务所关注的情绪信息仅仅是情绪
的类别，属于比较浅层的情绪信息。为了更好的理
解文本表达的情绪信息，迫切需要挖掘文本表达的
关于情绪的更深层次的信息。例如，情绪的体验者、
情绪的原因、情绪的结果等，进行进一步的探讨和研
究。本文关注一种关于情绪的更深层次的信息，即
情绪原因，研究如何自动识别给定情绪的触发原因。
以下面句子为例，我们的目标是识别“伤心欲绝”情
绪的原因“你遗弃我”。（注：［＊０１ｅ］与［＊０２ｅ］之
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间的内容为情绪原因，＜ｅｍｏ　ｉｄ＝０＞与＜／ｅｍｏ＞
之间的内容为情绪关键词）
例１　［＊０１ｅ］你 遗弃 我 ［＊０２ｅ］后 ，我
＜ｅｍｏ　ｉｄ＝０＞伤心欲绝＜／ｅｍｏ＞。
在语言学研究方面，大多数关于情绪语言学的
模型都将情绪的原因事件作为一个重要的组成部
分［４－７］。因此，研究情绪原因可以帮助理解情绪的产
生和发展的语言学机制。此外，情绪原因识别的研
究有助于帮助自动处理和分析同情绪相关的事件，
进而应用于突发事件监测、情感摘要等其他任务中。
虽然情绪分析研究已经开展多年，但是大部分
的研究主要集中在情绪识别和分类方面。相对而
言，对于情绪原因分析的研究还非常缺乏。Ｌｅｅ
等［８］和Ｃｈｅｎ等［９］是仅有的针对情绪原因识别进行
的研究工作，分别采用了规则的方法和分类模型方
法进行情绪原因识别，取得了一定的效果。然而，这
些方法对于情绪原因识别任务存在一些不足。具体
来讲，规则的方法需要领域专家定义大量规则，代价
较高。分类模型的构建相对容易，并且取得更佳的
识别效果，但是分类模型是将文本中每个分句单独
对待，并不能捕捉文本中分句与分句之间的关系。
事实上，分句与分句之间的关系往往对情绪原因识
别起到关键作用。以下面句子为例，由于“因为”这
种明显的功能词，很容易识别出来“感情 失意”是情
绪“伤心”的原因，在已经识别出原因句后，其前面的
句子及其他句子是原因的可能性就很小。这种利用
样本标签之间关系的特征是分类模型没有办法捕捉
到的。
例２　江祖平 不只 在 「九 指 新娘 」每 集 都
有 哭戏 ，在 「后山 日 先 照 」也 不少 ；林依晨 在
「十八 岁 的 约定 」饰演 痴情 种子 ，因为 ［＊０１ｅ］
感情 失意 ［＊０２ｅ］，所以 有 不少 ＜ｅｍｏ　ｉｄ＝０＞
伤心＜／ｅｍｏ＞ 流泪 的 镜头 ；许玮伦 在 「十 」剧
饰演 感情 错综复杂 的 凉子 ，为 情 落泪 、痛哭流
涕 的 镜头 更 是 让 人 印象深刻 。
本文对情绪原因识别重新建模，将之视为一个
序列标注问题，进而采用条件随机场（Ｃｏｎｄｉｔｉｏｎａｌ
Ｒａｎｄｏｍ　Ｆｉｌｅｄ，ＣＲＦ）进行求解。新模型的优势在于
不仅仅很好的融合了词法、距离、语法规则等多种特
征，还能够充分考虑到样本上下文之间的特征信息。
实验结果表明，本文提出的序列标注模型相对于分
类模型能够获得更佳的识别性能。
本文其他部分组织如下：第２节中介绍自然语
言处理中情绪分析方向的相关研究工作；第３节给
出情绪原因识别任务描述及相关语料介绍。第４节
提出基于序列标注的情感原因识别方法及相关特征
介绍；第５节给出了实验结果和分析；第６节是本文
的内容总结及工作展望。
２　相关工作
文本情绪分析已经成为自然语言处理领域中的
一个研究热点。按照情绪类别的粒度来分，基本上
可以将相关工作分为粗粒度和细粒度情绪分析任
务。粗粒度情绪分析具体是指对文本表达的情感极
性进行分析，涉及的情感类别一般包括两类，即正类
和负类［１０］。自从Ｐａｎｇ等［１０］关于情感分类研究开
始，关于粗粒度情绪分析的研究受到了ＮＬＰ领域广
大研究者的关注。粗粒度情绪分析研究中主要集中
两个任务的研究：情感分类和情感信息抽取。其
中，情感分类研究旨在对文本所表达的情感极性进
行分类。目前主流的情感分类方法是基于机器学习
的分类方法，具体包括基于监督学习的情感分类方
法［１１］，基于半监督学习的情感分类方法和基于非监
督学习的情感分类方法［１２］。情感信息抽取是抽取
出同情感表达相关的元素，例如，评价对象和观点持
有者。近几年来，相继出现了大量的关于情感信息
抽取的研究［１３］。
细粒度情绪分析具体是指对文本表达的情绪进
行分析。情绪类别包括的种类远远多于两类，例如，
高兴、伤心、惊讶等。关于细粒度情绪分析的研究主
要包括下面几个内容：情绪词典构建［１４－１５］、句子级
和篇章级的情绪资源建设［１６］、基于监督学习的情绪
分类方法研究［１，９，１７］。
本文研究的内容是属于细粒度情绪分析。但
是，不同于大多数已有研究，我们研究的关注点是情
绪的原因识别。据我们所知，关于情绪原因识别的
研究才刚刚起步。密切相关的研究主要有两篇文
章：文献［８］和［９］。这两篇文章中的情绪原因识别
方法分别是基于规则的和基于分类模型的识别方
法。与他们不同的是，本文的情绪原因识别方法是
基于序列标注模型，能够更好的对该任务建模，从而
获得更好的识别效果。
３　任务描述及语料分析
情绪原因识别任务是指识别文本中针对某一情
绪体验的触发原因。该任务是一种特殊的信息抽取
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问题。同一般信息抽取问题不一样的是，所要抽取
的内容同一个情绪关键词关联。由于同某一情绪关
键词关联的情绪原因一般离情绪词的距离较近，
Ｃｈｅｎ等［９］指出多于８０％的情绪原因事件或者实体
会出现在情绪关键词所在的子句的前后两个子句之
间。因此，我们的情绪原因识别任务是指对情绪词
周边的子句进行标注。如图１所示，在例３中，我们
对情绪关键词“伤心”周边的分句（位置分别为
Ｌｅｆｔ２，Ｌｅｆｔ１，Ｌｅｆｔ０，Ｒｉｇｈｔ０和 Ｒｉｇｈｔ１）给出其是否
属于原因分句的标签。如果原因在该分句中，则标
注这个分句为“１”，否则为“０”。关于例３中的子句
标注结果如表１所示。
表１　例３中情绪原因识别中的标签设置
分句位置 样本 标签
Ｌｅｆｔ２ 陆陆续续 的 ０
Ｌｅｆｔ１
我 又 听到 几 位 同事 也 因 这 位 主
管 的 口不择言
１
Ｌｅｆｔ０ 感到 受挫 ０
Ｒｉｇｈｔ０ 甚至 消极 好一阵子 ０
Ｒｉｇｈｔ１ 这 位 主管 做 事 果断 有 决心 ０
　　例３　＜ＰｒｅｆｉｘＳｅｎｔｅｎｃｅ＞只 为 了 澄清 谣言
中 不实 的 部分 ，而 并 非 强辩 他 对 我 批评 ，于
是 私底下 与 他 沟通 ，最后 他 向 我 道歉 了事 。
＜／ＰｒｅｆｉｘＳｅｎｔｅｎｃｅ＞＜ＦｏｃｕｓＳｅｎｔｅｎｃｅ＞ 陆陆续续
的 ，我 又 听到 几 位 同事 也 因 ［＊０１ｅ］这 位 主
管 的 口不择言 ［＊０２ｅ］，感到 受挫 、＜ｅｍｏ　ｉｄ＝
０＞伤心＜／ｅｍｏ＞ ，甚至 消极 好一阵子 。＜／Ｆｏ－
ｃｕｓＳｅｎｔｅｎｃｅ＞＜ＳｕｆｆｉｘＳｅｎｔｅｎｃｅ＞ 这 位 主管 做 事
果断 有 决心 ，但是 喜欢 批评 别人 ，而且 经常
断章取义 的 搬弄是非 ，弄得 同事 们 心 里 不快 。
＜／ＳｕｆｆｉｘＳｅｎｔｅｎｃｅ＞
为了对该任务进行分析并构建相应的机器学习
识别系统，Ｌｅｅ等［８］从Ｓｉｎｉｃａ　Ｃｏｒｐｕｓ平衡语料①中
收集并标注了５　９６４篇情绪实例。语料中，情绪原
因分为两个类别：事件型情绪原因和名词型情绪原
因。具体来讲，事件型情绪原因是指情绪发生的原
因是一个事件所导致，在语法表现方面，这些原因里
面一般有动词。名词型情绪原因是指情绪发生的原
因是某一具体事物，在语法表现方面，这些原因一般
由名词短语组成。例３是语料中情绪标注的一个实
例，其中，原因事件标记［＊０１ｅ］和［＊０２ｅ］之间的内
容，具体的，０是与它相关的情绪关键词的标号，１表
示原因事件的开始，２表示原因事件的结束，“ｅ”表
示该原因属于事件型情绪原因，名词型情绪原因由
“ｎ”表示。该语料的相关统计信息及示例如表２
所示。
表２　Ｌｅｅ等［８］情绪原因语料库相关统计信息及示例
数目 示　　例
句子群 ５　９６４例１、例２、例３
带有情绪的句子群 ４　２６０＜ｅｍｏ　ｉｄ＝０＞伤心＜／ｅｍｏ＞
带有情绪原因的句
子群
３　４６０
［＊０１ｅ］这 位 主管 的 口不择
言 ［＊０２ｅ］，
事件型情绪原因的
句子群
２　９４１
［＊０１ｅ］这 位 主管 的 口不择
言 ［＊０２ｅ］感到 受挫 、＜ｅｍｏ
ｉｄ＝０＞伤心＜／ｅｍｏ＞
名词型情绪原因的
句子群
５１９
提到 ［＊０１ｎ］球场 ［＊０２ｎ］，
就 很 ＜ｅｍｏ　ｉｄ＝０＞伤心＜／
ｅｍｏ＞
　　从表２可以看出，情绪原因在情绪相关文本中
出现的比率非常高，８１％的情绪关键词都有对应的
情绪原因内容。在两种情绪原因类型中，事件型情
绪原因的数目远远多于名词型情绪原因。
４　基于序列标注模型的情绪原因识别方法
４．１　情绪原因识别的序列标注建模
　　已有的研究将情绪原因识别作为分类问题来
看，如引言里面所述，分类问题并不能捕捉子句和子
句之间的类别关系。为了更好的利用子句之间类别
的关系，本文对情绪原因识别重新建模，将之作为一
个序列标注问题。情绪原因识别任务的序列标注模
型如图１所示。该模型同现有的情绪原因识别模
型［９］最大的区别在于，可以充分考虑利用子句和子
句的之间的关系，提高识别性能。除了子句和子句
之间的关系特征，该模型也可以方便地将子句内部
的特征，例如，词特征和词性特征，融入到模型中进
行学习和识别。
４．２　ＣＲＦ学习算法及相关特征
针对序列标注模型的求解，表现较好的是条件
随机场方法，即ＣＲＦ方法。条件随机场模型是Ｌａｆ－
ｆｅｒｔｙ等［１８］在最大熵模型和隐马尔可夫模型的基础
５９
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图１　情绪原因识别任务的序列标注模型示意图
上提出的一种无向图学习模型，是一种用于标注和
切分有序数据的条件概率模型。ＣＲＦ方法是对序
列的整体优化。具体求解公式如式（１）所示：
ｐλ（Ｙ｜Ｗ）＝ １Ｚ（Ｗ）ｅｘ （ｐ∑ｔ∈Ｔ ∑ｋ λｋｆｋ（ｙｔ－１，Ｗ，ｔ ））
（１）
　　其中：Ｙ ＝ ｛ｙｔ｝表示对应的输出标记序列，
ｙｔ∈｛１，０｝代表对应的子句是否是情绪原因或者情
绪原因里面的一个子句。Ｗ 表示待测子句序列。
Ｚ（Ｗ）是归一化因子，ｆｋ 为特征函数，ｔ为相应特征
的下标。
特征集包括描述当前对象基本特征和描述上下
文信息的两类特征，分别由表３和表４进行描述。
其中描述当前对象自身信息的特征主要为当前子句
包括的名词、动词及其数目。只挑选名词和动词的
原因是考虑到情绪原因主要包括两个类型，名词表
示的名词型原因和动词表示的事件型原因。距离特
征是另外一个重要的位置特征。一般来说，情绪的
原因会出现在情绪关键词的左边，距离特征能够很
好地捕捉这个特性。上下文特征主要包括上一句和
下一句中的词法特征。此外，如引言所述，上一句的
类别标签在序列标注问题中能够提供充分的信息。
表３　基本特征：当前子句中的词特征和距离特征
特征 说　　明
名词
当前句子中的名词，如果当前句子中没有名词，
对应位置填上“ＮＵＬＬ”
动词
当前句子中的动词，如果当前句子中没有动词，
对应位置填上“ＮＵＬＬ”
名词个数 当前句子中所包含的名词个数
动词个数 当前句子中所包含的动词个数
距离
当前子句与情绪关键词所在子句的距离，ｌｅｆｔ２，
ｌｅｆｔ１，ｌｅｆｔ０，ｒｉｇｈｔ０，ｒｉｇｈｔ１的距离值分别为－２，
－１，０，０，１
表４　上下文特征
特征 说　　明
上一句中的动词
上一子句中包括的动词，如果没有，对应
位置填上“ＮＵＬＬ”
上一句中的名词
上一子句中包括的名词，如果没有，对应
位置填上“ＮＵＬＬ”
上一句的标签
上一子句的类别标签，如果没有，对应位
置填上“ＮＵＬＬ”
下一句中的动词
下一子句中包括的动词，如果没有，对应
位置填上“ＮＵＬＬ”
下一句中的名词 下一子句中包括的名词
因此，我们也加入了上一句的标签特征。
除上述特征外，我们还加入了语言学规则特征，
这些特征集合来自Ｃｈｅｎ等［９］的论文。具体的规则
集合如表５所示。表５中的规则用来帮助识别情绪
原因子句，其中Ｉ／ＩＩ／ＩＩＩ／ＩＶ／Ｖ／ＶＩ为关键词集，具
体定义如下。
表５　规则特征集［９］
序号 规　　则
１
ｉ）Ｃ（Ｂ／Ｆ）＋ＩＩＩ（Ｆ）＋Ｋ（Ｆ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ｂｅｆｏｒｅ　ＩＩＩ　ｉｎ　Ｆ／Ｂ
２
ｉ）ＩＶ／Ｖ／Ｉ／ＩＩ（Ｂ／Ｆ）＋Ｃ（Ｂ／Ｆ）＋Ｋ（Ｆ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ｂｅｆｏｒｅ　Ｋ　ｉｎ　Ｆ
３
ｉ）Ｉ／ＩＩ／ＩＶ／Ｖ（Ｂ）＋Ｃ（Ｂ）＋Ｋ（Ｆ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ａｆｔｅｒ　Ｉ／ＩＩ／ＩＶ／Ｖ　ｉｎ　Ｂ
４
ｉ）Ｋ（Ｆ）＋Ｖ／ＶＩ（Ｆ）＋Ｃ（Ｆ／Ａ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ａｆｔｅｒ　Ｖ／ＶＩ　ｉｎ　Ｆ／Ａ
５
ｉ）Ｋ（Ｆ）＋ＩＩ（Ａ）＋Ｃ（Ａ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ａｆｔｅｒ　ＩＩ　ｉｎ　Ａ
６
ｉ）ＩＩＩ（Ｆ）＋Ｋ（Ｆ）＋Ｃ（Ｆ／Ａ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ａｆｔｅｒ　Ｋ　ｉｎ　Ｆ　ｏｒ　Ａ
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续表
序号 规　　则
７
ｉ）ｙｕｅ４Ｃｙｕｅ４Ｋ“ｔｈｅ　ｍｏｒｅ　Ｃ　ｔｈｅ　ｍｏｒｅ　Ｋ”（Ｆ）
ｉ）Ｃ＝ｔｈｅ　Ｖ　ｉｎ　ｂｅｔｗｅｅｎ　ｔｈｅ　ｔｗｏ　ｙｕｅ４ｓ　ｉｎ　Ｆ
８
ｉ）Ｋ（Ｆ）＋Ｃ（Ｆ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ａｆｔｅｒ　Ｋ　ｉｎ　Ｆ
９
ｉ）ＩＶ（Ｂ）＋Ｃ（Ｂ）＋Ｋ（Ｆ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ａｆｔｅｒ　ＩＶ　ｉｎ　Ｂ
１０
ｉ）Ｃ（Ｂ）＋Ｋ（Ｆ）
ｉ）Ｃ＝ｔｈｅ　ｎｅａｒｅｓｔ　Ｎ／Ｖ　ｂｅｆｏｒｅ　Ｋ　ｉｎ　Ｂ
　　Ｉ＝｛“为”，“为了”，“对”，“对于”，“以”｝
ＩＩ＝｛“因”，“因为”，“由于”，“于是”，“所以”，
“因而”，“可是”｝
ＩＩＩ＝｛“让”，“令”，“使”｝
ＩＶ＝｛“想到”，“想起”，“想来”，“说道”，“说
起”，“讲到”等｝
 Ｖ＝｛“听”，“听到”，“听说”，“看”，“看到”，
“看见”，“见到”等｝
 ＶＩ＝｛“的是”，“的说”，“于”，“能”｝
Ｃ、Ｋ、Ｂ、Ｆ、Ａ缩写的含义分别为：Ｃ代表情绪
原因；Ｋ代表情绪关键词；Ｆ代表包含情绪关键词的
子句；Ｂ代表Ｆ之前的子句（位于Ｆ左边）；Ａ代表Ｆ
之后的子句（位于Ｆ右边）。
５　实验
５．１　实验设置
　　本文采用Ｃｈｅｎ等［９］的实验语料，语料的相关
介绍可以参考第３节。我们选取８０％的语料作为
训练集，２０％的语料作为测试集。文本处理中所用
的词性信息是由斯坦福Ｐａｒｓｉｎｇ工具产生①。
评价标准为精确度（Ｐｒｅｃｉｓｉｏｎ），召回率（Ｒｅｃａｌ）
和Ｆ值（Ｆ－ｓｃｏｒｅ）。由于本任务中牵涉到两个类别，
即属于情绪原因和不属于情绪原因，对应的评价结
果也有两组打分。例如，Ｐｒｅｃｉｓｉｏｎ－Ｐ表示分类结果
中针对子句属于情绪原因的精确度；Ｐｒｅｃｉｓｉｏｎ－Ｎ表
示分类结果中针对子句不属于情绪原因的精确度。
本实验中，序列标注模型的实现借助于条件随
机场模型ＣＲＦ＋＋②工具，采用默认参数。特征模板
中加入了４．２节中所介绍的所有特征，具体使用
ｕｎｉｇｒａｍ当前特征和Ｂｉｇｒａｍ的上下文特征等。
５．２　实验结果及分析
表６给出了基于序列标注模型的原因识别方法
在依次加入不同类型特征后的识别结果，其中词特
征选取了子句中的名词，动词，名词个数和动词个数
作为子句的特征，距离特征选取了子句与包含情绪
关键词子句的距离作为特征，语言学规则特征为
表３中的各项规则对应的特征。由于情绪原因标注
任务的特殊性，非情绪原因的子句（Ｎ）要远远多于
情绪原因子句（Ｐ），这种不平衡性导致Ｆｓｃｏｒｅ－Ｎ的
值要远远高于Ｆｓｃｏｒｅ－Ｐ的值。从表中的数据可以
看出以下几点。
１）仅仅使用最基本的词特征，虽然Ｆｓｃｏｒｅ－Ｎ
已经达到了很高的值，但是Ｆｓｃｏｒｅ－Ｐ仅有０．２９４。
该结果表明词特征远远不能满足我们的需求。
２）在词特征的基础上增加上下文特征以后，
Ｆｓｃｏｒｅ－Ｐ有大幅度的提升。该结果表明子句的上
下文对于识别情绪原因有着很重要的启示作用。
３）在上面的特征基础上加入距离特征后，
Ｆｓｃｏｒｅ－Ｐ有小幅度的提升。该结果表明子句与情
绪关键词所在子句的距离对于情绪原因句的识别有
一定帮助。
４）增加了语言学规则特征以后，Ｆｓｃｏｒｅ－Ｐ有了
进一步提升。该结果表明语言学规则对分析情绪原
因句的有效性。然而，Ｆｓｃｏｒｅ－Ｎ变化不大。这可能
是因为Ｆｓｃｏｒｅ－Ｎ已经达到顶值，很难再有大幅度的
提升。
表７给出了基于序列标注模型和分类模型的比
较结果，其中分类模型采用的是最大熵分类器，使用
了词特征、距离特征及语言学规则特征。从表６中
可以看出，序列标注模型明显优于分类模型。其中，
Ｆｓｃｏｒｅ－Ｐ高出约５％，Ｆｓｃｏｒｅ－Ｎ高出约４．１％，序列
标注模型与分类模型的主要差别在于该模型充分考
虑了上下文信息，序列标注模型体现出的优势也充
分说明了上下文信息在情绪原因识别任务中的重要
性。值得一提的是，Ｃｈｅｎ等［９］中汇报的结果同我们
的结果有些差异，这个主要是因为Ｃｈｅｎ等［９］中所
采用规则的词性信息等是人工标注结果（标准答
案），而我们的结果是在词性标注工具识别的结果上
面进行的。因此，我们使用的规则在准确率方面受
到一定影响，并不能给系统带来大幅度的提高。
７９
①
②
ｈｔｔｐ：／／ｃｒｆｐｐ．ｓｏｕｒｃｅｆｏｒｇｅ．ｎｅｔ／
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表６　序列标注模型中加入不同特征的比较结果
评价标准
特征 Ｐｒｅｃｉｓｉｏｎ－Ｐ　 Ｒｅｃａｌ－Ｐ　 Ｆｓｃｏｒｅ－Ｐ　 Ｐｒｅｃｉｓｉｏｎ－Ｎ　 Ｒｅｃａｌ－Ｎ　 Ｆｓｃｏｒｅ－Ｎ
词特征 ０．５０６　 ０．２０７　 ０．２９４　 ０．８３３　 ０．９５１　 ０．８８８
＋上下文 ０．５１９　 ０．３４４　 ０．４１４　 ０．８５４　 ０．９２３　 ０．８８７
＋距离特征 ０．５２３　 ０．３６４　 ０．４２９　 ０．８５８　 ０．９２０　 ０．８８８
＋语言学规则特征 ０．５２０　 ０．３７７　 ０．４３７　 ０．８６０　 ０．９１７　 ０．８８８
表７　分类模型与序列标注模型的比较结果
评价标准
模型 Ｐｒｅｃｉｓｉｏｎ－Ｐ　 Ｒｅｃａｌ－Ｐ　 Ｆｓｃｏｒｅ－Ｐ　 Ｐｒｅｃｉｓｉｏｎ－Ｎ　 Ｒｅｃａｌ－Ｎ　 Ｆｓｃｏｒｅ－Ｎ
分类模型　　 ０．３１２　 ０．５００　 ０．３８４　 ０．９００　 ０．８０３　 ０．８４９
序列标注模型 ０．５３７　 ０．３６４　 ０．４３４　 ０．８５８　 ０．９２４　 ０．８９０
　　
５．３　错误分析
基于序列标注的模型已经取得一定效果，但是
对于一些特殊情况的情绪原因句识别仍然不理想，
主要分析结果如下。
（１）当情绪原因句与情绪词距离过远的时候
（如例４所示），往往容易将近距离的子句识别为情
绪原因句。ＣＲＦ模型错误地将“老公公一点也不觉
得痛”识别为情绪原因句。
例４　小精灵的领袖说完，［＊０１ｅ］红色的精灵
马上伸手摸摸老公公脸颊上的大瘤，那个瘤立刻被
摘下来［＊０２ｅ］，可是，老公公一点也不觉得痛。老
公公＜ｅｍｏ　ｉｄ＝０＞高兴＜／ｅｍｏ＞极了，用手摸摸
突然变轻的脸颊，笑嘻嘻的走下山，回到家里。好心
的老公公所住的村里，还住着一位坏心的老公公。
（２）当句子中并没有情绪原因的时候（如例５
所示），ＣＲＦ模型有时候会错误识别出情绪原因句。
例５中只有情绪，而没有与情绪直接相关的情绪原
因句，这种情况占少数，多数情况下情绪原因句位于
情绪词的周边，ＣＲＦ模型将“就载着满船的鹅”识别
为其情绪原因句，导致错误的识别。
例５　王羲之大喜过望，道士也赶紧把早就准
备好的笔墨跟绢拿出来请他写。王羲之写完了道德
经，就载着满船的鹅，＜ｅｍｏ　ｉｄ＝０＞ 高高兴兴
＜／ｅｍｏ＞的回去了。他又听说，有一个老太太养了
一只鹅，不但长得好，而且叫声洪亮。
（３）当原因包括多个子句时候，ＣＲＦ模型仅仅
识别出其中一个原因子句（如例６所示）。例６中情
绪原因子句为“他们只知道学成后，我依然可以当老
师”，两个子句，而ＣＲＦ模型只识别出“我依然可以
当老师”这一句为情绪原因句，忽略了前一句。
例６　老画家范洪甲回忆当初自台南师范学校
毕业后，要继续到东京美术学校深造时父母并没有
反对。「［＊０１ｅ］他们只知道学成后，我依然可以当
老师［＊０２ｅ］，就十分＜ｅｍｏ　ｉｄ＝０＞高兴＜／ｅｍｏ＞，
很少出门的祖父还到港口来送我，」范洪甲回忆。帝
展的滋味然而为了跨入帝展、台展等所谓官办的沙
龙展门槛，不可免的，画家就必须进入比赛约定俗成
的风格中。
６　结语
本文旨在研究情绪原因识别任务，将该任务建
模为序列标注问题，具体使用条件随机场模型进行
求解。学习过程中，结合了基本词特征、词性特征、
距离特征、上下文特征及语言学特征等多种特征进
行原因识别。实验结果表明，所采用的这些特征对
于识别原因都有一定帮助，特别是上下文特征。此
外，在使用类似的特征集合的情况下，序列标注模型
能够获得比分类模型更好的识别效果。
从实验结果可以看出，情绪原因识别任务仍然
具有很大的挑战。目前的方法取得的效果还非常有
限，子句属于情绪原因的Ｆ值还仅在４５％左右。下
一步工作中，我们将重点解决错误分析中的无情绪
原因情况和多个子句为情绪原因的情况。分别针对
这两种情况进行研究和改进模型，进一步提升情绪
原因识别的性能。
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