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Of the international events that shaped the global economic order as well as energetic and po-
litical interdependencies after World War II (WWII), the oil shocks of 1973/74 and 1979/80
with associated developments around the world, come directly to mind.
Modern life in industrialized societies is surrounded, even more, dependent upon products
and services that exist because of crude oil. Oil products fuel engines of cars and trucks re-
quired for individual and freight transportation on roads. They also fuel the engines of cargo
ships of global maritime trade. Ironically, hydrocarbons also power the giant oil tankers that
in 2015 were responsible for the transportation of 61% of global oil ows from the main cen-
ters of production to the principal oil consuming and importing regions in Western Europe
and East Asia (EIA, 2017). Air transportation also relies primarily on crude oil products
such as jet fuel. Other oil products include fuels for generating heat and electricity, asphalt to
build roads, as well as petrochemical feedstocks, mainly used to manufacture chemicals, rub-
ber, pharmaceuticals and a large variety of plastics and synthetic materials found in nearly
everything we use (EIA, 2019b).
Besides its many uses, the world is drowned in a daily ow of information about oil, in addi-
tion to stock market data, exchange rates and gold prices. Oil prices are prominently featured
on the front pages of analog and digital business and news media, such as the American Wall
Street Journal, the British Financial Times or the German Handelsblatt. Similarly, events
that might inuence conditions on global oil markets, and thus, global oil prices receive wide
coverage, which introduces a second aspect to crude oil that goes beyond its many uses as a
commodity or energy source: Supply and demand conditions of oil seem not primarily driven
by simple marginal cost and benet considerations, but also by their concentration in politi-
cally unstable regions, such as the Middle East. Due to a strong dependence of Organisation
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for Economic Cooperation and Development (OECD) countries on oil imports, its analysis
has to go beyond simple economics (see e.g. Hamilton, 2011).
The research in this dissertation received during its nal stages of editing actuality in the
wake of an expected military show-down in the Middle-East between the United States, the
largest oil consuming country of the globe and Iran, the second largest oil producing country
in the Middle East, the most important oil region in the World.
1.1 Research questions
The dissertation concerns the dierent aspects of crude oil research, primarily based on four
independent empirical analyses, interconnected through a common denominator: time-series
analysis methods. It starts with a review of the question, originally at the center of eco-
nomic research on crude oil: How are macroeconomic performance and oil price movements,
especially so-called oil price shocks interrelated? This question, rst analyzed empirically by
Hamilton (1983) is worth reviewing. While the observation of important economic recessions
in the Western World after the oil shocks in 1973/74 and 1979/80 might have been a strong
indications of a negative causality in early empirical work, new insights based on longer sam-
ple series as well as developments in structural vector autoregression (SVAR) models (see e.g.
Kilian, 2009; Kilian and Murphy, 2014) show another picture, which requires dierentiation.
Based on a broad set of monthly macroeconomic variables for the United States and Ger-
many, the following analysis does not intend to conrm previous results, but to show that
dierent industrialized economies react dierently to oil price shocks. This is important as it
implies that dierent energy policies with regard to crude oil might relieve the vulnerability
to important oil price movements.
The second empirical analysis concerns the "reversed" oil weapon against important oil ex-
porting countries and its impact on global prices and quantities of oil. The same SVAR
models are applied in the framework of the Iran sanctions that were incrementally imple-
mented by the US and the EU from early 2000s onwards. They resulted in a nearly complete
boycott of Iranian crude oil exports by 2011, and allow in conjunction with the removal of
such sanctions in 2015 and the renewed Iranian crude oil production, to determine their ef-
fects on global oil prices. This question is relevant especially in conjunction with the rst part
on macroeconomic performance and oil price shocks: Is it rational for nations to implement
crude oil boycotts if they result in increased global oil prices? Secondly, an analysis of the
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structural residuals shows that market expectations with regard to future supply disruptions
resulting from sanctions, might play a key role in transmitting the eects into crude oil pric-
ing, contrary to price shocks induced by and unexpected supply disruptions.
Departing from the same global model of oil that includes its real price as an endogenous
variable, the third analysis is concerned with its oil price forecasting properties. The pos-
sibilities to improve forecasting accuracy are explored by applying regularization methods
for variable selection. Originating from the machine learning literature (see e.g. Murphy,
2012), these methods are now widely used in economic research, especially in cases, where a
large number of variables are included in the model. Furthermore, typical lag selection meth-
ods, used in the estimation of global models of oil are compared. Finally, the core variable
set is augmented by a wide range of possibly relevant regressors as suggested by the literature.
The fourth and nal analysis concerns another aspect of oil price forecasting. Based upon
the forecasting evaluation framework proposed by Elliott et al. (2005, 2008), that aims at
quantifying whether forecasting preferences are asymmetric in a sense that a positive forecast
error has a dierent loss or cost than a negative forecast error of the same magnitude. Origi-
nally applied to the forecasts made by individual forecasters or institutions it is proposed as a
method to analyze crude oil futures markets. In view of the fact that a futures contract xes
today the quantity and price of crude oil to be delivered in h months, it might be meaningful
to view it as the h-step forecast of the spot price of oil. However, the literature suggests
that futures remain inaccurate in comparison with forecasts based on economic models or
even no-change forecasts (see e.g. Alquist et al., 2013). The common explanation is the risk
premium or the expected return that is paid to the long or short side of the contract for
taking over the price risk (see e.g. Fama and French, 1987, 1988). Specically, in the case
of oil futures, there is no consensus on how to measure the risk premium, who pays for it
and whether it is constant over time (see e.g. Baumeister and Kilian, 2016a). Identifying an
asymmetric loss function on market preferences may provide further evidence for the exis-
tence of the risk premium and enrich the related literature with further details.
In the following we will present the organization of this dissertation that we follow to tackle
the above mentioned research questions.
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1.2 Outline of the dissertation
Chapter 2 provides a historical review of the international developments on global oil mar-
kets after WWII. The spectacular advancement of crude oil as dominant energy source in
industrialized countries in the second half of the 20th century is highlighted. It is important
to recognize the strategic role of crude oil during this phase, which can not only be seen as a
simple industrial commodity or fossil fuel. Because of the substantial geographical divergence
between the main crude oil consuming and crude oil producing regions worldwide, it has to
be seen in a broader geopolitical context.
In a similar way, chapter 3 provides an overview on research on oil that was particularly
inuenced by the oil price shocks in the 70s and 80s. The focus of the rst section lies
hereby on empirical work regarding the so-called oil price-macroeconomy relationship, rst
formally observed by Hamilton (1983). The second section is concerned with the theoret-
ical literature which attempts to explain the transmission channels of such an empirically
observed relationship. Although both chapters 2 and 3 are not indispensable for understand-
ing the main contents of the study, they provide the context and introduce relevant references.
Chapters 4, 5 and 6 have in common that they rely on global models of oil, rst devel-
oped by Kilian (2009) and Kilian and Murphy (2014). Chapter 4 formally introduces the
models. Departing from a reduced form vector autoregression (VAR) we show why struc-
tural assumptions with respect to the reduced form residuals might be required for correct
impulse-response analysis, and present some of the identications methods that exist in this
regard. Both global models of crude oil that are used in this dissertation, the recursively iden-
tied three-variable SVAR model followed by the sign-restricted four-variable SVAR model
are described. After a brief introduction of the core variables, their sources and a discussion
of stationarity, the estimation results of both models are presented. The focus lies hereby on
impulse-response discussion as well as validation and comparison with the literature.
In Chapter 5 the oil price-macroeconomy relationship for Germany and the United States are
reviewed. First, we present the empirical estimation framework, that relies on the estimated
structural shocks resulting from the previously described, recursively identied three-variable
SVAR model. Furthermore we specify the monthly time series used for Germany and the
United States as well as their sources. The empirical results for both countries are then pre-
sented and the chapter concludes with a summary and a brief discussion of their implications.
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Chapter 6 uses the two SVAR models of chapter 4 to evaluate the impact of the Iran Sanc-
tions in 2011/12 on global oil prices. First, a brief introduction is given to the Iranian oil
sector as well as the sanctions imposed by the US and the EU. What follows is an evaluation
and comparison of the forecasts of the global oil price implied by both SVAR models. It
is based upon the assumption that a forecaster knows the ex-post observed reduction and
increase in Iranian crude oil production, induced by the imposition and removal of sanctions
in 2011/12 and 2015, respectively. The eect of the Iranian supply disruptions on global oil
prices is then estimated using both structural models. A discussion of the observed structural
shocks follows, highlighting the possible role of market anticipations in reducing the direct
price eects of supply disruptions that can be predicted.
Chapter 7 departs from the reduced form VAR that includes the three core variables previ-
ously used in the recursively identied SVAR model and evaluates the forecasts using sparse
variable selection methods. First, we introduce the three employed sparse VAR methods,
whereas the we discuss the data as well as the transformations that dier from the original
work by Kilian (2009). The selection of a benchmark reduced form VAR model follows, be-
fore comparing it to the forecasts resulting from regularization methods. The variable set is
then enlarged by production indices, exchange rates, investment opportunities and impulse-
indicator saturation dummies. We concludes the chapter with a summary and a discussion
of the main results.
Chapter 8 applies the forecast evaluation framework, proposed by Elliott et al. (2005, 2008)
to crude oil futures in order to oer a dierent view on their forecasting properties as well as
on the risk premium. We rst introduce the concept of risk premium on futures contracts and
the related literature, before discussing the notion of symmetric and asymmetric loss applied
to forecasting. The description of the Mincer-Zarnowitz framework of testing for unbiased-
ness and eciency in the case of symmetric loss and serves a discussion of the importance
in controlling for the presence of structural breaks within this same framework in the third
section. A description of the general method of moments (GMM) estimation of the Elliot,
Kommunjer, Timmermann (EKT) loss function that allows for asymmetric loss and how to
test for forecast optimality or model validity closes this section. The data, their sources as
well as the estimation and test results in case of symmetric and asymmetric loss are then
presented. We conclude the chapter with a summary of the results and their implications
with regard to futures and their forecasting properties.
Chapter 9 highlights the main results of the empirical analyses and discusses how they can
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be associated in a common context. The main results are accompanied by outlining possible
extensions with regard to crude oil research that is considered as promising. Specic atten-
tion is paid to the transition management from oil to renewable forms of energy, required
under conditions of climate change.
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Chapter 2
Historical developments in oil markets
after World War II
"The numbers - oil production, reserves, consumption - all pointed to one thing:
Bigger and bigger scale in every aspect, the oil industry became elephantine."
(Yergin, 1991, p. 542)
The following introductory chapter will give a historic overview regarding the evolution of oil
markets while concentrating on the post WWII period. Although this work focuses on certain
economic aspects of the global oil economy, it is necessary to point towards the complexities
around crude oil. In the twentieth century, no other commodity has inuenced economics and
geopolitics as heavily as crude oil. The overview given will help to get a better understanding
of the assumptions that inuence this work. Figure 2.1 shows the nominal and real price (in
2010 US$) of crude oil for the North American benchmark West Texas Intermediate (WTI)
over the period from January 1950 to December 2017. We include some events that are
considered important and typically associated with crude oil. We recommend Yergin (1991)
for a detailed and well researched historic recount of the modern oil industry, from it's begin-
nings in the oil elds of Pennsylvania during the mid 1850s to the end of the twentieth century.
At rst glance it becomes apparent that two dierent oil price regimes seem to have been
active between 1950-1974 and from 1974-2017. As Hamilton (2011, p. 8-9) suggests, the
importance of the United States as an oil producer and consumer heavily inuenced global
oil markets in the early post war period. Indeed, until the rst oil crisis in the 1970s, global
crude oil prices were quoted relatively to the benchmark oil price in the Gulf of Mexico.
Thus, the Texas Railroad Commission, the national oil market and price regulator, played an





































































































Iraqi invasion of Kuwait
East Asian Crisis
US intervention in Iraq
Beginning of the Great Recession
Collapse of the Bretton Woods System






























































































As we will see in this chapter, the growing import dependence that the United States started
to face in the wake of 1973/74 turned the oil markets truly global.
A second aspect to note is the important dierence between the price increases and decreases
during the 1970s and 1980s and more recent episodes such as the peak in 2008 independent
from real or nominal prices. This has to be kept in mind when comparing dierent episodes
in time. We also include some events commonly characterized as oil shocks. Commonly, oil
shocks are associated with as an "unexpected oil price increase" (Kilian, 2014, p. 134). Here,
oil shocks are viewed from a technical point of view, as the residuals to each variable in a
system of equations and may stand for price, demand or supply shocks.
This chapter is organized as follows: Inspired by the evolution of oil prices and associated
events, we rst describe the organization of oil markets after WWII and introduce important
actors such the oil producing companies as well as the main oil importing and oil exporting
countries. We then focus on the post 1973 period that is characterized by the oil shocks in
1974/79 and higher market volatility.
2.1 The 50s and 60s: Growing dependence and the rise
of Middle Eastern oil
In the same way that coal fueled the Industrial Revolution and thus economic growth in the
eighteenth and nineteenth centuries, oil was critical to economic development in the twentieth
century. The birth of modern oil industry is attributed to Edwin Drake, who on the 27th of
August 1859 successfully drilled for oil near Titusville, Pennsylvania (Yergin, 1991, p.27).1 It
took however over a century for the oil industry to cement it's role as primary energy source
in the United States, Western Europe and Japan (Graf, 2014, p. 21).
When looking at numbers the importance of the shift from coal to oil becomes clear. Between
1950 and 1970 global demand for energy grew at a very fast pace. As can be seen in gure
2.2 the primary energy consumption almost tripled from 70 in 1950 to 189 Exajoule (EJ) in
1970.2 Most noticeable however is that the share of crude oil and related products in total
1It should be noted that the rst successful drilling for oil in Europe took place in the same year. On the
1st of July 1859, Georg Christian Konrad Hunäus, successfully drilled for crude oil in Wietze, Lower Saxony
(Ganser, 2015, p. 42).
21 Exajoule = 1018 Joule
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Figure 2.2: World primary energy consumption between 1950 and 1970 (Source: Smil (2000)).
energy consumption increased from 37% in 1950 to 64% in 1970, thus ending more than two
centuries of primary reliance on coal. In absolute numbers oil consumption almost increased
vefold from 25.9 EJ to 120.6 EJ over the same period and therefore accounts for most of
the additional energy demand.
Main drivers of this spectacular postwar growth were the United States, Western Europe and
Japan. As Yergin (1991, p. 541) notes, in the United States daily oil consumption increased
from 5.8 million barrel per day (bpd) in 1948 to 16.4 million bpd in 1972. The oil con-
sumption in Western Europe increased from 970,000 to 14.1 million bpd in the same period.
Finally, daily oil consumption in Japan increased from 32,000 to impressive 4.4 million bpd.
The special role of the United States and its oil industry in this development is to be briey
highlighted: Until the early 1950s, the United States were responsible for over half of global
oil production and consumption (Mayer, 1966, p. 75). Moreover, the US government actively
promoted the expansion of an oil-based economy and way of life in Western Europe during
the postwar reconstruction. Around 10% of the aid funds granted through the European Re-
covery Programs, better known as Marshall Plan, were specically allocated to oil products
and nanced more than 50% of the oil delivered by American companies to Europe (Graf,
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2014, p. 22). During the four years following the hard winter of 1946 and the resulting
energy crisis in Europe, it was estimated that up to 20% of the Marshall Plan aid was used
for oil imports paid in $ (Yergin, 1991, p. 424). Additionally, the United States Secretary
of State George Marshall pushed for the construction of the Trans-Arabian Pipeline in 1950
to transport oil from the newly developed oil elds in the Middle East to Europe (Ganser,
2015, p. 84).
These active American policies in the Middle East have to be seen in a broader strategic
eort. After World War II the inuence of the former colonial powers was vanishing and the
United States saw an opportunity to expand the market shares for its international oil compa-
nies (IOCs) through acquisitions of new oil concessions in the Arabian Peninsula. As an early
sign of strategic interest in the region, President Roosevelt met in secret with Saudi Arabian
King Ibn Saud in February 1945 and reassured the King of American guarantees with regard
to the Kingdom's independence and the special diplomatic relations between both countries
(Yergin, 1991, p. 404-405). In return King Ibn Saud rearmed the oil concession granted to
Arabian-American Oil Company (ARAMCO), a joint venture between Standard Oil of New
Jersey (to become Exxon) and Socony-Vacumm (to become Mobil Oil), originally granted in
1933 (Yergin, 1991, p. 291). Fearing the British inuence in the region however, the King
insisted on ARAMCO remaining 100% American (Yergin, 1991, p. 412). Two other major oil
concessions: Anglo-Iranian Oil Company (AIOC) (to become British Petrol) operating since
1933 in Iran and the American-Dutch joint venture Gulf-Shell in Kuwait were responsible for
the remaining important oil elds in the Middle East. Together, these three major oil deals,
were mainly responsible for the extraction and ultimately the transport of vast quantities of
oil from the Middle East to Western Europe (Yergin, 1991, p. 422).
The terms agreed between the IOCs and the states of Saudi Arabia, Kuwait and Iran were
quite similar. Having originally an average lifespan of 82 years, the concessions covered
around 88% of the area of said countries and gave the companies the exclusive right to ex-
plore as well as exploit discovered oil reserves. Last, they included complete managerial
freedom allowing the companies to take the decisions regarding exploration, development
and production unilaterally without having to consult the hosting governments (Stevens,
2012, p. 176-178). Financially, the deals were also quite favorable to the foreign companies.
They mostly foresaw upfront payments in form of loans to the host countries and royalties
per unit of oil extracted. At a time when the nominal price of a barrel oil was traded at
around 2.5$, the royalties paid to the host governments varied considerably. For example
Iran received 16.5 cent per barrel from AIOC, while Saudi Arabia received 33 cent per barrel
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from ARAMCO (Yergin, 1991, p. 444). Faced with costs of production of around 25 cent
and costs of distribution of around 50 cent per barrel the oil business in the middle east
was extremely protable to the IOCs (Yergin, 1991, p. 432). Such attractive economic and
institutional arrangements in combination with the gigantic proven reserves in the Middle
East - in 1968 58.5% of the proved oil reserves were in the Middle East in comparison to
10.1% in North America or 12.1% in the Soviet sphere (Darmstadter, 1971, p. 48) - moved
the global center of oil gravity from the Gulf of Mexico to the Middle East.
The seemingly never ending growth of world oil demand and the resulting extraction activities
in the Middle East were however destined to change during the 1950s from an institutional
point of view. As already mentioned the rst concessions were designed so that most of the
oil rents went directly to the international oil companies and to a lesser extend the coun-
tries in which they paid their income taxes. For example, in 1949 ARAMCO (an American
company) paid 43$ million to the United States treasury in income taxes compared to 43$
million in royalties paid to Saudi Arabia (Yergin, 1991, p. 447).
The case of Venezuela, the Latin American country that became the biggest oil exporter
(mainly exporting to the United States) and the second biggest oil producer in the 1920s,
would become a model to the oil rich countries in the Middle East. Having concessions that
were especially benecial to the IOCs operating in the country, the government saw itself
under strong political pressure to renegotiate the concessions originating from the early years
of oil development in the country. These renegotiations in 1943 and 1948 resulted in the
so called "fty-fty" prot split between IOCs and the hosting government (Hults, 2012,
p. 422-423). In December 1950 a fty-ty deal was signed under a lot of pressure between
ARAMCO and Saudi Arabia. Similar deals followed soon in neighboring Iraq and Kuwait as
the fty-fty split of prots became standard practice between IOCs and the hosting coun-
tries (Yergin, 1991, p. 447-448).
When the question of renegotiation was raised in Iran in the late 1940s, AIOC the IOC un-
der 51% ownership from United Kingdom, refused to change the terms concerning the legally
valid concession of 1933. When in autumn 1950 information of the impending fty-fty deal
between Saudi Arabia and ARAMCO came to Tehran, the political sentiment became such
that an agreement became infeasible. The prime minister Razmara appointed by the Shah
to negotiate with AIOC was assassinated in march 1951 (Yergin, 1991, p. 455; Mahdavi,
2012, p. 241). This incident led to the rst nationalization of the national oil industry in
a middle eastern country and the creation of the National Iranian Oil Company (NIOC)
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from expropriated AIOC assets (Mahdavi, 2012, p. 241). What followed was an eective
embargo by the UK on Iranian oil and the rst political and military intervention of foreign
powers, namely the United Kingdom and the United States, aiming at replacing the prime
Minister Mohammed Mossadegh (Yergin, 1991, p. 464, p. 469-470). By the end of August
1953 the Shah returned to Tehran and appointed a new prime minister in charge of bringing
back Iranian oil on world markets. Given the strong reluctance of the IOCs to reengage and
resume operations in Iran, it needed pressure from the US and UK governments to convince
American, Dutch and French oil companies to enter into a new international consortium with
AIOC signaling at the same time the end of the last Sterling-Oil exclusive concession in the
world (Yergin, 1991, p. 471-478).
Another important episode in the 1950s, that showed the risks associated with a greater
dependence on foreign crude oil, was the Suez Crisis that was triggered on July 26, 1956.
During a public speech, Egyptian president Gamal Abdel Nasser, gave the order to Egyptian
military forces to seize and gain control of the Suez Canal that connects the Indian Ocean
through the Red Sea with the Mediterranean Sea (Yergin, 1991, p. 483). The goal was
primarily to gain control of the royalties paid for the passage through the canal in order
to nance the construction of the Aswuan Dam on the river Nile (Ganser, 2015, p. 101).
Nasser saw this measure as necessary after the United States in accordance with the United
Kingdom, withdrew a promised World Bank loan because of Nasser's stance on the state of
Israel and his ultimate recognition of "Red China" (Yergin, 1991, p. 482).
The canal was of crucial importance to Western Europe's oil supply. In 1956 around 70% of
Western Europe's oil imports, mainly extracted in countries around the Persian Gulf, were
transported through the canal to ports in Italy and France (Graf, 2014, p. 53). The ex-
propriation of the Anglo-French Company in charge of running and maintaining the Suez
Canal pushed the governments of the United Kingdom, France and Israel to agree on and
to elaborate military plans in order to liberate the Canal from Egyptian forces. Plans were
ordered into motion on October 29, 1956. Militarily, the operation failed to achieve it's goals,
the two former colonial powers and Israel were forced to abandon their intervention after 11
days of combat and agreed to a cease re on November 6. Under political pressure from
both hegemonic powers, the United States and the Soviet Union, the Anglo-French alliance
with Israel had to agree to a humiliating retreat in December 1956 (Yergin, 1991, p. 491-492).
From the perspective of oil markets the impact was signicant. As Hamilton (2011, p. 10-
11) points out, the sinking of 40 ships, eectively blocking the canal through which passed
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around 1.5 million bpd of crude oil, was very disruptive to oil supplies destined to Western
Europe. Additional sabotage actions against the Iraq Petroleum Company's pipeline in Syria,
through which around 500 thousand barrel of crude oil were transported to Mediterranean
ports, further impacted supplies negatively. The middle eastern crude oil production fell by
1.7 million bpd in November 1956, around 10% of global production. The crisis lasted until
April 1957 when most damage on the pipeline through Syria was repaired, the Suez Canal
reopened and the nationalization was complete (Yergin, 1991, p. 495).
The crisis, although short lived, had an important impact on the measures that Western
European countries would implement in order to better react to possible supply disruptions.
The Oil Committee of the Organisation for European Economic Cooperation (OEEC), the
European predecessor organization of the OECD, responsible for managing the Marshall Plan
aid between European countries, was particularly important in coordinating those eorts
(Graf, 2014, p. 54-55). It concluded that shortages as during the Suez episode could repeat
themselves and made following ve recommendations:
 Creation of national strategic oil reserves corresponding to 80 days of average consump-
tion
 Diversication of suppliers and an increase in the number of oil tankers
 Creation of national emergency committees consisting of representatives from govern-
ment agencies as well as from the oil industry
 Creation of national emergency plans that would be activated in time of crisis
 Create mechanism of redistribution of reserves and supplies for most hard hit members
Nevertheless, as already shown, crude oil consumption continued to grow as supplies were
cheap and abundant, the transition from a coal based to an oil based energy system was,
therefore, advancing. This was also true for the United States and fundamentally changed
the face of global oil markets. As during the Suez Crisis, the United States has always acted
as producer and supplier of last resort (Graf, 2014, p. 54). As can be seen in gure 2.3, US
consumption continued to grow while production peaked in the November 1970. In March
1971 the Texas Railroad Commission allowed US production capacity at 100% for the rst
time since World War II (Dvir and Rogo, 2009, p. 16). While US demand for oil continued
to grow, the slowing national oil production had to be compensated by increasing imports.
Between January 1970 and October 1973 alone, imports more than doubled from 1.4 million





























Figure 2.3: Monthly oil consumption, production, imports and exports in the United States
between January 1950 and December 1980 (Source: EIA).
from 10% to 28%. The gure also shows that exports have traditionally been very low, with
the exception of the episodes during the Suez Crisis in 1957 and the Six-Day War in 1967,
when the United States helped containing supply disruptions by increasing their exports.
The receding role of the United States as producer of last resort was followed by demands of
renegotiations fromMiddle Eastern oil producing countries. The formation of the Organisation
of Petroleum Exporting Countries (OPEC) in 1960 was the beginning of a shift in power struc-
tures. In the early 1970s the Tripoli and Tehran agreements nally abandoned the old system
of concessions for a system of participation (Yergin, 1991, p. 582-584). The income share
for oil exporting countries was raised from 50% to a minimum of 55%. More importantly,
the IOCs no longer owned the oil resources in a given territory, but merely extracted and
bought the commodity from sovereign nations. As Dvir and Rogo (2009, p. 16) remark, the
change in ownership rights, gave the oil exporting countries of the Persian Gulf the ability
to directly control supply on global markets. Complete nationalization of oil operations and
assets would follow in the years to come.
In combination with excess capacity increasingly being built up exlusively in the Middle East,
the American delegation to the Oil Committee of the OECD announced to European coun-
tries in September 1970 that the spare capacity of the United States was no longer available
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to allies in case of supply disruptions (Graf, 2014, p. 61). International oil relationships were
changing and this change would prove to have important ramications, when on October 6,
1973 Egyptian and Syrian forces launched a coordinated attack on the state of Israel (Yergin,
1991, p. 588).
2.2 1974 until present: Oil shocks and volatile prices
In retrospect, besides the political goal of Arab oil states to put pressure on western support
to Israel, the employment of the "oil weapon" also followed fundamental economic interests.
The unilateral termination of the Bretton Woods system by US President Nixon in 1971 cut
the revenues of oil exporting countries through devaluation of the US Dollar without a cor-
responding compensation in the price of crude oil (Hamilton, 2011, p. 13). In early October
1973, members of OPEC met in Vienna with the IOCs in order to renegotiate the posted
price of crude oil (Yergin, 1991, p. 599-601). The IOCs oered a 15% increase, around 45
cents more per barrel against the demand from oil exporting countries of three dollars - a
100% increase. After consulting their respective governments, the IOCs announced that such
an increase was impossible and declared that negotiations had to be postponed.
This economic aspect that demanded price readjustment was accompanied by diculties of
the oil exporting countries in how to reinvest their oil revenues. In a speech in September
1972, Sheikh Zaki Yamani, the Saudi Arabian oil minister, declared that his country would
agree to conclude a strategic partnership with the United States: Saudi Arabia would con-
tinue to increase its capacity to extract oil in order to meet the growing demand in the United
States. On the other hand, the country expected easier access to investment opportunities
in the United States. His strategic oer was ignored however (Graf, 2014, p. 94).
The role of Saudi Arabia was crucial because of its important spare capacity. It could eas-
ily overcome shortages induced by other countries by increasing its own production (Graf,
2014, p. 93). Therefore an embargo without Saudi participation was meaningless. . Faced
with western support for Israel (particularly from the United States), pressure from other
Arab states, the economic consequences of the US Dollar devaluation and the failed attempt
to renegotiate with the IOCs through OPEC, the oil producing Gulf states - Saudi Arabia,
Kuwait, Abu Dhabi, Iraq, Qatar and Iran - met in Kuwait City on October 16. The countries
decided to unilaterally increase their posted price of crude oil from $2.03 to $5.11 per barrel,
bringing it in line with prevailing prices on the spot market (Yergin, 1991, p. 606). On Octo-
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ber 18, the Arab states within OPEC took the decision to cut their monthly oil production
by 5% until Israel would withdraw its military forces from occupied Arab territory (Ganser,
2015, p. 183). In November 1973, production from Arab OPEC countries was down 4.4
million barrels per day compared to the level in September, a decrease in 7.5% of global pro-
duction (Hamilton, 2011, p. 14). As spot market prices continued to increase in December
1973, all OPEC oil ministers met in Tehran to discuss the ocial OPEC price. Proposals
ranged from $8 per barrel, preferred by Saudi Arabia to $23 per barrel, recommended by the
Economic Commission of OPEC. The new price set for OPEC oil was agreed to be $11.65.
Thus, between October and December 1973, the oil price was submitted to a fourfold increase
(Yergin, 1991, p. 625).
A similar episode was to repeat itself a few years later, when protests against the Shah in
Iran proved to be persistent and successful in 1978. In the late 1970s Iran was the second
largest exporter of crude oil in the world. Daily production averaged around 5.5 million
barrel, of which 4.5 million were exported. By November 1978 Iranian oil exports fell to less
than 1 million bpd, further destabilizing the country by reducing revenues (Yergin, 1991, p.
678-679). By end of December 1978 oil exports from Iran had virtually ceased altogether as
the state descended into chaos. To avoid critical disruptions, other OPEC countries increased
their production so that during the rst quarter of 1979 global oil supply was only 2 million
bpd below the last quarter of 1978. The actual shortage, while small in relation to global
consumption of around 50 million bpd, was mainly disruptive as it forced players along the
supply chain of oil to make new arrangements in order to replace the lacking deliveries from
Iran. In that context, the increasing weight of spot markets was of crucial importance: Buy-
ers payed a premium on every barrel of oil and oil producers saw an opportunity to sell their
oil over the ocial posted OPEC price (Yergin, 1991, p. 685). The spot price of oil increased
from around $13 to $34 a barrel. Lastly, fearing a repetition of 1973, the oil companies
started to build up oil inventories beyond the real requirements of consumption. This was
reinforced by nal consumers buying stocks of gasoline, resulting in a self-fullling prophecy
of additional three million bpd beyond actual global consumption (Yergin, 1991, p. 687).
When Iraqi forces attacked Iran in September 1980 world oil demand was already slowing as
the long term response of oil importing countries proved to be persistent (Hamilton, 2011,
p. 18). Economic slowdown, energy conservation and signicant eciency gains in western
countries were crucial to decrease demand (Yergin, 1991, p. 718). As can be seen in gure
2.4, in 1983 oil consumption in the non-communist world was 45.7 million bpd, around 6





































Figure 2.4: Monthly global oil production (excluding the Soviet bloc) between 1973.1 and
1989.12 (Source: EIA).
combination with advances in exploration and extraction technologies, resulted in growing
non-OPEC oil supplies. In October 1980, non-OPEC supplies surpassed OPEC supplies and
the oil price started to decrease substantially. Saudi Arabia started to cut its production in
order to keep the global oil price from falling. In August 1985, with nominal prices around
$27 per barrel, OPEC and especially the Saudi Kingdom capitulated, ooding the market
with oil, the price fell to less than $10 per barrel in 1986, and the once mighty cartel collapsed
(Barsky and Kilian, 2004, p. 131).
The so called collapse of OPEC in 1986 was followed by more than a decade of stable and
low oil prices. Figure 2.5 shows the monthly global oil production between January 1990
and December 2017. Worldwide oil production stabilized around 60 million bpd. It should
be noted that in comparison to gure 2.4, the production of the former Eastern Block coun-
tries is included as they entered world oil markets after the collapse of the Soviet Union. In
1990, the invasion of Kuwait by Iraq and the following military intervention of the United
States was accompanied by temporary disruptions in oil supplies. Together, both countries
amounted to around 9% of global production (Hamilton, 2011, p. 18). The price of oil briey
doubled from $16 per barrel to $35 one month after the conict and began to stabilize around

































Figure 2.5: Monthly global oil production between January 1990 and December 2017 (Source:
EIA).
Starting in 1995, primarily driven by growing the demand in Asia, world oil production in-
creased again. Surplus capacity in combination with falling demand due to the economic
crisis engulng East Asian countries in 1997/98 led to a dramatic fall in prices to as low
as $12 per barrel in December 1998 (Barsky and Kilian, 2004, p. 126). The downturn was
however of short duration as the world economy returned to stronger growth rates mainly
driven by emerging China. As notes (Hamilton, 2011, p. 21-22) the real world gross domestic
product (GDP) grew at an average yearly rate of 4.7% between 2003 and 2005 and at 5% in
2006 and 2007 before the nancial crisis of 2008. The resulting increase in oil demand was
however not met by signicant production increases as gure 2.5 shows. As the short-run
price elasticity of oil has been historically low (Hamilton, 2009a, p. 2) a large price increase
was necessary to contain demand for oil. The price of a barrel peaked at over $130 in summer
2008.
Following the global economic slowdown induced by the Great Recession, oil demand fell
while overcapacities still persisted. Prices fell to a low of $32 per barrel in February 2009,
but recovered to around $100 dollars in the rst half 2014 as the global economy rebounded
and oil demand increased again. This was accompanied by a steady increase of production as
can be seen in gure 2.5. (Kilian, 2017, p. 3) notes, that similar to the 1973/74-experience,
high oil prices during 2008 created strong nancial incentives to explore and expand oil
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reserves that previously were not economically viable. Accompanied by a fracking boom
starting in 2008 in the United States and to a lesser degree in Canada, production also in-
creased in Russia and in some oil producing Gulf States such as Saudi Arabia and Iraq, more
than osetting decreasing output of maturing oil basins, such as the North Sea (Kilian, 2017,
p. 3-4). Between mid-2008 and the end of 2017 global oil production increased by around 8
million bpd from 74 to 82 million. The bulk of this increase was driven by the shale oil boom
in the United States that almost doubled their production from 5.1 million bpd in summer
2008 to slightly over 10 million in December 2017.
2.3 Summary
This chapter introduced the main characteristics of global oil markets after World War II.
The postwar period was dened by a growing demand for oil, mainly driven by the economic
recovery of Western Europe and Japan. The United States remained the most important oil
producer and consumer giving them a key role in the organization of the postwar oil order.
The initial order that relied on a system of concessions and IOCs to extract, transport, dis-
tribute and rene oil was being increasingly questioned by the oil exporting countries. More
participation and nally nationalization gave members of OPEC more power and inuence
over production and oil prices. In combination with the growing dependence of the United
States on oil imports, the use of the "oil weapon" in 1973/74 was a logical consequence.
As a result oil importing countries reduced their dependence on oil through energy conser-
vation and eciency measures as well as alternative sources of energy. Economic incentives
represented by higher oil prices led to the buildup of further supply capacities on a global
scale. In combination, this resulted in more than a decade of very low oil prices that fu-
eled worldwide economic growth in the 1990s and early 2000s. As spare capacity dwindled
and supply growth was limited, prices increased to new heights in 2008 reaching over $130
per barrel of oil. The economic downturn induced by the Great Depression also reduced
oil demand forcing oil markets down. Recent years have been characterized by worldwide
economic recovery and strong growth rates in emerging economies fueling demand for oil.
This was accompanied by important supply expansion primarily driven by, but not limited
to the United States.
In view of the theoretical and empirical literature review that will follow in the next chapter
following historical insights have to be highlighted: Oil price changes were inuenced by a
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number of dierent factors, individually or in combination. These factors included supply side
disruptions such as the closure of the Suez Canal, the 1973/74 oil shock or the recent surge
in American shale oil production. On the other hand, there were demand side disruptions
such as the decreasing world oil demand in the 1980s or the strong growth of oil demand
between 2005 and 2008. However, oil prices were also inuenced by factors outside pure
supply-demand economics such as colonial and imperial hegemonic interests, inter-cultural




The important developments during the 1970s and early 1980s, mentioned in chapter 2, at-
tracted the interest of economists, who suspected that the institutional reorganization of
global oil markets, growing US-dependence on imported oil, important oil price movements
in combination with its poor macroeconomic performance pointed at a natural relationship
between oil prices and macroeconomic aggregates (Barsky and Kilian, 2004, p. 115). The re-
sulting literature made the attempt to support this link on theoretical grounds and to search
for empirical evidence for such relationship. In this chapter we briey review main empirical
ndings in this eld of research and provide an overview of the main theoretical explanations.
3.1 Empirical evidence regarding the oil price-macroeconomy
relationship
In his seminal work, Hamilton (1983) rst remarked, that with one exception, all US-
recessions during 1948-1972 were preceded by oil price surges. He made a strong point
as to why these oil price shocks were supply driven (typically associated with political events
in the Middle East) and thus, regarded oil prices as exogenous to the US economy. In a rst
step his analysis consists in estimating quarterly bivariate VARs that include the crude oil
price and each of the variables proposed by Sims (1980) in his six-variable macroeconomic
system: real gross national product (GNP), unemployment, implicit price deator for non-
farm business income, hourly worker wage, import prices and M1 money supply. He then
tests for Granger-Causality (Granger, 1969) between oil prices and each of the six variables























Figure 3.1: Monthly changes in the nominal price of WTI and NBER Business Cycles between
January 1950 and December 1972 (Source: EIA, NBER).
His main ndings can be summarized as follows: First, oil prices Granger-cause real GNP
and unemployment in both specications. Second, the six-variables do not granger-cause the
oil price, indicating that the oil price is exogenous with respect to these variables.1 These
results hold true for dierent alternative specications.
Burbidge and Harrison (1984) employ a monthly VAR framework for ve dierent OECD
countries and nd that oil price shocks had substantial and statistically signicant eects on
the price level in the US and Canada, while having smaller yet still statistically signicant
eects on price levels in the UK, Japan and Germany. Looking at industrial production they
nd signicant eects of oil price changes for the US and the UK. These results were comple-
mented by Gisser and Goodwin (1986) who estimated a quarterly St. Louis-type equation
expanded by the nominal price of oil over the sample period 1961 to 1982. They nd sig-
nicant eects of crude oil prices on the GNP, the GNP deator and unemployment in the
US. Additional and important contributions that found strong evidence regarding a negative
1Only past import prices in the eight lag specication are informative about the price of oil. However,
further analysis indicates that it is the component oil import price changes that would not have been predicted
given past observations regarding the other variables and that the component of oil price changes that would
have been informative about future real GNP and unemployment are not predicted by import price changes
(Hamilton, 1983, p. 246).
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correlation between macroeconomic aggregates - e.g. output growth or employment - and
oil prices include Hamilton (1985) and Santini (1985), who follow similar methodological
frameworks.
As Hooker (1996, p. 196) notes, the empirical identication and acceptance of the relation-
ship between oil prices and economic performance lead to widespread inclusion of oil prices
as instrumental variables in macroeconomic research. In this regard oil prices have been em-
ployed to identify supply and demand in labor markets (Hall, 1991), to diverge from marginal
cost pricing (Rotemberg and Woodford, 1996) and to characterize returns to scale (Ramey,
1991). In addition, oil prices have been found to aect the natural rate of unemployment
(Carruth et al., 1994), to decrease the impact of technology in business cycle models (Kim
and Loungani, 1992), as well as to play a depressing role on investment by aecting uncer-
tainty through price volatility (Ferderer, 1996).
The oil price crash in 1985/86 that followed the period of high oil prices in the 1970s and
early 1980s attracted further interest amongst economists. Tatom (1988) was the rst to
analyze whether the oil price-macroeconomic relationship, identied by the above mentioned
studies in the tradition of Hamilton (1983), was also symmetrical. If the eects of oil prices
were to be symmetrical, observed decreases should have led to positive eects on macroeco-
nomic aggregates such as GDP growth. His empirical evidence did not reject the so-called
null-hypothesis of symmetry, but concluded that eects of oil price increases and decreases
are symmetrical on the macro-economic level. Mork (1989, p. 744) on the other hand ar-
gued, that the results in Tatom (1988) were inuenced by his sample, ending in Q3 1986 and
thus not including the important and permanent decline of prices after the collapse of OPEC.
By estimating the same Sims (1980) inspired models as Hamilton (1983) with an expanded
sample until 1988:III he found convincing empirical evidence that oil price changes had a
weaker inuence on macroeconomic aggregates than suggested by the results of Hamilton
(1983). By further allowing for oil price increases and oil prices decreases to enter the re-
gression equations individually he quantied both eects. For oil price increases he conrms
the results of Hamilton (1983) and for oil price decreases he nds no statistically signi-
cant eects concluding that oil prices have non-linear eects on macroeconomic aggregates.
Hamilton (2003) further nds strong empirical evidence for linear instability by applying a
exible functional form as developed in Hamilton (2001) to test the null-hypothesis of sym-
metry against a broad range of consistently estimated alternative non-linear models. He also
concludes that oil price increases aect the economy while decreases play no role.
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This seemingly time-variant impact of oil prices has also played an important role in research
of oil shocks during more recent years. As shown in gure 2.1 on page 8 oil prices started to
increase in the late 1990s and even surged after 2004, while US and global economic growth
remained strong. Hooker (1996) was the rst to question the stability of the relationship
between oil prices and the macroeconomy over time and cautioned against using oil prices as
instruments in a large body of empirical research for data after 1986. Directly responding to
these ndings, Hamilton (1996) stressed the fact that one had to take into account that oil
price increases simply corrected preceding decreases. He proposed to replace the simple oil
price changes series as explanatory variable by the so called "net oil price increase" series.
For a given quarter, if the oil price exceeds the previous year's maximum, the percentage
change over the previous year's maximum is constructed. If in the current quarter the oil
price is lower than it had been at some point in the previous year, the series takes the value
of zero. By using this series to reproduce the empirical analysis of Hooker (1996), he conrms
the previous negative impact of oil price changes on macroeconomic aggregates.
Within a Philips-curve framework able to accommodate non-linearity as well as structural
breaks, Hooker (2002) nds evidence for a structural break on how oil price shocks aect US
ination. While aecting core ination before 1980, the eects after the break are mostly
through the share of oil prices in a price index. Edelstein and Kilian (2007a, 2009) also iden-
tify a declining inuence of energy price shocks on the US economy. They explicitly attribute
this decline to the smaller share of the automobile industry in domestic real GDP. While
the eects of increases and decreases on consumption of domestically produced automobiles
seem symmetric and stable over time, the overall importance of such changes has declined.
Blanchard and Gali (2007) estimate a VAR model that allows for a break in 1980 and fur-
ther estimate rolling bivariate VAR models that include the price of oil as well as dierent
aggregate variables such as GDP and consumer price index (CPI). They conclude that the
US economy had indeed reacted less strongly to oil price changes in the post-1984 sample.
They also point at the absence of other adverse shocks, better monetary policy, more exible
labor markets and a smaller share of oil in the economy as factors that recently reduced the
vulnerability to oil price shocks. Using the VAR method of Bernanke et al. (1997), Herrera
and Pesavento (2009) nd that oil price shocks had stronger and longer-lived adverse eects
on output growth, the aggregate price level, manufacturing sales growth, and inventory in-
vestment during the period preceding Federal Reserve System (FED) chairman Volcker. In
addition, their empirical results suggest that monetary policy had a stronger inuence on
dampening negative eects of oil price changes in the 1970s compared to more recent years.
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A common feature of the majority of the studies cited previously is that they take the price
of oil or its changes as measure for oil shocks. The common view, heavily inuenced by the
experiences of 1974 and 1980, was that oil price shocks and associated oil price changes were
primarily due to exogenous political events in the Middle East (Hamilton, 1983). However,
it is now widely accepted that crude oil prices in particular, are endogenous with respect
to US and global macroeconomic developments (Kilian, 2008a, p. 81). In other words,
while changes in oil prices might aect macroeconomic aggregates, changes in US and global
macroeconomic conditions might in turn also aect oil prices through supply and demand
conditions. Not accounting for this endogeneity of the oil price in the estimation of linear
regressions, such as those that heavily inuenced early research in this eld, leads to ordinary
least squares (OLS) estimates that are both biased and inconsistent (Davidson and Mackin-
non, 2009, p. 311).
One possible solution to the endogeneity problem has been to isolate the exogenous eect of
oil shocks, based on the transformation of dierent variables. A rst attempt to formalize
this hypothesis was the previously cited "net oil price increase" measure, developed and used
by Hamilton (1996, 2003) to explore symmetry and the functional form of the relationship
between oil prices and the macroeconomy. Edelstein and Kilian (2007a,b) expand the anal-
ysis to series that include net energy price declines, constructed in a comparable way. The
use of supply-based variables is a further possibility to account for exogenous oil shocks.
Hamilton (2003) for instance created a series that is based on the fall of world oil production
attributed to exogenous political events: the Suez Crisis in 1956, the Arab-Israel war in 1973,
the Iranian revolution in 1978, the Iran-Iraq war in 1980 and the Persian Gulf war in 1990.
The series Qt takes the value of the largest fall attributed to this event when its start is
observed in quarter t and is zero otherwise.
Kilian (2008b) proposes a series for exogenous oil supply disruptions that relies on the con-
struction of a counterfactual world production in the absence exogenous political events
aecting oil supply. For a given OPEC country he generates an extrapolated oil production
path based on information regarding comparable countries that were not aected by the
exogenous event. The dierence between actual monthly world production and aggregated
monthly OPEC counterfactual oil production is taken as the measure for the exogenous oil
supply disruptions. Furthermore Kilian (2008c) assesses the exogeneity of the presented
variables using the gmin statistic proposed by Cragg and Donald (1993) to identify weak
instruments. His test results lead to the conclusion that the presence of weak instruments
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cannot be ruled out, suggesting that estimates with these variables cause biased coecient
results and hypothesis tests with large errors. He cautions when interpreting results based
on those variables.
Dierent VAR methodologies not only take the endogenous nature of energy prices into ac-
count, but also allow to disentangle the underlying causes of energy shocks by imposing
structural assumptions. This helps to explain various uncertainties with regard to symmetry
and time-variance during the last decades. The observed oil price shocks were combinations
of dierent demand and supply shocks resulting in dierent outcomes on macroeconomic
aggregates (Kilian, 2009; Peersman and van Robays, 2009; Kilian and Murphy, 2014; Kilian
and Lee, 2014). As this kind of framework will be used in the next chapters, a more detailed
introduction will follow. Before concluding this literature review, we will very briey go into
the theoretical mechanisms that have been proposed to explain the empirical links between
oil or energy prices and macroeconomic aggregates.
3.2 Economic theory on oil price shocks
As Kilian (2014, p. 141) points out, economic theory maintained the assumption that oil
price shocks were to be considered as exogenous. As previously shown, empirical evidence
did not support such view and oil prices are now accepted as endogenous variables. Nev-
ertheless, we will briey go into the direct and indirect transmission channels of economic
theory, under the assumption of true exogeneity. In the standard supply channel view, oil
is treated as an intermediate input for production and thus oil shocks are viewed as terms
of trade shocks as in Kim and Loungani (1992) for example. How crude oil enters the do-
mestic value added production function is "one of the most studied and least resolved issues
in empirical macroeconomics" (Backus and Crucini, 2000, p. 196). As imported oil does
not enter the production function of domestic value added in a dynamic stochastic general
equilibrium (DSGE) framework (Rotemberg and Woodford, 1996, p. 9), per denition oil
price shocks can not be seen as productivity shocks with regard to GDP (Barsky and Kilian,
2004, p. 119).
Three proposals have been presented in the literature to deal with this problem by modifying
the baseline DSGE of oil importing economies. Rotemberg and Woodford (1996) propose
large and time-varying markups to allow for large eects on real GDP by oil price shocks.
Atkeson and Kehoe (1999) propose a putty-clay model in which oil price increases are trans-
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mitted by capital-energy complementarities to demand for capital services, thus lowering
GDP. In the perfect competition model of Finn (2000) energy and oil are essential in order
to obtain service ows from capital. The empirical evidence for all three models and by con-
sequence for the domestic supply channel of transmission remains however very weak (Kilian,
2014, p. 142).
The domestic demand channel has also been proposed as a direct mechanism of oil price
shocks. Edelstein and Kilian (2009) explore how a reduction in discretionary income of
households after a rise in energy prices may aect GDP. They conclude, that even with
perfectly inelastic energy demand, given the small share of energy expenditure in total con-
sumer spending in the US, the discretionary income eect will be too small to account for
large reductions in real GDP. As Hamilton (1988) points out, the discretionary income eect
might further be amplied by a rise in operating costs of energy-using durables. Given the
possibility of a large dollar value of such goods in relation to the value of energy they use,
sectors producing such goods might suer from the lower demand induced by even small
energy price increases. As already mentioned Edelstein and Kilian (2007a) document this
eect for the US automobile industry, however, given its small share in aggregate output, its
total eect remains small.
Two asymmetric and indirect eects are further mentioned in the literature to explain the
impact of changing oil prices on the economy. The reallocation eect proposed by Hamilton
(1988) arises every time the relative price of oil changes, regardless of the direction of such
change. It assumes that there will be inter- or intra-sectoral movements of capital and labor,
whenever oil price changes occur. The higher the degree of specialization of an economy, the
stronger is the impact on unemployed capital and labor. The second indirect eect refers to
the uncertainty eect that might arise when oil prices are volatile. Bernanke (1983) argues
that rms facing irreversible investment decisions will tend to delay investments when oil
prices are volatile. The cash ows from investment projects must depend on the price of oil.
Decision-making agents are thus faced with a trade-o between early commitment returns
against the benets of acquiring additional information by waiting. Kilian (2014, p. 144)
notes that exactly the same argument holds true for the purchase of energy-intensive con-
sumer durables and that its quantitative importance depends on the relative importance of
the price of oil for the investment decision or durable purchase as well as the share of such
expenditure in aggregate spending.
Lastly, the relationship between oil price shocks and ination remains ambiguous: The com-
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mon view of economists and textbooks postulates that an oil price shock will shift aggregate
supply, lowering output and raising ination (Barsky and Kilian, 2002, p. 137). This per-
ception is at odds, as already mentioned, with very weak empirical evidence for the supply
channel of transmission of oil price shocks. As the demand channel seems to dominate in
practice, one would expect an oil price shock to shift aggregate demand, lowering both out-
put and prices (Kilian, 2014, p. 141). In this regard, Barsky and Kilian (2002, p. 163)
show that oil price shocks are inationary only for the price of gross output as measured by
CPI, but not necessarily for value added as measured by the GDP deator. An alternative
explanation for the apparent interdependencies between oil prices, output and ination is
presented by Bernanke et al. (1997). In their view, it is the reaction of the FED, expecting
inationary pressures from oil price shocks, that amplies economic contraction by increasing
interest rates. If and how central banks should react to oil shocks by adapting mechanically
monetary policy remains a further controversial topic in research (Kilian, 2009; Bodenstein
and Guerrieri, 2011; Nakov and Pescatori, 2010).
3.3 Summary
This chapter gave a brief overview of the empirical studies and their theoretical explana-
tions regarding the so-called oil price-macroeconomy syndrome. Starting with Hamilton
(1983) there has been a long tradition of empirical research exploring statistical records for
this relationship. As oil markets evolved and data sample sizes increased, new models and
specications were designed to incorporate developments in information previously not ac-
cessible. As econometric models and methods evolved the understanding of oil price shocks
also increased. Today it is common understanding that oil prices are endogenous to US and
global economic developments and are driven by a combination of various supply and demand
shocks.
The connection between the channels of transmission as proposed by economic theory and
the empirical evidence for the oil price-macro-economy relationship found in the data re-
mains controversial. Classical and modied DSGE models view oil price shocks as shifts
in aggregate supply reducing output and increasing prices. Empirically, there seems to be
more evidence for the demand-side transmission channel that reduces discretionary income
or postpones investment and purchase decisions. Again, a key assumption in all theoretical
frameworks is that oil prices are strictly exogenous, thus not allowing for feedbacks from
aggregate variables to prices.
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In the next chapter we will present the advances in VAR and SVAR methodologies before
presenting the framework and data that will be used to estimate a global model for oil. The
results will subsequently be employed in two studies in chapters 5 and 6.
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Chapter 4
Global models of oil: vector
autoregression and structural vector
autoregression models
Since they were formally proposed by Sims (1980), VAR models and subsequently developed
SVAR models remain workhorses in empirical macroeconomic research (Kilian, 2013, p. 515).
In this chapter we show how reduced-form VARs have rst been used in oil market research
and what particularities may arise. We then introduce SVAR models and dierent estimation
methods, followed by the introduction of two SVAR models for the global market of crude
oil. After a brief discussion of the data, the chapter closes by showing the empirical results,
with a focus on historical structural shocks that have driven oil prices. For an up-to-date
review on SVAR models we refer to Kilian and Lütkepohl (2017). The goal of this chapter
is to provide an overview of the methodological framework on which the empirical analyses
presented in the three chapters to follow. Furthermore it is useful to see what dierent deter-
minants and developments were historically important to explain oil price movements, thus
complementing the context presented in chapter 2.
4.1 Identication methods of structural shocks
Consider the following reduced-form VAR model of order p:
yt = ν +A1yt−1 + · · ·+Apyt−p + ut. (4.1)
Standard assumptions apply (Lütkepohl, 2005, p. 69): yt is a K -dimensional multiple time
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series with yt = (y1t, . . . , yKt)
′ for a sample period t = 1, . . . , T . Standard estimation methods
such as multiple least squares (LS) (Lütkepohl, 2005, pp. 69-82) or maximum likelihood (ML)
(Lütkepohl, 2005, p. 87-93) allow consistent estimates of the parameters in ν and Ai, the
reduced-form white noise errors ut, and their variance-covariance matrix Σu.
These kind of models were frequently used in the tradition of Hamilton (1983) or Burbidge
and Harrison (1984) and included oil prices as well as macroeconomic variables of interest
such as the US GDP. Their goal was to estimate impulse response functions (IRFs) to an
oil price shock. As already mentioned, because oil prices are endogeneous to global and US
macroeconomic aggregates, the components of ut are likely to be simultaneously correlated
resulting in an estimated variance-covariance matrix of Σu that is not diagonal. The conse-
quences are IRFs that may not reect the relations between the variables properly (Lütkepohl,
2005, p. 358).
SVAR models have been introduced to deal with this problem allowing to model the instan-
taneous feedback of the endogenous variables to a so called structural shock. Consider the
following general form SVAR model of order p:
Ayt = ν
∗ +A∗1yt−1 + · · ·+A∗pyt−p +Bεt,
where εt stand for the structural shocks that are assumed white noise. We will subsequently
focus on the so called B-SVAR model by setting A = I. Then the coecient matrices will
be identical to those in the reduced-form. It is common to identify the resulting orthogonal
structural innovations εt directly through the reduced-form errors ut (Lütkepohl, 2005, p.
362):
ut = Bεt. (4.2)
By inspecting equation 4.2, it becomes apparent, that the reduced-form errors are linear
combinations of the structural errors εt. The impact multiplier matrix B thus contains the
instantaneous impact of the endogenous model variables in period t to a structural shock
in the same period. The variance-covariance matrix of the structural terms is typically
normalized such that:
Σε = IK . (4.3)








′ = BB′ (4.4)
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where use is made of Σε = IK in the last step. As already indicated, the reduced-form
variance-covariance matrix Σu can be estimated consistently and is thus known. If one con-
siders Σu = BB
′ as a system of linear equations for determining the unknown parameters in
B. Because of the symmetrical nature of variance-covariance matrices, K(K+ 1)/2 dierent
equations with K(K − 1)/2 restrictions suce to identify all K2 elements of B.
A common and simple approach has been the identication of B by a Choleski decompo-
sition, meaning that by construction B is lower triangular (Kilian, 2013, p. 518). The
mechanical application of such recursive identication strategies was widespread in the 1980s
but was soon heavily criticized (see Cooley and LeRoy, 1985, for example). As Kilian (2013,
pp. 519-522) notes, such atheoretical models made strong assumptions by imposing a par-
ticular causal chain rather than observing the causality in the data. Notably, arranging the
K variables dierently in the VAR model will result in dierent solutions for the matrix B.
Thus, without assumptions based on economic theory about the recursive order imposed, the
solution may have no plausible economic interpretation. In section 4.2.1, we will present the
rst global SVAR model for oil and discuss the underlying economic assumptions that allow
us to justify a specic arrangement of the variables in the context of a 3-variable SVAR model.
The critique towards atheoretical recursively identied models led to the development of
models which rely on alternative non-recursive short-run restrictions in the matrix B based
on economic theory (see Bernanke, 1986; Sims, 1986; Blanchard and Perotti, 2002, for ex-
ample). Another methodological approach for the identication of B imposes restrictions on
the estimated IRF of a variable given a certain structural shock (see, for example, Blanchard
and Quah, 1989). Such an approach is theoretically motivated by short-run versus long-run
relationships. For example, most economists would agree that demand shocks resulting from
monetary policy are neutral in the long run, while shocks in productivity are not (Kilian,
2013, p. 529).
A further identifying approach that was proposed by Faust (1998), Canova and Nicolo (2002)
and Uhlig (2005) relies on sign restrictions in the impact multiplier matrix B. These are
increasingly popular amongst researchers, as sign restrictions can usually be directly sup-
ported by economic theory. As Kilian (2013, pp. 534-538) remarks that sign restrictions are
not without drawbacks in comparison to other approaches. First, there is a misconception
amongst users that sign restricted SVAR models are more general and thus more credible
than alternative SVAR models, which is not true. Second and more importantly, there is no
unique solution to sign restricted SVAR models. We rather identify a set B∗ of admissible
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solutions B to equation 4.4. Given that each admissible solution in B∗ is likely to result in
dierent IRFs, the choice of the most likely solution remains, therefore, an ongoing research
question.
As we will see for the case of a 4-variable global SVAR model for oil, imposing further re-
strictions may be a solution to narrow down the number of admissible models considerably
(Kilian and Murphy, 2012, 2014). Indeed, by considering additional restrictions such as lower
and upper bounds for demand or supply elasticities as suggested in other empirical studies,
or long-term IRF restriction based on theoretical grounds, it is possible to obtain solutions
that are narrower.
4.2 Model specications for the global crude oil market
In this section we will present, estimate and compare the two SVAR models that we will
later apply to two empirical exercises in chapters 5 and 6. First, we present the 3-variable re-
cursively identied model proposed by Kilian (2009). We then introduce the sign-restriction
identied 4-variable model as in Kilian and Murphy (2014). In the latter case we will also
describe the numerical algorithm to identify the admissible solution set B∗.
It is useful to rst specify the reduced-form of the monthly VAR(p) for K variables:
yt = Σ
24
i=1Aiyt−i + ut. (4.5)
The corresponding impact response relation to structural shocks is again dened as:
ut = Bεt. (4.6)
We adopt the common practice for monthly VARs in setting the order to p = 24 in the follow-
ing. As Kilian and Lütkepohl (2017, p. 54) note, this permits to correctly capture delayed
responses to shocks from variables in the system. To control for seasonal monthly eects
seasonal dummies are included. However, these are suppressed for notational convenience.
4.2.1 Recursively identied model of the global market for crude oil
To address the issue of reverse causality from macroeconomic aggregates to oil prices, as well
as to disentangle what shocks drive the price of oil on a global scale, Kilian (2009) developed
an SVAR model with three variables. He proposed yt = (∆prodt, reat, rpot)
′ as endogenous
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variables, where ∆prodt is the percentage change in global crude oil production, reat denotes
the index of real economic activity and rpot refers to the real price of oil. Data sources and
specications are analyzed and discussed in more detail in subsection 4.3.
As for the structural errors in εt, he builds on the earlier insights of Barsky and Kilian (2002,
2004) and distinguishes two demand and one supply shock: ow supply shocks (shocks to the
physical supply of crude oil), ow demand shocks (shocks to the demand for crude oil due to
variation in the global business cycle) and oil-specic demand shocks (shocks due to all other
factors such as precautionary demand, weather eects or technology shocks). Again, we keep
in mind that all structural shocks are orthogonal so that eects not captured by the rst two
shocks are captured by the third one. The following recursive structure is postulated for the













εoil specic demand shockt
 (4.7)
The restrictions included in the matrix B in equation (4.7) are motivated as follows (Kilian,
2009, p. 1059). The model assumes a vertical oil supply curve as can be seen in gure 4.1
where P is the price of crude oil and Q the quantity of crude oil available on the market. The
shifts resulting from the structural ow supply shock and the two structural demand shocks
in the gure are based on following theoretical considerations:
 Crude oil supply shocks (εow supply shockt ) are the unpredicted innovations to global crude
oil production (u∆prodt ). Standing for the classical notion of an oil shock, they include
supply disruptions due to political events in oil-rich countries or reductions on the basis
of decisions taken by OPEC. Global crude oil production is assumed not to respond
to either of the two demand shocks. Such assumption seems plausible as oil-producing
countries will be sluggish to costly readjustments of their production when faced with
uncertainty about the longevity of demand shifts.
 Unexpected shifts in the global real economic activity (ureat ) that are not explained by
ow supply shocks, will be specied as shocks to the international demand for industrial
commodities (including crude oil) due to the global business cycle (εow demand shockt ).
Oil-specic demand shocks are assumed to aect real economic activity with a delay,
excluding an instantaneous feedback. This is consistent with the delayed economic
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Figure 4.1: Structural shocks in the Kilian (2009) SVAR model.
following major oil episodes in chapter 2.
 Finally, oil-specic demand shocks (εoil specic demand shockt ) are dened as innovations
to the real price of oil (urpot ) that can neither be explained on the basis of oil supply
shocks nor by demand shocks for oil resulting from shifts in global demand for industrial
commodities. As can be seen, this oil-specic shock will in particular capture shifts in
precautionary demand resulting from uncertainty about future oil supply, a behavior
consistent with theoretical models about expectations (see, for example, Alquist and
Kilian, 2010).
From equation (4.7) and gure 4.1 it becomes clear, that some directional assumptions are
based on theoretical grounds. Disruptions in oil supplies (a negative ow supply shock) will
result in oil price increases, while oil price increases will disrupt global real activity. However,
these sign assumptions are not imposed on the model as all the non-zero coecients in the
matrix B can result in a negative or positive estimate. The next model does not require
exclusion restrictions but will impose sign restrictions on the coecients in B.
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4.2.2 Sign restricted model of the global market for oil
Building on the insights of the recursively identied model of the global oil market, Kilian and
Murphy (2012) rst proposed a sign-restricted approach to identify B in the three-variable
case. In Kilian and Murphy (2014) they added a fourth endogenous variable in the form
of crude oil inventories to further disentangle oil specic demand shocks into precautionary
demand and other demand for oil in Kilian and Murphy (2014). Their goal is to explicitly
model speculation on the oil market, which is dened from an economic point of view as
a purchase with no intention of current consumption. Usually speculation is the result of
anticipated increases in future oil prices (Kilian and Murphy, 2014, p. 455). They propose
yt = (∆prodt, reat, rpot, invt)
′ with the additional variable being month to month absolute
changes in above-ground oil inventories, foreseen by OECD, as a proxy for global oil inventory
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εother oil-specic demand shockt
 (4.8)
Instead of three, four structural shocks are explicitly taken into consideration. As in the
rst model, we include classical crude oil supply shocks (εow supply shockt ) and demand shocks
for oil due to the global business cycle (εow demand shockt ). Shifts in demand for above-ground
oil inventories are captured by the third structural shock (εspeculative demand shockt ). The fourth
shock (εother oil specic demand shockt ) captures all other idiosyncratic demand eects not accounted
for by the rst three structural shocks. We will now give a theoretical explanation for the
sign restrictions for B in equation 4.8 based on Kilian and Murphy (2014, p. 458). Figure
4.2 presents the mechanism based on the global supply and demand curves for oil. First
we should note that the structural shocks have been normalized so that they all induce an
increase in the real price of oil, as can be seen in the 2nd and 3rd column of third row of the
B matrix. Secondly, Kilian and Murphy (2014) allow for changes in crude oil supply within
a month of a given shock, so that the oil supply curve is no longer vertical. The specic
reaction of all endogenous variables to each structural shock are now presented.
 Given a negative ow supply shock, dened as shift to the left of the oil supply curve,
oil production will decrease, the real price of oil and by consequence real economic
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Figure 4.2: Structural shocks in the Kilian and Murphy (2014) SVAR model.
occur simultaneously: On the one hand, inventories should decrease in an attempt to
compensate for the loss of supplies. On the other hand, as oil prices increase, the
precautionary eect will induce the accumulation of inventories. It remains to be seen
which eect dominates in practice, so no sign restriction is imposed.
 A positive ow demand shock resulting from a shock to global demand for industrial
commodities, so that we observe increasing global real activity is associated with a
shift to the right of the contemporaneous oil demand curve. It will increase global oil
production and increase the real price of oil. As in the case of a negative ow supply
shock, the eect on inventories remains uncertain, so that again no sign restriction is
imposed.
 Speculative demand shocks, again associated with a shift to the right of the contem-
poraneous oil demand curve, will instantaneously result in a higher oil production and
oil prices. In comparison to ow demand shocks, the price hike is not accompanied
by strong global demand for industrial commodities, thus we expect the impact on the
real activity index to be negative. As the increase in demand is due to precautionary
pressures with respect to future oil price increases or supply ow disruptions, an accu-
mulation of crude oil inventories can be observed.
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 Other oil-specic demand shocks are solely restricted in the sense that they are also
associated with oil price increases. As their eects on the other endogenous variables
are dicult to predict based on theoretical grounds, no other sign restrictions are im-
posed.
From both equations (4.7) and (4.8) it becomes apparent why historically observed oil price
hikes were dierent in their resulting eects on macroeconomic aggregates. Thus, when ob-
serving oil price increases without modeling the underlying causes correctly, we might nd
conicting results for crude oil price increases of the same magnitude. For example, if an
oil price shock is primarily the result of a ow demand shock resulting from strong global
activity, the observed eects might even be positive on US economic growth in comparison
to oil price increases resulting from a drop in crude oil supply.
Additional impact and dynamic restrictions
Relying uniquely on sign restrictions can lead to IRFs that are quite dierent. Kilian and
Murphy (2012) thus propose to include all available information about the market structure
to reduce the admissible set of solutions to a smaller number of qualitatively comparable
estimates. Let hereby B̃ be an estimate of B belonging to the solution set. Kilian and
Murphy (2014, pp. 461-462) propose the following additional market structure restrictions
that must be true in global oil markets:
 Based on the work done by Hamilton (2009b) and Kellog (2011) that postulate that
oil supply elasticity is very low if not essentially zero (as implied by the vertical supply
curve in the recursively identied SVAR model), they impose an upper bound of 0.025
on the impact elasticity of oil supply. A direct estimate of this measure may be con-
structed from the coecients b̃ in the matrix B̃, where b̃ij is the coecient in the i-th
row and j-th column, by evaluating the ratio of the impact responses of oil production
and of the real price of oil to an increase in ow demand or speculative demand:
0 ≤ b̃12
b̃32
≤ 0.025 & 0 ≤ b̃13
b̃33
≤ 0.025
 A further bound restriction that can be applied to an estimate of the impact elasticity
of oil demand in use. A lower bound is motivated based on the estimates of Hausman
and Newey (1995) that consistently nd US household long-run price elasticities of
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around −0.8. The upper bound is given by zero as the elasticity is expected to be
slightly negative. Given oil production Q in period t− 1, Qt−1, and average changes in






As this impact elasticity in use is time-dependent, the average oil demand elasticity in
use, denoted η̄use, over the sample period can be bounded as follows:
−0.8 ≤ ηuse < 0
 Lastly, they impose restrictions on the cumulative impulse responses to a ow supply
shock. Oil production and real activity respond negatively in the rst 12 months after
an oil supply disruption. The real price of oil is restricted to react positively for the
12 rst months after a negative ow supply shock. These restrictions are necessary to
rule out models that result in price reduction when such a negative shock occurs.
Identication strategy
Given the reduced-form VAR estimate of the variance-covariance matrix Σ̂u we construct the
eigendecompostition Σ̂u = PΛP
′ and dene B = PΛ0.5 such that B satises Σ̂u = BB
′.
Then for any orthogonal N × N matrix D, B̃ = BD also satises condition (4.4), i.e.
B̃B̃′ = Σ̂u.
Thus, following Rubio-Ramirez et al. (2010) we create a set B̃∗ of admissible solutions by
applying following loop with a large number of draws (Kilian and Murphy, 2014, p. 463):
1. Draw an 4×4 matrixK of NID(0,1) random variables. Obtain the QR decomposition
of K so that K = QR with QQ′ = I4 and R being upper diagonal.
2. Dene D = Q′ and construct the structural impact response matrix B̃ = BD to
compute the implied structural impulse responses. If all restrictions are satised retain
B̃ else discard B̃.
In the next section we will discuss the data that will be used to estimate both SVAR models
presented above for the global market of crude oil.
1We refer to Kilian and Murphy (2014, pp. 477-478) for a formal discussion of how to construct this
elasticity from the structural VAR model.
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4.3 Data
As pointed out the above mentioned models rely on three monthly core variables: global
crude oil production, the real activity index as a measure of global demand for industrial
commodities and a measure for the global price of oil. In the second model we also use
data on above-ground crude oil inventories. In the following we will briey discuss all four
time series, their source as well as the potential transformations needed in order to ensure
stationarity. Our sample period extends from January 1974 to December 2017, implying a
sample size T = 528. While all three studies start in the same period, we note that this study
extends the sample periods of Kilian (2009) and Kilian and Murphy (2014) signicantly. The
former ends in December 2007 and the latter in December 2009. The sample selected in this
study thus covers the important global developments during the Great Recession as well as
the recovery thereafter.
4.3.1 Crude oil production
The rst core variable is the global crude oil production (gure 4.3). The raw data is re-
trieved from the Monthly Energy Review table 11.1b as published by United States Energy
Information Administration (EIA) and is expressed in thousand barrels per day.2 As we
already discussed the historical developments that drove global oil production in our sample
in chapter 2, here the discussion is limited to the characteristics of the time-series. As can be
seen in the rst row in gure 4.3 the series shows a clear trend pointing visually to unit-root
nonstationarity. Kilian (2009) and Kilian and Murphy (2014) propose to include the series as
percent changes into the model (expressed as dierences in logarithms). The variable will be
hence called ∆prodt. Visually, the time series shows a decrease in volatility while appearing
stationary in the mean.
We test the unit-root null hypothesis using the ERS test of Elliott et al. (1996). Additionally,
we test the null hypothesis of stationarity using the KPSS test of Kwiatkowski et al. (1992)
to further validate the ERS test results. The outcome of both tests for the ∆prodt series can
be seen in table 4.1. The rst and second column contain the test statistics for the ERS test
given a model with constant and trend respectively. We further include the signicance levels
at which the null hypothesis of stationarity can be rejected in both columns. The third and
fourth column contain the test statistics for the KPSS test given a model with constant and
trend respectively. Again, we include the signicance levels at which the null hypothesis of
2The Monthly Energy Review is a monthly updated publication of historical and recent energy statistics







































Figure 4.3: Global oil production in thousand barrels per day and monthly % changes (Source:
EIA).
Lag order ERS test (H0: unit-root) KPSS test (H0: stationarity)
Model with constant Model with trend Model with constant Model with trend
0 -20.747 *** -23.462 *** 0.031 0.016
1 -13.861 *** -16.547 *** 0.034 0.017
2 -10.829 *** -13.596 *** 0.037 0.019
3 -8.685 *** -11.394 *** 0.041 0.021
4 -7.778 *** -10.670 *** 0.044 0.022
5 -6.117 *** -8.687 *** 0.050 0.025
6 -5.644 *** -8.288 *** 0.053 0.027
7 -4.789 *** -7.226 *** 0.058 0.029
8 -3.784 *** -5.829 *** 0.061 0.031
9 -3.437 *** -5.392 *** 0.062 0.031
10 -3.368 *** -5.378 *** 0.063 0.032
11 -2.770 *** -4.537 *** 0.065 0.033
12 -2.789 *** -4.636 *** 0.064 0.032
Signicance: ***=1%, **=5%, *=10%
Table 4.1: Stationarity evaluation of the ∆prodt series.
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Figure 4.4: Real activity index (Source: https://sites.google.com/site/lkilian2019/research/data-
sets).
stationarity can be rejected. In the case of ∆prodt both tests agree and point at stationarity.
4.3.2 Real activity index
To capture the component of worldwide real activity that stimulates global demand for indus-
trial commodities Kilian (2009) developed the real activity index, hence called reat. Based on
the notion that global economic activity is the most important driver of demand for transport
services, the index is constructed based on dry cargo shipping rates. The underlying idea
behind this business cycle index is simple: As shown by Stopford (1997) the supply curve of
shipping services is relatively at when demand for freight volumes is low. An increase in
global economic activity shifts the demand for freight services. As idle ships are reactivated,
the supply curve becomes increasingly steep. At full capacity it becomes eectively vertical
and important upward shifts in shipping prices are thus typically associated with aggregate
demand pressures in global commodity markets. The opposite eect is true when aggregate
demand drops. It should be noted that the level of the index has no intrinsic meaning. In-
stead, changes in global shipping volumes of raw materials are proportionate to this index
Kilian and Zhou (2018, p. 57).
The data series has been retrieved from the homepage of Lutz Kilian and includes the up-
dates addressed in Kilian (2018) based on the methodological critique by Hamilton (2018).3
For detailed information regarding the construction of the index as well as comparisons with
other measures of the global business cycle we refer to Kilian (2009, pp. 1055-1058) and
Kilian and Zhou (2018). As can be seen in gure 4.4, a long swing in the time-series can be
observed, pointing to a substantial degree of persistence. Persistence in time-series can be an
indication for nonstationarity. Therefore, the visual inspection suggests the transformation
3https://sites.google.com/site/lkilian2019/home.
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Lag order ERS-test (H0: unit-root) KPSS-test (H0: stationarity)
Model with constant Model with trend Model with constant Model with trend
0 -1.603 -2.382 2.347 *** 2.230 ***
1 -2.230 ** -3.240 ** 1.196 *** 1.136 ***
2 -1.904 * -2.804 * 0.813 *** 0.772 ***
3 -1.895 * -2.801 * 0.622 ** 0.591 ***
4 -1.643 * -2.479 0.507 ** 0.482 ***
5 -1.741 * -2.609 * 0.430 * 0.409 ***
6 -1.700 * -2.564 0.375 * 0.357 ***
7 -1.438 -2.236 0.334 0.318 ***
8 -1.365 -2.146 0.302 0.287 ***
9 -1.554 -2.389 0.276 0.263 ***
10 -1.602 -2.458 0.255 0.243 ***
11 -1.762 * -2.673 * 0.238 0.226 ***
12 -1.783 * -2.714 * 0.223 0.212 **
Signicance: ***=1%, **=5%, *=10%
Table 4.2: Stationarity evaluation of the reat series.
∆reat as will be used in chapter 7.
The formal test results seem at best mixed regarding the null hypothesis of a unit-root in
the series. At a lower lag order the null hypothesis is rejected at medium signicance levels
between 5% and 10%. The null hypothesis of stationarity is rejected for all lag orders. This
can be a result of the fact that the KPSS test is prone to severe size distortions leading
to a an overrejection of stationarity. The outcomes of both tests seem surprising as Kilian
(2014, p. 457) himself points out that the "real activity index is a business cycle index and
stationary by construction".
4.3.3 The real price of oil
The real price of oil is included as the third core variable. It is constructed as the US reners
acquisition price (RAP) of imported crude oil deated by the US CPI. The oil price series
is also retrieved from the EIA's Monthly Energy Review table 9.1 while the CPI series is
retrieved from the Federal Reserve Economic Database (FRED).4 Kilian (2009) proposes
the RAP of imported crude oil as the best proxy for global oil prices. Blanchard and Gali
(2007) note however that dierent crude oil benchmarks typically result in similar empirical
results because of quality-price relationships. The real price of oil series rpot is expressed in






























Figure 4.5: rpot and ∆rpot time-series (Source: EIA and FRED).
logarithms.
As can be seen in the upper panel of gure 4.5, the time-series rpot shows signicant swings,
pointing at substantial persistence. This is a sign of unit-root nonstationarity which calls for
attention. In chapter 7 we will thus also use the transformation ∆rpot that can be seen in
the lower panel of gure 4.5.
The formal results in table 4.3 mostly reject the null hypothesis of unit-root non stationarity.
Keeping in mind, the tendency to overrejection of the KPSS test the stationarity rejections
in columns 3 and 4 should not be over-interpreted.
4.3.4 Above-ground oil inventories
Kilian and Murphy (2014) propose to extend the core variable set by a fourth endogenous
variable to capture precautionary demand pressures. They follow Hamilton (2009a) in using
commercial OECD above-ground crude oil inventory stocks. The above-ground inventories
time-series invt is based upon those provided by the US EIA which refer to million barrels.
Given the lack of data for other countries this measure seems the best proxy for develop-
ments of global demand for inventories. Kilian and Lee (2014) use an alternative time-series
as compiled and provided by the private company Energy Intelligence Group that includes
information on other countries, including some important emerging economies such as China.
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Lag order ERS-test (H0: unit-root) KPSS-test (H0: stationarity)
Model with constant Model with trend Model with constant Model with trend
0 -1.676 * -1.682 8.138 *** 7.911 ***
1 -2.792 *** -2.800 * 4.091 *** 3.977 ***
2 -2.528 ** -2.534 2.745 *** 2.668 ***
3 -2.364 ** -2.371 2.073 *** 2.016 ***
4 -2.203 ** -2.209 1.671 *** 1.624 ***
5 -2.144 ** -2.151 1.403 *** 1.364 ***
6 -1.947 ** -1.952 1.211 *** 1.177 ***
7 -2.003 ** -2.009 1.067 *** 1.038 ***
8 -1.952 ** -1.957 0.955 *** 0.929 ***
9 -1.940 ** -1.945 0.865 *** 0.841 ***
10 -2.149 ** -2.154 0.791 *** 0.770 ***
11 -2.214 ** -2.220 0.730 ** 0.710 ***
12 -2.104 ** -2.110 0.678 ** 0.659 ***
Signicance: ***=1%, **=5%, *=10%




















Figure 4.6: invt time-series (Source: EIA).
The empirical results remain however very similar.
Due monthly OECD inventory data starting in January 1988, we follow Hamilton (2009a)
in constructing the series back to January 1974 by scaling the OECD petroleum stocks over
US petroleum stocks growth between January 1974 and December 1987, the latter series
also provided by the EIA. Due to a correlation between total OECD and US petroleum
inventories of around 80% after 1988, this construction seems plausible. The time-series are
expressed in monthly level changes rather than percentage changes to be able to directly
compute oil demand elasticity as discussed in the description of the restrictionsfor the Kilian
and Murphy (2014) four-variable model.
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Lag order ERS-test (H0: unit-root) KPSS-test (H0: stationarity)
Model with constant Model with trend Model with constant Model with trend
0 -8.585 *** -12.349 *** 0.203 0.034
1 -5.737 *** -8.531 *** 0.157 0.027
2 -4.977 *** -7.616 *** 0.135 0.023
3 -5.126 *** -8.138 *** 0.126 0.021
4 -4.904 *** -8.084 *** 0.128 0.022
5 -3.569 *** -6.002 *** 0.140 0.024
6 -3.506 *** -6.036 *** 0.155 0.026
7 -2.755 *** -4.796 *** 0.181 0.031
8 -2.339 ** -4.115 *** 0.214 0.037
9 -1.945 ** -3.435 ** 0.250 0.043
10 -1.656 * -2.932 ** 0.283 0.049
11 -1.272 -2.328 0.307 0.054
12 -1.212 -2.230 0.296 0.052
Signicance: ***=1%, **=5%, *=10%
Table 4.4: Stationarity evaluation of the invt series.
Visually, as can be seen in gure 4.6 and formally, as provided by the test results in table
4.4, no indication of nonstionarity of the the time-series invt can be detected.
4.4 Estimation results
In this section we will show and discuss the main results obtained from estimating both struc-
tural models presented in section 4.2. We focus on the structural shocks and the responses
of the endogenous model variables. Keep in mind that we are interested in the estimation of
both models mainly to use the empirical results in the next two chapters.
As shown above, the computation of the structural shocks in both SVAR models requires the
estimation of the reduced forms as in equation (4.1) in a rst step. We estimate the reduced
form models consistently with OLS and subsequently estimate both structural models with
ML using the R package vars. It provides standard analysis tools in the context of VAR,
SVAR and structural vector error correction (SVEC) models. For a full package documen-
tation as well as theoretical overview of the models included we refer to Pfa (2008). Before
presenting the empirical results regarding the structural shocks, we will briey discuss some
diagnostic testing regarding the reduced form errors.
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4.4.1 Reduced form residuals diagnostic testing
For both models, we perform standard univariate and multivariate tests for heteroscedastic-
ity, autocorrelation and normality. As the results are very similar for the two reduced form
models, we will talk through their results jointly.
To test for heteroscedasticity, we apply the univariate and multivariate autoregressive condi-
tional heteroscedastic (ARCH) tests as proposed by Engle (1982). For all univariate residuals
with the exception of ûrpo we can strongly reject the null hypothesis of no heteroscedasticity.
A visual inspection of the univariate residuals conrms the formal test results. Similarly
the null of no heteroscedasticity can be clearly rejected in the case of the multivariate test.
Similarly, the univariate and multivariate Jarque-Bera tests for normality based on Jarque
and Bera (1980, 1987) and Bera and Jarque (1981) all reject the null hypothesis of normally
distributed residuals for both reduced form models.
In the case of autocorrelation we apply univariate and multivariate portemanteau tests based
on Ljung and Box (1978). While in the case of the univariate reduced form residual series we
cannot reject the null hypothesis of no serial correlation, we strongly reject it in the multivari-
ate case. As has already been discussed in the theoretical part in chapter 3 because of the
relationships between the endogenous variables, we indeed expect strong cross-correlation
between the residuals. This result is simply veried by looking at the estimated residual
variance-covariance matrix Σ̂u that is not diagonal.
The residual diagnostic testing in case of both reduced form VAR models point to systematic
time-varying information contained in the residuals. As in the case of previously applied VAR
models in oil research, impulse response analysis based on these residuals can be misleading.
A structural modeling of the residuals can thus help overcome these empirical reduced form
diculties by modeling and estimating theoretical relationships. In the following, we will
present the estimation results for the structural models as presented in sections 4.2.1 and
4.2.2.
4.4.2 Estimation results for the recursively identied SVAR 3 vari-
able model
Figure 4.7 shows the evolution of the normalized structural shocks between February 1976
and December 2017. For a better overview, the estimated monthly shocks have been aggre-
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Figure 4.7: Annual averages of structural shocks between 1976 and 2017.
gated to annual averages. Although we use an extended sample up to December 2017 and
the updated real activity index, we nd the same results for the evolution of all three shocks
when comparing to the original shock estimates of Kilian (2009, p. 1060).
Some empirical insights can be highlighted. First, global oil markets have been aected by
all three shocks simultaneously at any given point in time. Second, negative physical supply
disruptions as have been commonly associated with oil price shocks in the literature, appear
to be much more attenuated in comparison to ow demand and oil-specic demand shocks.
The case of the oil price surges commonly attributed to the Iranian revolution in 1979 is in-
teresting. As can be seen from gure 4.7 the oil price surge experienced by the world in 1979
was preceded by three consecutive years of strong aggregate demand shocks for industrial
commodities driving up oil prices. In 1979 we further observe a shock to oil-specic demand,
conrming the observations described in chapter 2.2 regarding strong precautionary pressures
on oil markets. On the supply side, the 1979 episode is even characterized by a small positive
ow supply shock. As higher oil prices induced by the other two shocks gave producers the






















































































































































































Figure 4.8: Responses to one-standard-deviation structural shocks.
When looking at more recent oil episodes, we recognize that the oil price surge starting in
the early 2000s, and peaking in 2007, was mainly due to a combination of aggregate demand
shocks for industrial commodities and oil-specic demand shocks. Again, we see that the
data doesn't indicate strong unexpected movements on the supply side. The collapse of the
oil price in 2009 was mainly due to the great recession and a slump in global economic activity
that was accompanied by a decrease in aggregate demand for industrial commodities. The
more recent slump in 2014 was due to both, a negative shock to ow demand and a decrease
for oil-specic demand. As Kilian (2017) shows, these oil-specic movements are mainly due
to the decrease in North American oil inventories that were previously built up following the
fracking boom, thus decreasing the US demand for imported crude oil.
Figure 4.8 shows the point estimate responses of global oil production, real economic ac-
tivity as well as the real price of oil to the estimated standardized structural innovations.
The shocks have been normalized such that all induce an oil price increase. The one- and
two-standard-error bands have been computed based on a bootstrap with 10.000 runs (Pfa,
2008, p.22; Efron and Tibshirani, 1993). All the results are consistent with the results in
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Kilian (2009).
Upon impact, an unexpected ow supply shock causes a sharp fall in crude oil production.
A slight reversion can be observed in the rst half year after the shock. This observation is
consistent with the notion that supply disruptions in one region are at least partially oset
by supply increases in other crude oil producing regions (Kilian, 2009, p. 1062). Within the
same period, an oil supply disruption insignicantly aects real economic activity. In fact, as
Kilian and Lütkepohl (2017, p. 222) point out, a reasonable assumption in setting the over-
identifying restrictions in equation (4.7) would have been b21 = 0, meaning that the world
economy reacts with a delay to disruptions. The estimation results show, that the impact as
well as the delayed eects are highly insignicant. This result reinforces arguments that oil
price increases due to supply disruptions had weak eects in disrupting economic activity.
Finally, a ow supply shock leads to a steady increase in the real price of oil. However, this
increase is barely statistically signicant within one-standard deviation band.
A ow demand shock because of global aggregate demand leads to a steady increase in oil
production. The eect becomes strongly signicant after eight months and fades thereafter.
Real economic activity responds positively and persistently signicant after a ow demand
shock. The eect starts to decrease only after a year. The eect on the real price of oil is
positive and signicant. While small upon impact, much of the eect increases over time and
remains highly persistent after 18 months.
When looking at the impulse responses induced by oil-market specic demand shocks, we see
that these have no eects on crude oil production. An oil-specic demand shock is however
associated with an signicant increase in real economic activity in the rst ve months af-
ter the shock. More importantly, an oil-specic demand shock is followed by a steady and
statistically signicant increase in the real price of oil. In absolute terms this is the most
important reaction of the real price of oil.
Figure 4.9 allows us to further evaluate the importance of the three structural shocks by
plotting their cumulative eects the real price of oil (in 1980-82 US$) since February 1976 by
decomposing the data. A rst look at the three panels reveals that historically, both types of
demand shocks play a more important role in explaining important oil price shifts than the
ow supply shocks. For reading and interpreting the results shown in gure 4.9 it is again
helpful to look at dierent oil episodes mentioned in the historical review. As can be seen,
the strong increase in real oil prices in 1979 is mainly due to ow demand and especially
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Figure 4.9: Cumulative response of the real price of oil in 1980-82 US$ to the structural
shocks in the three-variable model.
oil-specic demand shocks. The cumulative increase from January 1979 to December 1980
amounts to around 10 US$. Flow supply shocks even contributed to a small oil price de-
crease over the same two years. It is only after the start of the Iraq-Iran War in 1980 that
we observe an increase in the real price of oil due to ow supply disruptions. The 1980 oil
price increase episode was reinforced by ow demand shocks while oil-specic demand shocks
played no further role. The strong increase of the real price of oil prior to 2007 was due to
a combination of ow demand shocks due to strong real economic activity and oil-specic
demand shocks. When looking at the last episode between 2007 and 2017. We see that the
rst important drop was due to supply increases, as well as an important drop in ow de-
mand and oil-specic demand. While oil-specic demand recovered, mainly due to a strong
recovery of oil markets in emerging economies and especially China, the contribution of ow
supply and ow demand shocks was cumulatively negative since 2010. On the one hand,
global crude oil production continued to increase, mainly driven by strong output growth in
the United States. On the other hand, the global economy was slow to rebound from the
Great Recession and Europe was hit by the Euro Crisis.
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4.4.3 Estimation results for the sign-restricted SVAR 4 variable
model
In order to check the robustness of our results we now present the results for the sign restricted
estimation of the four-variable SVAR model based on Kilian and Murphy (2014). In order to
reduce the number of iterations necessary to estimate the set of admissible solutions B̃∗ for
the structural matrix B̃ we modify the identication loop proposed by Kilian and Murphy
(2012, 2014) and introduced in section 4.2.2 on page 40 by expanding the search algorithm
to make use of the svar function for R as follows:
1. Draw an 4×4 matrixK of NID(0,1) random variables. Obtain the QR decomposition
of K so that K = QR with QQ′ = I4 and R being upper diagonal.
2. Dene D = Q′ and construct the structural impact response matrix B̃ = BD to
compute the implied structural impulse responses.
3. Before checking if all conditions are satised by B̃, remove six random entries and
optimize B̃ by ML as in Pfa (2008, p. 4).
4. If all restrictions (sign restrictions on B̃, elasticities and impulse response conditions)
are satised, retain B̃ else discard B̃.
After 3.000.000 repetitions, we obtain a solution set with 46 admissible structural models.
In gure 4.10, we show the impulse response functions corresponding to the whole solution
set. As expected, it becomes apparent that verifying sign-restricted conditions in addition to
conditions that are market-specic, yields models with signicant dierences in their implied
impulse response functions. We point out that in empirical applications, researchers often
treat the vector of pointwise medians as if it were a pointwise estimate. As Fry and Pagan
(2005, 2011) indicate, this practice is misleading as there is no reason for one model resulting
in the median responses for all impulse response functions simultaneously. We thus choose the
benchmark model with a short-run price elasticity of oil demand closest to the value of −0.26
as postulated by the literature (Kilian and Lee, 2014; Kilian and Murphy, 2014; Kilian, 2017).
Figure 4.11 shows the point estimate responses of global oil production, real economic activ-
ity, the real price of oil as well as global crude oil inventories to the estimated standardized
structural innovations of our benchmark estimate. Again, the shocks have been normalized
such that all induce an oil price increase. Pointwise 68% and 95% posterior error bands may
be constructed, following a modied procedure as proposed by Uhlig (2005). However, as




































































































































































































































Figure 4.10: Impulse responses corresponding to the whole solution set.
to classical error bands, not even asymptotically. Thus, we focus on the pointwise impulse
responses of the chosen benchmark model to verify its plausibility in comparison to the three-
variable model as well as to results in Kilian and Murphy (2014).
In addition to the quantication of the eects on oil inventories, the following dierences are
identied in comparison to the impulse responses as implied by the three-variable recursively
identied model (see gure 4.8). As the interpretation of the idiosyncratic oil-specic de-
mand shock is hard to carry out in this model, we focus on the rst three shocks. Given a
ow supply shock, real economic activity reacts negatively. Furthermore we identify a direct
negative eect on oil inventories as these are used to cushion against the global production
disruptions. The eect of a ow demand shock resulting from strong global activity on crude
oil production is almost twice as strong in this second model. Again, we see that crude oil
inventories are used to satisfy a part of the increased crude oil demand resulting from a ow
demand shock. As crude oil production increases, the change in inventories starts to reverse
after four months. Finally, a speculative demand shock is followed by a reduction in crude
oil production and an increase in the real price. This is in line with the argument, that
































































































































































































































Figure 4.11: Impulse responses to one-standard-deviation structural shocks in the benchmark
model.
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Cumulative effects of flow supply shocks








Cumulative effects of flow demand shocks







Cumulative effects of speculative demand shocks






Cumulative effects of other oil−specific shocks








Figure 4.12: Cumulative response of the real price of oil (in 1980-82 US$) to the structural
shocks in the four-variable model.
this type of demand will increase. We thus rst observe an positive change in inventories
within the rst ve months, followed by a decrease to compensate for the reduced production.
As can be seen from gure 4.12, the historical decomposition of the cumulative shock eects
on the real price of oil oers similar insights as in the case of the three-variable model. First
and foremost, as in the case of the three-variable model, precautionary demand shocks in
anticipation of future disruptions or other crude oil price increases play the most important
role in explaining important and unexpected absolute shifts in the real price of oil. While the
eects of ow supply shocks remain qualitatively small, ow demand shocks due to strong
global demand for industrial commodities remain important in explaining shifts in the real
price of oil. We should however point out the main dierence in comparison to the results
in gure 4.9. While model 1 attributed a negative cumulative eect on the real price of oil
to ow supply shocks since the Great Recession, we see the inverse development in the case
of the second model. Also, global real activity seems to have recovered much stronger in the
second model after 2010, driving prices upwards.
56
We suspect that the underestimation of the more recent inventories data, mainly due to miss-
ing data regarding China as discussed in Kilian and Lee (2014, pp. 74-76), underestimates
the eects of speculative demand shocks and overestimates the eects of all other shocks
in the post Great Recession period. The data misspecication didn't seem to matter when
OECD countries were the main ow demand and precautionary demand drivers in global
oil markets. However, it seems to matter when global demand for oil rises due to Chinese
ow demand or Chinese speculative demand for example. This result should be kept in mind
for future applications of this model. The question whether to model precautionary demand
should depend on the accuracy of available inventories data.
4.5 Summary
In this chapter we estimated two global SVAR models of oil. In both cases the goal is to
disentangle the underlying causes of unexpected oil price movements by dening dierent
structural shocks. First, we estimated the recursively identied three-variable SVAR model
proposed by Kilian (2009) that includes ow supply shocks, ow demand shocks and oil-
specic demand shocks. Second, we estimated the sign-restricted four-variable SVAR model
proposed by Kilian and Murphy (2014) that further splits oil-specic demand into speculative
demand shocks and other oil-specic demand shocks.
Our estimations based on a larger data sample conrm the main results of Kilian (2009),
Kilian and Murphy (2012) and Kilian and Murphy (2014):
 Contrary to early analyses as seen in chapter 3, ow supply shocks in the form of unex-
pected disruptions to the physical availability of oil, played a lesser role in explaining
unexpected oil price movements.
 Flow demand shocks because of the global business cycle and oil-specic demand shocks
are at the root of most unexpected oil price movements.
 As conrmed by the four-variable SVAR model estimates, oil-specic demand is pri-
marily due to speculative demand. Market participants anticipate future price increases
and consequently build up inventories for future consumption resulting in higher prices.
 The estimation of the four-variable SVAR model poses some challenges that should be
further investigated. We observed considerable dierences in the solutions chosen by
the drawing algorithm. Furthermore the choice of OECD inventories as a proxy for
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global oil inventories might bias the estimation results at the end of the sample as it
excludes important countries such as China.
In the next two chapters, we will apply the results presented in this chapter to three empiri-
cal analyses. First in chapter 5, in the spirit of Kilian (2009), we will estimate and compare
whether and how US and German macroeconomic aggregates react to the three dierent oil
price shocks resulting from the three-variable SVAR model. As has been shown in the liter-
ature review, most empirical studies have focused on the United States, while additionally
lacking the disentanglement of the underlying causes of oil price shocks, as presented in this
chapter. For the evolution of macroeconomic aggregates it might matter if a given oil price
increase results from supply disruptions or an increase in global aggregate demand. The
second empirical analysis in chapter 6 follows and complements the spirit of Kilian (2017)
and studies the eects of the economic and political sanctions imposed on the Iranian oil
and energy sector that we presume as exogenous. We will evaluate the forecast performance
of the dierent SVAR models presented in this chapter given the construction and use of an
exogenous Iran supply shock series. We will then construct dierent counter-factual crude
oil production series for Iran in order to forecast the eects of the two considered sanction
rounds on the global price of oil. Important observations with regard to expectations will
be made. Finally, we will evaluate the forecast performance of the base reduced form VAR




Revisiting the oil price-macroeconomy
relationship: A comparison between
Germany and the United States
As already mentioned in chapter 3, early research focused on the question if and how oil
price changes and important oil price shocks aect macroeconomic aggregates. We follow
Kilian (2009) in using the three orthogonal structural shocks resulting from the recursively
identied three-variable SVAR model in order to disentangle the underlying causes of an
oil price surge and their potentially dierent eects on macroeconomic aggregates. Our
analysis complements the literature in following in the ways: First, the few studies that
include Germany with regard to the eects of oil price changes on macroeconomic aggregates
do not disentangle the underlying causes of the price changes. We thus expect that the
German economy, characterized by a heavy dependence on imported oil as well as strong
trade linkages to the rest of the world, reacts dierently if the cause of an oil price increase
is due to a positive global aggregate demand shock for industrial commodities or a negative
oil supply shock. Second, in addition to quarterly GDP data, we also investigate the eects
of monthly time series for both the US and Germany. In comparison, Kilian (2009) uses his
SVAR framework to analyze the impact of the three dierent oil price shocks on quarterly US
GDP growth and CPI ination by aggregating the monthly structural shocks into a quarterly
format.
In the following, we will rst present the empirical framework as well as the data. We will
then show and describe the empirical results before nishing the analysis by comparing the
dierences between both countries.
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5.1 Empirical framework and data
As Kilian (2009, p. 1056) notes, once we estimate the structural shocks from the three-
variable model, we can use them to determine the reaction of macroeconomic aggregates to
oil price shocks. Let's recall from section 4.2.1 that all three structural shocks result in an
oil price increase. The rst shock estimate was dened as a ow supply shock, ε̂ow supply shockt
standing for unexpected changes to the physical availability of crude oil. The second shock
estimate is referred to as a ow demand shock ε̂ow demand shockt due to global demand for
industrial commodities (including crude oil) resulting from the global business cycle. Fi-
nally, ε̂oil-specic demand shockt refers to price changes that are not accounted for by the rst two
structural shocks such as precautionary demand or technological shocks. Thus, yt be the
macroeconomic variable of interest and ε̂jt, j = 1, 2, 3, the structural shock estimates. Then
we are able to determine the eects of each shock on yt by estimating following regressions:
yt = βj0 +Σ
h
0=1Φjiε̂jt−i + ujt (5.1)
where ujt are the error terms. In this model Φjh consequently corresponds to the impulse
response coecients at horizon h. Given the possibility of serial correlation regarding the
residuals, we follow Kilian (2009) by using block bootstrap methods in order to estimate the
condence intervals. We thus construct the one- and two-standard deviations error bands
using a block size of 4 and 10.000 replications for each regression. Another potential issue
is whether the three structural shocks are predetermined with respect to US and German
macroeconomic aggregates. Kilian (2009, pp. 1065-66) argues that the shocks are predeter-
mined when using US quarterly data, i.e. they do not react to US macroeconomic shocks
within the quarter. We are thus condent that this will also apply to monthly US data.
As the German economy is much smaller and less oil intensive than the US economy, the
assumption is easily justied with regard to German macroeconomic aggregates on monthly
and quarterly frequency. The $/e spot exchange rate might be an exception as markets
generally are fast to react to new information. As the exchange rate series is of no central
importance to the underlying analysis, this should be kept in mind primarily when comparing
German series originally expressed in e and transformed to $ for comparison purposes.
Given that GDP is only available at a quarterly frequency, we aggregate the monthly shock
estimates to quarterly shocks by constructing the mean in each quarter. The same regressions
as in (5.1) are then estimated with quarterly GDP data. The maximum impulse horizon is
set to three years in accordance withKilian (2009), thus h = 36 for the monthly and h = 12
for the quarterly regressions.
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Variable Frequency FRED Series code Original Source
$/e exchange rate m CCUSSP01DEQ650N OECD
German CPI m DEUCPIALLMINMEI OECD
Real German exports (e) m XTEXVA01DEM664S OECD
Real German imports (e) m XTIMVA01DEM664S OECD
Real German exports ($) m XTEXVA01DEM664S OECD
Real German imports ($) m XTIMVA01DEM664S OECD
German industrial production index m DEUPROINDMISMEI OECD
German unempoyment rate m LMUNRRTTDEM156S OECD
US CPI m CPIAUCSL US BLS
US exports m XTEXVA01USM667S OECD
US imports m XTIMVA01USM667S OECD
US industrial production index m INDPRO US BLS
US unemployment rate m UNRATE US BLS
German CPI q DEUCPIALLQINMEI OECD
Real German GDP q DEUGDPNQDSMEI OECD
Real US GDP q GDPC1 US BEA
Table 5.1: Used time series and sources.
Besides the sign and signicance discussion of the cumulative impulse response functions as
estimated by equation 5.1, we complement the signicance evaluation by using a Wald test.
The following null hypothesis is thus tested for every German and US macroeconomic series
regarding all three shocks:
H0 : Σ
k
i=0Φji = 0, (5.2)
where k stands for the horizon up to which the cumulated eect should be tested. For
monthly series k is set to k = 12, 24, 36 and for quarterly GDP series k is set to k = 4, 8, 12.
The data sources for the macroeconomic time series used in the analysis is shown in table
5.1. The sample period for the monthly series is February 1976 to December 2017 and for the
quarterly series Q1 1976 to Q4 2017. We note, that all nominal series are transformed to real
values using the corresponding national CPI. The German series expressed in $ are calcu-
lated using the $/e exchange rate. All series are seasonally adjusted and expressed in growth
rates in order to avoid non-stationarity issues. We test the unit-root null hypothesis using the
ERS test of Elliott et al. (1996) and we test the reverse null hypothesis of stationarity using
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Figure 5.1: Cumulated responses of the $/e exchange rate changes to each structural shock.
(Point estimates with one- and two-standard error bands)
5.2 Empirical results
Before looking at the specic results we rst indicate that for the graphical analysis we eval-
uate the statistical signicance based on the one and two standard error bands in order to
follow the nomenclature in the literature (Kilian, 2013; Kilian and Murphy, 2012, 2014). Un-
der the assumption of normally distributed parameter estimates, these error bands roughly
correspond to 68% and 95% signicance levels. We will mostly concern ourselves with re-
sults within the two standard deviations and judge these as signicant (in some rare cases
we talk about weak signicance when results are only within the one standard error bands).
We rst start with the empirical results regarding the monthly macroeconomic series. At
rst we look at the reaction of the $/e exchange rate following a crude oil supply shock, an
aggregate demand shock for industrial commodities and an oil-specic demand shock. The
results might help to understand the dierences in impulse-responses given the expression of
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Figure 5.2: Cumulated responses of German exports (left) and imports (right) changes (in
Euro) to each structural shock. (Point estimates with one- and two-standard error bands)
From gure 5.1 we can see that the $/e exchange rate only very weakly reacts to an oil sup-
ply shock in the sense that the U$ appreciates vis-à-vis the e after six months. This weak
eect seems to dissipate 12 months after the shock but remains for the most part weakly
signicant. With regard to a ow demand shock, we see no signicant eect on the exchange
rate. Given an oil-specic demand shock however, we observe again a weak statistically sig-
nicant appreciation of the $ vis-à-vis the e starting 8 months after the shock. The eect
remains mostly weakly signicant until 21 months after the shock. This is the rst interesting
result. When we observe oil price changes, only an oil-specic demand shock will result in an
appreciation of the $ compared to the e again highlighting the importance of precautionary
demand in oil markets. Higher demand for crude oil specically (in comparison to aggregate
demand for industrial commodities that might be traded in other currencies as well) results
in higher crude oil prices, thus increasing the global demand for $.
In Figure 5.2 we show the cumulative responses of the growth rate of German exports and
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Figure 5.3: Cumulated responses of German export (left) and import (right) changes (in
USD) to each structural shock. (Point estimates with one- and two-standard error bands)
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the growth rate of exports and imports. When facing a ow demand shock we observe an
immediate and signicantly positive eect on the growth rate of exports up to 14 months
after the shock. To a lesser degree we observe a positive and signicant eect on import
growth between 5 and 15 months. Both observations point to the important role of trade
for the German economy that is heavily export oriented. Moreover, we see a similar reaction
when looking at oil-specic demand shocks. Although statistically weaker, German exports
react positively for the most part of the rst 24 months. Imports on the other hand see a
signicant increase in their growth rate between 2 and 10 months after the shock indicating
that resulting higher oil-prices directly aect the trade balance in a negative way.
This picture has to be complemented by the cumulative impulse response reactions of exports
and imports expressed in US$ as seen in gure 5.3. Two main dierences become apparent.
First, a ow supply shock results in a signicant negative eect on the growth rate of imports
after around 26 months. Second, the eects of a ow demand shock on export and import
growth rates, although remaining signicant and positive, are of much shorter duration. The
same positive and immediate eect on the import growth rate can be observed following an
oil-specic demand shock. It is thus important, to take into account the currency when ana-
lyzing the behavior of international macroeconomic variables in the context of oil price shocks.
Figure 5.4 shows the cumulative responses of German industrial production and unemploy-
ment growth rates to all three shocks. The responses seem complementary and consistent
with each other. Given an oil supply shock, we observe a negative and signicant eect
on changes in industrial production after 25 months. On the other hand, oil supply shocks
immediately induce higher and signicant unemployment rates over the whole impulse re-
sponse horizon. A ow demand shock is followed by a brief positive and signicant impulse
to industrial production between 7 and 10 months after the shock. The same can be said
regarding the unemployment rate following a ow demand shock. We identify a decreasing
and signicant eect between 7 and 10 months after the shock. Finally, industrial production
reacts signicantly and positive to an oil-specic demand shock in the few eight months, the
eect weakens and becomes insignicant after 21 months. While we observe only a brief,
weakly signicant and negative eect on unemployment between 7 and 9 months after the
shock.
Finally, when looking at the evolution of German CPI ination following the three oil price
shocks in gure 5.5, two main observations can be made. First and foremost, CPI ination
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Figure 5.4: Cumulated responses of German industrial production (left) and unemployment
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Figure 5.5: Cumulated responses of German CPI ination to each structural shock. (Point
estimates with one- and two-standard error bands)
Second, the reaction of CPI ination is similar when ow demand or oil-specic demand
shocks are responsible for the oil price increases. We identify immediate and statistically
signicant upward price pressures after both types of shocks. These eects remain signicant
for the most part over the evaluation horizon of 36 months.
The response of US trade to the three structural shocks can be seen in gure 5.6. As can be
seen in the rst row, US exports react negatively and statistically signicant after 23 months
following an oil supply shock. Imports on the other side show no signicant reaction there-
after implying that the trade balance as a whole seemingly deteriorates. Regarding oil price
increases resulting from a ow demand shock, we observe a strong and statistically signicant
positive eect on exports in the rst 23 months. While shorter, a positive and signicant
eect is identied on import growth between 2 and 12 months after the shock. Regarding
oil-specic demand shocks, we rst observe an increase in exports that is statistically sig-
nicant between 4 and 8 months after the shock. The eect reverses and becomes negative
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Figure 5.6: Cumulated responses of US export (left) and import (right) changes to each
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Figure 5.7: Cumulated responses of US industrial production (left) and unemployment (right)
changes to each structural shock. (Point estimates with one- and two-standard error bands)
brief increased growth rate in the rst three months following an oil-specic demand shock.
Afterwards the eect becomes insignicant.
The response of US industrial production and unemployment growth rates can be seen in
gure 5.7. As in the case of Germany, both variables react in a complementary way. Follow-
ing an oil supply shock, we see no signicant eect on industrial production. Unemployment
growth on the other hand, is signicantly higher 18 months after the shock occurs. It remains
statistically signicant until the end of the impulse response horizon. Following an oil price
shock that is due to higher global demand for industrial commodities, we rst see a statistical
signicant increase in industrial production growth and a statistically signicant decrease in
the growth rate of unemployment in the rst 8 and 7 months respectively. For both variables
the eect reverses and becomes and remains statistically signicant after 22 months following
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Figure 5.8: Cumulated responses of US CPI ination to each structural shock. (Point estimates
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Figure 5.9: Cumulated responses of German GDP growth (left in Euro, right in USD) to
each structural shock. (Point estimates with one- and two-standard error bands)
The reaction of US CPI ination to the structural oil price shocks can be seen in gure 5.8.
Following an oil supply shock, we see a positive and statistically signicant eect on CPI
ination within the rst 14 months. The eect becomes and remains insignicant thereafter.
In the case of a ow demand shock, CPI ination becomes and remains signicantly higher 4
months after the shock. The eect of oil-specic demand shocks is also positive and immedi-
ately statistically signicant. It fades and becomes insignicant 30 months after the shock.
Looking at the results from regressions using quarterly data, we rst turn to the the cumu-
lated response of German GDP growth over 12 quarters as shown in gure 5.9. Again, the
currency in which the series are expressed matters for the interpretation and especially for
the evaluation of statistical signicance. When expressed in e, we see that GDP growth
reacts negatively following an oil supply shock. The eect becomes and remains statistically
signicant after 8 quarters. Expressed in $ however, we cannot identify any signicant ef-
fect of an oil supply shock. Regarding the reaction following an oil price increase due to an






















































0 1 2 3 4 5 6 7 8 9 10 11 12
Figure 5.10: Cumulated responses of US GDP growth to each structural shock. (Point
estimates with one- and two-standard error bands)
whether the series is expressed in e or $. As for the inuence of an oil-specic demand shock
on German GDP growth, we see no signicant eect when the series is expressed in e. When
expressed in $ however, we identify a temporary negative and signicant eect from quarter
2 until quarter 7 after the shock.
Finally, gure 5.10 shows the cumulated responses of US GDP growth to all three structural
shocks. The responses are in line with the original results presented in Kilian (2009, p. 1067)
regarding US GDP. Oil supply disruptions have no signicant eect on US GDP growth.
On the other hand, oil price disruptions caused by a global aggregate demand shock or an
oil-specic demand shock have a signicant negative growth eect after a delay of around 8
quarters.
In tables 5.2 and 5.3 we show the test results of the Wald χ2-test regarding the cumulative
signicance on the monthly and quarterly series respectively. In addition to the p-value,
the signicance levels are expressed by the usual stars. The result that not all variables are
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H0 : Φ0 + . . . + Φk = 0
k = 12 k = 24 k = 36











Ger Exp (e) 0.001 0.971 0.67 0.413 1.733 0.188
Ger Imp (e) 0.128 0.721 1.302 0.254 2.907 * 0.088
Ger Exp ($) 0.408 0.523 1.801 0.18 2.516 0.113
Ger Imp ($) 0.629 0.428 2.71 0.1 4.189 ** 0.041
Ger IP 1.145 0.285 3.294 * 0.07 4.69 ** 0.03
Ger UN 14.962 *** 0 21.051 *** 0 34.291 *** 0
Ger CPI 12.856 *** 0 13.977 *** 0 10.754 ** 0.001
US Exp 1.129 0.288 5.092 ** 0.024 5.548 ** 0.019
US Imp 0.556 0.456 0.024 0.877 0.021 0.886
US IP 0.02 0.887 0.631 0.427 0.583 0.445
US UN 4.106 * 0.043 6.854 ** 0.009 5.008 * 0.025
US CPI 3.94 ** 0.047 2.082 0.149 0.53 0.466



















Ger Exp (e) 3.227 ** 0.072 0.488 0.485 0.102 0.75
Ger Imp (e) 3.989 ** 0.046 1.432 0.231 0.31 0.577
Ger Exp ($) 1.098 0.295 0.025 0.875 0.027 0.869
Ger Imp ($) 1.461 0.227 0.288 0.591 0.001 0.982
Ger IP 4.996 ** 0.025 0.118 0.731 0.01 0.921
Ger UN 1.945 0.163 0.063 0.801 0.322 0.571
Ger CPI 8.164 ** 0.004 6.977 ** 0.008 5.771 ** 0.016
US Exp 10.106 ** 0.001 3.009 * 0.083 0.987 0.32
US Imp 4.09 ** 0.043 0.014 0.906 0.265 0.607
US IP 0.321 0.571 4.596 ** 0.032 5.165 ** 0.023
US UN 0.051 0.822 4.871 ** 0.027 7.804 ** 0.005
US CPI 8.956 ** 0.003 12.961 *** 0 9.226 ** 0.002



















Ger Exp (e) 2.343 0.126 0.595 0.441 0.005 0.945
Ger Imp (e) 5.49 ** 0.019 0.294 0.588 0.14 0.708
Ger Exp ($) 0.027 0.87 0.058 0.81 0.333 0.564
Ger Imp ($) 0.89 0.345 0.118 0.731 0.708 0.4
Ger IP 2.397 0.122 0.449 0.503 0.004 0.947
Ger UN 0.658 0.417 0.664 0.415 2.428 0.119
Ger CPI 6.722 ** 0.01 6.517 ** 0.011 5.669 ** 0.017
US Exp 0.952 0.329 1.408 0.235 3.921 ** 0.048
US Imp 0.908 0.341 0.845 0.358 0.896 0.344
US IP 0.019 0.891 1.03 0.31 2.753 * 0.097
US UN 0.019 0.889 1.33 0.249 1.192 0.275
US CPI 14.757 *** 0 7.977 ** 0.005 4.757 ** 0.029
$/e 1.021 0.312 0.613 0.434 0.463 0.496
Signif. codes: 0 < *** < 0.001 < ** < 0.05 < * < 0.01
Table 5.2: Test results regarding the monthly cumulative signicance of all three structural
shocks up to 12, 24 and 36 months.
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H0 : Φ0 + . . . + Φq = 0
q = 12 q = 24 q = 36
χ2 p χ2 p χ2 p
Oil supply
demand shock
Ger (e) 3.737 * 0.053 4.866 ** 0.027 5.888 ** 0.015
Ger ($) 0.26 0.61 1.367 0.242 2.76 * 0.097
US 0.461 0.497 0.324 0.569 0.002 0.961
Aggregate
demand shock
Ger (e) 0.023 0.88 1.371 0.242 1.184 0.277
Ger ($) 0.597 0.44 0.024 0.876 0.061 0.805
US 0 0.997 3.549 ** 0.06 4.632 ** 0.031
Oil-specic
demand shock
Ger (e) 0.836 0.36 0.984 0.321 2.243 0.134
Ger ($) 1.69 0.194 1.397 0.237 0.465 0.496
US 0.5 0.479 2.505 0.114 3.875 *** 0.049
Signif. codes: 0 < *** < 0.001 < ** < 0.05 < * < 0.01
Table 5.3: Test results regarding the quarterly cumulative signicance of all three structural
shocks up to 4, 8 and 12 quarters on German and US GDP.
aected by the three structural oil price shocks seems to be conrmed here. Furthermore, as
in the case of the IRFs, we observe temporary signicant eects over the evaluation horizon.
We will now review the main results regarding the German and US reactions to each shock.
We point out, that we evaluate the signs based on the results from the IRFs discussions.
With regard to an oil supply shock, the test results conrm the main insights mentioned.
German unemployment growth and CPI ination react signicantly over the response hori-
zon and are higher after. The US unemployment growth reacts similarly but weaker from
a statistical signicance point of view. The quarterly GDP series in e for Germany reacts
signicantly and negatively after 12 months while no eect is observed for the US GDP series.
With regard to oil price changes that result from a positive aggregate demand shock for
industrial commodities, we observe the same positive signicant and temporary eect on
German exports, imports (expressed in e) and industrial production. German CPI ination
growth is higher following an aggregate demand shock and the eect is signicant on the
5% level over the 36 months. No eect on German GDP is observed. In the US the eects
are dierent. We conrm that US economy is negatively aected by an aggregate demand
shock in the long run overshadowing the short run positive eects from strong global activity.
Indeed after an aggregate demand shock, industrial production and GDP growth are smaller
while unemployment growth and CPI ination are stronger. All eects are statistically sig-
nicant between the 1% and 5% signicance levels.
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Finally, the eects of an oil-specic demand shock can be summarized as follows. German
imports show a signicant temporary increase when expressed in e over the rst 12 months.
While the eect on German GDP growth becomes weakly signicant and negative in the
last 12 months of the evaluation horizon. The US economy on the other hand is aected by
oil-specic demand shocks in two primary ways. First, we see that CPI growth is higher over
the 36 months evaluation horizon. Second, US GDP growth becomes negatively aected after
four quarters and the eect remains statistically signicant until the end of the evaluation
period.
5.3 Summary and discussion
The purpose of the analysis was to evaluate the eect of the three types of structural oil price
shocks on dierent monthly and quarterly macroeconomic series for Germany and the US.
We conrm the primary result of Kilian (2009) in that there are dierences in the eect of an
oil price shock when the underlying causes are dierentiated as modeled by the identifying
SVAR restrictions. Furthermore we nd that the two developed economies of Germany and
the United States, namely Germany and the United States, react dierently to an oil supply
shock, an aggregate demand shock or an oil-specic demand shock.
The German economy is primarily aected negatively by oil price shocks that result from
adverse supply disruptions. Indeed, we see that the industrial production and GDP growth
rates are signicantly lower in the 36 months following a supply shock. Similarly, unemploy-
ment growth and CPI ination are signicantly higher after an oil supply shock. Weaker
adverse eects on CPI ination and GDP growth are observed following an oil-specic de-
mand shock. In the case of an aggregate demand shock for global industrial commodities, we
even see that there are temporary positive eects on the economy. Export, import and indus-
trial production growth are temporarily higher, while unemployment growth is temporarily
signicantly lower in the aftermath of an aggregate demand shock. Price pressures remain
insignicant over the evaluation period.
The US on the other hand is mostly aected by the adverse eects in the aftermath of oil
price increases resulting from aggregate demand and oil-specic demand shocks. Industrial
production and GDP growth rates are aected adversely after an initial positive reaction
following an aggregate demand shock. The same eect is observed on unemployment. The
initial positive eect on the US labor market becomes signicantly negative and persistent,
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resulting in higher unemployment growth rates. CPI ination is also signicantly higher after
an aggregate demand shock. Oil-specic demand shocks aect the US economy primarily by
lowering GDP growth rates. Surprisingly, the classical notion of an oil price shock resulting
from supply disruptions has surprisingly weak if any eects on the US economy. Only unem-
ployment growth seems to be adversely aected.
Recalling from gure 4.9 in section 4.4.2 from the previous chapter, that historically, ag-
gregate demand shocks and oil-specic demand shocks were more frequent and impactful in
explaining important oil price movements, it becomes easier to understand why the research
has primarily highlighted the adverse eects of oil price changes when using US data. Here
we conrm the main results from Kilian (2009): Not supply shocks are the main cause of
macroeconomic disruptions for the US when faced with higher oil prices, but more impor-
tantly higher prices because of a strong global demand for industrial commodities and to a
lesser extend adverse oil-specic demand shocks. For the US economy, the positive eects
that are induced by a strong global economy dissipate over time and the negative eects
resulting from higher oil prices prevail.
Germany on the other hand, reacts negatively primarily to oil price increases due to physi-
cal supply disruptions. Again, given that these were observed less frequently in our sample
from January 1974 to December 2017, this might explain the general robustness of the Ger-
man economy when we only observe rising oil prices without dierentiating the underlying
causes. It furthermore helps to understand previous surprising empirical results regarding
the reaction of the German economy to oil price changes. Indeed, Kilian (2008a, p. 94) is
puzzled when estimating a positive eect on GDP growth in the rst two quarters after the
German economy is faced with a measure of an exogenous oil price shock as constructed in
Kilian (2008b). Similarly Blanchard and Gali (2007, p. 19) nd that for some countries,
including Germany, Italy and Japan, the macroeconomic responses to higher oil prices "t
conventional wisdom less well". Indeed they use nominal oil price changes as a measure of an
oil price shock, not disentangling the underlying causes as proposed by the structural VAR
framework. As we saw, German macroeconomic aggregates react positively when the cause
of an oil price increase in a global aggregate demand shock for industrial commodities or an
oil specic demand shock, both shock types were primarily observed in our evaluation sample
in explaining important oil price shifts.
A natural follow up question that might be answered by subsequent research regards the ex-
planation of these dierences in the macroeconomic eects of the structural oil price shocks.
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Including more countries in an analysis and clustering them into similar groups regarding
structural characteristics such as for example the degree of dependency on foreign crude oil
imports, energy taxes, energy eciency policies and GDP share of international trade might
allow to identify possible explanations. Furthermore the theoretical and empirical literature,
that up until now relied on the observed oil price changes without decomposing the underly-
ing contribution of the dierent structural causes, oers important insights into how channels
of transmissions are aected by the dierent shocks. How the three structural oil price shocks
aect consumer expeditures (see Edelstein and Kilian, 2007a, 2009) or investment decisions
(Edelstein and Kilian, 2007b; Hamilton, 2016) or prices and monetary policy (see Bernanke
et al., 1997; Barsky and Kilian, 2002; Hamilton and Herrera, 2004) are questions that need
to be reviewed given these new methodological advances.
In the next chapter we apply the SVAR models presented in chapter 4 to a framework to
evaluate the impact of the exogenous sanctions imposed by the US and the EU on the Iranian
economy on the global price of crude oil in the years 2011/12 and late 2018.
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Chapter 6
Iran sanctions and global oil prices:
structural model comparison and
forecast evaluation
An important policy implication of the political and economic sanctions imposed by the US
and the EU on Iran might be direct changes regarding the global price of crude oil . If, for
example, sanctions result in global oil prices increases, it might pose a threat to the global
economy, or more specically, to oil importing countries and consumers. On the other hand,
countries that heavily rely on crude oil exports might benet from sanctions, even if they are
not directly involved. The Iranian sanctions, thus oer an interesting framework to evaluate
and compare the forecast performance of both presented SVAR models. The rst one to
evaluate will be the three-variable SVAR model from Kilian (2009) that is recursively iden-
tied as described in section 4.2.1. The second model is the four-variable SVAR model from
Kilian and Murphy (2014) that is identied by sign restrictions as well as oil market specic
conditions, as described in section 4.2.2.
The goal of this chapter is to primarily use the structural framework previously estimated
and presented to empirically quantify the impact of the 2011/12 sanctions on the global
price of oil, however, sanctions and the economic mechanisms, through which they may be
successful, remain hardly understood by economists (see Eaton and Engers, 1992, 1999).
Empirically, sanctions have been mostly tested using the gravity framework of trade, but
results suggest that they seem to be ineective and generally do not succeed in achieving
their goals (see Hufbauer et al., 2009, for an overview of research). While economic sanc-
tions are indeed harmful to GDP growth of the targeted country (Neuenkirch and Neumeier,
This chapter is based on joint work with Sarah Mohring.
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2015), the primary goals that aim at policy or even regime changes mostly fail (Cortright
and Lopez, 2000). Additionally, economic sanctions seem to induce adverse eects not at the
center of policymakers. Sanctions reduce the targeted government's protection for human
right (Peksen, 2009). The institutional level of democracy in a country is also negatively im-
pacted by sanctions (Peksen and Drury, 2010). In the current international debate, the cases
of Iran or North Korea are good example of sanctions that failed to reach their political goals.
This chapter is organized as follows: The rst section provides a brief overview over the
Iranian oil sector as well as the international sanctions. The sanctions imposed in 2011 and
lifted in 2014 with the implementation of the Joint Comprehensive Plan of Action shall be
described. The idea is to evaluate the forecast accuracy of both SVAR models when in-
troducing exogenous supply shocks to the global crude oil production that correspond to
the decrease and later increase in observed Iranian crude oil production. Methodologically,
the construction of conditional forecasts that rely on sequences of structural shocks similar
to Baumeister and Kilian (2014a) are used. Based on the evaluation results, estimates are
presented on how the global oil price would have developed in the absence of the 2011/12
sanctions to calculate the direct eect of the Iran sanctions. These are used on the real price
of oil. A counterfactual outcome for each model (Kilian and Lütkepohl, 2017, pp. 128-34)
is created by simulating a dierent path of the VAR variables under the assumption that
the structural ow supply shocks dier from their counterparts estimated from the observed
data. The impact of the renewed US sanctions since the withdrawal from the Joint Com-
prehensive Plan of Action (JCPOA) will then be qualitatively evaluated with view to their
model characteristics as well as the discussions presented in chapter 4 with respect to the
historical inuence of the structural shocks. The chapter concludes with a summary of the
main methodological ndings as well as on the eects of sanctions on the price of oil.
6.1 The Iranian oil sector and the international sanctions
Historically Iran has played an important role in the development of the global oil industry.
With the help of British companies, the Iranian oil industry grew in the 1930s converting
the country into one of the major oil producers worldwide Yergin (1991, p. 148-149). As can
be seen in gure 6.1, before the Iranian revolution in 1979, the country's crude oil output
amounted at around 6 million barrels per day (mbd). The chaos that followed the revolution
as well as the start of the Iran-Iraq war in September 1980 resulted in important losses in
production capacity that stabilized around 1984 at a daily production of 2 mbd. Only after
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Figure 6.1: Evolution of the Iranian crude oil production between January 1974 and December
2017 (Source: EIA).
the rst Gulf war, Iranian oil production started to grow, stabilizing at around 4 mbd in
2011. According to the EIA, 2019a Iran holds the fourth largest crude oil reserves as well
as the second largest natural gas reserves in the world. The main reason why the Iranian
oil industry never recovered to pre-revolution levels are the sanctions, imposed by the in-
ternational community and especially, the US. Reference is given to Katzman (2019) for an
up-to-date, detailed analysis of all sanctions, imposed by the US and the United Nations
from 1979 onwards, when President Jimmy Carter used them as instruments on the Country.
We now briey discuss the developments since 2010 specically targeting the oil and energy
sector that are relevant for the assumptions in this analysis.
Suering from political and economic sanctions since 1979, with an initial focus on techno-
logical and military sectors, in 2006 and 2010 additional sanctions also focused on imports
of petroleum products. As Van de Graaf (2013) notes, the discovery of the Iranian nuclear
program led to an increase in sanctions introduced by the international community through
the United Nations in the late 2000's. In 2010, the European Union imposed for the rst time
its own autonomous sanctions that specically targeted investments in Iranian oil and gas
sectors to further hurt the Iranian economy and to force the country to abandon its nuclear
program (Patterson, 2013). The most severe sanctions, however, were imposed in late 2011
and early 2012, when the US and the EU targeted transactions with the Iranian central bank
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as well as banning European companies from providing insurance and transport services with
regard to Iranian oil exports. European imports of Iranian crude oil were also banned, which
in 2011 still accounted for around one quarter of Iran crude oil exports (Patterson, 2013, p.
153). The decline in crude oil production resulting from these specic oil-related sanctions
can be clearly seen in gure 6.1.
In 2015, representatives from France, China, Russia, the United Kingdom, the United States,
Germany, the EU and Iran signed the JCPOA agreement in Vienna. The deal aimed at con-
straining the Iranian nuclear program to be strictly monitored by international inspectors,
but also promising Iran lifting previously imposed nuclear-related sanctions (European Coun-
cil, 2019). For Iran it provided the opportunity to attract foreign investment into its old and
inecient oil sector. However, in May 2018 the United States under President Trump uni-
laterally withdrew from the JCPOA and formally imposed new sanctions in November 2018
(Katzman, 2019). These international developments can be detected from declining oil pro-
duction and export gures for Iran, which originally started to improve after signing the
JCPOA (EIA, 2019a).
6.2 Structural model comparison and forecast evaluation
In this section, the in-sample forecast accuracy of the presented structural models of chapter
4 will be evaluated, including exogenous ow supply shock series that result from the sanc-
tions on Iran. It is useful to look at gure 6.2 that shows the evolution of the Iranian crude
oil production between January 2010 and December 2017. It seems evident, that the US and
EU sanction rounds in late 2011 and early 2012 had an immediate negative impact on the
Iranian crude oil output. Under their eect, daily crude oil production fell from around 4 to
3.1 million barrels. This production level started to increase as soon as the JCPOA was an-
nounced in October 2015 and also nuclear-related sanctions on the crude oil sector were soon
to be lifted. Two dierent phases can be identied, which characterize the expansion of the
Iranian crude oil production after the announcement and implementation of the JCPOA. A
rapid increase to pre-2011/12 sanction levels can be observed, followed by a slow and steady
expansion of Iranian crude oil production, as the JCPOA also guaranteed the removal of
previous sanctions.
Under the assumption of knowing how the Iranian crude oil production would react to the
implementation and removal of sanctions, we can construct a series of exogenous crude oil
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Figure 6.2: Evolution of the Iranian crude oil production between January 2010 and December
2017 (Source: EIA).
supply shocks and introduce them into both global models of oil for evaluation purposes. Here
we content ourselves with the simple assumption, that the cumulative production changes
due to the sanctions are equal to the dierence between the observed pre-sanction and the
observed post-sanction levels. In other words, we assume that the reduction in Iranian oil
production that after November 2011 is solely the consequence of the imposed sanctions. The
same inverse assumption is held true for the removal of sanction in October 2015. Conse-
quently, the rst cumulative production shock series is negative and the second cumulative
shock series is positive.
The month-to-month changes in this dierence in levels is called ∆irant and can be seen
in gure 6.3. The left panel indicates, that the observed eects of the sanctions imposed
in 2011/12 occur primarily during the rst eight months. Afterwards, positive and negative
changes mostly compensate each other on a month-to-month basis. The right panel indi-
cates similar, but faster eects implied by the removal of sanctions as agreed by the JCPOA.
Within the rst ve months, most previously lost crude oil production is recovered and a
weak positive trend can be identied.















































Figure 6.3: Exogenous shock series ∆irant for the 2011/12 (left) and 2015/16 (right) imple-
mentation and removal of sanctions (Source: Own calculations based on EIA).
spective of a forecaster is adopted who observes the VAR data up until the point in time, in
which sanctions were imposed (removed) in November 2011 (October 2015). The forecaster
then proceeds to recursively forecast out-of-sample up until December 2013, December 2017
respectively. Goal is to create a "what, if" analysis given that the information contained
in the Iranian supply shock series. In comparison to simple out-of-sample VAR forecasts,
that as Kilian and Lütkepohl (2017, p. 120-21) point out, remains the best out-of-sample
forecast based on past information, we thus include one structural ow supply shock and,
by transformation, all reduced form shocks are dierent from zero. This allows to evaluate
the performance of both structural models by comparing their "what if" forecasts with the
observed data that also includes the reduced Iranian oil output. In reality, such an out-
of-sample estimate would rst require a forecaster to assess the impact of the sanctions on
Iranian crude oil output to then include this information in his models.
As a reminder from section 4.3, the global crude oil production variable is expressed in the
dierences of the logarithms for both structural models. A transformation of monthly exoge-
nous shocks into the same format is required before being able to properly assess the forecast
characteristics of both models. This requires to iteratively forecast all endogenous variables
starting from period t0 + 1 that follows period t0 in which the sanctions are implemented or
removed. Thus, for the rst evaluation t0 is set to November 2011 and the rst forecast is
done for December 2011. For the second evaluation t0 is set to October 2015 and the rst
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forecast is made for November 2015. We start by forecasting all VAR variables ŷt0+1 given




As crude oil production for t0 is known, one can calculate the crude oil production (expressed












Knowing the level of the implied exogenous shock ∆irant0+1 it is now possible to dene an




= p̂rodt0+1 + ∆irant0+1
It is now possible to correctly construct the rst element in the reduced form residual vector
ût0+1 that we dened as û
∆prod
t0+1


























Next the whole vector of reduced form errors ût0+1 is constructed, using its relationship with
the structural errors ε̂t0+1 with the help of the estimated impact multiplier matrix B̂. In the
following the construction of the four-variable SVAR model is shown. The construction for
the 3-variable SVAR model is equivalent with omitting the fourth variable regarding above
ground crude oil inventories. Since the change in Iranian crude oil production is the sole
1Recall that for notational purposes we suppressed the seasonal dummies that are included in the model.
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thus the other components of ût0+1.
û∆prodt0+1 = b̂11 ε̂
flow supply shock
t0+1




ûreat0+1 = b̂21 ε̂
flow supply shock
t0+1
ûrpot0+1 = b̂31 ε̂
flow supply shock
t0+1
û∆invt+1 = b̂41 ε̂
flow supply shock
t0+1
It is now possible to construct the forecasts of all VAR variables for t0 + 1 controlling for the
eects of the exogenous oil supply shock, as implied by the sanctions imposed or removed on
Iran:
ŷwith Irant0+1 = Σ
24
i=1Âiyt0+1−i + ût0+1 (6.4)
The next step derives itself by inserting the newly constructed value of the endogenous
variable vector ŷwith Irant0+1 into equation (6.1). This is again rst required in order to estimate





It can be noted that in comparison with equation (6.1) the last required vector, i.e. ŷwith Irant0+1
is not a sample observation, but the rst estimate, assuming that the Iranian supply shock is
included. As further steps ahead are estimated, the required number of sample observations
is reduced, whereas the needed count of estimates increases. After estimating the next
reduced form forecast, it is again possible to reconstruct the forecasted level of global crude
oil production (expressed in thousand barrels per day) in period t0 + 2 assuming that no




. This value is then increased by the assumed
Iranian production shock ∆irant0+2 (in thousand barrels per day) in order to calculate the
reduced form error û∆prodt0+2 that is the rst element of the reduced form error vector ût0+2 to be





. Knowing û∆prodt0+2 and using the coecients
of the estimated impact multiplier matrix B̂, we rst construct the exogenous ow supply
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shock implied by the fall in Iranian production ε̂flow supply shockt0+2 to be able to construct the
remaining reduced form shocks that together compose the reduced form vector ût0+2:
û∆prodt0+2 = b̂11 ε̂
flow supply shock
t0+2




ûreat0+2 = b̂21 ε̂
flow supply shock
t0+2
ûrpot0+2 = b̂31 ε̂
flow supply shock
t0+2
û∆invt+2 = b̂41 ε̂
flow supply shock
t0+2
Finally we construct the forecast of all endogenous variables for period t = t0 + 2:
ŷwith Irant0+2 = Â1ŷ
with Iran
t0+1
+ Σ24i=2Âiyt0+2−i + ût0+2 (6.6)
The same steps are then repeated for all desired forecast periods t0 + i for i ≥ 2. As known
from section 4.3, the estimated model variables nally require re-transformation in order to
be properly illustrated in levels. In the following, the forecast of the nominal price of oil
is of primary interest assuming that sanctions are imposed and removed. The characteris-
tics of correctly shocked three- and four- variable SVAR models are evaluated and then the
forecasts as implied by the mean forecast combination of both models. The mean forecasts
of all estimated four-variable SVAR models are also constructed. In order to show how the
structural models perform in comparison to the reduced form models, both the three- and
four-variable reduced form VAR models shall be illustrated, while falsely shocking the global
crude oil production variable and thus eliminating the instantaneous impact of the remaining
endogenous variables to an oil supply shock.
6.2.1 Forecast evaluation results for the 2011/12 sanctions
Figure 6.4 shows the observed nominal price of a barrel of crude oil expressed in US$ (TRUE),
the forecast made by falsely shocking the rst variable in the three variable VAR model
(3_VAR_F), the forecast made by the three variable recursively identied SVAR model
that includes the Iranian ow supply shock (3_SVAR), the forecast made by falsely shock-
ing the rst variable in the four variable VAR model (4_VAR_F), the forecast made by
the four variable sign restricted SVAR model that includes the Iranian ow supply shock
(4_SVAR), the mean forecast of both SVAR models (MEAN_BOTH) and the mean fore-
cast of all estimated sign restricted SVAR models that include the Iranian ow supply shock
(MEAN_SIGN). Further, for all forecasts the mean squared error (MSE) is calculated in or-


































Figure 6.4: Forecasts made by dierent models including the exogenous oil supply shocks
as implied by the 2011/12 sanctions over the forecast horizon December 2011 to December
2013.
are shown in gure 6.5 for all previously discussed models.
Some important insights can be found: First and foremost, the forecasts made with the help
of the three-variable models (in blue) beat the forecasts made by the four-variable models (in
green). The accuracy divergence between both increases over the rst half of the evaluation
period. Afterwards, one detects some indications of convergence when looking at the four-
variable SVAR model. The three-variable SVAR model remains, however, the most accurate.
Furthermore when looking specically at both forecasts made by the three-variable models
(3_VAR_F & 3_SVAR), a dierence in accuracy starts to be increasingly pronounced in
the second half of the forecast horizon. It primarily indicates, that the information contained
in the constructed exogenous shock series is better incorporated by the SVAR model in com-
parison with the simple reduced form three-variable VAR model. Similarly, when evaluating
both four variable models (in green) over the whole forecast horizon, the forecasts made with
the SVAR model in comparison with the reduced form VAR model show a smaller MSE.
This is, however, not true in the rst half of the evaluation sample. Finally, one notes that
the forecasts resulting from combinations also beat the four-variable model forecasts.


























Figure 6.5: Mean squared error over the forecast horizon December 2011 to December 2013.
period after the implementation of the JCPOA and the successive removal of sanctions, the
results with respect to accuracy are reversed. The forecasts made by the benchmark four-
variable SVAR model as well as forecasts made by combining the results of all estimated
four-variable SVAR models are more accurate in comparison with the forecasts made with
the help of the three-variable models. In turn, validating the structural assumptions for both
the three- and four-variable models, one observes a consistent accuracy increase in comparing
the SVAR forecasts with the reduced form VAR forecasts. The accuracy increase is, however,
much stronger in the case of the four-variable models.
The conclusion emerges that when analyzing negative exogenous supply shocks the forecasts
made using the three-variable SVAR model are the most accurate. On the other hand, when
analyzing the impact of positive exogenous supply shocks, the forecasts made with the help
of the four-variable SVAR model are more advantageous. Second, the structural assumptions
made for both models are validated by the results as the SVAR models are more accurate
than their falsely shocked reduced form VAR counterparts. Finally, with respect to forecast
combinations concerning all four-variable SVAR forecasts, the results are inconclusive. In
the rst evaluation sample one observes an increase in accuracy, whereas no such increase


































Figure 6.6: Forecasts made by dierent models including the exogenous oil supply shocks as























Figure 6.7: Mean squared error over the forecast horizon November 2015 to December 2017.
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6.3 How did the sanctions aect the global oil price?
In this section, the eects of sanctions during 2011/2012 on the global price of oil are quanti-
ed, using the structural models explained in the previous sections. Furthermore, an attempt
is made to qualitatively assess the impact of the US-withdrawal from the JCPOA on the fu-
ture development of the global market for crude oil and how it might already have aected
global oil prices.
6.3.1 Sanctions of 2011/12
The evaluation of the impact of the 2011/12 sanctions on the price of crude oil relies on
the construction of counterfactual series for all variables included in the VAR estimation.
The analysis is similar to Kilian (2017), who evaluated the impact of the US fracking boom
on Arab oil producers by constructing a counterfactual global oil production series, had the
US not experienced the fracking boom. He rst constructed a counterfactual global crude oil
production series, based on assumptions regarding the developments in the United States and
their implications on crude oil imports Kilian (2017, p. 144) to then estimate the structural
shocks, resulting from the counterfactual production series. Under the assumption that all
other structural shocks remain as observed, he was able to determine the ow supply shocks
required to obtain counterfactual production series with the help of the structural model.
he then compared the resulting counterfactual price series with the observed series and at-
tributed the dierence to the fracking boom.
Although very similar, the approach proposed for this study requires some modications,
explained in detail in the following: First, the main idea here is to decompose the observed
reduced form residuals, primarily the reduced form residual corresponding to the VAR equa-
tion concerning the price of crude oil. As it is common knowledge, in reality the Iranian
sanctions of 2011/12 were applied and implemented in 2011/12. Because of the fact that
they are not modeled by the endogenous variables, the sanction eects are consequently in-
cluded in the observed reduced form and by consequence structural residuals as implied by
both models. Goal in this section is the use of both SVAR models to quantify and remove
the eects of negative Iranian supply shocks, which most likely resulted from the imposition
of sanctions. The methodology was modied by constructing the counterfactual global pro-
duction and consequently counterfactual series for all the remaining variables in response to
the above mentioned shock series.
The methodology of how to construct counterfactual series is explained for the four-variable
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model only, the procedure for the three-variable model being identical. The relationship
between observations in period t yt, tted values resulting from the VAR estimate ŷt and
reduced form residuals ût is expressed as follows:
yt = ŷt + ût (6.7)
The reliance upon a sample period January 1974 to December 2017 to estimate the reduced
form VAR model and, consequently, both structural models, determines the values and esti-
mates in equation (6.7) for the sample February 1976 to December 2017. More importantly,
one can observe the reduced form residuals ut and also the structural residuals between
November 2011 and December 2013. Within this time frame the counterfactual series for
the oil price will be created, assuming that no sanctions were implemented by introducing
positive ow supply shocks into the structural models. They correspond with the inverse
values that were observed in reality, following the imposition sanctions, shown in gure 6.3.
Referring again to equation (6.7), our aim is to modify ût by removing the eect induced by
the Iranian ow supply shock. Similar to the previous section, the rst equation regarding
the global crude oil production variable, expressed in dierences of logarithms of global crude
oil production, is taken into consideration as follows:















⇐⇒ prodt = p̂rodt exp(û
∆prod
t ) (6.8)
p̂rodt, expressed in thousand barrels per day, is easily calculated for every t, satisfying the
equation p̂rodt = prodt−1 exp(ŷ1t). Thus we can dene the unexpected change in global
oil production that is not explained by the endogenous variables as eprodt = prodt − p̂rodt.
By denition, the unexpected change in global oil production takes into account changes in




In view of the fact, that the tted value p̂rodt remains constant, an alternative production
series is created, assuming the absence of sanctions prod∗t = e
∗prod
t + p̂rodt. Introducing this
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value for all periods t in equation (6.8) one can calculate the corrected reduced form shock






Using the coecients in the estimated impact multiplier matrix B̂ this change is attributed to
a change in ow supply shocks ε̂∗flow supply shockt , whereas all the other three structural shocks
ε̂flow demand shockt , ε̂
speculative demand shock
t , and ε̂
oil specific demand shock
t remain constant in order to
construct the remaining reduced form errors, in the absence of Iranian ow supply shocks:
ε̂∗flow supply shockt =
1
b̂11
(û∗∆prodt − b̂12 ε̂
flow demand shock
t
− b̂13 ε̂speculative demand shockt − b̂14 ε̂
oil specific demand shock
t )
û∗reat = b̂21 ε̂
∗flow supply shock





t + b̂24 ε̂
oil specific demand shock
t
û∗rpot = b̂31 ε̂
∗flow supply shock





t + b̂34 ε̂
oil specific demand shock
t
û∗invt = b̂41 ε̂
∗flow supply shock





t + b̂44 ε̂
oil specific demand shock
t
In a last step, alternative paths of evolution of endogenous variables y∗t are constructed,
analogous to equation (6.7):
y∗t = ŷt + û
∗







In order to comply with the priority interest in the impact of sanctions on global oil prices,
the results of both counterfactual oil price series are explained, assuming that no sanctions
were imposed in late 2011 and in early 2012 by the US and the EU. As can be seen in gure
6.8, also incorporating other structural shock estimates into the construction of alternative
production series, facilitates smoother predictions, that are much closer to the observed nom-




























Figure 6.8: Estimated price evolution in alternate scenarios without the Iran sanctions of
2011/12.
on all variables in both global crude oil models. Keeping in mind, that under the assumption
that negative production shocks observed in the Iranian production series may not occur, the
rst shocks are positive and - more importantly - also in absolute terms. The fact that the
four-variable SVAR model performed better than the three-variable model in the previous
section, when positive ow supply shocks were incorporated into the system is to be stressed
again.
Expressing the dierence of the counterfactuals in comparison with the observed nominal
price of oil, shown in gure 6.9, allows for a better understanding of the dynamics implied
in both models as they directly indicate the impact of sanctions had on the nominal price
of crude oil. Firstly, comparing the predictions made with the three-variable SVAR model
one notes stronger swing movements, as market participants adapted to new conditions. The
direction of swing movements is consistent with the theoretical assumptions in chapter 4.
Secondly, the implementation of sanctions and also the negative ow supply shocks that
were experienced, lead to an increase in the global price of oil of around $6 per barrel af-
ter three months. This decreases global demand for oil and increases production in other
parts of the world, which, in turn, lowered prices by $4 per barrel below the experienced
price development after six months. This chain of events continues, but weakens over time,


























Figure 6.9: Dierence between the observed crude oil price and the predicted oil price for
both models.
oil. Thirdly, the model estimates that the sanctions induced a higher oil price of around $8
eight months after their implementation. The four-variable model, however, estimates that
the oil price was only marginally increased by sanctions over the evaluation sample. At most
it results in an increase of around 40 cents seven months after their imposition.
Although in the previous section the conclusion was drawn that the four-variable model bet-
ter incorporates the eects of positive ow supply shocks, the estimates achieved with the
help of the three-variable model as the swings induced by sanctions correspond more with
the expectations of economic theory. More importantly, for both models, the estimates con-
rm the main arguments in Kilian (2009); Kilian and Murphy (2014) against a major and
permanent impact of exogenous ow supply shocks as main determinants of unexpected oil
price movements. Even in the case of the three-variable model, all price increases were only
temporary and mainly signicant within the rst half of the evaluation period.
In the next section, the US's recent withdrawal from the JCPOA, sis evaluated to gain in-
sights, whether sanctions may only aect oil prices through ow supply shocks.
6.3.2 Preliminary discussion of the reintroduction of sanctions in
late 2018 and the future oil price
Contrary to the previous two sections, here, the attempt is made to qualitatively and quanti-
tatively assess, how the re-imposition of US sanctions after the withdrawal from the JCPOA
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may aect or may have aected global oil prices. No reliable up-to-date crude oil production
data are available so far. However, the attention is drawn to the fact that it is impossible to
review this event without taking into account general developments that might additionally
aect the global oil price. In the previous sections 4.4.2 and 4.4.3 the historical shock esti-
mates as well as the decomposition of cumulative contributions of each structural shock on
the real price of oil were analyzed, with accounting for the fact, that at any given point in
time the endogenous variables included in the two models used are aected by all structural
shocks simultaneously.
Therefore, it seems, plausible that no signicant upward pressure on global oil prices can be
expected, if the US withdrawal from the JCPOA induces a corresponding drop in Iranian oil
production and exports. Even if the political pressure applied by the US on importers of Ira-
nian crude oil might be stronger than in previous episodes, there exists a natural limit on how
much crude oil supplies might be aected by sanctions. In the absence of ocial statistics
on the Iranian oil production during 2019, the EIA estimates that Iranian crude oil exports
peaked in June 2018 at around 2.7 mbd.2 According to oil markets experts, Iran was able to
export between 100 and 300 thousand barrels per day in July 2019 (Reuters, 2019a). This
implies a substantial and much stronger contraction of oil exports in comparison with the
2011/12 sanctions, that recorded decreases to around 800 thousand barrels per day. These
estimates implied a rather negligible inuence on the oil price in the case of the four-variable
model, and a modest, temporary increase of the price per barrel to $8. Figure 6.10 suggests
that the nominal RAP of imported oil fell since July 2018, when Iran's oil exports peaked.
Even if the re-imposition of sanctions had an increasing price eect through a negative sup-
ply shock (positive eect on the oil price), it was more than compensated by opposing shocks.
The price evolution before the 2011/12 sanctions shows surprisingly the same pattern, prior
to the ocial implementation of sanctions one can observe increasing crude oil prices.
Two possible explanations can be given: Figure 6.10, shows that oil prices were already in-
creasing since January 2016. As shown in gures 4.9 and 4.12 on pages 52 and 56 in chapter
4 the oil price was mainly driven by a combination of ow demand and primarily oil-specic
demand (precautionary demand) at the end of the observation period until December 2017.
As US President Trump called the JCPOA "the worst deal ever" long before his installation
in oce in January 2017 (New York Times, 2017), it seems plausible to attribute parts of
the oil price increases due to precautionary demand, caused by uncertainties concerning the
2https://www.eia.gov/beta/international/analysis.php?iso=IRN (accessed on 3.9.2019).
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Figure 6.10: Nominal reners acquisition price of imported oil between January 2010 and
December 2018 (Source: EIA).
future Iran policy of the US administration. The election of President Trump resulted in
the announcement to withdraw unilaterally from the JCPOA in May 2018. In other words,
market participants expected sanctions to be reapplied and reacted accordingly, inducing in
an increase in precautionary demand, thus driving crude oil prices upwards. One should
note, that precautionary demand might have an even stronger impact on the price of oil, if
market participants expect future supply disruptions due to a threatening escalation of the
situation in the region.
The order of magnitude of such risks is visualized by the fact, that in 2016 around 18.5
mbd of crude oil passed through the Strait of Hormuz, accounting for around 30% of total
global seaborne-traded crude oil (EIA, 2017). So even if a blockade of the strait could be
resolved swiftly by military means in case of escalations, oil extracting and oil transportation
infrastructure might be critically damaged. The fall of oil prices after the legal imposition of
sanctions in 2018 might be a correction of prior precautionary price increases as the market
failed to correctly anticipate the eects of supply disruptions.
To investigate this hypothesis we look at the decomposition of unexplained oil price changes
between January 2010 and November 2018. We estimate these with the three-variable SVAR
framework by extending the estimation sample to November 20018. As shown in gure 6.11,
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it becomes apparent that the main increases prior to the 2011/12 sanctions as well as the
reimplementation of sanctions in 2018 were primarily driven by oil-specic demand shocks.
For example, between January 2010 and November 2011 oil-specic demand shocks accounted
for a cumulative increase in the real price of oil of around $22 per barrel. On the other hand
between January 2017 and June 2018 the cumulative increase due to oil-specic demand
shocks in the real price of oil is estimated to around $13 per barrel. We recall that as seen in
chapter 4, the main interpretation of oil-specic demand shocks in the three variable-model
is primarily precautionary demand because of future developments on the oil markets (Kilian
and Murphy, 2014). We thus believe that a part of this identied precautionary demand is
due to the Iran policy of the US administration under President Trump.
Given the dynamics within the structural models we think however, that the fall in crude
oil prices since July 2018 is more likely the result of a declining business cycle and more
importantly negative precautionary demand with regard to future risks associated with the
business cycle. The tensions regarding trade policy between the US and China that started
in early 2018, as well as the resulting implementation of taris and counter-taris (see for
example Guo et al., 2018; Amiti et al., 2019) directly and indirectly aect the global business
cycle. In our models this would be captured by negative ow demand shocks (global demand
for industrial commodities including crude oil is aected negatively) as well as negative
precautionary demand shocks. As market participants expect the global business cycle to
decline, thus expecting crude oil prices to fall, less oil is stored today in order to be consumed
tomorrow. These developments however are independent from the Iranian sanctions and need
to be viewed on their own. A fall in the cumulative eects of oil-specic demand shocks can
be seen in gure 6.11 in accordance with our hypothesis.
In conclusion, we thus believe that the US withdrawal from the JCPOA and the reinforcement
of the sanctions had an eect on the price of crude oil primarily through market expecta-
tions. Market participants, in anticipation of the reimplementation of sanctions and thus
lower Iranian oil exports in the future, were willing to buy and sell crude oil at higher prices
before the sanctions took legal eect. As crude oil is easily stored, expectations of future
price increases, provide incentives to oil consumers to buy and store oil in the present for
future use, thus increasing precautionary demand and by consequence prices today. From an
empirical point of view supply shocks are easy to measure and consequently to be used in
the SVAR framework. On the other hand, precautionary structural shocks are less easy to
historically decompose and need more information.
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Figure 6.11: Cumulative eects of the estimated structural shocks from the three variable
SVAR model between January 2010 and November 2018.
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6.4 Conclusion and Discussion
In this chapter, structural global models of oil are used as described in Kilian (2009) and
Kilian and Murphy (2014) in order to quantify the eect of an exogenous supply disruption
on the global price of oil, induced by sanctions. Work started with the evaluation of forecast
performances of the three and four-variable SVAR models in the case of a series of mostly
negative shocks, followed by a series of mostly positive oil supply shocks. A rst interesting
result points at the fact that, when judged by their MSE, no model outperforms the other
and vice versa. However, the three-variable model incorporates better information on neg-
ative shocks, whereas the four-variable model seems better suited for the incorporation of
information on positive shocks.
With the help of both models, two counterfactual evolutions were created for all endogenous
model variables in a scenario, in which the negative supply shocks, attributed to the 2011/12
sanctions, never occurred. Similar to a historical decomposition of the observed reduced form
shocks, it was possible to isolate the eects of sanctions and estimate an alternative price
evolution. This allowed us to quantify the oil price eects of sanctions on Iran by comparing
the actual price evolution to both counterfactual price evolutions as predicted by the models.
As expected, the preferred model suggested that the sanctions had only insignicant price
eects during the course of 25 months. The three-variable model that performed worse in
terms of accuracy suggests on the other hand that the sanctions caused the price of crude
oil to increase by up to around $8. The eect is however only temporary as other producers
quickly reacted and increased their own production to compensate for the Iranian export
reductions in the aftermath of the sanctions.
The result suggests that the consequences of sanctions on actors which are not directly in-
volved, but which depend on oil (as importers of foreign oil or exporters of extracted oil) are
rather limited, when only supply shocks are taken into consideration.
The comparison and qualitative evaluation of the US withdrawal from the JCPOA and the
re-imposition of sanctions in November 2018, however, suggest another dimension through
which sanctions might aect the oil price in a more important way. As the intentions of
the US administration under President Trump with regard to Iran were and still are rather
unclear, it seems not unreasonable to assume that a certain share of the increase in the crude
oil price prior to July 2018 was due to an increase in precautionary demand that resulted
from the prospect of sanctions on Iran that were soon to come. The same pattern can also
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be observed for the evolution of prices as well as the cumulative eects of oil-specic de-
mand shock on the real price of oil prior to the 2011/12 sanctions. Thus, while the supply
disruptions associated with sanctions appear to be very limited, the eects associated with
precautionary demand some time prior to the announcement of formal sanctions seem to be
important. Further research in this regard appears promising. Here, we recommend to review
further exogenous events associated with measurable disruptions in oil supplies, such as the
rst and second Gulf Wars in 1991 and 2003, in order to reinforce the argument made in this
chapter. If indeed supply disruptions are anticipated by market participants, the structural
supply shocks as implied by the global SVAR models might be underrated.
The reference above to the volumes of oil, passing through the Strait of Hormuz in 2016 -
about 30% of internationally traded oil - provides another limit to the validation and use of
structural models of the three- and four-variable type. All these models are calibrated on the
basis of historically observed oil shocks - positive or negative in their implications - and have
proven their explanatory power with respect to price oscillations of oil on the world market.
In the framework of renewed sanctions on Iran by the US not only Iran`s oil and gas pro-
duction capabilities are heavily aected since 2018, but also increasing hostilities between
countries of the region emerged, i.e. between the Schiite Iran and the Sunnite Saudi Arabia.
Both are ghting a proxi-war in favour of regional supremacy, actively supported each by
one of the military super-powers. The likelihood of an escalation of such hostilities is to be
rated high, not the least underred by recent missile and drone-attacks on Saudia Arabian oil
installations. The closure of the Strait of Hormuz - of only 25 km of width - is considered a
prime strategic target of Iran in case of an open regional war. Such closure would have to be
considered the Mega-Oil-Shock, hitherto not known in human history, with not yet imag-
inable implications on the world oil market. The structural forecast and impact evaluation
models do not yet seem well-conceived to handle issues of a regional war in the world`s most
important oil region. A future cooperation and cross-fertilization with structural approaches
of international peace research, best represented by the Norwegian Peace Research Institute
Oslo and its Founding Director, Johan Galtung, is highly recommended for such purposes.
In the next chapter we will no longer consider the structural models that we relied on to
assess historical developments and interdependencies. We will use sparse variable methods
in order to evaluate the forecast properties of reduced form VAR models.
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Chapter 7
Improving Oil Price Forecasts by Sparse
VAR Methods
As already seen, the oil price and its changes have been associated with U.S. macroeconomic
aggregates as well as the global business cycle (see e.g. Hamilton (1983), Kilian (2008c)).
The important oil price shocks in the 1970s and 1980s gained widespread attention in the
public. As of today, crude oil is indispensable for keeping standards of living in developed
economies as well as for fueling economic growth in rapidly developing nations such as China
and India. Therefore, knowledge about the future price of oil is of importance for dierent
actors. Researchers in central banks and international organizations such as the IMF use
oil price forecasts as input in their forward looking macroeconomic models (see Baumeis-
ter and Kilian (2014b)). Thus, improving crude oil price forecasts helps generating better
macroeconomic projections as well as better future risk assessment associated with oil price
uctuations. Oil price forecasts are also helpful for governments of oil exporting countries
which strongly depend on oil revenues to nance public expenses in budget planning. Re-
latedly, forecasting the oil price aids governments of countries that heavily rely on crude oil
imports in shaping their environmental policies and energy tax setting. Improved oil price
forecasts also support rms in their investment and purchasing decisions. For example, air-
lines and automobile companies take oil price forecasts into consideration when they decide
about fares and product prices as well as product portfolios. Similarly, private homeowners
might upgrade to energy-saving heating systems when forecasts point to future heating oil
price increases.
In this chapter we start from the global three-variable VAR model for crude oil as rst pro-
posed by Kilian (2009) and presented in chapter 4 as the benchmark and investigate variants
This chapter is based on joint work with Jens Krüger.
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with enhanced variable sets using sparse (regularization) methods in order to evaluate and
compare their forecast properties. Sparse estimation methods gained widespread attention
in the machine learning literature (see e.g. Murphy, 2012) and now nd more and more
economic applications as a variable selection procedure. This is particularly important for
VARs where a large number of parameters are to be estimated and usually only a common
lag length for all equations is selected by information criteria.
Also in previous research on oil price forecasting an increasing trend towards basing the fore-
casts on a broader information set can be observed. This strand of research is mostly focused
on applications of forecast combination methods see (see Baumeister et al., 2014; Baumeister
and Kilian, 2015; Funk, 2018; Garratt et al., 2019; Wang et al., 2017; Zhang et al., 2018).
More recently neural networks as well as regularization methods also have been employed to
improve oil price forecasts (see Cheng et al., 2019; Zhang et al., 2019).
The lessons from the forecast evaluation exercise reported in this chapter can be summarized
as follows. First, the results show that the lag order commonly xed at 12 or 24 months,
which is as mentioned in chapter 4 justied for impulse-response analysis, is detrimental to
forecast performance. Second, appropriate variable transformation (logs, dierences, levels)
is crucial for the forecast performance. Third, applying sparse estimators leads to improve-
ments in forecast performance when using the variable transformation originally employed
by Kilian (2009) and in the VAR in levels. Regularization also improves forecasts for shorter
horizons when we express the variables in dierences. Finally, when augmenting the core
variable set by industrial production indices, exchange rates and nancial variables, regular-
ization does not lead to forecast improvements and we even observe forecast deterioration in
some occasions.
The chapter unfolds as follows. Section 2 introduces the VAR framework as well as the three
sparse estimation methods which are subsequently applied. Section 3 presents the core data
series and discusses data transformation and stationarity assessment. In section 4 we discuss
dierent basic VAR specications and select the best performing one as the benchmark. We
proceed by estimating the three-variable VAR with the sparse methods and evaluate the
forecast performance in comparison to the selected benchmark. Section 5 extends the three
core variables by further variable sets containing production indices, exchange rates, nancial
variables and impulse indicator saturation dummies and evaluates the forecast performance.
We conclude in section 6 with the discussion of the main ndings.
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7.1 Sparse VAR Methods
Before we turn to the description of the data used and how we dealt with stationarity-
integration issues we briey explain the forecasting models used. Our forecast evaluation
exercise relies on the framework of a reduced form VAR as presented in chapter 4. In addition,
we explain the approaches to regularization which we employ to prune the parameter matrices
to obtain a more parsimonious (sparse) model specication, more precise parameter estimates
and possibly reduced forecast errors. It is the primary aim of this study to investigate the
latter issue.
Let's recall a VAR stated as a VAR(p) with p lags for m variables in the vector yt =
(y1t, ..., ymt)
′ observed for the periods t = 1, ..., T ,
yt = c+A1yt−1 + ...+Apyt−p + ut. (7.1)
A VAR can be consistently estimated by least squares equation by equation, which amounts





as the objective function, where the parameter vector θ is understood to stack all k = m+pm2
parameters to be estimated (i.e. c and A1, ...,Ap).
Given the estimates for c andA1, ...,Ap, denoted ĉ and Â1, ..., Âp, respectively, the VAR can
be used for generating forecasts by iterating equation (7.1) forward. This leads to forecasts
one step and two steps into the future, written as
ŷT+1|T = ĉ+ Â1yT + ...+ ÂpyT−p+1 (7.3)
and
ŷT+2|T = ĉ+ Â1ŷT+1|T + ...+ ÂpyT−p+2, (7.4)
respectively. Here ŷT+1|T denotes the forecast for the variables one time step into the future
given that the available information ends in period T . Note that for the 2-step forecast
ŷT+2|T the rst lag on the right hand side would be yT+1 which is not available in the data
(the sample ends in period T ) and is therefore substituted by the 1-step forecast ŷT+1|T .
In general, the h-step forecasts generated by conditional expectations are estimates of the
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conditional expectation E(yT+h |yT , ...,y1). The h-step forecasts are computed by
ŷT+h|T = ĉ+ Â1ŷT+h−1|T + ...+ ÂpŷT+h−p|T , (7.5)
upon the substitution ŷT+j|T = yT+j whenever j ≤ 0. Forecasts constructed in this way
minimize the theoretical MSE.
The number of parameters arising in unconstrained VAR with lag length p is usually quite
large, i.e. k = m + pm2. Not all those parameters are dierent from zero although their
estimates are so by chance and this may be detrimental to forecast performance. Since
information criteria for lag order selection only eliminate entire parameter matrices Aj, it
would be helpful to use statistical methods which constrain selective parameters within these
matrices to be zero. In the statistical literature this is known as sparsity or regularization to
reduce the number of parameters which are dierent from zero.
Typical methods for regularization are the least absolute shrinkage and selection operator
(LASSO), the Elastic Net (ENET) and the smoothly clipped absolute deviations (SCAD)
method which are explained below. These methods have in common that a penalty term
P (θ) for the magnitude of the parameters is added to the objective function to be minimized
Z(θ) = SSR(θ) + λP (θ) (7.6)
with the penalty weight λ > 0 to be determined by cross-validation techniques. Hastie et al.
(2009) provide a lucid exposition of variable selection by regularization methods (also known
as shrinkage methods) in general.
In this work we investigate the forecast performance of VARs estimated by three common
variants of regularization methods. First, the LASSO by Tibshirani (1996) species the
penalty term as P (θ) =
∑k
j=1 |θj|.1 This constrains some of the parameter estimates to be
exactly equal to zero and thus eliminates some of the lags of the corresponding variables in





which is the a combination of the LASSO and Ridge penalties with
α usually xed at 0.5. Third, SCAD by Fan and Li (2001) is based on P (θ) =
∑k
j=1 p(θj)
with p(θj) = |θj| if |θj| ≤ λ, p(θj) = (2γ|θj| − θ2j/λ − λ)/2(γ − 1) if λ < |θj| ≤ γλ and
p(θj) = λ(γ + 1)/2 if |θj| > γλ with γ > 2 (setting γ = 3.7 is recommended by (Fan
and Li, 2001, p. 1351) as providing good practical performance for various variable selection
problems). The SCAD penalty coincides with the LASSO for |θj| ≤ λ, is a concave quadratic
function until |θj| ≤ γλ and is constant for |θj| > γλ. This relaxes the intensity of penalization
1This is in contrast to Ridge regression, introduced by and Hoerl and Kennard (1970), using the penalty




j which serves to shrink the parameter estimates towards zero but does not set some of
them exactly equal to zero as the LASSO does.
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Figure 7.1: Penalty Functions.
when the absolute value of the parameter increases.2
Figure 7.1 shows the penalty functions for the three sparse variants considered depicted for
a scalar parameter θ (setting λ = 1, α = 0.5 and γ = 3.7). All computations in this chapter
are performed using the packages vars and sparsevar for R.
7.2 Data and Stationarity
In this section we briey review and discuss of the three core variables used in the VAR
models in section 7.3 and previously presented in chapter 4. As already seen, these variables
are used by Kilian (2009) in his structural VAR model to capture the main dynamics of
the global market for crude oil as well as to estimate historical oil price shocks. The main
dierence in contrast to chapters 4-6 is that we use dierent transformations and evaluate the
resulting forecasting properties. The same original variables are also used for the evaluation
of oil price forecasting in the handbook article by Alquist et al. (2013). Later, in section 7.4,
2A quite similar suggestion, called minimax concave penalty (MCP), has been made by Zhang (2010),
which leads to results which are almost indistinguishable from SCAD and is therefore not further considered
in the empirical forecast evaluation exercise of this chapter.
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these variables are extended by further sets of variables.
The real oil price is one of the three core variables used by Kilian (2009) and Alquist et al.
(2013). More specically, the three core variables are the real price of crude oil (deated by
the US consumer price index and expressed in logs) rpot, the index of global real economic
activity as by Kilian (2009) reat and the percentage change in global crude oil production
(computed as log dierences) ∆prodt. See Kilian (2009) for a more thorough discussion of
the construction of the variables, in particular regarding the real activity index. The index
is constructed using dry cargo shipping rates based on the idea that global economic activity
is the main driver of demand for international freight transport services. The updated data
are retrieved from the homepage of Lutz Kilian (http://www-personal.umich.edu/~lkilian/)
and incorporate the updates addressed in Kilian (2018) based on the methodological critique
of Hamilton (2018).
The time series of the three core variables are plotted in gure 7.2. The sample period in
this chapter spans January 1974 to December 2017 implying a total sample size of T = 528
months. This extends the sample period of Kilian (2009), which goes until December 2007,
now also comprising the time of the nancial crisis, the breakdown of Lehman Brothers, the
Great Recession and the recovery thereafter. For the real price of crude oil we use the reners
acquisition price of imported oil deated by US CPI proposed by Kilian (2009) as the best
measure for global oil prices.3
In the rst panel the real oil price is expressed in logs. The rst row of the gure shows
a trend in the production series and long swings of the real oil price and to a lesser degree
in the case of the real activity index, pointing to a substantial degree of persistence. Both
trend and persistence are characteristics of unit root nonstationarity (with and without a
drift component, respectively). Therefore, this visual inspection suggests using the transfor-
mations (∆rpot, ∆reat, ∆prodt) for the three core variables in the VAR.
When we try to conrm this by formal statistical testing the results (not shown in detail
here) are mixed. For all three variables we nd a strong rejection of the stationarity null
hypothesis using the KPSS test of Kwiatkowski et al. (1992). This test is, however, prone to
severe size distortions and therefore leads to substantial overrejections of the null hypothesis
also under stationarity. The unit root null hypothesis is, however, also rejected in the case
3The reners acquisition price of imported oil and global oil production series (in thousand barrels per
day) are retrieved from the US Energy Information Administration. US CPI is retrieved from the FRED
database with the series code CPIAUCSL.
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Figure 7.2: Time series of the Core Variables.
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of the (log) real oil price using the DF-GLS test (or ERS test) of Elliott et al. (1996). For
the real activity index and (log) oil production, the unit root null can not be rejected. This
is not overly surprising for the production series, but is somewhat puzzling in the case of the
real activity index and its appearance in the gure 7.2. Applying the testing procedure to
the rst dierences of the three variables we observe strong rejections of the unit root null,
jointly with no rejections of the stationarity null. This is consistent with the visual inspection.
For control purposes and to achieve consistency with the literature (especially Kilian (2009)
and Alquist et al. (2013) we also perform the forecast evaluation exercise for the transforma-
tions (rpot, reat, ∆prodt), where, as dened above, the real price of oil and the production
are expressed in logs. Regardless of the transformations applied, the target variable of the
forecasts is the real price of oil (unlogged) which is the variable decisions makers are most
likely to focus on rather than the corresponding logs or growth rates (dierences of logs). Ac-
cording to Sims et al. (1990) determining the correct order of integration is not problematic
for consistent parameter estimation in VAR models and should therefore not be problematic
for forecasting.
7.3 Results with the Core Variables
In this section we discuss the results from the forecast evaluation exercise based on the three
core variables. We rst compare VARs with lag lengths xed at p = 12 and p = 24, a
VAR with lag length selected by Akaike information criterion (AIC), and naïve no-change
prediction (average real oil price over the previous 12 months) to select a benchmark for the
sparse VAR methods. In the second step we evaluate the performance of the sparse VARs,
estimated by LASSO, ENET and SCAD, in comparison with this benchmark model for the
forecast horizons h = 1, 2, 3, 6, 9, 12.
Regarding the transformations of the three core variables we distinguish the Kilian VAR with
variables yt = (rpot, reat, ∆prodt)
′ as analyzed in Kilian (2009) and Alquist et al. (2013),
the VAR in dierences with variables yt = (∆rpot, ∆reat, ∆prodt)
′ and the VAR in levels
with yt = (rpot, reat, prodt)
′. Using a VAR in levels, irrespective of the orders of integration
of the variables and possible cointegration among the variables, is a standard approach in
some elds, e.g. the empirical assessment of monetary policy (see e.g. Christiano et al., 2005).
There is a also considerable literature on the forecast performance of VARs in levels versus
rst dierences (see e.g. Homan and Rasche, 1996).
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When we suppose that all variables are integrated of order one and we are indeed able to
establish cointegration by the Johansen (1988, 1991) trace test. Using an expanding test
sample size starting from the rst 100 observations up to the total sample we can establish
cointegration for most of the samples before the nancial crisis which is substantially weak-
ened by the impact of the crisis. In the presence of cointegration the Granger representation
theorem (Engle and Granger, 1987) justies the estimation of a VAR in levels as a reduced
form basis for forecasting. Even in the absence of cointegration there are good arguments
that the decision between dierences or levels is rather inessential when the VAR is used
for forecasting. As explained by Kilian and Lütkepohl (2017, pp. 373f.) the main reason
is the inherent ability of the VAR in levels to encompass a VAR model with integrated and
possibly cointegrated variables as well as a VAR for stationary time series. This argument is
reinforced by the uncertainty about unit root and cointegration properties of the time series
and the often neglected fact that deciding between a VAR in dierences and a cointegrating
VAR is also subject to pre-testing bias.
Depending on the specic transformation of the real oil price, we obtain a forecast of the
log (Kilian VAR and VAR in levels) or of the log dierences (VAR in dierences) of the
real oil price variable. To compare these forecasts with the unlogged real oil price as our
target variable, the forecasts are appropriately re-transformed (meaning taking exponentials
when the real oil price has been logged or cumulating growth rates starting from the last
observation in the data).
The forecast experiment is specied with an expanding window for the estimation sample
with the rst sample spanning 20 years (240 months) from January 1974 until December
1993 and the rst forecast for January 1994 for a horizon h = 1 (February 1994 for h = 2,
March 1994 for h = 3, June 1994 for h = 6, September 1994 for h = 9 and December 1994
for h = 12). Note that in the subsequent gures all forecast error measures are aligned at
the position of the nal observation of the estimation sample (i.e. December 1993 in the
case of the rst forecast) irrespective of the forecast horizon. Then the procedure is repeated
with a further month, January 1994, added to the estimation sample. Proceeding in this way
month by month we end up with a nal estimation sample from January 1974 until December
2016 (43 years or 516 months) with forecasts for January 2017 (h = 1) until December 2017
(h = 12) which are all assigned to December 2016 in the gures.4
4Some corresponding results with a rolling window design of the forecast experiment (in fact a rolling
window of 240 months) are collected in the appendix.
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7.3.1 Benchmark VAR
The results for four candidates of our benchmark model are shown in gure 7.3. The curves
show the recursive MSE measures5 for the VAR(24) with a xed lag length of p = 24 (VAR24,
dotted line), used by Alquist et al. (2013), the VAR(12) with reduced lag length of p = 12
(VAR12, dashed line), VAR(AIC) with the lag length p chosen by the Akaike Information
Criterion (VARAIC, dash-dotted line)6 and the naïve no-change forecasts (solid line), which
are used as the benchmark forecast in Alquist et al. (2013).
Each column pertains to a dierent transformation of the three variables (from left to right:
VAR with transformation as in Kilian (2009), VAR in dierences, VAR in levels) while the
rows show the results for a particular forecast horizon of h ∈ {1, 2, 3, 6, 9, 12} months. The
horizontal lines indicate the smallest recursive MSE value at the end of the evaluation period
which is achieved by any of the methods under consideration. The numerical value of this
smallest MSE is printed directly above the horizontal line.
What we observe at rst is the general tendency of a steady increase of the MSE over time.
Thus the accuracy of the oil price forecasts deteriorates systematically since the 1990s. This
might be explained by the several changes aecting global oil markets in the late 1980s (see
Hamilton, 2009b). The collapse of OPEC had lasting implications. The powerful cartel from
the 1970s never recovered from the oil price collapse in 1986 and permanently lost inu-
ence on global markets. The fall of the Soviet Union and the emergence newly independent
oil producing countries was a further source of oil market disruptions. The second obvi-
ous characteristic is the impact of the nancial and economic crisis with the consequence of
a series of particularly bad forecasts, leading to a pronounced rise of the MSE lines. After
about 2010 forecast errors stabilize on a high level or appear to to improve by a small margin.
The central column of the gure clearly shows that MSE values obtained with a VAR in
dierences are generally smaller than those obtained with the Kilian VAR and the VAR in
levels across all specications. However, looking down the columns of the gure we observe
that the forecast performance quickly deteriorates with increasing forecast horizon. For the
VAR in dierences the VARAIC is the best forecasting method, closely followed by VAR12
5Depicted is MSEt = t
−1∑t
s=1(ys − ŷs,h)2 with the realization of the real oil price denoted by ys (not in
logs) and the h-step forecast ŷs,h for the same period s, obtained by a particular method (indicated in the
legend in the rst row of the gure) and appropriately retransformed from of the variables included in the
VAR.
6Using the Bayesian information criterion (BIC) leads to very similar lag length selection and very similar
results.
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Figure 7.3: Benchmark selection (expanding window).
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and VAR24. The left and right columns in the gure, pertaining to the Kilian VAR and
the VAR in levels, respectively, roughly contain the same message. For the shorter forecast
horizons (h = 1, 2, 3) the VARAIC performs better than the VARs with a lag order xed
at 12 or 24, while the no-change forecast performs worst. In contrast, for the longer fore-
cast horizons (h = 6, 9, 12), the VAR12 and VAR24 perform poorly, while there is a close
competition of the VARAIC and the naïve no-change forecasts with the no-change forecasts
becoming slightly better at the longest forecast horizons.
Taking these results together we select the VARAIC as the overall best forecasting method
and decide to use this method as the benchmark in the subsequent comparison with the
sparse VAR approaches.7 This allows for a direct comparison of the eects of the regulariza-
tion (imposing sparsity) within the common framework of a VAR model. The main issue is
the distinction of pruning entire coecient matrices versus pruning single coecients within
these matrices.
7.3.2 Sparse VARs
Figure 7.4 is an analogous depiction of the results for the sparse VAR models, i.e. the basic
LASSO, ENET and SCAD, shown by the solid, dashed and dotted black lines, respectively.
The recursive MSE of the benchmark VARAIC is shown as gray lines. We start with a
VAR(12) to which the regularization is applied. Note that the regularization in equation
(7.6) depends on the relative magnitudes of the parameters which in turn depends on the
scaling of the variables. Thus, all variables are normalized to have the same standard devia-
tion, which is the standard deviation of the log real oil price.
As before, we nd the same general increase of the forecast error measures, especially during
the months of the nancial crisis. Skimming through the forecast horizons in search for the
best combination of variable transformation and estimation method we rst of all observe
that the forecasts from a VAR in dierences remain slightly better than those obtained from
the VAR with variables transformed according to Kilian and the VAR in levels at shorter
forecast horizons but loses ground at longer forecast horizons. This holds irrespective of the
particular form of regularization used for the VAR estimation.
Comparing the Kilian VAR and the VAR in levels we nd that the MSE at the end of the
7We also estimated vector error correction models (VECM) with imposing cointegration relations deter-
mined by the Johansen (1988, 1991) methodology. The forecast errors do not point to an improvement of
the predictive performance compared to the VARAIC.
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Figure 7.4: Evaluation of the sparse VARs (expanding window).
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forecast period obtained with the best method (the number above the horizontal line) is
smaller in the case of the VAR in levels for all forecast horizons. The particular estimation
method which reaches the smallest MSE at the end diers, however. For the shorter forecast
horizons (h = 1, 2, 3) and the Kilian VAR the VARAIC is best, closely followed by SCAD
and LASSO, while ENET performs worst. In the case of the VAR in levels the ranking is
dierent. Here, the LASSO and the ENET are the best methods and are close to each other.
The VARAIC is also close for the shortest forecast horizons with a widening gap when the
forecast horizon increases. The SCAD method performs worst for all forecast horizons.
For the longer forecast horizons (h = 6, 9, 12) the LASSO and ENET are best in the VAR in
levels and overall. For the VAR in levels the VARAIC and SCAD get worse with increasing
forecast horizon. Interestingly, VARAIC and SCAD perform best before the nancial cri-
sis and also perform better than the other methods when the forecast performance worsens
during the period of the nancial crisis. SCAD remains best until about 2010 as is visible
by the dotted line being lower than the other lines. The ENET is the worst method before
the nancial crisis and gains much in performance afterwards. Again, there are dierences
when the Kilian VAR is considered. With this transformation, SCAD and LASSO are best
at the end of the sample period and also perform quite well before, in particular since the
nancial crisis. While VARAIC and SCAD are best performing before the nancial crisis,
VARAIC loses much more performance during the nancial crisis than SCAD does. The
ENET generally performs worst in the Kilian VAR.
Considering all results together, we see that the forecast performance depends on the trans-
formation of the variables included in the VAR and there are also pronounced dierences
across all employed regularization approaches to induce sparsity. Most important, if a par-
ticular regularization method performs well with a particular transformation of the variables
this does not imply that the same method also performs well with a dierent variable trans-
formation. The comparison of ENET and SCAD shows this clearly. The basic LASSO
appears to be a quite good allrounder which not always performs best but adapts well to
dierent transformations of the variables and is never far behind the best performing method.
7.4 Extended Variable Sets
One of the main virtues of sparse regression methods is the property to deal with situations
in which there are more variables than observations. This is enabled by the least-angle re-
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gression (LARS) algorithm (Efron et al., 2004) which can cope with those situations (see
Hastie et al., 2009, ch. 18, for an exposition). When we extend the variable set consisting
of the three core variables considered so far by further variables, the number of parameters
grows with the square of the number of variables in the VAR for a constant lag length. Thus,
it is of particular interest to investigate whether the sparse VAR methods are able to exploit
the predictive power of further variables in extended variable sets.
In this section the VAR model with the three core variables is extended by dierent variable
sets containing industrial production indices of the G7 countries8, exchange rates to the US
dollar and variables related to dierent investment opportunities. Further more, we also
apply impulse-indicator saturation (IIS) to eliminate the potentially adverse eects of single
observations on the forecast performance.
The panels in subsequent gures are arranged analogous to the previous section. Now the
black lines show the cumulative MSE values with the extended variable sets (solid for the
LASSO, dashed for ENET and dotted for SCAD). The gray lines represent the corresponding
results only including the three core variables as discussed above (see gure 7.4) for the
purpose of a direct comparison of the eects of the enlarged variable sets.
7.4.1 Production Indices
The theoretical reasoning behind these additional variables is obvious in the case of the in-
dustrial production (or changes thereof) which is a major driver of the oil price. Admittedly,
large newly industrializing countries like China or India are not included for reasons of data
availability. Although this omission is not critical at the start of the sample period it may
become increasingly crucial nearing the end of the sample period. As far as the industrial
production in these countries is linked to the industrial production of the G7 countries this
omission can be accommodated by the VAR coecients. The data for industrial production
are retrieved from the FRED database.9 Under our three transformations of the variables
we take log dierences of the production indices in the case of the Kilian VAR and the VAR
in dierences, whereas we use log levels in the case of the VAR in levels.
Adding the production indices of the G7 countries leads to the results shown in gure 7.5
under an expanding window design. Considering rst the Kilian VAR with the growth rates
8Canada, France, Germany, Italy, Japan, United Kingdom and United States.
9The respective codes are CANPROINDMISMEI, FRAPROINDMISMEI, DEUPROINDMISMEI,
ITAPROINDMISMEI, JPNPROINDMISMEI, GBRPROINDMISMEI and INDPRO.
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(computed as log dierences) of the production indices added we observe that the smallest
nal MSE values are reached by the SCAD method for all forecast horizons considered. The
results are almost indistinguishable from the previous results without including the produc-
tion indices (in the gure the gray dots for the SCAD results are almost completely plotted
over the black dots from the extended model). It seems that the additional variables are com-
pletely pruned out by SCAD regularization. The other regularization methods, i.e. LASSO
and ENET, are associated with larger nal MSE values when the production indices are
included.
In the case of the VAR in dierences we observe no smaller MSE across all forecast horizons
compared to the results of the previous section. We also nd substantially larger MSE values
across all horizons when the VAR in levels is extended by the log levels of the production
indices. Here, the increase in MSE is so large that the ranking of the Kilian VAR and the
VAR in levels reverses. Specically, the Kilian VAR is now better than the VAR in levels
in terms of nal MSE (black lines) but is not better than the VAR in levels without the
extension by the production indices (gray lines).
7.4.2 Exchange Rates
In parallel with the previous subsection we now extend the variable set by the exchange
rates of the G7 countries (excluding the US) to the US$. Since the international oil trade
is conducted in US$, it makes sense to extend the VAR by the exchange rates of the G7
countries (excluding the US) to the US$. This is especially true when we consider that most
G7 countries heavily rely on imported oil traded in US$ to satisfy domestic demand. The
theoretical justication for adding the exchange rates is based on models such as Krugman
(1983a,b). For empirical work on the relationship between crude oil prices and real exchange
rates we refer to Zhou (1995); Amano and van Norden (1995); Benassy-Quere et al. (2007).
The series on the exchange rates are also taken from the FRED database.10 We apply the
same transformations as in the case of the production indices in the previous subsection.
The results are reported in gure 7.6. The extension of the Kilian VAR by the log dierences
of the exchange rates gives rise to similar results as the extension by industrial production
10The respective codes are EXCAUS, CCUSMA02FRM618N, CCUSMA02DEM618N,
CCUSMA02ITM618N, CCUSMA02GBM618N and EXJPUS. For France, Germany and Italy we point out,
that exchange rate is expressed in Euro to US$. Before the introduction of the common currency in January
rst, 1999 the series are constructed by using the ocial national xed exchange rates to the Euro.
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Figure 7.5: Sparse VARs augmented with industrial production (expanding window).
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in the previous subsection. In the case of the VAR in dierences we observe no improve-
ment and the VAR in dierences remains the worst performing model for the longer forecast
horizons with larger forecast errors than the Kilian VAR and the VAR in levels. Finally, in
the VAR in levels, extended by the log exchange rates, there is a substantial deterioration
of forecast performance of all three sparse estimation methods across all forecast horizons.
Here now the performance of SCAD also deteriorates.
Taken together, we nd no improvement by augmenting the VARs with the production in-
dices or exchange rates and applying the sparse estimation methods to eliminate unimportant
variables and lags. There are two aspects leading to this outcome. The rst possibility is that
the sparse VAR estimators are not able to lter out the relevant variables and lags. Given
that, the sparse VAR methods apparently fail to set the parameters to zero which actually
are equal to zero leading to more noisy parameter estimates and forecasts, nally resulting
in larger MSE values. The second possibility is that the variables used for extending the
model are largely irrelevant for forecasting the world oil price or contain information which is
already comprised in the three core variables. In the case of the production indices it seems
quite plausible that they represent information about economic activity in the G7 countries
which is also contained in the global real activity index. This is, however, not born out by the
correlations of the production indices with the real activity index (max. correlation ≈ 0.12
with real activity and ≈ 0.38 with changes of real activity). Here it is important to recall
that the real activity index is a global measure based on international dry cargo shipping
rates and therefore also comprises the activity of other large emerging economies like China
and India.
7.4.3 Investment Opportunities
As a third extended variable set we consider the prices of dierent investment opportunities
as possible candidate variables. There is a literature on the stock market eects of oil
price shocks (see Kilian and Park, 2009, among many others)(see Kilian and Park (2009)
among many others) or on the usefulness of nancial market data in forecasting oil prices
(e.g. Degiannakis and Filis, 2018). Here, the identifying restrictions imposed postulate the
instantaneous response of a stock market index (actually the real log returns of the Center for
Research in Security Prices (CRSP) value-weighted market portfolio), but not the other way
round. In a VAR there may be, however, also a response of the oil price to the stock market
reaction in the next period. Thus, the information comprised in the returns of dierent
investment opportunities may be suitable to improve the oil price forecasts. Those forward-
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Figure 7.6: Sparse VARs augmented with exchange rates (expanding window).
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looking variables are also considered in business cycle research (see e.g. Stock and Watson,
2003).
To assess this issue we include the index values or the returns of CRSP market portfolio11,
the real gold price12, a comprehensive bond price index13 in the sparse VAR models. These
time series are transformed by logs and are dierenced in the cases of the Kilian VAR and the
VAR in dierences. In addition, the 3 month and 10 year treasury rates14 are also included
without transformation.
The relevance of the additional nancial variables is mainly motivated by the arbitrage con-
dition linking the crude oil spot price to crude oil futures prices (see Fattouh et al., 2013). As
Hamilton and Wu (2014) (2014) point out, the futures market started to expand very quickly
in the early 2000s, primarily due to crude oil futures viewed as an instrument for portfolio
diversication. Thus, we include variables that have frequently been used to determine re-
turns in futures markets (see e.g. Bessembinder, 1992; De Roon et al., 2000; Hong and Yogo,
2012).
The results are shown in gure 7.7. As before in the case of the introduction of the produc-
tion indices and the exchange rates we nd no improvement of the forecast performance, in
particular since the nancial crisis and the great recession. In the Kilian VAR we observe
a deterioration of the forecasts based on LASSO and ENET estimates across all forecast
horizons. Only SCAD achieves the same performance as the basic model with the three core
variables (again shown as gray lines for reference), most likely caused by the total elimination
of the additional variables. Considering the VAR in dierences we nd the forecast errors
achieved with the additional variables to be very similar to those without augmentation. The
VAR in levels leads to worse forecasts for all augmented models across all horizons. This
holds in particular for the SCAD estimated models at larger forecast horizons.
11This is a broad value-weighted index as the market portfolio, formed on the universe of all CRSP rms
incorporated in the US. Data are from the data archive of Kenneth French.
12Price of one ne ounce in US$, daily xed at the London Bullion Market, averaged over the respective
month and transformed to a real price by the US CPI. Data are from the time series database of the Deutsche
Bundesbank.
13This is the BofA Merrill Lynch US Corp Master Total Return Index Value, transformed to a real price
by the US CPI.
14Both series are retrieved from the FRED database with the corresponding codes GS3M and GS10.
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Figure 7.7: Sparse VARs augmented with investment opportunities (expanding window).
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7.4.4 Impulse Indicator Saturation
The nal attempt to improve the accuracy of the oil price forecasts is the introduction of
IIS in the estimation procedure of the VAR. This device, introduced by Santos et al. (2008),
uses a complete set of dummy variables (one for each observation) to prune out single ob-
servations from the whole data series which may represent outliers or result from structural
breaks. Since the complete set of dummy variables cannot be introduced into the VAR at
once, the rst step of the procedure includes the dummy variables for the rst half of the
sample period and tests which of them are signicant on a 5 percent level. In the second
step, only the dummy variables for the second half of the sample period are included and
tested in the same way. Finally, all dummy variables which have been found signicant in
the rst and the second step are introduced simultaneously and again individually tested
for their signicance. The subset of those dummy variables which remain signicant in the
nal step are then kept in the VAR for the estimation. This actually amounts to exclude
the associated observations. This procedure is conducted anew in each forecast step of our
forecast evaluation procedure.
Figure 7.8 shows the results when all t-tests in the IIS procedure are performed on a 5 per-
cent level of signicance. Compared are the VAR with 12 lags estimated by OLS (VAR12)
or subjected to the selection of variables by the LASSO, represented by gray lines, with their
variants estimated after performing the IIS (denoted IISVAR12 and IISLASSO), represented
by black lines. In the case of the VAR(12) the application of IIS does not lead to an improve-
ment of the forecasts and even leads to deteriorations at the longer forecast horizons. This
holds likewise for the Kilian transformation and for the VAR in levels, whereas the curves in
the case of the VAR in dierences are very close.
Comparing the acLASSO-based forecasts with and without the IIS in advance we see that
those without IIS nearly always have an edge over those with IIS. Again, the dierence
becomes larger with increasing forecast horizon for the Kilian transformation and the VAR in
levels and is negligible for the VAR in dierences. Nevertheless, both LASSO-based forecasts
are not far away from the ordinary VAR forecasts before the nancial crisis but become
much better thereafter. Repeating the analysis with a 1 percent level of signicance leads to
results (not shown) that are less favorable for the IIS in this application. Finally, turning to
a rolling window instead of an expanding window for the estimation and IIS selection leads
to considerably larger forecast errors when using IIS (see the appendix).
In sum, we can draw the conclusion of the analysis with the extended information sets in this
section that the VAR in levels with just the three core variables estimated by sparse VAR
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Figure 7.8: Evaluation with IIS (expanding window).
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methods (as discussed in section 7.3.2 above) remains the best overall forecast method.
7.5 Conclusion
In the above analysis we have conducted a forecast evaluation exercise for the world real price
of crude oil. Our point of departure was the three-variable VAR model of Kilian (2009) which
has already been subjected to a forecast evaluation by Alquist et al. (2013). The value added
of our analysis is the application of estimation methods based on regularization to achieve
sparsity in the parameter matrices of the VARs. Whereas classical information criteria for
lag-order selection such as AIC or BIC restrict entire parameter matrices for lag orders higher
than the selected to zero, the regularization methods have the property to restrict specic
parameters within the parameter matrices to zero while others retain their values dierent
from zero. By that, the detrimental eect of parameter estimates which are truly zero but are
estimated with small magnitudes and are likely to be insignicant on forecast performance
is reduced. This holds the promise of reaching a better forecast performance.
The main results of this forecast evaluation exercise can be summarized in three main lessons.
The rst lesson is that the selection of the benchmark VAR reveals that long VARs includ-
ing many lags of the variables (e.g. 12 or 24) has a justication for impulse response analysis,
but is detrimental to forecast performance. As emphasized in (Kilian and Lütkepohl, 2017,
pp. 63.) covering a cycle of a year with monthly data (or a multiple thereof) is im-
portant for impulse response analysis. However, we have seen that these long VARs are
clearly dominated by more parsimonious VARs with respect to forecasting performance. The
second lesson is that the application of regularization of the VARs for improving forecast
performance depends on the choice of variable transformations. We nd that regularization
improves forecasts especially for the longer forecast horizons up to 12 months for the VAR
with variables transformed according to Kilian (2009) and the VAR in levels. The forecasts
for the VAR in dierences are also improved by applying the sparse estimators, but here
only for the shorter forecast horizons. The third lesson is that extending the variable set
and then applying the sparse VAR estimators does not generally lead to further reductions
of the forecast errors. Thus, the general property of the LASSO and related estimators as
devices for the selection of suitable sets of predictors out of a large set of candidate variables
as supposed for simple linear regression is not born out in the case of VARs. Instead, we nd
that the forecast performance of the augmented VARs worsens or the additional variable-lag
combinations are totally pruned out by the sparse estimators.
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This outcome stands in contrast to other related macroeconomic forecast evaluation exercises
(not focusing on the oil price) such as Nicholson et al. (2017). Therefore, it appears that
more experience with the regularization methods for estimating sparse VARs in dierent
situations is required. This paper makes a contribution to this endeavor. Along these lines
an investigation of the suitability of other regularization approaches for VARs such as the
variants recently proposed by Nicholson et al. (2016, 2017) would be valuable. The current
implementation in the R-package BigVAR appears rather slow in terms of computation
time, however. This may not be a problem for computing a single or a small number of
forecasts, but it becomes prohibitive for a forecast evaluation exercise where hundreds or
thousands of forecasts need to be computed as we have done in this paper. Hence, we have
not applied these methods in the present paper, but look forward to do so in the future
when faster computers and/or software are available. Finally, it would be interesting to have
a closer look into the estimation results to investigate which variable-lag combinations are
eliminated by the regularization and to see whether is pattern is stable over time or is sub-
ject to systematic changes. This is beyond scope of the present paper, but is an interesting
opportunity for future research.
In the next and nal chapter, we will focus specically on crude oil futures and their fore-
casting properties given symmetric and especially asymmetric loss.
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Chapter 8
Do crude oil futures follow asymmetric
market preferences?
Oil price uctuations have long been associated with U.S. and global business cycles (Hamil-
ton, 1983; Kilian, 2008a, 2009), forecasts of the crude oil prices play, therefore, an important
role in forward looking economic models used worldwide by central banks as well as inter-
national institutions such as the International Monetary Fund (IMF) to formulate macroe-
conomic outlooks as well as policy recommendations (Baumeister and Kilian, 2014b). In
this regard, futures contracts with maturity h have been commonly used by institutions as
the h-period forecast of crude oil prices (Alquist et al., 2013). However, when evaluating
the performance of futures as oil price forecasts, empirical evidence strongly suggests their
under-performance with regard to econometric models and no-change benchmarks (Alquist
et al., 2013).
It is now common knowledge that the spread between commodity futures and spot prices is
driven by the so-called risk premium on futures contracts. First proposed by Keynes (1930)
in his theory of normal backwardation, the risk premium on futures is the compensation
paid by producers of physical commodities to arbitrageurs in order to hedge their price risk.
This should result in futures prices lower than expected spot prices in order to generate a
positive expected compensation.
In this analysis we propose a dierent approach to empirically represent the risk premium.
We treat crude oil futures as forecasts of the spot price of crude oil. The crude oil futures
market acts as forecaster with an underlying loss function that is potentially asymmetric.
If the theory of normal backwardation applies to crude oil futures, a positive risk premium
This chapter is based on joint work with Julian LeCrone.
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should be reected by a loss function that indicates an aversion to falsely overestimating the
spot price of oil (i.e. future prices exceeding the actual spot price of oil in h periods). To
analyze if futures are forecasts following a symmetric loss function, we rst apply the (mod-
ied) Mincer and Zarnowitz (1969) framework to test for unbiasedness and eciency. Then,
to quantify the possible degree of asymmetry, we use the approach proposed by Elliott et al.
(2005, 2008). To control for structural breaks in the data, we follow Hamilton and Wu (2014)
by splitting the sample in 2005 when they identify a structural break in the evolution of the
risk premium on crude oil futures. Furthermore, we apply step-indicator saturation (SIS) as
developed by Castle et al. (2015) to detect and estimate structural shifts in the spot price of
crude oil as a second approach to verify the robustness of our results.
The remainder of the chapter is organized as follows: Section 1 introduces the concept of
loss functions in the forecast evaluation literature and presents a review of the literature on
symmetric and asymmetric loss, on the risk premium in oil futures markets and why failing
to account for it results in biased estimates of market expectations. In section 2 we develop
the estimation framework that is applied to the crude oil spot prices and futures. Section 3
presents and discusses the results. The concluding remarks follow in section 4.
8.1 Motivation, theory and formal notation
In this section, at rst the circumstances under which oil futures prices can be seen as market
expectations, or more precisely, as market forecasts of the spot price of oil are explained.
Then, the theoretical literature about the so called risk premium on futures is presented and
discussed. The understanding of the connection between crude oil prices and futures prices
with maturities between h = 1 and h = 6 months as well as the possibility of a risk premium
is fundamental in this context. Finally, the notation used throughout the chapter is presented
and the concept of a loss function is introduced.
8.1.1 The risk premium in oil futures markets
Oil futures contracts allow a producer of the commodity to x today the price and stipulate
the delivery of the commodity in question in h months. The contract may then be re-traded
on a futures market such as the New York Mercantile Exchange (NYMEX) between inception
and maturity. Futures trading thus allows for better risk allocation and, more importantly,
for new information about the expected spot price of oil exchanged through futures price
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adjustments as trade of contracts continues (Grossman, 1977; Danthine, 1978). Baumeister
and Kilian (2016b) point out that oil futures with maturity h are widely used by policymakers
as a measure of market expectations (forecasts) regarding the crude price of oil in h periods.
However, oil futures are characterized by a premium on top of the expected price of crude
oil. In simple terms, the risk premium is the expected positive return that investors expect
from an investment in oil futures contracts (Fama and French, 1987; Grossman, 1977). This
leads to the conclusion that using futures as forecasts for the spot price of oil is only valid if
the risk premium is negligible.
Let yt+h be the realization of the spot price in period t+h and ft+h the price of an h-months
futures contract in period t. In order to extract the correct market signal regarding the spot
price of oil, the unobservable risk premium RPt paid to the long side has to be accounted
for:
yt+h = ft+h +RPt + εt. (8.1)
The stochastic term εt comprises unexpected price disturbances with E (εt) = 0. Transform-
ing equation (8.1) allows to estimate the risk premium, using the following linear regression
model:
yt+h − ft+h = RPt + εt = β′hxt + εt (8.2)
βh being the regression coecients for futures contract maturity h in this equation, the vec-
tor xt contains the predictors and εt is again the zero mean error term. Empirical evidence
for the existence of a positive risk premium in commodity markets, crude oil markets in par-
ticular, was found in early studies such as Chang (1985) or Fama and French (1987). While
the choice of the explanatory variables relies on the literature developed on risk premium in
commodity and oil futures markets, there is no consensus which variables to include in xt.
Among others, regularly employed explanatory variables are macroeconomic risk variables,
such as unexpected CPI ination, US T-bill rates or the term structure of interest rates (e.g.
Bessembinder, 1992; Sadorsky, 2002; Pagano and Pisani, 2009). Similarly, equity and bond
market variables such as the return on stock market indices or yield spreads (e.g. Bessem-
binder and Chan, 1992; De Roon et al., 2000; Hong and Yogo, 2012) are used. Moreover,
some authors suggest for crude oil futures the use of industry specic explanatory variables
such as changes in crude oil inventories or expected default frequencies in the oil and gas
industry (e.g. Gorton et al., 2012; Acharya et al., 2013). The diversity of proposed variables
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has resulted in a wide range of risk premium estimates for the oil futures market.
More recently, Hamilton and Wu (2014) use a term structure model to estimate the risk pre-
mium on crude oil futures and to nd evidence for a time-dependent risk premium. Whereas
before 2005 the long-term position of future contracts received stable and positive returns
for assuming the price risk from sellers, they observe a much more volatile and decreasing
evolution of the risk premium since 2005. They attribute such shift from the long to the
short side of futures contracts to increasing participation of index-funds as buyers in oil
futures markets.
As Singleton (2014) points out, the empirical evidence for a risk premium in oil futures
markets is compelling. Baumeister and Kilian (2016a) evaluate risk-premium-corrected oil
futures as forecasts for the spot price of crude oil, estimating the risk premium R̂P t result-
ing from a wide range of models as described above, and construct market expectations as
follows: E (yt+h) = ft+h + R̂P t. After ranking the risk-premium-corrected futures as forecast
for the spot price of oil by computing their mean squared percentage error (MSPE), they
conclude that the Hamilton and Wu (2014) risk premium adjusted oil futures perform best
in comparison with other alternatives. Evidence in the literature allows the conclusion that
the use of futures as market forecasts of the spot price of oil is invalidated by the existence of
a non-zero risk premium. This risk premium is however poorly understood and quantied.
A closer look at crude oil spot prices as well as predictions from oil futures in gure 8.1
provides some useful insights: In the upper plot, the black curve shows the average monthly
spot price of WTI crude oil over the period 1983-2017. For each point in time t the red dots
represent the h-months crude oil futures prices for h = 1, ..., 6.
Visually, the sample period can be split into two subsamples. A rst subsample that roughly
corresponds to the period between 1983 and 2002, in which price movements on spot mar-
kets remained limited. The oil price collapse in 1986 as well as the temporary price spike
between 1990 and 1991 are two notable exceptions. Visually, the futures prices can roughly
be interpreted as no-change forecasts during this rst period. Starting in 2002, an increasing
price trend emerges on crude oil markets. However, prices of the corresponding futures seem
to indicate that the market did not anticipate this trend. After a price crash, following the
collapse of Lehman Brothers, and the subsequent nancial and economic crisis in 2008, the
price remained stable for around four years, before decreasing from around $100 in 2014 to
$30 beginning of 2016. Again, the futures market failed to recognize the developments of the
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Spot − 6−month Future spread
Figure 8.1: Crude oil spot price (WTI benchmark), futures prices as traded on the NYMEX
and the implied spot - futures price spread 1983-2017 in constant 2017 $ (Source: FRED,
Thomson Reuters).
spot prices, even when looking at 1-month futures prices.
The lower plot of gure 8.1 shows the spot price vs. futures price spread for maturities h = 1
and h = 6. This spread is also interpreted as the forecast error implied by the dierent futures
maturities i.e. et+h = yt+h − ft+h. The blue curve corresponds to a 1-month futures spread
et+1 and the black line to a 6-months futures spread et+6. In both cases similar observations
can be made: During the rst subsample period from 1986 to 2002, the variability in the
spread remains limited for both the 1-month and the 6-months futures, with the exception
of the two before-mentioned events, which resulted in stronger and longer-lasting spreads.
More important is, however, the evolution in the second subsample: From 2002 onwards
the volatility in the spread increases signicantly and is more pronounced for higher futures
maturities. Figure 8.1 illustrates that relying on oil futures prices as forecasts for the price of
crude oil, as is commonly done by central banks and international organizations (Baumeister
and Kilian, 2014b), can be highly misleading as an indicator of market expectations of the
spot price of oil.
In the following, irrespective of such limitations, crude oil futures are treated and used as
market forecast of the spot price of oil, under the assumption of an underlying asymmetric
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loss function. Consequently, a brief introduction of a few concepts concerning the formal
notations used throughout the chapter as well as the concept of symmetric and asymmetric
loss are given below.
8.1.2 The concept of symmetric and asymmetric loss function
As already stated, yt+h stands for the realization of the target variable of interest, i.e. the
spot price of oil in period t + h, ft+h denotes the forecast of this variable in period t, i.e.
the price of a crude oil futures with maturity h in period t. The market is assumed to act
as forecaster of the crude oil price through futures trading, prices being the result of sup-
ply and demand: Sellers and buyers agree on the equilibrium price based on their available
information. Formally, market participants use information available to them in period t
and this information is summarized in the information set Ωt. The dierence between re-
alization and forecast of the target variable is the forecast error et+h = yt+h − ft+h. It is
important to distinguish between a positive forecast error (et+h > 0) and negative forecast
errors (et+h < 0). The rst case results in an under-prediction (ft+h < yt+h), in the latter
case an over-prediction (ft+h > yt+h) of the target variable of interest.
The way that agents, which produce forecasts, use and incorporate the information available
to them is a frequent and relevant topic in economic research. A fundamental question is
whether forecasters are rational in their information processing. If rationality is rejected
by statistical testing, there exists the possibility to improve forecasts. For this purpose the
introduction of the concept of the loss function is required. First used by Granger (1969),
it describes the economic cost or loss induced by a forecast error. Given the information
set available at time t, a loss function L(.) maps the realizations and the forecasts to non-
negative real numbers so that L(yt+h, ft+h|Ωt) ∈ R+. Alternatively, the loss function can also
be specied as a function of the forecast error, so that L(et+h|Ωt) ∈ R+.
As Elliott et al. (2008) note, most empirical work in testing forecast rationality has focused









. Another loss function












(Hyndman and Koehler, 2006). Both, MSE and
RMSE have in common that they belong to the family of symmetric loss functions, making
the forecaster indierent between an under- or an over-estimation of the target variable: A
positive forecast error et+h has the same loss as a negative forecast error of the same magni-
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tude −et+h so that L (et+h|Ωt) = L (−et+h|Ωt).
The assumption of symmetrical loss was questioned by Granger (1969) who argued that the
cost implied by a positive or negative forecast error should be dierent. Even most primitive
economic conditions should result in an asymmetric loss function (Elliott et al., 2008). This
implies that the loss induced by a positive forecast error is dierent from the one associated
with a negative forecast error of them same magnitude L (et+h|Ωt) 6= L (−et+h|Ωt). This
simple dierence conrms that it might be rational for a forecaster to systematically bias his
forecasts. If e.g. the cost induced by a positive forecast error (under-prediction) is higher
than the one of a negative forecast error (over-prediction), a forecaster facing uncertainty
will have an incentive to reduce the occurrence of under-predictions in comparison with over-
predictions, thus creating a bias. Biased forecasts might, therefore, be a rst indication for
asymmetric loss (Keane and Runkle, 1990).
In the case of crude oil futures, one can assume that the oil futures market, acting as fore-
caster of the spot price of oil, makes its forecasts on the basis of an unobservable loss function,
resulting from supply and demand dynamics as well as underlying preferences of market par-
ticipants. In making its forecasts, the market implicitly minimizes the loss. The most intuitive
way to consider the possibility of asymmetric loss in the oil futures market is to adopt the
point of view of a potential investor. Whereas the information available to an investor on the
future state of the oil market might be imperfect, he receives a strong incentive to minimize
informational decits in order to form the best possible expectations regarding future spot
prices.
If we suppose that the buyer of oil futures is interested in a positive return on investment,
he will only buy those futures contracts that have a price below his expected price of crude
oil in h periods, so that the dierence (an expected positive forecast error) compensates him
for the price risk he has to bear. If futures prices are higher than the expected price of oil
in h-months, no trade will occur, because buyers would expect a loss on their investment
(negative forecast error). Thus, futures prices fall until they reach a level below the expected
price of crude oil (from the investor's perspective) in correspondence with the required risk
premium.
It is worth noting that in the short term, the market entry of index funds, increasingly
the case since 2005 (Hamilton and Wu, 2014), diminishes the risk premium and, thus, the
expected asymmetry. This seems due to the fact that index funds always wish to hold a port-
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folio containing a certain mix of futures contracts with dierent maturities. As Hamilton and
Wu (2014) note, the participation of index funds can even change the recipient of the risk
premium from the long to the short side of the contract, meaning that from a buyers per-
spective the risk premium becomes negative. The reduction of the risk premium would also
be the case, when a buyer of oil futures is not interested in positive returns (such as classical
arbitrageurs), but in hedging against rising crude oil prices. The risk premium should then
depend on the risk aversion of market participants with respect to the expected value of the
spot price.
8.2 Methodological framework
In the framework of this study, an alternative view on the risk premium in oil futures markets
is proposed. The assumption of incorrect predictions by futures evaluated on the basis of a
symmetric loss function, such as the MSE or RMSE would be erroneous, if the underlying
loss proves to be asymmetric. The existence of a non-negative risk premium, implied by the
literature, is a rst indication of asymmetric loss.
An introduction is presented on how to test for biasedness and eciency under symmetric
loss, in order to identify indicators for asymmetry in the loss function. Structural breaks are
considered in testing for unbiasedness and eciency. step-indicator saturation (SIS) is pre-
sented as a method used to estimate structural breaks in time series, which are consequently
controlled within the Mincer-Zarnowitz (MZ) framework. In the second part of this section
we introduce the exible loss function developed by Elliott et al. (2005, 2008) that allows for
asymmetric loss.
8.2.1 Unbiasedness and eciency under symmetric loss
The Mincer and Zarnowitz (1969) regression is typically used to test for forecast unbiasedness
under symmetric and quadratic loss:
yt+h = β0 + β1ft+h + εt (8.3)
Where the joint null hypothesis for unbiasedness is H0: β0 = 0, β1 = 1.
If the null hypothesis can be rejected, there is evidence for biased forecasts, that would
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translate into a systematic over- or under-prediction implied by oil futures. Because of non-
stationary regarding the time series of the spot and futures oil prices, equation (8.3) can be
modied in the following way by enforcing the restriction β1 = 1 and subtracting the forecast
ft+h on both sides of the equation:
et+h = β0 + εt (8.4)
Where et+h is the forecast error observed in period t + h, implied by the h-month futures
contract traded in period t. In case of equation (8.4) the null hypothesis H0: β0 = 0 tests,
whether the forecasts are systematically biased.
As an extension of the MZ approach to evaluate for unbiasedness, forecast eciency can
be tested by augmenting equations (8.3) and (8.4) with wt, a subset of variables, selected
from the information set Ωt available to market participants. This results in following two
equations:
yt+h = β0 + β1ft+h + β
′
2hwt + εt (8.5)
et+h = β0 + β
′
1hwt + εt (8.6)
To evaluate whether market participants use the information available eciently, one can
test the following two null hypotheses H0: β2h = 0 and H0: β1h = 0 respectively. If the
null hypothesis is rejected, there is evidence in both cases that variables in wt contain useful
information that can be used to reduce the forecast error, when a symmetric loss function is
correct. As with biasedness, ineciency in the symmetric case can also be an indication for
an asymmetric loss function.
8.2.2 The Mincer-Zarnowitz framework in the presence of struc-
tural breaks
Recent research indicates that employing the MZ-framework without taking into account
the presence of structural breaks might lead to a false rejection of unbiasedness. Using a
MZ framework based on monthly data, Capistrán (2008) analyses the ination forecasts of
the FED and concludes that they are biased. He contradicts Romer and Romer (2000)
and Sims (2002) that previously came to the conclusion of unbiased forecasts by the FED.
While Romer and Romer (2000) and Sims (2002) do not control for structural breaks in their
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MZ-framework, Capistrán (2008) identies and incorporates structural breaks into the esti-
mation. The appointment of Paul Volcker as chairmen in 1978 changed the FED's forecast
behavior from a systematic under-prediction (positive errors) in the sub-sample until 1987
into a systematic over-prediction (negative errors) in the second sub-sample. Thus, both
eects cancel out in the Romer and Romer (2000) study and resulting in falsely rejecting
unbiasedness.
Another method to control for structural changes while evaluating forecast rationality would
be to split the data in subsamples (e.g. Croushore, 2012; Patton and Timmermann, 2012)
and apply common testing methods to the subsamples. However, as Rossi and Sekhposyan
(2016) note, in many cases the choice of subsamples might not be as straight forward as some
better understood economic events, such as the Great Moderation or the Great Recession.
Furthermore, when multiple breaks exist in the data or the break dates are unknown, addi-
tional robustness checks, based on dierent subsamples, might be necessary. Thus, Rossi and
Sekhposyan (2016) propose an unbiasedness and eciency testing framework that is robust
with respect to structural instabilities. In an empirical application to the FED's Greenbook
forecast they conrm the main results of Capistrán (2008) and Patton and Timmermann
(2012) and nd signicant evidence against the FED's forecast rationality as previously stip-
ulated by Romer and Romer (2000) and Sims (2002).
Using a similar approach Sinclair et al. (2010) test whether the FED incorporates information
about the business and the inationary cycle into its forecasts of GDP growth and ination
respectively. For current period forecasts the information is taken into account, however, this
is not the case for one-quarter ahead forecasts. When the state of the economy is not taken
into account, the FED produces inecient forecasts. The ineciency disappears once the
state of the economy is known to the FED.
Because of the fact, that the oil market has historically been characterized by industry-specic
structural and technological changes (Hamilton, 2011), as well global shifts in demand due
to global business cycle patterns (e.g. Hamilton, 1983; Kilian, 2009; Kilian and Murphy,
2014) it is necessary to account for these shifts when testing for unbiasednesss and eciency
in the MZ-framework. Therefore, we propose following extended MZ-equation to test for
unbiasedness and eciency similar to equation (8.6):




2hst + εt. (8.7)
For testing unbiasedness and eciency the null hypothesis remains the same as in the case
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already mentioned: H0: β0 = 0 and H0: β1h = 0. This approach to test for forecast
unbiasedness and eciency in futures forecasts controls for structural breaks via two dierent
specications. First, the structural break in 2005 identied by Hamilton and Wu (2014) is
included, secondly, a set of structural breaks in the crude oil spot market, as estimated by
SIS, is taken into consideration, as described below.
8.2.3 Structural break identication based on Step-Indicator Satu-
ration
Ignoring structural breaks in tests for forecasting rationality with the classical MZ equa-
tions, might lead to false evidence concerning unbiasedness and eciency, when over the full
sample systematic over- and under-estimations average out (see Capistrán, 2008; Rossi and
Sekhposyan, 2016). The identication of structural breaks in the crude oil spot and futures
markets relies on the work done by Santos et al. (2008), Hendry and Doornik (2014) and
Castle et al. (2015) on indicator saturation methods in the context of model selection.
Closely related to impulse-indicator saturation (IIS) presented and used in the previous
chapter, Castle et al. (2015) propose and analyze a more powerful approach applied to time
series in order to identify structural shifts in the expected level of a dependent variable.
Instead of single impulses for each time period, they add a complete set of step indicators to
a linear regression model:





δj1{t≤j} + ut for t = 1, ..., T (8.8)
yt being the dependent variable, wt encompassing all relevant explanatory variables and the
indicator function 1{t≤j} = 1 for observations up to period j and zero thereafter. Because of
the fact that the number of variables to be estimated exceeds the number of observations, it
is necessary to split the regression approach in the same way as with IIS.
In a rst regression step, Castle et al. (2015) propose to add the rst T/2 indicators to the
linear model and retain those with signicant coecients at the α signicance level. In the
next regression step, the rst T/2 indicators are dropped and the second block of indicators
is added to the model, again retaining the signicant ones. Finally, in a third regression all
retained variables (if any) are included and the signicant ones are identied as structural
shifts in the expected level of the dependent variable. The detection of location shifts in
constant conditional models by SIS has furthermore the correct null retention frequency for
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a nominal selection size of α.
Empirically IIS and SIS have been employed in diverse research elds, among others by
Stillwagon (2016) to identify and evaluate structural shifts in exchange rate markets, by
Pretis et al. (2015) to evaluate shifts in climate change models. Castle et al. (2016) examine
forecast failure in the presence of structural breaks, as illustrated by UK GDP growth and
unemployment rate forecasts.
8.2.4 GMM estimation
In order to determine whether a forecaster has asymmetric preferences Elliott et al. (2005,
2008) introduce a exible loss function:
L(et+h;α, p) = [α + (1− 2α)1(et+h < 0)] ·
∣∣et+h∣∣p. (8.9)
With 0 < α < 1 being the parameter representing the degree of asymmetry (not to confound
with the signicance level) and p > 0 the one determining the loss function curvature. Fur-
thermore 1(.) is the indicator function that takes the value of one, whenever the condition
et+h < 0 holds true and is equal to zero else. The indicator function in conjunction with α
assigns dierent costs to over- or under-predictions of the same value in the loss function.
When xing the value of the asymmetry parameter to α = 0.5 one recognizes the special case
of a symmetric loss function. In the case of p = 1 the loss corresponds to the mean absolute
error (MAE) and in the case of p = 2 to the MSE. Allowing for α 6= 0.5 results in a piecewise
linear (Lin-Lin) and in a piecewise quadratic (Quad-Quad) loss function. The interpretation
of α is as follows: a value α < 0.5 implies that under-predicting the target variable (et+h > 0)
is associated with a lower loss than an over-prediction (et+h < 0). Figure 8.2 shows Lin-Lin
(p=1) and Quad-Quad (p=2) loss functions with an asymmetry parameter α = 0.3 and their
symmetric counterparts MAE and MSE.
In both cases the parameter α < 0.5 results in a clock-wise rotation of the loss curves. It
becomes evident that in comparison with the symmetric cases, the asymmetric loss functions
assign dierent costs to positive and negative forecast errors of the same magnitude. In the
case of α = 0.7 the cost that results from a positive forecast error (et+h > 0) is higher than the
cost resulting from a negative forecast error of the same magnitude. A forecaster with such
a loss function will have the tendency to over-estimate the target variable (yt+h − ft+h < 0).
It is important to note that even small deviations from symmetric loss (α = 0.5) imply
137








α = 0.5 (MAE)
α = 0.3










α = 0.5 (MSE)
α = 0.3
Figure 8.2: Dierent symmetric and asymmetric loss functions.
rather important loss dierences. Take the example of α = 0.45: It implies a loss ratio of
positive and negative forecast errors of α/(1 − α) = 0.45/0.55 ≈ 0.82 corresponding to an
approximate loss dierence of 18 per cent. This underscores that even such an important
deviation from symmetry would be hardly detected by testing the null hypothesis α = 0.5
on commonly used signicance levels. Thus, in the following, estimation results regarding
α have to be interpreted based on their statistical as well as their economic signicance. A
small, insignicant deviation from the symmetric case might already be an indication for
considerable asymmetric preferences of the forecaster.
The fundamental idea behind the EKT approach is to estimate α while xing p (or to estimate
both parameters simultaneously) according to the following rst-order condition:
E (L′(et+h;α, p)|Ωt)) = 0 (8.10)
with L′(.) being the derivative of the loss function with respect to et+h. When condition (8.10)
is satised optimality is achieved, i.e. there remains no information in the information set




wt · [α + 1(et+h < 0)] ·
∣∣et+h∣∣p−1) = 0 (8.11)
where wt is a d×1-dimensional subset of instrumental variables belonging to the information
set Ωt and known in period t, when the forecast is made. The optimality (rationality) test
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is carried out by applying GMM estimation of the parameter α (while holding p xed) and
computing the usual J-statistic for model over-identication to test the null hypothesis of
validity (Hansen, 1982).
Furthermore, the EKT approach allows to assess whether the forecaster used the information
available in a rational way which becomes evident when deriving the rst-order conditions
needed for the GMM estimation. If no more information remains in the set of instrumen-
tal variables, one should be able to reject the following null hypothesis H0 : β = 0 in
L′(et+h;α, p) = β
′wt + ut+h. Consequently the moment conditions E (wt · ut+h) = 0 can be
rewritten as E (wt · (L′(et+h;α, p)− β′wt)) = 0 which then reduces to equation (8.11) under
the null of rationality.
The EKT approach reverses the methodology in comparison with a traditional and modied
Mincer and Zarnowitz (1969) framework in order to determine whether a forecaster is ratio-
nal and produces optimal forecasts. In their approach, the estimation of the shape parameter
α, while xing p = 1 and p = 2, leads to a loss function that is most compatible with the
assumption of rational forecasters, using all available information eciently. On the other
hand, the traditional approach proposes an assumed loss function, usually the symmetric
MSE loss, and then uses the MZ equation to test for unbiasedness and eciency of forecast-
ers.
To test the assumption of information eciency that has to coincide with the optimal value of
zero in the GMM estimation of the target function, Elliott et al. (2005) propose the following















wt [α̂− 1 (et+h < 0)] ·
∣∣et+h∣∣p−1}
(8.12)




t [1 (et+h < 0)− α]
2
∣∣et+h∣∣2p−2) and α̂ being a




∣∣et+h∣∣p−1]′ Ŝ−1 [∑T−1t=0 wt∣∣et+h∣∣p−11 (et+h < 0)][∑T−1
t=0 wt
∣∣et+h∣∣p−1]′ Ŝ−1 [∑T−1t=0 wt∣∣et+h∣∣p−1] (8.13)
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Given d > 1 instruments used in the estimation, and due to the fact that one degree of
freedom is lost in the estimation of α, the J-statistic is asymptotically χ2d−1 distributed under
the null of optimality. As mentioned the whole procedure consists of a joint estimation of
the shape parameters of the loss function as well as a test of forecast optimality. Specically,
given the instrumental variables wt the EKT approach estimates the value α̂ while xing
p = 1 and p = 2, that are consistent with forecast optimality. Consequently, if no optimal
loss parameter values exist because some moment conditions result in considerable dierent
estimates, the J-statistic will reject the null hypothesis of optimality. For the purpose of the
empirical analysis that follows, if optimality is rejected by the J-test for over-identication
we do not consider the value of α̂ as valid.
8.3 Empirical application
This section provides an application of the before-mentioned methods to crude oil spot and
futures prices. First, the instrument sets, data used and their sources are presented. Then
SIS is applied to the WTI crude oil price series, in order to detect structural level shifts that
need to be accounted for. Based the results achieved, a review concerning unbiasedness and
eciency in presented, using the MZ framework under symmetric loss, before using the EKT
approach to estimate and evaluate the degree of asymmetry in the crude oil futures market.
Finally, an exemplary rolling window estimation of the asymmetry parameter α̂ is presented
in order to evaluate time-varying market preferences.
For all specications, the unbiasedness and eciency hypotheses are tested by standard F -
tests based on a heteroscedasticity and autocorrelation consistent (HAC) covariance matrix
estimator (Newey and West, 1987). Relaxing the condition of symmetry, the GMM estima-
tion follows the continuously updating estimator, discussed in Hansen et al. (1996) with a
quadratic spectral kernel and bandwidth choice according to Andrews (1991). For numeri-
cal optimization, the quasi-Newton method proposed simultaneously by Broyden, Fletcher,
Goldfarb and Shanno (see Broyden, 1970) is applied.
8.3.1 Data
The empirical analysis covers the period from January 1984 until December 2017. As the
analysis is limited to the US futures market, for yt the WTI benchmark spot price is used as
realizations of the oil price and futures prices, traded on the NYMEX for oil price forecasts
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to the horizons h = 1, ..., 6. All prices are deated by the US CPI.1
Formally, one observes in period t the spot price of oil yt and the futures prices with maturity
h, ft+h, interpreted as forecast for period t + h. By contrast the forecasts for period t were
observed as futures prices in periods t − h for each futures maturity. The forecast error for
period t given a futures maturity h is consequently constructed as dierence between the
observed spot price in period t and futures price in period t− h: et = yt − ft−h.
It is very important to construct the instrument sets based on the information setwt available
to market participants in period t. In a rst step, the instrument sets of the original approach,
proposed by Elliott et al. (2005, 2008) are adopted, using for each horizon h, a constant (set
A) wt = (1)
′. Second, a constant and the lagged forecast error is assumed, corresponding
with the horizon in question (set B) and observed in period t− 1,wt = (1, e(t−h)−1)′. Finally,
an instrument set is adopted, consisting of the rst lag of the real oil price, the rst in addi-
tion to a constant (set C) wt = (1, rpot−1)
′ and an instrument set, consisting of a constant
as well as the rst and second lags of the real oil price (set D) wt = (1, rpot−1, rpot−2)
′. In
both cases the real price of oil is expressed in growth rates.
Finally, a wide range of nancial variables is employed in the tradition of Fama and French
(1987, 1988) that have been used in the literature to explain returns on commodities futures
in general and crude oil futures in particular. The variables employed as well as the cor-
responding studies are shown in table 8.1. For the sample period covered and given data
availability we were able to recreate and include 26 series previously employed in the liter-
ature, allowing to construct the following instrument sets wit = (1, var
i
t−1) for each variable
varit i = 1, ..., 26. For the sake of completeness and further robustness, principal component
analysis (see e.g. Jollie, 2002), is used for aggregating the information into a reduced number
of variables. Out of the 26 principal components extracted, only the rst 5 components are
used that account for 62% of the total information and construct two last instrument sets
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Data sources for the construction of the series are provided in the appendix. The afore-
mentioned studies include a wider range of explanatory variables to explain return on futures
prices, some of which are discarded in the analysis because of data availability and non-
stationarity in their original.
1WTI series are retrieved from the FRED database with the series code CRUDOIL. Futures prices are
retrieved from the Thomson Reuters database with the series codes NCL00, NCL02, NCL03, NCL04, NCL05,
NCL06. US CPI is retrieved from the FRED database with the series code CPIAUCSL
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After the baseline estimation that does not consider structural shifts, we further estimate
two specications that control for possible structural breaks. First, we include the structural
break as identied by Hamilton and Wu (2014), modeled as a dummy taking the value of
1 starting in January 2005. Secondly, as a further robustness check we include the shifts
estimated by SIS with regard to the real price of oil as presented below. The underlying
assumption is that because of the linkages between spot market and futures market for crude
oil by an arbitrage condition (Fattouh et al., 2013), structural changes aecting the spot
market also might aect the futures market and thus the risk premium, modeled by the fore-
cast error. As a nal robustness check, time-varying estimates of the asymmetry parameter
α are explored.
8.3.2 Structural breaks with regard to the WTI oil price series
In this section, the R-implementation of SIS (Castle et al., 2015) by Sucarrat et al. (2016)
are applied to estimate the mean levels of the WTI spot price of crude oil (expressed in
constant 2017 $) between January 1984 and December 2017. The shifts selected at the 0.1%
signicance level are shown in gure 8.3.
The rst signicant shift occurs in July 1991 when the average Dollar value of a barrel of
crude oil changes from around $45 to $31. A slight reversal to a mean value of $37 is esti-
mated in January 1999. The level remains stable for ve years, but the next two signicant
shifts are identied in March 2004 and June 2005. A large increase is then estimated in
November 2007 leading to a peak in the average value of around around $120 per barrel, but
still below the peak in the real spot price of oil in July 2008 at slightly over $145 per barrel.
An important negative level shift is estimated in November 2008, following the start of the
Great Recession. Two positive shifts in May 2009 and in August 2011 mark a recovery of
the oil price. In December 2014 however, an important negative shift is identied, stabilizing
the expected level around the mark of $49 per barrel.
Although Hamilton and Wu (2014) specically limit their analysis to the price of oil futures
and nd signicant changes in the futures market structure from 2005 onwards, a comparison
with the estimation results provides acceptable results. With the exception of the rst two
shift, that slightly compensate each other and are limited in absolute terms, the remaining
level shifts estimated by SIS are located around and after the year 2005. Thus, the SIS results
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Figure 8.3: Real WTI spot price (in 2017 $) with steps selected by SIS at 0.1 % over the
sample period January 1984 to December 2017 (Source: FRED).
8.3.3 Results under symmetry and asymmetry
In this section the main empirical ndings are presented and discussed for each specication:
 The whole sample without taking into account structural breaks,
 the whole sample including the Hamilton and Wu (2014) structural break and
 the structural breaks as implied by SIS.
The results concerning unbiasedness and eciency tests under symmetry are shown, based
on the (modied) MZ regression in equations in equations (8.6) and (8.7). Additionally, the
results concerning the estimate of the asymmetry parameter α are presented as well as the
rationality (optimality) of the market prediction, if asymmetric preferences are permitted.
Finally, time-varying estimates of the asymmetry parameter α resulting from the rolling win-
dow estimation are outlined.
The empirical application follows the literature, xing the curvature parameter to p = 1 and
p = 2 in the EKT loss function (see equation (8.9)) and present the results for both cases.
Furthermore, it is worth noting that the results are based on the absolute forecast error terms
et+h for each futures horizon as they point to a better t under asymmetry. The estimation
results expressed in relative forecast errors et+h/ft+h were comparable when looking at the
estimates α̂ of the asymmetry parameter, but slightly less consistent across all specications
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and also resulted in more frequent optimality rejections under asymmetry.
We recall that the aim of this chapter is to nd evidence for a non zero risk premium by
applying the EKT framework to crude oil futures and estimate the asymmetry parameter α.
Before going into a detailed discussion of the results for each specication, we will briey point
to the main ndings that we observe consistently across all specications and instrument sets.
 Under the assumption of symmetric loss, we are unable to reject unbiasedness and
eciency in the majority of cases using the MZ equations.
 When allowing for asymmetric loss however, we nd consistent estimates of the asymme-
try parameter α̂ < 0.5, implying a preference of market participants to under-estimate
the crude oil price through futures pricing. This result is in line with the existence of
a positive risk premium on crude oil futures.
 The values of α̂ have a tendency to decrease with higher futures maturities.
 When xing p = 2 and for the instruments sets containing the individual nancial
variables (sets 1-26), we estimate inconsistent estimates of α.
 We observe very few rejections of forecast rationality under asymmetric loss. Again, a
few exceptions are observed for individual nancial instrument sets.
Baseline specication without structural breaks 1984-2017
Table 8.2 shows the results using the basic EKT instrument sets A-D outlined above. The
rst main column (Results under symmetry) shows the p-values with regard to the null hy-
pothesis of unbiasedness (set A) and eciency (sets B-D) under symmetric loss and for each
maturity h = 1, ..., 6. The second main column (Results under asymmetry) contains the
estimation result for the asymmetry parameter α̂ and the J-statistic with the corresponding
p-value for testing forecast optimality (model validity) for the curvature cases p = 1 and
p = 2. As a note, because instrument set A contains a single constant and we estimate a
unique parameter α̂, the model is exactly identied and the J-statistic is always equal to zero.
In the symmetric case one notes that unbiasedness cannot be rejected for any maturity. The
same is mostly true for the null hypothesis of eciency. Only the eciency at the 5% sig-
nicance level can be rejected in the case of the instrument set B for maturities h = 4 and
h = 5. Relaxing the condition of symmetry and looking at the results for α̂ that are not





p = 1 p = 2
Horizon Set p-val α̂ J-stat p-val α̂ J-stat p-val
h = 1
A 0.825 0.478 0.000 1.000 0.511 0.000 1.000
B 0.383 0.479 0.028 0.867 0.474 0.478 0.489
C 0.322 0.478 0.002 0.967 0.444 1.216 0.270
D 0.270 0.478 0.205 0.903 0.438 4.507 0.105
h = 2
A 0.715 0.458 0.000 1.000 0.518 0.000 1.000
B 0.876 0.458 0.018 0.894 0.499 0.104 0.747
C 0.472 0.458 0.189 0.664 0.444 0.691 0.406
D 0.222 0.459 0.805 0.669 0.445 4.173 0.124
h = 3
A 0.753 0.446 0.000 1.000 0.516 0.000 1.000
B 0.337 0.445 0.056 0.813 0.494 0.256 0.613
C 0.723 0.447 0.080 0.777 0.455 0.329 0.566
D 0.395 0.443 1.974 0.373 0.433 3.025 0.220
h = 4
A 0.821 0.444 0.000 1.000 0.513 0.000 1.000
B 0.042 0.436 0.728 0.394 0.416 0.855 0.355
C 0.845 0.445 0.104 0.747 0.465 0.180 0.671
D 0.123 0.443 5.966 0.051 0.398 4.683 0.096
h = 5
A 0.850 0.412 0.000 1.000 0.512 0.000 1.000
B 0.020 0.408 0.896 0.344 0.389 0.422 0.516
C 0.973 0.411 0.182 0.670 0.521 0.033 0.856
D 0.271 0.410 0.473 0.790 0.383 2.848 0.241
h = 6
A 0.877 0.446 0.000 1.000 0.511 0.000 1.000
B 0.121 0.453 0.418 0.518 0.378 0.320 0.572
C 0.946 0.446 0.021 0.884 0.507 0.130 0.719
D 0.323 0.464 5.119 0.077 0.322 2.453 0.293
Table 8.2: Unbiasedness and eciency results under symmetry and estimates α̂ with the
corresponding J-statistic and p-values for the null of optimality under asymmetry for the
EKT instruments with no structural breaks.
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can be recognized, which are repeatedly estimated throughout this chapter. In the case of
p = 1, for all futures horizons and all instrument sets, values α̂ are estimated that are smaller
than 0.5. Furthermore, up to horizon h = 5, the value of α̂ has a tendency to decrease. It
increases slightly for maturity h = 6, while remaining below the symmetric value of 0.5. At
the 5% signicance level one observes no rejections of forecast optimality, implying that the
estimates of α are valid.
For p = 2, the results show roughly the same pattern with minor dierences. With the excep-
tion of the cases mentioned below, all estimated values of the symmetry parameter remain
α̂ < 0.5. For the instrument set A (constant) no indication of asymmetry exists, as the point
estimates α̂ oscillate around 0.5. In the case of the instrument set B (lagged forecast error)
for maturities h = 2 and h = 3 and set C (lagged oil price) for futures maturities h = 5
and h = 6, comparable values close to 0.5 can be observed. The tendency for the α̂ values
to decrease with increasing futures maturities is also noted for most sets after h = 2. More
importantly, no rejections of forecast optimality at the 5% signicance level can be detected.
Before looking at the estimates resulting from further instrument sets and model specica-
tions, an exemplary brief interpretation of the α̂ value is presented. Let's recall from section
8.2.4 that a value α̂ < 0 implies a preference to underestimate the spot price of crude oil as
the cost of overestimating is higher. For example given p = 1, h = 4 and instrument set B
results in an estimate α̂ = 0.436, implying ˆalpha/(1 − α̂) = 0.436/0.564 ≈ 0.77 correspond-
ing to an approximate loss dierence of 23 per cent. An over-estimation is thus 23 per cent
costlier than an under-estimation of the same magnitude. In the case of p = 1, h = 5 and
instrument set B the loss dierence corresponds to 31 per cent. Thus on average and over
the whole sample, the market has a tendency to underestimate the spot price of crude oil
through futures pricing, implying the existence of a positive risk premium on crude oil futures.
The evidence for asymmetry is also conrmed by the estimation using the 26 nancial in-
strument sets. First, as in the previous case, with four exceptions, instrument set 6 (change
in default premium Baa-20YGB) for maturity h = 6, instrument set 16 (term spread 5YGB-
2YGB) for h = 5 and instrument sets 15 and 16 (term spreads 2YGB-1YGB and 5YGB-
2YGB) for maturity h = 6, no rejections of eciency can be observed using the MZ equations
under symmetry. Consequently we primarily focus on the results under asymmetry as shown
in gures 8.4 and 8.5 for the curvature cases p = 1 and p = 2, respectively.
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































metry for the case p = 1 is allowed. In the upper part of the gure, the rejection of the
null hypothesis of forecast optimality (model validity) for all instrument sets across all fu-
tures maturities can be seen. Under green, the null hypothesis of rationality cannot be
rejected at the 10% signicance level, under yellow, the null hypothesis can be rejected at
the 10% signicance level and under red the null hypothesis can be rejected at the 5% level.
A small number of optimality rejections becomes evident. We can reject forecast optimality
on the 5% signicance level for h = 1 and instrument sets 4 (change in 3-month T-bill rate)
and 6 (change in default premium Baa-20YGB). We can reject forecast optimality on the
10% signicance level for h = 2 and instrument set 9 (returns on S&P500 index) as well as
for h = 3 given instrument sets 1 (returns on CRSP value-weighted equity index) and 13
(market portfolio excess return).
The remaining valid point estimates α̂ suggest, as the previous results estimated based on
the basic EKT instruments, that the market might indeed follow an asymmetric loss func-
tion. α̂ < 0.5 for all cases and we observe a tendency for α̂ to get smaller with higher futures
maturities. Similarly as before, for h = 6 we observe a slight reversal, the estimate α̂ however
remains far below the symmetric case of 0.5.
Figure 8.5 repeats the results for the case p = 2. Surprisingly, given that we observe no
rejection in forecast optimality, whereas in the previous case all instrument sets resulted in
similar point estimates α̂, no such clustering for p = 2 can be identied. Some tendency for
instrument sets to result in smaller α̂ values for longer maturities, for other instrument sets
no real change can be observed. In some cases, values above 0.5 can be seen consistently
and no rejections of optimality are registered. The results for p = 2 are surprising, especially
when keeping in mind the similarity of the results for p = 1 and p = 2 when using the basic
EKT instrument sets from table 8.2. Two explanations come to mind. First, Baumeister and
Kilian (2016a) observe partially substantial dierences when evaluating the OLS-estimates
of the risk premium based on equation (8.2). This would indicate the presence of weak in-
struments in some instrument sets. Second, as will be conrmed by the results under the
specication with the Hamilton & Wu (HW) structural break and the SIS structural breaks,
the inconsistency is observed uniquely for p = 2, pointing to the possibility that the shape
of the loss function is simply better represented by p = 1.
Finally, table 8.3 contains the results when the two instrument sets based on principal compo-





p = 1 p = 2
Horizon Set p-val α̂ J-stat p-val α̂ J-stat p-val
h = 1
27 0.851 0.466 4.076 0.539 0.462 1.839 0.871
28 0.639 0.469 4.594 0.467 0.509 3.348 0.647
h = 2
27 0.848 0.450 1.830 0.872 0.468 2.497 0.777
28 0.638 0.448 5.264 0.384 0.511 4.113 0.533
h = 3
27 0.767 0.428 3.774 0.582 0.405 4.250 0.514
28 0.643 0.449 2.693 0.747 0.527 3.432 0.634
h = 4
27 0.722 0.439 2.424 0.788 0.399 4.194 0.522
28 0.571 0.444 1.782 0.878 0.455 2.290 0.808
h = 5
27 0.744 0.412 1.929 0.859 0.422 2.177 0.824
28 0.408 0.406 1.504 0.913 0.392 2.308 0.805
h = 6
27 0.711 0.448 2.921 0.712 0.402 1.583 0.903
28 0.663 0.443 1.198 0.945 0.368 1.779 0.879
Table 8.3: Eciency results under symmetry and estimates α̂ with the corresponding J-
statistic and p-values for the null of optimality under asymmetry for the instrument sets
based on principal components with no structural breaks.
with those implied by the EKT instruments, as seen in table 8.2 above. In no case, can ef-
ciency be rejected under symmetric loss. In the case of p = 1, all values of α̂ are smaller
than 0.5, showing a slight tendency in decreasing values for increasing futures maturities,
with the exception for h = 6. For p = 2 very similar results are estimated. With the three
exceptions regarding instrument set 28 for maturities h = 1, h = 2 and h = 3, values α̂
smaller than 0.5 are estimated, with a tendency to decrease with longer futures horizons.
For both cases p = 1 and p = 2 optimality is never rejected, implying valid results for
the estimates α̂. As for the previous instrument sets, over the majority of horizons we esti-
mate values of α̂ < 0.5 that are rational with a loss function that penalizes over-predictions in





p = 1 p = 2
Horizon Set p-val α̂ J-stat p-val α̂ J-stat p-val
h = 1
A 0.730 0.478 0.000 1.000 0.511 0.000 1.000
B 0.408 0.479 0.176 0.916 0.476 0.504 0.777
C 0.393 0.478 0.173 0.917 0.451 1.362 0.506
D 0.298 0.479 0.347 0.951 0.438 4.714 0.194
h = 2
A 0.517 0.458 0.000 1.000 0.518 0.000 1.000
B 0.749 0.459 0.194 0.907 0.494 0.303 0.859
C 0.463 0.459 0.390 0.823 0.446 0.637 0.727
D 0.230 0.460 1.097 0.778 0.433 4.420 0.220
h = 3
A 0.386 0.446 0.000 1.000 0.516 0.000 1.000
B 0.175 0.445 0.065 0.968 0.470 0.466 0.792
C 0.512 0.447 0.079 0.961 0.458 0.312 0.856
D 0.283 0.443 2.009 0.570 0.424 3.194 0.363
h = 4
A 0.324 0.444 0.000 1.000 0.513 0.000 1.000
B 0.016 0.435 0.785 0.675 0.415 0.938 0.626
C 0.532 0.444 0.177 0.915 0.466 0.273 0.872
D 0.163 0.448 5.769 0.123 0.395 4.695 0.196
h = 5
A 0.361 0.412 0.000 1.000 0.512 0.000 1.000
B 0.004 0.409 0.952 0.621 0.395 0.439 0.803
C 0.640 0.412 0.256 0.880 0.498 0.421 0.810
D 0.232 0.411 0.580 0.901 0.378 2.854 0.415
h = 6
A 0.386 0.446 0.000 1.000 0.511 0.000 1.000
B 0.037 0.458 0.696 0.706 0.390 0.341 0.843
C 0.612 0.451 0.170 0.918 0.474 0.369 0.831
D 0.233 0.466 5.390 0.145 0.335 2.541 0.468
Table 8.4: Unbiasedness and eciency results under symmetry and estimates α̂ with the
corresponding J-statistic and p-values for the null of optimality under asymmetry for the
EKT instruments with the Hamilton and Wu (2014) structural break.
Specication with the Hamilton and Wu (2014) structural break 1984-2017
In the following, the results under symmetric and asymmetric loss, controlling for the Hamil-
ton and Wu (2014) structural break in 2005 are discussed. Focus is laid on the similarities and
the few dierences in comparison to the specication without structural breaks, discussed in
the previous subsection. Table 8.4 shows the results using the basic EKT instrument sets,
while controlling for the Hamilton and Wu (2014) structural break. The evaluation of unbi-
asedness under symmetric loss, the null hypothesis for any futures maturity (even though the
p-values are smaller) can be rejected in no case. Eciency is rejected for instrument set B
for maturities h = 4, h = 5 and h = 6, thus giving a weak signal of possible asymmetry. Re-
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laxing the condition of symmetric loss and looking at the results for p = 1, leads to the same
pattern as before: All estimates α̂ of the asymmetry parameter are smaller than 0.5 and a
consistent decrease of all estimates the higher the maturity with the exception for h = 6 (still
lower than 0.5) can be identied. The results for p = 2 are very similar: With the exception
of the instrument set A (constant), for which we estimate values α̂ very slightly above 0.5 for
all maturities, all other estimates are smaller than 0.5 and decrease with increasing futures
maturities. For both cases p = 1 and p = 2 optimality is never rejected implying valid results
for the estimates α̂ that conrm the previous pattern.
Figures 8.6 and 8.7 show the results of the estimations under asymmetry with regard to
the 26 nancial instrument sets. As before, using the MZ framework, very few rejections
of eciency in the symmetric case can be observed. Thus we focus on the estimates under
asymmetry. In gure 8.6 optimality is rejected on the 10% signicance level for a single case,
set 6 (change in default premium Baa-20YGB) for h = 1. For all remaining valid point esti-
mates for the asymmetry parameter α̂, one notes that α̂ < 0.5 for all cases, and a tendency
for α̂ to get smaller with higher futures maturities. Again, for h = 6, a slight reversal is
noticeable, however, far below the symmetric case of 0.5.
The case p = 2 similarly diverges from the previous results in the sense that no such consis-
tent clustering for all 26 instrument sets is recognizable. In comparison with the specication
that does not control for structural breaks, a much higher number of values α̂ that are smaller
than 0.5 are observed. The decreasing pattern with increasing futures maturities is also more
visible, in comparison with the specication without structural breaks. Optimality cannot
be rejected for any case.
Finally, table 8.5 contains the results for the two instrument sets based on principal com-
ponents, extracted from the 26 nancial variables (sets 27 and 28). Again, the results are
consistent and comparable with the previously mentioned patterns. In no case can eciency
be rejected under symmetric loss. In the case of p = 1, all values of α̂ are smaller than
0.5 and show a slight tendency to decrease for increasing maturities. The result for h = 6
represents the exception of the overall trend, whereas for p = 2 very similar results to p = 1
are estimated.
Besides the same three exceptions regarding instrument set 28 for futures maturities h = 1,
h = 2 and h = 3, consistently values α̂ smaller than 0.5 are reported, with a tendency to






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































p = 1 p = 2
Horizon Set p-val α̂ J-stat p-val α̂ J-stat p-val
h = 1
27 0.871 0.465 4.624 0.593 0.463 1.949 0.924
28 0.679 0.469 5.238 0.514 0.514 3.306 0.770
h = 2
27 0.786 0.451 1.902 0.929 0.472 2.508 0.868
28 0.654 0.450 5.320 0.504 0.522 4.131 0.659
h = 3
27 0.658 0.429 3.897 0.691 0.385 4.371 0.627
28 0.580 0.450 2.699 0.846 0.548 3.526 0.741
h = 4
27 0.678 0.440 2.515 0.867 0.368 4.467 0.614
28 0.453 0.444 1.824 0.935 0.457 2.542 0.864
h = 5
27 0.674 0.415 2.123 0.908 0.432 2.286 0.892
28 0.390 0.408 1.618 0.951 0.377 2.394 0.880
h = 6
27 0.582 0.455 3.284 0.773 0.414 1.565 0.955
28 0.593 0.446 1.458 0.962 0.367 1.790 0.938
Table 8.5: Eciency results under symmetry and estimates α̂ with the corresponding J-
statistic and p-values for the null of optimality under asymmetry for the instrument sets
based on principal components with the Hamilton and Wu (2014) structural break.
rejected implying valid results for the estimates α̂.
The estimates when controlling for the HW structural break thus conrm the previous base-
line estimates. First, the MZ-equations do not reject uniasedness and only in some cases
reject eciency. Values α̂ < 0.5 are consistently estimated based on all instrument sets,
implying that market participants have a preference to under-estimate the sport price of oil
through futures pricing. This is in line with the existence of a positive risk premium on
futures contracts. We observe the same pattern for α̂ to decrease with higher maturities,
indicating increasing risk premia for longer horizons. The inconsistent results based on the
26 nancial instrument are again observed. The possibility of weak instruments or a better





p = 1 p = 2
Horizon Set p-val α̂ J-stat p-val α̂ J-stat p-val
h = 1
A 0.767 0.478 0.000 1.000 0.511 0.000 1.000
B 0.615 0.476 3.976 0.948 0.457 5.807 0.831
C 0.525 0.472 3.726 0.959 0.442 7.698 0.658
D 0.291 0.471 3.859 0.974 0.424 11.404 0.410
h = 2
A 0.759 0.458 0.000 1.000 0.518 0.000 1.000
B 0.973 0.462 3.800 0.956 0.507 7.511 0.676
C 0.711 0.462 3.628 0.963 0.483 8.321 0.598
D 0.284 0.459 5.331 0.914 0.447 12.792 0.307
h = 3
A 0.822 0.446 0.000 1.000 0.516 0.000 1.000
B 0.243 0.380 7.687 0.659 0.322 11.906 0.291
C 0.892 0.404 5.215 0.876 0.492 7.624 0.665
D 0.368 0.380 7.872 0.725 0.406 13.147 0.284
h = 4
A 0.855 0.444 0.000 1.000 0.513 0.000 1.000
B 0.038 0.376 14.252 0.162 0.212 11.247 0.339
C 0.956 0.444 10.726 0.379 0.555 5.918 0.822
D 0.168 0.427 17.533 0.093 0.412 14.257 0.219
h = 5
A 0.724 0.412 0.000 1.000 0.512 0.000 1.000
B 0.011 0.440 14.318 0.159 0.153 11.070 0.352
C 0.867 0.426 10.608 0.389 0.553 9.357 0.499
D 0.192 0.424 11.644 0.391 0.433 11.398 0.411
h = 6
A 0.620 0.446 0.000 1.000 0.511 0.000 1.000
B 0.032 0.548 7.685 0.660 0.175 9.894 0.450
C 0.776 0.512 5.839 0.829 0.556 11.551 0.316
D 0.162 0.560 15.670 0.154 0.477 12.225 0.347
Table 8.6: Unbiasedness and eciency results under symmetry and estimates α̂ with the
corresponding J-statistic and p-values for the null of optimality under asymmetry for the
EKT instruments with structural breaks implied by SIS.
Specication with the SIS structural breaks 1984-2017
In the following, the results under symmetric and asymmetric loss are highlighted under
conditions of controlling for structural breaks, as estimated by SIS (see section 8.3.2). Ta-
ble 8.6 shows the results under symmetry and asymmetry based on the baseline instrument
sets proposed by EKT. With a few exceptions, the main patterns previously mentioned are
conrmed. In no case can unbiasedness be rejected. Eciency on the other hand is rejected
when considering instrument set B for maturities h = 4, h = 5 and h = 6.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































of sets B and D for h = 6. A consistent decrease of all estimates up to h = 3 can be ob-
served, where α̂ stabilizes for subsequent maturities. The results for p = 2 point to the same
direction. With the exception on the subsequent mentioned cases, all estimates α̂ < 0.5 with
a tendency to decrease up to horizon h = 3. Values α̂ > 0.5 appear for all estimates based
on set A, set B for h = 2 and set C for h = 4, h = 5 and h = 6. Finally, optimality is only re-
jected in the case of p = 1 for set D and h = 4, implying that valid results for the estimates α̂.
Figures 8.8 and 8.9 show the results of the estimation under asymmetry for the 26 nancial
instrument sets. Comparable with previous results, very few rejections of eciency in the
symmetric case can be observed so that again, we focus on the estimates under asymmetry.
As seen in gure 8.8, optimality cannot be rejected for any estimate. With respect to the
point estimates for the asymmetry parameter α̂, the conclusion can be drawn that α̂ < 0.5
for all cases and that there is a tendency for α̂ to get smaller up to h = 3. A reversal for
h = 4 and h = 5 can be seen, however, still remaining below 0.5. For h = 6, on the other
hand, one even observes signicantly higher values than 0.5 for α̂.
The case p = 2 diers signicantly from previous results with respect to a reversal of the
pattern. Whereas estimates for h = 1 are compatible with previous values α̂ < 0.5, an in-
crease in the estimates α̂ can be observed, starting with a maturity h = 2 up to h = 6 which
are consistently above 0.5. Optimality is again not rejected for any case. This results seem
to suggest that market participants prefer an over-estimation of the spot price of crude oil
when pricing crude oil futures, implying that the risk premium is negative.
Finally, table 8.7 contains the results, taking into consideration the two instrument sets based
on principal components, extracted from the 26 nancial variables (sets 27 and 28). The re-
sults are again comparable with the patterns previously highlighted. In no case can eciency
under symmetric loss be rejected. Concerning the case for p = 1, all values of α̂ are smaller
than 0.5 with the exception of set 27 for h = 6. A slight tendency in decreasing values α̂ for
increasing futures maturities up to h = 3 emerges. For p = 2 very similar results are shown.
Besides the exceptions for set 28 and h = 4 as well as for set 27 and h = 6, consistently
values α̂ smaller than 0.5 appear, with slight tendencies to decrease up to the futures horizon
h = 3. For both cases p = 1 and p = 2 optimality is never rejected, implying valid results of
the estimates α̂.
The estimates when controlling for the SIS structural breaks thus also mainly conrm the





p = 1 p = 2
Horizon Set p-val α̂ J-stat p-val α̂ J-stat p-val
h=1
27 0.826 0.460 11.465 0.649 0.432 8.420 0.866
28 0.425 0.466 10.942 0.691 0.486 16.037 0.311
h=2
27 0.702 0.462 6.912 0.938 0.471 9.999 0.762
28 0.639 0.456 8.995 0.831 0.481 12.756 0.546
h=3
27 0.596 0.376 9.123 0.823 0.336 11.588 0.639
28 0.621 0.396 8.108 0.884 0.468 13.232 0.508
h=4
27 0.328 0.479 12.377 0.576 0.337 10.259 0.743
28 0.501 0.452 11.546 0.643 0.512 7.878 0.896
h=5
27 0.226 0.444 12.017 0.605 0.402 10.189 0.748
28 0.410 0.419 10.467 0.727 0.482 7.968 0.891
h=6
27 0.260 0.528 10.333 0.737 0.603 13.531 0.485
28 0.622 0.482 7.203 0.927 0.463 8.482 0.863
Table 8.7: Eciency results under symmetry and estimates α̂ with the corresponding J-
statistic and p-values for the null of optimality under asymmetry for the instrument sets
based on principal components with the SIS structural breaks.
and only in some cases reject eciency. Values α̂ < 0.5 are consistently estimated based on
all instrument sets, implying that market participants have a preference to under-estimate
the sport price of oil through futures pricing. This is in line with the existence of a positive
risk premium on futures contracts. We observe the same pattern for α̂ to decrease with
higher maturities, indicating increasing risk premia for longer horizons. The inconsistent
results based on the 26 nancial instrument are again observed when xing p = 2. Moreover
the results even contradict all previous estimates as we observe a much larger number of




In the following, the rolling-window estimates α̂ using the basic EKT instrument set B are
presented. The results rely on a window of 72 months, the rst value for α̂ is estimated
for December 1989, using the window January 1984 to December 1989, the last value for
December 2017 based on the window January 2012 to December 2017.
An important peculiarity of the rst rolling-window results, is the sensitivity of the EKT
framework against outliers, when the estimation is based upon shorter sample sizes in com-
parison to the whole sample. This materializes by highly volatile and extreme values of α̂,
in combination with a very high number of optimality rejections within each window.
Figure 8.10 provides an example of the evolution of α̂ for futures maturity h = 3, using
instrument set B (lagged forecast error) and setting p = 1. Not only are estimates α̂ closer
to 1 or 0 more dicult to interpret, but jumps from one extreme to another are hardly
justiable, keeping in mind, that dierences in the sample originate from the addition and
removal of a single observation only by advancing the sample window. In the particular case
shown in gure 8.10 we even see that optimization in the GMM estimation doesn't result
in convergence November 2014, as can be seen in a negative estimate α̂. Such sensitivity
to outliers can be corrected by applying IIS, as in the previous chapter. We thus apply IIS
to the forecast error series for each futures maturity and each estimation window and set
the signicance level of variable retention to 0.1%. On average 1.8 outliers were detected
per estimation window. Again, the estimation is executed while xing p = 1 and p = 2.
All results conrm and complement the patterns that we observed previously over the three
specications covering the whole sample.
The results when controlling for outliers based on instrument set B can be seen in gure
8.11. Irrespective of p = 1 or p = 2 and the horizon h, the estimated asymmetry parameter
α̂ oscillates around the value of 0.5 during the 1990s. It implies no clear market preference to
under-estimate or over-estimate the spot price of crude oil by future prices. In other words,
no clear indication of a non-zero risk premium can be observed. After a consistent temporary
increase around 1999 across all futures horizons, overall values α̂ are observed which decrease
from 2000 onwards and remain consistently below the value of 0.5. α̂ return to the symmet-
ric case in 2016 for p = 1. For p = 2 the value for α̂ returns to 0.5 in late 2009. Within
this time frame, futures prices thus reect clear tendencies of market participants to highly
under-estimate the spot price of crude oil, in xing futures prices. This is consistent with a
positive risk premium on crude oil futures. We recall that it is within this period, that the
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Asymmetry parameter α̂











Figure 8.10: Rolling window estimate of alpha without controlling for outliers (length=72
months, p=1, h=3, instrument set B).
spot market experienced very strong prices increases accompanied by a high volatility.
The end of the analyzed sample period is characterized by values of α̂ > 0.5, especially for
p = 2. So contrary to previous episodes, market participants over-estimated the spot price
of oil through futures pricing, resulting in negative risk premia on crude oil futures. In other
words, the buyers of futures contracts pays the premium to the short side of the contract.
Such observation seem consistent with the increasing nancialization of futures markets as
observed by Hamilton and Wu (2014). The main dierence between the results for p = 1
and p = 2 are reected in a stronger preference to over-estimate the spot prices, when p = 2.
Furthermore we observe again, a clear tendency that higher futures maturities are associ-
ated with values of α̂ which are further away from the symmetric value of 0.5. Here again,
we relate the results to the developments on the spot market. Since 2015 the oil price ex-
perienced much less volatile movements and remained stable around a value of $50 per barrel.
As an important complementing note, the sample was also tested for unbiasedness and inef-
ciency using the MZ-framework in every window. The results (not shown in detail) comple-
ment the estimates of α̂ as would be expected. Within those windows that result estimates for
α̂ which strongly deviate from the symmetric value of 0.5 unbiasedness and eciency based
















































































































Figure 8.11: Rolling window estimate of alpha without with IIS December 1989 to December
2017 (length=72 months, instrument set B).
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8.4 Summary and discussion
This chapter used the framework of Elliott et al. (2005, 2008) to evaluate whether oil market
forecasts follow an asymmetric loss function when looking at crude oil futures. Asymmetric
loss implies that a positive forecast error is not associated with the same loss or cost as a
negative forecast error of the same magnitude. The theoretical justication in assuming the
existence of an asymmetric loss when market participants x futures prices is the presence of
a risk premium dierent from zero. It is common empirical knowledge that crude oil futures
- although xing the quantity and price of crude oil to be delivered in a future period - per-
form poorly, when they were used as predictors of the spot price of crude oil in a future period.
Using a monthly sample between January 1984 and December 2017, rst unbiasedness and
eciency were evaluated under symmetric loss criteria. All tests, even when controlling for
the structural break identied by Hamilton and Wu (2014) or the structural breaks esti-
mated by SIS, could not reject unbiasedness. Similarly eciency could not be rejected in
the overwhelming number of cases across all instrument sets and specications. The classical
MZ-framework, even when controlling for structural breaks, thus provided no indication of
asymmetric loss over the whole sample.
The latter is relevant in view of the results achieved in a second step under asymmetric loss.
Previous individual and institutional forecast evaluation studies (see e.g. Romer and Romer,
2000; Sims, 2002; Capistrán, 2008; Sinclair et al., 2010; Patton and Timmermann, 2012; Rossi
and Sekhposyan, 2016) which rely on the use of quarterly data over shorter samples, already
needed a modication of the MZ-framework for the evaluation of unbiasedness and ine-
ciency under symmetric loss by controlling for structural breaks. We recall that the rejection
of unbiasedness or eciency under symmetric loss is a rst indication for the possibility of an
asymmetric loss function characterizing the forecast Behavior. Our analysis suggests that in
order to accommodate data at higher frequency and higher volatility the framework requires
further modications. Recall, that the oil market is characterized by the occurrence of supply
and demand shocks that make the data very noisy. As seen in the rolling window estimation,
by controlling for outliers with IIS within smaller sample lengths, the expected rejections
of unbiasedness and eciency under symmetry is observed. This in accordance with highly
asymmetric values of α̂, which were also estimated within those same windows.
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Asymmetry, detected on the basis of GMM estimation of the exible loss function, proposed
by Elliott et al. (2005, 2008), is highly robust against dierent specications and a large
number of instrument sets. Forecast optimality under asymmetric loss is conrmed resulting
implying following main pattern: Over the whole sample - with and without controls for
structural breaks - the results conrm the presence of a positive risk premium on crude oil
futures under the use of the original EKT instrument sets. All estimates of the asymmetry
parameter α were smaller than the symmetric value of 0.5, meaning that crude oil futures
underestimate the spot price of crude oil consistently. A further conclusion consistent with
the theory of the risk premium was that for higher maturities the value of α̂ decreased. In
other words, for higher horizons the risk premium implied by the under-estimation was more
important.
Under asymmetry, estimates on the basis of the 26 nancial variable instrument sets basi-
cally conrm the results, implied by the EKT instruments. In most cases, values of α̂ that
decrease with increasing futures horizons while α̂ < 0.5 were estimated. For p = 2 however,
the pattern is less consistent as no decreasing clustering of estimates α̂ across all 26 sets is
observed as in the case for p = 1. The results are particularly interesting for the estimates
implied by controlling for structural breaks by SIS in the case of p = 2 as we even observe a
reversal of the pattern. The estimates α̂ having a tendency to increase with higher futures
maturities. We remind however, that this peculiar results are unique to the case p = 2 when
using individual nancial instruments. The use of principal component analysis in order
to reduce the number of variables from 26 to 5, while retaining over 60% of variation is a
further robustness check. Indeed, the results are comparable to those implied by the EKT
instrument sets for all three specications for both cases p = 1 and p = 2.
However, this inconsistency for p = 2 does not come as a surprise: As Baumeister and Kilian
(2016a) note in their evaluation, the risk premium estimates on crude oil futures with the
help of typical nancial variables may vary considerably, simply due to the inadequacy of a
large number of commonly employed predictors in this eld. A second explanation would be
that xing p = 2 does not correctly describe the underlying loss function. This explanation
is reinforced as the inconsistent estimates are uniquely observed for p = 2 and the nancial
instrument sets. However, as Krüger and LeCrone (2019) point out, the J-tests have a high
power against false models. As we observe very few rationality rejections, the evidence for
a misspecied model while xing p = 2 remains limited. Again, further research with high
frequency and volatile data might be needed.
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In order to evaluate, if market preferences evolve over time a rolling window estimation was
used to identify two or three dierent sub-periods, which characterize our sample as a func-
tion of the value of set p = 1 or p = 2. Until around 1999, no clear tendency to under-predict
or over-predict the oil spot price through futures pricing can be observed, as α̂ constantly
oscillates around the symmetric value of 0.5. However, afterwards a continuous decrease in
the value of α̂ emerges, pointing at a market preference to under-predict the spot price of oil
through futures prices. In the case of p = 1 α̂ returns to the value of 0.5 at the end of the
estimation sample. In the case of p = 2 α̂ returns to 0.5 in 2010 and continues to increase
until the end of the sample period. This implies that from 2010 onwards, futures pricing
systematically over-predicted the spot price of oil. It conrms the ndings of Hamilton and
Wu (2014), who show that the risk premium started to move from the long to the short side
of futures contracts because of the increasing participation of index funds in futures markets.
As Baumeister and Kilian (2016a) point out, it might have even become negative.
Similarly to the observations regarding the application of the MZ framework, we nd that
not controlling for outliers may result in very unstable GMM estimation results, not only
with regard to forecast optimality testing, but more importantly with regard to the point
estimates α̂. As we exemplarily showed, important "jumps" from high preferences to under-
estimate to high preferences to highly over-estimate were observed between successive sample
windows. Applying IIS was useful to remedy this instability.
In summary, based on the estimates α̂, regardless of the instruments used, strong evidence is
provided for the existence of a time-varying risk premium that was negligible until the end
of the 1990s. The risk premium became positive and reached its peak during the great oil
price surge in the early 2000s, again descending to modest levels around 2015, but might
have even become negative since 2005. The higher participation of Index Funds (Hamilton
and Wu, 2014; Baumeister and Kilian, 2016a) in crude oil futures markets thus has reduced
and even eliminated positive returns on futures contracts.
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Chapter 9
Summary, conclusions & outlook
9.1 Summary & conclusions
This dissertation used time series methods to analyze four dierent aspects of crude oil re-
search in economics. The real price of crude oil was at the center of our analyses. In chapter
5, one of the main empirical weaknesses in the early literature on crude oil, namely the
assumption of exogenous crude oil prices with respect to the US and global business cycle
has been reassessed with respect to interactions between macroeconomic performance and
oil price shocks. The estimation of SVAR models allows for the disentanglement of the un-
derlying causes of oil price shocks (see Kilian, 2009). The assumption is that unexpected
oil price changes can be induced by global ow supply shocks, ow demand shocks resulting
from global aggregate for industrial commodities including oil, and lastly oil-specic demand
shocks. The latter shock also encompasses oil price changes because of expectations regard-
ing future developments on global oil markets. By regressing monthly growth rates of the
Dollar-Euro exchange rate, exports, imports, industrial production, unemployment and CPI
ination and quarterly series regarding GDP growth on the three dierent structural shock
series, the reaction of the US and the German economies to unexpected oil price changes
could be assessed.
The results conrm previous ndings for the US economy: US macroeconomic aggregates re-
act negatively to oil price increases, resulting from an increase in aggregate demand because
of the global business cycle and to oil price increases because of oil-specic demand shocks.
The German economy, in turn, is adversely aected by oil supply shocks. A positive eect
on German macroeconomic aggregates can be observed in the analysis of oil price increases
in response to an increase in global aggregate demand for industrial commodities. Moreover,
no inuence on the Dollar-Euro exchange rate can be observed. Keeping these main char-
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acteristics in mind, helps in the interpretation of previous empirical results that relied on
oil price changes as explanatory variable, without dierentiating for their underlying causes.
Let's recall that historically, oil supply shocks have been much less prevalent and important
in explaining unexpected oil price movements in comparison with aggregate demand shocks
or oil-specic demand shocks. Therefore, in the framework of regressions using the oil price
changes alone, aggregate demand shocks and oil-specic demand shocks are mostly the cause
of the oil price changes.
For the US, such regressions solely on oil price changes result in mainly negative eects,
whereas for Germany positive or no eects can be observed. Previous studies such as Kilian
(2008a) and Blanchard and Gali (2007) that found no vulnerability of the German economy
with regard to oil price shocks have thus to be reviewed based on our results. Indeed, with
regard to the classical supply shocks attributed to political instabilities in the Middle East
or other oil exporting countries, such as Venezuela or Nigeria (see e.g. Hamilton, 2011) an
unexpected robustness of the US economy is observed, directly contradicting the ndings of
Hamilton (1983, 1985, 2011). While Germany on the other hand ts well into the perception
of an economy vulnerable to oil supply disruptions. The neutral or positive eects previously
observed in the case of Germany, were primarily due to strong aggregate demand that coun-
teracts the negative eects due to increased oil prices.
A further promising extension comprises a review of previous studies that also found weak
adverse or even positive eects of oil price shocks on other OECD economies such as the UK,
France, Japan and Italy (see e.g. Kilian, 2008a; Guidi, 2010; Blanchard and Gali, 2007). In
the same way as with Germany, weak negative eects on the economies, based on regres-
sions relying uniquely on oil price changes, might be due to the weak eects resulting from
oil-specic demand shocks or even positive eects that result from global aggregate demand
shocks. We recall that both shocks primarily explain unexpected oil price movements in our
sample.
Chapter 6 served the analysis of a specic oil supply shock in the form of sanctions on
a crude oil exporter. The time-series regarding the Iranian oil production (see gure 6.2)
clearly showed the negative impact on domestic crude oil production, when sanctions were
implemented in 2011/12. In the same way, they clearly exhibit the immediate positive im-
pact on the Iranian crude oil production after the removal of the sanction in 2015 with the
implementation of the JCPOA. At rst the forecast properties (as postulated by the MSE)
of the recursively identied three-variable SVAR model and the sign-restricted identied
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four-variable SVAR model were compared under the assumption of knowing the impact of
the implementation and removal of sanctions. It resulted in no model being superior to the
other in both cases. Indeed, the four-variable model performed better when evaluating the
negative supply shock after the implementation of the sanctions in 2011/12, whereas the
three-variable model resulted in better forecasts upon the removal of the sanctions in 2015.
A natural extension would be to estimate the three-variable sign identied SVAR model and
compare the results. We note however, that as Kilian and Murphy (2012) point out in their
estimation of the three-variable sign restricted model, the results are very similar, without
the much higher computation requirements for the recursively identied model.
Based on the observed decline in Iranian oil production we were able to estimate the share
of the observed structural crude oil supply shock series directly attributable to the Iranian
oil sanctions. The structural relationships based on both SVAR specications were required.
This allowed the evaluation of the price increase of oil, attributed to the implementation of
the Iranian oil boycott. Some surprising results are observed: The preferred four-variable
SVAR model implied rising costs of a barrel of oil up to 0.4 $, contrary to the three-variable
SVAR model, which implied temporary increases of up to 8 $ eight months after the im-
plementation of the sanctions. A closer look at the evolution of crude oil prices as well as
oil-specic demand shocks obtained by re-estimating of the three-variable SVAR with a sam-
ple up to December 2018, allowed a dierentiated perception of the possible transmission of
sanctions on crude oil prices.
Indeed, during the months preceding the formal imposition of both rounds of sanctions in
2011/12 and 2018, increasing oil prices can be observed. As the estimation of the structural
shocks imply, this increase is primarily due to oil-specic demand shocks. The result is inter-
preted as an anticipation of future supply disruptions by market participants, that actually
occur a few months later. Sanctions might have, therefore, an indirect ow supply shock
eect through market expectations. In the SVAR models, these eects are not be included
in the structural oil supply shock series, but in the oil-specic demand shock series.
These ndings are considered to be important results of the analysis. They should be further
investigated from dierent angles in order to provide a better understanding of structural
shocks, implied by the global model of oil. It is possible that anticipated supply disruptions
(not limited to sanctions) are not captured by the supply shock series but by the oil-specic
demand shock series, thus underestimating the eects of ow supply shocks. When the
supply disruptions are observed, their eects on prices remain limited as prices previously
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increased because of expectations. In this respect, a review of other exogenous events such
as the second and third gulf wars in 1991 and 2003 is recommended. Comparable to the
Iran sanctions, they resulted in the disruption of global oil supply, but were also preceded
by a period with increased diplomatic tensions, thus giving market participants reason to
anticipate future supply disruptions. A further case of a recent surprising oil supply shock,
although short lived, was the drone attack on 14 September 2019 on the Saudi Arabian oil-
processing facilities of AbqaiqKhurais shutting down daily supply of around 5 mbd halving
the Kingdoms daily output Reuters (2019b). Oil prices saw an immediate jump. WTI prices
increased from 54.76 US$ to 63.1 US$, while Brent prices increased from 61.25 US$ to 68.42
US$. As the damages were quickly repaired, prices returned to pre-attack levels within two
weeks.1
A closer review of events associated with or without real supply disruptions, would allow a
better understanding of structural shocks resulting from the estimation of the global SVAR
models of oil. In particular, we have reason to suspect that estimates of oil-specic de-
mand shocks include anticipated supply disruptions that are observed and quantiable at
a later time. A recalibration of the SVAR models might thus impact the Hamilton-Kilian
discussion concerning the relative importance of supply and demand disruptions. Attributing
stronger eects to ow supply shocks would strengthening the original arguments described
in Hamilton (1983). It would consequently also impact country analyses with regard to
macroeconomic aggregates such as in chapter 5. We expect to estimate reduced eects at-
tributed to oil-specic demand shocks and higher eects attributed to ow supply shocks. In
the same manner, we would expect to nd higher price eects of supply disruptions such as
those implied by the Iran sanctions as seen in 5.
It has been conrmed in chapter 5 that unexpected oil price changes matter for economic
performance. In this regard, chapters 7 and 8 highlight a dierent aspect of oil price research,
namely oil price forecasting. Based on the three variables included in the global model of
oil proposed by Kilian (2009), the possibilities to improve forecasts by using sparse selection
methods were analyzed. Furthermore, dierent variable specications as well the extension of
the variable set were investigated, with the following main results: First, long VAR speci-
cations that include many lags of the variables, such as required in the estimation procedure
with respect to SVAR models because of impulse-response analysis, are dominated by more
parsimonious VARs with respect to forecasting performance. Second, the variable transfor-
mations also matter. While again, in the case of the estimation of the above mentioned
1Based on the daily WTI and Brent price series as published by the EIA.
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SVAR models, some variable specications are required to control for impact and dynamic
restrictions (see section 4.2.2), no such constraints exists in the case of the reduced form
forecasts. Regularization improves forecasts for the longer forecast horizons up to 12 months
for the VAR with variables transformed according to Kilian (2009) and the VAR in levels.
For shorter horizons, the forecasts implied by the VAR in dierences are also improved by
applying the sparse estimators. Finally, we nd no improvement by extending the variable
set and applying regularization.
Chapter 8 complements the aforementioned forecast evaluation exercise by analyzing a -
nancial contract that is commonly used as forecast of the spot price of oil, namely oil price
futures. Using the framework developed by Elliott et al. (2005, 2008), a dierent view on
the so-called risk premium on oil futures is oered. Previous studies relied on OLS estimates
based on a wide range of regressors, resulting in very dierent and inconsistent estimates of
the risk premium (see e.g. Baumeister and Kilian, 2016a).
The study results, in turn, consistently point at an asymmetric loss function: The estimates
conrm a market preference to underestimate the spot price of crude oil (α̂ < 0.5) through
futures prices. This is accordance with the existence of a positive risk premium over the study
sample, conrming the theory of normal backwardation. Furthermore, the tendency for α̂
to decrease with higher maturities is observed, implying increasing risk premia for longer
horizons.
Our results should be taken into account in the current forecasting literature that is pri-
marily focused on forecast combination approaches. Firstly, we propose to depart from the
no-change forecast benchmark rst used by Baumeister and Kilian (2015). A better under-
standing and comparison of various studies is only possible when incremental improvements
are also included in subsequent studies. Secondly, we propose to combine our results re-
garding sparse estimation methods with future forecast combination evaluations. Thirdly we
note, that we suspect a direct link from the asymmetry parameter estimate α̂ to the risk
premium. An extension of our ndings in order to estimate the risk premium based on α̂,
could allow the construction of correct market expectations regarding the future spot price
of oil. We recall that only futures prices and spot prices of crude oil, that are observed at a
high frequency in real-time, are required within the EKT framework. In comparison and for
example, the forecasts made by sparse VAR models such as in chapter 7, require data that is
published with a lag of up to four months as in the case of the real activity index. A follow
up study should thus enlighten the options available under this aspect.
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9.2 Outlook
Finally we note, that this dissertation took the view on crude oil prices, as the majority of
the literature, in the sense of market prices. As the Climate Accountability Institute (2019)
estimates, between 1965-2017 the top 20 fossil fuel companies alone were responsible for 35%
of global emissions, primarily through the combustion of their products. Toping the list were
state-owned Saudi Aramco and investor-owned Chevron accounting for 4.38% and 3.2% of
global emissions respectively. Here we refer to the United Nations Intergovernmental Panel
on Climate Change (IPCC) for data and an overview of the research on global climate change
that overwhelmingly attributes the increase in global greenhouse gas emissions to human eco-
nomic activity.2 So when analyzing the crude price of oil and it's impact on economies such
as in chapter 5 future research should focus on the inclusion of the costs induced by global
warming.
Furthermore, as various international institutions involved in global climate change policy
management note in their latests outlooks regarding the emission goals agreed upon in the
Paris Agreement, the phasing out from fossil fuels including crude oil will be crucial. Exem-
plary, the International Renewable Energy Agency (IRENA) notes in it's latest report, that
daily crude oil consumption will have to decrease from around 95 mbd today to 60 mbd in
2030, 41 mbd in 2040 and nally 22 mbd in the year 2050 (International Renewable Energy
Agency, 2019).
Needless to stress that such dramatic reduction in the size of the oil market would need
transition management in order to avoid ghts between oil producing countries, including the
United States, for production quotas. Similarly, their reaction against a market competition
by newcomers in the form of decentralized solar, wind and biomass producers would have to
be carefully monitored. Such important reductions in crude oil demand would also mean,
that a large part of the remaining hydrocarbon resources would remain underground for ever,
as is already the case with most anthracite carbon reserves in Europe. Here we already saw
the economic decline of regions that heavily relied on the extraction of coal. This transition
was however mostly within national borders. As we saw in the case of crude oil, producing
and consuming regions dier for the most part, requiring another level of international change
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Appendix
Appendix: Rolling window results chapter 7
The gures 1, 2 and 3 in this appendix show the results with a rolling window design of the
forecast experiment. Used is a rolling window of 240 months for the estimation sample.
Summarizing these results we can conclude that the overall pattern of results is quite similar
when using the rolling window instead of the expanding window. However, we generally nd
larger forecast errors and larger nal MSE values at the end of the evaluation period. Using
the sparse VAR methods results in smaller improvements for the shorter forecast horizons
and no visible improvements and even deteriorations at the longer horizons. In particular,
for the VAR in levels we nd a tremendous deterioration of LASSO and ENET at longer
horizons in the aftermath of the nancial crisis which does not occur when using the expand-
ing window. Invoking the IIS procedure does only occasionally lead to improvements of the
forecast performance and generally causes the forecast errors to be larger.
Overall and irrespective of the variable transformations we nd a better forecast performance
at the end of the sample period with the expanding window instead of the rolling window.
This outcome may be a cause of the larger sample size available when using the expanding
window. A major contribution can attributed to the nancial crisis which is comprised in
each of the rolling window estimation samples until the end of the evaluation period with a
larger weight than in the expanding windows.
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Figure 1: Benchmark selection (rolling window).
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Figure 2: Evaluation of the sparse VARs (rolling window).
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Figure 3: Evaluation with IIS (rolling window).
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