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Introduction
There are many different definitions and meanings for the concept quantum dynamical entropy. We mention first the more well known concepts due to Connes-Narnhofer-Thirring (see [12] ), Alicki-Fannes (see [3] ), Accardi-OhyaWatanabe (see [1] ) and Kossakowski-Ohya-Watanabe (see [14] ). In this case the entropy can be exactly computed for several examples of quantum dynamical systems.
A different approach appears in [23] and [24] where the authors present their own definition of quantum dynamical entropy (see also [4] ).
Classical texts on quantum entropy are [2] , [9] , [10] , and [18] . In [11] the authors present interesting results for a large class of Quantum Channels. This paper is our starting point and we follow its notation as much as possible.
We extend part of the formalism of [11] for a more large class of channels in the direction of defining a concept of entropy for a channel and also to develop a version of Gibbs formalism which seems natural to us. More precisely, the definition of entropy we will consider here is a generalization of the concept described on the papers [6] , [8] and [7] . This particular way of defining entropy is inspired by results of [22] which consider iterated function systems.
However, we do not address on the present paper several nice and precise estimates of convergence which are present on [11] .
We point out that here we explore the point of view that the (discrete time dynamical) classical Kolmogorov-Shannon entropy of an invariant probability is in some way attached to an a priori probability (even if this is not transparent on the classical definition). This point of view becomes more clear when someone tries to analyze the generalized XY model where each point has an uncountable number of preimages (see [16] for discussion). In the dynamical setting of [16] in order to define entropy it is necessary first to introduce the transfer (Ruelle) operator (which we claim that -in some sense -is a more fundamental concept than entropy) which requires an a priori probability (not a measure).
The point of view of defining entropy via dynamical partitions is not suitable for the X Y model. We are just saying that in any case the concept of entropy can be recovered via the Ruelle operator.
We point out, as a curiosity, that for the computation of the classical Kolmogorov-Shannon entropy of a shift invariant probability on {1, 2..., d} N one should take as the a priori measure (not a probability) the counting measure on {1, 2..., d} (see discussion in [16] ). In the case we take as an a priori probability µ the uniform normalized probability on {1, 2..., d} the entropy will be negative (it will be Kolmogorov-Shannon entropy -log d). In this case the independent 1/d probability on {1, 2..., d} N will have maximal entropy equal 0.
The setting here is different, of course, but our inspiration comes from the above point of view.
We denote by M k the set of complex k by k matrices. We will analyze here quantum channels φ L of the following kind: given a measurable function L : M k → M k and the measure µ on M k we define the linear operator φ L :
† dµ(v).
In [11] the authors consider the case where L is the identity. We point out that we consider here Quantum Channels but the associated discrete time process is associated to a Classical Stochastic Process (a probability on the infinite product of an uncountable state space) and not to a quantum spin lattice (where it is required the use of the tensor product).
After some initial sections describing basic properties which will be required later we analyze in section 4 the eigenvalue property for φ L .
Under some assumptions on φ L in section 5 we define entropy of the channel φ L . For a fixed µ (the a priori measure) given an Hamiltonian H : M k → M k we present a variational principle of pressure and relate all this to the eigenvalue problem of section 4. In definition 5.4 we introduce the meaning of Gibbs channel for the Hamiltonian H (which also means for the channel φ H ).
In section 6 we describe (adapting [11] to the present setting) a process X n , n ∈ N, taking values on the projective space P (C k ). We also analyze the existence of an initial invariant probability for this process (see Theorem 6.2).
In section 7 we consider a process ρ n , n ∈ N (called quantum trajectory by T. Benoist, M. Fraas, Y. Pautrat, and C. Pellegrini) taking values on D k , where D k is the set of density operators on M k . Using the definition of barycenter taken from [22] we relate in proposition 7.2 the invariant probabilities of section 6 with the fixed point of section 4.
In section 8 we present several examples that aim to help the reader in understanding the theory. Example 8.5 shows that the definition of entropy for Quantum Channels described here is the natural generalization of the classical concept of entropy. An example where µ is a probability with support on a linear space of M 2 is presented in example 8.6 (among other things we estimate the entropy of the channel).
Some basic definitions
We denote by M k , k ∈ N, the set of complex k by k matrices. We consider the standard Borel sigma-algebra over M k . We consider on C k the canonical Euclidean inner product.
We denote by Id k the identity matrix on M k . According to our notation † denotes the operation of taking the dual of a matrix with respect to the canonical inner product on C k .
Here tr denotes the trace of a matrix. Given two matrices A and B we define the Hilbert-Schmidt product
This induces a norm A = A , A on the Hilbert space M k which will be called the Hilbert-Schmidt norm.
Given a linear operator Φ on M k we denote by Φ * : M k → M k the dual linear operator in the sense of Hilbert-Schmidt, that is, if for all X, Y we get
General properties
Consider a measure µ on the Borel sigma-algebra over M k .
For an integrable transformation F :
, where F (v) i,j is the entry (i, j) of the matrix F (v). We will list a sequence of trivial results (without proof) which will be used next.
Lemma 3.1 For an integrable transformation
Lemma 3.2 Given a matrix B ∈ M k and an integrable transformation F :
Definition 3.7 Given a measure µ over M k and a square integrable trans- Proof:
Above we use the positivity of
We also use in some of the equalities the fact that l(X) := ψ |A ⊗ X| ψ is a linear functional and therefore we can apply proposition 3.3. 
Under our assumption
• For all pair of non null positive matrices A, B ∈ M k there exists a natural number n ∈ {1, ..
The proof of the equivalence of the two first items appear in [13] . The equivalence of the two middle ones appear in [21] where also one can find the proof of the improved positivity (to be defined below) which implies irreducibility. For the proof that the last item is equivalent to the other ones we refer [26] . For any µ and square integrable L Theorem 3.9 assures that φ L is completely positive. In the case φ L is irreducible we can use the Theorem 2.3 and 2.4 of [13] in order to get λ and ρ > 0, such that, φ L (ρ) = λρ (ρ is unique up to multiplication by scalar). We choose ρ, such that, tr ρ = 1. Moreover, in the same work the authors show that φ L is irreducible, if an only if, φ * L also is completely positive, and therefore we get:
L is the same and the eigenvalue is simple. We denote, respectively, by The above theorem is the natural version of the Perron-Frobenius Theorem for the present setting.
It is natural to think that φ L acts on density states and φ * L acts in selfadjoint matrices.
Remark 4.5
We choose ρ L in such way that tr ρ L = 1 (therefore a density state) and after that take σ L , such that, tr (σ L ρ L ) = 1. We point out that in this moment it is natural to make an analogy with Thermodynamic Formalism: φ * L corresponds to the Ruelle operator (acting on functions) and φ L to the dual of the Ruelle operator (acting on probabilities). We refer the reader to [19] for details. In this sense, the density operator σ L ρ L plays the role of an equilibrium probability. The paper [25] by (by Spitzer) describes this formalism in a simple way in the case the potential depends on two coordinates.
Normalization
We consider for good a measure µ over M k which plays the role of the a priori probability.
Given a continuous L (variable) we assume that φ L is irreducible (we do not assume that preserves trace).
We will associate to this square integrable transformation L : M k → M k (and the associated φ L ) another transformationL : M k → M k which will correspond to a normalization of L. This will define another quantum channel φL :
. Using the measure µ we can define the associated φL. Therefore,
L . From this we get easily that φL is completely positive and preserves trace (is stochastic).
We will show that φL is irreducible. Given A ∈ M k we have
By induction we get
Therefore, using irreducibility of φ L , there exists an integer n ∈ {1, ..., k − 1}, such that,
Therefore, φL is irreducible and completely positive and preserves trace. In this way, to the given L we can associateL which will be called the normalization of L. The transformation φL is a quantum channel.
We say that L is normalized if φ L has spectral radius 1 and preserves trace. We denote by N(µ) the set of all normalized L.
If L ∈ N(µ), then, we get from Theorem 4.4 and the fact that φ *
is the only fixed point. Moreover, the spectral radius is equal to 1. These properties will be important for what will come next.
Theorem 4.8 (Ergodicity and temporal means) Suppose L mensurable, irreducible and normalized. Then, for all density matrix ρ ∈ M k it is true that
where ρ L is the density matrix associated to L.
Proof: The proof follows from Theorem 4.4 and corollary 6.3 in [26] .
The above result connects irreducibility and ergodicity (the temporal means have a unique limit).
Entropy
In this section we will define entropy for φ L (under some assumptions for L) and we will give a meaning for a certain variational principle of pressure (similar to the setting in Thermodynamic Formalism which is described in [19] , for instance).
Remember the classical entropy is defined just for invariant (stationary) probabilities. Something of this sort will be required for defining entropy of a quantum channel.
We will explore some ideas which were already present on the paper [6] (which explores some previous nice results on [17] and [22] ) which considers a certain a priori probability.
We consider fixed forever a measure µ over M k which plays the role of the a priori probability. In this way given L ∈ L(µ) we will associate in a natural way the transformation φ L :
We will describe a discrete time process which take values on M k . Suppose L is irreducible and stochastic. We will associate to such L a kind of "transition probability kernel" P L (to be defined soon) acting on matrices. Given the matrices v and w the value P L (v, w) will describe the probability of going in the next step to v if the process is on w.
Given L, suppose that the discrete time process is given in such way that the initial state is described by the density matrix ρ L which is invariant for φ L (see Theorem 4.4).
The reasoning here is that such process should be in "some sense stationary" because ρ L is invariant by φ L . As we said before in ergodic theory the concept of Shanon-Kolmogorov entropy has meaning just for invariant (for a discrete time dynamical system) probabilities.
In our reasoning given that the state is described by ρ then, in the next step of the process it will be
. This discrete time process take values on density operators in M k .
Definition 5.2 We define entropy for L (or, for φ L ) by the expression :
where
This definition is a generalization of the analogous concept presented on the papers [6] , [8] and [7] .
Note that tr
is the probability of being in state
. Moreover, P L (v, w) describes the probability of going from v to w:
. In this way h µ (L) in some way resembles the analogous expression of entropy for the case of Markov chains.
We will show in example 8.5 that the above definition of entropy is indeed a natural generalization of the classical one in Ergodic Theory.
Suppose H : M k → M k is square integrable, irreducible and H(v) = 0 for µ-a.e. v. For such H, consider the ρ H , σ H and λ H which are given by theorem 4.4, where tr ρ H = 1 and tr σ H ρ H = 1.
This H describes the action of an external potential. Then, we define
Definition 5.3 We define the pressure of H by
Remember that Φ µ is the set of all L : M k → M k which are square integrable, irreducible and stochastic.
Definition 5.4 Given µ and H as above we say that
We will need soon the following result (see [19] ).
Moreover, the above inequality is an equality just when p = q, µ-almost everywhere.
Proof: Consider the probability p(v)dµ(v). Applying Jensen inequality for the function log, we get
Moreover, from Jensen inequality we get that the equality just happen when p = q, µ-almost everywhere. Now, we define q(w) :=
For fixed v and irreducible and stochastic L take
.
It follows that
From proposition (5.5) we get that for each v
The equality will happen when
for µ-almost everywhere w. Note that from (1) it follows that
Now we multiply both sides of the above inequality by tr
As this is true for any L ∈ Φ, we take sup over all such L to finally get:
We state the above reasoning as a Theorem:
The supremum is attained only if
A natural question: is there a L ∈ Φ such that the supremum is attained?
Before trying to address this question we point out that given H as above one can get the associated normalizedĤ by the expressionĤ =
From the above reasoning we get: 
Note thatĤ ∈ Φ µ .
Theorem 5.8
If H is irreducible, square integrable and H(v) = 0 for µ-a.e., then, P (H) = log λ H .
Proof: We already know that P (H) ≤ log λ H . We will show that there exists an irreducible and stochastic L which attains the supremum. In order to do that we take an orthonormal basis {| i } i=1,2,..,k of C K . Then, we define an operator P such that
Note that the dual of P is P † = i | i + 1 i |. This is so because given u, v ∈ C k , we get that
Moreover, P † P = Id k . Indeed,
Consider ρ H , σ H , λ H given by theorem 4.4, where tr (ρ H ) = 1 and tr (σ
Such φ L is irreducible, because for any | i in the orthogonal basis and A ≥ 0, we get
Therefore, for any fixed | i we get a linear combination (with natural positive coefficients) of all j |A| j , j = 1, 2, ..., k. From this follows that Note also that L is stochastic because φ * L (Id k ) = P † Id k P = Id k . Now, we will show that such L attains the supremum of the pressure.
From inequality (5.5) it is enough to show that
We will have to estimate ρ L . As L is irreducible, we know that there exists a unique fixed point for ρ → φ L (ρ) = P ρP † . Note that
Therefore,
and this is the end of the proof.
6
Process X n , n ∈ N, taking values on
Consider a fixed measure µ on M k and a fixed L :
and, also that φ L is irreducible and stochastic. Note that if, for example, µ is a probability and the the function
Denote by P (C k ) the projective space on C k with the metric d(x,ŷ)
, where x, y are representatives with norm 1 and · , · is the canonical inner product.
We make a choice of representatives and from now on for genericx,ŷ the associated ones are denoted by x, y. We assume "continuity" on these choices.
Takex ∈ P (C k ) and S ⊂ P (C k ). For a stochastic φ L we consider the kernel
where the norm above is the Hilbert-Schmidt one. Above L(v) ·x denotes the projectivized element in P (C k ). As φ L is stochastic we get that Π L (x, P (C k )) = 1. Π L (x, S) describes the probability of getting in the next step a state in S, if the system is presently at the statex.
Remember that tr (L(v)πxL(v)
† ) = L(v)x 2 , where πx = | x x | and x are representatives of norm 1 in the class ofx.
This discrete time process (described by the kernel) taking values on P (C k ) is determined by µ and L. If ν is a probability on the Borel σ-algebra
νΠ L is a new probability on P (C k ) and Π L is a Markov operator. The above definition of ν → νΠ L is a simple generalization of the one in [11] , where the authors take the L consider here as the identity transformation.
The map ν → ν Π L (acting on probabilities ν) is called the Markov operator obtained from φ L in the paper [17] . There the a priori measure µ is a sum of Dirac probabilities. Here we consider a more general setting.
Definition 6.1 We say that the probability ν over
The natural question is: does exist such invariant probability for Π L ? Due to the general hypothesis about the measure µ and L it seems to us that it does not follow immediately that there exist invariant probabilities just because P (C k ) is compact. Under the broad hypothesis on L we consider here the question of getting uniqueness does not seems feasible in general (at the moment).
About the question of existence, we are going to prove that the kernel defined above is a continuous Markov operator (in the weak-star topology). So, leaving the compact set of probabilities over P (C k ) invariant, by the MarkovKakutani theorem there exists a fixed point, which means that there exists an invariant probability. We would like to use proposition 2.10 in [22] . In order to do that we only need to find a linear operator U :
Here, B(P (C k )) stands for continuous and bounded functions from P (C k ) to C with the C 0 norm. When such U exists we say that the Markov operator Π L is Feller.
According to proposition 2.10 in [22] if such U exists, then, there is a fixed point probability in P (C k ). In example 8.5 we calculate the explict expression of the invariant probability ν.
such that, L(v) is uniformly bounded µ-a.e. Then, there exists at least one invariant probability ν for the Markov operator Π L .
Notice that
Then, we only need to prove that Uf is a continuous and bounded function of P (C k ).
We are going to analyse each of the two terms above separately. For the first one, we use the hypothesis that exists some constant C ∈ R such that
which is finite by hypothesis).
Note that ifx andŷ are close the corresponding projectivized L(v) ·x, and L(v) ·ŷ are also close.
As f is continuous in a compact set we get that f is uniformly continuous. So, given ε > 0, there exists a δ > 0 such that
Remember that x and y are representatives of norm 1. Then by CauchySchwarz (π x − π y )(w) ≤ x − y x w + y x − y w = x − y + x − y = 2 x − y . Now, if d(x,ŷ) < δ for a sufficiently small δ, then x − y < ε/(4ak f 0 ) and it follows that (3) is less then ε/2. In order to conclude our main claim it is enough to take as δ the minimum of the two δ we required above (one for each term).
So we have that Uf is continuous. It's clear that Uf is bounded, since is defined in a compact set. This is the end of the proof.
7
Process ρ n , n ∈ N, taking values on D k
For a fixed µ over M k and L such φ L is irreducible and stochastic, one can naturally define a process (ρ n ) on D k = {ρ ∈ M k : tr ρ = 1 and ρ ≥ 0} which is called quantum trajectory by T. Benoist, M. Fraas, Y. Pautrat, and C. Pellegrini. Given a ρ 0 initial state, we get
This process has similarities with previous one in P (C k ) and we get some relations between them. In this section we follow closely the notation of [11] .
We want to relate the invariant probabilities of last section with the fixed
We also denote by M the Borel sigma algebra M k . For all, n ∈ N, consider O n the sigma algebra on Ω generated by the cylinder sets of size n, that is,
. We equip Ω with the smaller sigma algebra O which contains all O n , n ∈ N.
Denote J n := B ⊗ O n and J := B ⊗ O. In this way, (P (C k ) × Ω, J ) is an integrable space. By abuse of language we consider V i : Ω → M k as a random variable V i (ω) = ω i . We also introduce another random variable
We point out that here (we follow the notation of [11] ) the symbol ⊗ does not represents tensor product.
For a given a probability ν on P (C k ), we define for S ∈ B and O n ∈ O n another probability
Remark 7.1 We can extend the above probability P ν over B ⊗ O. We claim that P ν,n , n ∈ N, is a consistent family over the cylinders of size n (then, we can use the Caratheodory-Kolmogorov extension theorem). Indeed,
Note that P ν (W n x = 0) = 0, therefore, we define the expression for each n and then extend. In this way W n (ω)x = 0. Remember that W n (ω) ·x is the representative of the class W n (ω)x when W n (ω)x = 0.
Denote E ν the expected value with respect to P ν . Now observe that for a ν probability on P (C k ), if π X 0 is a orthogonal projection on subspace generated by X 0 on C k , we have
We call ρ ν barycenter of ν, and it's easy to see that ρ ν ∈ D k .
Note that for each ρ ∈ D k , exists (v n ) an orthonormal basis of eigenvectors with eigenvalues a i such that ρ = i a i π v i . Therefore, exists ν = a i δ v i such that ρ ν = ρ.
We collect the above results in the next proposition.
Therefore, for an irreducible L, every invariant measure ν for Π L has the same barycenter.
We point out that in this way we can recover ρ inv , the fixed point of φ L , by taking the barycenter of any invariant probability (the quantum channel φ L admits only one fixed point). That is, for any invariant probability ν for Π L , we get that ρ ν = ρ inv .
Note that the previous process can be seen as ρ n : Ω → D k , such that, ρ 0 (x, ω) = ρ ν and
8 Some examples 
That is,
This φ L is not irreducible but it is an interesting example. It is a case where the invariant probability is unique as we will see soon.
Clearly, the only fixed point for φ L is ρ inv = | e 1 e 1 |. What we should expect for invariant probabilities over P (C k )? As the fixed point is itself a projection and the proposition 7.2 says it is an average of projections around any invariant probabilty, the only option is a probability concentrated inê 1 , which is ν = δê 1 . Let's check that it is really the case.
For a general probability ν over P (C k ) and a Borel set
Notice that V 2n ·x =ê 1 for x = e 2 and V 2n−1 ·x =ê 1 for x = e 1 whereas V 2n e 1 = V 2n−1 e 2 = 0. Also, for a representative x = (x 1 , x 2 ) of norm 1, we got (| x x |) ij = x i x j . So,
and
Then,
We conclude that if νΠ L = ν, then ν = δê 1 . We also get a bonus: the invariant probability is unique.
In order to illustrate proposition 7.2 (under the irreducible condition) we write down the following example. These two matrices generate the same elements which we will consider in example 8.5, since for
Also, we get that φ I is not irreducible and the objects we compute later (like invariant probability ν = δê 1 ) does not make any sense. To fix this problem, we introduce Notice that these two matrices generates another channel ψ that maps every density ρ into | e 2 e 2 |. So, it is also not irreducible. Now, redefining µ =
In this case µ is a measure and not a probability. We compute the products
and, φ I is stochastic. As Id > 0, we get that (I + φ)(ρ) = ρ + φ(ρ) = ρ + Id > 0, and so φ is irreducible. Clearly, ρ inv = 1 2 Id. Now, for a general ν over P (C k ) and a Borel set B ⊂ P (C k ), we get
Remember that
So,
We conclude that if ν = νΠ I , then ν = In the next example we adapt the reasoning of an example 4 in [6] to the present setting.
We will show that for a certain µ and L (and, quantum channel) the value we get here for the entropy is equal to the classical entropy of a Markov Chain (when the state space is finite). 
where the matrices V i are
We take L = Id k and Φ I = Φ L , in order to get the quantum channel
whose dual is
Note that
that is,
. We assumed before that L = I and µ = i δ V i . Then, we finally get, = −p 00 log(p 00 )ρ 1 − p 10 log(p 10 )ρ 1 − p 01 log(p 01 )ρ 4 − p 11 log(p 11 )ρ 4 = −p 00 log(p 00 )π 0 − p 10 log(p 10 )π 0 − p 01 log(p 01 )π 1 − p 11 log(p 11 )π 1
π j p ij log(p ij ).
The last expression is the value of the classical Shannon-Kolmogorov entropy of the stationary Markov Process associated to the line stochastic matrix P = (p ij ) i,j=0,1 (see [25] and [20] ). Now, let's look at the kernel Π L and find an invariant probability. For a given probability ν in P (C k ) and a Borel set B ⊂ P (C k ), we have
which means
Note that V 1 (x) =ê 1 , ifx =ê 2 ; V 2 (x) =ê 1 , ifx =ê 1 ;
V 3 (x) =ê 2 , ifx =ê 2 ; V 4 (x) =ê 2 , ifx =ê 1 and V 1 (e 2 ) = V 2 (e 1 ) = V 3 (e 2 ) = V 4 (e 1 ) = 0. From the last expression, we conclude that νΠ L has support in the set {ê 1 ,ê 2 }.
It follows that
In this way, if ν = νΠ L , then it has to be equal to α · δê 1 + β · δê 2 , with constants α, β ≥ 0 such that α + β = 1. As we know the expression for ρ inv , we can go further: we get that α = p 01 1 − p 00 + p 01 and β = 1 − p 00 1 − p 00 + p 01 .
In order to finish our example, we write down the invariant probability ν = p 01 1 − p 00 + p 01 · δê 1 + 1 − p 00 1 − p 00 + p 01 · δê 2 = π 1 δê 1 + π 2 δê 2 , and we point out that the two constants are no more no less then the entries of the invariant probability vector π = (π 1 , π 2 ) for the Markov chain with transitions P = (p ij ) i,j=1,2 .
In this way the concept of entropy we considered before in section 5 is a natural generalization of the classical Kolomgorov-Shannon entropy and the process X n , n ∈ N, of section 6 is a natural generalization of the classical Markov Chain process. Example 8.6 Consider a probability measure µ with support on the set
such that has density f (x, y) = (see also (9) in [27] )
Taking L = I we get that ρ 0 = 1/2 0 0 1/2 satisfies φ I (ρ 0 ) = ρ 0 . 
Indeed the channel is given by

1/2 .
Given a probability ν on P (C k ) the expression for the kernel is 
Now, we will estimate the entropy (which will be negative).
Using the fixed density operator ρ 0 = .
We denote
