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We introduce a model for random-walking agents on a two-dimensional periodic lattice, where the dynamic
interaction network is defined using local short-range interactions and E randomly added long-range interactions.
With periodic states for agents and an interaction rule of repeated averaging, we numerically find two types of
metastable states at low- and high-E limits, respectively, along with consensus states. If we apply this model to
opinion dynamics, metastable states can be interpreted as sustainable diversities in our societies, and our results
then imply that, while diversities decrease and eventually disappear with more long-range interactions, other
types of diverse states can appear under this rule when networks are almost fully connected.
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Complex systems usually consist of interconnected parts,
forming complex networks, and typically exhibit complex
and unpredictable behavior. While the concept of complex
networks can be applied to various research areas, physicists
have been trying to find general frameworks for the network
theory [1–3], and their efforts can be summed up in three
categories. First, generating mechanisms of static networks
satisfying certain statistical properties as in small-world (SW)
and scale-free networks [4–6], and statistical measures on
their structures have been studied. Second, if nodes have
states, the dynamic behavior of nodes on given static networks
has been studied: for example, opinion dynamics [7–10] and
synchronization problems [11,12] on SW networks. Finally,
the dynamic behavior of both nodes and links for “coevolving”
networks [13–15], where nodes and links evolve, influencing
each other, has been studied, especially when time scales for
node and link dynamics are comparable.
Here we present a simple model of social networks with
mobile agents [14,16–18]. For a network in our model,
agents become nodes, and their interactions define links.
We assume these mobile nodes reside in two-dimensional
(2D) periodic lattices, and that node states are periodic as
in phases of oscillators for ad hoc wireless networks [18].
To mimic the stochastic nature of these dynamic networks,
we also assume nodes are random walkers. Then, local
interactions define dynamic short-range links, which will be
removed as soon as nodes move apart, while we will add
long-range interactions randomly, defining long-range links.
The addition of long-range interactions is justified, because
they are rapidly growing in modern societies in many ways.
We will refer to this network as a dynamic interaction network.
In this Rapid Communication, we observe how these networks
behave dynamically as the number of long-range links grows.
Our model produces metastable states [9,10,15,17], and we
will focus on their dynamic behavior by finding their mean
lifetimes.
For our model, we start with a network defined in Ref. [17]
with minor modifications. It considers N nodes residing on a
2D periodic lattice (X × Y ) (see Fig. 1). Each node i (1  i 
*suhan@physics.utexas.edu
N ) has its location (xi,yi) in the lattice, where 0  xi < X and
0  yi < Y . At each time step t (=0,1,2, . . .), all nodes move
independently using 2D random walks, and interact with local
neighbors. Links are determined by (i) how local neighbors are
defined, and (ii) how nodes move on the lattice. Here we use the
Moore neighborhood; hence a node is a local neighbor of node
i if that node resides in any of the surrounding eight locations
or the current location of i. And the nodes move randomly
in four directions (east, west, south, and north) with equal
probabilities at each time step. This network is dynamic, and
we will restrict ourselves to the case with X = 100, Y = 10,
and N = 103. Here we also add E distinct long-range links
(or shortcuts) randomly, and they are time invariant, meaning
that these links will connect the same agents (nodes) all the
time. The number of all possible pairs of nodes is N (N − 1)/2
(≡Emax), and we use a normalized value e = E/Emax (0 
e  1) as a control parameter. Now the network has two types
of links: one representing short-range dynamic interactions,
and the other representing long-range static interactions. We
can use the N × N adjacency matrix K(t) to represent this
network, where Kij (t) is 1 when there exists any link between
i and j at time t , and 0 otherwise.
When e = 0, the network has only short-range links, and,
when e = 1, the network is fully connected. We can look at
some of the basic network properties of this network: the
average degree k(e), the clustering coefficient C(e), and the
average shortest path lengthL(e), when all nodes are uniformly
distributed on the lattice [19]. We numerically find these values
by averaging over 103 realizations: for e = 0, k(0)  8.99,
C(0)  0.604, and L(0)  25.8. When calculating C(e) and
L(e), we only use the biggest component, if there is more
than one component. In Fig. 2, we show C(e) and L(e)
[k(e)  9 + 103e for e  1], and we see some resemblances
with the classic models of SW networks [4,5]. Here the
set of e can be divided into three regions: (I) C(e) does
not change much while L(e) decreases quickly (dominated
by short-range links with the SW phenomena); (II) C(e)
starts to decrease and reaches the smallest value; (III) C(e)
starts to increase before reaching 1 at e = 1 (dominated by
long-range links). Meanwhile, L(e) monotonically decreases
to 1. The overall behavior is the same for cases with
different N ’s.
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FIG. 1. (Color online) An illustration of a 2D periodic lattice.
Local neighbors of node i are in the shaded area, and blue (dark gray)
solid lines represent dynamic short-range links, while green (light
gray) dashed lines represent randomly added long-range links.
We then introduce a periodic node state φi (0  φi < 1)
to each node i, and observe the dynamics on the network
defined above (φi can be an opinion of an agent i in opinion
dynamics [17], or 2πφi can be a phase of one of identical
oscillators in synchronization problems [11,12,20,21]). For
changes of φi’s, we use the rule of repeated averaging as
below. At time t , all nodes update their values in parallel using
φi(t + 1) = φi(t) + σ
ki(t) + 1
N∑
j=1
Kij (t)ji(t) (mod 1), (1)
where σ is a coupling constant (0 < σ  1), ki(t) is the degree
of node i (=∑j Kij ), and ji(t) represents the difference
between φj and φi at time t . We introduce a function (x) to
represent the difference between two values, such that ji =
(φj − φi),
(x) ≡
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x + 1 (if x < −1 + θ ),
0 (if −1 + θ  x  −θ ),
x (if −θ < x < θ ),
0 (if θ  x  1 − θ ),
x − 1 (if 1 − θ < x),
(2)
where θ is a constant (0 < θ  0.5), and works as a threshold
for interactions. In this Rapid Communication, we assume
θ = 0.5 for simplicity. Note that Eq. (1) is the same as the one
given in Ref. [17] with different notations.
When e = 0, it was already found that periodic metastable
states along the x direction can spontaneously emerge from
random initial conditions when X  Y [17], and we call them
“period-n” states. When 0 < e  1, they still have finite mean
lifetimes τ (p)n , which will decrease as e increases because
long-range links make periodic metastable states decay faster
and eventually disappear. When e is greater than a certain
10
-5
10
-4
10
-3
10
-2
10
-1
10
00
0.5
1
10
-5
10
-4
10
-3
10
-2
10
-1
10
00
5
10
15
20
25
(a) (b)
e e
C(e) L(e)
: N=1000 : N=1000
: N=4000
: N=9000: N=9000
: N=4000
I II III
FIG. 2. (Color online) For N uniformly distributed nodes when
(N,X,Y ) is (1000,100,10), (4000,200,20), and (9000,300,30), we
observe (a) C(e) and (b) L(e) vs e. In (a), we divide e into three
regions for the case of N = 103.
critical value, then period-n states cannot be sustained, and
only converged states, where all node states are the same, will
be reached. As e increases further, however, other types of
metastable states start to appear; they are grouping metastable
states, where nodes are divided into m separate groups of
clustered states, independent of their positions on the lattice.
For these states, the number of nodes in groups and the differ-
ences in the states between the groups should satisfy certain
conditions: for example, three groups with similar sizes near
0, 1/3, and 2/3, respectively, or ∼500 nodes near 0.5, and two
other groups of ∼250 nodes near 0.1 and 0.9, respectively. We
call them “m-group” states [22]. Their mean lifetimes increase
as e increases, and as e approaches 1, m-group states become
more stable. Meanwhile, converged states are absorbing states
in every case (consensus in opinion dynamics, or synchronized
states in synchronization problems). If either the node state or
the lattice is not periodic, the system only reaches converged
states with repeated-averaging mechanisms, while e and σ
only determine the convergence time.
Here we numerically study period-n states in detail, as well
as 3-group states (the smallest possible here). Usually, period-n
states decay into period-(n − 1) states, and later into period-
(n − 2) states, until they eventually reach converged states—
this is a decay chain. To investigate this decay process closely,
one needs a way to find what period a given state is in. We
introduce ν for this purpose. First, we divide the lattice into Nr
equal-sized regions along the x direction. (We assume X is a
multiple of Nr , and use Nr = 50 here.) Second, for each region
r (0  r < Nr ), we find the average of node states for nodes
inside that region, ¯φr . Since the node state is periodic, care has
to be taken; for example, the average of 0.1 and 0.9 should
be 0 instead of 0.5 [Eq. (2) should be used when averaging].
Once we find all ¯φr ’s for all r , we can finally define ν as
ν ≡
∣∣∣∣∣
Nr−1∑
r=0
( ¯φr+1 − ¯φr )
∣∣∣∣∣ , (3)
where ¯φNr = ¯φ0. For period-n states, ν is close to n, and we can
observe the behavior of a state by observing the time evolution
of ν.
In Fig. 3, we observe how a random state evolves for
different e’s, when σ = 0.1. When e < 0.001, the state quickly
becomes a period-2 state, and it does not decay even at t =
30 000. But when e = 0.001, we can observe the period-2 state
decays into a period-1 state, and then becomes a converged
state. Note that the lifetimes found here are only for this run,
and the mean lifetimes for e = 0.001 are shown in Fig. 4. As e
increases further, period-n states tend to decay faster, and for
higher e’s, period-n states are reached only for a short time or
bypassed (when e = 0.002, the state tries to reach a period-1
state, but fails before becoming a converged state).
When σ is not too small, the state quickly reaches any
period-n state or a converged state given an initial condition,
and distributions of these states depend on all parameters [17].
When mean lifetimes are short enough to be measured, these
distributions visibly change as time evolves, and we can predict
that the ratio of the number of converged states to the number of
all runs at time t , ρ0(t), will eventually reach 1 in a reasonable
time. Decays from n to n − 1 are exponential, which means
that, if we specifically choose an initial condition as a period-n
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FIG. 3. (Color online) Time evolution of ν for a state as e
increases from 0.0002 to 0.002 when σ = 0.1. Bottom: Scatter plots
for e = 0.001 at t = 0 (random initial condition), 10 000 (period 2),
20 000 (period 1), and 30 000 (converged).
state and observe the ratio of period-n states among many
runs at time t , we can find τ (p)n using the method of linear
least squares. In Fig. 4, we find τ (p)n (1  n  5) and τ (g)3 ,
the mean lifetime of states with three equal-sized groups, as
e varies when σ = 1 and 0.1. We found several interesting
properties for τ (p)n here. For period-n states for low n, there
exists a critical e value, e(p)n , after which period-n states cannot
be sustained—for example, e(p)1  0.002 when σ = 0.1 (see
Fig. 3). When e > e(p)n , period-n states cannot be sustained
for even a short period of time, while the variability of τ (p)n
with different realizations becomes greater. When e < e(p)n ,
τ
(p)
n does not depend much on initial conditions as long as they
are period-n states. Higher-period states can be more stable
than lower-period ones for certain e’s. On the other hand,
when e gets close to 1, grouping metastable states can exist.
The insets in Figs. 4(a) and 4(b) prove their existence: when
e > 0.1, ρ0 can stay less than 1 for a considerable amount of
time. The closer e is to 1, the longer the mean lifetimes of
these metastable states become.
In Fig. 4(c), we observe τ (p)1 and τ (g)3 for the whole range
of e when σ = 1 and 0.1. There also exists a critical value e(g)3
for 3-group states. When e > e(g)3 , 3-group states can exist and
τ
(g)
3 increases with e. When e < e
(g)
3 , 3-group states cannot
be sustained. Based on the results for σ = 1, we divide e
into three regions, which match well with those found in
Fig. 2(a): (I) 0 < e < e(p)1 , where periodic metastable states
can exist (dominated by short-range links); (II) e(p)1 < e < e(g)3 ,
where only converged states are sustained; (III) e(g)3 < e  1,
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FIG. 4. (Color online) Behavior of τ (p)n (1  n  5) and τ (g)3 as e
varies. (a) τ (p)n whenσ = 1, (b) τ (p)n whenσ = 0.1. For each parameter
set, we used three different realizations of period-n states with 103
runs each. The bars represent minimum and maximum values. (The
insets show ratios of the converged states, ρ0, after a certain time
from 103 random initial conditions, when e approaches 1, to show
that grouping metastable states appear spontaneously.) (c) τ (p)1 and
τ
(g)
3 for 0 < e  1 when σ = 1 and 0.1. There are three regions of e,
and the middle region is shaded for the case of σ = 1.
where grouping metastable states can exist (dominated by
long-range links). It is also interesting that the range of e,
where small-world phenomena are observed, coincides with
the range where periodic metastable states have measurable
mean lifetimes. We also observe results for σ = 0.1, and they
show similar behavior with longer mean lifetimes and a smaller
convergence region. If σ is much smaller, the system can be-
have in an unexpected manner; for example, even when e = 0,
grouping metastable states can appear (see Fig. 8 in Ref. [17]).
In summary, we studied the dynamics of random-walking
agents with periodic node states in a periodic lattice, varying
the number of long-range links, and observed two types of
metastable states in the system. Metastable states in our model
can be interpreted as dynamic, yet sustainable, diversities
abundant in our societies [23], and results imply that the
ever-increasing connections of our modern societies can
make existing diversities disappear, but if we are almost fully
connected, other types of diverse states can appear under this
rule.
We can ask if specific settings we assumed in the model are
all necessary to observe similar behavior. What if we apply the
same dynamic rule on static SW networks on one-dimensional
(1D)-ring structures with E long-range links, as the model
by Newman and Watts [5]? Without random rewiring of
short-range links, there is no stochasticity, and we can find
fixed points instead of metastable states. While period-n states
are apparently stable when E = 0, other nonconverged states
are dominant when E is small (see Ref. [24] for details). If
we go even further, we can say that as long as the network is
sparse and cyclic, nonconverged states can be spontaneously
reached. As the network becomes almost fully connected,
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where underlying structures and short-range links do not
matter much, grouping states become stable under this rule,
too. What if we change the update rule represented by (x)?
It is easy to see that period-n states will be stable in similar
networks as long as (x)  x near x = 0. For grouping states
to be stable for e → 1, though, the slope of (x) should be
positive or zero throughout the whole range of x as in Eq. (2).
For example, if we use(x) ∝ sin(2πx), the model is basically
the Kuramoto model [25] for identical oscillators; in this case,
grouping states cannot be stable even at e = 1, while period-n
states can be stable at e  0.
In addition, we can extend this model to suit realistic needs.
A coupling constant σ is given to both short- and long-range
interactions here, but we can have two coupling constants
[12], or it can be heterogeneous among all nodes. We can add
noise in Eq. (1), because noise can play an important role in
clustering [23]. Long-range links can be rewired, making the
model truly coevolving.
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