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It has been reported in the literature that the survival probability P (t) near an exceptional point
where two eigenstates coalesce should generally exhibit an evolution P (t) ∼ t2e−Γt, in which Γ is the
decay rate of the coalesced eigenstate; this has been verified in a microwave billiard experiment [B.
Dietz, et al., Phys. Rev. E 75, 027201 (2007)]. However, the heuristic effective Hamiltonian that is
usually employed to obtain this result ignores the possible influence of the continuum threshold on
the dynamics. By contrast, in this work we employ an analytical approach starting from the micro-
scopic Hamiltonian representing two simple models in order to show that the continuum threshold
has a strong influence on the dynamics near exceptional points in a variety of circumstances. To
report our results, we divide the exceptional points in Hermitian open quantum systems into two
cases: at an EP2A two virtual bound states coalesce before forming a resonance, anti-resonance pair
with complex conjugate eigenvalues, while at an EP2B two resonances coalesce before forming two
different resonances. For the EP2B, which is the case studied in the microwave billiard experiment,
we verify the survival probability exhibits the previously reported modified exponential decay on
intermediate timescales, but this is replaced with an inverse power law on very long timescales.
Meanwhile, for the EP2A the influence from the continuum threshold is so strong that the evolution
is non-exponential on all timescales and the heuristic approach fails completely. When the EP2A
appears very near the threshold we obtain the novel evolution P (t) ∼ 1 − C1
√
t on intermediate
timescales, while further away the parabolic decay (Zeno dynamics) on short timescales is enhanced.
I. INTRODUCTION
Dissipation in quantum mechanics is a fundamental problem that is relevant to a wide range of dynamical phe-
nomena, including basic problems such as atomic relaxation and nuclear decay. In many such familiar circumstances,
we can generally think of these processes as following a simple exponential decay law. We note from the outset that
the exponential decay is associated with the resonance in quantum mechanics [1–14], which can be thought of as a
generalized eigenstate that resides outside the ordinary Hilbert space [2–4, 8, 12, 15–19].
However, while the exponential process is quite common in nature, it is known that deviations from exponential
decay exist in quantum systems at least on very short and extremely long time scales [20, 21]; the short-time deviations
typically give rise to parabolic decay ∼ 1− t2 while the long-time deviations give rise to an inverse power law ∼ 1/tp,
with p > 0. While the short-time deviation results simply from the exponential form of the time evolution operator
in quantum mechanics, the long-time deviations occur as a direct result of the existence of a lower bound on the
energy continuum in open quantum systems [22, 23]; these continuous degrees of freedom describe the environmental
influence or decay channels in these systems.
For many years it had been argued that these deviations might exist but could be difficult to observe; for example,
in Ref. [24] it is argued that in typical circumstances the long-time deviation does not manifest until after several
lifetimes of the exponential decay, by which time the survival probability is so depleted that the process is rendered
undetectable. Despite the challenge, in recent decades both the short time [25] and long time deviations [26] have
been experimentally observed.
However, while the short time and long time deviations are always present, there do exist special circumstances
in which the exponential decay effect is modified [27] or even vanishes entirely [28–32]. In the former case, the
usual exponential decay is modified in the vicinity of a so-called exceptional point [33, 34], also referred to as a
non-Hermitian degeneracy [35]. Exceptional points (EPs) are discrete non-analytic points in the parameter space of
a given Hamiltonian at which two or more eigenvalues coalesce and the usual diagonalization scheme breaks down.
While exceptional points do not appear in the spectrum of closed Hermitian systems, they do appear in open quantum
systems due to the implicit non-Hermitian character of such systems (see [7, 8, 11, 12, 18, 35–39] as well as references
within [7, 8, 38]). Exceptional points have also been studied in recent years in systems that exhibit explicit non-
Hermitian characteristics, such as parity-time (PT ) symmetric systems [40–44] that can be realized experimentally
with balanced energy gain and loss that is spatially symmetrized [45–52] or some other effective parity operator
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2combined with time reversal violation [53, 54].
A given Hamiltonian is no longer diagonalizable at the exceptional point, but instead can only be transformed into
a matrix containing at least one Jordan block [19, 33, 55–57]. The dimension of the Jordan block is given by N , the
number of coalescing levels. Following the convention in the literature, we refer to an EP involving the coalescence
of N levels as an EPN [56–58]; however, in the case of two coalescing levels (EP2) considered in this paper we find
it useful to introduce two further subcategories, following the convention introduced in Ref. [52]. In the context of
Hermitian open systems, we refer to an exceptional point at which two virtual bound states coalesce before forming a
resonance, anti-resonance pair as an EP2A. Meanwhile, an exceptional point at which two resonance states coalesce
before forming two different resonance states is an EP2B 1. We find it necessary to introduce this distinction in part
because, as shown below, the survival probability characteristics in the vicinity of an EP2A and an EP2B are in fact
quite different 2.
Several studies appear in the literature in which the dynamical properties in the vicinity of the exceptional points
have been investigated in open systems [27, 60–64] (see also works on the related question of spatial propagation at
the EP in certain PT -symmetric systems [65], as well as enhanced conical diffraction at an EP in a PT -symmetric
honeycomb lattice [66]). The focus of most of these papers is that in the vicinity of the EP, the usual exponential
evolution of the components of the state vector is modified by a linear t term, so that e−iEt → te−iEt. A result of this
effect is that the usual exponential decay e−Γt in the survival probability can be modified near the EP2B as t2e−Γt,
which has been verified in a microwave billiard experiment [27] (see also Fig. 13 of Ref. [54]).
Typically this modification of the time evolution near the EP has been demonstrated relying on a heuristic effective
Hamiltonian [27, 60, 61]. While this approach suffices to capture the modified exponential dynamics, at least in the case
of the EP2B, it has a significant drawback in that the details of the environmental influence (background continuum)
are washed out. In particular, the influence of the continuum threshold is not considered in this approach. However,
it has been demonstrated in a variety of studies that the influence of the continuum threshold on both exponential
[12, 67–70] and non-exponential processes [28–31] can be quite significant in open quantum systems 3.
By contrast, in this paper we approach the time evolution problem at the exceptional point starting from a specific
microscopic model Hamiltonian and by only applying methods that incorporate the influence of the continuum. For
models describing certain open quantum systems, namely the tight-binding model, we rely on the formalism based on
the quadratic eigenvalue problem developed in Ref. [11]. In this approach the discrete sector of the system is again
eventually described by an effective matrix, but this formalism is obtained by a projection operator technique that
treats the continuum exactly [18]. Relying on this method, we demonstrate that accounting for the influence of the
continuum threshold seems particularly crucial in describing the dynamics in the vicinity of the EP2A, which exhibits
non-exponential decay on all timescales. Meanwhile for the dynamics near the EP2B, the pole approximation may
suffice on intermediate timescales; however we show that the usual inverse power law decay dominates the dynamics
asymptotically.
We evaluate the dynamics for these two cases relying on two representative models. The simplest model of an open
quantum system that contains an EP2A (at least, as far as we are aware) is Model I, described by the Hamiltonian
HI = dd
†d− b
∞∑
j=1
(
c†jcj+1 + c
†
j+1cj
)
− g
(
c†1d+ d
†c1
)
. (1)
Model I consists of a semi-infinite tight-binding chain with an endpoint impurity; here c†j is the creation operator at
the jth site along the chain, for which b gives the strength of the nearest-neighbor coupling, while d† is the creation
operator at the impurity site. The impurity is coupled to the endpoint of the chain c†1 with coupling strength g and
has an adjustable chemical potential d. However, since the parameter space of Model I does not contain an EP2B,
we turn for this case to Model II with the Hamiltonian
HII = −V
(
d†AdB + d
†
BdA
)
− g
(
c†1dB + d
†
Bc1
)
− b
∞∑
j=1
(
c†jcj+1 + c
†
j+1cj
)
, (2)
1 Note that this convention was first introduced in Ref. [52] in the context of explicitly non-Hermitian open quantum systems; the primary
difference from Ref. [52] and the present work is that exceptional points are not allowed to appear in the first Riemann sheet here in
the case of Hermitian open quantum systems.
2 We emphasize that even without considering the detailed survival probability dynamics the EP2A and EP2B are clearly distinguished
as the former is associated with the emergence of exponential decay (resulting from the appearance of the resonance) [4, 13, 39], while
the latter is associated with the phenomenon of resonance trapping [7, 14, 38, 59].
3 We note the influence of the threshold has also recently been studied in certain nuclear scattering reactions; see, for example, [M.
Odsuren, Y. Kikuchi, T. Myo, M. Aikawa, and K. Kato¯, Phys. Rev. C 92, 014322 (2015)] and references within.
3which consists of a semi-infinite tight-binding chain with a double-impurity (or qubit) coupled at the endpoint of
the chain [6]. Again c†j is the creation operator at the jth chain site while the qubit operators d
†
A, d
†
B experience the
intra-qubit coupling V and the d†B site is again coupled to the endpoint of the chain with strength g. Each of these
models can be considered as variations of the Friedrichs model that has been used to describe resonance phenomena
in open systems [4, 9]. While our results for these models illustrate likely near-universal characteristic properties for
the dynamics near the EPs, our goal is not necessarily to claim the results are universal but more so to emphasize
the importance of considering the continuum threshold in the problem, particularly in the case of the EP2A.
In the following section we introduce projection operators for Model I in order to obtain the exact effective Hamil-
tonian for the discrete spectrum of the model; we further demonstrate the presence of an EP2A in the parameter
space of this model. In Sec. II A we map the (nonlinear) discrete effective Hamiltonian to a generalized linear eigen-
value problem that is in one-to-one correspondence with the discrete spectrum, following the method of Ref. [11].
Re-writing the problem in this way enables us to demonstrate in Sec. II C that the eigenvalue problem for the discrete
sector can be reduced to Jordan block form at the EP2A; this formalism further enables us to evaluate the dynamics
near the EP2A in Sec. III. Here we find that the simple pole approximation does not provide a useful description
for the evolution near the EP2A on any time scale or for any parameter values. Instead, the dynamics are strongly
determined by the proximity of the exceptional point to the continuum threshold: when the EP2A appears close to
the threshold, the survival probability follows a novel 1−C1
√
t+C2t evolution on intermediate timescales. Meanwhile,
when the EP2A appears somewhat further from the threshold the short time parabolic decay is strongly enhanced.
In either case, the usual t−3 power law decay exerts itself on longer timescales.
Then in Sec. IV we briefly outline a similar calculation for the EP2B appearing in Model II. In this case we find
that the pole approximation accurately describes the time evolution on intermediate time scales, but is again replaced
by the t−3 evolution for long times.
Finally, in App. A we study the topological structure of the parameter space of Model I by demonstrating that the
two eigenstates are mapped into one another on parametrically encircling the EP2A. We briefly discuss this intriguing
mathematical property in relation to recent experiments in which dynamical (physical) encirclement of the EP2B
has successfully been demonstrated (encirclement of an EP2A has received relatively less attention in the literature).
Some details of the calculations from the main text appear in three further appendices.
II. EXACT EFFECTIVE HAMILTONIAN AND GENERALIZED EIGENVALUE PROBLEM FOR
MODEL I
In the absence of interaction terms, we can write the Hamiltonian Eq. (1) for Model I in the single particle picture
4 as
HI = d|d〉〈d| −
∞∑
j=1
(|j〉〈j + 1|+ |j + 1〉〈j|)− g (|1〉〈d|+ |d〉〈1|) (3)
with |d〉 = d†|0〉 and |j〉 = c†j |0〉 as the single particle basis kets, and where we have set the energy units in terms
of b = 1. Model I consists of a semi-infinite tight-binding chain coupled with an endpoint impurity; the adjustable
parameters in this case are the impurity energy d and the endpoint coupling g. We assume g < 1 because, as seen
below, this is the case for which two EP2As can be realized. Model I is perhaps the ideal model for the study of
the EP2A as the discrete spectrum consists of only two states, which coalesce at the exceptional points. In the time
evolution problem studied in Sec. III we will assume the particle is initially trapped in the endpoint impurity |d〉 and
observe how the EP2A influences the evolution from this initial condition.
To begin our analysis for Model I, we first aim to obtain a compact effective Hamiltonian describing the spectrum in
the discrete sector following the Feshbach projection operator technique [7, 18, 73–75]. After we take the continuum
limit for the semi-infinite tight-binding chain in Eq. (3) the discrete sector for Model I consists simply of the impurity
state |d〉; hence we introduce the discrete sector projection operator P as
P = |d〉〈d| (4)
4 Particularly in light of recent experimental work [71] demonstrating that one can distinguish between the dynamics of fermion and boson
systems even in the absence of interactions [72], we leave the extension of the present problem to the many body case to future work.
4while the projection operator Q associated with the continuum is given by
Q = 1− P =
∞∑
j=1
|j〉〈j|. (5)
Below we will obtain an energy-dependent effective finite dimensional Hamiltonian Heff(E) for Model I, which yields
the generalized discrete eigenvalues Ej associated with the eigenkets |ψj〉 as solutions of the equation
Heff(Ej)P |ψj〉 = Ej (P |ψj〉) . (6)
Note that since Heff(E) itself depends on the energy, the dimension of this operator does not, in general, match the
dimension of the solution space, and further the eigenvalue solutions of this equation technically belong to differing
versions of this Hamiltonian. Hence, while this equation can correctly predict the coalescence of the eigenvalues at
a given EP, it cannot by itself properly describe the coalesce of the associated eigenvectors. However, following the
method in Ref. [11] we can map the above equation to an equivalent generalized eigenvalue problem, which does
include all of the discrete eigenvalues as solutions of a single matrix equation. As revealed below, this formalism can
be used to describe all of the non-analytic properties of the system in the vicinity of the exceptional point, while
treating the continuum exactly.
We obtain the effective Hamiltonian for Model I based on the Siegert boundary condition, which consists of an
outgoing wave from the impurity region written as
ψ(x) ≡ 〈x|ψ〉 =
{
ψd for x = d
Ceikx for x ≥ 1 . (7)
We analyze the Schrödinger equation H|ψ〉 = E|ψ〉 for any site x ≥ 2 as 〈x|H|ψ〉 = E〈x|ψ〉, which gives
− ψ (x− 1)− ψ (x+ 1) = Eψ (x) . (8)
Applying our plane wave solution ψ(x) = Ceikx from Eq. (7) we obtain the continuous eigenvalue
E (k) = −2 cos k. (9)
The scattering continuum is hence defined in the range |E(k)| ≤ 2 on the domain k ∈ [0, pi] for the semi-infinite chain.
For a given discrete solution ψj(x), Eq. (9) also connects the wave vector kj with the relevant eigenvalue Ej , where
both kj and Ej are, in general, complex. Evaluating Eq. (7) at x = 1 and solving the Schrödinger equation in the
impurity region for sites x = d, 1, yields the coupled equations
−ψ(2)− gψd = Eψ(1) (10)
dψd − gψ(1) = Eψd. (11)
We can use Eq. (7) to write ψ(2) = eikψ(1), which in turn allows us to rewrite Eq. (10) as e−ikψ(1) = gψd after
applying Eq. (9). We can plug this expression into Eq. (11) to finally obtain the effective eigenvalue equation (6) in
which Heff(E) here takes the form
Heff(E) = d − g2eik, (12)
where E depends on k according to Eq. (9). Note that Heff in general is a matrix with dimension equal to that of the
discrete subspace P ; hence for Model I with P = |d〉〈d| the effective Hamiltonian Eq. (12) is just a scalar operator in
this case.
Applying our expression for the effective Hamiltonian Eq. (12) in the Schrödinger equation (6) we obtain the
dispersion equation for the discrete eigenvalues in quadratic form. The two eigenvalue solutions are given by
E± =
d
(
2− g2)± g2√2d − 4 (1− g2)
2 (1− g2) (13)
while the associated wave vectors k± are given by E± = −2 cos k±. From Eq. (13) we can immediately find the
location of the two exceptional points (EP2As) in parameter space where the two discrete eigenvalues coalesce as
d = ±2
√
1− g2, which are the branch points of the square root appearing in these two equations (keep in mind
we assume g < 1 so that these exceptional points are real-valued). Hence, for |d| < 2
√
1− g2 it is easy to see that
E± yield an anti-resonance/resonance pair with complex conjugate eigenvalues, while they become real-valued on
5the other side of the EP2As. To make a more precise statement, it can be shown that the eigenvalues evolve in the
parameter space as follows:
E± =
 resonance, anti-resonance for |d| < 2
√
1− g2
two virtual bound states for 2
√
1− g2 < |d| < 2− g2
one bound, one virtual bound state for 2− g2 < |d|
. (14)
The properties of the spectrum throughout the parameter space are studied in detail in Ref. [39].
From this point forward, we will primarily focus on the properties of the system very near the lower exceptional
point, which we denote by d = ¯A with
¯A ≡ −2
√
1− g2 (15)
(essentially the same analysis could be applied for the upper EP2A). Hence, we will primarily study the case d & ¯A
for which the spectrum gives a resonance/anti-resonance pair on one side of the EP2A, and the case d . ¯A for which
it gives two virtual bound states on the other side. Note that at the lower EP2A, the energy eigenvalues coalesce at
E+ = E− = E¯A ≡ − 2− g
2√
1− g2 . (16)
A. Mapping to the generalized eigenvalue problem for Model I
The previous eigenvalue equation (6) with the effective Hamiltonian Eq. (12) can be mapped onto the quadratic
eigenvalue problem [76] in terms of λ = eik as[(
1− g2)λ2 + dλ+ 1]P |ψ〉 = 0; (17)
from which we immediately obtain the eigenvalues in terms of λ as
λ± =
−d ∓
√
2d − 4 (1− g2)
2 (1− g2) (18)
as well as the useful identity
λ+λ−
(
1− g2) = 1. (19)
While of course the solutions presented in Eq. (18) are entirely equivalent to those previously reported in Eq. (13) and
therefore provide no additional information about the spectrum, equation (17) will allow us to rewrite the problem
in terms of a generalized eigenvalue equation such that the eigenkets are solutions of a single distinct linear operator,
shown below. Note that at the exceptional points d = ±2
√
1− g2, the λ eigenvalues coalesce at λ+ = λ− = −2/d.
For the lower EP2A (focus of the present development) we write this as
λ+ = λ− = λ¯A ≡ − 2
¯A
=
1√
1− g2 . (20)
Noting that Eq. (17) above takes the form of the quadratic eigenvalue problem, we can apply techniques from Refs.
[76, 77] to re-write this as [ −λ 1
1 d +
(
1− g2)λ
] [
P |ψ〉
λP |ψ〉
]
= 0. (21)
This equation takes the form of the generalized linear eigenvalue problem
(F − λG) |Ψ〉 = 0 (22)
with the model-dependent F and G matrices given in this case by
F =
[
0 1
1 d
]
G =
[
1 0
0 −1 + g2
]
(23)
6as well as
|Ψ〉 ≡
[
P |ψ〉
λP |ψ〉
]
. (24)
We can immediately re-obtain the λ-eigenvalues Eq. (18) from this generalized eigenvalue equation. However, the
real advantage to Eq. (21) is that we have now re-written the eigenvalue equation as a matrix equation in which the
dimension is in one-to-one correspondence with the number of discrete eigenvalues. This will enable us to write the
Jordan block structure at the EP2A and further to evaluate the survival probability in the vicinity of the exceptional
point without introducing any a priori approximation.
B. Diagonalization scheme for the generalized eigenvalue problem
We here present the diagonalization scheme for Model I (away from the exceptional points) in the context of the
generalized eigenvalue problem Eq. (22). The general expression for the survival amplitude that we will use in Sec.
III B can in turn be obtained based on this diagonalization scheme (see Ref. [11] for details).
The generalized eigenvalue problem in Eq. (22) appears in terms of the right-eigenvector |Ψ〉. It is natural to
introduce the left-eigenvectors |Ψ˜〉 satisfying
〈Ψ˜| (F − λG) = 0. (25)
If we then normalize the eigenvector set such that
〈Ψ˜i |G|Ψj〉 = δi,j , (26)
we obtain the natural diagonalization for the F matrix as
〈Ψ˜i |F |Ψj〉 = λjδi,j . (27)
We can immediately obtain the general form of the left-eigenvectors 〈Ψ˜| by taking the transpose of Eq. (22) and
comparing the result to Eq. (25). Noting that FT = F and GT = G we find that the left-eigenvectors are simply the
transpose of the right-eigenvectors 〈Ψ˜| = |Ψ〉T.
To find the appropriate normalization for the two generalized Model I eigenstates |Ψ±〉 we plug the explicit form
of G from Eq. (23) into Eq. (26) to obtain the condition[
1− (1− g2)λ2±] 〈d|ψ±〉2 = 1, (28)
where we have used Eq. (24) and 〈ψ˜±|P |ψ±〉 = 〈ψ˜±|d〉〈d|ψ±〉 = 〈d|ψ±〉2. Taking the positive square root of Eq. (28)
we find
〈d|ψ±〉 = 1√
1− (1− g2)λ2±
≡ β±. (29)
From Eq. (18), we notice immediately that the norm β± diverges at the EP2A when λ+ = λ− = (1− g2)−1/2; this is
a first indication that the usual analytic properties of the system break down at the exceptional point.
To complete the diagonalization of the matrix F , we write the right unitary transformation matrix
U =
[ 〈d|Ψ+〉 〈d|Ψ−〉 ] = [ β+ β−λ+β+ λ−β−
]
, (30)
as well as the appropriate left conjugate transformation matrix obtained as U˜ = U−1G−1, which guarantees
U˜GU = I2. (31)
We apply the same unitary transformation to diagonalize the F matrix according to
U˜FU =
[
λ+ 0
0 λ−
]
≡ Λ. (32)
As already pointed out, this diagonalization scheme fails at the exceptional points where the eigenstates coalesce and
the norm reported in Eq. (29) diverges. Instead, the matrix F can only be reduced to Jordan block form in this case,
as shown in the next subsection.
7C. Jordan block structure at the exceptional point
At the lower exceptional point d = ¯A in Model I, the λ eigenvalues coalesce at λ+ = λ− = λ¯A and the F and G
matrices take the form
F (d = ¯A) =
[
0 1
1 ¯A
]
, G(d = ¯A) =
[
1 0
0 −¯2A/4
]
. (33)
The corresponding eigenstates also coalesce as |ΨEP〉 to satisfy a single generalized eigenvalue equation
F |ΨEP〉 = λ¯AG|ΨEP〉. (34)
However, as noted previously, the eigenvector norm Eq. (29) diverges at the exceptional point as β± →∞; further, the
coalesced eigenvector exhibits self-orthogonality [8]. Renormalizing the coalesced eigenvector in terms of the modified
norm µ we have
|ΨEP〉 = µ
[
1
λ¯A
]
= µ
[
1
− 2¯A
]
, (35)
from which we immediately see the self-orthogonal character as
〈Ψ˜EP |G|ΨEP〉 = 0. (36)
Clearly the single eigenvector |Ψ¯EP〉 does not span the basis of the 2x2 F and G matrices, which is yet another
indication that the system is no longer diagonalizable at the exceptional point. Instead, the system can only be
reduced to Jordan block form; as such Eq. (34) is complemented by [55, 57]
F |ΦEP〉 = λ¯AG|ΦEP〉+G|ΨEP〉, (37)
where |ΦEP〉 is the so-called pseudo-eigenvector. Equations (34) and (37) together constitute the Jordan chain rela-
tions.
Writing the pseudo-eigenvector as |ΦEP〉 = [φ1, φ2]T, there are now three unknowns in the problem: µ, φ1, φ2. While
the Jordan chain vectors (and hence these three unknowns) are not uniquely determined, we can fix the values of φ1
and φ2 by imposing the following conditions on the pseudo eigenvector
〈Φ˜EP |G|ΦEP〉 = 0, (38)
〈Φ˜EP |G|ΨEP〉 = 1. (39)
These conditions follow rather naturally in response to Eq. (36) and are similar to those appearing in Ref. [57].
Applying these constraints we find φ2 = 1/2µ and φ2 = 1/µ¯A. We can now write a rotation matrix R as
R =
[ |ΨEP〉 |ΦEP〉 ] = [ µ 12µ− 2µ¯A 1µ¯A
]
, (40)
which essentially takes the place of the usual diagonalizing matrix U at the exceptional point. Defining as well the
left partner rotation matrix R˜ = R−1G−1, we can now put the F matrix at the exceptional point into Jordan normal
form by writing
R˜FR =
[ − 2¯A 2µ2¯A
0 − 2¯A
]
=
[
λ¯A 1
0 λ¯A
]
(41)
where we have chosen µ =
√
2/¯A in the last step.
As a further mathematical property, we show in App. A that the eigenstates |Ψ+〉 and |Ψ−〉 are mapped into one
another upon topological encirclement of one or the other (but not both) exceptional points, except that one or the
other eigenstate will pick up an additional 180◦ phase change. This property of EP2s has already been demonstrated
over a decade ago in a series of quasi-static microwave cavity experiments [54, 78–81] (see also Ref. [82]), although
a true dynamical encirclement is a more complex problem [83, 84] that has only been achieved in experiment very
recently for the EP2B [85–87]. In App. A we demonstrate the topological encirclement for the relatively less-studied
EP2A case and briefly comment on what the calculation for the dynamical evolution in this case might entail.
In this subsection we have shown that in the generalized eigenvalue problem based on the formalism of Ref. [11] the
discrete sector of the present system can only be reduced to Jordan block form at the exceptional point. For a more
generalized treatment of the problem regarding the Jordan block at exceptional points in open quantum systems, see
Ref. [19]. We now turn to the time evolution problem near the exceptional point for Model I in the next section.
8III. MODEL I: SURVIVAL PROBABILITY NEAR THE EP2A
In this section we evaluate the survival probability P (t) for Model I assuming that the endpoint impurity |d〉 is
initially occupied at time t = 0. The survival probability is written as
P (t) = |A(t)|2, (42)
which is the squared modulus of the survival amplitude
A(t) = 〈d|e−iHIt|d〉. (43)
As a starting point, it is straightforward to demonstrate that the system follows parabolic decay on very short
timescales, regardless of proximity to the EP2A. To show this, we first simply expand the time evolution operator in
Eq. (43) for small t (we will quantify this condition more precisely momentarily) as
AZ(t) ≈ 1− it〈d|HI|d〉 − 1
2
t2〈d|H2I |d〉 (44)
Evaluating 〈d|HI|d〉 = d and 〈d|H2I |d〉 = 2d + g2 for the Hamiltonian in Eq. (3) we immediately find
PZ(t) ≈ 1− g2t2, (45)
revealing the non-exponential behavior on short times. We can more carefully quantify the validity of the expansion
in Eq. (44) by noting that it should hold for t satisfying
|it〈d|HI|d〉| . 1, (46)
yielding the condition t . TZ in which the timescale TZ is given by 5
TZ =
1
d
. (47)
We emphasize this effect results directly from the exponential form of the time evolution operator and that we made
no reference to specific choices for the system parameters in order to derive it. Hence, the parabolic decay on short
times is a universal effect that will appear at an exceptional point just the same as away from it. While in most
cases this effect is rather difficult to observe since it controls the evolution for such a brief period, we notice that the
timescale in Eq. (47) hints that for small d the effect might be enhanced. We demonstrate below Eq. (67) that this
is indeed the case.
However, to first evaluate the dynamics near the exceptional point on the intermediate and long timescales, we will
find it useful to introduce in Sec. III B an expression for the survival amplitude based on the generalized eigenvalue
problem, as originally obtained in Ref. [11]. Relying on this approach, we will show in Sec. III C that the time
evolution is non-exponential near the EP2A even on intermediate timescales. Further we will find that the dynamics
are in turn strongly influenced by the proximity of the EP2A to the continuum threshold. In anticipation of this
result, we will first briefly review in Sec. III A the influence of an isolated virtual bound state on the non-exponential
dynamics when it appears near the threshold [31]. The dynamics near the EP2A revealed in Sec. III C can be
understood as, in part, resulting from this effect.
A. Continuum threshold influence on non-exponential decay: a brief review
While the short time deviations from exponential decay in quantum mechanics can be viewed as resulting simply
from the form of the evolution operator (as demonstrated above), it is the existence of a lower or upper bound
(threshold) on the energy continuum in open systems that results in non-exponential decay on long time scales
[22, 23]. Hence it is rather natural that a discrete eigenvalue appearing in the vicinity of the threshold would result in
an enhancement of the non-exponential dynamics, including cases in which the exponential decay vanishes completely
[6, 28–31, 88].
5 Note this is consistent with the timescale reported for the short time dynamics in T. Petrosky and V. Barsegov, Phys. Rev. E 65,
046102 (2002).
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Figure 1: (color online) Integration contours in the complex λ plane. The continuum coincides with the unit circle, indicated
in green; the lower (upper) band edge has been mapped from E = −2 (E = 2) to λ = 1 (λ = −1). An essential singularity
appears at the origin, while another occurs at infinity. (a) The λ± eigenvalues approach the coalescent eigenvalue λ¯A on the real
axis as d → ¯A. The original integration contour C appears in brown just inside the unit circle. (b) The λ± eigenvalues have
coalesced at λ¯A, while the contour has been deformed as described in the main text. A half-pole surrounds λ¯A as evaluated in
Eq. (56).
In particular, it is argued in Ref. [31] that a virtual bound state appearing near the continuum threshold can have
a strong governing influence on the non-exponential dynamics. The non-exponential dynamics in this case can be
divided into two characteristic time zones, separated by the time scale ∆−1Q where ∆Q is the energy gap between
the virtual bound state energy and the threshold. Specifically it is suggested in Ref. [31] that under fairly general
circumstances a relatively intermediate time scale (the long time near zone) should appear during which the survival
amplitude falls off as t−1/2 and hence the survival probability exhibits a t−1 decay, while for the asymptotic long time
far zone the amplitude follows t−3/2 and the survival probability decays as t−3 6. The latter result for the far zone
dynamics is fairly well known in the literature; for example, see Refs. [6, 11, 30, 31, 89–91].
In Sec. III C below we will find that the near zone effect plays an indirect role in determining the intermediate time
scale dynamics when the EP2A is close to the threshold.
B. Survival probability in the generalized eigenvalue problem formalism
We now turn to the evolution on intermediate and long timescales, in which case the EP2A influences the dynamics
considerably. For arbitrary time, the survival amplitude in Eq. (43) may be written as
A(t) =
1
2pii
ˆ
CE
dE e−iEt〈d| 1
E −HI |d〉 =
1
2pii
ˆ
CE
dE e−iEt〈d| 1
E −Heff(E) |d〉 (48)
where the contour CE is shown in Fig. 2 and the last equality follows from the perturbation expansion of (E−HI)−1
[10]. For our analysis it will be convenient to decompose the Green’s function (E −Heff(E))−1 into a sum of simpler
terms. As shown in [11] (see also [95]), the generalized eigenvalue problem formalism introduced previously in Sec.
II gives a decomposition in terms of all the discrete eigenvalues of the Hamiltonian. In App. B we present the main
steps leading to this decomposition, applied specifically to Model I. The final result is
A(t) =
1
2pii
∑
j=±
ˆ
C
dλ
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
]
〈d|ψj〉 λj
λ− λj 〈ψ˜j |d〉. (49)
6 We note that in [A. M. Ishkhanyan, V. P. Krainov, Phys. Lett. A 379, 2041 (2015)] the authors claim to find a quantitatively different
power law decay than those reported in Ref. [31]; however, they have inappropriately compared the survival amplitude in their case,
which they state falls off as t−1/2, with the survival probability in the near zone in Ref. [31], which falls off as t−1. Noting that only the
survival probability is actually measurable in experiment, comparing the physical quantity from both cases would yield the same power
law t−1.
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Here the summation over j comprises the two discrete eigenstates of the Hamiltonian, which are two virtual bound
states to the right of the exceptional point d . ¯A or a resonance and anti-resonance pair to the left d & ¯A, as
discussed beneath Eq. (14). The integration contour C is shown by the brown, clockwise-oriented circle just inside
the unit circle in Fig. 1(a).
To evaluate the survival amplitude near the EP2A, we will expand the relevant quantities in terms of δ, where δ
quantifies the distance from the exceptional point according to
d = ¯A + δ. (50)
We can then expand the λ eigenvalues from Eq. (18) as
λ± = λ¯A
(
1± iδ1/2λ¯1/2A −
λ¯Aδ
2
)
+O(δ3/2) (51)
in terms of Eq. (20). This type of fractional power eigenvalue expansion (Puiseux expansion) is a universal feature
that characterizes the eigenvalues in the vicinity of the exceptional point [33, 39, 77]. We also expand the norm of
the eigenstates from Eq. (29) to obtain
〈d|ψ±〉〈ψ˜±|d〉 = 〈d|ψ±〉2 ≈ 1
2
(
1± i√
λ¯Aδ
)
. (52)
This last expression serves to quantify the previously noted 7 divergence of the norm of the two eigenstates at the
exceptional point; however, the divergent terms ultimately cancel between the two contributions when we use this
expression to similarly expand the survival amplitude.
We proceed by putting Eq. (52) into Eq. (49) and expanding to find
A(t) ≈ 1
2pii
ˆ
C
dλ
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
]{
i
2
√
λ¯Aδ
[
λ+
λ− λ+ −
λ−
λ− λ−
]
+
1
2
[
λ+
λ− λ+ +
λ−
λ− λ−
]}
. (53)
We next apply the approximation for the λ eigenvalues Eq. (51) in the integrand of this equation to find
λ+
λ− λ+ −
λ−
λ− λ− ≈
2iλλ¯
3/2
A δ
1/2
(λ− λ¯A)2
, (54)
which gives
A(t) ≈ 1
2pii
ˆ
C
dλ
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
] −λ¯2A
(λ− λ¯A)2
+O(δ1/2) (55)
We see that the divergence in δ is canceled.
From this point, in the usual case (away from the EP2A) we would simply deform the integration contour in Eq.
(55) and find there would be two contributions: the residue from the resonance pole and the so-called background
integral (to be defined below). On intermediate timescales the background integral could be ignored in favor of the
resonance pole, which would immediately yield the familiar exponential decay evolution. Meanwhile for the asymptotic
timescale, the background integral would instead be the dominant contribution, resulting in inverse power law decay.
In the present case, very near the coalescence at the EP2A, we may deform the contour C according to Fig. 1(b).
Here, the contributions from the essential singularities at the origin and at infinity in the upper half plane both vanish.
The remaining contributions to the integral are the half-pole surrounding the coalesced eigenvalue λ¯A at the EP2A
and the left-running contour along the real axis, which is the background integral. Taking the half-residue for the λ¯A
pole from Eq. (55) gives
AP(t) =
1
2
[
1 + λ¯2A + itg
4λ¯3A
]
e−iE¯At
≈
[
1 +
1
4
g2 +
itg4
2
(
1 +
3
2
g2
)]
e−iE¯At, (56)
7 See the comment immediately following Eq. (29).
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where we have written a further approximation for the small g case in the second line (when the EP2A is close to the
band edge). This result contains the te−iE¯At evolution that we would expect by comparison with the EP2B case in the
literature [27, 62, 64] (although unlike the EP2B case, the purely real eigenvalue E¯A would yield purely non-exponential
evolution for the survival probability associated with the pole PP(t) = |AP(t)|2). However, in practice we find that
this result is not only inaccurate, it actually yields non-unitary evolution for all choices of the system parameters and
for all values of t (this is true for both the exact result in the first line of Eq. (56) and the approximation in the
second line). Since our model is manifestly Hermitian, any physically sensible result must obey unitary evolution and
hence Eq. (56) is useless.
The problem is that when E¯A is very near the continuum threshold, the background integral contribution cannot
be neglected even for the intermediate timescale. However, even when E¯A is not so near the threshold, we find in
that case that the short-time parabolic dynamics give a unitary-preserving and much more accurate approximation
than Eq. (56). To accurately capture the influence of the continuum threshold in the former case, we rewrite the
expression for the integral Eq. (55) entirely, as shown immediately below.
C. Intermediate time evolution when the EP2A is near a band edge
Going back to Eq. (55) the survival amplitude at the EP can be written as
A(t) = −λ¯2A
∂I(λ¯A, t)
∂λ¯A
(57)
where
I(λ¯A, t) =
ˆ
C
dλ
2pii
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
]
1
λ− λ¯A
. (58)
We find it useful to transform this integral in two stages. First we transform the integration over the λ variable into
an integration in the complex energy plane according to the dispersion relation E = − (λ+ 1/λ). As detailed in App.
C [first line of Eq. (C4)], we obtain
I(λ¯A, t) = − 1
2pi
ˆ
CE
dE e−iEt
√
1− E2/4
E − E¯A , (59)
where the contour CE is shown in Fig. 2(a). This expression for the integral will be useful when we analyze the
long-time dynamics later on. However, for our immediate purposes it is more useful to further rewrite this expression
to obtain the final form of the integral from App. C, given by
I(λ¯A, t) = e
−iE¯At
[
1/λ¯A − i
ˆ t
0
dt′ eiE¯At
′ J1(2t
′)
t′
]
(60)
in which E¯A = −λ¯A − λ¯−1A ; see Eq. (16).
Inserting this last expression into Eq. (57) we obtain
A(t) = e−iE¯At
[
1 +
∂E¯A
∂λ¯A
(
itλ¯A + λ¯
2
A
ˆ t
0
dt′ eiE¯At
′
J1(2t
′)
(
t
t′
− 1
))]
. (61)
Then, using the expansion Eq. (D1) we get
A(t) = e−iE¯At
[
1 +
∂E¯A
∂λ¯A
(
itλ¯A + λ¯
2
A
∞∑
l=0
(−i∆EP)l
l!
(tKl(t)−Kl+1(t))
)]
(62)
in which the functions Kl(t) are integrals of Bessel’s functions [see Eqs. (D4-D7)] and ∆EP is defined as
∆EP ≡ −2− E¯A, (63)
which is the distance between the EP2A energy eigenvalue E¯A and the band edge at E = −2 (note that ∆EP is a
positive quantity since E¯A < −2, although we sometimes use absolute value bars below to make this explicit).
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Figure 2: (color online) Integration contours in the complex E plane. The continuum extends along the real axis from E = −2
to E = 2, as indicated by the thick green line. The two level coalescence at the EP2A (which occurs in the second Riemann
sheet) is indicated by a blue dot within a black circle. (a) The contour CE surrounds the continuum in a counter-clockwise
direction in the first sheet. (b) The deformed contour is shown for the long-time calculation in Eq. (69); solid brown lines
represent portions of the contour appearing in the first sheet, while the dashed brown lines represent portions of the contour
in the second sheet.
Assuming |∆EPt|  1, or t TEP with
TEP ≡ 1|∆EP| , (64)
we keep only terms of order (∆EPt)n with n = 1/2 or n = 1, which implies keeping only the l = 0 term in Eq. (62).
Moreover, using the approximations (for z ≥ 2)
J0(z) ≈
√
2
piz
cos (z − pi/4)
J1(z) ≈
√
2
piz
cos (z − pi/4− pi/2) (65)
we obtain
A∆(t) ≈ e−iE¯At
[
1− 4
√
it∆EP
pi
+ 2it∆EP
]
+O(t∆EP)
3/2 (66)
This gives the intermediate-time evolution when the EP is very near the lower band edge. Note that since we assumed
|t∆EP|  1 to obtain this result, the
√
t term is much larger than the t term inside the brackets.
In order to better understand the origin of the
√
t term in Eq. (66), note that the condition |t∆EP|  1 is essentially
equivalent to that for the long time near zone discussed in Sec. III A. Hence, the te−iE¯At term mentioned below Eq.
(56), which we would expect in the survival amplitude from comparison with the EP2B case, has been modified by a
t−1/2 factor from proximity to the continuum threshold to give t−1/2 ∗ te−iE¯At ∼ t1/2e−iE¯At.
Finally, we take the square modulus of Eq. (66) to obtain the survival probability when the EP2A is near to the
band edge as
P∆(t) ≈ 1− 4
√
2t|∆EP|
pi
+
16t|∆EP|
pi
. (67)
This result is plotted (dashed curve) against the numerical integration (solid curve) in Fig. 3 (a,b) for the case g = 0.1
and d = −1.989974. With these values, the EP is located in the energy plane at E¯A ≈ −2.0000253, very near the
band edge at E = −2. In the parameter space, d = −1.989974 is slightly shifted from the EP at ¯A ≈ −1.989975.
In this case, Eq. (67) describes the evolution quite accurately up until about t & TEP, where TEP = 1/|∆EP| ∼ 105
as defined in Eq. (64). For t  TEP, the survival probability follows the long time inverse power law evolution
P (t) ∼ t−3 (chained line) as obtained next in Sec. IIID.
A similar evolution occurs for the case g = 0.5 in Fig. 4(a), although the EP2A is now located a bit further from
the threshold at E¯A ≈ −2.02073. Because the gap between the EP2A and the threshold has increased, the timescale
TEP ∼ 50 at which the system begins the transition to the far zone dynamics occurs much earlier.
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Figure 3: (color online) (a) Linear plot and (b) log-log plot of the survival probability P (t) near to the EP2A, which in turn is
near the band edge. The solid blue curve gives the numerical integration of Eq. (49) while the purple dashed curve represents
the approximate expression for the survival probability P∆(t) reported in Eq. (67). Here g = 0.1, which places the EP2A in
the energy plane at E¯A ≈ −2.0000253, very near the band edge at E = −2, and in the parameter space at ¯A ≈ −1.989975.
We then choose d = −1.989974, near the EP. In (b), the green chained line is the long-time approximation PLT(t) in Eq. (74).
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Figure 4: (color online) (a) Log-log plot of the survival probability P (t) near the EP2A for E¯A ≈ −2.02073 (with g = 0.5),
which is somewhat farther from the band edge compared to Fig. 3. The solid blue curve gives the numerical integration of
Eq. (49), the dashed purple curve represents the expression for the survival probability P∆(t) reported in Eq. (67) and the
chained green line gives the long time evolution ∼ t−3 from Eq. (74). For g = 0.5 the EP2A is located in the parameter
space at ¯A ≈ −1.73205; we have then choosen d = −1.7321. (b) Linear plot of the survival probability near to the EP2A
when it is even farther from the band edge [inset: log-log plot]. Here g = 0.9, which places the EP2A in the energy plane at
E¯A ≈ −2.73005 (somewhat far from the band edge) and at ¯A ≈ −0.87178 in the parameter space. We have set d = −0.87.
In (b), the approximation P∆(t) in Eq. (67) (purple dashed curve) fails because the EP2A is too far from the band edge. In
this situation, the short-time parabolic dynamics PZ(t) ≈ 1− g2t2 in Eq. (45) (beige dotted curve) are strongly pronounced.
In the case g = 0.9 with E¯A ≈ −2.73005 in Fig. 4(b) the timescale TEP is further decreased and now falls
approximately at the timescale TZ ≈ 1.15 [from Eq. (47)] associated with the short-time dynamics. As a result,
the system decays relatively very quickly, mostly during the time region t . TZ in which the parabolic dynamics
1− g2t2 from Eq. (45) dominates and hence this effect is strongly enhanced. Note that this is related to the enhanced
short-time dynamics appearing in Ref. [32], although for somewhat different model parameters in that case.
D. Inverse power law evolution on long timescales near the EP2A
It is well-established that on long time scales the asymptotic dynamics in typical quantum systems follows an inverse
power law decay [20, 21] associated with the existence of the continuum threshold (band edge) [22, 23]. Starting with
the expression for the integral I(λ¯A, t) reported in Eq. (59), we can obtain a useful approximation for the survival
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probability in this time region by deforming the contour integral in the complex energy plane as follows.
The integration in Eq. (59) is presently written in terms of a counter-clockwise contour surrounding the branch
cut in the first Riemann sheet of the complex energy plane, as shown in Fig. 2(a). We can deform this contour by
dragging both horizontal segments out to infinity in the lower half plane. As the contour originally located in the
upper half plane is dragged into the lower half plane it passes through the branch cut extending from −2 to 2 and
crosses into the second Riemann sheet. Note that, owing to the factor e−iEt in Eq. (59), the integration associated
with the portions of the contour at infinity in the lower half plane vanish; the remaining non-vanishing contributions
of the integral are shown in Fig. 2(b) and given by
I(λ¯A, t) = IL(λ¯A, t) + IU(λ¯A, t) (68)
where IL(U)(λ¯A, t) gives the contribution remaining from the lower (upper) band edge, written as
IX(λ¯A, t) =
1
2pi
[ˆ ∓2
∓2−i∞
dEe−iEt
√
1− E2/4
E − E¯A −
ˆ ∓2−i∞
∓2
dEe−iEt
√
1− E2/4
E − E¯A
]
= − 1
pi
ˆ ∓2−i∞
∓2
dEe−iEt
√
1− E2/4
E − E¯A (69)
where the X = L(U) contribution is given by the upper (lower) sign.
Assuming the two eigenvalues appear in the vicinity of (or below) the lower band edge, then we would expect that
the X = L integral would be the dominant contribution and the X = U integral can safely be neglected, which is
borne out in the numerics. To estimate the remaining term, we first rewrite the integration in a more natural way
according to E = −2− iy, in which y ∈ [0,∞]. Thus we obtain
IL(λ¯A, t) =
ie2it
2pi
ˆ ∞
0
dy e−yt
√
y2 − 4iy
∆EP − iy , (70)
where we have used the definition for ∆EP from Eq. (63). We next rewrite the integration variable again as s = −yt
to obtain
IL(λ¯A, t) =
ie2it
2pi∆EPt2
ˆ ∞
0
ds e−s
√
s2 − 4ist
1 + s 1it∆EP
,
≈ ie
2it
2pi∆EPt2
ˆ ∞
0
ds e−s
√
s2 − 4ist (71)
where in the second line we have taken the long time approximation t TEP from Eq. (64). The remaining integration
can be approximated as
ˆ ∞
0
ds e−s
√
s2 − 4ist ≈ √−4it
ˆ ∞
0
ds
√
se−s =
√
pite−ipi/4, (72)
which gives
IL(λ¯A, t) =
eipi/4e2it
2
√
pi∆EPt3/2
. (73)
Putting this result in Eq. (57), taking the appropriate derivative and re-arranging gives the long-time contribution
to the survival probability as
PLT(t) ≈ g
4
4pi
(
1−
√
1− g2
)8
t3
. (74)
This result describes the system dynamics near the EP on the longest time scales, for which the t3 effect is quite
typical in open quantum systems [6, 11, 30, 31, 89–91]. Hence we see that while the EP dramatically modifies the
dynamics on intermediate time scales, the long time dynamics are qualitatively the same as the ordinary case away
from the EP; although the time scale TEP at which the long time effect sets in may be modified according to the
proximity of the EP2A to the band edge.
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IV. MODEL II: TIME EVOLUTION AT THE EP2B
In this section we briefly demonstrate the time evolution near the EP2B appearing in Model II. First we derive the
spectrum and the mapping to the generalized eigenvalue problem just as we did for Model I; however, here we only
give a quick outline of the development as the details are a fairly straightforward generalization from the Model I
case. We emphasize our primary objective here is to verify in the present formalism the modified exponential decay on
intermediate timescales due to the EP2B [27] and demonstrate that the power law decay resulting from the continuum
threshold still takes hold asymptotically.
First we can write the Hamiltonian for Model II from Eq. (2) in the single particle picture as
HII = −V (|dA〉〈dB|+ |dB〉〈dA|)− g (|c1〉〈dB|+ |dB〉〈c1|)−
∞∑
j=1
(|j〉〈j + 1|+ |j + 1〉〈j|) , (75)
where again we set the energy units as b = 1 and assume g < 1. Then we write the wave function as an outgoing
wave from the double impurity region as
ψ(x) =
 ψA for x = AψB for x = B
Ceikx for x ≥ 1
. (76)
It is easy to again show that the dispersion in the leads follows E = −2 cos k.
We next write the Schrödinger equation for the wave function in Eq. (76) and follow a method similar to Sec. II
to obtain the eigenvalue equation in terms of the effective Hamiltonian as(
0 −V
−V −g2eikj
)( 〈dA|ψj〉
〈dB|ψj〉
)
= Ej
( 〈dA|ψj〉
〈dB|ψj〉
)
, (77)
which is just the realization of Eq. (6) for Model II. Taking the determinant of this equation and again using the
tight-binding dispersion Ej = −2 cos kj reveals the polynomial for the discrete eigenvalues pII(Ej) = 0 as a quartic
given by
pII(E) =
(
1− g2)E4 + [g4 + (g2 − 2)V 2]E2 + V 4. (78)
The four energy eigenvalues found from this equation are given by all four sign combinations in
Ej = ±
√
(2− g2)V 2 − g4 ± g2√g4 + 2 (g2 − 2)V 2 + V 4
2 (1− g2) . (79)
We can immediately find the exceptional points as the zeroes of the inner square root in Eq. (79). Let us assume
that g < 1 is a fixed parameter while V can be externally controlled. Then solving g4 + 2
(
g2 − 2)V 2 + V 4 = 0 yields
V¯L = 1±
√
1− g2. (80)
as the location of the EPs in parameter space. By plugging these values back into Eq. (79) we can further show that
the upper sign gives an EP2A while the lower sign gives an EP2B. Since our primary interest in Model II is the EP2B,
we focus on this case from this point forward.
It can be shown that immediately on either side of the EP2B, the spectrum consists of two resonance states and
two anti-resonance states. Directly at the EP at V = V¯B, the resonances coalesce and the two anti-resonances coalesce
on a pure imaginary eigenvalue E = ±E¯B. The location and eigenvalues of the EP2B are given by
V¯B = 1−
√
1− g2 ; ±E¯B = ±i
√
2− g2√
1− g2 − 2 ≡ ±i
Γ¯
2
, (81)
where we have defined the decay width at the EP as Γ¯.
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A. Mapping to the generalized eigenvalue problem for Model II
We now transform the non-standard eigenvalue problem Eq. (77) for Model II into a generalized linear eigenvalue
problem, following a similar development as presented in Sec. II A. First we again introduce the variable λ ≡ eik,
which allows us to write Eq. (77) as a 2x2 quadratic eigenvalue problem. This quadratic eigenvalue problem is then
in turn transformed into a 4x4 generalized linear eigenvalue problem of the form (F − λG)|Ψ〉 = 0 with
F =
 0 0 1 00 0 0 11 0 0 −V
0 1 −V 0
 G =
 1 0 0 00 1 0 00 0 −1 0
0 0 0 g2 − 1
 . (82)
and
|Ψ〉 =
 〈dA|ψ〉〈dB|ψ〉λ〈dA|ψ〉
λ〈dB|ψ〉
 . (83)
By taking the determinant of the eigenvalue equation above we obtain the four λ eigenvalues as
λj = ±
√
V 2 + g2 − 2±√g4 + 2 (g2 − 2)V 2 + V 4
2 (1− g2) . (84)
We can plug in V¯B = 1−
√
1− g2 from Eq. (81) to obtain the values of λj at the EP2B as
± λ¯B = ±i 1
(1− g2)1/4
. (85)
We emphasize that here the + sign choice corresponds to the energy where the two resonances coalesce (i.e., −λ¯B −
1/λ¯B = −E¯B = −iΓ¯), while the − sign corresponds to that at which the anti-resonances coalesce. Next, we expand
in the parameter space in the vicinity of the EP2B according to
V = V¯B + δ. (86)
Then the four λ eigenvalues from Eq. (84) can be expanded as
λs,± ≈ s i
(1− g2)1/4
1∓
√√√√1
2
(
1− 1√
1− g2
)
δ1/2 +
1
4
(
1− 1√
1− g2
)
δ ∓ δ
3/2
4
√
2
√
1− g2 −
√
1− g2
+O(δ2)
 ,(87)
where s = + (s = −) gives the expansion for the two coalescing resonances (anti-resonances).
In the calculation in Sec. IVB below, we will consider the survival probability of the initially occupied |dA〉 state.
Hence, we also need an explicit expression for this eigenvector. To obtain this, we first write the eigenket equation
(F − λjG)|Ψ〉 = 0 in explicit form as −λj 0 1 00 −λj 0 11 0 λj −V
0 1 −V (1− g2)λj

 〈dA|ψ〉〈dB|ψ〉λj〈dA|ψ〉
λj〈dB|ψ〉
 = 0, (88)
where we have used Eqs. (82) and (83). Combining the third line of this matrix equation with the normalization
condition 〈Ψ˜j |B|Ψj〉 = 1, we obtain the contribution of the dA site to the eigenket as
〈dA|ψj〉2 =
V 2λ2j
1 + (1 + g2 + V 2)λ2j − (1− 2g2 + V 2)λ4j − (1− g2)λ6j
. (89)
We can again expand this quantity in terms of Eq. (86), in which case we obtain
〈dA|ψs,±〉2 = 1
4
1∓ 1√
2δ
√
1− g2 −
√
1− g2 ∓
(
1− 3g2 + (1− g2)3/2)√1− g2 −√1− g2
4
√
2g2
δ1/2 +O(δ)
 . (90)
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Notice there is no s-dependence (s = ±) for this squared component. Also note that for compactness we do not report
the δ-order term in this expression, although we will use that term in the calculation of the survival amplitude below
in order to maintain consistency.
B. Time evolution near the EP2B
We now turn to the time evolution near the EP2B in Model II. We assume the |dA〉 state is initially occupied at
t = 0 for definiteness, although the results would be qualitatively similar for the |dB〉 state or some linear combination
of the two.
First we can again easily calculate the parabolic evolution on short time scales for P (t) = |A(t)|2 = |〈dA|e−iHt|dA〉|2
using Eq. (44), except substituting the Hamiltonian for Model II from Eq. (75). Doing so we immediately find
P (t) ≈ 1− V 2t2, (91)
which holds for t  1/√2V . We again emphasize this result holds on this timescale either nearby or far away from
any exceptional point in Model II.
Next we turn to the intermediate timescale, which of course is strongly influenced in the vicinity of the EP2B. We
again rely on the formalism in Ref. [11], according to which the survival amplitude is
A(t) = 〈dA|e−iHIIt|dA〉
=
1
2pii
∑
j={s,±}
ˆ
C
dλ
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
]
〈dA|ψj〉 λj
λ− λj 〈ψ˜j |dA〉 (92)
where the sum over j = {s,±} incorporates all four sign combinations. In the vicinity of the EP2B, we make use of
the expansions for the eigenvalue and the eigenvector component from Eqs. (87) and (90) to write the sum appearing
in Eq. (92) as ∑
j={s,±}
λj
λ− λj 〈dA|ψj〉
2 = − 1 +
(
1− g2)λ2(
1 +
√
1− g2λ2
)2 +O(δ)
=
λ¯4B + λ
2(
λ¯2B − λ2
)2 +O(δ). (93)
The survival amplitude then takes the form (to lowest order in δ)
A(t) =
1
2pii
ˆ
C
dλ
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
]
λ¯4B + λ
2(
λ2 − λ¯2B
)2 . (94)
Deforming the contour and then taking the residue of the two terms for the EP λ = +λ¯B associated with the decaying
solutions gives the pole contributions as
AP(t) = λ¯
4
B lim
λ→λ¯B
d
dλ
[
−λ+ 1λ(
λ¯B + λ
)2 ei(λ+ 1λ )t
]
+ lim
λ→λ¯B
d
dλ
[
λ
(
1− λ2)(
λ¯B + λ
)2 ei(λ+ 1λ )t
]
= −
1 + tg2
(
1 +
√
1− g2
)
4 (1− g2)3/4
 e−Γt/2 (95)
Notice this result is purely real. So then the survival probability at the EP2B on intermediate timescales is given by
PP(t) =
1 + g2
(
1 +
√
1− g2
)
2 (1− g2)3/4
t+
g4
(
2− g2 + 2
√
1− g2
)
16 (1− g2)3/2
t2
 e−2t√ 2−g2√1−g2−2. (96)
This result gives a very good approximation for the survival probability on intermediate timescales over a wide range
of g values; a comparison with the numerical integration is shown for the case g = 0.1 in Fig. 5(a) and g = 0.75 in
5(c). We will discuss the reason for the extremely close agreement between the pole approximation in Eq. (96) and
the numerically-integrated survival probability at the end of next subsection.
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Figure 5: (color online) (a) Linear plot of the survival probability P (t) near to the EP2B. The solid blue curve gives the
numerical integration of Eq. (92) while the purple dashed curve represents the approximate expression PP(t) reported in
Eq. (96) for the intermediate timescale (the approximation is so accurate that the purple dashed curve might be difficult to
distinguish from the blue curve). Meanwhile, the beige dotted curve represents the short-time approximation from Eq. (91).
Here g = 0.1, such that the EP2B is located at V = V¯B = 0.00501256 with E¯B = 0.00502517i. We have chosen V = 0.00501260,
very close to V¯B. (b) Linear plot of the survival probability for long times, exactly at the EP2B for g = 0.1. The solid blue line
is obtained from the numerical integration of Eq. (94) and the green chained line corresponds to the long-time approximation
in Eq. (102). The plots (c) and (d) are the same as (a) and (b), respectively, but with different parameters: here g = 0.75,
such that V¯B = 0.3385620 and E¯B = 0.868647i. For (c) we chose V = 0.3385622, which is again very close to V¯B, while in (d)
we chose V = V¯B exactly at the EP2B for g = 0.75.
C. Inverse power law evolution on long timescales near the EP2B
To calculate the survival probability for long times we will start with Eq. (94). Using the partial-fraction decom-
position
λ¯4B + λ
2(
λ2 − λ¯2B
)2 = 14
[(
λ¯2B + 1
)( 1(
λ− λ¯B
)2 + 1(
λ+ λ¯B
)2
)
+
(
1
λ¯B
− λ¯B
)(
1
λ− λ¯B
− 1
λ+ λ¯B
)]
(97)
the survival amplitude takes the form
A(t) =
1
4
[(
λ¯2B + 1
) ∂
∂λ¯B
+
(
1
λ¯B
− λ¯B
)]
1
2pii
ˆ
C
dλ
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
](
1
λ− λ¯B
− 1
λ+ λ¯B
)
=
1
4
[(
λ¯2B + 1
) ∂
∂λ¯B
+
(
1
λ¯B
− λ¯B
)] (
IL(λ¯B, t) + IU(λ¯B, t)− IL(−λ¯B, t)− IU(−λ¯B, t)
)
+AP (t) (98)
where in the second line we follow a development similar to that appearing in Eqs. (69) through (73) for Model I and
AP (t) is the contribution from the residue at the λ = λ¯B pole given in Eq. (95). Note that in contrast to the EP2A
case in Model I, here we have to include contributions associated with both the lower and upper edges of the energy
19
band, because the (pure imaginary) EP2B eigenvalue lies directly in the middle of the band on the real energy axis.
Inserting the explicit expressions for all the long-time approximations to the integrals we have
A(t) ≈ 1
4
[(
λ¯2B + 1
) ∂
∂λ¯B
+
(
1
λ¯B
− λ¯B
)]
×
[
1
t3/2
1
2
√
pi
(
e2it+ipi/4
−2 + E¯B +
e−2it−ipi/4
2 + E¯B
− e
2it+ipi/4
−2− E¯B −
e−2it−ipi/4
2− E¯B
)]
+AP (t) (99)
where E¯B = λ¯B + 1/λ¯B. The long-time approximations of IX(λ¯B, t) (with X = L or R) in Eq. (99) are valid when
t TEP,X, where
TEP,L =
1
|E¯B + 2| , TEP,R =
1
|E¯B − 2| (100)
For small g, these two times are both close to 1/2 because the EP2B eigenvalue satisfies
E¯B ≈ ig2/2, (101)
which can be seen by expanding Eq. (81). Hence TEP,L ≈ TEP,R ≈ 1/2. This means that even for relatively short
times (e.g. when the pole contribution is still large), Eq. (99) is already applicable.
Simplifying Eq. (99) we obtain
A(t) ≈ 1
t3/2
1
2
√
pi
cos (2t+ pi/4)
(
1
λ¯B
− λ¯B
) −2E¯3B
4− E¯2B
+AP (t) (102)
After several exponential lifetimes 1/Γ¯ of the pole term AP (t) have been exhausted [24], then the non-exponential
t−3/2 term gives the larger contribution to Eq. (102); from this point forward the survival probability decreases
in time as P (t) ∼ t−3 cos2 (2t+ pi/4), as shown in figures 5(b) and (d). Note that the oscillatory behavior in the
survival probability is a result of interference between the contributions from the two band edges; similar oscillatory
expressions are obtained for the long time dynamics in the middle of the band (but, unlike the present case, away
from any exceptional points) in Refs. [32, 91].
To make a more precise statement, we note that the E¯3B factor in Eq. (102) together with Eq. (101) for small
g implies that the t−3/2 term of the survival amplitude is proportional to g6. This high-power dependence on g
implies that when t is not much larger than the relaxation time, the t−3/2 term in Eq. (102) is still negligible in
comparison with the pole term AP (t). This explains why the pole contribution gives such a close fit to the complete,
numerically-integrated survival probability in Fig. 5 (a) with g = 0.1. The fit is still very good even for g = 0.75 as
shown in Fig. 5 (c).
V. CONCLUSION
We have studied the time evolution characteristics of open quantum systems in the vicinity of two coalescing
eigenstates; while previous works have generally used a heuristic effective Hamiltonian method to study this behavior,
here we have relied on an analytic approach starting from the microscopic Hamiltonian. One strong advantage of our
analysis is that while the heuristic method ignores the details of the structured environment in a given open system,
we have been able to reveal that the continuum threshold can influence the dynamics in a variety of circumstances.
The better studied case in the literature is the EP2B, at which two resonance states coalesce before forming two
different resonance states. In this case, the eigenvalue at the exceptional point is still complex-valued, and hence the
effective Hamiltonian method [60, 61] predicts that the usual exponential decay process e−Γt is still present in the
survival probability, but modified with a term t2e−Γt due to the double pole appearing in the survival amplitude. This
has been verified by experiment in Refs. [27, 54]. However, relying on the microscopic analysis, in this paper we have
demonstrated that the influence of the continuum threshold should still result in a t−3 evolution on the asymptotic
timescale even at the EP2B.
Meanwhile, our method reveals that the influence of the continuum can dramatically modify the dynamics in the
vicinity of an EP2A, at which two virtual bound states coalesce before forming a resonance/anti-resonance pair. In
this case, the heuristic approach [equivalent to the pole approximation appearing in Eq. (56) in the present work,
which yields a non-unitary evolution] fails completely for the model considered in Sec. III. Instead, we found that
when the EP2A appears near the continuum threshold the intermediate timescale dynamics are dramatically modified,
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resulting in a non-exponential evolution of the form P (t) ∼ 1−C1
√
t+D1t in which the characteristic
√
t term has the
strongest influence on the dynamics 8. However, even when the EP2A is well-separated from the band edge, the pole
approximation was still useless as the dynamics instead follows parabolic decay for an extended period during which
most of the dissipation occurs. In either case, the typical t−3 power law evolution asserts itself on the asymptotic
timescale t 1/∆EP, in which ∆EP is the energy gap between the EP2A eigenvalue and the continuum threshold.
From this point, it remains for future work to propose specific experiments to observe the phenomena studied in this
paper, particularly the
√
t evolution for the EP2A near the threshold. However, given recent precision experiments
performed in coupled waveguide arrays, particularly the semi-infinite array studied in Ref. [92], the models studied
in this work may not be so distant from what can be achieved in the laboratory. Along similar lines, one could also
consider a many-body extension of the present work [71, 72, 93].
Another natural extension of the present study would be to consider how the evolution might be further modified
in the case that an EP2A appears directly at the continuum threshold. At a glance, we might consider this question
for Model I in the limit g → 0; according to Eq. (15), the EP2A then approaches the band edge at E = −2. However,
for Model I this limit is of course just the trivial limit in which the coupling vanishes: Eqs. (45), (67), and (74) show
that the the decoupled impurity site simply remains occupied with P (t) = 1 for all t in this case. However, non-trivial
cases for which the EP2A appears directly at the threshold can be found in Refs. [12, 94]. In this unusual situation,
the EP2A also coincides with a localization transition, such that a bound state and a virtual bound state merge before
splitting into a resonance/anti-resonance pair 9. The time evolution in this case will be the subject of future work.
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Appendix A: Topological properties of the EP2A
In this appendix we study the topological properties in the vicinity of an EP2A by demonstrating how the eigenstates
are modified as we evolve the system parameters so as to encircle the EP2A in Model I. We emphasize that the following
analysis does not represent a true dynamical evolution around the exceptional point, but rather a quasi-stationary
parametric evolution similar to that demonstrated for an EP2B in the microwave cavity experiments reported in
Refs. [78, 80]. In those papers, the researchers have simulated a topological encirclement of the EP2B by performing
separate measurements of the cavity modes at a set of independent pairs of parameter values that surround the
exceptional point; this is opposed to a dynamical evolution, in which one would instead populate a specific mode,
evolve the system parameters around the exceptional point, and then measure the mode population at the end of the
cycle (clearly in this case one would have to evolve the system and perform the measurement more quickly than the
lifetime of either of the modes involved in the transition). This latter type of evolution has just recently been reported
in two experiments for the case of the EP2B [86, 87].
8 It may be interesting to contrast the time evolution predicted here for an EP2A in a Hermitian open quantum system with that predicted
in [E.-M. Graefe, H. J. Korsch, and A. E. Niederle, Phys. Rev. A 82, 013629 (2010)] for a closed quantum system that is explicitly
non-Hermitian. In the first model appearing in that paper, the authors study the time evolution near an EP2A in a PT -symmetric
dimer consisting of two coupled levels, one with a steady energy gain and the other with energy loss (the gain and loss terms could be
understood as approximations of true reservoirs with very narrow bandwidth). Since their system is explicitly non-Hermitian, there is
no restriction that the dynamics must satisfy unitarity; hence in that case, the equivalent of the pole approximation does adequately
describe the dynamics and the authors find the system follows an evolution of the form 1 − C2t +D2t2 for all t. No
√
t term appears
in that case because their model does not include any structured reservoir (i.e., no continuum threshold exists).
9 Note it has been shown in Ref. [52] that a slightly different process can occur in the case of an EP2A at threshold in PT -symmetric
open quantum systems.
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Here we will only attempt to demonstrate the quasi-stationary parametric (or topological) evolution for the EP2A,
although at the end of the calculation we will briefly comment on what the analysis for the genuine dynamical evolution
might involve. We note that the encirclement of the EP2A has received relatively little discussion in the literature
for either type of evolution with the exception of the experiments in Refs. [54, 81], which provide an example where
the topological encirclement of an EP2A is simulated after an effective mapping from an EP2B. We will comment on
this experiment briefly after our calculation below.
Our development below for the topological evolution around the EP2A is similar in spirit to the theoretical analysis
for the EP2B appearing in Ref. [80]. First we find it useful to rewrite the λ eigenvalues from Eq. (18) as
λ± = ξd ∓
√
ξ2d − λ¯2A = ξd ∓
√(
ξd + λ¯A
) (
ξd − λ¯A
)
. (A1)
in which we have reparameterized d in terms of
ξd ≡ − d
2 (1− g2) . (A2)
Next, in order to track how the phase of the eigenstates evolve as we encircle the EP we introduce the angle variable
θ such that the λ− eigenvalue is written
λ− (θ)
λ¯A
= i tan θ. (A3)
Plugging this into |Ψ−〉 = β− [1, λ−], and taking into account the form of the norm Eq. (29), enables us to write the
corresponding eigenstate as
|Ψ−〉 =
[
cos θ
iλ¯A sin θ
]
. (A4)
Recalling the identity λ+λ−(1 − g2) = 1 from Eq. (19) we can use Eq. (A3) to write the λ+ eigenvalue in terms of
the θ parameterization as
λ+ (θ)
λ¯A
= −i cot θ = i tan (θ ± pi/2) (A5)
with the corresponding form of the eigenvector
|Ψ+〉 =
[
sin θ
−iλ¯A cos θ
]
. (A6)
On comparing Eqs. (A5) and (A3), we see that the λ± eigenvalues are related to each other through a phase shift of
±pi/2 as λ+ (θ) = λ− (θ ± pi/2).
Now let us deform the parameter ξd to perform an encirclement of the lower EP2A ¯A. We could accomplish this
most simply by varying ξd on the trajectory ξd = λ¯A + χeiδ as δ is taken from 0 to 2pi (clockwise encirclement) or 0
to −2pi (counter-clockwise). From Eq. (A1) we see that the λ± eigenvalues will then encircle λ¯A as long as χ/λ¯A < 1
is satisfied (if χ/λ¯A > 1 then both EPs are encircled and the branch cut has no effect).
Now let us further specify the parameter θ such that the counter-clockwise encirclement is given by θ → θ + pi/2
while the clockwise case is given by θ → θ − pi/2. We can observe how the encirclement of the exceptional point
modifies the eigenvectors in either direction as
|Ψ−(θ)〉 → |Ψ−(θ ± pi/2)〉 =
[
cos (θ ± pi/2)
iλ¯A sin (θ ± pi/2)
]
=
[ ∓ sin θ
±iλ¯A cos θ
]
= ∓|Ψ+(θ)〉 (A7)
and
|Ψ+(θ)〉 → |Ψ+(θ ± pi/2)〉 =
[
cos (θ ± pi/2)
−iλ¯A sin (θ ± pi/2)
]
=
[ ± sin θ
±iλ¯A cos θ
]
= ±|Ψ−(θ)〉. (A8)
Hence in the counterclockwise evolution the eigenvectors are rotated into one another, but |ψ−〉 picks up a minus sign
as |ψ−〉 → −|ψ+〉. Meanwhile for the clockwise case we have the same result except that it is |ψ+〉 that picks up the
minus sign as |ψ−〉 → |ψ+〉 and |ψ+〉 → −|ψ−〉. As a result, the system requires four revolutions in order for both the
eigenvectors and the eigenvalues to return to the original configuration.
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The sequence of transformations for the counterclockwise rotation is therefore given as{ |Ψ+〉
|Ψ−〉
}
	
{ |Ψ−〉
−|Ψ+〉
}
	
{ −|Ψ+〉
−|Ψ−〉
}
	
{ −|Ψ−〉
|Ψ+〉
}
	
{ |Ψ+〉
|Ψ−〉
}
(A9)
while that for the clockwise case is given as{ |Ψ+〉
|Ψ−〉
}

{ −|Ψ−〉
|Ψ+〉
}

{ −|Ψ+〉
−|Ψ−〉
}

{ |Ψ−〉
−|Ψ+〉
}

{ |Ψ+〉
|Ψ−〉
}
(A10)
This rotation property captured in Eqs. (A9) and (A10) is a general mathematical property of EP2s (EP2A or EP2B)
as confirmed in the previously mentioned quasi-stationary experiments for the EP2B [78, 80], as well as for an effective
EP2A in Refs. [54, 81]; however, it should be emphasized that in the latter case the EP2A is only obtained after the
authors perform a shift on their Hamiltonian such that an EP2B is mathematically mapped into an EP2A (and hence
most of the following discussion would not apply for that case).
We again point out that in the above calculation we have only studied how the mode structure evolves as we modify
the system parameters; whereas for a genuine dynamical evolution we would instead need to consider how a given
state vector evolves according to the Schrödinger equation for a specific time-dependent Hamiltonian. This much
more involved calculation is carried out for the EP2B in Refs. [83, 84], for example, in which it is demonstrated
that the quasi-stationary method is insufficient to describe the dynamical evolution. However, we note that in Refs.
[83, 84], the authors again rely on a heuristic 2x2 effective Hamiltonian. As we demonstrate in the main text of the
present paper, that approach should be sufficient for the case of the EP2B (or the effectively mapped EP2A as in Refs.
[54, 81]), as one should naturally choose an evolution faster than the lifetime of the states involved in any case (and
as we demonstrate in Sec. IV, the threshold should usually have negligible influence on this timescale for the EP2B).
On the other hand, to study the dynamical evolution around a true EP2A in a Hermitian open quantum system, one
would likely have to abandon the heuristic effective Hamiltonian and instead rely on a method that fully incorporates
the influence of the continuum threshold on the evolution. One would likely also have to consider that, generally
speaking, the EP2A is more stable against perturbations of the system parameters than the EP2B, as pointed out
in Ref. [52]. While we have posed the question here, we will not consider this highly non-trivial issue further in the
present work.
Appendix B: Proof of Eq. (49)
The generalization of Eq. (49) has been proven for general tight-binding models in Ref. [11]. Here we will sketch
this derivation for Model I, presented in section II B.
Starting with Eq. (23) we have
F − λG =
[ −λ 1
1 Heff(E) + λ
]
, (B1)
and
(F − λG)−1 = 1
λ(E −Heff(E))
[
Heff(E) + λ −1
−1 −λ
]
. (B2)
Isolating the element on the first row and second column we have
(E −Heff(E))−1 = −λ
[
1 0
]
(F − λG)−1
[
0
1
]
. (B3)
Next we turn to Eqs. (31) and (32), which give
(F − λG)−1 = U(Λ− λI2)−1U˜ . (B4)
Furthermore we have
U =
[ 〈d|ψ+〉 〈d|ψ−〉
λ+〈d|ψ+〉 λ−〈d|ψ−〉
]
(B5)
and
U˜ =
[ 〈ψ˜+|d〉 λ+〈ψ˜+|d〉
〈ψ˜−|d〉 λ−〈ψ˜−|d〉
]
. (B6)
Eqs. (B3)-(B6) together with Eq. (48) give Eq. (49), after changing the integration variable from E to λ.
23
Appendix C: Transformation of the integral I(λn, t) and derivation of Eq. (60)
To derive Eq. (60), we first start with the integral appearing in Eq. (58) and change integration variables from λ
to E = −(λ+ 1/λ), so that
λ = −E
2
+ i
√
1− E2/4
1
λ
= −E
2
− i
√
1− E2/4 (C1)
Then we have
I(λn, t) =
1
2pii
ˆ
CE
dE e−iEt
1/λn
E/2 + i
√
1− E2/4 + 1/λn
(C2)
where CE is a counter-clockwise contour on the complex E plane, surrounding the branch cut along E ∈ [−2, 2]; see
Fig. 2(a). Note that, more generally, we would also have to include a pole for any bound states present in the first
Riemann sheet; however, for our present choice of the system parameters, we can assume there are none. Even in
the presence of bound states, the qualitative features below and in Sec. III C for the influence of the EP2A on the
dynamics should be similar (though possibly less obvious features in the survival probability in that case).
Multiplying and dividing the integrand in Eq. (C2) by E/2 + 1/λn − i
√
1− E2/4 we obtain
I(λn, t) =
1
2pii
ˆ
CE
dE e−iEt
E/2 + 1/λn − i
√
1− E2/4
E − En . (C3)
The integration around the branch-cut is given by
I(λn, t) = − 1
2pi
ˆ
CE
dE e−iEt
√
1− E2/4
E − En
= − 1
2pi
(ˆ
C+
+
ˆ
C−
)
dE e−iEt
√
1− E2/4
E − En (C4)
where C+ is the contour just above the branch cut, going from E = 2 to E = −2 and C− is the contour just below
the branch cut, going from E = −2 to E = 2. The square root term changes sign in going from just above to just
below the cut. Therefore we have
I(λn, t) =
1
pi
ˆ 2
−2
dE e−iEt
√
1− E2/4
E − En (C5)
Hereafter we will assume that En has a negative imaginary part. If the imaginary part is actually zero (for a virtual
bound state), we can add an infinitesimal imaginary part −i to En and then take the limit → 0 at the end. If the
imaginary part of En is positive (for an anti-resonance state), then the integration over τ in Eq. (C6) below should
be taken from 0 to −∞. Assuming Im(En) < 0 is satisfied we write I(λn, t) as [13]
I(λn, t) = − i
pi
ˆ ∞
0
dτ
ˆ 2
−2
dE e−iEtei(E−En)τ
√
1− E2/4 (C6)
With the change of variable E → k such that E = −2 cos(k) we have
I(λn, t) = − i
pi
ˆ ∞
0
dτe−iEnτ
ˆ pi
0
dk 2 sin2(k)e2i(t−τ) cos(k) (C7)
The integral over k can be written in terms of Bessel’s function J1:
I(λn, t) = −i
ˆ ∞
0
dτe−iEnτ
J1[2(t− τ)]
t− τ (C8)
Now we change the integration variable τ to t′ = t− τ :
I(λn, t) = −i
ˆ t
−∞
dt′e−iEn(t−t
′) J1[2t
′]
t′
= −ie−iEnt
(ˆ 0
−∞
dt′ +
ˆ t
0
dt′
)
eiEnt
′ J1[2t
′]
t′
(C9)
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The integral from −∞ to 0 can be evaluated exactly in terms of the hypergeometric function 2F1:
ˆ 0
−∞
dt′eiEnt
′ J1[2t
′]
t′
=
1
iEn
Γ(1)
Γ(2)
2F1
[
1
2
, 1; 2;
4
E2n
]
=
1
iEn
[
1
2
+
1
2
√
1− 4
E2n
]−1
= iλsn (C10)
where s = 1 if |λn| < 1, and s = −1 otherwise. Therefore we obtain
I(λn, t) = e
−iEnt
[
λsn − i
ˆ t
0
dt′ eiEnt
′ J1(2t
′)
t′
]
(C11)
which gives Eq. (60) in the main text with s = −1 and λn = λ0.
Appendix D: Integral of Bessel’s function
When En is near a band edge (say the edge at E = −2) we can make an expansion of the integral in Eq. (C11) in
terms of the variable ∆n = −(En + 2) [31]:
ˆ t
0
dt′ eiEnt
′ J1(2t
′)
t′
=
ˆ t
0
dt′ e−2it
′ J1(2t
′)
t′
e−it
′∆n =
∞∑
l=0
(−i∆n)l
l!
Kl(t) (D1)
where
Kl(t) =
ˆ t
0
dt′ e−2it
′ J1(2t
′)
t′
(t′)l. (D2)
This gives
I(λn, t) = λne
−iEnt
[
λsn − i
∞∑
l=0
(−i∆n)l
l!
Kl(t)
]
. (D3)
The integrals Kl(t) can be evaluated recursively. The first few are
K0(t) = i
[−1 + e−2it (J0(2t) + iJ1(2t))] , (D4)
K1(t) =
1
2
[
1− e−2it ((1 + 2it)J0(2t)− 2tJ1(2t))
]
, (D5)
K2(t) =
t
3
e−2it [−itJ0(2t) + (i+ t)J1(2t)] , (D6)
K3(t) =
t
10
e−2it
[−t(1 + 2it)J0(2t) + (1 + 2it+ t2)J1(2t)] . (D7)
Note that in Eq. (D3), for each l, the highest power in t outside of the Bessel functions appears as (∆nt)l.
If we assume that |∆n|  1, meaning that the eigenvalue En is close to the branch point at E = −2, we can keep
just the zeroth-order term K0(t):
I(λn, t) ≈ λne−iEnt [λsn − iK0(t)]
= λne
−iEnt [λsn − 1] + λne−i(En+2)t (J0(2t) + iJ1(2t)) . (D8)
This result together with Eq. (65) confirms the result [31] that the survival amplitude has a 1/
√
t dependence for the
time scale 1  t  1/|∆n|, as long as En is not close to the EP. However, when En is close to the EP, the result is
modified as in Eq. (66).
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