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Abstract.
When is good, good enough? This question lingers in approximation theory and numerical meth-
ods as a competition between accuracy and practicality. Numerical Analysis is traditionally where
the rubber meets the road: students begin to use numerical algorithms to compute approximate solu-
tions to non-trivial problems. However, it is difficult for students to understand that more accuracy
is not always the goal, but rather enough accuracy for practical use and meaningful interpretation.
This compromise between accuracy and computational time/resources can be explored through the
use of convergence plots. We offer a variety of classroom activities that allow students to discover
the usefulness of convergence plots, including a contemporary example involving jellyfish locomotion
using fluid-structure interaction modeling. These examples will additionally illustrate subtleties of
convergence analysis: the same numerical scheme can exhibit different convergence rates, and the
definition of “error” may change the convergence properties. To solve the fluid-structure interaction
system, the open source software IB2d is used. All numerical codes, scripts, and movies are provided
for streamlined integration into a classroom setting.
Key words. Numerical Analysis Education, Fluid Dynamics Education, Mathematical Biology
Education, Immersed Boundary Method, Fluid-Structure Interaction, Biological Fluid Dynamics
AMS subject classifications. 65-01, 97M10, 97M60, 97N10, 97N40, 97N80, 76M25, 76Z10,
76Z99, 92C10
1. Introduction. There is often an internal struggle for mathematics students
to turn to computers to approximate solutions to non-trivial problems. It seems
to them a challenge to the belief that the beauty of mathematics comes from its
precision, rigidity, and consistency. Opening themselves to a new tool that openly
boasts “I can live with this amount of error” seems to contradict a lot of students’
maturing mathematical identities, or in the very least cause an unsettled feeling.
The question of “when is good, good enough?” also poses an interesting philo-
sophical question for students. Going from a world of precise solutions to one of
approximations usually makes many students immediately jump towards approxima-
tions with the highest accuracy possible. This is not a bad endeavor; new numerical
techniques are constantly being developed and discovered that push towards higher
accuracy. However, the subtlety is that for practical purposes these techniques must
also boast that they don’t require immense additional computational effort, that is,
they do not take longer than previously implemented methods or require specific
computational infrastructure or resources that may not be available.
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Fig. 1. (a) Showing increasing accuracy of numerical solutions vs. the exact solution of (1.1)-
(1.2) by increasing the time-step resolution, i.e., decreasing ∆t. (b) Convergence plot illustrating
the absolute error between the numerical solution and exact solution for different ∆t. See Appendix
A for a detailed discussion of the problem.
This competition between speed and accuracy can be demonstrated through the
use of convergence plots. Figure 1 illustrates how for a particular problem, the nu-
merical solutions achieve greater accuracy for smaller ∆t. Figure 1a shows numerical
approximations of
dy
dt
= 2pi cos(2pit)(1.1)
y(0) = 1(1.2)
on [0, 2] using the forward Euler method and their qualitative closeness to the exact
solution y = cos(2pit). Figure 1b gives the convergence plot, that is, a study of how
the absolute error decreases for different values of ∆t. The absolute error is defined
to be the maximum of the absolute value of the difference between the numerical
approximation and the exact solution, e.g., the L∞-distance. The absolute error vs.
∆t is given on a log-log plot, providing us information on the convergence rate of
the numerical scheme. It is evident that there is a linear relationship between the
log(absolute error) and log(∆t); we compute the slope of this line, call it m. Hence
we have
log(absolute error) ∼ m log(∆t).
Solving this equation for the absolute error allows us to see how fast we expect
the error to decay as a function of ∆t, e.g.,
(1.3) absolute error ∼ ∆tm.
We would then see that this numerical scheme applied to this particular problem
is approximately mth order accurate. Note that m will generally not be an integer.
While one may be inclined to round it to the nearest integer to get a better repre-
sentation of an integer order of convergence, some methods are historically known to
have non-integer order of convergence, such as the secant method for approximating
roots on a nonlinear equation, which formally has an order of convergence equal to
the Golden Ratio, 1+
√
5
2 ≈ 1.618, see Appendix C.
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Students may be familiar with these plots to show how accurate a numerical
scheme is, i.e., is it 1st, 2nd, or generally mth order, but behind these plots there
is something else that is usually particularly subtle (and menacing) - the accuracy
one can hope to achieve for a certain amount of computational time. Recall that
convergence plots typically show some metric of error vs. resolution; however, they
provide no direct information on how long it took a simulation to run. The story of
required computational time for an algorithm is hidden in its resolution. That is, the
computational time scales with the resolution!
Fig. 2. Provides the computational time vs. ∆t for simulation of (1.1)-(1.2). As ∆t decreases
(and the accuracy of the numerical approximation increases) the algorithm takes longer to run.
For example, Figure 2, which gives the computational time vs. ∆t to numerically
solve (1.1)-(1.2), complements the convergence plot previously shown in Figure 1. As
∆t decreases, the accuracy increases; however, this plot illustrates that the compu-
tational time required to run the algorithm also increases. Using the same rigmarole
as when computing the order of convergence, we see that for this scheme that the
computational time required also scales as
computational time ∼ ∆tslope,
where in this case the slope is negative. In this particular example, the computational
time required increases inversely proportional with the time-step, ∆t, e.g, computa-
tional time increases as time resolution increases. For a detailed discussion of the
algorithm and problem in this example see Appendix A.
If the resolution of a numerical scheme is significantly increased to offer much
higher accuracy (like reducing ∆t above), the time a simulation requires to run may
also dramatically skyrocket as a result. What good is a numerical approximation
that gives 14 decimal accuracy if it takes 1 year for the simulation to run, while an
approximation with 10 decimal accuracy takes 4 days, or with 8 decimals takes 1
hour? 1
In essence convergence plots allow us to designate some type of self-efficiency
metric on our numerical method. Rather than seeking an answer to the question,
1Of course, this is just a generalized analogy and particular applications may warrant and demand
certain accuracies, so we’re constrained. This is also where the community of numerical analysts focus
much of their efforts - developing faster and more accurate methods.
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“how can I achieve the most accuracy?” it is appropriate to morph that question into,
“for a specific desired accuracy, what resolution can I use to find a solution in a timely
and practical manner?” Of course in different application contexts timely could mean
very different things - from fractions of a second to days to even a week, a month, or
longer!
In this paper we offer multiple projects to acquaint students with the idea of a
convergence plot - one on approximating the Golden Ratio, another on the accuracy
and convergence of the composite trapezoid rule, and one that arises out of popular
aquatic locomotion studies of jellyfish swimming. The jellyfish example comes from
contemporary fluid-structure interaction research [28]. From all exercises students
will see the beauty, practicality, and importance of convergence plots. Moreover the
jellyfish example offers students the opportunity to see the practicality of convergence
plots at the frontier of research; it allows a unique class activity (or course project) that
bridges the interface of modern computational science, and mathematical modeling.
For details regarding the fluid-structure interaction software, see Appendix G,
or [4, 8, 7] for a more detailed overview. All simulations presented here are avail-
able on https://github.com/nickabattista/ib2d and can found in the sub-directory
IB2d/matIB2d/Examples/Examples Education/Convergence as well as the Supple-
mentary Materials.
2. Convergence to the Golden Ratio. The infamous Golden Ratio, φ, has
popped up into many unsuspecting places in nature, from seed heads, human faces,
hurricane and galaxy formations, music, and the building blocks of life - DNA [42, 35].
The story begins with the Fibonacci Sequence, Fn, defined recursively by
(2.1) Fn+1 = Fn + Fn−1, for n ≥ 1,
with F0 = F1 = 1. While the Golden Ratio has many derivations, we will define
it to the the ratio of successive terms of the following sequence
(2.2) φ = lim
n→∞φn = limn→∞
Fn+1
Fn
.
Interestingly, the even terms in the Golden Ratio sequence form a monotonically
increasing sequence, while the odd terms form a monotonically decreasing sequence
[25]. Although some explore the implications of these subsequences, we suffice to
remark that the sequence is Cauchy and thus convergent, see Appendix B.
Once it’s known that the Golden Ratio sequence converges, one can compute its
limit rather elegantly: starting with the recursive definition of the Fibonacci Sequence
and dividing both sides by Fn we see that,
Fn+1
Fn
= 1 +
Fn−1
Fn
and hence
φn = 1 +
1
φn−1
.
In the limit as n→∞, φn−1, φn → φ, so the above expression becomes
(2.3) φ = 1 +
1
φ
⇒ φ2 − φ− 1 = 0.
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Solving this quadratic gives
φ =
1±√5
2
.
Since all the terms of the sequence are positive, we take the positive root and find
the Golden Ratio to be
φ =
1 +
√
5
2
≈ 1.61803398874989485.
We could have instead calculated successive approximations to φ by simply com-
puting terms of the Fibonacci Sequence and taking the ratio of successive terms ap-
propriately. Why would anyone do this? Well, posed as a more “numerical analysis-y”
question: how many terms do we need to go out in the sequence φn before our approx-
imation to φ is accurate to 4 decimal places? 8 decimal places? 15?
Hopefully it is safe to say that this is where a computer comes in rather handy,
instead of pen and paper. Also this will naturally lead us to the idea of a convergence
plot. Luckily for us we have an ace up our sleeve since we already know the true value
of φ. To a standard 64-bit computer we see its value actually takes approximately
φˆ = 1.618033988749895 due to finite-precision restrictions [31, 14].
Using this value of φˆ as our “exact” value, we can ask how much error there is
associated with a particular approximation to the Golden Ratio, φn. We can compute
the absolute error between φˆ and φn, where the absolute error is given by
(2.4) En =
∣∣∣φˆ− φn∣∣∣ .
Accuracy for the first 40 approximations is provided in Figure 3.
Fig. 3. The absolute error for each approximation φn, the nth approximation to the Golden
Ratio, vs n, the number of the terms in the Fibonacci Sequence used for that approximation.
Figure 3 is a convergence plot showing the amount of error of as a function of
the number of terms in the Fibonacci sequence. As more terms are including in the
sequence, the Golden Ratio approximation becomes increasingly accurate. In fact, it
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looks as though the error decreases geometrically, since the relationship between the
logarithm of absolute error and number of terms appears linear, e.g.,
log(Absolute. Error) ∼ (slope)N ⇒ Absolute Error ∼ 10(slope)N ,
where N is the number of terms in the Fibonacci Sequence and the slope is negative.
Hence the error in successive Golden Ratio approximations decreases rapidly! This
is called geometric (or exponential) convergence. Justification of this convergence is
provided in Appendix B.
Approximating the Golden Ratio with the first 40 terms of the Fibonacci Sequence
results in an error of approximately 10−15. However, it would not make a difference
if we included more terms in the Fibonacci Sequence, as a standard 64-bit computer
would not recognize any further digits. This is so-called machine precision; we cannot
get any more decimals of accuracy, without handing the floating point numbers in a
special way [1].
Another way we could have approached this problem is asking how many terms
do we need to achieve a specific accuracy. This is subtly different than the previous
question, where we calculated subsequent terms in the sequence and checked the error
in each successive approximation. Now, for a particular error tolerance specified, we
will keep including additional terms in the Fibonacci Sequence until our approximation
is within the error tolerance. Figure 4 illustrates this relationship.
Fig. 4. The number of terms necessary to achieve a specific error tolerance vs. the error
tolerance imposed.
Figure 4 suggests that for error tolerances smaller than 10−15, we still only need
41 terms, however, this is again a computational artifact due to constraints of double
precision (64-bit) accuracy.
In general, a plot such as in Figure 4 would be ideal for scientific computing
applications. That is, we specify an error tolerance and we can figure out how much
resolution (in this case, number of terms in the Fibonacci Sequence) we need to achieve
it. Unfortunately, in practice this tends to not be the case. What allowed us to do
that here was the fact that we are able to compute successive approximations to φn
extremely fast! In obtaining the data in Figure 4 we are actually performing a lot
of extra floating point operations (operations) to answer the question of how many
terms we need to achieve a certain accuracy.
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In research applications, many codes will not run anywhere near this quickly,
so rather than asking “how much resolution (# of terms) do I need for a certain
accuracy?” we are forced to try certain resolutions and then check the accuracy, as in
Figure 3. Moreover, in most cases since the true solution is not known, the best one
can do is approximate the error against more highly resolved cases. This is precisely
what we will illustrate in Sections 3 and 4 when we approximate the value of a non-
trivial definite integral and introduce a jellyfish locomotion model. Furthermore in
Section 4 we will see that the simulations require non-trivial computational time to
run (from minutes to weeks!) and so we must be mindful of not performing excess
computations than are essential.
To summarize this section we have seen that (1) convergence plots compare the
error against the resolution used (here the number of Fibonacci terms), (2) additional
terms in the Fibonacci Sequence make approximations more accurate, (3) the Golden
Ratio Sequence exhibits geometric convergence, and (4) if accuracies of 10−15 are
obtained, they are the limit of standard 64-bit double-precision computers.
Scripts to perform the computations in this section, as well as an example class
activity are found in Supplemental/Golden Ratio/. In the next section, we investigate
how the convergence properties of a numerical algorithm may change depending on
the problem that it is applied to.
3. Composite Trapezoid Rule Convergence. In this Section we illustrate
that the convergence rate of a numerical scheme may depend on the problem to which
it is applied [18, 41, 29].
Typically during second semester Calculus students are introduced to the trape-
zoid rule, in particular the composite trapezoid rule for approximating definite inte-
grals. The motivation usually stems from the integrand not having have a closed form
anti-derivative. For an integral such as
(3.1) I =
∫ b
a
f(x) dx
recall that its approximation using the composite trapezoid rule using N partitions
(or subintervals) is given by
IN =
b− a
2N
[
f(x0 = a) + 2f(x1) + 2f(x2) + . . . 2f(xN−1) + f(xN = b)
]
,
where xj = a+ j∆x for j = 0, 1, 2 . . . , N and ∆x is the width of the base of each
trapezoid, see Figure 5.
Fig. 5. Image illustrating the the composite trapezoid rule.
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Beyond simply approximating an integral using 5, 10, or (hopefully not more
than) 20 partitions by hand using the trapezoid rule, students in Calculus are taught
a formula to find an error bound for this approximation using N partitions. If |ET | =
|I− IN | is the absolute error associated with using the composite trapezoid rule, then
the error is bounded by
(3.2) |ET | ≤ K(b− a)
3
12N2
.
In this error bound, a and b are the integration bounds and N is the number of
partitions; the only unknown quantity is K. Since we are told that the approximation
error is no more than the right hand side of (3.2), one can motivate the quantity K to
have a clear flavor of optimization to it in one way or another. Since we never want
to underestimate the error in an approximation, we seek the worst-case error bound.
For the composite trapezoid rule we find that
(3.3) K = max
a≤x≤b
∣∣∣f ′′(x)∣∣∣.
Students who have taken a numerical analysis class may recognize this error bound
also, as they may have proved it using Taylor Series expansions [31, 14].
Example 3.1. Let’s apply the composite trapezoid rule with uniform partition
spacing to the following integral,
I =
∫ 1
0
(x2 + 3)cos2(2pix)
(1 + esin(2pix))2
dx.
This does not look like an integral where we could analytically compute its anti-
derivative (nor do we wish to try here). Applying the composite trapezoid for a variety
of partitions, N , we will see that more partitions leads to higher accuracy, as (3.2)
suggests. How accurate is it? This is interesting - we do not know the exact value
of the integral; however, from (3.3) it follows that we can approximate its solution
with an appropriate (“very large”) number of partitions and use that value as though
it were the exact solution (as we used φˆ as the “exact” value of the Golden ratio in
Section 2). For N = 10, 000, 000, the approximation is
I10000000 = 0.455122322888408.
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Fig. 6. Plot depicting how the absolute error decreases as the number of partitions, e.g., number
of trapezoids, increases in the integration domain.
Figure 6 showcases how the error decreases as more partitions are added, when
compared to the “true” solution that we approximated above using 10, 000, 000 par-
titions. It takes over 1 million partitions until we reach machine precision in this
case! Furthermore, this figure illustrates a linear relationship between the logarithm
of absolute error and logarithm of number of partitions used. Hence as in Section 1
we see the following error relationship
Absolute Error ∼ Nslope,
where the slope is negative. Computing the slope of the line once the resolution is
high enough, e.g., there are enough partitions ∼ 102, we find that slope ≈ −1.978831 ≈
−2, in agreement with (3.2).
Next we will perform a similar calculation, but on a definite integral whose integrand
is periodic on the integration domain.
Example 3.2. We will now apply the composite trapezoid rule with uniform par-
tition spacing to the following definite integral,
I =
∫ 1
0
cos2(2pix)
(1 + esin(2pix))2
dx.
Note that this integral is very similar to the previous integral, except with one
special property - the integrand is now periodic on the integration domain. Since we
still do not know the exact value of this integral, we again use 10,000,000 partitions
in a composite trapezoid rule, to determine
I10000000 = 0.132214293037990.
Figure 7a gives a log-log convergence plot for the absolute error vs. number of sub-
interval partitions; however, it is clear that there is a distinct difference between this
plot and the convergence plot in Figure 6; the accuracy appears to achieve machine
precision extremely quickly! In fact, it appears to achieve this accuracy for N ∼ 10.
Figure 7b highlights this accelerated convergence, by showing the same data, but on a
semi-logarithmic plot with fewer partitions.
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Fig. 7. Illustrating the convergence rate of the composite trapezoid rule for an example of a
definite integral with an integrand that is periodic on the integration domain.
Another aspect that is particularly interesting is that it appears that before achiev-
ing machine precision accuracy, there are two different convergence rates, correspond-
ing to whether N is odd or even. Figure 7b says that for the approximations using an
odd number of partitions, they converge quicker towards the “exact” solution. How-
ever, whether odd or even, in this case the composite trapezoid rule achieved machine
precision only using 21 (or less) sub-intervals! Recall that in the Example 3.1 it took
almost 1 million partitions. That is a significant difference! Moreover, from witness-
ing a linear relationship between the logarithm of the absolute error and number of
sub-intervals in Figure 7)b, we see that the error decreases geometrically as in Sec-
tion 2. Appendix D provides justification for this accelerated convergence rate. For a
deeper study on when the trapezoid rule converges geometrically, see [41, 29].
Comparing the convergence rates from Examples 3.1 and 3.2, we have just seen is
that the composite trapezoid rule can exhibit significantly different convergence rates
depending on what definite integral it is applied to.
In these examples if we only cared about obtaining a particular accuracy, it may
have been enough to simply use the number of partitions as N = 10, 000, 000 and
not looked back. It is clear that one case almost warranted this much resolution,
while in another case it was extreme overkill. You might be thinking well, either
way it computed the definite integral accurately for N = 10, 000, 000. However, when
running the script we see that as N increases, it takes longer to compute the integral
approximation. If computing a definite integral was simply one part, e.g., module,
of many in a larger numerical scheme, the difference between finding an integral
approximation that takes 0.001s and 1.0s could be a significant difference if, say, you
need to integrate thousands of definite integrals when running the algorithm. To
that end, as we’ve seen from the two different convergence plots, this may be akin to
asking ourselves how much error we (our application) can tolerate, e.g., still obtaining
physical results with only 10−6 accuracy vs. 10−12 accuracy, as in Figure 6.
The script that will run these examples as well as an example of a class activ-
ity is found in Supplemental/Trapezoid Rule/. To summarize this section, we have
seen (1) the composite Trapezoid Rule can exhibit geometric convergence if applied
to a definite integral with periodic integrand, (2) unexpected and complex conver-
gence properties arise from even seemingly basic numerical schemes, and (3) that the
convergence rate of a numerical scheme can significantly change depending on the
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problem to which it is applied.
Next in Section 4 we will investigate a contemporary computational model of
jellyfish locomotion where all these ideas will be extensively explored: no longer will we
be able to simply increase the grid resolution indefinitely, for doing so will necessitate
increases of computational time from mere minutes to days to weeks or even months!
4. Jellyfish Locomotion: Convergence and Speed!. As previously seen in
Sections 2 and 3 a convergence plot is useful for figuring out how many terms (how
much resolution) is necessary to achieve a certain accuracy. In this section we will
dive head first down that rabbit hole for an example involving jellyfish locomotion;
however, there will be three distinctions: (1) We do not have an analytic result to
compare our numerical results nor one that be trivially obtained, (2) we will not even
have a straight-forward metric in which to compute the error, and (3) increasing the
resolution, while decreasing the error, results in significant increases in the computa-
tional time required to run a simulation, mandating mindfulness when changing the
resolution (here given by spatial grid-steps).
This model of jellyfish locomotion can be found in the IB2d example folder
Example Jellyfish Swimming/Hoover Jellyfish/ as well in the Supplemental materials,
Supplemental/Jellyfish/Simulation Skeletons/. We note that the code is initialized on
a rectangular domain with resolution 512× 512, at Reynolds Number Re = 150, as in
the model to which it is based [28]. For more information regarding Reynolds Number
see Appendix E. Snapshots of this jellyfish swimming are found in Figure 8; it is clear
that the jellyfish is able to produce enough forward thrust to propel itself forward,
that is, swim forward at this resolution and Re.
Fig. 8. A simulation of a single jellyfish swimming at Re = 150. The background colormap
represents vorticity and T refers to the number of periods of jellyfish bell contractions.
An unfortunate, yet inescapable, aspect about the simulation shown in Figure 8 is
that it takes roughly 8 hours to run on a personal computer (iMac with 6 GB 2400 MHz
DDR4 memory and 3.6 GHz Intel Core i7 processor). Why does it take so long? Fluid-
structure interaction simulations are notorious for being computationally expensive
and extensive effort has placed into reducing simulation time [33, 39, 21, 23, 22].
Rather than jump into the intricacies of such techniques, such as parallelization [33]
or adaptive mesh refinement strategies [39, 23], we will focus our efforts on simply
comparing computational time for increasing grid resolution and accuracy.
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We are now entering a practical domain in scientific computing; how much accu-
racy is required and how can I achieve that in a timely manner? That is, if it takes
one week for a simulation to give us 8 decimals of accuracy, but it only takes one day
to give us 6 decimal accuracy, is the extra six days of computational time worth those
extra two decimals of accuracy? This is a philosophical question and of course, de-
pending on the application, the answer could very well be “surely no” or “absolutely”.
These ideas will be, you guessed it, quantified through the use of convergence plots.
Before we can discuss convergence plots, we need to explicitly define what we
mean by error in a fluid-structure interaction simulation. It has been defined through
the differences between either fluid (Eulerian) or immersed structure (Lagrangian)
data, e.g., position of the immersed body [24, 34, 23], fluid velocity [32, 24, 34, 23],
pressure [24, 23], or forces on the immersed body [32, 8]. These are the quantities
used in determining error, however if we are computing the error for those quantities
at different grid resolutions, what are we using as the true or exact answer in which
to compare them? This is a very important question in research grade numerical
analysis. The answer is actually a practical one - we compare those quantities to a
simulation with very high accuracy, usually the highest accuracy that is realistically
possible in a timely manner. In this case, an untimely manner describes a simulation
that takes significantly longer than the simulations that you actually want to use for
data collection.
For our purposes here, we will compare jellyfish locomotion on N × N grids
where N ∈ {32, 48, 64, 96, 128, 256, 384, 512, 768, 1024, 1536, 2048}. Recall that the
simulation with N = 512 took approximately 8 hours - just imagine how long a
simulation with N = 1024 or N = 2048 takes? We can give a crude estimate, simply
by noting that if we go from 512 → 1024 that is a factor of 2 and since we are
in two-dimensions, that gives a computational time scaling of 22. Therefore going
from 512 → 1024 will likely take 4x as long as the 512 simulation! Then going from
512→ 2048 is a factor of 4 which gives a time scaling of 42 = 16, estimating it would
take approximately 16x as long! In general this computational expense scaling can
be written as
(4.1) estimated comp. time scaling = (resolution factor increase)dimension.
If we were performing simulations in 3D, the scaling becomes even more extreme!
This is known as the curse of dimensionality [16]. Luckily we are only working in
two dimensions here. For simulations consisting of 5 jellyfish pulses, with time-step,
dt = 1e− 5, a plot of the computational time required versus grid resolution is given
in Figure 9. These simulations were run on an iMac with a 3.6 GHz quad-core 7th
generation Intel processor with 16 GB 2400 Mhz DDR4 memory. There is a large
difference between the 512 and 2048 resolution cases.
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Fig. 9. Computational time required to for 5 jellyfish bell contractions. As the computational
grid gets more refined (dx gets smaller) so accuracy increases, computational time also increases
geometrically.
4.1. Qualitative Convergence. As suggested previously, there are many ways
we can quantify error in these simulations. Before explicitly computing the error,
let’s simply observe if we can qualitatively see differences between simulations with
different accuracies by visualization. Figure 10 shows multiple simulations overlain at
various uniform time points during the simulation. In each of these cases, the jellyfish
uses the same physical mechanisms for propulsion, that is, the contraction forces and
material properties of the jellyfish itself are scaled appropriately. Note that these
simulations were carried out at Re = 150 (see Appendix E).
It is clear that better forward swimming performance is achieved for higher grid
resolutions, but by 512 × 512 resolution the simulations become quite similar. It
is common that in published manuscripts related to jellyfish swimming that grid
resolutions are in the realm of dx ∼ 0.015625 on domains of length 8, e.g., 512× 512
spatial resolutions ([26, 2, 28, 27, 38]).
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Fig. 10. Jellyfish swimming performance at varying grid resolutions. Better forward swimming
performance is achieved at higher grid resolutions.
4.2. Quantitative Convergence. In this subsection we will define various met-
rics for the error in these jellyfish simulations. There will be errors defined on the
Lagrangian domain (e.g., the jellyfish) and errors defined on the Eulerian grid (e.g.,
the fluid grid).
4.2.1. Error on Lagrangian Structure (jellyfish). To spin off of Section 4.1,
we could begin quantifying convergence by defining the absolute error to be the spatial
difference between the top of the bell with resolution 1024×1024 to less resolved cases,
e.g.,
(4.2) erry = |y51024 − y5j |,
where j = 32, 48, . . . , 768, and y5j is y position of the center of the bell after 5 con-
traction cycles for a particular resolution j. As seen in Figure 10, better forward
swimming performance was associated with more highly resolved simulations, that is,
these model jellyfish do not swim effectively at low grid resolutions. Figure 11 gives
such error vs. grid resolution for different batches of simulations with uniform Re,
Re = {37.5, 75, 150, 300}. It illustrates that it is not until the spatial step dx ∼ 0.0625
corresponding to the 128 × 128 resolution, that the error begins to significantly de-
crease in all cases of Re given. Moreover, it is apparent that the amount of error in
bell position is also a function of the Reynolds Number, Re, being considered.
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Fig. 11. Illustrates the error defined by the difference between the top of the bell in the
highest resolved case of dx = 0.0078125 (1024 × 1024 resolution) and less resolved grids for
Re = {37.5, 75, 150, 300}.
We investigate the cause of this difference in positions by studying the error in
the jellyfish velocities over time. To that end, we quantify an error associated with
the swimming speed of the jellyfish after 5 bell contraction cycles. To compute the
jellyfish swimming speed we first notice that the distance swam vs. bell contraction
cycle appears close to linear, see Figure 12. From Figure 12, we find the best fit line
through the data for each grid resolution tested during the last two bell contraction
cycles and consider the slope of the line to be the average swimming speed for each
case.
Fig. 12. Gives the distance swam in jellyfish in bodylengths vs. bell contraction cycle. The
higher resolution cases demonstrate better forward swimming performance.
As the grid resolution increases, e.g., the spatial step, dx, decreases, the average
swimming speeds begin to converge to the same value, see Figure 13a. The absolute
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swimming speed error is defined to be
(4.3) errspeed = |m1024 −mj |,
where j = 32, 48, . . . , 768, and mj is the slope of the best fit line computed from
Figure 12 for a particular resolution j. Similar to the position of the bell after 5
contractions, the swimming speed error is also a function of the Re considered. As
before, the absolute error drops off significantly for resolutions higher than 128× 128.
Fig. 13. (a) The jellyfish’s swimming speed after 5 contractions, averaged over the last two bell
contraction cycles vs. grid resolution and (b) the absolute error given by the difference between the
swimming speed at the highest resolution (1024× 1024) and less resolved grids.
The errors observed in the distance swam (Figure 11) and swimming speed (Fig-
ure 13) arise from discrepancies in upward thrust (vertical) force generation when
the jellyfish contracts at different grid resolutions. To investigate further, we ana-
lyzed the upward thrust force (y-directed force) on the jellyfish bell throughout 5 bell
contractions. The absolute error and relative error were defined as follows:
errABSthrust
=
∣∣f¯y1024ds1024 − f¯yjdsj∣∣ ,(4.4)
errRELthrust
=
∣∣f¯y1024ds1024 − f¯yjdsj∣∣∣∣f¯y1024ds1024∣∣ =
errABSthrust∣∣f¯y1024ds1024∣∣ ,(4.5)
where f¯yj denotes the spatially-averaged thrust (vertical) force across the jellyfish
bell and dsj gives the Lagrangian distance between successive nodes on the bell.
In both cases the j denotes the specific spatial resolution, e.g., j = 32, 48, . . . , 768.
Multiplying by dsj converts from force densities to total force.
Figure 14 illustrates the resulting spatially-averaged vertical force through those
contractions when (a) the grid resolution is varied while Re = 37.5 and (b) the Re
is varied while grid resolution is held at 512 × 512. From Figures 14a and 14b it is
evident that as grid resolution increases, spatially-averaged vertical force error tends
to decrease on average, as well that simulations using equivalent grid resolutions for
different Re do not lead to the same accuracies, respectively.
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Fig. 14. The absolute error given by the differences between the spatially-averaged thrust (ver-
tical) force through 5 bell contractions between the highest resolution (1024× 1024) and less resolved
grids when (a) grid resolutions are varied and Re = 37.5 and (b) the resolution is held at 512× 512
and Re is varied.
Next we explored the spatially- and temporally-averaged upward thrust force (y-
directed force) during the last bell contraction. The thrust force was averaged across
the entire jellyfish bell for each grid resolution and Reynolds Number considered.
Figure 15 gives the absolute and relative errors, computed via Eqs.(4.4)-(4.5). Note
that the relative errors are high because the assumed true value is small. The errors
decay as grid resolution increases, e.g., the grid size decreases.
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Fig. 15. (a) The absolute error given by the difference between the spatially- and temporally-
averaged thrust (vertical) force throughout the last swimming cycle between the highest resolution
(1024× 1024) and less resolved grids. (b) The associated relative error computed analogously.
Furthermore, Figures 11, 13b, and 15 illustrate an additional subtle point regard-
ing mathematical models and their parameters - numerical errors may also depend
on the parameter space explored, not only the time-step or spatial grid-size! Here for
this jellyfish example using computational fluid dynamics - the numerical errors also
depend on the Reynolds Number of the system! Although a solver was successfully
used in one scenario, like Re = 37.5, to achieve a certain accuracy, does not guarantee
the same accuracy when applied to an almost identical system, but at higher Re, as
in Figure 15a.
To summarize, in a holistic manner, the errors in upwards thrust force (Figure 15)
for less resolved grids cause the jellyfish not to swim as fast (Figure 13) nor swim as far
(Figure 11) as more resolved simulations. In short, less resolved grids lead to different
locomotive patterns stemming from errors. However, as seen in Figure 9, always
pushing for higher resolutions may not be practical because of total computational
time.
To that note, one must inquire how much accuracy is required for a problem,
e.g., validating that the jellyfish is capturing biologically relevant kinematics and/or
swimming speeds at certain resolutions. Unfortunately, if obtaining the highest ac-
curacy possible is the number one goal, computational models would be dramatically
limited, as no model is ever complete or can describe nature exactly. In the words
of G. E. Box, “All models are wrong but some are useful.” [12]. For instance, the
jellyfish model presented here only includes a 2D representation of its bell, one could
include electrophysiology or porous tentacles or other complex morphology, or move
from 2D to 3D. The addition of any one of these would increase computational time,
in some cases exponentially. When modeling phenomena computationally, one lives
by two questions: how much accuracy is required for validation? and how can I live
with that cost?
4.2.2. Error on Eulerian (fluid) grid. Up to this point we have only discussed
errors associated with the jellyfish’s position, swimming speeds, and upward thrust
force, without much mention of what is happening with the underlying fluid. That
is, we’ve only explored errors associated with the Lagrangian (immersed structure).
We have not discussed the fluid’s velocity, pressure, nor vorticity. Unfortunately,
discussing convergence of these quantities is not as cut and dry as those on the La-
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grangian structure. For example, consider defining the absolute and relative errors
analogously to Eqs.(4.4)-(4.5), for the fluid data,
errnABSQ
= max
ij
∣∣ΥQ1024ij −Qkij ∣∣ ,(4.6)
errnRELQ
= max
ij
∣∣ΥQ1024ij −Qkij ∣∣∣∣ΥQ1024ij ∣∣ ,(4.7)
where Q is a Eulerian quantity such as velocity, pressure, or vorticity, n denotes
the nth time-step, k indicates a certain level of resolution below 1024×1024, and Υ is
an interpolation operator for 1024→ kth grid. Note that Q is not spatially-averaged
here.
The absolute error of the fluid velocity in the y-direction (y-Velocity) is shown
in Figure 16 for 5 bell contractions when either Re is constant and grid resolution is
varied (a) or vice-versa (b). In both cases errors start off small, increase, and appear
to level-out. The higher grid resolution cases seem to lead to slightly less errors while
higher Re seems to tend toward slightly larger errors. However, are these showing
any convergence? While higher resolution cases appear to have slightly less error, the
absolute error appears to be time-dependent, where at some time-steps lower resolved
cases actually have lower absolute error. How can this be? Perhaps it might be safe
to say on average higher resolved grids lead to less absolute error?
Fig. 16. The absolute error of y-Velocity across 5 bell contractions when (a) Re = 37.5 and
grid resolution is varied and (b) when grid resolution is held at 256× 256 and Re is varied.
Figure 17 gives the time-averaged absolute and relative errors for y-velocity, vor-
ticity, and pressure across 5 bell contractions with varying Re. In no case does a
familiar looking convergence plot pop-up, illustrating higher grid-resolutions (smaller
spatial steps) producing smaller errors. How can this be - are the simulations wrong?
Let’s investigate.
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Fig. 17. The temporally-averaged absolute and relative errors for y-velocity, vorticity, and
pressure across 5 bell contractions with varying Re.
Recall Figure 12 in which shows how the same jellyfish swims different according
to grid resolution for a particular Re (Re = 150). Figures 16-17 reflect this same
phenomena, although it may be hidden at first. When the different resolution jellyfish
are contracting, they do so in different regions of the domain as time moves forward,
hence they are stirring up different areas within the fluid domain! Therefore the fluid
dynamics between different resolution cases will be significantly different. This holds
true even in the higher resolved cases where the jellyfish are near each other, but have
slightly different kinematics.
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Fig. 18. Colormaps of the absolute error of vorticity between simulations for a 256× 256 and
1024×1024 grid at different snapshots. The last error snapshot at 4.75 bell contractions is compared
to the actual vorticity colormaps for both grid resolution cases. These simulations are from a case
of Re = 75.
Figure 18 shows a spatial colormap of the absolute error of vorticity over the
course of a simulation when comparing grid resolutions of 256× 256 and 1024× 1024
for Re = 75. It is clear that vortex formation is significantly different between both
cases due to different locations of the jellyfish, leading to a large absolute error in the
vorticity. Moreover, from the last frame at 4.75 bell contractions, it can be seen that
some of the errors are magnified because of previously shed vorticies in the 1024 case,
which are oppositely spinning to those being created by the 256 case at that moment.
Similar behavior is seen in absolute errors for pressure and y-velocity, see Figures 22
and 23 in Appendix F, which present analogous absolute error data but for y-velocity
and pressure, respectively.
Simply put, since the jellyfish are swimming in different regions of the fluid do-
main, the fluid’s behavior will be significantly different between differing resolution
cases leading to magnification of errors! In fact, the errors tending towards a non-zero
horizontal asymptote (Figure 16) is an artifact of this. The highest absolute errors
stem mostly from regions near each jellyfish bell. Once they are far enough apart the
overall absolute errors are driven by the motion of each bell in a different region and
when this occurs the absolute error steadies off.
Since fluid-structure interaction systems errors traditionally display similar be-
havior at different grid resolutions, one way people can rectified this is to choose to
only investigate the error up to a certain point in the simulation. For example Griffith
et al. 2005 [24] chose a time in which to compute errors when a deforming viscoelastic
band completed one oscillation. Furthermore, rather than only look at averaged ab-
solute or relative errors, one can define errors to be in terms of the L1- and L2-norm,
or in general Lp-norm, e.g.,
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(4.8) |Qij |p =
∑
ij
∣∣ΥQ1024ij −Qkij ∣∣p h2
1/p ,
where p ≥ 1 (here 1 or 2), Q is a scalar quantity, such as pressure, vorticity, or
velocity in a particular direction, k indicates a certain level of resolution below 1024×
1024, h is the spatial grid resolution corresponding to k, and Υ is an interpolation
operator for 1024 → kth grid. The Lp-norm is useful for calculating errors as no
longer simply look for a maximal absolute or relative error at a certain time-step.
Note that previously we had been using the L∞-norm to take the maximal value of
either absolute or relative error.
Using Eq.(4.8), we computed the L1- and L2- norms of the error for y-velocity after
the first bell contraction for various Re, as presented in Figure 19. The error decays as
grid resolution increases (the spatial step-size decreases) under these norms; however,
the errors do not appear small. Again, this is due to inconsistency with each jellyfish’s
location or kinematics after one bell contraction. The trend of lower Re accompanied
by lower error is still consistent with prior results. Moreover, the convergence rate
(the slope of the line) is approximately consistent between all Re.
Fig. 19. Depicting the (a) L1- and (b) L2-norms of the y-velocity error after one bell contraction
for various Re.
Next we can investigate how the error magnitudes over one bell contraction for a
particular Re. Figure 20 shows how the error changes for different percentages of tbe
first bell contraction, T . The errors increase further into the contraction cycle. For
example at a grid resolution of 512 × 512 (dx = 0.015625), at 10%T , both the L1−
and L2- errors are ∼ 0.01, but by the end of a single bell contraction, they both are
∼ 0.5. However, the convergence rate (the line’s slope) remains approximately the
same between all snapshots in time.
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Fig. 20. Depicting the (a) L1- and (b) L2-norms of the y-velocity error during different per-
centages of one bell contraction period, T for Re = 37.5.
To summarize, upon exploring the errors associated with the Eulerian (fluid) data
in this fluid-structure interaction problems, we immediately observed that defining
and interpreting errors was a non-trivial task, especially since there is no analytical
solution in which to compare. In particular, we saw that (1) approaching the error
calculations as we did previously for the same jellyfish model in Section 4.2.1 led to
a question of whether we actually were observing convergence pertaining to the fluid
data (Figure 17), (2) we had to rethink of how we thought about error for these
simulations since there are objects moving around and pushing the fluid in different
parts of the domain differently (Figures 18,22 and 23), (3) we concluded we may only
be able to compute errors in a semi-regular fashion during the first bell contraction
(and by choosing an appropriate norm), otherwise the jellyfish would be too far away
from each other in different resolution cases and it would be like comparing apples to
oranges in the fluid domain (Figures 19 and 20), and (4) simply striving for higher
accuracy and boosting the resolution (decreasing the spatial step-size) could lead to
simulations taking on the orders of weeks to run (Figure 9)! Moreover, it is un-
clear whether that boost (or time investment) in resolution would capture anymore
biological/scientific relevance for the model being explored.
5. Discussion and Conclusion. Convergence plots are useful tools for both
detailing numerical error for particular resolutions (number of iterations, time or spa-
tial step-sizes) as well as for choosing appropriate resolutions to make practical use of
an algorithm. Achieving minimal error tolerances is a quixotic endeavor if it take an
unrealistic amount of computational resources and/or time to attain. In this paper we
illustrated a few examples of convergence plots that stemmed from mathematical ap-
proximations to the Golden Ratio (Section 2), quadrature approximations using the
Trapezoid Rule (Section 3), basic ordinary differential equation time-stepping rou-
tines (Section 1 and Appendix A), and a contemporary research application involving
jellyfish locomotion (Section 4).
In Section 2, we introduced convergence plots as a way to determine how many
terms were necessary in the Fibonacci Sequence to obtain certain levels of accuracy to
numerical approximations to the Golden Ratio. In particular, 40 terms were needed
to achieve machine precision. Going beyond 40 terms did not increase accuracy.
From this example, the idea of maximal precision (double precision) accuracy was
introduced. Moreover, the computations performed in this application were trivial;
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they took virtually no time at all.
Using the trapezoid rule from introductory calculus in Section 3, convergence
properties were shown to exhibit non-trivial behavior depending on the problem to
which the numerical method is applied. Applying the composite trapezoid rule to a
non-periodic function resulted in a slower convergence rate (∼ 2− order)) than when
applied to an integrand that was periodic on its integration domain (exponential
convergence). In an example involving the former case, it takes more than 106 sub-
intervals to achieve machine precision where as in the latter, it took on the order of
10. What a difference! This demonstrated that the same numerical method applied
to different problems may result in significantly different accuracy or convergence
properties!
Finally in Section 4, a contemporary fluid-structure interaction problem of a swim-
ming jellyfish was used to illustrate use of convergence plots in a research and mathe-
matical modeling setting. In particular, we saw that lower grid resolutions (and hence
accuracy) resulted in decreased swimming performance, for both speed and distance
traveled, for a range of different Reynolds Numbers. Moreover, investigating errors
on the jellyfish itself (its position, swimming speed, and thrust force, e.g., Lagrangian
data) was relatively straight-forward when comparing different grid resolution cases.
However, exploring errors between fluid grids of different resolutions was non-trivial.
This was mainly due to jellyfish contracting in different areas on the computational
domain. For the case of jellyfish locomotion, increasing grid resolution could easily
result in simulations requiring a week or longer of computing. On that note, it is
unclear whether any higher grid resolution yields any additional benefits, i.e., cap-
tures more biological relevance. Instead, efforts may be better served in amending
the model to capture more complex morphology, neuro-muscular paradigms, or other
biological additions.
Hopefully this has convinced you that there are significant benefits for performing
convergence studies as well as some subtle nuances of numerical methods regarding
both error and practicality. In particular, we demonstrated the following aspects of
numerical methods and computational modeling:
1. Additional resolution (e.g., more terms, a finer grid, etc.) does not achieve
more accuracy if the method has already achieved machine precision accuracy
(from Section 2).
2. Applying the same numerical scheme to different problems can lead to dras-
tically different convergence behavior (from Section 3).
3. Defining error itself may be non-trivial, e.g., for models with moving bound-
aries (from Section 4.2).
4. Higher accuracy is not always practical or attainable if required computa-
tional time becomes unrealistic (from Sections 1 and 4).
5. Higher accuracy may not always be the goal due to mathematical modeling
assumptions (from Section 4), e.g., additional accuracy may not be important
due to limitations of the model itself.
Thus in practice for numerical simulation and mathematical modeling there is a
trade-off between computational time, practicality, and desired accuracy. If a prob-
lem necessitates high accuracy but the computational time for a given numerical
method is unfeasible, there are various actions one can take. One can either attempt
a different numerical scheme or attempt to modify the existing method by implement-
ing additional infrastructure to make the scheme faster, e.g., for differential equations
some examples include possible adaptive time-stepping routines [3, 40], adaptive mesh
refinement (AMR) [9, 10], parallelization [36, 15, 45], or even parallelization in time
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[19, 20, 13]. This also tangentially evokes the practicality of novel numerical methods.
When new methods are developed they are virtually always applied to toy problems,
meaning standard problems where solutions have been well-studied, categorized, and
documented. Of course this is for the basis of comparison to existing methods and
solutions; however, in many cases detailed convergence studies beyond those toy prob-
lems are non-existent, especially on contemporary research problems. Thus making
it difficult to gauge how fruitful of one’s time investment it may be to attempt to
implement a new method. Fortunately, this is where interdisciplinary and integrative
collaboration is key (and imperative)!
The main purpose of this work was to immerse students in practical aspects of
numerical analysis that border on contemporary research. While the notion of numer-
ical error is stressed in all numerical analysis courses, it may be difficult for students
to parse the subtleties that underlie error, such as those illustrated in this work. For
this reason all codes, both simulation and analysis scripts are made available. As the
scientific community becomes increasingly more dependent on mathematical model-
ing and numerical simulation, a thorough understanding of one’s limitations due to
speed, accuracy, and practicality is of the utmost importance.
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Appendix A. Accuracy and Speed when using the Euler Method to
solve ODEs.
In Section 1 we introduced Figures 1 and 2 to illustrate how accuracy and speed
are coupled, especially if a numerical scheme requires extensive computational time
to run. In this Appendix we explain the numerical method used to generate those
plots.
These Figures came from solving an ordinary differential equation (ODE) with
Euler’s Method applied tothe following ODE
(A.1)
dy
dt
= 2pi cos(2pit)
with y(0) = 1 over 0 ≤ t ≤ 2.
The Euler Method can be derived in a few different ways, including stencils or
interpolation [14]; however, Calculus students may favor the one in which we see the
limit definition of a derivative come into fruition. Recall that the derivative of a
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function, say y(t), at a point t can be defined in the following manner,
(A.2)
dy
dt
∣∣∣
t
= lim
∆t→0
y(t+ ∆t)− y(t)
∆t
.
Since we are going to approximate the solution to ODEs using numerical methods,
we note that a computer does not work in continua. This is precisely where (A.2) will
aid in solving (A.1). If we consider a fixed ∆t that is small enough, we expect that the
right hand side of (A.2) could be at least a decent approximation of the derivative.
This is the spirit of Euler’s Method. Getting rid of the limit in the right hand side of
(A.2) and equating it with the right hand side of (A.1), we get the following:
(A.3)
y(t+ ∆t)− y(t)
∆t
= 2pi cos(2pit).
Solving for y(t+ ∆t), we obtain a clear iterative form of Euler’s Method,
(A.4) y(t+ ∆t) = y(t) + ∆t (2pi cos(2pit)) .
One can think of (A.4) as a recipe to step forward in time incrementally in time
steps of ∆t. Since we know the initial value, y(0) = 1, we have the first point in which
we would step from.
A natural question you may be wondering if how to choose ∆t so that it provides
an accurate approximation of the derivative to even make this scheme meaningful?.
Setting aside any considerations of numerical stability (see [31, 14]), intuitively from
seeing this derivation of the Euler Method, it is clear that the accuracy of this scheme
is tied to the step size of ∆t. This is precisely what the convergence plot given in
Figure 1 from Section 1 illustrates. It is clear that as ∆t decreases, the accuracy
increases; however, the price one has to pay for reducing ∆t is that the computational
time required to run the simulation over the same window of t, 0 ≤ t ≤ 2, will
significantly increase, see Figure 2.
The scripts used to perform this simulation and produce the Figures mentioned
above is given in Supplemental/Eulers/.
Appendix B. The Golden Ratio sequence is convergent and exhibits
geometric convergence.
In this Appendix we prove that the sequence
φn =
Fn
Fn−1
converges to the Golden Ratio φ. We begin with the following lemma.
Lemma B.1. For all n ≥ 1 we have
F 2n − Fn+1Fn−1 = (−1)n−1.
Proof. It is clear for n = 1. Inductively, assume
F 2n − Fn+1Fn−1 = (−1)n−1
for some n ≥ 1. Then
F 2n+1 − Fn+2Fn = Fn+1(Fn + Fn−1)− (Fn+1 + Fn)Fn(B.1)
= Fn+1Fn−1 + F 2n = −(−1)n−1 = (−1)n.(B.2)
*
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Proof of Convergence. Using Lemma B.1 have
|φn − φn−1| =
∣∣∣∣ FnFn−1 − Fn−1Fn−2
∣∣∣∣
=
∣∣∣∣FnFn−1 − F 2n−1FnFn−2
∣∣∣∣
=
1
FnFn−2
≤ Fn − Fn−2
FnFn−2
=
1
Fn−2
− 1
Fn
.
So, by repeated application of the triangle inequality, with n > m:
|φn − φm| ≤ |φn − φn−1|+ · · ·+ |φm+1 − φm|(B.3)
≤
(
1
Fn−2
− 1
Fn
)
+ · · ·+
(
1
Fm−1
− 1
Fm+1
)
=
1
Fn−2
+
1
Fm−1
.(B.4)
Since Fn →∞ we have |φn − φm| → 0 and so φn is Cauchy and thus convergent.
Geometric convergence rate. Having justified the convergence of φn, the
analysis in Section 2 shows φn → φ. Take the limit n→∞ in (B.3)-(B.4) to obtain
(B.5) |φm − φ| ≤ 1
Fm−1
.
Since Fn+1Fn → φ, then for any ε > 0, we have (for large enough n), that Fn+1 > φFn−ε.
As φ > 1, this implies that Fn grows exponentially. Combining this with (B.5),
it follows that the exponential growth rate of the Fibonacci sequence implies the
geometric convergence rate of φn → φ.
Appendix C. Secant Method Order of Convergence is the Golden Ratio.
The Secant Method is a popular method for computing roots of a non-linear
equation, f(x) = 0. It has a similar form to that of Newton’s Method, except it
does not require an explicit evaluation of a derivative. Recall that the next root
approximation for Newton’s Method, xn+1 is given by:
(C.1) xn+1 = xn − f ((xn)
f ′ (xn)
.
Instead the Secant Method essentially approximates the derivative that found in
the denominator of the fractional term in Eq.(C.1), e.g.,
(C.2) f ′ (xn) ≈ f (xn)− f (xn−1)
xn − xn−1 .
Note that while xn is the previous root approximation, xn−1 is the second to
last root approximation, and hence the Secant Method depends on the two previous
approximations of the root. Therefore the next approximation of root of a nonlinear
function by the Secant Method is given as
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(C.3) xn+1 = xn − f (xn)f(xn)−f(xn−1)
xn−xn−1
= xn − f (xn) (xn − xn−1)
f (xn)− f (xn−1) .
However, there is no free lunch when using the Secant Method; the price we must
pay for not computing an explicit derivative is that the Secant Method requires one
additional initial guess and additional function evaluations. Furthermore, we will
see that the order of convergence is also less than that of Newton’s Method, which
exhibits quadratic convergence for roots of multiplicity 1. Another derivation (and
the one from whence it gets its name) is given graphically in Figure 21.
Fig. 21. Graphical image depicting the derivation of the secant method for root finding, that is,
computing the secant line between two successive guesses and choosing the next guess to be where it
crossed the x-axis.
The Secant Method can be derived by giving two initial guesses (previous root
approximations), x0 and x1, finding the corresponding function values at those root
approximations, f(x0) and f(x1), and then finding the secant line that connects those
function values, e.g.,
y − f(x1) =
(
f(x1)− f(x0)
x1 − x0
)
(x− x1).
Once we have the equation of that Secant Line, since we are searching for the
root, we set y = 0 and then solve for x, e.g.,
x = x2 = x1 − f(x1)(x1 − x0)
f(x1)− f(x0) ,
which is consistent with the form of Eq.(C.3) above.
Next we wish to find the order of convergence of the Secant Method. To do this
we begin by assuming the root to which we’re searching for is x = α, e.g., f(α) = 0,
and consider the error for the (n− 1)st, nth, and (n+ 1)st root approximations,
en−1 = α− xn−1,
en = α− xn,(C.4)
en+1 = α− xn+1,
FSI FOR THE CLASSROOM: CONVERGENCE! 29
where α is the true root. Next by substitution of Eqns.(C.4) into (C.3) we get
(C.5) en+1 =
en−1f(xn)− f(xn−1)en
f(xn)− f(xn−1) .
The difficulty in the above equation is that the error at the next step, en+1,
depends on both en and en−1 as a linear combination of terms. To try to simplify
this, we will invoke the Mean Value Theorem from Calculus that says in an interval
between our current guess, xn, and the true root, α, there exists some number βn
such that
f ′(βn) =
f(xn)− f(α)
xn − α =
f(xn)
xn − α =
f(xn)
en
,
since f(α) = 0 and en = xn − α by Eq.(C.4). Similarly, by Mean Value Theorem,
there exists βn−1 between α and xn−1 such that
f ′(βn−1) =
f(xn−1)
en−1
,
and hence we can write
(C.6) f(xn) = enf
′(βn) and f(xn−1) = en−1f ′(βn−1).
The reason for invoking Mean Value Theorem will become obvious in a minute
when we substitute Eq.(C.6) into (C.5). However, while many times in mathematics
we try to linearize problems, as nonlinearities are traditionally more difficult to study,
in this particular problem we are actually trying extract a non-linear factor of enen−1
from both terms in Eq.(C.5). Performing the aforementioned substitution we see
(C.7) en+1 = enen−1
f ′(βn)− f ′(βn−1)
f(xn)− f(xn−1) .
While the above does not look much different, it does have something special
about it - namely the fractional term that is multiplying the errors is just some
constant! Hence we see that the error at the (n + 1)st step is proportional to the
product of the errors at the previous two steps, e.g.,
(C.8) en+1 ∝ enen−1.
Since we trying to determine the order of convergence, we can assume that the
order is p, that is
(C.9) lim
n→∞
|xn − α|
|xn−1 − α|p = C ⇐⇒ en ∝ (en−1)
p,
where C is the asymptotic constant, which we will not concern ourselves with here.
From Eq.(C.9) we see that
(C.10) en+1 ∝ (en)p
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by definition and by Eq.(C.8) previously that
(C.11) en+1 ∝ enen−1 ∝ (en−1)pen−1 = (en−1)p+1
Hence combining Eqs.(C.10) and (C.11), we get that
(C.12) (en)
p ∝ (en−1)p+1 ⇒ en ∝ (en−1)
p+1
p .
Using the relation from Eq.(C.9) that en ∝ (en−1)p and substituting it into Eq.(C.12),
we find that
(en−1)p ∝ (en−1)
p+1
p ,
and therefore gives us that p = p+1p which can be written in a more familiar
quadratic form, e.g.,
(C.13) p2 − p− 1 = 0.
This equation is the same equation we solved in Eq.(2.3) from Section 2! Hence
upon solving this quadratic we find that
p =
1±√5
2
and choosing the positive root, we obtain the Golden Ratio φ ≈ 1.61803398874989485.
Therefore the Secant Method exhibits superlinear convergence, but not quite quadratic
convergence!
Appendix D. Trapezoid Rule: Heuristic Exponential Convergence with
Periodic Functions.
For simplicity of calculations, we assume that f is a 2pi periodic function with
infinitely many bounded derivatives (f ∈ C∞). Periodic functions can be represented
by the Fourier series:
f(x) =
∞∑
n=−∞
cne
inx,
where einx = cos(nx) + i sin(nx), the famous Euler formula. The coefficients cn are
given by
cn =
1
2pi
∫ 2pi
0
f(x)e−inxdx.
In particular, we have immediately that
2pic0 = I =
∫ 2pi
0
f(x)dx.
Applying the trapezoid rule to f and using the Fourier series representation (and
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omitting details regarding absolute convergence which justifies switching sums):
IN =
2pi
2N
(f(0) + 2f(x1) + · · ·+ 2f(xN−1) + f(2pi))
=
2pi
N
(f(0) + f(x1) + · · ·+ f(xN−1))
=
2pi
N
( ∞∑
n=−∞
cne
in·0 +
∞∑
n=−∞
cne
in·x1 + · · ·+
∞∑
n=−∞
cne
in·xN−1
)
=
2pi
N
N−1∑
m=0
∞∑
n=−∞
cne
inm∆x
=
2pi
N
∞∑
n=−∞
cn
N−1∑
m=0
einm∆x.
Since ∆x = 2piN we notice that
cn
N−1∑
m=0
e
2piinm
N = 0
whenever n is not an integer multiple of N . Indeed, in that case {e 2piinmN }N−1m=0 gener-
ates the Nth roots of unity on the complex plane (up to reordering) which sum to 0
by symmetry.
On the other hand, if n = kN for some k ∈ Z, then
ckN
N−1∑
m=0
e2piikm = NckN .
Thus the trapezoid rule expression simplifies greatly:
IN = 2pi
∞∑
k=−∞
ckN .
It remains to estimate
|I − IN | = 2pi
∣∣∣∣∣∣
∑
k 6=0
ckN
∣∣∣∣∣∣ .
To that end, integrate by parts α times (using periodicity of f(x) and its derivatives)
to obtain
|ckN | =
∣∣∣∣ 12pi
∫ 2pi
0
f(x)e−ikNxdx
∣∣∣∣
=
∣∣∣∣− 12piikN
∫ 2pi
0
f ′(x)e−ikNxdx+ f(x)e−ikNx |2pix=0
∣∣∣∣ = ∣∣∣∣ 12pikN
∫ 2pi
0
f ′(x)e−ikNxdx
∣∣∣∣
=
∣∣∣∣ 12pik2N2
∫ 2pi
0
f ′′(x)e−ikNxdx
∣∣∣∣
=
...
=
∣∣∣∣ 12pikαNα
∫ 2pi
0
f (α)(x)e−ikNxdx
∣∣∣∣ .
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By assumption there is a constant C so that for any α,
∣∣∣∫ 2pi0 f (α)(x)e−ikNxdx∣∣∣ ≤ C,
so
|I − IN | ≤ C
∑
k 6=0
∣∣∣∣ 1kαNα
∣∣∣∣ = CNα ∑
k 6=0
∣∣∣∣ 1kα
∣∣∣∣ .
Since
∑
k 6=0 k
−α converges for any α > 1, we have |I−IN | ∼ 1Nα . However since α was
arbitrary, IN must converge to I faster than any polynomial rate, hence suggesting
geometric convergence. The ideas for this proof were motivated from [30].
Appendix E. The Reynolds Number.
The Reynolds Number, Re, is a non-dimensional number in fluid dynamics that
gives the ratio of inertial forces to viscous forces. One can think of viscous forces as
those fluid forces that attempt to “slow down” or “impede fluid flow.” In a nutshell,
higher viscous forces arise from fluids with higher viscosities. High viscosity fluids
include things like honey or corn syrup; fluids that are generally “thicker” or ”more
sticky”. The Reynolds Number does not only depend on viscosity and other physical
characteristics of the fluid, e.g., its density), it also depends on characteristic length
and velocity scales of the system being studied as well.
The Reynolds Number, Re, is given quantitatively by the following expression
(E.1) Re =
ρLV
µ
,
where ρ and µ are the fluid’s density and dynamical viscosity, respectively, while L
and V are characteristic length and velocity scales for the system. Note that even if
two systems may appear very different, if still have the same Re they may display
strikingly similar fluid behavior! For example, for us humans, swimming in water is
generally no problem as long as we have prior swimming experience; however, for a
bacteria trying to swim in water, it may feel like us trying to swim in peanut butter.
In fact, the Re for us swimming in peanut butter is still approximately 5 orders of
magnitude greater than that of the swimming bacteria in water! E.g.,
Rehuman =
(∼ 1280kg/m3)(∼ 1m)(∼ 1 m/s)
250Pa · s ≈ 7.7,
Rebacteria =
(1000kg/s2)(∼ 1m)(∼ 1 m/s)
0.001Pa · s ≈ 3× 10
−5,
of course assuming we are able to swim around 1 m/s in peanut butter with densities
and viscosities of 1280kg/m3 and 250 Pa · s, respectively [17].
In the case of the Jellyfish, we define the characteristic velocity to be fL, the
product of the speed of contraction and characteristic length scale, which is defined
to be the width of the jellyfish at rest [28]. The jellyfish model’s non-dimensional
parameters are found in Table 1.,
Parameter Name Symbol Value
Length Scale L 1.0
Contraction Frequency f 0.8
Fluid Density ρ 1000
Fluid Dynamic Viscosity µ 6.66
Table 1
Non-dimensional parameters for the jellyfish model
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This gives Re = 150, which is a biologically relevant Re for jellyfish locomotion
of certain jellyfish species [26, 27], such as Sarsia [28].
For more information regarding Reynolds Numbers in biological applications
please see [43, 44] or for Re scaling research studies see [11, 26, 6, 5].
Appendix F. Additional Eulerian Absolute Error Data: y-Velocity and
Pressure.
Figures 22 and 23 give a spatial depiction of the absolute error for y-velocity and
pressure, respectively.
Fig. 22. Colormaps of the absolute error of y-velocity between simulations for a 256× 256 and
1024× 1024 grid at different snapshots for Re = 75.
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Fig. 23. Colormaps of the absolute error of pressure between simulations for a 256× 256 and
1024× 1024 grid at different snapshots for Re = 75.
Appendix G. Details regarding IB2d and the Immersed Boundary
Method (IB).
Here we will briefly introduce the fluid-structure interaction software used for
computations, IB2d, including the numerical method it hinges upon, the immersed
boundary method (IB).
G.1. IB2d . Fluid dynamics, especially of the biological flavor, seems to be an
ever encompassing subject. From the way organisms swim or fly to the way or
our body helps us breath or even digest food, fluid dynamics, or more precisely,
fluid-structure interactions (FSI) seem to be ever present. Traditionally this area of
mathematical modeling is tightly wound with steep learning curves, which makes it
challenging to teach effectively and give students meaningful first hand experiences.
Fortunately, our open source software, IB2d, was specifically designed to alleviate
these challenges. It has two complete implementations in high-level programming
environments, MATLAB and Python, which makes it accessible undergraduate and
graduate students, and even scientists with limited programming experience.
As mentioned IB2d was created for both educational and research purposes. It
comes equipped with over 60 built in examples that allow students to explore the
world of fluid dynamics and fluid-structure interaction, from examples that illus-
trate standard fluid dynamics principles, such as flow around a cylinder for multiple
Reynolds Numbers, or classical instabilities, like the Rayleigh-Taylor Instability, to
examples that illustrate fully-coupled interactions of a fluid and flexible, deformable
structures, including recent contemporary biologically motivated examples, such as
aquatic locomotion or embryonic heart development. Some such examples are high-
lighted in [4, 8, 7]. This makes IB2d suitable for either course projects or homework
assignments, but also an ideal resource for a range of courses, ranging from mathe-
matical modeling and mathematical biology courses to fluid mechanics to scientific
computing/numerical analysis.
To aid in the mission above, multiple tutorial videos have been produced to help
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practictioners get familiar with the software:
• Tutorial 1: https://youtu.be/PJyQA0vwbgU
An introduction to the immersed boundary method, fiber models, open source
IB software, IB2d, and some FSI examples!
• Tutorial 2: https://youtu.be/jSwCKq0v84s
A tour of what comes with the IB2d software, how to download it, what Exam-
ple subfolders contain and what input files are necessary to run a simulation
• Tutorial 3: https://youtu.be/I3TLpyEBXfE
The basics of constructing immersed boundary geometries, printing the ap-
propriate input file formats, and going through these for the oscillating rub-
berband example from Tutorial 2
• Tutorial 4: https://youtu.be/4D4ruXbeCiQ
The basics of visualizing data using open source visualization software called
VisIt (by Lawrence Livermore National Labs). Using the oscillating rubber-
band from Tutorial 2 as an example to visualize the Lagrangian Points and
Eulerian Data (colormaps for scalar data and vector fields for fluid velocity
vectors)
Further details about IB2d ’s functionality can be found in [4, 8, 7].
G.2. Governing Equations of IB. The conservation laws for momentum and
mass that govern the motion of an incompressible, viscous fluid are written as the
following set of coupled partial differential equations,
(G.1) ρ
[∂U
∂t
(x, t) + U(x, t) · ∇U(x, t)
]
= ∇p(x, t) + µ∆U(x, t) + F(x, t)
(G.2) ∇ ·U(x, t) = 0
where U(x, t), p(x, t), and F(x, t) are the fluid’s velocity, pressure, and the force
per unit area applied to the fluid by the immersed structure (e.g., the jellyfish),
respectively. The quantities ρ and µ are the fluid’s density and dynamic viscosity,
respectively. The system’s independent variables are the time t and the position x.
The variables U, p, and F are studied in an Eulerian framework on a fixed Cartesian
mesh, x. We note that Eqs.(G.1) and (G.2) are the conversation of momentum and
mass equations for an incompressible, viscous fluid, respectively.
Deformations of the structure and the motion of the fluid are described by in-
tegral equations, known as the interaction equations. This is one novelty of IB; the
interaction equations translate all communication between the fluid (Eulerian) grid
and immersed boundary (Lagrangian grid). They are written as the following integral
equations containing delta function kernels,
F(x, t) =
∫
f(s, t)δ (x−X(s, t)) dq(G.3)
U(X(s, t)) =
∫
U(x, t)δ (x−X(s, t)) dx(G.4)
where f(s, t) is the force per unit length applied by the boundary to the fluid as a
function of Lagrangian position, s, and time, t. Note that δ(x) is a three-dimensional
delta function. The Cartesian coordinates of a material point labeled by the La-
grangian parameter, s, at time t, are given by X(s, t). The Lagrangian forcing term,
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f(s, t), describes the deformation forces of the immersed boundary at the material
point labeled, s. Eq.(G.3) spreads this force from the immersed boundary to the fluid
through the external forcing term in Eq.(G.1). Eq.(G.4) interpolates the velocity and
moves the immersed boundary at the local fluid velocity, which enforces the no-slip
condition. Each integral transformation uses a two-dimensional Dirac delta function
kernel, δ, to convert between Lagrangian variables and Eulerian variables.
As mentioned before, the use of delta functions as the kernel of integral equations
Eqs.(G.3-G.4) is a main facet of IB. To approximate these integrals, discretized (and
regularized) delta functions are used [37]. We used one of the standard ones described
in [37], e.g., δh(x),
(G.5) δh(x) =
1
h3
φ
(x
h
)
φ
(y
h
)
φ
( z
h
)
,
where φ(r) is defined as
(G.6) φ(r) =

1
8 (3− 2|r|+
√
1 + 4|r| − 4r2), 0 ≤ |r| < 1
1
8 (5− 2|r|+
√−7 + 12|r| − 4r2), 1 ≤ |r| < 2
0 2 ≤ |r|.
Deformation forces are calculated in a way that is specific to a particular ap-
plication. For example, if the immersed boundary is allow to bend or stretch will
determine what types of fiber models (see [8, 7]) may be utilized to model the ma-
terial properties of the structure. In this particular example of jellyfish locomotion,
stiff springs are used to tether the Lagrangian mesh together and form the jellyfish
bell, while springs with dynamically updating resting lengths are used to mimic the
subumbrellar muscles that induce muscular contraction of the bell for the purpose of
swimming. The jellyfish bell is able to retain its shape due to the inclusion of beams
tethering Lagrangian points along the bell, which allow for bending but have a pre-
ferred curvature. In essence, springs allow for stretching and compressing and beams
allow for bending of an immersed structure. Their deformation forces are described,
respectively, as follows
Fspr = −kspr
(
1− RL||XS −XM ||
)
· (XM −XS) .(G.7)
Fbeam = −kbeam ∂
4
∂s4
(
X(s, t)−XB(s, t)
)
,(G.8)
where kspr and kbeam are the spring stiffnesses and beam stiffnesses for springs and
beams, respectively. The termsXM andXS in the spring forces represent the positions
(in Cartesian coordinates) of the master and slave Lagrangian nodes at time, t. The
parameter RL is a spring’s resting length. The term XB(s, t) in the bending force
represents the preferred curvature of the configuration at time, t.
We also include the use of target points. Target points are used to either hold the
geometry nearly rigid or prescribe the motion of an immersed structure. Here we use
target points to create a wall that disrupts the flow in the top of the computational
domain to reduce artifacts of periodic boundaries. Target points are modeled using a
penalty force formulation and are written as the following,
(G.9) f(s, t) = ktarg (Y(s, t)−X(s, t)) ,
where ktarg is a stiffness coefficient and Y(s, t) is the prescribed position of the target
boundary. Note that Y(s, t) can be a function of both the Lagrangian parameter, s,
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and time, t; however, here they are static. For this model ktarg was chosen to be large
so that it would the top line of flow disruptors nearly rigid.
G.2.1. Numerical Algorithm. As stated in the main text, we impose periodic
and no slip boundary conditions on a rectangular domain; however, through the use
of target points, we reduce artifacts in the vertical velocity from periodicity. To solve
Equations (G.1), (G.2),(G.3) and (G.4) we update the velocity, pressure, position of
the boundary, and force acting on the boundary at time n + 1 using data from the
previous time-step, n. The IB does this in the following steps [37, 8]:
Step 1: Computes the force density, Fn on the immersed boundary, from the
current boundary configuration, Xn.
Step 2: Uses Eq.(G.3) to spread these boundary deformation forces from the
Lagrangian boundary mesh to the Eulerian (fluid) mesh.
Step 3: Solves the Navier-Stokes equations, Equations (G.1) and (G.2), on the
Eulerian grid, which updates the fluid velocity, e.g., computing un+1 and pn+1 from
un, pn, and fn.
Step 4: Updates the Lagrangian positions, Xn+1, using the local fluid velocities,
Un+1, computed from un+1 and Equation (G.4) via interpolation.
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