Introduction
Understanding the rates, scaling behavior, and heterogeneity of mass transfer is critical to the reliable prediction of contaminant transport and design of aquifer-remediation schemes. Complex concentration tailing and rebound in fractured and heterogeneous porous media have been explained by mass transfer [e.g., Haggerty and Gorelick, 1994; Harvey et al., 1994a; Haggerty and Gorelick, 1995; Benson et al., 2000; Feehley et al., 2000; Harvey and Gorelick, 2000; Dentz and Berkowitz, 2003 ]. In models of mass transfer, an aquifer is conceptualized as consisting of multiple, overlapping continua. In the simplest formulation, a representative elementary volume is a bicontinuum consisting of (1) a mobile domain, in which advection and dispersion occur, and (2) is the immobile-domain porosity [-] , α is the mass-transfer rate coefficient [T -1 ], t is time [T] . Solute transfers between domains according to (1b), residing in the immobile domain for an average period of 1/α; hence mass transfer produces breakthrough curves with long tails compared to standard advective-dispersive transport. Although linear exchange (1b) is commonly assumed, more complicated multi-rate models exist [Haggerty and Gorelick, 1995; Berkowitz et al., 2006] . Mass transfer is thought to occur at the microscopic (e.g., grains), mesoscopic (e.g., fractures), and macroscopic (e.g., hydrofacies) scales Feehley et al., 2000; Harvey and Gorelick, 2000] .
Experimental verification and measurement of the parameters controlling mass transfer (i.e., α and θ im ) is difficult because conventional sampling draws fluid from the mobile domain and provides only indirect information about the concentration in the immobile domain. Even with extensive coring, it is not possible to sample all scales of heterogeneity in a system, and insight into immobile solute and transfer rates remains problematic. For these reasons, the prevalence of mass transfer remains an issue of debate [Hill et al., 2006; Molz et al., 2006] . Singha et al. [2007] presented experimental data and numerical results indicating that mass transfer has an observable geoelectrical signature. Geoelectrical measurements are sensitive to total concentration of ionic species, rather than just mobile concentration. Experimental data collected during a push-pull freshwater injection into a brackish aquifer showed a hysteretic relation between co-located measurements of bulk and fluid conductivity; these findings are inconsistent with standard advective-dispersive behavior and petrophysical theory [Archie, 1942] but were explained by transport models that consider mass transfer. Singha et al. [2007] qualitatively reproduced their field-experimental data using first-order, linear mass transfer, and a modified version of Archie's Law in which both mobile and immobile porosity contribute to electrolytic conduction. Here, we capitalize on this finding and past work relating the temporal moments of mobile and immobile concentration [Harvey and Gorelick, 1995] to calculate mass-transfer parameters using geoelectrical measurements and conventional fluid sampling.
Approach
Conventional approaches to estimate mass-transfer parameters involve calibration of analytical or numerical models using observations of mobile-domain concentrations at the laboratory scale [e.g., Hollenbeck et al., 1999] or field scale [e.g., Harvey et al., 1994; Feehley et al., 2000] . Access to either total or immobile concentration would provide additional information for calibration. Harvey and Gorelick [1995] developed algebraic relations between the temporal moments of mobile-and immobile-domain concentration breakthrough curves. For certain boundary conditions, differences between the temporal moments of c m and c im are functions solely of α, θ m , and θ im , and are independent of heterogeneity. In the following sections, we present the petrophysical basis for geoelectrical monitoring of mass transfer and inference of heterogeneous mass-transfer parameters.
Basis for the geoelectrical signature of mass transfer
Electrical resistivity tomography (ERT) increasingly is used to monitor hydrologic processes such as transport of conductive tracers in the laboratory [e.g., Binley et al., 1996; Slater et al., 2002] and field [e.g., Kemna et al., 2002; Gorelick, 2005, 2006] . The basis for such work is the sensitivity of bulk conductivity to pore-fluid conductivity, as described by Archie's Law [Archie, 1942] :
where σ b is bulk conductivity [S/m]; σ f is fluid conductivity [S/m]; θ t is total porosity [-] , the sum of mobile and immobile porosity; q is cementation exponent [-] ; and a is a fitting parameter, which is a function of tortuosity. Eq.
(2) is widely used to relate pore-fluid and bulk conductivity in the absence of surface conduction. Although surface conductance is neglected here, it can be addressed with an additional term [e.g., Worthington, 1985] . For a bicontinuum, the measured fluid conductivity is that of the mobile-domain, and thus co-located measurements of bulk and fluid conductivity may depart from Archie's Law depending on mass-transfer. Assuming that electrolytic conduction occurs in both domains, we use a modified petrophysical model for the bicontinuum [after Singha et al., 2007] :
where σ f,m is the mobile conductivity [S/m]; σ f,im is the immobile conductivity [S/m]; θ m is the mobile domain porosity [-] ;θ im is the immobile porosity [-] . We assume here that (1) the fitting parameter a is an effective value for the bicontinuum, and (2) bulk electrical conductivity varies linearly with total concentration [e.g., Keller and Frischknecht, 1966] , and thus the conductivity of mobile and immobile porosities average arithmetically, i.e., as resistors in parallel. This petrophysical model could be adapted for situations where (1) either geometric or harmonic averaging is required, or (2) the tortuosities of mobile and immobile domains are known independently.
In ERT, an electrical gradient is established between two source electrodes, and voltages are measured between pairs of receiver electrodes. This procedure is repeated for many 4-electrode combinations. Typical ERT datasets comprise hundreds or thousands of measurements. Modern multi-channel instruments are capable of collecting multiple potential measurements simultaneously, allowing for rapid data acquisition (i.e., thousands of data per hour).
We simulate ERT data for column experiments using the EIDORS finite-element codes [Adler and Lionheart, 2006] , which permit use of an irregular mesh of tetrahedral elements to accurately represent the column's cylindrical boundary. The ERT inverse problem involves minimization of an objective function combining two terms: (1) the least-squares, weighted misfit between observed and predicted measurements, and (2) a measure of solution complexity based on a 2 nd -derivative spatial filter. The terms are weighted to achieve consistency between simulated and observed measurement errors, i.e., Occam's inversion [Constable et al., 1987] .
Inference of mass transfer parameters
Temporal moments are commonly used to describe breakthrough curves. The zero-through second-order moments are related to total mass, mean arrival time, and spread, respectively, and are commonly used to infer the rates of decay, advection and dispersion. Higher order moments are required to describe yet more complicated breakthrough (i.e., skewed or multi-peak). The n th temporal moment, m n , is defined as,
where c(t) is concentration at time t [e.g., Goltz and Roberts, 1987] . 
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where is the n th temporal moment of total concentration. Consequently, given temporal moments of co-located mobile and total concentration, we can estimate α and porosity fractions for various initial conditions, S 0 . 
For an invading solution with non-zero concentration, moments would be calculated based on differences between the injected and background concentrations. Pulse injections of tracer could also be considered; however, moments up to order two are required for the case of zero initial immobile concentration, and calculation of higher-order moments is more prone to error and the limits of ERT resolution than that of lower-order moments. Here, we focus on purge tests, although extension to pulse injections is trivial.
Eqns. (7-9) constitute a framework in which to calculate mass-transfer parameters from the temporal moments of mobile-domain concentration (i.e., from sampling) and total concentration or surrogate geoelectrical measurements. The procedure is straightforward and does not require inverse modeling. We note, however, that (1) these calculations are based on simple boundary conditions and assume steady-state flow; (2) reliable inference of temporal moments can prove difficult with sharp peaks and (or) strong tailing behavior with truncated breakthrough curves; and (3) the resolving power of geophysical tomography is limited by acquisition geometry, regularization, and measurement error [Day-Lewis and Lane, 2004; Day-Lewis et al., 2005 .
Numerical Examples
We use numerical laboratory-scale column experiments to demonstrate geoelectrical inference of mass transfer parameters and to evaluate the limitations of the approach. Technology for ERT in columns is well established [e.g., Binley et al., 1996] . As discussed in Section 2.2, we use the EIDORS toolbox [Adler and Lionheart, 2006] to simulate 3-D ERT data and our own ERT inverse code, which is based on Occam's inversion and smoothness-based regularization. MT3DMS [Zheng and Wang, 1999 ] is used to simulate solute transport with first-order mass transfer. We note that different conventions are used for the mass-transfer coefficient, α. As formulated in (1), α is equivalent to the inverse of residence time in the immobile domain, whereas in MT3DMS, α is equivalent to immobile porosity divided by immobile residence time; hence values reported here were multiplied by θ im for input to MT3DMS.
The experimental design for the column apparatus is summarized in Table 1 . For simplicity, transport through the column is assumed to be one-dimensional, dispersion is neglected, flow is driven by an imposed head difference across the column, and hydraulic conductivity is homogeneous. The finite-difference grid for flow and transport consists of 1-cm cells. A constant-concentration boundary condition for the mobile domain is used at the input end of the column to simulate invasion into the mobile domain. The discharge boundary is modeled as an advective-flux condition. Prior to the purge experiment, the mobile and immobile domains are in equilibrium. For the ERT apparatus, we assume a total of 24 electrodes arranged in two rows of 12, with rows parallel to the column axis and 180° apart ( fig. 1a,b) . Electrodes are modeled as 0.5-cm square pads consisting of multiple elements. The finite-element mesh comprises 18,420 tetrahedral elements. Current injections involve only 12 electrodes on one side of the column, in skip-1 configurations as described in Slater et al. [2000] . For a given current pair, voltages are measured for all remaining electrode pairs for which (1) geometric factors are less than 250, and (2) numerically calculated geometric factors differ by less than 1% between simulations using different homogeneous conductivity fields; these criteria eliminate data for which model noise is large relative to simulated voltages. The resulting acquisition geometry consists of 1573 measurements for each time-lapse dataset, which would take perhaps 30-60 min to collect given current technology. Simulated ERT datasets are collected at 3-hr intervals for 25 d. Gaussian errors with zero mean and 1.5% standard deviation are added to the simulated data and used also for weighting measurements in the inversion. The average pore-fluid velocity (10 m/day) is slow relative to data collection; hence temporal smearing should be negligible. Inversion parameters correspond to patches of elements in 5-cm intervals along the column.
We consider numerical examples for scenarios involving (1) homogeneous α, over a range from 0.1 to 1 d -1 ; and (2) zonal heterogeneity of α. For the purpose of illustration, we assume fluid sampling can occur anywhere in the column, although in practice only a few ports or probes would be used or required. Temporal moments are calculated for time-series of ERT-estimated bulk conductivity and sampled fluid conductivity at 10-cm intervals along the column (e.g., fig. 1c,d,e) , and α and θ im /θ t are calculated using (7-8), after differencing both series to account for the conductivity of the injectate and normalizing the ERT estimates by the ratio of the initial mobile to initial bulk conductivity. The results for homogeneous ( fig. 2a ) and heterogeneous columns ( fig. 2b ) indicate that our approach produces accurate estimates of mass-transfer parameters for about an order-of-magnitude range in α. , the exchange between domains is so slow that the immobile domain is not purged effectively during the 25-d experiment, resulting in truncated breakthrough curves and spurious estimates of temporal moments.
Truncation results in overestimates of α ( fig. 2a) , with the bias worst toward the discharge end of the column, which is purged last and least effectively. These insights into experiment design and limitations can be explained and predicted using the Damkohler number, DaI, a dimensionless measure of the effect of mass-transfer relative to advection [e.g., Bahr and Rubin, 1987] :
( 1 0 ) where v is pore-fluid velocity and L is the domain length. For the assumed experimental setup, the approach is effective for 0.333< DaI<3.33 ( fig. 2a) . We stress that the limitations discussed can be addressed by experiment design (i.e., column length, experiment duration, discharge rate) to achieve favorable DaI given the material under study; furthermore, these limitations are not specific to our framework but also impact conventional measurement of mass transfer [e.g., Wagner and Harvey, 1997; Wörman and Wachniew, 2007] .
Discussion and Conclusions
New approaches are required for experimental verification and measurement of heterogeneous masstransfer parameters. Recent work suggests that mass transfer manifests an observable geoelectrical signature, and that geoelectrical monitoring of tracer tests can provide insight into mass-transfer. We presented a framework in which to calculate heterogeneous mass-transfer rate coefficients and porosity fractions based on the temporal moments of co-located (1) fluid electrical conductivity, and (2) bulk electrical conductivity from ERT. Numerical experiments for laboratory-scale columns demonstrated the approach's potential, as well as its limitations. A given experimental design provides robust estimates over only a finite range of rate coefficient. We used the experimental Damkohler number, DaI, to bound the utility of our approach and provide guidelines for experiment design. We achieved good results for 0.333< DaI<3.33. For experiments with greater DaI, the mobile and immobile domains are in approximate local equilibrium, with negligible separation between breakthrough curves. For lower DaI, the immobile domain is not purged during the experiment, leading to truncated breakthrough curves and biased estimate. The column length, discharge rate, and experiment duration must, therefore, be selected in combination and with consideration of the material under study; moreover, the ERT acquisition must be sufficiently rapid to resolve breakthrough.
Although this study focused on column-scale numerical experiments, our results have clear implications for improved characterization of parameters that control field-scale transport in aquifer and fluvial systems, where mass transfer limits the efficiency of aquifer storage and recovery [Culkin et al., 2008] and remediation activities. ERT can provide time-lapse information over a broad range of spatial scales, and our approach could be adapted for analysis of field-scale tracer tests or extended through (1) inverse modeling to consider more complicated, multi-rate models of mass transfer, or (2) incorporation of approaches to improve moment inference and address truncated breakthrough curves [e.g., Wörman and Wachniew, 2007] . 
