In this paper we study the evolution of sequential dynamical systems (SDS) as a result of the erroneous replication of the SDS words. An SDS consists of (a) a finite, labeled graph Y in which each vertex has a state, (b) a vertex labeled sequence of functions ( 
Introduction
The evolution of single stranded RNA molecules has been studied in great detail in theoretical evolutionary biology. The various roles of RNA in viruses and cells are well known: as messenger RNA (mRNA) it carries the genetic information, as transfer RNA (tRNA) it plays the role of an adapter for the synthesis of proteins and as ribosomal RNA (rRNA) it is an integral part of the ribosome and acts as catalyst in the natural synthesis of polypeptides. A paradigmatic example for evolutionary experiments with RNA is represented by the SELEX method (systematic evolution of ligands by exponential enrichment ), which allows one to create molecules with optimal binding constants [16] . The SELEX experiments have motivated and guided our approach for studying the evolution of sequential dynamical systems. SELEX is a protocol which isolates high-affinity nucleic acid ligands for a given target, for example a protein, from a pool of variant sequences. Multiple rounds of replication and selection exponentially enrich the population that exhibits the highest affinity, i.e. fulfills the required task. Paraphrasing the situation, we can say SELEX is a method to perform molecular computations based on random mutations or "white noise."
This paper deals with the evolution of objects that are rather different from single-stranded RNA molecules. We will study the evolution of a certain class of dynamical systems, more precisely, sequential dynamical systems over words (SDS) [11, 12] . As mentioned above, our approach is inspired by the biological paradigm of RNA evolution, and given that background, the natural choice for a genotype in our SDS context is the underlying word whose structure as a linear string shows an obvious similarity to the genotypes represented by single stranded RNA molecules. We will investigate the following aspects of SDS evolution: (a) the fitness-neutral [8] , stochastic transitions between two SDS-phenotypes [4] , (b) critical mutation rates originally introduced in Ref. 3 and generalized to phenotypic level in Refs. 4, 7 and 13 and (c) the mutation probability at which the rate of mutant offspring produced by the part of the population on the neutral network is at a maximum.
Let us first introduce the main idea of an SDS: let Y be the square graph over the vertices w 1 , w 2 , w 3 , w 4 each of which has a binary state x wi , and let us select the Boolean function nor 3 : F 3 2 → F 2 given by nor 3 (0, 0, 0) = 1 and nor 3 (x, y, z) = 0 for (x, y, z) = (0, 0, 0). Let further F w1 (x w1 , . . . , x w4 ) = (nor(x w1 , x w2 , x w4 ), x w2 , x w3 , x w4 ), and where F w2 (x w1 , . . . , x w4 ), F w3 (x w1 , . . . , x w4 ) and F w4 (x w1 , . . . , x w4 ) are defined analogously. The maps F wi are Y -local, i.e. for a given vertex w i they only depend on their own state and the states of their nearest neighbors. Next we choose the word (w 1 , w 2 , w 3 , w 4 , w 4 ), according to which we update the vertices. For the initial state (0, 0, 0, 0), we obtain (0, 0, 0, 0) It is evident that the SDS in Fig. 1 i.e. we flip the consecutive coordinates w i and w i+1 in w. In Sec. 2, Lemma 1 we will show that in particular if w i and w i+1 are not adjacent in Y we have
which can be viewed as a statement about neutral mutations. By analogy with random point-mutations in single stranded RNA we will use independent, random transpositions, " ", of consecutive letters of a given word w as building blocks for the error-prone replication event. RNA exhibits generic phenotypes by forming 2D-or 3D-structures. One example of RNA phenotypes are those secondary structures [15] that are planar graphs over the RNA string whose edges are formed by base pairs and are subject to specific conditions [6] . Choosing minimum free energy as a criterion, we can compute (or fold) a unique secondary structure for a given single stranded RNA sequence. The importance of the phenotype concept lies in the fact that it induces neutrality as multiple genotypes map into a given phenotype. The existence of mutations that are neutral on the phenotypic level is obviously a necessary condition for the success of "white noise" computations as it allows the preservation of a high average fitness level of the population while simultaneously producing a high number of mutant offspring. Equation (1.1) indicates the presence of neutral mutations of SDS genotypes as for any two words w, w with the property w w we have equality of their associated SDS [(F wi ), w] and [(F wi ), w ].
Adopting a combinatorial perspective, we observe that SDS over words exhibit phenotypes that are very similar to molecular structures. To identify these phenotypes we first observe that the word w and the graph Y induce a new graph, G(w, Y ), which has {1, . . . , k} as vertex set and in which r, s are adjacent if and only if w s , w r are adjacent in Y . As an illustration let us consider 
For our above example the orbit Fix(w)(O) is Now, why would the equivalence class of acyclic orientations be well suited as a combinatorial-structural phenotype of an SDS? The answer lies in a combinatorial correspondence proved in Ref. 12 :
Here we have w ∼ Y w if and only if they can be transformed into each other by successive transpositions of consecutive pairs of letters that are Y -independent. In other words ∼ Y is what amounts to the transitive closure of neutral flip-mutations " ". Accordingly, the ∼ Y -equivalence class of the word w, denoted [w] , is the neutral network of O Y (w), which is the equivalence class of acyclic orientations. One of the key tools developed in Sec. 3 is a generic distance between words, D(w, w ). D is able to capture the similarity of their corresponding SDS and is rooted in the combinatorics of SDS. Its very construction is based on combinatorial results of Ref.
12. In the following we will employ the combinatorial SDS-phenotype. In Sec. 2 of this paper we will introduce basic facts and combinatorics of SDS. Among other things, we will introduce the basic group actions, dependency graphs and acyclic orientations and with Theorem 1 provide an interpretation of wordequivalence classes that will be of central importance for the construction of the distance D. In Sec. 3 we will construct the distance D which is a fundamental tool in our study of the neutral evolution of words in Secs. 5 and 6. Section 4 provides a detailed description of the basic replication mutation scheme which is the basis for all our computer experiments. In Sec. 5 we present computer experiments with respect to the number of neutral neighbors, the diameter of neutral networks and the transition phenomenon. In Sec. 6, finally, we will study mutation rates and show the existence of critical and optimal mutation rates, respectively.
Combinatorics of SDS
In this section we study several combinatorial properties of SDS. The results of this section will (a) provide detailed structural understanding of how an SDS is affected by mutational changes of its word, and (b) lay the foundation for Sec. 3, where we introduce a new distance measure on words.
In the following paragraphs we will assume some familiarity with group actions on sets and graphs. S k , the symmetric group over k letters {1, . . . , k}, acts on W k , the set of all words of length k, via σ · w = (w σ −1 (1) , . . . , w σ −1 (k) ). The orbits of this action accordingly induce the partition
where Φ is a set of representatives of the above S k -action. A word w ∈ W k and a graph Y naturally induce the graph G(w, Y ) defined as follows:
We call G(w, Y ) the dependency graph of w and Y .
As an illustration we consider
In particular, if w is a permutation, i.e. a word of length n in which each letter occurs exactly once, the dependency graph is isomorphic to the base graph Y of the SDS:
Let W k be a graph over words of length k defined as follows: we set for w = w : {w, w } ∈ e[W k ] if and only if 
Proof. For two independent Y -vertices w i , w i+1 , we observe
from which we immediately conclude by induction on the W k -distance between w and w :
We will next use σ and σ to induce specific (acyclic) orientations O and O of G(ϕ, Y ) and G(ϕ , Y ), respectively, where an orientation of a graph X is a mapping
As an illustration, we consider w For σ ∈ S k and w ∈ W we define 
In particular for λ ∈ Fix(w) and σ λ = σ we have for the acyclic orientations
Furthermore, we have
from which we conclude
, we obtain, using Eq. (2.7):
holds and the proof of the lemma is complete.
Theorem 1. [12] Let k ∈ N and Φ be a set of representatives of the S k -action on W k . Then we have the bijection
Theorem 1 is of central importance when we try to define the distance between two words. For two words w, w ∈ S k (ϕ) Theorem 1 will allow us to associate their corresponding equivalence classes of acyclic orientations and we can then construct a distance between these orientations.
Distances
The goal of this section is to introduce a distance measure for words w, w that captures the distance of the associated
. The orbits of this action accordingly induced the partition W k =˙ ϕ∈Φ S k (ϕ), where Φ was a set of representatives. Let w, w ∈ S k (ϕ) and let σ, σ ∈ S k with the property w = σ · ϕ and w = σ · ϕ, respectively. We consider O Y (σ 1 ), O Y (σ 2 ) (as defined in Eq. (2.6)) as acyclic orientations of G(ϕ, Y ) and define their distance d to be 
Based on the distance between acyclic orientations (Eq. Before we state Theorem 2, we provide two auxiliary lemmas which will be instrumental for the proof.
Proof. We set w = σ · ϕ and w = σ · ϕ. By induction on the W k -distance between w and w we may, without loss of generality, assume that w and w are adjacent in W k , i.e. we have the following situation:
Claim. Without loss of generality we may assume τσ = σ .
and Lemma 2 implies for σ and σ ρ:
We have the following commutative diagram of isomorphisms of graphs:
By definition of G(ϕ, Y ), we have
, proving the claim.
and the lemma follows.
Example. We give an illustration of Lemma 3:
and
Let now σ(j 1 ) = 1. By definition, w j1 has index 1 in σ · w. According to Eq. (3.6) there is no {i, j 1 } ∈ e[G(w, Y )] with σ (i) < σ (j 1 ) and as a result there exists no
. Hence, we can move w j1 in σ · w to first position, by successive transpositions of consecutive indices of Y -independent letters. We obtain
We proceed by induction. By induction hypothesis we have
Hence, we can move w jm+1 in σ m · w to position m + 1, by successive transpositions of consecutive indices of Y -independent letters. Accordingly, we have
whence the lemma.
Theorem 2. [12] For arbitrary words
By induction on the W k -distance between w and w we may assume without loss of generality, that w and w are adjacent in W k , i.e. we have τ · w = w with τ = (i, i + 1). Since we have σ
can replace σ by σ ρ. Hence, we can assume without loss of generality, τσ = σ . In Lemma 3 we have shown that for τσ
and since (σρ) · ϕ = σ · ϕ = w and (σ ρ )ϕ = σ · ϕ = w the theorem follows. 
For arbitrary words w, w , w ∈ S k (ϕ) holds:
Proof. We first prove Eq. (3.12) and claim
Suppose that for some {i,
is an automorphism we may replace {i, j} by {ρ
Hence, we have proved
and accordingly
Equation (3.14) now follows from the fact that Fix(ϕ) is a group. For arbitrary, fixed ρ, ρ ∈ Fix(ϕ) we have
We now use D(w, w ) = Min
, and choose ρ and
Obviously, we then have
Theorem 4.
is a metric.
Proof. We first show that D is well defined. For this purpose we choose w 1 ∼ Y w and w 1 ∼ Y w and compute using Eq. (3.13) of Theorem 3 
which proves that D is a metric.
Replication and Mutation
In this section we will discuss our replication-deletion process for words w ∈ W k . This process is based on the Moran model [5] • For w we pick an M -element with probability
. w is subsequently subject to a replication event which maps w intow, w →w. • For w we select an M -element with probability M (x)/s(M ) and remove it. Accordingly, the selection of w is weighted by fitness and w is removed from the population with uniform probability. The replication is achieved by the following procedure: with probability q we independently select each index-pair of the form
of w = (w 1 , . . . , w k ) and accordingly obtain the sequence (τ i1 , . . . , τ im ) of transpositions where i t ≤ i t+1 . We then set
Thus far there is no notion of "time." In our computer experiments we consider the applications of R 0 to be independent events. The time interval ∆t which elapses between two such actions is assumed to be exponentially distributed, i.e.
Prob(∆t
Intuitively, x M (x)µ(x) can be interpreted as a "mean fitness" of the population M at time t, which can only change after application of R 0 , since new elements in the population potentially emerge and others are being removed. According to Eq. (4.3) the population undergoes mutational changes in shorter periods of time if its mean fitness is higher.
Neutral Evolution
In this section we investigate the role of neutrality in the evolution of SDSgenotypes. The role of neutrality in evolutionary processes has been studied in Ref. 8 , where the neutral theory of evolution was introduced. Neutrality in general fitness landscapes is analyzed in Refs. 1, 2 and 9 and the particular case of neutral networks of RNA secondary structures is the subject of Ref. 10 . To understand the effect of neutrality on our replication process we consider Eq. (4.3) from the previous section, which described the exponential distribution of the time intervals between replication-deletion events. By construction, these time intervals are short if the mean fitness of the population is high, reflecting the fact that a population with high average fitness has a high level of activity. Therefore, it is of relevance for a population to maintain a certain fitness level while searching for new phenotypes. This is exactly where neutrality comes into play. Some degree of neutrality guarantees that a certain percentage of the mutations does not change the resulting phenotype. This is of central importance since it allows the population to maintain its activity level. The population then searches via stochastic drift in a diffusion-like process on the neutral network.
We will now take a closer look at three different aspects of neutrality. First we investigate the local structure of neutral networks by computing the number of neutral neighbors. Here we call w and w neutral neighbors if w = τ i (w) for some i < k. Secondly, we derive lower bounds on the diameter of neutral networks by performing random walks. We will study the diameter as a function of p. Thirdly, we investigate the fitness-neutral transitions of populations between two neutral nets of equal fitness.
In order to obtain generic results in all three following discussions we consider the underlying dependency graphs Y to be sampled from the random graph G n,p and the reference words w to be random subject to the condition that each Y -vertex occurs at least once in w (i.e. fair words). The fairness condition obviously assures that in the corresponding SDS each vertex is updated at least once. The mutation probability of the replication event for words will be referred to as q (see Sec. 4). Here q is the probability with which the transpositions τ ij = (i j , i j+1 ) are selected independently. As described in Eq. (4.2) we then havew = (τ i1 , . . . , τ im )(w).
Neutral neighbors
We first study the number of neutral neighbors of words as a function of p, i.e. of the probability of selecting an edge in G n,p . By construction, two different, consecutive letters w i , w i+1 with i < k in a word w can be flipped if {w i , w i+1 } is not a Y -edge. Hence the flip (i, i + 1) is neutral if and only if either w i = w i+1 or w i , w i+1 are independent vertices.
In our first experiment, we fix a word w 0 and average over different realizations of Y in G n,p . As there are exactly n − 1 transpositions τ i = (i, i + 1) that can occur as mutations in the replication event, we expect for the fixed word w 0 that the expected number of neutral neighbors is proportional to (1 − p) . We obtain a linear curve over 0 ≤ p ≤ 1 for the neutrality degree as displayed on the top left in Fig. 2 . Note that the curve does not pass through (1, 0) since the word length k = 972 is larger than the size of Y and hence w 0 may contain a given letter w i in consecutive positions. Hence, there exist neutral mutations even for p = 1. We next observe that the neutrality degree varies within a given neutral network. Let us consider
Clearly w has (w 3 , w 1 , w 2 , w 4 ), (w 1 , w 3 , w 4 , w 3 ), (w 3 , w 1 , w 4 , w 2 ) and w as neutral neighbors while w has only w as a neutral neighbor. In Fig. 2 we show the distribution of the number of neutral neighbors for fixed realizations Y of size n = 41 sampled from G 41,p , for p = 0.33, 0.50, 0.66 in the neutral network of a fixed random fair word w 0 of length k = 87.
Diameter of neutral networks
Next we study the evolution of the structure of neutral networks as a function of p (the probability of selecting Y -edges). For p = 0, all words are pairwise equivalent Below we will analyze how the structure of neutral nets changes as p tends from 0 to 1. Our approach is as follows: we first fix a reference word w 0 and then compute 500 realizations Y ∈ G 201,p and for each Y perform a random walk on the neutral network of w 0 . We then record the maximum Hamming-distance realized by words w ∼ Y w 0 during the random walk. The walk is realized by 10 5 random mutations and we plot the average relative maximum walk diameter. Secondly, we perform the same experiment, but compute 500 random fair words w 1 , . . . , w 500 and Y 1 , . . . , Y 500 and start each random walk for the tuple (w i , Y i ), i = 1, . . . , 500. Figure 3 shows the evolution of neutral networks as a function of p. Note that in case of p = 0 the expected relative maximum distance is not 1. This observation On the x-axis we plot p and on the y-axis the expected, relative maximum distance obtained by the random walks.
For both figures we have Y ∈ G 201,p , w 0 being a fair word of length 403 and mutation probability q = 0.05. On the left-hand side we have a fixed word w 0 and plot the average relative maximum walk diameter over 500 realizations Y . On the right-hand side we plot the average maximum relative walk diameter over 500 random fair words and Y ∈ Gn,p.
indicates that we compute a lower bound on the diameter. The data shows that for a value of p as high as 0.3 the random walks manage to realize words on the neutral net that are at 90% of the theoretically possible Hamming-distance. This finding thus proves that for p = 0.3 the corresponding neutral network of w 0 is widespread and neutral mutations are well suited for evolutionary optimization. Furthermore, the relative maximum Hamming-distance realized by the walks is fairly independent of the choice of the fair word as the left-hand side and right-hand side are very similar.
Transitions between neutral networks
Transitions are critically important to understand the dynamics of the optimization process for populations of words. They are a result of the stochastic drift of populations and the combinatorial structure of the underlying neutral networks. In Ref. 4 transitions of finite populations of RNA sequences between neutral networks of the associated RNA secondary structures have been investigated. For our neutral evolution experiments we select a random fair word w 0 and generate a random mutant w i in distance class i (i.e. D(w 0 , w i ) = i). We set the fitness of all words on the neutral network of w 0 and w i to be 1 and to 0.1 for those words that are not on the neutral network. Our protocol for the experiments is as follows:
Parameters: n = 52, k = 103, q = 0.0625, p, D, s -Generate a random fair word w_0. -Generate a random mutant w_i of w_0 with Distance(w_0, w_i) = i.
-Generate an element Y of G_{n,p}.
-Initialize a pool with s copies of w_i all with fitness 1. -Repeat -Compute average fitness lambda.
-Sample Delta T from exponential distribution with parameter lambda and increment time by Delta T. -Pick w_a at random from the pool weighted by fitness.
-Pick w_b at random from pool minus w_1.
-Replace w_b by a copy of w_a.
-Mutate the copy of w_a with probability q. -Update fitness of mutated copy.
-At every 100th iteration step output fractions of pool with (i) distance 0 to w_0, and (ii) distance 0 to w_i.
In our experiments we monitor the fractions of the population on the neutral networks of w 0 and w i . It turns out that for a wide spectrum of parameter sets ({n, k, p, q, w 0 , w i , s}) the population is almost entirely on either one of the two neutral networks and actually switches between them. Our experiments can be categorized as follows:
Case (a): The two neutral networks are "close," i.e. the population almost constantly has some large part on both neutral networks. This scenario is generic (i.e. typically occurs for extended parameter ranges) in case of D = 1.
Case (b):
The population is almost always on either one of the two neutral networks for extended periods of time (epochs). Then rapid, fitness neutral transitions between the two neutral networks are observed. This scenario is generic in case of D = 2.
Case (c): The population is almost entirely on either one of the neutral networks, but transitions between the nets are very rare. This situation is generic for D > 2.
Accordingly, the distance measure D captures the closeness of neutral networks of words and appears to be of relevance to describe and analyze the time evolution of populations.
In Figs. 5-7 we display the time evolution of two populations of words. For all three experiments Y is of size 30, the length of the words is 52, the probability of a mutational flip is given by q = 0.065 and the distance between the two words is D(w 0 , w 2 ) = 2. In Figs. 5 and 6 we have p = 0.2 and a population size of s = 500 and s = 250, respectively. It is evident from these two figures how the population size affects the dynamics. Smaller populations will show a larger deviation from the average number of words that are actually on the corresponding neutral network. In Fig. 7 we also have a population size of 500 (see Fig. 5 ), but now we used p = 0.4. This leads to smaller neutral nets and a decreased degree of neutrality. It is evident that due to the decreased degree of neutrality the part of the population that is on the corresponding neutral network is smaller and hence less stable. As a result, transitions appear more frequently.
It is important to note that transitions are being induced by two factors: (a) the two neutral networks come close, and (b) the population undergoes large fluctuations due to its small size. To address (b) one could consider a quantity like "effective" population size, s eff , defined to be the average number of words on the corresponding neutral network in a fitness landscape where only words equivalent to w 0 have fitness 1 and all others have a fitness of 0.1. Clearly, s eff would be a function of p, q, s and the words w 0 and w i . However, s eff would by construction not be able to encapsulate the distance between the neutral networks of w 0 and w i .
Mutation Rates
In this section we are interested in the role of the mutation rate q. We will consider a specific type of landscape, which we refer to as a single-net-landscape (of ratio r > 1). A single-net-landscape is a mapping µ w0 : W k → [0, 1] such that every word w with w ∼ Y w 0 has the property: µ w0 (w) = µ w0 (w 0 ) = x and µ w0 (w ) = x otherwise, where x/x = r. In the following experiments, we set x = 1 and x = 0.1, i.e., r = 10.
The critical mutation rate
Below we will show that there exists a critical mutation rate q * (n, k, p, s) characterized as follows: in a single-net-landscape a population replicating with error probability q > q * is essentially randomly distributed and a population replicating with q < q * remains localized on its neutral network. We will refer to words that are on the neutral network of w 0 as "masters" and set their fitness to be 1, while any other word has fitness 0.1. We now gradually increase the mutation probability q of the replication event and study the parts of the population in the distance classes [fix] -Generate a fair word w of length k over Y for q = 0.0 to 0.2 using stepsize 0.02 do { repeat 100 -generate random graph Y in G(n,p)
[vary] -Generate a fair word w of length k over Y -initialize pool with 250 copies of w -perform 10000 basic replication/mutation steps -accumulate distance distribution relative to w output average fractions of distance class 0, 1, 2, and 3. }
Optimal mutation rates
Secondly, we will show that for single-net landscapes of radius r > 1, there exists an "optimal" mutation rate q opt for a population. As above we will refer to words contained in the neutral network of w 0 as masters and to all others as non-masters. Now, the optimal mutation rate q opt is the mutation probability at which the rate of non-master mutants produced by the masters is maximum. It is not clear at this point that such a unique maximum exists, but we will show in Fig. 9 q opt is well defined. This quantity intuitively reflects the exploration potential of the population, since due to their superior fitness the majority of the offspring is generated by the masters. Obviously, we expect 0 < q opt < q * since for q = 0 no mutants are created and for q = q * it is impossible to maintain a sufficiently high activity of the population (see Eq. (4.3)), whence the rate of formation of mutants is low. We also plot the total mutant offspring rate of the population for reference. Clearly, this quantity levels off at 0.1 which corresponds to the fact that the average fitness of the population approaches 0.1 when the mutation rate becomes large. As in the experiments where we identified the critical mutation rate q * , we here too consider a single-net landscape for the random fair word w 0 of ratio r = 10. For fixed q we compute the number of non-master mutants that are produced by masters after a given number of initial replication events (5,000 in the experiments below). We then obtain the average rate of non-master mutants by normalizing with respect to the interval ∆ needed for the replication events. We perform this experiment for p = 0.33, 0.50 and p = 0.66. It is evident from Fig. 9 that there is a specific q opt at which the non-master offspring rate is at its maximum.The figure was produced according to the following protocol:
Parameters: n = 41, k = 87, p = 0.33, 0.50 and 0.66 (three runs).
for q = 0.0 to q = 0.15 in 51 steps do begin averageRate = 0.0 repeat 50 begin create Y in G_n,p create random fair master word w over Y create pool with 500 copies of w perform 5000 basic mutation steps (transient elimination) compute average master mutant offspring creation rate \ averaged over 1000 mutation steps. The duration \ for each step is sampled from an exponential distribution \ with parameter the average population fitness. accumulate rate in averageRate end output (q, averageRate) end
