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Abstract
In the simulation of biological molecules, it is customary to impose constraints on the fastest degrees of
freedom to increase the time step. The evaluation of the involved constraint forces must be performed in an
efficient manner, for otherwise it would be a bottleneck in the calculations; for this reason, linearly-scaling
calculation methods have become widely used. If integrators of order higher than 2 (e.g. Gear predictor-
corrector methods) are used to find the trajectories of atoms, the derivatives of the forces on atoms with
respect to the time also need to be calculated, which includes the derivatives of constraint forces. In this let-
ter we prove that such calculation can be analytically performed with linearly scaling numerical complexity
(O(Nc), being Nc the number of constraints). This ensures the feasibility of constrained molecular dynamics
calculations with high-order integrators.
1
Molecular dynamics (MD)1,2 has a central role in computational physics and chemistry. It is
specially relevant for the analysis of biological molecules3,4, which have wide present and expected
applications as medicines and catalysts5. Force fields6–8 are among the favourite methods for the
calculation of the interactions which give rise to time evolution of biological systems. When used
in MD simulations, these are frequently carried out by imposing constraints; this way to proceed
makes it possible to remove the fastest degrees of freedom of the system and hence to increase
the time steps of the simulation9,10, thus reaching higher total simulated times and making it pos-
sible to analyse a wider range of phenomena. The imposition of constraints demands to modify
the equations of motion by including constraint forces. The calculation of these forces must be
performed in an efficient manner, for otherwise it may become a bottleneck in the execution. To
this end, several linearly scaling constraint solvers11–13 have acquired great popularity. In MD
simulations, atomic positions are customarily calculated using integrators of order 2 (i.e., numer-
ical methods which use the first and second derivatives of the positions with respect of the time).
The most popular are Verlet’s14,15 and its equivalent Leap-frog1 algorithms. The most widely used
constraint solvers are devised for such schemes. Nonetheless, higher order integrators, like Gear
predictor-corrector algorithms16,17, can be used for higher accuracy of trajectories1,18. The em-
ployment of algorithms of order higher than 2 can require the calculation of time derivatives of
the forces on atoms. For the external forces (those not due to constraints), these derivatives can be
obtained by finite-difference. The time derivatives of constraint forces must also be calculated in
an efficient manner. In this letter we prove that this task can be performed in an analytical manner
with linearly scaling numerical complexity. Analytical methods have been applied for the calcula-
tion of constraint forces within the Verlet integration scheme19–21. Here we extend these methods
to calculate their time derivatives as well.
If holonomic, rheonomous constraints are imposed on a classical system of NC atoms
22, and
the D’Alembert’s principle is assumed to hold, the atomic positions are given by23:
mα
d2~xα(t)
dt2
= ~Fα(x(t)) +
Nc∑
I=1
λI(t)~∇ασ
I(x(t)) , α = 1, . . . ,NC , (1a)
σI(x(t)) = 0 , I = 1, . . . ,Nc , (1b)
x(t0) = x0 , (1c)
dx(t0)
dt
= x˙0 , (1d)
where α is the atom index24, mα is the atom mass, and ~xα is the Euclidean atom position (with x
representing the set of all them). Eq. (1b) are the constraint equations. Eq. (1a) corresponds to
the second law of Newton; the first term on its right hand side represents the external forces, and
the second term on its right hand side corresponds to the forces of constraint. λI is the Lagrange
multiplier associated to the I-th constraint. The imposition of Nc constraints turns the original
system of 3NC equations and unknowns into a system of 3NC + Nc equations, being (1b) the new
equations and λI, the Lagrange multipliers, the new unknowns.
The fact that (1b) must hold for all (continuous) times implies that the time derivatives of the
constraint equations (dσI/dt = 0 ; d2σI/dt2 = 0 ; . . .) must also hold. This is:
σI(x(t)) = 0 ∀t ⇒ (σI)(s)(x(t)) = 0 for s ∈ N ∀t , (2)
where the (s) superscript indicates s-th time derivative. This leads23 to:
d2σI
dt2
=
∑
µ
1
mµ
Fµ +
∑
J
λJ
∂σJ
∂xµ
 ∂σ
I
∂xµ
+
∑
µ,ν
dxµ
dt
dxν
dt
∂2σI
∂xµ∂xν
= oI +
∑
J
RIJλJ = 0 , (3a)
where
oI := pI + qI , I = 1, . . . ,Nc , (3b)
pI :=
∑
µ
1
mµ
Fµ
∂σI
∂xµ
=
∑
α
1
mα
~Fα · ~∇ασ
I , (3c)
qI :=
∑
µ,ν
dxµ
dt
dxν
dt
∂2σI
∂xµ∂xν
, (3d)
RIJ :=
∑
µ
1
mµ
∂σI
∂xµ
∂σJ
∂xµ
=
∑
α
1
mα
~∇ασ
I · ~∇ασ
J . (3e)
Equations (3a) make it possible to calculate the Lagrange multipliers, and hence the forces of
constraint, as a function of known (unconstrained) atomic positions and velocities. In Ref. [23]
it was proved that in biological molecules it is possible to analytically calculate them with linear
scaling, i.e. involving O(Nc) floating point operations (which, in molecules consisting of up to
thousands of atoms, is expected to be performed very efficiently, given the present performance of
computing facilities25).
In the seminal Reference [11] the following expression is given for the position of atom α in a
system subject to constraints σI(x) = 0, I = 1, . . . ,Nc
~xα(t) = ~xα(t0) +
(
d~xα
dt
(t0)
)
· (t − t0) (4)
+
1
mα
∞∑
l=2
~F(l−2)α (t0) −
Nc∑
I=1
l−2∑
k=0
(
l − 2
k
)
λ(k)
I
(t0)(~∇ασ
I)(l−2−k)(t0)
 ·
(
(t − t0)
l
l!
)
,
where the superscripts in brackets –(l)– represent (l-th) time derivatives, ~Fα is the external force
acting on atom α and λI is the Lagrange multiplier associated to the constraint σ
I(x). This equation
is obtained from performing Taylor series for ~xα. The
∑
l above is customarily truncated at l = 2.
Nonetheless, eq. (4) states that the MD calculations can require derivatives of Lagrange multipliers
up to an arbitrary order.
Eq. (2) implies11
(σI)(s+2)(~x(t0)) =
NC∑
γ=1
s+1∑
k=0
(
s + 1
k
)
~∇γ(σ
I)(k)(t0) · (5)
·
1
mγ
 ~F(s−k)γ (t0) −
Nc∑
J=1
s−k∑
l=0
(
s − k
l
)
λ(l)
J
(t0)~∇γ(σ
J)(s−k−l)(t0)
 = 0 ,
which we express as
Nc∑
J=1
RIJλ
(s)
J
(t0) = µ
(s)
I
+
′∑
l
( Nc∑
J=1
(R′l
)
JI
)
λ(l)
J
(t0) , (6a)
where
RJI :=
NC∑
ζ=1
1
mζ
~∇ζσ
J(t0)~∇lσ
I(t0) , (6b)
µ(s)
I
:=
NC∑
ζ=1
s+1∑
k=1
1
mζ
~F(s−k)ζ (t0)
~∇ζ(σ
I)(k)(t0) , (6c)
(R′l
)
JI :=
NC∑
ζ=1
∑
k
(
s + 1
k
)(
s − k
l
)
1
mζ
~∇ζ(σ
J)(s−k−l)(t0)~∇ζ(σ
I)(k)(t0) . (6d)
The prime in the superscript of
∑′
l means that the term k = 0, l = s is to be skipped. We express
eq. (6a) in matrix form as:
R~λ(s) = ~µ + R′1~λ(1) + R′2~λ(2) + . . . + R′s−1~λ(s−1) . (7)
This equation states that the time derivatives of the Lagrange multipliers of a given order can be
obtained from the time derivatives at lower orders; their calculation also requires to know the
derivatives of the external forces, which are included in the independent term µ.
For the sake of simplicity, in our derivation we consider the standard form of constraints in MD
simulations of biological molecules, i.e. constraints which freeze the distance between pairs of
atoms:
σI(α,β)(x) := | ~xα − ~xβ|
2 − (aα,β)
2 , (8)
being aα,β is a constant. Note that a given constraint (I) involves a given pair of atoms (α, β). Eq.
(8) can represent a constraint on:
• a bond length between atoms α and β,
• a bond angle between atoms α, β and γ, if both α and β are connected to γ through con-
strained bond lengths,
• a principal dihedral angle involving α, β, γ and δ (see Ref. [26] for a rigorous definition
of the different types of internal coordinates), if the bond lengths (α, β), (β, γ) and (γ, δ) are
constrained, as well as the bond angles (α, β, γ) and (β, γ, δ),
• or a phase dihedral angle involving α, β, γ and δ if the bond lengths (α, β), (β, γ) and (β, δ)
are constrained, as well as the bond angles (α, β, γ) and (α, β, δ).
Despite the fact that we use eq. (8) in our derivation, our conclusion (i.e. the linear scaling of
the calculation of time derivatives of Lagrange multipliers) is valid for more general expressions
for the constraints. This is because a constraint equation of bond lengths, bond angles or dihedral
angles in biological molecules can be expressed as a function of a low number of atomic coordi-
nates (compared to the total number of atoms of the molecule), which makes the coordinate matrix
R sparse. Moreover, the topology of biological molecules, which is frequently essentially linear27,
makes the coordinated matrix (R) banded, which makes its solution still more efficient than that of
a generic sparse matrix.
From eq. (8) it is straightforward that
~∇γσ
I(α,β) = 2( ~xα − ~xβ)(δγ,α − δγ,β) , (9)
where δα,β is the Kronecker delta. Eq. (9) corresponds to an R matrix (6b) given by:
RI(α,β),J(γ,ǫ) :=
NC∑
ζ=1
1
mζ
~∇ζσ
I(α,β) · ~∇ζσ
J(γ,ǫ)
=
NC∑
ζ=1
4
mζ
(~xα − ~xβ) · (~xγ − ~xǫ)(δζ,α − δζ,β)(δζ,γ − δζ,ǫ)
= 4(~xα − ~xβ) · (~xγ − ~xǫ)
(
δα,γ
mα
−
δα,ǫ
mα
−
δβ,γ
mβ
+
δβ,ǫ
mβ
)
, (10)
where I (J) is the constraint which links atoms α and β (γ and ǫ), and where we have used that
NC∑
ζ=1
δζ,αδζ,β = δα,β . (11)
Operating in the same manner, (8) implies that (6c) and (6d) become
µ(s)
I
= 2
s+1∑
k=1

~F(s−k)α
mα
−
~F(s−k)β
mβ
 (~x(k)α − ~x(k)β ) , (12a)
(R′l
)
JI =
s+1∑
k=0
(
s + 1
k
)(
s − k
l
)
(~x(s−k−l)γ − ~x
(s−k−l)
ǫ ) · (~x
(k)
α − ~x
(k)
β )
(
δαγ
mα
−
δβγ
mβ
−
δαǫ
mα
+
δβǫ
mβ
)
, (12b)
where ~F(−1)α := mαd~xα/dt. Therefore one can calculate the components of vector ~µ using O(s + 1)
operations (s is the order of the derivative of the Lagrange multipliers we are calculating). In
addition, R′ is sparse and it presents the same sparsity pattern (i.e. with 0 in the same entries)
as R. Hence the product of R′l with a vector of Nc components can be obtained in O
(
Nc · (s +
2)
)
operations. Finally, eq. (7) guarantees that ~λ(s), the sought Nc-component vector of the s-th
derivative of the Lagrange multipliers, can be obtained in order Nc · (s+ 2) operations. This can be
attained by solving the linear system with the procedure presented in Refs. [23 and 28]. Further
gains in efficiency can be reached by following the procedures presented in Ref. [29].
As an example, a possible algorithm of third order (though the concept it is based on can be
used to build methods of any order) could be based on:
~xα(t0 + ∆t) = ~xα(t0) +
d~xα(t0)
dt
∆t +
1
mα
(
~Fα(t0) +
∑
I
λI~∇ασ
I(t0)
)
∆t2
+
1
mα
d
~Fα(t0)
dt
+
∑
I
dλI(t0)
dt
~∇ασ
I(t0) +
∑
I
λI
∑
β
∂2σI(t0)
∂β∂α
~xβ(t0)
dt
∆t3 (13)
where we have applied the chain rule dσI(t0)/dt =
∑
β
~∇βσ
I(t0) · d~xβ(t0)/dt (in order to ensure
that the atomic positions stay within the constrained subspace, one could add one term which
compensates the drift due to non-zero time step as performed by LINCS12).
In conclusion, we have proved that it is possible to analytically calculate the derivatives of
constraint forces with respect of time in biological molecules, and to make it with linearly scaling
numerical complexity (proportional to the first power of the number of constraints involved). This
result will enable to perform accurate constrained molecular dynamics simulations using high-
order integrators.
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