In this paper we consider the Neumann problem involving the pLaplacian of the type
Introduction
The following variational principle, has established by B.Ricceri (See [9, T heorem 2.5] ). Theorem 1.1 Let X be a reflexive real Banach space, and let Φ, Ψ : X → IR be two sequentially weakly lower semicontinuous and Gâteaux differentiable functionals. Assume also that Ψ is (strongly) continuous and satisfies lim Applying Theorem 1.1(See [9, T heorem 2.5] ), Ricceri [10] , Anello and Cordaro [3] and Faraci [7] have considered the existence and multiplicity of the following Neumann problem involving the p-Laplacain Then the weak solutions of (1.2) are precisely the critical points of the functional Ψ + Φ. In particular, a local minimizer of Ψ + Φ is a weak solution of (1.2).
M arano and Motreanu [8] have considered the case that Φ and Ψ are nonsmooth, that is, the function f (t) and g(t) in (1.2) are discontinuous. Anello and Cordaro [4] have considered the case that f (t) is replaced by f (x, t). This problem (1.2) studied by X. Fan, C. Ji [6] in the space with variable exponent Sobolev space.
Here and in the sequel, f, g : IR → IR are continuous functions, Ω ⊂ IR N is a bounded open set with boundary of class C 1 , α, β ∈ L 1 (Ω), p be a real number such that 1 < p < ∞ and w = {w i (x), 0 ≤ i ≤ N } be a vector of weight functions on Ω, i.e. each w i (x) is measurable a.e. strictly positive on Ω, satisfying some integrability conditions (see section 2). The purpose of this paper is to improve the results of [3] , and existence of solutions in Weighted Sobolev Spaces W 1,p (Ω; w 0 , w 1 ) the following p-Laplacian equation with Neumann boundary value condition, this in a now topic.
in Ω,
3) In order to study the problem (1.3) by applying Theorem 1.1, the underlying idea in [3] is as follows. In order to obtain the existence of solutions of (1.3) by applying Theorem 1.1, such hypotheses are given, under which there exist r 0 > inf X Ψ and ξ 0 ∈ IR such that for u 0 (x) ≡ ξ 0 , one has that Ψ(u 0 ) < r 0 and Φ(u 0 ) = inf
. So in this case, ϕ defined by (1.1) ϕ(r 0 ) = 0, and by Theorem 1.1, for each µ > 0, Φ + µΨ has a local minimizer, in particular, when µ = 1, Φ + Ψ has a local minimizer which is a solution of (1.3). Let us point out, that another work in this space can be found in [1] and [2] . This paper is organized as follows: In Section 2, we present some necessary preliminary knowledge on weighted Lebesgue and Sobolev spaces. In particular, we prove a compact embedding theorem of W 1,p (Ω; w 0 , w 1 ) → → C 0 (Ω), which plays an important role in this paper; In Section 3, we present our main results.
Preliminaries
Let Ω be a bounded open subset of IR N (N ≥ 1). Let 1 < p < ∞, and let w = {w i (x), 0 ≤ i ≤ N }, be a vector of weight functions i.e. every component w i (x) is a measurable function which is strictly positive a.e. in Ω. Further, we suppose in all our considerations that for 0 ≤ i ≤ N w i ∈ L 1 loc (Ω) and w
We define the weighted space with, we weight γ in Ω as
which is endowed with, we define the norm
We denote by W 1,p (Ω, w) the space of all real-valued functions u ∈ L p (Ω, w 0 ) such that the derivatives in the sense of distributions satisfy
This set functions forms a Banach space under the norm
Note that, p is the conjugate of p i.e. p = p p−1 and (W 1,p (Ω, w), u 1,p,w ) is a reflexive Banach space. For more details we refer the reader to [5] . From now on, we always assume that
In this case, the space
3) From now on, we always assume that
There exists
Lemma 2.1 Let p > N and w 0 , w 1 satisfies (2.1) and (2.5), then
Proof
With a certain ν > 0. Introducing the parameter p 1 by
(Ω) and using the Hölder inequality with the parameter q = ν+1 ν
, and conjugated q = ν + 1, we obtain
and
. This implies, under our hypotheses,
Main results
In this part, we will prove that for problem (1.3) there also exist of solutions for the general case in Weighted Sobolev Spaces. Set
Then C is a positive constant.
Throughout this paper, let X = W 1,p (Ω; w 0 , w 1 ) and X * the adjoint (dual) space to the space X.
Lemma 3.1 Assume that (2.1) , (2.4) and (2.5) satisfying, f, g :
Moreover, the derivative of Ψ β,g and Φ is given by
for any u, v ∈ X.
Proof
We define I 1 , I 2 , I 3 and I 4 : X → IR as follows
Claim 1.
For a fixed x ∈ Ω let us consider φ :
As a consequence, for u, v ∈ X we have
By the mean value theorem, there exists θ ∈ IR with 0 <| θ |<| t | such that for each t ∈ IR with 0 <| t |< 1,
= v p,w 1 from the definition, using Hölder inequality we have
Combining this with (3.6) and (3.7) and applying the dominated convergence theorem, we obtain
It means that I 1 is Gâteaux differentiable and for u, v ∈ X,
Next, we prove that I 1 : X → X * is continuous. To this aim we take a sequence {u n } in X such that u n → u in X as n → ∞. We have lim
n→∞ Ω w 1 (x) | ∇u n − ∇u | p dx = 0. Thus, up to a subsequence, we deduce ∇u n → ∇u a.e in Ω as n → ∞, (3.8)
it follows from (3.9) that
We obtain that for any v ∈ X with v 1,p,w 0 ,w 1 ≤ 1, implies that v p,w 1 ≤ 1,
.
Hence
First, observe that
It follows from (3.8) that
and from (3.10) that
Noting that 2 p +p−1 (w 1 | ∇u | p +h) ∈ L 1 (Ω) and applying the dominated convergence theorem we have
Therefore, implies that
→ 0 as n → ∞.
Combining this and (3.11) we deduce
This completes that I 1 : X → X * is continuous and therefore I 1 ∈ C 1 (X, IR).
Claim 2.
I 2 ∈ C 1 (X, IR) and for any u, v ∈ X,
In the same way of prove I 1 .
Claim 3.
I 3 ∈ C 1 (X, IR) and for any u, v ∈ X,
Suppose that
Once again, by the mean value theorem, for u, v ∈ X and t ∈ IR−{0}, we have
for some θ ∈ IR with 0 <| θ |<| t |. Hence
(3.12) That for | t |< 1, ∃ > 0 we get
Using Lemma 2.1, α(x) ∈ L 1 (Ω) and from (3.12) and (3.13), we obtain by the therefore the dominated convergence theorem
i.e., H is Gâteaux differentiable and
We now show that I 3 is continuous on X. Indeed, for a sequence {u n } in X such that u n → u in X as n → ∞. Then Lemma 2.1 u n → u in C 0 (Ω) as n → ∞. So, up to a subsequence, we deduce u n → u a.e in Ω as n → ∞. (3.14)
Using Hölder inequality and Lemma 2.1, we obtain that for any v ∈ X with v 1,p,w 0 ,w 1 ≤ 1,
where C is positive constant. Hence
, applying the dominated convergence theorem with (3.14), we obtain
Hence lim
This completes that I 3 : X → X * is continuous and therefore I 3 ∈ C 1 (X, IR).
Claim 4.
I 4 ∈ C 1 (X, IR) and for any u, v ∈ X,
In the same way of prove I 3 . Since Φ = −I 3 , Ψ β,g = I 1 + I 2 − I 4 we complete the proof.
Lemma 3.2 Assume that (2.1) , (2.4) and (2.5) hold. Then Ψ β,g , Φ are sequentially weakly lower semicontinuous.
Proof
Suppose that I 1 , I 2 , I 3 and I 4 are as in (3.4) and (3.5).
Claim 1.
I 1 is weakly lower semicontinuous, namely u n u in X implies that I 1 (u) ≤ lim inf n→∞ I 1 (u n ). Let (u n ) be a sequence weakly convergent to u in X. Since I 1 is convex, we have that for any n
Taking the limit as n → ∞ in the above inequality, the result holds, and hence I 1 is sequentially weakly lower semicontinuous.
Claim 2.
I 2 is sequentially weakly lower semicontinuous, in the same way of prove I 1 .
Claim 3.
I 3 is sequentially weakly lower semicontinuous. Suppose that
Let {u n } be a sequence in X Since such that u n u (weakly) in X. By virtue of the compact imbedding X → → C 0 (Ω) we have u n → u in C 0 (Ω). Hence, up to a subsequence we have
Therefore, it follows that there exists  > 0
Since sup |t|≤ f (t)α(x) ∈ L 1 (Ω). Thus, the dominated convergence theorem implies that
So the functional I 3 is sequentially weakly continuous on X and hence I 3 is sequentially weakly lower semicontinuous.
Claim 4.
I 4 is is sequentially weakly lower semicontinuous, in the same way of prove I 3 . The proof is complete.
For any u, v ∈ X is a weak solution of (1.3) if and only if u is a critical point of the functional Ψ β,g + Φ.
If the functional Ψ β,g : X → IR is coercive, we can define, for each r > 0, the number 
Where the constant C is defined as in (3.1).
Proof
First, we observe that the constant C is finite because of the compact embedding of X in C 0 (Ω).
If β(x) = 0 a.e. in Ω, the conclusion is obvious. So, we assume Ω β(x)dx > 0. Then, we can choose two positive numbers , η, with
such that, for each ξ ∈ IR with | ξ |> η, one has
Let {u n } n∈IN be a sequence in X with u 1,p,w 0 ,w 1 → +∞. Then there exists ς ∈ IN such that, for any integer n ≥ ς, one has
Fix any integer n ≥ ς. Since u n continuous in Ω, we can find x n ∈ Ω such that
Hence, in any case, we have
and so lim n→∞ Ψ β,g (u n ) = +∞. By the arbitrariness of sequence {u n }, the coerciveness of Ψ β,g follows.
Theorem 3.1 Assume that min{α(x), β(x)} ≥ 0 a.e. in Ω. Moreover, assume that the following conditions hold: There exist r > 0 and ξ 0 ∈ IR such that Then (1.3) has a weak solution u ∈ X with Ψ β,g (u) < r, and so u 1,p,w 0 ,w 1 < k(r, β, g).
We apply Theorem 1.1, for each u ∈ X, Ψ = Ψ β,g . By Lemma 3.1 , Lemma 3.2 and Proposition 3.1, the functional Ψ satisfies all the hypotheses of Theorem 1.1. Hence, to end the proof, it is enough to show that ϕ(r) = 0. One has,
By hypothesis Theorem 3.1, it turns out that Ψ(u 0 ) < r. Further, for all v ∈ X with v 1,p,w 0 ,w 1 < k(r, β, g), one has max x∈Ω | v(x) |≤ Ck(r, β, g). Hence, taking into account the second condition of Theorem 3.1, it follows that
Consequently, being α(x) ≥ 0 a.e. in Ω, it follows that In Theorem 3.1 the functions α, β must verify the condition of being both nonnegative almost everywhere in Ω. Such hypothesis can be substituted by another condition, obtaining the following result:
in Ω. Moreover, assume that the following conditions hold:
(ii) There exist r > 0 and ξ 0 ∈ IR such that
Then (1.3) has a weak solution u ∈ X with Ψα+β 2 ,f +g (u) < r, and so u 1,p,w 0 ,w 1 < k(r,
, f + g).
By Theorem 1.1, the conditions implies the existence of a solution of the problem, where the right-hand side of the differential equation is the function α(x) + β(x) 2 (f (t) + g(t)) + α(x) − β(x) 2 (f (t) − g(t)).
But, this is exactly α(x)f (t) + β(x)g(t) and so the thesis follows.
The following Corollary shows a case in which it is possible to give explicitly an upper bound for k(r, β, g).
Corollary 3.2 Suppose that min{α(x), β(x)} ≥ 0 a.e. in Ω. Moreover, assume that the following conditions hold: (ii) There exist r > 0 and ξ 0 ∈ IR such that .
The thesis immediately follows from Corollary 3.2, whose condition (ii) is satisfied taking r = , f +g) in Corollary 3.1) and to verify conditions Theorem 1.1, Corollary 3.1 with such bound.
