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Abstract
To factorize a spectral density matrix of a vector moving average process, we propose a state space
representation.Although this state space is not necessarily ofminimal dimension, its associated system
matrices are simple and most matrix multiplications involved are nothing but index shifting. This
greatly reduces the complexity of computation. Moreover, in this article we stack every q consecutive
observations of the original process MA(q) and generate a vector MA(1) process. We consider a
similar state space representation for the stacked process. Consequently, the solution hinges on a
surprisingly compact discrete algebraic Riccati equation (DARE), which involves only one Toeplitz
and one Hankel block matrix composed of autocovariance functions. One solution to this equation is
given by the so-called iterative projection algorithm. Each iteration of the stacked version is equivalent
to q iterations of the unstacked one. We show that the convergence behavior of the iterative projection
algorithm is characterized by the decreasing rate of the partial correlation coefﬁcients for the stacked
process. In fact, the calculation of the partial correlation coefﬁcients via the Whittle algorithm, which
takes a very simple form in this case, offers another solution to the problem. To achieve computational
efﬁciency, we apply the general Newton procedure given by Lancaster and Rodman to the DARE and
obtain an algorithm of quadratic convergence rate. One immediate application of the new algorithms
is polynomial stabilization. We also discuss various issues such as check of positivity and numerical
implementation.
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1. Introduction
The problem of spectral factorization is fundamental to many applications such as pre-
diction and modelling of time series, control theory and construction of wavelet basis.
Several versions of spectral factorization exist in the literature for different purposes.
In this article we consider the discrete version stated in the following theorem. Here-
after we deal with complex coefﬁcients. The conjugate transpose of a matrix A isdenoted
by A′.
Theorem 1. Suppose R(k), k = 0,±1, . . . ,±q, arem×m matrices satisfying the condi-
tion: R(k) = R(−k)′, k = 0, 1, 2, . . . , q, and the matrix
f () = F(e−i) =
q∑
k=−q
R(k)e−ik > 0,  ∈ [−, ], almost everywhere. (1)
Then we can represent F(z) in the form
F(z) = B(z)D B′(z−1), (2)
where D is am×m positive deﬁnite matrix, B(z) =∑qk=0 B(k) zk , B(k), k = 0, 1, . . . , q,
are m×m matrices, B(0) is an identity matrix, and all zeros of det B(z) lie on or outside
of the unit circle. Moreover, the representation is unique.
This theorem can be found in [14, p. 66] or in [19]. A variety of spectral factorization
methods have been developed in the past few decades. Rozanov [20] and Youla [27] pro-
vided constructive methods for rational spectral density matrices. However, they are the-
oretic in nature because they assume that accurate roots of polynomials in the density
matrix are known. Bauer’s method [5,6] is based on the Cholesky factorization of the
Toeplitz matrices; see also [28]. Anderson [1] utilized Kalman ﬁlters to factorize the spec-
tral density. He showed the connection between spectral factorization and an algebraic
Riccati equation. Tuel [22] derived a Riccati-type iteration directly from transfer func-
tions. Wilson’s method [24–26] is a Newton-type algorithm; see also [15]. Cleveland [9]
considered the autocorrelations of the inverse of the spectral density, also known as in-
verse autocorrelations, and factorized F(z)−1 by applying the Durbin–Levinson algorithm
(Whittle algorithm in the vector case) to the inverse autocorrelations. Sayed and Kailath
[21] surveyed several major methods from a theoretical perspective for the scalar case.
Goodman et al. [13] compared ﬁve different methods by numerical examples for the scalar
case.
Our treatment of spectral density is to consider a stationaryGaussian processwith spectral
density f () as in (1). Not only does this view of probabilistic space allow us to connect the
problem with the existing results on time series analysis and control theory, but also it pro-
vides uswith the freedomof transforming each path of the stochastic process. Li [17,18] pro-
posed a state space representation for a vectormoving averageprocess. In this paperweprove
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that the state space is not necessarily of minimal dimension; however, its associated system
matrices are simple andmost matrix multiplications involved are nothing but index shifting.
This greatly reduces the complexity of computation. Moreover, in this article we stack ev-
ery q consecutive observations of the original processMA(q) and generate a vectorMA(1)
process. We consider a similar state space representation for the stacked process. Conse-
quently, the solution hinges on a surprisingly compact discrete algebraic Riccati equation
(DARE):  = Hq [Tq − ]−1H ′q , where Tq and Hq are the Toeplitz and left–right-ﬂipped
Hankel blockmatrix composed of autocovariance functions. One solution to this equation is
given by the so-called iterative projection algorithm. Each iteration of the stacked version is
equivalent to q iterations of the unstacked one.We show that the convergence behavior of the
iterative projection algorithm is characterized by the decreasing rate of the partial correlation
coefﬁcients of the stacked process. In fact, the calculation of the partial correlation coefﬁ-
cients via the Whittle algorithm, which takes a very simple form in this case, offers another
solution to the problem. To achieve computational efﬁciency, we apply the general Newton
procedure given by Lancaster and Rodman [16] to the above DARE and obtain an algorithm
of quadratic convergence rate. One immediate application of the new algorithms is polyno-
mial stabilization. We also discuss various issues such as check of positivity and numerical
implementation.
We arrange the materials in this paper as follows. In Section 2 we introduce necessary
notation and preliminary results. In Section 3 we present the main results on state space
representations and stacking. In Section 4 we discuss various issues such as polynomial
stabilization and numerical implementation.
2. Notation and preliminaries
In this article, we denote identity matrix of order k and k×k zero matrix, respectively, by
Ik and Ok . In cases without confusion, we abbreviate them by I and O. The set of integers
is denoted by Z. The block Toeplitz and Hankel matrices (after being left–right-ﬂipped) are
deﬁned by
Tk =


R(0) R(1)′ · · · R(k − 1)′
R(1) R(0) · · · R(k − 2)′
...
...
. . .
...
R(k − 1) R(k − 2) · · · R(0)

 ,
Hk =


R(k) R(k − 1) · · · R(1)
Om R(k) · · · R(2)
...
...
. . .
...
Om Om · · · R(k)

 . (3)
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We also need the following matrices:

A =


Om Im Om · · · Om
Om Om Im · · · Om
...
. . .
...
Om · · · Om Im
Om · · · Om Om




q blocks,
M =


R(1)
R(2)
...
R(q)

 , B =


B(1)
B(2)
...
B(q)

 ,
C = (ImOmOm · · ·Om)︸ ︷︷ ︸,
q blocks
Gk = (MAM · · ·Ak−1M).
(4)
In the articlewe need various results from the book byLancaster andRodman [16].Hereafter
we refer to it as LR.
Our treatment of the factorization problem is that from the perspective of stationary
processes; see [7] for references. Let y(t) = (y′1(t) y′2(t) · · · y′m(t))′, t ∈ Z be a
stationary Gaussian sequence withm components deﬁned by the following moving-average
model:
y(t) =
q∑
k=0
B(k)(t − k), (5)
where (t) = (′1(t), ′2(t), . . . , ′m(t))′, t ∈ Z, is a white noise of m components with
E[(t)] = 0, E[(t)(t)′] = D > 0. The spectral density of this process is f () as in (1),
and its autocovariances relate to the coefﬁcients of the ﬁlter B(z) via the Fourier transform:
Ryy(k) = E[y(t)y(t − k)′] = 12
∫ 
−
f ()eik d
=


q−k∑
i=0
B(i + k)DB(i)′, 0kq,
Ryy(−k)′, −qk < 0,
0 otherwise.
Random variables derived from a stationary sequence can be regarded as elements in a
Hilbert space Hy = L{yk(t), t ∈ Z, k = 1, 2, . . . , m}, which is spanned by {yk(t), t ∈
Z, k = 1, 2, . . . , m}. For ,  ∈ Hy , the inner product 〈, 〉 is deﬁned by E(′). Deﬁne
the subspaces
Hy(−∞, t) = L{yk(j), j t, k = 1, 2, . . . , m},
Hy(s, t) = L{yk(j), j = s, . . . t, k = 1, 2, . . . , m}.
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Proposition 1. For theMA(q) model (5), the condition that all zeros of det B(z) lie on or
outside of the unit circle is true if and only if (t) is the innovation sequence of y(t); that is,
(t) = y(t)− Proj
Hy(−∞,t−1)
y(t).
The “only if” part is essentially that of Wold decomposition; see [8, pp. 28–29] for ex-
ample. The “if” part is the uniqueness of the spectral factorization. Later we also need the
concepts of partial correlation coefﬁcients. Consider the forward and backward autoregres-
sion equations of order k.

Proj
Hy(t−k,t−1)
y(t) = ∑kj=1 (j)k y(t − j),
Proj
Hy(t−k,t−1)
y(t − k − 1) = ∑kj=1 (j)k y(t − k − 1+ j). (6)
The pair ((k)k , 
(k)
k ) are referred to as the kth-order partial correlation coefﬁcients or reﬂec-
tion coefﬁcients. These forward and backward autoregressive coefﬁcients can be recursively
computed by Whittle [23] algorithm.
3. State space representations and stacking
We introduce two state space representations. Our goal is the establishment of the second
representation, which takes a surprisingly simple and compact form. The ﬁrst one serves as a
stepping stone.Weprove that both representations are not necessarily ofminimal dimension.
In contrast, the related state space representations in the literature such as those in [1,10]
are required to be of minimal dimension. The gain of our representations is that associated
system matrices are simple and consequently complexity of computation is reduced. In the
second representation, only two system matrices are nonzero. To our best knowledge, we
believe this formulation is original.
We deﬁne the following state vectors:

x(t) = Proj
Hy(−∞,t−1)
(y(t)′ y(t + 1)′ · · · y(t + q − 1)′)′,
x(0)(t) = null vector of the same dimension as x(t),
x(n)(t) = Proj
Hy(t−n,t−1)
x(t).
(7)
Denote their covariance matrices by
 = E[x(t) x(t)′],(n) = E[x(n)(t) x(n)(t)′], n = 0, 1, 2, . . . .
Theorem 2. 1. The stationary sequence y(t) can be represented by the following state
space model with the state vector x(t):{
x(t + 1) = Ax(t)+ B(t),
y(t) = Cx(t)+ (t). (8)
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2. The spectral factor B(z) is connected to the autocovariances via , the covariance
matrix of the state vector:{
D = R(0)− CC′,
B = (M − AC′)(R(0)− CC′)−1. (9)
3.  is a nonnegative solution to the following algebraic Riccati equation:
 = AA′ + (M − AC′)(R(0)− CC′)−1(M − AC′)′. (10)
Moreover, for any solution ¯ to (10) such that R(0)− C¯C′ > 0, we have ¯.
4. One way to calculate  is the following iteration along with its asymptotics:

(0) = 0,
(n+1) = A(n)A′ + (M − A(n)C′)(R(0)
−C(n)C′)−1(M − A(n)C′)′.
(11)
(n)(n+1), = lim
n→+∞
(n). (12)
Except for the third part regarding the minimal nonnegative solution, Li [17,18] offered a
proof of this theorem. Readers can check it directly based on (7). We note that this result is
not covered by the standard stochastic realization theory which requires minimal dimension
of the state space; see [8,10]. At this point, we remark that two different kinds of “minimal”
senses are involved here. One sense is that for nonnegative symmetric matrices used in item
3 of Theorem 2. The other is that for dimensions of state spaces. Before we complete the
proof of Theorem 2, we show that the state space representation (7) is not necessarily of
minimal dimension. For this purpose, we need the following concepts; see page 83–91, LR.
In a state space system,
• the pair (C,A) is observable if the rank of (C′ A′C′ . . . A′q−1C′) is mq;
• the pair (A,M) is controllable if the rank of (M AM . . . Aq−1M) is mq.
In general, a state space model is of minimal dimension if and only if (C,A) is observable
and (A,M) is controllable; see [10] or [17].
Proposition 2. Consider the state space model representation (7):
• it is observable;
• it is controllable if and only if R(q) is of full rank;
• consequently it is of minimal dimension if and only R(q) is of full rank.
In theMA(q) case, (C′ A′C′ · · ·A′q−1C′) = Imq and thus it is observable. On the other
hand, (Aq−1M Aq−2M . . .M) = Hq . Thus the controllability and dimension of themodel
are determined by the rank of R(q).
Example 1. Consider a 2-component vector MA(3) process, det B(z) = c(z + 2)2(2 +
2z+ z2), where c is a constant. Its autocovariances except for the constant are given in the
following table. Notice that R(3) is not of full rank. Hence the representation given by (7)
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is not minimal.
R(0) R(1) R(2) R(3)
19.5 −9.5 14.5 −9.0 6.0 −4.5 1.0−1.0
−9.5 19.5 −5.0 5.5 −1.0 1.0 0.0 0.0
Go back to Theorem 2. It is easy to check that (A′, C′) is controllable and thus d-
stabilizable; see p. 90, LR, for the deﬁnition of d-stabilizable. According to Theorem 13.1.1
in LR, there exists a unique minimum solution ˆ to (10) satisfying R(0) − CˆC′ > 0.
Rewrite (10) in the form of a Stein equation
ˆ− AˆA′ = (M − AˆC′)(R(0)− CˆC′)−1(M − AˆC′)′0.
The eigenvalues of A are all zeros. Thus we have ˆ0 according to a property of the Stein
equation; see Theorem 5.3.5 in LR. We apply (9) to ˆ and construct a state space model
like (8) with system matrices (A, Bˆ, C), where Bˆ = (Bˆ(1)′, . . . , Bˆ(q)′)′. This state space
model is equivalent to a moving-average process y(t) =∑qk=0 Bˆ(k)ˆ(t − k). Notice that
det
[
q +
q∑
k=1
Bˆ(k)q−k
]
= det


I + Bˆ(1) −I O · · · O
Bˆ(2) I I · · · O
...
. . .
...
Bˆ(q − 1) · · · I −I
Bˆ(q) · · · O I


= det (I − A+ BˆC).
Again by Theorem 13.1.1 in LR, all the eigenvalues of A′ − C′(R(0) − CˆC′)′−1(M −
AˆC′)′ = (A− BˆC)′ lie in the closed unit disk. Thus all roots of det (∑qk=0 Bˆ(k)zk) are
not in the open unit disk. Compare it with B(z) = ∑qk=0 B(k)zk , and the uniqueness of
spectral factorization implies that Bˆ(k) = B(k), for k = 1, . . . , q. Consequently, ˆ = .
This completes the proof of Theorem 2.
The calculation of B(z) hinges on a solution of  according to (9). One method of
computing  is iteration (11). The similar algorithm under a state space representation of
minimal dimension is known as stochastic realization algorithm; see [10]. It is essentially
an iterative projection procedure according to the geometric structure of Hilbert spaces; cf.
(7). Another feature is that the iteration checks the validity of the autocovariances along
iterations.
Proposition 3 (Check of positivity). A set of given matrices R(k), k = 0,±1, . . . ,±q are
valid autocovariances of a MA(q), namely, f () = ∑qk=−q R(k)e−ik > 0, for  ∈
[−, ] almost everywhere, if and only if R(0)−C(n)C′ = R(0)−(n)(1, 1) is positive
for all positive integer n, where (n) is deﬁned by (11) and (n)(1, 1) refers to its (1, 1)th
element.
According to the Herglotz Theorem,
∑q
k=−q R(k)e−ik > 0 for  ∈ [−, ] if and only
if the Toeplitz matrices Tn are positive for any positive integer n. In Li [17,18], we proved
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that (n) = GnT −1n G′n. Combining this with the fact
Tn+1 =
(
R(0) CGn
G′nC′ Tn
)
,
we have(
I −CGnT −1n
0 I
)
Tn+1
(
I 0
−T −1′n G′nC′ I
)
=
(
R(0)− C(n)C′ 0
0 Tn
)
.
Thus by induction we see that Tn+1 > 0 if and only R(0)− C(n)C′ > 0.
Theorem 2 tells us the iterative formula (12) holds even if the state space is not of minimal
dimension. The payoff from this representation is the simple structures ofA andC as deﬁned
in (4). Computationally, most operations in iteration (11) are not matrix multiplications but
index shifting. Next, we present a even more compact form by stacking.
Theorem 3. Stack every q consecutive observations of y(t). That is, let y˜(t) = (y′(t q)
y′(t q + 1) · · · y′(t q + q − 1))′, for t ∈ Z. Then
1. y˜(t) is aMA(1) with mq components;
2. Ry˜y˜(0) = Tq and Ry˜y˜(1) = Hq ;
3. The innovation representation of y˜(t) similar to that for y(t) is as follows; cf. (5).
y˜(t) = ˜(t)+ B˜(1)˜(t − 1),
where
˜(t) =


Im Om Om · · · Om
B(1) Im Om · · · Om
B(2) B(1) Im · · · Om
...
...
...
. . .
...
B(q − 1) B(q − 2) B(q − 3) · · · Im




(tq)
(tq + 1)
(tq + 2)
...
(tq + q − 1)

 ,
B˜(1) =


B(q) B(q − 1) B(q − 2) · · · B(1)
Om B(q) B(q − 1) · · · B(2)
Om Om B(q) · · · B(3)
...
...
...
. . .
...
Om Om Om · · · B(q)




Im Om Om · · · Om
B(1) Im Om · · · Om
B(2) B(1) Im · · · Om
...
...
...
. . .
...
B(q − 1) B(q − 2) B(q − 3) · · · Im


−1
. (13)
The ﬁrst part is true by checking that Ry˜y˜(k) = 0, k > 1. The second part and (13) can
be checked directly from (5). {˜(t)} is the innovation sequence of {y˜(t)} because {(t)} is
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the innovation sequence of {y(t)}. Consequently, the result of Proposition 1 holds. Next,
we build up a state space model for y˜(t) in the way similar to that for y(t). Namely,

x˜(t) = Proj
Hy˜ (−∞,t−1)
y˜(t),
x˜(0)(t) = null vector of the same dimension as x˜(t),
x˜(n)(t) = Proj
Hy˜ (t−n,t−1)
x˜(t).
(14)
Denote their covariance matrices by
 = E[x˜(t)x˜(t)′], (n) = E[x˜(n)(t)x˜(n)(t)′], n = 0, 1, 2, . . . .
This stacking strategy leads to a surprisingly simple set of system matrices: A˜ = Omq ,
C˜ = Imq , M˜ = Hq ; cf. (4). This representation is of minimal dimension if and only if
R(q) is of full rank; cf. Proposition 2. Like (11), we can compute the covariance of the state
vector iteratively. Due to the projection structure between x˜(t) and x˜(n)(t), once again it is
an iterative projection algorithm.
Algorithm 1 (Stacked iterative projection).{
(0) = 0,
(n+1) = Hq(Tq − (n))−1H ′q .
(15)
A similar result to Proposition 3 shows that we can check the validity of the autocovariances
R(k) on the run of this iteration. We next establish the connections between the stacked and
unstacked representations. The results show that each iteration in Algorithm 1 is equivalent
to q iterations in (11).
Theorem 4. (Connection between the stacked and unstacked representations). 1. x˜(t) =
x(tq);
2. (n) = (n q); (n)(n+1);
3.  =  = lim
n→+∞
(n) and it is the minimal nonnegative solution to
 = Hq [Tq − ]−1H ′q . (16)
4. E(˜(t) ˜(t)′) = D˜ = Tq −  and B˜(1) = HqD˜−1;
5. The last column of the block matrix B˜(1) consists of B(1), B(2), . . ., B(q).
The ﬁrst three items can be easily proved by checking the deﬁnitions of (7) and (14) and
applying Theorem 2 to y˜(t) and x˜(t). The fourth part is the version of (9) for the stacked
process y˜(t). The ﬁfth part is a direct result of (13) by noticing that the inverse of the lower
triangular block matrix is also lower triangular with all the diagonal elements being identity
matrices.
We decompose y˜(t) into two parts: y˜(t) = x˜(t) + ˜(t), which are, respectively, its
prediction using the entire past observations and forward prediction error. Then due to the
orthogonality of x˜(t) and ˜(t), we have Tq − = D˜. Similarly we have the decomposition:
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y˜(t) = x˜(n)(t)+ ˜(n)(t), in which we predict y˜(t) using past n observations of the stacked
process. Denote Var[˜(n)(t)] = D˜(n) and we have Tq − (n) = D˜(n). These relationships
imply that Tq − D˜(n) = (n) −→ , and consequently it is adequate to compute D(n) for
the determination of . At this moment, it is interesting to look at the form of the Whittle
[23] algorithm, which computes D˜(n) and other prediction coefﬁcients recursively, in this
MA(1) situation. We add a “tilde” to the notation in (6), indicating that we are dealing with
y˜(t).
Algorithm 2 (Whittle). Let ˜(1)1 =Hq T −1q , ˜
(1)
1 =H ′qT −1q , and D˜(1) = [Imq − ˜(1)1 ˜
(1)
1 ]Tq .

˜(n+1)n+1 = −[˜(n)n Hq ][Tq − ˜
(1)
n Hq ]−1,
˜
(n+1)
n+1 = −[˜(n)n H ′q ][Tq − ˜(1)n H ′q ]−1,
˜(n+1)1 = ˜(n)1 − ˜(n+1)n+1 ˜
(n)
n ,
˜
(n+1)
1 = ˜
(n)
1 − ˜
(n+1)
n+1 ˜(n)n ,
D˜(n+1) = [Imq − ˜(n+1)n+1 ˜
(n+1)
n+1 ]D˜(n).
At the exit, (n) = Tq − D˜(n).
The general formulas can be found in [8, pp. 185–188]. In our case, prediction coefﬁcients
other than ˜(n)1 , ˜
(n)
n , ˜
(n)
1 , and ˜
(n)
n , are not involved. Each iteration step of Algorithm 1
and 2 does the same job yet in different ways. Consequently, their convergence rates are
identical and q time faster than the iteration in (11) because of Theorem 4. From the last
equation of (17), we have
D˜(n) =
{
n∏
k=1
[Imq − ˜(k)k ˜
(k)
k ]
}
Tq, D˜ =
{ ∞∏
k=1
[Imq − ˜(k)k ˜
(k)
k ]
}
Tq.
Proposition 4. The convergence behavior of (n) to  is characterized by the partial cor-
relation coefﬁcients as follows:
− (n) = D˜(n) − D˜ =
{
Imq −
∏∞
k=n+1[Imq − ˜
(k)
k ˜
(k)
k ]
}
×
{∏n
k=1[Imq − ˜
(k)
k ˜
(k)
k ]
}
Tq
=
{
Imq −
∏∞
k=n+1[Imq − ˜
(k)
k ˜
(k)
k ]
}
(Tq − (n))
≈
{
Imq −
∏∞
k=n+1[Imq − ˜
(k)
k ˜
(k)
k ]
}
(Tq − ).
Computationally Algorithm 1 is a better choice compared to Algorithm 2. Next, we
consider a Newton-type procedure to compute the minimum nonnegative solution to (16),
which is a special case of the general discrete algebraic Riccati equations (DARE) studied
in LR; see Eq. (13.1.1), p. 307. If we rephrase (16) in terms of this general formulation,
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the corresponding coefﬁcients are zero and identity matrices, together with Tq , Hq . Please
notice that − plays the role of X in Eq. (13.1.1) in LR. Our DARE is very simple due
to the stacked representation. The unique nonnegative minimum solution  to (16) can be
computed by the following iteration.
Algorithm 3 (Newton). Starting with (n), we construct (n+1) in the following way. Let{
L(n+1) = [Tq + (n)]−1H ′q,
V (n+1) = Hq{[(Tq + (n))−1 − T −1q ]Tq [(Tq + (n))−1 − T −1q ] − T −1q }H ′q .
Then (n+1) solves the following symmetric Lyapunov–Stein equation:
(n+1) − L(n+1)′(n+1)L(n+1) = V (n+1).
We obtain this Newton-type iteration by applying the general procedure in LR, p. 309, to
our special situation. We check the conditions by noticing: the pair (Om, Im) is controllable
and thus d-stabilizable; Tq is invertible, cf. Proposition 3. Despite the quadratic conver-
gence rate, the selection of starting values is always a practical problem for Newton-type
algorithms. In general, (16) has multiple solutions. The next result shows that we can safely
start with zero and the sequence determined by the iteration converges to the right solution
monotonously.
Theorem 5. 1. Let (0) = 0, then the sequence determined from Algorithm 3 satisﬁes
(n)(n+1).
2. Furthermore, suppose that B(z) has its all zeros strictly outside the unit circle. Then
(n) converges to  at a quadratic rate.
The ﬁrst part can be checked by following the argument on p. 308 in LR. In fact, our
starting value of (0) = 0 corresponds to L0 = 0 in Eq. (13.1.3) in the book. The second
part is implied from Theorem 13.2.1 in LR. If the spectral factor has zeros on the unit circle,
then the quadratic rate is not guaranteed. Finally, we note that we can obtain a similar
Newton procedure for the discrete algebraic Riccati equation (10). But it does not have the
compact and simple form of Algorithm 3.
4. Discussion
4.1. Polynomial stabilization
The problem of stabilizing a polynomial with respect to the unit circle is to reﬂect
roots inside the unit circle to outside without changing the absolute values on the bound-
ary. It is an important problem in areas such as prediction and ﬁlter design. For scalar-
coefﬁcient polynomials, one method of stabilization uses root-ﬁnding. The MATLAB
function “polystab” adopts this idea. In the cases that zeros are closely located, root-ﬁnding
could be numerically troublesome. Alternatively, we can stabilize polynomials by spectral
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factorization algorithms proposed in this article. Then the harder problem of root-ﬁnding
is avoided. The method applies to matrix-coefﬁcient polynomials as well.
4.2. Stacking
The compact matrix form,  = Hq [Tq −]−1H ′q , allows us to take advantage of the rich
results onmatrix computations and existingwell-developed softwares such as LAPACKand
LINPACK to implement Algorithms 1 and 3; see [12]. For example, in order to compute
[Tq−]−1, we can ﬁrst calculate its Cholesky decomposition and invert the resulting lower-
triangularmatrix.Whenm and q are large,we can try block versions of the above procedures.
Furthermore, for a polynomial of order q, we can stackmore than q consecutive components
of the original stationary sequence. This stacking strategy can speed up the convergence of
Algorithm 1 at the price of larger memory.
4.3. Complexity of the Newton-type algorithm
Each iteration of Algorithm 3 requires solving a discrete-time Lyapunov equation. The
Bartels-Stewart algorithm [4] is a popular algorithm for solving continuous-time Lyapunov
equations. A similar algorithm was proposed in [3] for solving discrete-time Lyapunov
equations. In the case of Algorithm 3, it requires O(m3q3) multiplications and O(m2q2)
memory. Details on numerical solutions of Lyapunov equations can be found in [11]. The
SLICOT subroutine SB03MDadopts these algorithms andMATLABcalls SLICOT subrou-
tines. In terms of numerical performance, solving discrete-time Lyapunov equations is close
to computing matrix exponential; see http://www.win.tue.nl/niconet/NIC2/example1.html
for examples. Other methods exist to solve discrete algebraic Riccati equations. For exam-
ple, under certain conditions on system matrices, the algorithm described in [2] uses the
QZ algorithm to deﬂate the extended symplectic pencil and compute its stable invariant
subspace. However, the symplectic pencil must have no eigenvalue on the unit circle. This
means that B(z) could not have unimodular zeros. In addition, the DARE in (16) has only
two nonzero system matrices and Algorithm 3 takes advantage of this feature.
4.4. Unimodular zeros
Both Algorithms 1 and 3 converge to the solution even when B(z) has unimodular zeros.
But their convergence rates are generally slower compared to the case without unimodular
zeros.
4.5. Positivity of autocovariance functions
When we input into Algorithm 3 a set of illegitimate autocovariance functions in the
sense that the positivity property is violated, it generates a nonsense solution without giving
any warning. In comparison, iterative projection algorithms such as Algorithm 1 have the
advantage of checking positivity along iterations. This is an important feature for some
applications such as modelling.
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4.6. Code
We have coded all the algorithms presented in the article in MATLAB, and have tested
them on various numerical examples. The experiments support the analytical results. We
would like to send our MATLAB code to readers at their requests.
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