Among the most common deficits in cognitive functions produced by traumatic brain injury (TBI) are those evident in working memory, attention, and information-processing speed (e.g., Baddeley, Harris, Sunderland, Watts, & Wilson, 1987; Brooks, 1984; Gronwall, 1987; van Zomeren & Brouwer, 1987; van Zomeren, Brouwer, & Deelman, 1984) . The pattern of cognitive deficits observed following TBI resembles that seen with advancing age sufficiently to suggest to some investigators that the two processes may influence common neural mechanisms (e.g., Hicks & Birren, 1970; E. Miller, 1970; Stokx & Gaillard, 1986) . If so, parallel research efforts in the two areas could yield insights that accrue to the mutual benefit of both. Incipient efforts along this line have already been initiated (e.g., see Gron, 1996; Stuss, Stethem, Picton, Leech, & Pelchat, 1989 ; see also discussion in van Zomeren & Brouwer, 1987) . A voluminous literature now exists in cognitive aging that is much more extensive than the extant literature on the effects of TBI on cognitive processes. Thus, many issues may have been addressed in that literature that are yet to arise in the TBI literature. As a result, it may be instructive for investigators with an interest in the cognitive sequelae of TBI to be conversant with the fundamental issues in cognitive aging and how they have been addressed.
Considerable effort has been expended by investigators in cognitive aging to characterize the slowing induced in processing speed by advancing age. This effort has engendered a debate, at times heated, that has deepened the understanding among cognitive aging theorists (of all persuasions) of age-related cognitive slowing and the methods by which to characterize it. The potential for a similar debate in the TBI literature is beginning to express itself. Indeed, a recent meta-analysis by Ferraro (1996) on TBIinduced slowing could serve as a lightning rod to spark this debate as did a pioneering meta-analysis on age-related cognitive slowing by Cerella, Poon, and Williams (1980) . With this possibility in mind, the purpose of our article is fourfold: (a) to discuss issues raised by research on the nature of the slowing in mental processing speed associated with advancing age, (b) to describe some lessons learned from work designed to resolve this issue, (c) to identify some convergent and divergent findings in age-and TBI-induced cognitive slowing, and (d) to suggest directions for research aimed at characterizing cognitive slowing consequent to TBI. An essential goal of this article is to provide a conceptual framework that may help guide investigators in TBI as they select the problems of interest to them concerning cognitive slowing and the methods by which to solve those problems. If this goal is met, a debate of the sort extant in cognitive aging may be avoided. A loftier goal is to contribute to accelerating the pace of research on TBI-induced slowing by informing investigators in the field of the lessons learned in cognitive aging.
Global Versus Local Cognitive Slowing
A core issue in age-associated cognitive slowing is determining the extent to which aging induces generalized, task-indiscriminant declines in the rate of mental processing speed or decrements in processing speed that vary across tasks (i.e., that are task dependent) and with the level of processing engaged within a particular task (e.g., stimulus encoding, response selection). Characterizing the nature of cognitive slowing has a particular significance to investigators in the field who view processing speed as the essential element in the normal performance of all other cognitive functions. An elegant argument for the primacy of processing speed in cognition was made in the cognitive aging literature by Kail and Salthouse (1994) . They argued that age-related changes in information-processing speed contribute importantly to the decline of all cognitive functions, speeded and unspeeded alike (see also Salthouse, 1991 Salthouse, , 1996 . Indeed, Salthouse (1991) argued that processing speed is a basic cognitive resource along with working memory and attention, and Kail and Salthouse demonstrated that as much as 60% of the age-induced decline in cognitive function can be explained by decrements in processing speed. In their view, processing speed is a "cognitive primitive" that may be a "fundamental component of the architecture of human cognition" (p. 222). One can trace the origin of this argument to Salthouse's (1980) hypothesis that age-related deficits in working memory are secondary to decrements in processing speed. It is a reasonably straightforward extrapolation to argue that reductions in processing speed are also fundamental to the production of the array of cognitive deficits seen following TBI. Indeed, this position has been implied or asserted by some investigators (e.g., Heinze, Munte, Gobiet, Niemann, & Ruff, 1992; van Zomeren, 1981) . For example, van Zomeren concluded that "attentional deficits after head injury are largely the result of a slowing down of information processing . . . the ability to deal quickly and efficiently with information from the outside world and from the inside world (memory)" (p. 127). Kail and Salthouse's (1994) position derives to a large extent from meta-analyses that suggest that processing speed, assessed using reaction time (RT), declines in a task-independent, generalized manner. In the meta-analytic approach, introduced by Cerella et al. (1980) as an extension of the within-task analysis pioneered by Brinley (1965) , mean RTs of older subjects are regressed on those of young subjects across large numbers of indiscriminantly aggregated tasks. Critics have argued, however, that this analysis obscures task-dependent and process-specific effects of aging that analysis of variance (ANOVA) techniques reveal (e.g., Allen, Madden, & Slane, 1995; Fisher, Fisk, & Duffy, 1995; Fisk, Fisher, & Rogers, 1992) , a criticism that has engendered the aforementioned debate (e.g., Cerella, 1991 Cerella, , 1994 Fisk & Fisher, 1994; Fisk et al., 1992; Myerson, Wagstaff, & Hale, 1994; Perfect, 1994) .
The seeds for the current debate were sown when Cerella et al. (1980) used the regression procedure (now called a Brinley analysis) to test Birren's (1965) complexity hypothesis: Peripheral processing speed is spared with advancing age, whereas all components of central processing speed are slowed in a taskindependent manner that becomes increasingly pronounced as processing complexity is increased. Cerella et al. (1980) regressed the mean RTs of older subjects on those of young subjects, taken from a large number of studies and a wide range of experimental conditions, and found a linear function (r 2 ϭ .88) with an intercept that was slightly negative and a slope of 1.36. They reasoned that the intercept of the regression line reveals decrements in peripheral processing speed that are constant across levels of task complexity, whereas the slope of the line exposes declines in central information-processing speed that increase with increases in task demands (see also Cerella, 1985) . This multiplicative function, characterized by an intercept approximating zero and a slope greater than 1.0, was offered as convincing support for what Cerella, Poon, and Fozard (1981) later called the strong version of the complexity hypothesis; all components of central processing are slowed equivalently by advancing age (in the weak version all components are slowed, but the magnitude of the slowing varies from one component to another).
This conclusion is tied very closely to the logic underlying the interpretation of the function revealed in the regression analysis and its reliance on RT as the only measure of processing speed. It is now commonplace for a Brinley analysis of RT, both within and across tasks, to yield a function with r 2 Ͼ .90, a nonsignificant negative intercept, and a slope around 1.40, providing what is apparently overwhelming support for global slowing among older individuals (for reviews, see Allen et al., 1995; Bashore, 1993 Bashore, , 1994 Bashore & Smulders, 1995; Cerella & Hale, 1994; Fisher et al., 1995; Kail & Salthouse, 1994; Myerson & Hale, 1993) .
The Brinley analysis by Ferraro (1996) to characterize the cognitive slowing induced by TBI yielded a regression function that is strikingly similar to the classic aging function. He collected RT data from 13 different studies in which simple and choice RTs were recorded from patients with TBI and matched controls, and he regressed the RTs of the patients with TBI on those of the matched controls. The regression function he derived was linear (r 2 ϭ .89) with a slope of 1.54 and a slightly negative intercept of Ϫ59 ms. As did his predecessors in cognitive aging research, Ferraro concluded that the form of the regression function supports the conclusion that TBI "results in a general cognitive slowing of information processing" (p. 437).
Identification of a linear function across a wide range of tasks and conditions such as those exposed in the Brinley analysis is an astonishing finding (to echo the words of Cerella et al., 1980) because it implies that the RT of an experimental (e.g., older, TBI) subject in any level of any task can be estimated simply by multiplying the mean time taken by a control (e.g., young, matched) group of subjects in that level of the task by the slope of the regression line. Needless to say, if the form of the regression function for RT accurately manifests the underlying changes in cognitive processing, the task of characterizing processing speed deficits among older individuals and among patients with TBI is simplified immensely as may be the task of identifying the neural mediators of this slowing (see Raz, 2000 , for a counterargument). However, data exist that suggest that the process of articulating these deficits is not as straightforward as is implied in the Brinley analysis on RT. Elaborations of this position in cognitive aging research are found in reviews by Allen et al. (1995) , Amrhein (1995) , Bashore (1993 Bashore ( , 1994 , Bashore and Smulders (1995) , Fisher et al. (1995) , and Fisk et al. (1992) , and the beginnings of such an argument in TBI research are found in additive factor studies we discuss later.
Among the critics of generalized slowing in older individuals are those of us who study mental chronometry (the structure and timing of mental processing) using measures of event-related brain potential (ERP) activity in conjunction with RT. We argue that reliance on RT as the only measure of processing speed is insufficient to delineate cognitive slowing with precision. Indeed, a large, and growing, literature has emerged over the past 20 years that demonstrates the value of this combined, or chronopsychophysiological, method in articulating the structure and timing of mental processing (see reviews in Coles, 1989; Donchin, Karis, Bashore, Coles, & Gratton, 1986; Hillyard & Picton, 1987; Mulder, Wijers, Brookhuis, Smid, & Mulder, 1994; van der Molen, Bashore, Halliday, & Callaway, 1991; Woods, 1990) . The value of this approach in characterizing deficits in mental processing speed induced by TBI is suggested most compellingly in a splendid review of this literature by Campbell and DeLugt (1995) .
Chronopsychophysiological Analyses of Age-Related
Cognitive Slowing
The foundation for challenging RT studies of age-associated cognitive slowing began to be built in chronopsychophysiological studies of Sternberg (1969) memory scanning by Marsh (1975) and Ford, Roth, Mohs, Hopkins, and Kopell (1979) that were followed within a decade by a variety of other studies (reviewed in Bashore, 1990) . The work of Ford et al. is a particularly elegant example of how measures of ERP activity augment RT in studies of cognitive aging. Before discussing that study, however, we present a brief tutorial on ERPs for readers who are unfamiliar with them. This discussion leads into one of a meta-analysis we did using ERP measures (Bashore, Osman, & Heffley, 1989) , the results of which raised questions not only about the nature of cognitive slowing among older individuals but also about the logic concerning the interpretation of the regression function that informed the original regression analysis (for a lengthier discussion, see Bashore, Ridderinkhof, & van der Molen, 1998) .
ERPs: A Brief Tutorial
An ERP consists of a series of positive and negative deflections in the ongoing human electroencephalogram (EEG), measured on the scalp, that are time locked to a stimulus presentation or to the execution of a movement (for extensive tutorials, see Ridderinkhof & Bashore, 1995) . These deflections, or components of the ERP, represent the flow of electrical current that originates from brain structures and spreads passively through neural and cranial tissue to the scalp as information processing transpires. Components are characterized on the basis of their peak amplitude (the point where the maximum deflection from baseline is attained), peak latency (the time in milliseconds following a stimulus when the peak amplitude is achieved), scalp distribution (relative amplitude across electrode sites on the scalp), and responsivity to experimental manipulations. ERPs are recorded from scalp sites that have been standardized for use throughout the world in both clinical assessment and research. The first standardized system was the International Electrode, or 10 -20, Placement System (Jasper, 1958) , which includes 19 electrode sites on the scalp that are distributed along the anterior-posterior midline scalp and over the lateral surface of the cranium overlying the four cortical lobes. For some clinical and research purposes, only one scalp electrode site is used to collect essential data (e.g., brain stem evoked potentials elicited by rapidly presented clicks in order to assess or study transmission in the auditory system). For other clinical and research purposes, such as brain mapping and derivation of the neural sources for signals measured at the scalp, the number of scalp sites may range from 64 to 128. All configurations trace their ancestral heritage, however, to the 10 -20 system. ERP components are named on the basis of their electrical polarity (P for positive and N for negative) and either their latency or order in the sequence of components. For example, a widely studied component that is positive going, attains its peak at about 300 ms following stimulus onset (in response to simple stimuli), and is typically largest (in healthy young adults) at scalp sites over parietal cortex is called the P300 or P3. Examples of the P300 and a number of other components are given in Figure 1 .
ERP components have also been identified that are associated with movement, either spontaneous or signaled, or with response system activation during the time period between presentation of a (warning or cue) stimulus that signals the impending presentation of a second (or imperative) stimulus to which a decision must be made and a response executed or withheld. These components are usually given names that denote their functional significance. For example, the lateralized readiness potential (LRP) is closely associated with response system activation induced by the presentation of stimuli that signal response preparation, selection, and activation (for a review, see Eimer, 1998) . It represents activation of mechanisms that mediate the predominantly contralateral control of a unimanual response output (hence the name lateralized). This component is discussed more fully later in the article.
Apparent in the time period between the presentation of a warning stimulus and an imperative stimulus that follows is the contingent negative variation (CNV), first identified by Walter, Cooper, Aldridge, McCallum, and Winter (1964;  see the review in Rohrbaugh et al., 1986) . This signal, as its name implies, reflects brain activation believed to be associated with orientation to the warning stimulus (referred to as the O wave), early processing of that stimulus (early CNV), and preparation of a motor response in anticipation of the arrival of the imperative stimulus (referred to as the E wave, expectancy wave, or late CNV). The late portion of the CNV is small or absent when the warning stimulus indicates that a response is not required to the imperative stimulus. Thus, the appearance of the CNV, in its full form, is contingent on the first stimulus's signaling the imminent arrival of a second stimulus that calls for some type of action. The CNV has been investigated in several studies of TBI that are discussed later.
Dissociation of Factor Effects in Cognitive Aging
The value of ERP components for investigators with an interest in mental chronometry is expressed in at least two ways: (a) their responses to experimental manipulations do not always correlate with those of RT, and (b) they can be elicited in the absence of any overt movement. The first characteristic of these components provides the source of what we call an experimental dissociation of factor effects, a nice example of which is found in the work of Ford et al. (1979) . A dissociation is evident when an experimental manipulation influences RT, but not the properties of an ERP component. In studies of mental processing speed, interest is directed at the latencies of ERP components. In the Ford et al. study, a dissociation of factor effects on P300 latency and RT supported the conclusion that advancing age had a differential influence on the various elements of memory scanning.
Prior to this study, there were a small number of studies suggesting that P300 latency provides an index of stimulus processing time that is relatively uninfluenced by response processing time (e.g., Kutas, McCarthy, & Donchin, 1977) . Guided by this research, Ford et al. (1979) had older and young subjects complete Figure 1 . Examples of event-related brain potentials (ERPs) recorded in Theodore R. Bashore's laboratory using a variant of the task developed by McCarthy and Donchin (1981) . In this task, stimulus discriminability is varied by requiring subjects to locate a target word, LEFT or RIGHT, embedded in a four-row by six-column matrix of number signs (#) or of letters chosen randomly from the alphabet. Stimulus-response (S-R) compatibility is also manipulated by requiring subjects to make either a compatible (e.g., LEFT calls for a left button press) or incompatible (e.g., LEFT calls for a right button press) response to the target word. On each trial, a cue word, SAME or OPPOSITE, is shown 1,000 ms before the matrix to inform the subject of the type of response to be made, compatible (SAME) or incompatible (OPPOSITE). Time is shown on the abscissa, and the amplitude, shown in arbitrary units, is displayed on the ordinate. Negative changes in electrical polarity of the signal are shown as upward deflections. The onset of the matrix is indicated by a solid or dashed vertical line in A or B-E, respectively. Presentation of the cue word and of the matrix are indicated by the Ϫ1,000-ms point on the abscissa and by the dashed vertical line at 0 ms in F, respectively. Recordings were made at standard sites along the midline scalp, designated as Fz (frontal), Cz (central), Pz (parietal), and Oz (occipital). Displayed in A is the ERP recorded from a young adult man (age 30) following presentation of the matrix. Apparent in this ERP is the emergence of a series of negative (N) and positive (P) deflections in the ERP as the stimulus is being processed and the response output decision is being made: the N60, P200, N260, and P300. As is also evident in this figure, the ERP components are distributed differently along the scalp. For example, the P300 is largest at the Pz site, reduces somewhat in size at the Cz site, and is diminished considerably at the Fz site. The P300s shown in panels C, D, and E were recorded at Pz. An example of a negative component, the N160, seen at the midline site Oz, is shown in B. An example of an experimental dissociation of factor effects (i.e., differential effects on RT and P300 latency) is shown in C and D, which again depict only the postmatrix time period. Note first that variations in both stimulus discriminability and S-R compatibility influence reaction time (RT; letters surrounding the target word prolong RT as does the need to make an incompatible response). In C we see, however, that execution of an incompatible response does not alter P300 latency in this young adult (RS ϭ response selection; Easy RS ϭ a compatible response; Hard RS ϭ an incompatible response). In contrast, as shown in D, the need to locate the target in a letter surround prolongs P300 latency (SD ϭ stimulus discrimination; Easy SD ϭ #-sign surround; Hard SD ϭ letter surround). The sensitivity of P300 latency to differences in age is illustrated in E for the postmatrix time period. Shown is the P300 for the young adult man and a 70-year-old man when they were required to make a compatible response to a target word shown in a matrix of # signs. It is evident that P300 latency is longer in the older subject. In F we illustrate the contingent negative variation (CNV) recorded in the task from another young adult man (23 years old) and an older adult man (72 years old). The ERP activity shown in this figure is restricted to the foreperiod of the task. Note that the CNV was recorded from electrode site Cz, where its amplitude is typically largest. Apparent is an increase in the amplitude of the CNV in this older subject compared with the young subject. This difference in amplitude characterized the older adults in comparison to the young adults. Ss ϭ subjects.
a Sternberg (1969) memory scanning task in which they remembered lists of single digits that varied in length, or memory set size, from 1 to 4 digits. Shortly after learning a list, the content of which varied on each trial, a single digit, the test or probe digit, was presented and the subject pressed a left or right button to indicate whether or not it was included in the previously presented list of digits. Both RT and P300 latency to the test item were measured across the different memory set sizes. Scores of studies have revealed that in young adults RT to the test item is a linear function of the number of items in the memory set, with the increase being about 40 ms per item. The slope of the function is thought to reflect what Sternberg (1969) called serial comparison time and the intercept to be an aggregate time comprising stimulus encoding, binary decision ("yes" vs. "no"), and response translation and organization times, summed additively. Thus, the total RT is assumed to be the sum of the times taken to complete each element of the memory scanning process. Prior to Ford et al. (1979) , investigators comparing the memory scanning times of young and older subjects using RT reported that the functions for older subjects had larger intercepts and steeper slopes than those of young subjects, supporting the conclusion that all aspects of memory scanning are slowed with advancing age (Anders & Fozard, 1973; Anders, Fozard, & Lillyquist, 1972; Eriksen, Hamlin, & Daye, 1973) .
However, the work of Ford et al. (1979) challenged this conclusion. It revealed that age induced differential, not general, slowing in memory scanning speed. Their findings replicated the pattern of results for the earlier RT studies, as depicted in Figure  2 ; memory scanning time in older subjects was characterized by a regression function with an intercept that was elevated by about 70% above that for the young subjects and a slope that was steeper by a factor of about 2. However, the form of the function for P300 latency departed from that for RT. Like the RT function, the intercept for the P300 latency function was elevated among older compared with young subjects, although the magnitude of this elevation was less than for RT (19%) . Unlike the RT function, the slope of the P300 latency function was not steeper among older subjects. Rather, the slopes of the functions for the two age groups were nearly identical. Here, then, we have a dissociation of the effects of one factor, age, on the slopes of the RT and P300 latency functions.
This pattern of results supports the conclusion that serial comparison time, reflected in the slope of the P300 latency function, is preserved with age, and stimulus encoding time is slowed modestly as reflected in the intercept for the P300 latency function. In contrast, relatively dramatic slowing was evident with age at the response end of processing (binary decision time, response translation and organization time) as evidenced in the slope of the RT function. There have been several replications of this basic pattern since the Ford et al. (1979) article was published (see the review in Bashore, 1990) . A small number of studies, inspired by Sternberg's (1969) work, have also been done with patients with TBI. Later, we discuss these studies to determine how they inform us about processing speed deficits in patients with TBI and speak to the issue of generalized versus differential slowing in these patients. Now, however, we turn to the meta-analysis on age-induced cognitive slowing by Bashore et al. (1989) .
The Meta-Analysis by Bashore et al. (1989) : RT and P300 Latency
We used P300 latency in our analysis not only because of work such as that by Ford et al. (1979) but also because the latency of this component had been shown (a) to increase systematically across the adult life span; (b) to be differentially sensitive to variations in stimulus processing demands; and (c), unlike RT, to remain stable across variations in speed-accuracy trade-off. The strongest impetus for our meta-analysis was provided by experimental dissociations of factor effects on RT and P300 latency that revealed that changes in P300 latency provide a very sensitive index of variations in stimulus processing demands. For example, McCarthy and Donchin (1981) and Magliero, Bashore, Coles, and Donchin (1984) had shown that variations in the ease with which a response could be selected influenced RT but had little effect on P300 latency, whereas variations in the ease with which a target stimulus could be differentiated from a background in which it was embedded had a significant influence on both P300 latency and RT. We reasoned from the P300 latency literature that if similar Figure 2 . Reaction times and P300 latencies reported by Ford et al. (1979) for young and older subjects on a memory scanning task. The points in this plot are estimates we made from Ford et al.'s Figure 2 . The values for the regression functions, old versus young, were as follows: For reaction time, slope, 80.5 versus 43.2 ms; intercept, 905 versus 645 ms. For P300 latency, slope, 27.5 versus 27.4 ms; intercept, 444 versus 373 ms. RT-O ϭ reaction time, older subjects; RT-Y ϭ reaction time, young subjects; P300-O ϭ P300 latency, older subjects; P300-Y ϭ P300, young subjects. Reprinted from Electroencephalography and Clinical Neurophysiology, 47 patterns of slowing were uncovered in the meta-analysis of P300 latency and RT, strong evidence would be offered for generalized slowing. However, if the patterns varied (i.e., there was a dissociation), support would be offered for differential slowing. Like Cerella et al. (1980) , our analysis of the RT data yielded a regression function that was linear with a slope exceeding 1.0 and a negative intercept that did not differ from 0. However, the function derived for P300 latency, although linear, had a different form. The slope of this function approximated 1.0, and the intercept was elevated above 0. These functions are shown in Figure 3 .
The interpretative logic underlying the original regression analysis leads to the conclusion that the function for P300 latency uncovered only peripheral (i.e., sensorimotor) slowing. However, it was known at the time (e.g., Wood, McCarthy, Squires, Vaughan, & McCallum, 1983) , and confirmed subsequently (e.g., Anderer, Pascual-Marqui, Semlitsch, & Saletu, 1998; Johnson, 1993; Knight, 1990) , that the P300 originates from multiple cerebral, probably cortical, sources. Hence, mapping of the properties of the regression function onto nervous system transmission is more complicated than had been assumed. Further, our results suggested that advancing age produces changes in informationprocessing speed that may not be revealed using RT measures alone. Thus, although age-induced slowing may be more dramatic near the response than the stimulus, end of processing (implied by the slope of the RT function), early elements of stimulus processing (e.g., stimulus encoding) may be slowed with age (implied by the elevated intercept for the P300 latency function), whereas some later elements of this processing (e.g., stimulus identification) may be spared (implied by the slope of the P300 latency function approximating 1.0). Support for this conclusion has been found in a number of RT studies as well (e.g., Allen, Ashcraft, & Weber, 1992; Amrhein, 1995; Madden, Pierce, & Allen, 1993; Swearer & Kane, 1996) . Related conclusions have been drawn in the TBI literature that are discussed later. We now present the results of meta-analyses on cognitive slowing in patients with TBI done separately on RT and P300 latency data.
Cognitive Slowing in TBI: Meta-Analysis of RT and P300 Latency
First, we aggregated several of the RT studies included in the Ferraro (1996) analysis and added some number to them. Next, we searched the literature for ERP studies of TBI in which P300 latency was measured. This entire set of studies is given in Table 1 . The population of studies was restricted to those in which patients had moderate to severe brain damage. In addition, the upper limit on RTs was set at 2,000 ms, and only RTs from overt manual responses were used (e.g., vocal RTs were excluded). Typically, response time was given as the mean, but in some instances it was the mean of individual subject medians. The group mean RTs of the patients with TBI were then regressed on the group mean RTs of matched controls. Figure 4 (left) shows the scatter plot for the points thus generated. These points were described by a regression function that bears a very close resemblance to those that have become so familiar in the cognitive aging literature and have now been introduced into the TBI literature by Ferraro: linear (r 2 ϭ .87), with a slope of 1.49 and a small, negative intercept (Ϫ61 ms). The scatter plot for P300 latency is shown in Figure 4 , right panel. Like the functions typically reported in the literature, this function was linear (r 2 ϭ .92). However, unlike the P300 latency function we reported for cognitive aging, the function for TBI had a slightly negative intercept (Ϫ8 ms) and a slope exceeding 1.0 (1.17).
Again, although the regression analysis is based on fewer data points and the departure in the regression function for TBI is not as dramatic as that seen for cognitive aging, we have suggestive evidence to impugn the precision of a Brinley analysis that relies exclusively on RT data to characterize cognitive slowing. Simply (text continues on page 161) Figure 3 . Distribution of points for reaction time (RT; left) and P300 latency (right) for older and young subjects are from "Mental Slowing in Elderly Persons: A Cognitive Psychophysiological Analysis" by T. R. Bashore, A. Osman, & E. F. Heffley, 1989, Psychology and Aging, 4, p. 241 . Copyright by the American Psychological Association. Adapted with permission from the author. The line through the points represents the best fitting straight line. The coefficient of determination, the slope of the regression line (s), and the intercept of the regression line (i) are shown in the lower right portion of each plot. Note. TBI ϭ traumatic brain injury; SRT ϭ simple RT task; v ϭ visual modality; w ϭ warned; MC ϭ matched control; CRT ϭ choice RT task; ur ϭ unimanual response; br ϭ bimanual response; Mo ϭ moderate damage; S ϭ severe damage; d ϭ distraction; uw ϭ unwarned RT task; Oddball ϭ task in which a target stimulus appears with a low probability; a ϭ auditory modality; C ϭ control group, matching not described; MS ϭ memory scanning (numbers give memory set size); dt ϭ dual task; ?? ϭ number was not given; DRT ϭ disjunctive RT task; src ϭ stimulus-response compatibility; ISI ϭ interstimulus interval, fixed or varied; va ϭ visual angle of separation for two horizontally placed stimuli (6°or 45°); sq ϭ stimulus quality (intact, degraded); CSD ϭ control group, matching not described, of surgical and dermatological patients without significant neurological or psychiatric disease; T1 ϭ test run 6 to 35 days posttrauma; T2 ϭ test run 2.2 to 7.3 months posttrauma; OI ϭ orthopedic injury; sp ϭ self-paced; Go/no-go ϭ warning signal informs subjects whether to respond to forthcoming imperative stimulus; e, c, r ϭ easy, complex, and redundant variants of the CRT task (data from Experiment 2 are not included because severity was mild); lp ϭ levels of processing (physical, rhyme, semantic categorization), button press indicating "yes" or "no" to Stimulus 1-Stimulus 2 sequence; fs ϭ fixed-set memory scanning task; SS ϭ short-term patient (less than 1 year posttrauma) with severe TBI; SL ϭ long-term patient (more than 1 year posttrauma) with severe TBI; tl ϭ time limit; fb ϭ feedback; Ͻ1 ϭ less than 1 year posttrauma; sc ϭ semantic categorization; Ͼ1 ϭ more than 1 year posttrauma; Lex Dec ϭ lexical decision task; p-t SOA ϭ interval between prime and target; Sent Ver ϭ sentence verification task (last word in sentence either semantically congruent or incongruent); SOA (stimulus onset asynchrony) varied, prime expected or unexpected, related or unrelated; SP-WR ϭ semantic priming-word recognition; WRM ϭ word recognition memory; Vo ϭ vocal output, untimed; Count ϭ mental counting with no overt response; ABI ϭ acquired brain injury (4 subjects had etiology other than closed head injury); vs ϭ varied-set memory scanning task; TBI-A ϭ TBI with alcohol use; ds ϭ digit span. a Reanalysis of 1976 data, with mild TBI eliminated. b Mean of individual median RTs. c Subjects were not required to make any overt (e.g., button press) or covert (e.g., mental count) response to the rare stimulus; the patients in the analysis were grouped as disoriented at testing; they had mean Glasgow Coma Scale (Teasdale & Jennett, 1974) scores of 9.8 at admission.
d Subjects completed a memory scanning task in which they were required to do a simple arithmetic problem, hold the answer in memory, and then indicate to the presentation of a probe item that may have been taken from a previously learned memory set of 1, 2, or 3 digits whether or not it was the answer they held in memory; RTs estimated from Figure 28 -2 in van Zomeren and Brouwer (1987) .
e Three blocks of trials across two test sessions. f RTs estimated from graphs, given only for 6°visual angle; data could be extracted from only two of five experiments. g P300 latencies estimated from Figure 1 , electrode site Pz. h Controls were only tested in one session; as a result, one value, 323, is used for both T1 and T2. i 551 ms is the value for the entire group of TBI subjects; 532 ms is the value for patients from whom P300 latency data were collected and the value used in the analysis; 506 ms is the group RT with 4 outliers dropped.
j Only the first pair of RTs was used in the meta-analysis; pairs of values that exceeded 2,000 ms were not included in the meta-analysis; RTs estimated from graph.
k RTs estimated from graph with positive-negative responses not identified, RTs are means of individual median RTs.
l Short-term patients with mild TBI not included in meta-analysis; RT values estimated from graph; the first 16 pairs are for short-term patients with severe TBI and their controls, and the second 16 are for long-term patients with severe TBI and their controls.
m Mean of median RTs estimated from graph.
n P300 latency was estimated from Figure 1 , electrode site Pz. o RTs estimated from a graph. p The 1992 study provided the RT data, and the 1994 study provided the P300 latency data.
q The first three pairs of RTs are for "yes" responses, and the second three are for "no" responses. r P300 latencies at electrode site Pz estimated from figures for this task and the following task; event-related brain potentials (ERPs) not shown for nonwords in the first task or for the 2CRT task.
s RTs estimated from graphs; the first 16 pairs are for short-term patients with severe TBI and their controls, and the second 16 are for long-term patients with severe TBI and their controls. Figure 2 ; italicized values are for patients with TBI/A.
cc The second two tasks were dual tasks that included a secondary count (c) or digit span task. dd Button press to infrequent target used as RT for analysis by authors; SRT task used to elicit contingent negative variation, but authors did not report these RTs.
ee RTs shown for four test sessions; 1, 3, 6, and 12 months posttrauma. fractionate this slowing into its constituents. A venerable method by which this fractionation may be accomplished is Sternberg's (1969) additive factor method (AFM). This method has been applied to TBI in a small number of studies (Gron, 1996; Haut, Petros, Frank, & Lamberty, 1990; Schmitter-Edgecombe, Marks, Fahy, & Long, 1992; Shum, McFarland, & Bain, 1994; Shum, McFarland, Bain, & Humphreys, 1990; Stokx & Gaillard, 1986) . Before discussing them, however, we provide a brief tutorial on the AFM. Sternberg (1969) introduced the memory scanning task, discussed earlier, as a means by which to test notions he had formulated concerning the structure of human information processing (for a recent review, see Sternberg, 1998) . In his classic presentation, he argued that information is processed via a series of discrete stages in which processing at one stage must be completed before the results of that processing are passed to the next stage. He argued further that stages of processing could be discovered on the basis of statistical patterns of additivity and interactions that obtained among different experimental factors and, conversely, that the stage(s) influenced by a particular experimental factor could be inferred from its (their) statistical relations with factors thought, on the basis of previous research, to have selective influences on specific stages of information processing. To achieve these ends, he proposed the AFM.
The elegance of this method is that it links a theory of information processing to a pattern of statistical outcomes. Sternberg (1969) reasoned that those experimental factors that produce main effects, but do not interact, influence different stages of processing; however, those factors that produce main effects and interact with one another influence a common stage of processing. Thus, if two factors, A (e.g., stimulus degradation) and B (e.g., stimulusresponse [S-R] compatibility), produce main effects but do not interact, the inference drawn is that they influence different stages of processing (e.g., stimulus feature extraction and response selection, respectively). If a third factor, C, is then added to the factor array (e.g., number of response choices) and interacts with one of the factors (e.g., B), then the inference is supported that factors B and C influence a stage in common (e.g., response selection). Moreover, the additive relation between factors A and B should not change with the addition of the third factor, C, to the arraythis refers to the concept of stage robustness (Gopher & Sanders, 1984) .
The power of Sternberg's (1969) reasoning has been revealed in countless studies (e.g., see reviews in J. Miller, 1988; Sanders, 1990; van der Molen et al., 1991) . Indeed, this reasoning guided the aforementioned ERP study by McCarthy and Donchin (1981) . They selected variables that had additive effects on RT, stimulus discriminability and S-R compatibility, to test the hypothesis that P300 latency reflects stimulus, as opposed to response, processing time. Because the two factors had additive effects on RT, McCarthy and Donchin could use the logic of Sternberg's method to argue that these two factors influenced different stages of processing. Thus, if there were a dissociation of factor effects on these two variables, strong conclusions could be offered about the underlying processing manifested in P300 latency. Their finding that P300 latency was altered by stimulus discriminability, but not by S-R compatibility, was thus taken as convincing evidence for the conclusion that P300 latency provides an index of stimulus processing time. Had the two factors interacted in their influence on RT, a similar conclusion could not have been drawn. Additive factor logic has been applied to a large number of clinically meaningful studies assessing (a) the selective influence of psychoactive drugs on cognitive processing (e.g., Brumaghim, Klorman, Strauss, Lewine, & Goldstein, 1987; Callaway, 1983; Naylor, Halliday, & Callaway, 1985) ; (b) differential informationprocessing deficits in a variety of psychiatric (e.g., Azorin, Ben- The points used in the regression (or Brinley) analysis on the mean reaction time (RT) data from groups of patients with traumatic brain injury (TBI) and control subjects. In this analysis, the RTs of the patients with TBI were regressed on those of the controls. The line through the points represents the best fitting straight line. The coefficient of determination, the slope of the regression line (s), and the intercept of the regression line (i) are shown in the lower right portion of this plot. Right: The points used in the Brinley analysis on the mean P300 latency data from groups of patients with TBI and control subjects. The parameters of the regression function that describes these points are shown in the lower right portion of this plot.
haim, Hasbroucq, & Possamai, 1995; Koh, Szoc, & Peterson, 1977; Pharr & Connor, 1980) and neuropsychological (Sergeant & van der Meere, 1990) disorders; and (c) cognitive slowing consequent to TBI, which we now review.
Application of Additive Factor Reasoning to TBI
Some early efforts at characterizing the deficits in processing speed induced by TBI using RT suggested that response selection processes may be differentially compromised (Gronwall & Sampson, 1974; E. Miller, 1970; van Zomeren & Deelman, 1976 ; see reviews in van Zomeren, 1981;  1 van Zomeren & Brouwer, 1987; van Zomeren et al., 1984) . Stokx and Gaillard (1986) recognized, however, that although "patients with a severe concussion of the brain are slower in almost any mental test. . . . Few attempts have been made . . . to attribute the mental slowness . . . to a particular stage in the information-processing system" (p. 421). To achieve this end, they completed four AFM experiments in which the RTs of patients with TBI were found to be significantly longer than those of matched controls, but not to be slowed differentially by any of the experimental manipulations (S-R compatibility, time uncertainty, stimulus quality, memory set size). Stokx and Gaillard reasoned that their failure to find any interactions suggestive of differential slowing may have resulted from the large individual differences in performance they observed among the patients they tested. Their results were unequivocal concerning slowing, nonetheless: Patients with TBI, as a group, were appreciably slower than controls. However, here, too, there were wide individual differences among the patients. Indeed, the processing speeds of a small proportion of patients were comparable to those of controls. Moreover, patients who had large general effects also had large task effects and tended to have the longest posttrauma comas. On the basis of the overall pattern of results, Stokx and Gaillard concluded that their results do not support the notion that the delayed performance of patients as measured in choice reaction time tasks can be attributed to a particular stage in the information process[;] neither do they yield evidence that the delayed reactive capacity of patients with a severe concussion of the brain is associated with all stages of processing. (p. 434) Shum et al. (1990) reasoned that the failure of Stokx and Gaillard (1986) to find evidence for stage-specific slowing may reflect the fact that they did not assess all of the factor effects within one experiment. To evaluate their position, Shum et al. (1990) developed a four-choice RT task in which subjects pressed a button signaled by the illumination of a downward-pointing arrow (from among an array of four downward-pointing arrows), the button being one of four buttons aligned horizontally below each of the four arrows. Subjects moved to the designated button from a button located at their midline. Two of the four possible target buttons were located to the left of the body's midline and two to the right. RT was measured as the time required to lift off the starting button. Four factors 2 were varied: stimulus quality (degraded vs. nondegraded arrow array), signal discriminability (dissimilar vs. similar [spatial proximity] of the arrows in the array), S-R compatibility (compatible vs. incompatible spatial mapping of the stimulus on the response), and foreperiod duration (fixed vs. varied foreperiods within a block of trials). Respectively, these factors are thought to influence the stages of feature extraction, stimulus identification, response selection, and response activation 3 (see reviews in Sanders, 1980 Sanders, , 1990 . Slowing was induced in the response latencies of both shortterm patients with severe TBI (severe brain trauma less than 1 year before testing) and their matched controls when the arrow array was degraded, when the arrows were in close spatial proximity, when incompatible responses were made, and when the foreperiod duration was varied within a block of trials. Thus, all four task factors produced main effects on RT. Further, these factor effects were additive. The pattern of factor effects observed by Shum et al. (1990) led them to conclude that the short-term effects of severe TBI on processing speed are differential, not general: The rates of processing at the stimulus identification and response selection stages of processing are slowed, but those at the feature extraction and response activation stages are not influenced. Support for the latter conclusion was found in their observation that variations in stimulus quality and foreperiod duration did not differentially influence the RTs of short-term patients with severe TBI relative to their controls as shown in Figure 5 , A and B.
4 Support for the former conclusion was found in their observation that the RTs of these patients were prolonged more than those of controls when the arrows in the array were in close spatial proximity and when an incompatible response was made. That is, group membership interacted with each of the two factors, signal discriminability and S-R compatibility. These interactions are depicted in Figure 6 , A and B, respectively.
A somewhat different pattern emerged for long-term patients with severe TBI (severe brain trauma more than 1 year before testing). Again, the four task factors all yielded significant main effects on RT that were additive. As was the case among the short-term patients with severe TBI, degrading the stimulus and varying the foreperiod duration did not slow the RTs of the long-term patients with severe TBI more than those of the controls, and the magnitude of the slowing induced by the need to make an incompatible response was greater among the long-term patients than it was among their controls. However, unlike short-term patients, in long-term patients the relative spacing of the arrows in the array had no differential effect on RTs. The additive relations between stimulus quality and foreperiod duration are shown in Figure 5 , A and B, whereas the additivity for signal discriminabil- Figure 5 . The additive effects on reaction time (RT) of variations in stimulus quality and foreperiod duration in the studies by Shum et al. (1990, A and B; 1994, C and D) . Left: The effects of stimulus quality (A and C). Right: The effects of foreperiod duration (B and D). TBI-SS ϭ short-term patients with severe traumatic brain injury; TBI-SL ϭ long-term patients with severe traumatic brain injury; MC-SL ϭ the matched control group for the TBI-SL group; MC-SS ϭ the matched control group for the TBI-SS group. The values for each point are shown for each group in the same type style as the group label.
ity and the interaction for S-R compatibility are illustrated in Figure 6 , A and B. The suggestion from this pattern of results is that, once again, TBI induces differential, not general, slowing. However, unlike the pattern of differential slowing evident in the short term, the particular vulnerability of the response selection stage to this trauma persists over the long term as it diminishes for stimulus identification. Shum et al. (1990) argued from these results that, in the long term, the selective influences of TBI on information processing are maintained only at the response selection stage of processing. Shum et al. (1994) extended their work in a follow-up study in which they varied the same experimental factors but replaced arrows with letters as the imperative stimuli. A letter was presented at visual fixation, in response to which the subject moved from a start button to press a button labeled with the designated letter. Compatibility was manipulated by having the subject press a target button labeled either with the letter just presented (i.e., a compatible mapping) or with another letter (i.e., an incompatible mapping). Signal discriminability was varied by using arrays of letters that either differed clearly in their features and were easily discriminable (T, G, F, L) or were similar in feature composition and difficult to discriminate from one another (M, W, N, H) .
The pattern of results observed by Shum et al. (1994) under these conditions replicated that seen in their first study: (a) Patients with TBI had longer RTs than their matched controls; (b) the magnitude of the slowing induced in RT by degrading the letters or by varying the foreperiod duration was comparable in patients and controls; (c) the increases in RT produced by making the target letter difficult to discriminate from the nontarget letters or by requiring an incompatible response to the target letter were larger among short-term patients with severe TBI than controls; and (d) the increase in RT associated with making a difficult target discrimination was comparable in long-term patients and controls, but the increase in RT evident for incompatible responses was larger among these patients than their controls. The additive relations between group membership and stimulus quality and between group membership and foreperiod duration are shown in Figure 5 , C and D, 5 respectively, and the relations for signal discriminability and S-R compatibility for each group are shown in Figure 6 , C and D. Shum et al. (1994) concluded from this pattern of results that the time-dependent pattern of differential slowing induced by TBI included name-matching as well as visuospatial processing.
The assertion that TBI induces generalized slowing of response speed is called into question by the pattern of results reported in the studies by Shum et al. (1990 Shum et al. ( , 1994 . It suggests, instead, that the cognitive slowing sequelae soon after TBI are most evident at the levels of stimulus identification and response selection, whereas more persistent effects are expressed most clearly at the level of response selection. Thus, the slowing evident in RT following TBI may be process-or stage-specific and not simply the expression of a global, aspecific influence on the stages of information processing.
Evidence that augments the findings of the Shum et al. (1990 Shum et al. ( , 1994 studies is found in an AFM study by Schmitter-Edgecombe et al. (1992) . Their subjects (long-term patients with severe TBI and controls) completed two tasks, one that is a variant of the McCarthy and Donchin (1981) task and another that is an oft-used variant of Sternberg's (1969) memory scanning task. In the first task, Schmitter-Edgecombe et al. (1992) varied S-R compatibility and stimulus quality. They presented the words LEFT or RITE intact, moderately degraded, or highly degraded and had subjects make either compatible (e.g., LEFT signals a left button press) or incompatible (e.g., LEFT signals a right button press) responses to them. Schmitter-Edgecombe et al. (1992) found that the overall RTs were slower for patients with TBI than for controls, and, as shown in Figure 7A , that patients with TBI were slowed more than controls by decreases in the quality of the stimulus. 6 The increase in RT associated with execution of an incompatible response, shown in Figure 7B , was also greater among patients with TBI than controls. In addition, as illustrated in Figure 7C , the slowing associated with making an incompatible response increased among patients with TBI as the quality of the stimulus was reduced. Schmitter-Edgecombe et al. (1992) cautioned that the strength of any conclusions drawn from this interaction was tempered by the presence of a subset of patients with TBI who had longer RTs when making compatible as opposed to incompatible responses. Later we discuss a similar interaction we have found among older individuals, summarized in Bashore, van der Molen, Ridderinkhof, and Wylie (1997) , that suggests that it may reflect an important difference in the engagement of processing stages. Thus, the results of the first experiment by Schmitter-Edgecombe et al. (1992) indicate that TBI induces slowing in feature extraction and response selection, with the magnitude of the slowing in response selection being influenced by variations in stimulus processing demands.
The finding that feature extraction is slowed following TBI departs from the findings of Shum et al. (1990 Shum et al. ( , 1994 who, recall, found no evidence of differential slowing induced in either shortor long-term patients with TBI by variations in stimulus quality for either arrows or letter stimuli. Schmitter-Edgecombe et al. (1992) reasoned that the difference between their finding and that of Shum et al. (1990) may be attributable to variations in the type of stimulus discrimination required in the two studies, spatial by Shum et al. (1990) and symbolic by Schmitter-Edgecombe et al. (1992) . However, the later finding by Shum et al. (1994) that stimulus quality did not produce differential slowing among patients with TBI when letters served as the stimuli suggests, in light of a similar departure in the aging literature, that the spatialsymbolic departure may not be explanatory. Rather, the critical factor may be stimulus complexity. Smulders (1993) had young and older adults complete a choice RT task in which they responded to two different types of stimuli, digits 2 and 5 or the words link and rech (derivations of Dutch for left and right), in different blocks of trials, with the left or right index finger, respectively. Degradation of the digits and words produced roughly equivalent slowing in young subjects. However, in older subjects the magnitude of the delay produced by degradation of the digits was comparable to that seen in young subjects, whereas the magnitude of the delay produced by degrading the words was dramatically larger among the older subjects. Thus, the influence of degradation on processing speed in older individuals may be related to the complexity of the stimulus material. The discrepant findings from Shum et al. (1990 Shum et al. ( , 1994 and Schmitter-Edgecombe et al. (1992) may reflect a similar relationship among patients with TBI.
The results of the experiments by Shum et al. (1990 Shum et al. ( , 1994 and Schmitter-Edgecombe et al. (1992) support the conclusion that mental processing speed does not slow in a generalized, processindependent manner following TBI when little memory load is imposed on processing. Rather, the findings from this work suggest that (a) the response end of processing, particularly at the level of response selection (or S-R translation), is especially vulnerable to the effects of brain injury; (b) the influence of this injury may be of shorter duration at the stimulus than at the response end of processing; and/or (c) the detrimental impact of TBI on stimulus processing, particularly in the long term, may emerge only when stimulus complexity has attained a critical threshold. Now we turn to a discussion of memory scanning studies to determine if they, too, suggest the possibility of differential deficit following TBI.
Memory Scanning
Each of the studies published after the Stokx and Gaillard (1986) study has also found significantly longer overall RTs among patients than controls, with this slowing being invariant across different memory set sizes (ranging from 1 to 6 single digits or letters; Gron, 1996; Haut et al., 1990; Schmitter-Edgecombe et al., 1992) . In two of the three studies, RTs were longer for negative than for positive responses among both patients and controls (Haut et al., 1990; Schmitter-Edgecombe et al., 1992) . In the Gron study, RTs were longer for negative than for positive responses among patients, but not among controls.
Overall RT differences are important in that they reveal changes in the speed of memory scanning in its entirety, but recall that inferences drawn about the stages of processing selectively engaged in the memory scanning task derive from the differential influences of variations in experimental factors on the slope and intercept of the RT-memory set size regression function. Hence, factor effects on these properties of the regression function are of central interpretative importance. In this regard, the three studies have yielded results that are a bit inconsistent. Variable influences of increases in memory set size on increases in RT, as revealed in the slope of the RT-memory set size function, have been reported. The slope of the function, collapsed across positive and negative responses, was found to be comparable in patients and controls in one study (Schmitter-Edgecombe et al., 1992) but to be greater among patients than controls in the two other studies (Gron, 1996; Haut et al., 1990) . Examination of the slopes of the functions has revealed that they are comparable for positive and negative responses among patients and controls (Schmitter-Edgecombe et al., 1992) or comparable among controls but larger for negative than for positive responses among patients (Gron, 1996) .
Consistently elevated intercepts for the overall regression function have been reported among patients in all three studies (Gron, 1996; Haut et al., 1990; Schmitter-Edgecombe et al., 1992) . However, variations in the intercept associated with the type of response, positive or negative, have been observed. Gron and Schmitter-Edgecombe et al. (1992) found larger intercepts among patients than controls for both types of response. Note, however, that Gron failed to find any difference in the intercepts for positive and negative responses among patients or controls, the latter being an unusual finding. Schmitter-Edgecombe et al. (1992) on the other hand, found elevated intercepts for negative responses among both groups, but they also found that the magnitude of the elevation was larger among patients than controls. The varied pattern of results from these three studies renders generation of a coherent set of conclusions about the effects of TBI on memory scanning problematic, although some possibilities do suggest themselves. It is evident that TBI imposes an overall slowing on the memory scanning process, as reflected in the finding in each study that the RTs of patients with TBI are prolonged at all memory set sizes. However, the extent to which this slowing is the product of a global or stage-specific change in the scanning rate is not clear. The observation by Schmitter- Edgecombe et al. (1992) that variations in memory set size produce comparable increases in the slopes of the regression function for both groups supports the conclusion that serial comparison time is preserved after TBI. However, the findings of increased slopes among patients by Haut et al. (1990) and Gron (1996) suggest that serial comparison is compromised as well following TBI.
How can these contrasting findings be reconciled? SchmitterEdgecombe et al. (1992) reasoned that the divergence in their results from those of Haut et al. (1990) may reflect the fact that the two sets of investigators used different variants of the task. However, since Gron (1996) used a variant of the task similar to that used by Schmitter-Edgecombe et al. (1992) , a procedural difference of this type may not be explanatory. Schmitter-Edgecombe et al. (1992) reasoned further that patients in the Haut et al. (1990) study may have sustained more severe brain injuries (as suggested in the mean duration of their posttrauma comas), thereby producing the divergence. A similar speculation can be offered in explanation of the departures in factor effects reported by Gron-he included a roughly comparable number of patients with TBI or with brain lesions of mixed etiology. As we discuss below, differences in the composition of the patient populations are probably an important source of the variation found in the patterns of results across studies.
It may also be the case, however, that Haut et al. (1990) and Gron (1996) used variants of the memory scanning task that placed differentially greater loads on the memories of patients than did the variant used by Schmitter-Edgecombe et al. (1992) . Haut et al. (1990) and Gron required subjects to hold in memory as many as 6 digits or 5 letters, respectively, whereas Schmitter-Edgecombe et al. (1992) required a maximum of 4 digits. In addition, Gron required subjects to identify memory set items that were selected from a larger population than Schmitter-Edgecombe et al. (1992) used (letters from the alphabet as opposed to single digits). It may be that there are thresholds for memory load, attained by increasing the memory set size or the size of stimulus population sampled for target and nontarget items, that must be crossed before deficits in serial comparison time are exposed. Thus, the increases in serial comparison time among patients with TBI observed by Haut et al. (1990) and Gron may reflect relatively greater increases in the demands placed on their memories than on those of controls. Certain stimulus processing deficits may thus be uncovered only as the complexity of the demands made on that system is increased.
The observation by Schmitter-Edgecombe et al. (1992) that the slopes of the regression lines for positive and negative responses were similar for the two groups ("no" responses were slower than "yes" responses, but the functions were parallel) suggests that both patients and controls performed exhaustive serial searches of the memory set. However, the differences Gron (1996) found in the slopes of the functions for positive and negative responses among patients suggest that they engage in an extended self-terminating, not an exhaustive, search of the memory set items. This hypothetical search is less efficient in that it requires checking the accuracy of the search, one item at a time, against a representation of the set of items held in memory, rather than scanning the entire list and then comparing it with the complete list of items held in memory, as Sternberg (1969) hypothesized is done in nonclinical populations. As was the case for the differences observed in the combined slopes, variations between patients and controls in the slopes of the functions for positive and negative responses may derive from differences in the memory loads imposed by the different variants of the tasks used by the two sets of investigators and in the nature of the patient populations they studied.
Elevated intercepts for the overall regression function in patients compared with controls, such as those found in the three studies, suggest that some combination of stimulus encoding, binary decision, response selection, and response execution processing is impaired in memory scanning following TBI. The observations by Schmitter-Edgecombe et al. (1992) and Gron (1996) that the intercepts of the regression lines were elevated more among patients with TBI than controls for both "yes" and "no" responses reveal impairments in stimulus encoding and/or processes subsequent to serial comparison (i.e., response-related processingbinary decision, response selection, response execution). That the slowing was most evident in response-related processing is suggested in the finding by Schmitter-Edgecombe et al. (1992) that the difference in elevation between positive and negative responses was larger among patients with TBI than among controls. However, Gron's failure to observe a similar difference weakens this conclusion-it implies that stimulus encoding is also compromised.
Evidence against a TBI-induced decrement in response execution was proffered by Haut et al. (1990) in their observation that patients and controls performed at comparable speeds on a simple RT task. The authors considered this task to reflect pure motor time and therefore to be a measure of response execution time, which they then inferred is preserved following TBI. This conclusion does not agree with the conclusion of Shum et al. (1990 Shum et al. ( , 1994 . However, Shum et al. (1990 Shum et al. ( , 1994 based their conclusion on the results of factor effects on movement time (measured as the time to move from a starting position to a designated target location), certainly a more complicated action than the button press required in the simple RT task used by Haut et al. (1990) . Hence, deficits in response execution following TBI may only express themselves as movement complexity increases.
It should also be noted here that Haut et al. (1990) interpreted Sternberg's (1969) construct of response translation and organization differently than it is commonly interpreted in the literature (e.g., see the discussion in van der Molen et al., 1991, pp. 21-22) . They considered it to refer to response execution processes only. However, it is more commonly viewed as a separate stage in which the response is selected for execution on the basis of the binary decision made in the previous stage and from which the execution command is issued. Thus, this stage comprises elements of both response selection and execution. The simple reaction used by Haut et al. (1990) includes a response execution decision, but it does not include a response selection decision (see the discussion in Bashore, 1981) . Thus, the results from this task do not imply that response selection processes may be preserved following TBI.
The varied pattern of results from these three studies converge to suggest that the degree to which memory scanning is compromised following TBI may relate to the processing demands of the particular memory scanning task. Thus, slowing at the serial comparison stage may only be exposed as the size of the memory set and/or the population from which it is drawn are increased to some critical threshold. Similarly, decrements in the speed of response execution may only be produced when response output demands attain some critical threshold. Hence, an essential element in revealing stimulus and response processing deficits following TBI may be processing complexity as suggested a number of years ago by van Zomeren and Deelman (1976, 1978) .
The Additive Factor Studies: Methodological Comments, Case Study, and Summary
The AFM is a powerful tool for dissecting mental processing. However, the power of this method has only begun to be exploited in studies of TBI-induced cognitive slowing. Nevertheless, the studies completed to date have yielded some promising results. In this section, we raise some methodological concerns about these studies, suggest methodological refinements for future studies, and present a case study of the work by Shum et al. (1990 Shum et al. ( , 1994 ) that suggests directions for new research. Tables 2, 3 , and 4 contain summaries of the experimental procedures and findings for each of the choice RT (Table 2) and memory scanning (Tables 3 and 4 ) tasks reviewed in the previous section. The experiments in each of these studies were developed within a sound conceptual framework. However, they have methodological problems that may have contributed to producing the inconsistent factor effects they yielded. Note first in Tables 2 and 3 that, with the exception of the Schmitter-Edgecombe (1992) study, the sample sizes in both the choice RT and memory scanning tasks were small (typically around 9 or 10 subjects per group). Second, note that, with the exception of Stokx and Gaillard (1986) , subjects were typically given very little practice on the experimental tasks. There were as few as 4 practice trials given prior to data acquisition, and in some instances it is not possible to know how much practice was provided because the precise number of trials was not specified. Third, with the exception again of Stokx and Gaillard, very small numbers of trials were conducted for data acquisition at each factor level. There were as few as 16 trials in an experimental cell, and again some studies did not report the number of data acquisition trials so we have no way of knowing how many of those trials there were.
Methodological Comments
A likely consequence of collecting small amounts of data from small numbers of unpracticed subjects is a high level of performance variability which, in turn, yields highly variable data that create a significant reduction in statistical power (Rosenthal & Rosnow, 1984) . This is a particularly critical problem in RT studies of special populations, such as people with brain injuries. Indeed, the failure of Shum et al. (1990) to find differences in the overall RTs of the mild short-term and severe long-term patients in comparison to their matched controls may reflect this state of affairs. In the ideal case, before data acquisition has begun, subjects will have been given sufficient practice to increase the likelihood that their RTs are near capacity and the variability of these times is minimized. Patients with TBI are slower than controls, and with this slowing comes a correlated increase in variability. Indeed, variability in RT has been identified as a critical variable in assessing the impact of TBI on cognitive processing speed (e.g., Segalowitz, Dywan, & Unsal, 1997; Stuss, Pogue, Buckle, & Bondar, 1994) . As a result, ample practice for these patients on an experimental task is crucial. In addition, subjects are typically asked to perform the task with certain constraints in mind. For example, they may be instructed to balance speed with accuracy in their responding. Following this instruction is critical to the interpretation of performance patterns, but the notion of balancing speed with accuracy is not transparent to a naive subject. Hence, practice guided by the experimenter in which the subject is able to develop a sense of the performance requirements dictated by the instructions and perform accordingly is essential. Thus, simply on the basis of optimizing performance on the task, it is fundamentally important to provide all subjects, particularly patients, with substantial practice.
These problems are amplified by the wide age range common to this set of studies. A 50-year-old subject from the general population has slower, more variable RTs than a 20-year-old from the general population. It may very well be the case that the magnitude of slowing and the variability in processing speed induced by a head injury are greater in the 50-year-old than in the 20-year-old. In addition, it is well-known that older subjects operate at a different point on the speed-accuracy trade-off function than do young subjects; where young subjects tend to sacrifice accuracy for speed, older subjects tend to sacrifice speed for accuracy (e.g., see the discussion in Strayer, Wickens, & Braun, 1987) . Consequently, comparability among subjects of different ages in how they follow performance instructions cannot be assumed. Moreover, we do not know the influence of age on the effects of TBI on speed-accuracy relations. It has been suggested that patients with TBI may be biased toward accuracy (e.g., Deacon & Campbell, 1991a) . If so, in older patients this bias may be enhanced. Thus, wide variation in the age composition of a patient group could produce an artifactual inflation of RT variance. At the very least, age differences in the effects of TBI on processing speed (as well as other cognitive processes) should be assessed. Moreover, although patients with TBI are predominantly male, sex differences in the response to head injury should be investigated. In the AFM studies reviewed here, males and females were grouped together and sex differences were apparently not analyzed.
Power can also be enhanced by selecting experimental factors that have large effects. Given the likely reduction in power in the AFM studies of TBI, any consistent factor effects reported across these studies attest to the robustness of the experimental factors selected for investigation. The factors used in the TBI studies all have long legacies in the additive factor literature. Indeed, not surprisingly, all of the factors in all of the studies produced main effects. Moreover, all of the factor effects were found to be additive in all cases in which they were expected to be. In addition, the overall RTs of patients were consistently longer than those of the matched controls. This probably reflects the careful patient selection and matching of controls that are characteristic of these studies. However, there were some inconsistencies across these studies in the Group ϫ Task interactions. These inconsistencies may be reflective of the reduced statistical power of these designs, deriving from both small sample sizes and large performance variability. The latter was especially evident in the Stokx and Gaillard (1986) study, although they gave their subjects the most practice of any of the studies. Stokx and Gaillard reasoned that the absence of any significant interactions in their study may have resulted from the large variability in performance among the patients they tested which, in turn, may have been secondary to wide variability in the severity of brain trauma these patients had experienced. It should be noted here, however, that in each of these studies every effort was made to select reasonably homogeneous groups of patients and care was taken to match controls to patients on a variety of demographic variables. Thus, for inclusion in these studies patients had to meet strict criteria for severity of injury, estimated by factors such as length of posttraumatic amnesia and depth and duration of coma. However, patient groups in these studies were heterogeneous with regard not only to age, as discussed, but also to the extent of the brain damage. That is, groups consisted of mixtures of patients with focal and diffuse damage. In a review of outcome studies of TBI, Alexander (1987) TBI Ͼ C TBI: "yes" ϭ 792 ms, "no" ϭ 788 ms; C: "yes" ϭ 557 ms, "no" ϭ 557 ms TBI Ͼ C TBI: "yes" ϭ 65.7 ms, "no" ϭ 91.6 ms; C: "yes" ϭ 47.5 ms, "no" ϭ 47.5 ms Note. RT ϭ reaction time; MSS ϭ memory set size; TBI ϭ patients with traumatic brain injury; C ϭ controls; ns ϭ not stated in article; NS ϭ not significant; Response type ϭ "yes" or "no" response to test item; "no" ϭ response to test item that was not in the memory set; "yes" ϭ response to test item that was in the memory set; RSI ϭ response-signal interval. a p ϭ .05, which authors described as nonsignificant. b Value shown in Variability in neuropathology among the patients who took part in the AFM studies may have contributed to performance variability that could mitigate against the expression of important interactions. This possibility could be evaluated by partitioning patients on the basis of focal versus diffuse damage and site of focal lesion and comparing the performances of these patient groups. These distinctions might reduce variability and sharpen researchers' understanding of the processing speed consequences of TBI by exposing interactions that may otherwise be concealed.
The inconsistent pattern of interactions across studies may reflect, however, genuine task-dependent differences in the expression of TBI-induced slowing. We cannot be certain. Given that the point of doing additive factor studies with patients with TBI (or any other special population) is to identify differential slowing, it is imperative that statistical power be optimized. In the case of interactions, power is also lost as the degrees of freedom for an interaction are increased (Rosenthal & Rosnow, 1984) . Hence, there is a need to ask tightly focused scientific questions that reduce the levels of factors in an experimental design. Thus, well-conceived, theoretically driven experimental questions should characterize research with TBI. Additive factor reasoning provides a conceptual framework within which to achieve this end.
Isolation of the differential influences of TBI on processing speed has implications for the development of treatment programs. Integral to this endeavor is articulation of the pattern of recovery of the constituents of processing speed over time. An exemplary demonstration of one such effort is found in the work of colleagues (1990, 1994) . This work was cross-sectional in nature. That is, groups of short-and long-term patients were compared with one another and with matched control groups on a particular task at time T. Information may be lost in such a design in that the short-and long-term patients and their controls differ in uncontrolled ways that influence the pattern of results (i.e., there are cohort effects). With respect to research in aging, Nesselroade and Labouvie (1985) argued eloquently against the cross-sectional design and recommended a number of alternative designs, among which is the cross-sequential. In this design, the same patient is tested at times T, T ϩ 1, T ϩ 2 . . . T ϩ N. For instance, within a few weeks of the trauma, patients would complete a battery of tests and would return at regular intervals for some defined period of time to be retested. Under these circumstances the course of recovery could be followed within the individual patient (see van Zomeren & Deelman, 1978 , for an example of the implementation of this design with RT measures). This design may reduce the potentially contaminating effects of comparing the performances of patients who differ widely in the amount of time that has elapsed since the injury was sustained. We return to this issue in our reexamination of the Shum et al. (1990 Shum et al. ( , 1994 work that follows.
The major conclusions drawn by the investigators in each study for the choice RT and memory scanning studies are summarized in Tables 5 and 6 , respectively. These summaries are given in the form of quotes taken from each article. As we have seen, the main effects of the various task manipulations were quite powerful. In particular, patients with TBI were consistently found to be slower than controls in all of the tasks. However, of deeper interest is the extent to which this slowing is produced by differential vulnerability in the various stages of processing and across different tasks or is merely reflective of a generalized slowing that is both stage and task indiscriminant. This body of additive factor studies is certainly suggestive of differential influences, both at the stage and task levels. It is reasonable to speculate from the findings generated in these studies that TBI may induce a particular vulnerability at the response end of processing, given the consistent pattern of Stokx & Gaillard (1986) "In summary, there is no clear evidence that task effects are important with respect to the patients as a group and that particular psychological functions, as manipulated by the task variables, are specifically impaired by the patient's injury . . . . General effects, however, discriminate well between patients and controls. Nearly all patients had general effects of more than two standard deviations above the mean of the control group . . . . What do these results mean with respect to the patients' information-processing abilities? They do not support the notion that the delayed performance of patients as measured in choice reaction tasks can be attributed to a particular stage in the information process, nor do they yield evidence that the delayed reactive capacity of patients with a severe concussion of the brain is associated with all stages of processing" (p. 434). Shum et al. (1990) "The present study has shown that, even after their injuries, the three patient groups still retain the same four stages of information processing as do matched controls . . . that different groups of CHI patients were impaired on different stages of information processing. The SS group was found to be impaired on an early perceptual stage (i.e., identification), on a late processing stage (i.e., response selection), and on a motor stage (i.e., motor execution). The SL group was found to be impaired only on the response selection and response execution stages . . . . It seems that the feature-extraction and motor-adjustment stages are more resilient to the effect of CHI" (pp. 261-262). Schmitter-Edgecombe et al. (1992) "The most important result . . . is that long-term CHI subjects are relatively inefficient as compared to controls in their ability to identify or form a representation of stimuli . . . the results are also suggestive of a slowing in decision-making/response-selection processes following severe CHI" (p. 728). Shum et al. (1994) "The results of the present experiments replicate the findings of Shum et al. (1990) with a letter-rather than a visual-spatial choice reaction-time task . . . . The SS group was impaired on the identification, responseselection, and response-execution stages, whereas the SL group was impaired on the response-selection and the response-execution stages" (p. 554).
Note. CHI ϭ closed head injury; SS ϭ short-term patients with severe traumatic brain injury; SL ϭ long-term patients with severe traumatic brain injury.
response-related factor effects yielded on RT and the persistence across time of this type of factor effect revealed in the studies by Shum et al. (1990 Shum et al. ( , 1994 . It is also apparent from the AFM studies that deficits in some levels of stimulus and response processing may not express themselves until critical levels of processing complexity are attained. In addition, the work of SchmitterEdgecombe et al. (1992) suggests that the slowing induced by making response processing demands more difficult may be increased among patients with TBI, but not among controls, as stimulus processing demands are also made more difficult. If so, this implies that TBI changes the temporal relations between certain stages of stimulus and response processing. However, the conclusions suggested by the AFM studies are tempered somewhat by the methodological considerations we have discussed. Nonetheless, the results from these studies suggest interesting research directions to pursue. To demonstrate this, we now reexamine the conceptually elegant set of experiments by Shum et al. (1990 Shum et al. ( , 1994 .
Shum et al. (1990) and (1994): A Speculative Reexamination
As the reader will recall, Shum et al. (1994) argued that the pattern of results they observed for both the letter and arrow tasks provided strong support for the conclusions (a) that differential slowing occurs at the stimulus identification and response selection, but not the feature extraction and response activation, stages of processing in the early phase of recovery from TBI, but that (b) differential slowing persists later into recovery only for the response selection stage of processing. Table 7 contains a summary of the principal findings of our reexamination of the Shum et al. (1990 Shum et al. ( , 1994 studies. Here, we weave together some speculations that reexamination has generated. These speculations are developed within the broad context of a distinction that is current in the cognitive aging literature. Although not without controversy (e.g., see Laver & Burke, 1993) , Hale, Myerson, and Wagstaff (1987) and Lima, Hale, and Myerson (1991) provided the initial evidence that age induces more dramatic slowing of nonlexical than of lexical information processing and that the regression functions relating the RTs of older adults to those of young adults differ in the two domains, the latter being a linear function and the former being a power function (although the variance explained by a linear function was nearly comparable). This difference is referred to as domain-specific slowing.
A pattern of findings emerged from our reexamination of the data from the studies by Shum et al. (1990 Shum et al. ( , 1994 that is suggestive of kindred domain-specific influences of TBI.
8 (a) The magnitudes of the differences in RT between severe short-term patients and their controls were larger in the arrow than in the letter task, as depicted in Figures 8, A and D, and 9, A and D, but they were smaller between severe long-term patients and their controls, as depicted in Figures 8, B and E, and 9, B and E, for all of the factor effects. (b) As illustrated in Figures 8, C and F, and 9, C and F, the magnitudes of the differences in RT between the two groups of patients were larger in the arrow than in the letter task for all four factors. (c) Inspection of Figure 10A reveals that the increase in RT associated with production of an incompatible response was smaller among controls and long-term patients for arrows than for letters, whereas the costs were comparable among severe shortterm patients for both sets of stimuli. Indeed, the increase in RT associated with an incompatible response was reduced considerably among long-term patients in comparison to short-term patients when the response was made to arrows, but it was only slightly reduced when the response was made to letters.
In addition, there were findings suggestive of unwanted cohort effects that could complicate interpretations of factor effects. First, the RTs of short-term patients were (a) shorter than those of long-term patients when responding to dissimilar stimuli and (b) comparable to those of long-term patients when making compatible responses in the letter task, as can be seen in Figures 9, C and F, respectively. In contrast, short-term patients were always slower than long-term patients in the arrow task. Second, as suggested in Figure 11A , the cost of degradation may be larger among controls 8 Hale and colleagues (1987) restricted the lexical domain to lexical decision making and semantic processing tasks. Tasks that do not involve these types of processing are considered to be nonlexical. However, for purposes of speculation, we included letter processing in the lexical domain and arrow processing in the nonlexical domain. however, that there were not enough subjects in the present study to detect a group difference in memory comparison processes . . . . Alternatively, the memory comparison process may exhibit some resiliency to the effects of severe head trauma" (p. 733). Gron (1996) "1. Concerning the intercept-values patients need more time than normal controls in order to accomplish processes like stimulus encoding, decision making, and the pure motor response . . . . 2. A reduced information-processing speed in the sense of a slowed scanning process can, in addition, be assumed because patients are using a less effective procedure (i.e., a self-terminating one)" (p. 414).
Note. CHI ϭ closed head injury.
for short-term patients than for the short-term patients themselves. Third, evident in Figure 11B is the possibility that controls for long-term patients in the letter task may have had the largest cost in RT associated with variations in foreperiod duration. Fourth, the slowing in RT induced by increasing the difficulty of discriminating the target may be larger among short-than long-term controls for arrows, but not for letters, as suggested in Figure 10B . The potential value of distinguishing domain-specific influences of TBI on information processing is underscored by patterns in the relationships evident between the patient groups on the two tasks that are depicted in Figure 12 . The data presented in Figures 5 and 6 for patients with TBI are replotted in this figure. Note first that (a) the RTs of short-term patients are nearly comparable in the arrow and letter tasks, but that (b) the RTs of long-term patients are appreciably longer to letters than to arrows, yielding (c) a greater RT advantage for long-term over short-term patients in the arrow than the letter task across all four factors (see Figure 12 , A-D). It could be speculated that comparable slowing among the short-term patients in the two tasks suggests that one early, but less enduring, consequence of TBI is to slow RT to a ceiling that is common to processing domains. However, arguing against this speculation is the finding from Experiment 1 of Schmitter-Edgecombe et al. (1992) that the RTs of patients were as long as 1,800 ms in the most difficult condition. If a ceiling effect is not explanatory, the results from Shum et al. (1990 Shum et al. ( , 1994 suggest the existence of a general processing speed advantage in long-term patients in the nonlexical domain that may be smaller or nonexistent in the lexical domain.
Inspection of Figure 12 also reveals factor effects that reinforce the conclusion by Shum et al. (1990 Shum et al. ( , 1994 ) that the long-term differential consequences of TBI on RT are maintained primarily at the response selection stage of processing across both processing domains. However, it is also apparent in Figure 12D that the increase in RT experienced by long-term patients in association with incompatible responses was larger for letters than for arrows. This suggests that response selection processes may be more impaired in the lexical than in the nonlexical domain in the long term. That these differences are not merely general in nature is suggested by the following. First, the increase in RT associated with varying the foreperiod duration was comparable in the two domains for both short-and long-term patients (see Figure 12B) . In other words, response activation may not be slowed differentially in the two processing domains. And, second, as suggested in Figure 12C , the slowing induced in RT by making the target difficult to discriminate was comparable, although different in magnitude, for both arrows and letters among short-term and long-term patients. Here the suggestion is that stimulus identification, although more impaired in the short term than in the long term, is not slowed differentially in the two processing domains.
If, as suggested in this reexamination of absolute RT values, TBI does induce a varied pattern of processing speed deficits that differs across not only time, as concluded by Shum et al. (1990 Shum et al. ( , 1994 , but also across processing domains, as suggested by our reexamination, we would expect this variation to be revealed as well in analyses of the relative rates of slowing. Accordingly, we now turn our attention to analyses directed at that end.
Relative Slowing in the Two Processing Domains
The viability of distinguishing the effects of TBI on various domains of information processing is reinforced by the results Table 7 Reexamination of Shum et al. (1990 Shum et al. ( , 1994 of a series of Brinley analyses on the Shum et al. (1990 Shum et al. ( , 1994 data that are presented in Figures 13, 14 , and 15. In addition, these analyses suggest the value of analyzing both absolute measures, as discussed in the previous section, and relative measures, as is done in this section. The outcome of this comparative process is the identification of interesting dissociations between the absolute and relative amounts of slowing induced in the short and long term by TBI. In Figure 13 the data points for both the 1990 and 1994 studies are displayed within single plots. Figure 13A contains the entire data set. The points in that set are distributed relatively broadly in XY space. Indeed, these points were described by a regression function with a moderately low coefficient of determination, .37; a slope of 0.98; and a positive intercept of 284. This pattern departs significantly from the pattern we saw for the meta-analysis. That this variability is attributable to the short-term patients is supported by separate regression analyses on the data for the two patient populations. Figure 13B contains the data for the short-term patients. Note that the points thus generated were widely distributed and, with a coefficient of determination of .24, did not approximate linearity. In contrast, the data points for the long-term patients were clustered tightly around the best Figure 8 . The group differences in reaction time (RT) for stimulus quality and foreperiod duration in Shum et al.'s (1990 Shum et al.'s ( , 1994 studies. Each point represents the difference score for a factor level. Difference scores for stimulus quality are shown in A-C, and for foreperiod duration in D-F. The labels 90 and 94 designate the 1990 arrow and the 1994 letter study, respectively. Difference scores are shown for each point in the same type style as the label. TBI-SS ϭ short-term patients with severe traumatic brain injury; MC-SS ϭ the matched control group for the TBI-SS group; TBI-SL ϭ long-term patients with severe traumatic brain injury; MC-SL ϭ the matched control group for the TBI-SL group. A: The difference scores for each level of stimulus quality determined by subtracting the MC-SS mean RT from the TBI-SS mean RT. B: The difference scores for each level of stimulus quality determined by subtracting the MC-SL mean RT from the TBI-SL mean RT. C: The difference scores for each level of stimulus quality determined by subtracting the TBI-SL mean RT from the TBI-SS mean RT. D-F: The same set of difference scores determined for each level of foreperiod duration.
fitting straight line: The coefficient of determination was .94, indicating a strong linear function. Moreover, this function bore a close resemblance to the function revealed in the metaanalysis: A slope of 1.34 and an intercept of Ϫ79.
If we look next to the data presented in Figure 14 , the source of the variation among short-term patients is suggested: large relative differences in performance on the arrow and letter tasks. Figure  14A shows the spread of points for both groups of patients in Shum et al.'s 1990 arrow tasks (i.e., the entire set of data for that study). The regression analysis yielded a function with a moderately low coefficient of determination, .33, indicating that it is not linear; a slope of 2.44; and an intercept of Ϫ525. Visual inspection of these point suggests the existence of two subsets of data points, one above and one below the regression line. Separation of the data set into short-and long-term patients corroborated this inference. Figure 14B shows the spread of points for the short-term patients. The function describing these points is linear (r 2 ϭ .94), with a slope of 3.13 and an intercept of Ϫ740. The function describing the points in XY space for the long-term patients differed from that for the short-term patients, as shown in Figure 14C . Again, the Figure 9 . Group differences in reaction time (RT) for signal discriminability and stimulus-response (S-R) compatibility in Shum et al.'s (1990 Shum et al.'s ( , 1994 studies. Each point represents the difference score for a factor level. Difference scores for signal discriminability are shown in A-C, and for S-R compatibility in D-F. The labels 90 and 94 designate the 1990 arrow and the 1994 letter study, respectively. Difference scores are shown for each point in the same type style as the label. TBI-SS ϭ short-term patients with severe traumatic brain injury; MC-SS ϭ the matched control group for the TBI-SS group; TBI-SL ϭ long-term patients with severe traumatic brain injury; MC-SL ϭ the matched control group for the TBI-SL group; Cp ϭ compatible response; Ip ϭ incompatible response. A: The difference scores for each level of signal discriminability determined by subtracting the MC-SS mean RT from the TBI-SS mean RT. B: The difference scores for each level of signal discriminability determined by subtracting the MC-SL mean RT from the TBI-SL mean RT. C: The difference scores for each level of signal discriminability determined by subtracting the TBI-SL mean RT from the TBI-SS mean RT. D-F: The same set of difference scores determined for each level of S-R compatibility. function was linear (r 2 ϭ .87), but its slope was less steep, 1.89, and its intercept was less negative, Ϫ391.
That the influence of TBI on letter processing differs from that on arrow processing is suggested again in the regression analyses shown in the bottom three panels of the figure, which present the data for Shum et al.'s 1994 study. Figure 14D shows the spread of points for all of the data in that study. Note that there are no visually identifiable subsets of points, as there were for Shum et al.'s 1990 arrow study. Rather, visual examination suggests that there is moderate variability in the distribution of points. This variability is revealed in the coefficient of determination, .70. Note as well that the slope and intercept of this function were reduced in comparison to those of the 1990 study (slope ϭ 2.44, intercept ϭ Ϫ525 vs. slope ϭ 1.54, intercept ϭ Ϫ206). Indeed, these parameters of the function for the 1994 study resemble those for the meta-analysis. Separation of the short-and long-term patients once again exposed differences between them, but these differences were not as striking as for the arrow task. Figure 14E shows the points in XY space for the short-term patients. They were described by a moderately linear function (r 2 ϭ .79) with a slope of 1.88 and an intercept of Ϫ415. The function describing the spread of points for the long-term patients is shown in Figure 14F . Apparent from visual inspection of these points and those of the short-term patients is that the variability is reduced among the long-term patients. This is supported by the coefficient of determination, .92. In addition, the slope of the function was reduced (slope ϭ 1.60), and the intercept was less negative (intercept ϭ Ϫ310).
The suggestion from the differences observed in the analyses for both Shum et al.'s 1990 and studies is that short-term patients experienced relatively greater slowing than did long-term patients when processing either lexical or nonlexical information, but the magnitude of the slowing was greater for nonlexical information. Figure 15 depicts these differences graphically in the form of regression analyses for the two studies in which the RTs of short-term patients were regressed on those of long-term patients. Note that the slope of the function for the arrow task is larger than that for the letter task (1.93 vs. 1.38). This pattern accords nicely with the entire set of regression analyses, which also suggests that the relative slowing induced by TBI is larger for the processing of nonlexical than of lexical information in both the short term and the long term. However, the reexamination of the absolute RT data presented in the previous section indicates that, in the long term, lexical processing may be more difficult for the TBI patient even though the costs of this processing are relatively less than those in the nonlexical domain. This inference is buttressed by the larger variability evident for letter than for arrow processing in the short term (see Figure 14 , B and E, and Figure 15 ) but not in the long term (see Figure 14 , C and F, and Figure 15 ), which is suggestive of greater difficulty in letter processing. Figure 10 . Comparison of the effect sizes produced by variations in stimulus-response compatibility and signal discriminability for the short-and long-term patients with severe traumatic brain injury in the Shum et al. (1990, arrow; 1994, letter) studies. A: The increase in reaction time (RT) for each patient group produced by executing an incompatible response. B: The increase in RT for each patient group produced by presenting similar target and nontarget stimuli. Posttrauma duration designates the short-or long-term patient groups. The values for each point are shown for each group in the same type style as the group label. TBI94 ϭ the patients with brain injury in the 1994 study; TBI90 ϭ the patients with brain injury in the 1990 study; MC94 ϭ the matched controls for the 1994 study; MC90 ϭ the matched controls for the 1990 study.
In summary, there is a reasonably strong suggestion in the reexamination of the Shum et al. (1990 Shum et al. ( , 1994 data that there may be important differences in the effects of severe TBI, both in the short term and the long term, on processing in different broad cognitive domains, lexical and nonlexical. The potential importance of this distinction was reinforced in the Brinley analyses on the Shum et al. (1990 Shum et al. ( , 1994 data. It must be remembered, however, that this speculation is based on a reexamination of results from only two experimental tasks that were cross-sectional in design and, as a result, may have produced unwanted cohort effects, among both subjects with TBI and controls, that could alter factor effects. With that admonition in mind, we turn to a review of ERP studies of TBI and follow that discussion with a presentation of some RT-ERP studies of cognitive aging that may inform the discussion concerning TBI.
Information-Processing Deficits Induced by TBI:
Revelations From Analyses of ERP Activity
The studies that have been done using ERPs to evaluate the effects of TBI on information processing are methodologically and conceptually diverse. Moreover, they have been largely atheoretical in nature; that is, experimental designs were developed less on the basis of a well-conceived conceptualization of the cognitive deficits induced by TBI and more on the basis of the information that could be provided by particular tasks known to influence the properties of certain ERP components and, as a result, thought to expose the functional properties of these components. Hence, this research has not yielded a coherent set of findings that lends itself to ready interpretation. Moreover, to our knowledge, there are no published additive factor studies of TBI-induced alterations of information-processing speed using RT and ERP component latencies in combination. Given this state of affairs, we simply provide a brief overview of the extant literature, attempt to impose some conceptual coherence on it, and refer the reader to the review by Campbell and DeLugt (1995) . Following this overview, we describe work we have done in collaboration with M. W. van der Molen and others on the decline of cognitive processing speed among older individuals that illustrates an approach that could be taken to study the influence of TBI on information-processing speed. We begin with the influence of TBI on response system activation.
TBI-Induced Changes in Response System Activation Revealed by the CNV
Response system activation processes are typically evaluated in warned RT tasks in which the subject is presented with a warning stimulus of some type (e.g., a tone) that signals the impending arrival of an imperative stimulus (e.g., a second tone, a letter) that calls for a particular decision, expressed overtly (e.g., by pressing a button) or covertly (e.g., by withholding a response). Recall that Figure 11 . Comparison of the effect sizes produced by variations in stimulus quality and foreperiod duration for the short-and long-term patients with severe traumatic brain injury in Shum et al.'s (1990, arrow; 1994, letter) studies. A: The increase in reaction time (RT) for each patient group produced by degrading the stimulus display. B: The increase in RT for each patient group produced by variations in the duration of the foreperiod. Posttrauma duration designates the short-or long-term patient groups. The values for each point are shown for each group in the same type style as the group label. TBI94 ϭ the patients with traumatic brain injury in the 1994 study; TBI90 ϭ the patients with traumatic brain injury in the 1990 study; MC94 ϭ the matched controls for the 1994 study; MC90 ϭ the matched controls for the 1990 study. Figure 12 . Comparison of the reaction times (RTs) from Shum et al.'s (1990 Shum et al.'s ( , 1994 studies for the severe short-term (1990, SS90; 1994, SS94) and severe long-term (1990, SL90; during the time between the onsets of the warning (also referred to as S1) and the imperative (also referred to as S2) stimuli, called the foreperiod, the CNV is elicited. Its appearance is thought to reflect the engagement of processes associated with processing the warning stimulus, the associated response system activation elicited by that stimulus, and the gradual increase in this activation as the onset of the imperative stimulus is anticipated. The initial portion of the CNV, elicited by S1, includes a sequence of negative and positive components 9 preceding the appearance of a negativegoing deflection in the signal, the early CNV, that is typically largest at frontal electrode sites in nonclinical populations. The early CNV is followed by a sustained, ramplike negativity that achieves maximum amplitude at about the time S2 arrives, the last 200 or 300 ms of which constitute the late CNV. This portion of the CNV is largest at central electrode sites in nonclinical populations (see Figure 1F and a classic review by Tecce, 1972) .
A small number of studies have assessed the influence of TBI on response system activation using the CNV as the index of this activation (Cremona-Meteyard & Geffen, 1994; McCallum & Cummins, 1973; Rizzo et al., 1978; Rugg et al., 1989; Segalowitz et al., 1997; Segalowitz, Unsal, & Dywan, 1992) . As is apparent from Table 8 , 10 these studies have used a variety of warned RT tasks and, perhaps as a result, have reported diverse effects of TBI on the CNV, thereby rendering strong inferences about TBIinduced deficits in response system activation difficult to draw.
With that caveat in mind, we draw some tentative inferences. First, it appears as if the level of response system activation in anticipation of a forthcoming imperative stimulus may be reduced by brain injury when that stimulus designates whether or not a response should be emitted and the warning stimulus simply serves an alerting function (i.e., there is no response-relevant information in S1; Rizzo et al., 1978) . However, when the warning stimulus provides response-relevant information, there may be no reduction in response system activation following TBI (Cremona-Meteyard & Geffen, 1994; Rugg et al., 1989) . Second, response system activation may be sustained inappropriately among patients with TBI when the warning stimulus indicates either that no overt response is to be made to the forthcoming imperative stimulus (Cremona-Meteyard & Geffen, 1994; Rugg et al., 1989) or that a particular response to an imperative stimulus should be prepared selectively over alternative responses (Cremona-Meteyard & Geffen, 1994) . Third, response system activation may be compromised among patients with TBI under certain conditions despite the fact that they seem quite capable of distinguishing the informational content of the warning stimulus when necessary (as revealed in the properties of the N1 and P2 in the evoked response to S1; Cremona-Meteyard & Geffen, 1994; Rugg et al., 1989) . Fourth, patients with TBI, although capable of distinguishing the informational content of a warning stimulus, may attach more salience to the signal than do controls (Rugg et al., 1989) and, in so doing, sustain response system activation such that it slows differential response preparation (Cremona-Meteyard & Geffen, 1994; Rugg et al., 1989) . Fifth, the amount of response system activation in the foreperiod may be unrelated to the speed of responding to an imperative stimulus among patients with TBI, but not controls, when the warning stimulus has simple informational value (respond or not, Rugg et al., 1989; respond always, Segalowitz et al., 1992) . However, when more specific informational value is provided in the warning stimulus (directional cues), the speed of responding may then be associated with response system activation among both controls and patients with TBI (CremonaMeteyard & Geffen, 1994) . Sixth, the deficits in patients with TBI evident in the CNV during the foreperiod of a warned RT task may reflect a disruption in their ability to monitor and evaluate the significance of a stimulus and then use that information to activate the response system accordingly, a disruption that may be the 9 Recall from the tutorial on ERPs that components can be identified either on the basis of their electrical polarity and the time in milliseconds at which their peak amplitude is attained (e.g., N200, P300) or their electrical polarity and their ordinal position in the sequence of components (e.g., N2, P3). Our preference is to use the former nomenclature. However, in CNV studies the predilection has been to use the latter nomenclature.
10 Interesting early work was done by Curry (1980) . However, his report did not include statistical analyses. Because of this, we chose not to include his findings in the review. For the interested reader, however, we summarize his work here. Patients with TBI were tested in four tasks soon after the posttraumatic amnesia period had terminated: auditory oddball (oddball tasks are discussed later in the article), visual target detection, and two warned RT tasks. The amplitudes of the components elicited in the former two tasks (N100, P200, P300) were greatly reduced among patients with TBI. In one of the warned RT tasks, S1 signaled either that a response be made or that it be withheld to S2; in the other, subjects indicated whether S2 did or did not match S1 by pressing the appropriate response button. In the former task, the early and late CNVs of controls were reduced when S1 indicated a response should be withheld to S2 as compared with when S1 indicated that a response should be made. In contrast, the information conveyed in S1 did not influence the amplitude of the CNV in patients with TBI; the S1 signaling a response to the forthcoming stimulus evoked a prominent early and late CNV as did the S1 signaling a response be withheld. The CNVs elicited in the second warned RT task were reduced considerably in amplitude in patients with TBI. Both of these effects of TBI on the CNV have been reported in the studies reviewed in this section. Shum et al.'s (1990 Shum et al.'s ( , 1994 studies in which the reaction times (RTs) of the patients with traumatic brain injury (TBI) were regressed on those of their matched controls. A: The points in XY space for both short-and long-term patients with severe TBI in the 1990 study. B: Distribution of points generated by regressing the RTs of short-term patients with severe TBI (TBI-SS) on those of their matched controls in the 1990 study. C: Spread of points produced by regressing the RTs of long-term patients with severe TBI (TBI-SL) on those of their matched controls in the 1990 study. D: The points in XY space for both severe short-and long-term patients with TBI in the 1994 study. E: Distribution of points generated by regressing the RTs of the TBI-SS group on those of their matched controls in the 1994 study. F: Spread of points produced by regressing the RTs of the TBI-SL group on those of their matched controls in the 1994 study. RTs for the controls and patients with TBI are shown on the x-axis and y-axis, respectively. The coefficient of determination, the slope of the regression line (s), and the intercept of the regression line (i) are shown in the lower right portion of each plot.
Figure 14 (opposite). Brinley analyses done separately on
result of damage to the frontal lobes (Segalowitz et al., 1992 ; for a related interpretation, see Deacon & Campbell, 1991a , 1991b .
It should be noted that in all of the aforementioned studies, patients with TBI had longer RTs to the imperative stimulus than did controls. In nonclinical subjects, as suggested in the fifth point above, the amplitude of the late CNV is typically correlated with RT: The larger the amplitude of the late CNV, the shorter the RT. This correlation is thought to reflect heightened activation of the response system which, in turn, quickens the response to the imperative stimulus (Rohrbaugh, 1984) . The relationship between CNV amplitude and RT has been observed to vary among patients with TBI, however. Rugg et al. (1989) and Segalowitz et al. (1992) reported the correlation among controls but not among patients, whereas Cremona-Meteyard & Geffen (1994) reported significant correlations among both controls and patients. The absence of a correlation in the Rugg et al. (1989) and Segalowitz et al. (1992) studies suggests that the slower RTs among patients with TBI under circumstances in which somewhat general response-relevant information (respond or not; respond always) is given by the warning stimulus represent a disruption in communication from the stimulus system, as it processes the stimulus and transmits the results of that processing, to the response system so that the appropriate response can be prepared, selected, and executed. However, the presence of a significant correlation in the CremonaMeteyard and Geffen study suggests that communication between the stimulus and respond systems may be reestablished to varying degrees in patients with TBI by the provision of more specific response-relevant information in the warning stimulus (the direction of the response).
Processing and Responding to the Imperative Stimulus
The CNV studies, although methodologically diverse, suggest the possibility of deficits among patients with TBI under certain circumstances in (a) response activation processes that may be secondary to damage to frontal cortex (or to deficient information being conveyed to the frontal lobes from other damaged cortical areas) and in (b) the transmission of information between the stimulus and response processing systems. Like these studies, those looking at deficits in processing and responding to an imperative stimulus are few in number, are methodologically diverse, and have not yielded results that lend themselves to ready interpretation (see Table 9 ). Recall that presentation of an imperative stimulus elicits a series of components in the ERP that are thought to represent the engagement of different elements of stimulus and response processing prior to the response output decision's being made (see Figure 1, A-E). If TBI induces a generalized slowing of information processing, we would expect the latencies of every component to be prolonged. However, if differential slowing is induced, we would expect the latencies of some components to be slowed, whereas those of other components would remain unchanged.
Processing of an imperative stimulus has been studied most often in patients with TBI using what is known as the oddball task (reviewed in Donchin, 1981) . In the prototypical oddball task, the subject is presented with a randomly mixed series of two different stimuli, one of which is designated as the "target" and the other of which is designated as the "nontarget," and is obliged to make some type of response to the target stimulus and to refrain from responding to the nontarget. The response can be covert (e.g., keep a running mental count of the occurrences of the target) or overt (e.g., press a button when the target is presented). This task is called the oddball because the stimulus designated as the target occurs on a small proportion of the trials (e.g., 20%); hence, it is the oddball. A distinct P300 that is typically largest over the midline parietal scalp site Pz is elicited by the target but not by the nontarget, whether the target is counted mentally or signals an overt response, whereas both types of stimuli elicit other earlier Figure 15 . Brinley analyses for Shum et al.'s (1990, left; 1994, right) studies in which the reaction times (RTs) of short-term patients with severe traumatic brain injury (TBI-SS) are regressed on those of the long-term patients with severe traumatic brain injury (TBI-SL). RTs for the patients with TBI-SL and TBI-SS are shown on the x-axis and y-axis, respectively. The coefficient of determination, the slope of the regression line (s), and the intercept of the regression line (i) are shown in the lower right portion of each panel.
components (e.g., N100, P200, N200). Here the reader who is unfamiliar with the P300 literature should note that (a) this component is elicited by stimuli that are most relevant to successful performance of a task and (b) the amplitude of this component varies inversely with the probability of those stimuli (i.e., the lower the probability, the larger the amplitude). When the target (i.e., task-relevant) and nontarget stimuli occur with equiprobability (i.e., .50), a P300 is elicited by both stimuli; however, the amplitude of the P300 is larger to the target than to the nontarget. This amplitude difference is thought to reflect the enhanced significance of the target vis-à-vis the nontarget for successful performance of the task. In those tasks in which all of the stimuli have target value and are presented with equal probabilities (e.g., left button press to the word LEFT and right button press to the word RIGHT; the task devised by McCarthy and Donchin, 1981, discussed below) , the amplitudes of the P300s elicited by each stimulus will be comparable (for penetrating discussions of processing inferences on P300, see Johnson, 1986; Verleger, 1997) .
One constant across all of the oddball studies in which overt manual responses have been required is the finding that patients with TBI have longer RTs than do controls as is the case for the CNV studies. The results are a bit more varied for P300 latency. With three exceptions (Baguley et al., 1997; Clark, O'Hanlon, Wright, & Geffen, 1992; Rugg et al., 1988) , P300 latency has been reported to be longer in patients with TBI than in controls (Campbell, Houle, Lorrain, Deacon-Elliott, & Proulx, 1986; Deacon & Campbell, 1991a , 1991b Olbrich, Nau, Lodemann, Zerbin, & Schmit-Neuerberg, 1986; Papanicolaou et al., 1984; Segalowitz et al., 1997; Squires, Chippendale, Wrege, Goodin, & Starr, 1980; Unsal & Segalowitz, 1995) . In two of these studies (Baguley et al., 1997; Rugg et al., 1988) , however, P300 latency was longer in patients than in controls but the difference was not statistically significant. In those studies in which the influence of TBI on the latencies of earlier components has been assessed, the evidence suggests that the latencies of the N100 (Baguley et al., 1997; Olbrich et al., 1986; Papanicolaou et al., 1984; Rugg et al., 1988) and P200 Olbrich et al., 1986; Papanicolaou et al., 1984) are unaffected. However, the latency of the N200 may be prolonged (Rugg et al., 1988) , particularly if the patient has a history of alcohol abuse prior to the injury (Baguley et al., 1997) .
It is worth noting here that the latency of the P300 (Keren, Ben-Dror, Stern, Goldberg, & Groswasser, 1998; Olbrich et al., 1986) and of the N200 (Keren et al., 1998) have been observed to reduce within several months of the brain injury. Olbrich et al. (1986) reported that within 6 to 35 days of suffering a severe brain trauma patients had prolonged P300s compared with controls, despite having scores within normal ranges on a number of neuropsychological tests, and that within some 4.5 months of the injury P300 latency had decreased significantly, although not to control levels. Similarly, Keren et al. reported that the latencies of both the N200 and P300 recorded 2 months after a severe brain injury were reduced in recordings taken 3.5 months later and that the difference in P300 latency found 2 months after the injury between patients with severe head injuries and those with less severe head injuries (the former being longer than the latter) had diminished by 5.5 months.
11 Unfortunately, the AFM or some similar parametric method was not used in any of these studies. As a result, strong inferences cannot be drawn about the selective influence of TBI on processing speed or about any pattern of recovery that might have occurred. Despite this, the study by deserves special note. They used a disjunctive variant of the auditory oddball task developed by Pfefferbaum, Ford, Wenegrat, Roth, and Kopell (1984) in which subjects pressed a 11 One report suggests that variations in P300 latency may provide a sensitive index of recovery of function from mild head trauma: Within 2 days of suffering mild head trauma P300 latency was prolonged by at least 2 standard deviations of the mean for controls but returned to normal limits within 10 days posttrauma (Onofrij et al., 1991) . Note. P/T sessions ϭ number of practice/test sessions; PT/c ϭ practice trials per cell; ET/c ϭ experimental trials per cell; TBI ϭ patients with traumatic brain injury; DRT ϭ disjunctive reaction time task; S1 ϭ Stimulus 1 (warning stimulus); S2 ϭ Stimulus 2 (imperative stimulus); BP ϭ button press; ns ϭ not specified in article; C ϭ controls; MC ϭ matched controls; SRT ϭ simple reaction time task; CO ϭ covert orienting. a Mean age is shown with the range given in parentheses below. b Mean time postinjury given with the range shown in parentheses below; a greater than sign indicates that the minimum time postinjury was given with no mean specified.
c 250-Hz tone indicated that a response should be made to S2; 500-Hz that no response should be made.
d Fifteen of the 20 subjects were classified as moderately to severely injured. e Median age. f Median years postinjury. g Mean calculated from Table 1 , with one outlying subject excluded (postinjury 384 months).
h Eighty percent of arrow cues (S1) were valid indications of the lateral placement of the target (S2); I indicates a vertical straight line. button to presentations of one low-probability stimulus while withholding responses to a second low-probability stimulus (of equal probability to the first stimulus) and a third, high-probability, stimulus. Clark et al. found no difference in target detection accuracy between patients and controls, even though patients with TBI had longer RTs. However, despite this slowing in RT, no differences were found between patients and controls in the latency of any ERP component. The authors concluded that the overall pattern of results suggests "a general slowing of information processing following CHI" (p. 516). Given the absence, however, of any effects of TBI on component latency, the argument can be advanced that the presence of an increase in RT in the absence of any change in component latency suggests that the slowing induced by TBI may be expressed, at least on this task, near the response end of processing. did find a reduction in P200 amplitude among patients with TBI suggestive of information-processing deficits related to the quality, not the speed of processing, around 200 ms poststimulus. Little was, and is, known about the functional significance of this component. However, one possible interpretation of the effect of TBI on P200 amplitude was suggested to the authors by findings from Lindholm and Koriati (1985) , who responded that P200 amplitude decreased as the difficulty in making an auditory discrimination increased. Hence, as Clark et al. reasoned, reductions in P200 amplitude may reflect difficulties in early stimulus discrimination. If so, additional evidence adduced by Clark et al. of a decrease in the amplitude and variation in the scalp topography of the N200 12 among patients, and the presence of a positive correlation between the latencies of the N200 and the P300 and of RT among controls but not patients, suggests, as do the results of the CNV and AFM studies, "a dissociation between the evaluation of and response to stimulus information after CHI" (p. 518). This point is raised again in our discussion of age-related cognitive slowing.
Thus, the study by provides evidence of processing impairments in patients with TBI that begin to express themselves about 200 ms poststimulus. However, these impairments may not result in slower processing (e.g., they may influence the quality of processing, not the rate of processing) until some point shortly before the response decision is made. Slowing this late into information processing may be an expression of a disruption in the normal transfer of information between various stimulus and response stages of processing, as reflected in the absence of systematic relationships among patients between the latencies of the N200 and P300 components and RT.
Evidence for the presence of early processing deficits among patients with TBI in the presence of prolonged response latencies was also provided in two experiments of visual selective attention by Heinze et al. (1992) . In one, subjects pressed a button in response to a stimulus array containing several identical triangles and a target triangle that differed from the others by either the presence or absence of an additional horizontal line, but they withheld a response to an array containing several identical triangles but no target triangle. In the other, subjects pressed a button in response to an array containing several filled vertical bars and one unfilled horizontal bar, but they refrained from responding to an array containing several filled vertical bars and one unfilled vertical bar.
Patients took longer than controls to discriminate the target array and were less accurate (accuracy levels of 29% for patients in the feature-absent condition in the first experiment rendered the findings for that condition uninterpretable). However, slower discrimination rates among patients were evident only at the level of the P300 and RT; the latencies of the P100, N100, P200, and N200 were comparable in patients and controls. Of fundamental importance, however, as argued by Heinze et al. (1992) , was their finding that reductions in the amplitudes of the earliest component, the P100, and of the latest component, the P300, were smaller among patients with TBI than were reductions in the amplitudes of two intermediate components, the N100 and N200. They interpreted this pattern as suggestive of a disruption in the early discrimination of relevant stimulus features among patients with TBI.
13 This, together with their finding of a prolonged P300, suggests an early stimulus discrimination deficit may lead to later delays in stimulus identification. It is also worthy of note that the prolonged RTs of patients with TBI again point suggestively to slowing near the response output end of processing. Finding a latency difference in P300 between patients and controls where found none may reflect differences in processing demands; the task used by Heinze et al. (1992) is considerably more difficult than the task used by Clark et al.
In discussing their results, Heinze et al. (1992) made the following important point: [Our] conclusions are based on the assumption that ERPs in headinjured patients reflect cognitive processes in the same way they do in normal subjects. However, one could argue that CHI causes diffuse damage to the brain tissue thereby changing the physical conditions of ERP generation. Accordingly, ERP waveforms after head injury might not adequately index information-processing deficits. However, the fact that intermediate ERP components are particularly impaired while the earliest and latest components are less affected provides evidence that there is not a diffuse reduction of ERPs, but rather effects of CHI on distinct stages of processing. (p. 510) If diffuse brain injury induced diffuse changes in the generation of ERP components, then we would expect this to be reflected across 12 Note, however, that an enhanced, not a reduced, N200 amplitude was found by Rugg et al. (1988) , which they interpreted as reflective of an increase in cognitive effort by patients with TBI to process even simple stimulus information. The reduction in amplitude found by may reflect differences in the difficulty of the tasks used by the two groups. Rugg et al. (1988) tested subjects in an auditory oddball task that required them to keep a running mental count of the occurrences of the target stimulus. This may impose an additional load on working memory, as suggested by Clark et al., that is expressed at the level of the N200. Whatever the persistent abnormality in processing revealed by N200 amplitude, it is not, according to the reasoning of Clark et al., secondary to difficulties in discriminating relevant from irrelevant information: The reduced N200 was apparent to both rare targets and frequent nontargets. 13 As discussed in Footnote 12, Rugg et al. (1988) reported that the N200 had a larger amplitude in patients with TBI than in controls and suggested patients with TBI exert more cognitive effort than controls doing even simple tasks. The reduction in N200 amplitude reported by Heinze et al. (1992) supports the conclusion that patients with TBI suffer deficits in elementary feature discrimination. Differences in task demands may explain why Rugg et al. (1988) found an increase and Heinze et al. found a decrease, as was argued for the disparity between Rugg et al. (1988) and , although Heinze et al. suggested that differences in stimulus modality (auditory vs. visual) or in the two patient populations may explain the different results.
components. That such a change was not apparent reveals the differential sensitivity of ERP components to brain trauma as well as the differential influence of TBI on information processing. Findings from the other studies already discussed point to this same conclusion.
The Effects of Cues on Stimulus and Response Processing
In the Cremona-Meteyard and Geffen (1994) study discussed earlier, patients with TBI and controls performed a variant of Posner's (1980) covert orienting task. A cue was presented at fixation that provided either valid, invalid, or neutral information concerning the forthcoming location of a target stimulus, the appearance of which signaled a rapid button press. RTs have been observed by Posner and others to be consistently faster for valid than for neutral or invalid directional cues and slower for invalid than for neutral or valid cues. These speed differences are thought to reflect the covert shifting of attention in the direction indicated by the cue as the subject anticipates presentation of the imperative stimulus. Engagement of these covert processes is hypothesized to facilitate response speed when the cue provides valid directional information and to prolong response latencies when it does not.
Presentation of the target stimulus elicited a prominent P300 for both patients and controls in all conditions, with latencies that did not differ between groups or cues and were not associated with the duration of posttraumatic amnesia, a measure of the severity of the brain injury. Moreover, injury severity did not produce differences in the amplitude, latency, or scalp distribution of any other ERP component Cremona-Meteyard and Geffen (1994) measured. However, the longer the time since the injury, the shorter the latency of the posttarget frontal P300. Unlike the aforementioned relationship they found between CNV amplitude and RT (CNV amplitude larger, RT shorter for directional and neutral cues in both groups), P300 latency and RT were not correlated. This is not surprising, as argued by the authors, because their subjects were pressed for speed and under these circumstances the correlation between P300 latency and RT dissipates (e.g., Kutas et al., 1977) .
The authors reasoned that their failure to find group differences in the amplitude and latency of the posttarget P300 suggests that the aspects of stimulus processing manifested by this component are intact among patients with TBI. They did find, however, that the magnitude of the reduction in RT associated with a valid directional cue was larger in controls than in patients, a difference that they suggested may be associated with impaired early processing of the directional cue. However, it may also be related to deficits in response-related processes following brain injury that (a) reflect specific deficits at this level of poststimulus processing and/or (b) co-occur with deficits in the transmission of directional information provided by the cue from the stimulus to the response system.
The Influence of Feedback on Processing Speed
If directional cues preceding the onset of an imperative stimulus do not produce a decrease in RT that is comparable among controls and patients with TBI, it is conceivable that the provision of performance feedback or the imposition of response time limits may not yield comparable changes in processing speed among the two groups as well. From the work of Campbell (1991a, 1991b) , using a choice RT variant of the auditory oddball task (left button press to the target tone, right button press to the nontarget tone), it appears, however, that although patients with TBI have longer RTs and P300 latencies than and are as accurate as (Deacon & Campbell, 1991b) or less accurate than (Deacon & Campbell, 1991a ) controls, they respond to feedback in qualitatively (i.e., variations in accuracy) and quantitatively (i.e., variations in RT) similar ways to controls, at least when stimulus and response processing demands are reasonably uncomplicated. Thus, under these circumstances, feedback that encourages speed or narrow time windows that demand speed induce comparable decreases in RT and in accuracy among patients and controls but have no effect on P300 latency. Deacon and Campbell (1991a) reasoned that comparable influences of feedback and time constraints on processing speed among patients with TBI and controls suggest that processing strategies may be altered among these patients such that they favor accuracy over speed in their responding unless they are explicitly influenced to do otherwise. This suggests that strategic changes in cognitive processing speed represent an accommodation to the brain injury which, in turn, suggests that an important experimental objective is to determine the relative contributions of basic changes in neural hardware and in processing strategies that produce slower response speeds among patients. It is well-known that RT is very sensitive to changes in the relative importance an individual is instructed to attach to responding quickly or accurately to a stimulus (the aforementioned, well-known speed-accuracy trade-off, a classic description of which is found in Wickelgren, 1977) . Unlike RT, P300 latency does not change with variations in speed-accuracy emphasis (for two early examples of this, see Kutas et al., 1977; Pfefferbaum, Ford, Johnson, Wenegrat, & Kopell, 1983) . Campbell's (1991a, 1991b) revelation of the same dissociation among patients with TBI and controls in a relatively undemanding auditory oddball task provides a starting point from which to explore the influence of combined variations in processing complexity and in externally imposed speed-accuracy demands on the ability of patients with TBI to alter their processing strategies. Moreover, the combined influence of variations in processing complexity and processing speed demands on the latencies of other ERP components as well as on P300 latency and RT should be assessed. Under these experimental conditions, both associations and dissociations of factor effects on ERP component latencies and RT would be sought. Campbell (1991a, 1991b) reasoned further that the pattern of results they observed suggests that the internal monitoring system of patients with TBI may be compromised and, as a result, may require external monitoring cues to influence immediate performance (in this case, to maximize speed). They speculated that the effect of external cues on overt performance may be mediated through activation of the frontal lobes, which are thought to be responsible for internally monitoring such performance. This type of need, if it exists, may be related to the CNV findings discussed earlier that suggest the possibility that patients with TBI require more specific response-relevant information in preparatory cues than do controls in order to activate their response systems optimally. Insights into this set of relations can be provided by assessing directly the influence of TBI on the internal system that is responsible for monitoring overt performance by detecting and correcting errors. The extent to which TBI alters the internal monitoring system can be explored by evaluating its influence on the properties of a component called the error-related negativity (ERN; e.g., Gehring, Goss, Coles, Meyer, & Donchin, 1993) . This work suggests that changes in the amplitude of the ERN may provide a very sensitive index of processes associated with the internal monitoring of performance speed and accuracy and the associated compensatory actions taken when errors are recognized. The degree to which TBI alters an individual's sensitivity to performance errors and ability to compensate for these errors can be studied to advantage using alterations in the properties of the ERN as an index. In so doing, deficits in the internal monitoring system of patients with TBI may be more finely articulated.
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Summary
The pattern of results generated from the analyses of ERP component activity following presentation of an imperative stimulus, although derived from studies that vary widely in the nature of the patient populations under study and in the experimental procedures used, points to qualitative changes in information processing among patients with TBI that are most evident from about 200 to 300 ms following presentation of the imperative stimulus. These changes may reflect deficits in the early stages of stimulus processing. In addition, later stages of stimulus processing may also be compromised, particularly when processing demands are increased. Evident in all of the studies in which response latencies were measured is prolongation of RT. This constant suggests that there is a disruption in communication between the stimulus and response processing systems, irrespective of the quality of the stimulus information being passed to the response processing system. Thus, as suggested in the work of colleagues (1990, 1994) and the meta-analysis presented earlier, certain aspects of stimulus processing may be slowed by severe head injuries but the most consistent and dramatic slowing may occur at the response end of processing (for related discussions, see Nativ, 1991; Nativ, Lazarus, Nativ, & Joseph, 1994 ). This conclusion is buttressed by results from the CNV studies that imply the existence of disruptions in communication between the stimulus and response processing systems following TBI. However, the extent to which slowing at the response end represents (a) changes in the strategic processing of patients with TBI in the response to the brain injury, as suggested in the work of Campbell (1991a, 1991b) ; (b) basic neural deficits in the transmission of information between the stimulus and response processing systems in the compromised brain; or (c) some combination of these two factors remains to be determined. In this regard, it is useful to recall the views of Henry Head (1920) and Kurt Goldstein (1942) , both of whom considered the injured brain to be reorganized such that it constituted a new system, different from the intact brain, that had to establish new processing strategies to accommodate to its changed state as it struggled to confront the demands of the external world. Thus, slowing of response speed among patients with TBI may have more to do with differences in processing strategy, secondary either to compromised frontal lobe functions or to the transmission of compromised information to the frontal lobes from damaged structures in other brain areas, than to some fundamental deficit in the neurocircuitry mediating communication between the stimulus and response processing systems. The relative contributions of variations in processing strategies and fundamental deficits in communication between the stimulus and response processing systems to the slowing evident among patients with TBI as processing demands increase should be explored.
Chronopsychophysiological Analysis of Cognitive Aging
Revisited: Recommendations by Way of Example It is evident from this review that studies of the effects of TBI on cognitive processing speed are in their infancy. With few exceptions, the research has not been developed within solid conceptual frameworks. In this section, we describe a chronopsychophysiological study using the AFM that we and our colleagues have conducted to assess age-related changes in mental chronometry that could be used to contribute to unveiling the influences of TBI on the structure and timing of mental processing.
In this study, summarized in Bashore et al. (1997 Bashore et al. ( , 1998 , the hypothesis that the most dramatic slowing induced by advancing age is at the response end of processing was tested using a variant of the McCarthy and Donchin (1981) task. Young and older men were presented with the word LEFT or RIGHT in a 4 row by 6 column matrix surrounded by number signs (#) or by letters chosen randomly from either the set A-G or from the entire alphabet. They responded either in the direction indicated by the word (i.e., a compatible response; e.g., LEFT called for a button press with the left thumb) or in the opposite direction (i.e., an incompatible response; e.g., LEFT signaled a button press with the right thumb). The compatibility of the response was indicated by the appearance of a cue word, SAME or OPPOSITE, shortly before the onset of the matrix. SAME indicated a compatible response, and OPPOSITE indicated an incompatible response. Thus, two experimental factors were varied: stimulus discriminability and S-R compatibility.
The pattern of results we found among young adults for RT and P300 latency replicated that reported by McCarthy and Donchin (1981) and Magliero et al. (1984) ; (a) RT was prolonged substantially either when the target had to be located in a matrix of letters or when an incompatible response was made, (b) the effects of varying stimulus discriminability and S-R compatibility were additive on RT (implying that these factors selectively influenced different stages of processing), and (c) P300 latency was prolonged substantially when the target was embedded in a matrix of letters but was influenced considerably less when an incompatible response was made. The pattern differed for older subjects, however.
14 The ERN is a negative-going component that begins about the time an incorrect movement is initiated (as indexed by the onset of electromyographic activity at the effector muscle) and persists for about 100 ms after the incorrect response has been made. It may originate from the anterior cingulate gyrus (Dehaene, Posner, & Tucker, 1994) , with modulatory influences originating from other frontal lobe structures such as the prefrontal cortex (Gehring & Knight, 2000) . Thus, the core of the internal monitoring system may reside in the anterior cingulate cortex, with other frontal lobe structures providing modulatory influences. The relationship between the anterior cingulate and other frontal lobe structures in this putative internal monitoring system and their differential influences on the properties of the ERN have not yet been characterized. Gehring, Himle, and Nisenson (2000) recently demonstrated that the amplitude of the ERN is larger among individuals with a diagnosis of obsessive-compulsive disorder than it is among controls. Individuals with this disorder are observed to be hypersensitive to errors, and this hypersensitivity is thought to be secondary to hyperactivity in the anterior cingulate.
As was the case for the young subjects, RT was prolonged substantially when the target was embedded in letters and when an incompatible response was made. However, unlike in young subjects, in older subjects the increase in RT associated with execution of an incompatible response increased as the difficulty of locating the target increased; that is, there was an overadditive interaction on RT. The cost of incompatibility increased by some 20 ms when the target was surrounded by letters rather than # signs.
This overadditivity suggests, in our view, that delays in the time taken by older individuals to locate the target slow stimulus identification time sufficiently to cause this processing to overlap processing at the level of S-R translation, thereby increasing the duration of the translation process (for a related interpretation concerning an underadditive interaction between stimulus degradation and S-R compatibility in young adults, see Stanovich & Pachella, 1977) . In young adults, however, these two aspects of processing do not overlap; hence, increases in the difficulty of locating the target do not influence the time taken to select the appropriate response. The reader should be reminded that the interaction we found between the effects of stimulus discriminability and S-R compatibility on RT among older individuals resembles that reported by Schmitter-Edgecombe et al. (1992) for patients with TBI, suggesting that S-R translation processes are similarly vulnerable to the effects of aging and of TBI.
Note that the task included a warning stimulus that indicated the compatibility of the forthcoming response. During the foreperiod a CNV was evident in both age groups. Older subjects had a larger CNV than young subjects across all of the different factor levels (an example of which is shown in Figure 1F ). However, only among young subjects was the amplitude of the CNV associated systematically with RT-a larger amplitude late CNV was correlated with a shorter RT. In older subjects, there was no such correlation. Thus, it appears as if older subjects activate the response system to a greater extent than do young subjects, but this activation may not yield any ultimate benefit to the efficiency of response selection and execution processes. In contrast, among young subjects this activation does translate into more efficient response selection and execution. It is of interest that an increase in the amplitude of the late CNV among older adults differs from the decrease or absence of a change reported in patients with TBI, suggesting that response system activation is altered differently with advancing age than it is following TBI, even though both may produce a disruption in the links between response preparation, stimulus processing, response selection, and response execution. Among patients with TBI, as we have seen, however, provision of response-specific information may facilitate response activation and selection. To our knowledge, there is no comparable research with older individuals.
The case against age-induced generalized slowing in processing speed was made stronger by several other findings in our study. First, in addition to measuring factor effects on P300 latency and RT in this task, we also measured these effects on the latencies of several other components (the N60, N160, P200, and N260; see Figure 1 , A and B). We found that processing speed was comparable between the two age groups for approximately 160 ms after the matrix was presented (as revealed in the latencies of the N60 and N160) but that the rate of processing was actually faster among older compared with young subjects within the next 30 -50 ms (as revealed in the latency of the P200). However, this rate advantage was short-lived. Within the next 60 ms or so the processing rates of older subjects slowed compared with those of young subjects (as revealed in the latency of the N260), and this slowing persisted to the button press (as revealed in the latency of the P300 and in the RT). Second, whereas in young subjects the effects of varying stimulus discriminability and S-R compatibility were additive on the latencies of components associated with age differences (P200, N260, P300), as they were on RT, in older subjects they produced not only an overadditive interaction on RT but also an underadditive interaction on N260 latency. Thus, aging probably induces changes in processing speed that are much more complex than those imaged in generalized slowing accounts. Third, in addition to completing the choice RT variant of the McCarthy and Donchin (1981) task, subjects completed simple and disjunctive variants. We found no latency differences between the two age groups on any of the latency measures, including RT, in the simple reaction, whereas in the disjunctive reaction we found a complex pattern of age effects on component latency and RT that defies explanation within the context of generalized slowing. Fourth, we completed a series of Brinley analyses on the component latencies and RTs, separately for all of the factor levels for each experimental task and for the aggregated data set (all factor levels for all tasks). Each of these Brinley analyses yielded a function that did not reveal the complete pattern of effects exposed in the traditional ANOVAs. The function for the aggregated set of data is shown in Figure 16 .
In this study we have an example of how factor effects can be dissociated on RT and P300 latency, as well as on other component latencies, to yield insights into the effects of advancing age on processing that are not accessible to RT measures alone. This methodology can be used to advantage in studies of the consequences of TBI on cognitive processing speed. However, the potential yield can be increased by the addition of at least one other component measure to the measurement array, the LRP, identified independently by Gratton, Coles, Sirevaag, Eriksen, and Donchin (1988) and DeJong, Wierda, Mulder, and Mulder (1988) . This component is associated with activation of the response system as a response is being prepared, selected, and executed. The time to the onset of the LRP is thought to represent the initial activation of the response channel controlling the overt response, and the offset of the LRP is thought to represent the termination of that activation. Hence, these timing properties of the LRP can be used to index differential response system activation and inactivation. Two examples of the sensitivity of the properties of this ERP component to factor effects are shown in Figure 17 . In the left panel, the influence of variations in the difficulty of discriminating a target from a nontarget stimulus on the offset latency of the LRP (i.e., its return to baseline) is illustrated. When the target stimulus was difficult to discriminate from the nontarget, the offset of the LRP was prolonged. In the right panel, an example of the influence of variations in spatial S-R compatibility on the properties of the LRP is provided. The onset latency of the LRP was delayed when an incompatible response was made. This delay is thought to result from the initial activation and rapid inactivation of the compatible response (as indicated by the small, brief deflection of the LRP) prior to activation of the incompatible response. Zeef and Kok (1993) demonstrated, for example, that the onset and offset latencies of the LRP are delayed among older compared with young adults. We would expect these latencies to be longer among patients with TBI than controls, and we would expect variations in response processing demands to produce larger changes in these latencies among patients than controls. Moreover, we would expect these differential influences to persist over time. In contrast, we would expect P300 latency to be prolonged among patients in the short term and in the long term but to be differentially influenced by variations in stimulus processing demands only in the short term.
Of particular interest here is our observation that responserelated processing appears to be more vulnerable to the effects of aging than is stimulus-related processing. Work by van der Molen (1995, 1997) suggests that response-related processing may develop at a slower rate than stimulus-related processing (reviewed in Bashore et al., 1998) , which suggests the further possibility of a symmetry in the development and decline of processing speed. Namely, those elements of processing speed that are the last to develop are the first to decline. This symmetry has been suggested by other contemporary investigators for attention (Enns, Plude, & Brodeur, 1994) and for memory (Parkin, 1993) processes. There is an interesting link here to brain injury that originates from the work of the great British neurologist John Hughlings Jackson in the latter part of the 19th century (see collected works in Taylor, 1958) and was resurrected recently by Parkin. Hughlings Jackson reasoned that brain structures that are the last to develop are the most vulnerable to injury and the functions they control are the most likely to be compromised because late developing functions are more widely distributed over cortex than are early developing functions. This partitioning distinguishes primary sensory systems, mediators of the early developing or sensory functions, from the different levels of the association system (e.g., secondary, tertiary), mediators of the late developing or higher order functions. Distributional patterns in the neurocircuitry certainly reflect the increasingly integrative nature of processing as it evolves from, for example, a stimulus input to a response output, or as processing demands increase. It can be argued that the highest level of associative integration occurs in the frontal lobes, where the significance of the stimulus information transmitted to it is established; the action this information calls for, if any, is selected, prepared, and generated; and the output process is monitored for its accuracy. The work with patients with TBI that suggests that the response end of processing, particularly at the level of S-R translation, is more vulnerable to brain injury than the stimulus end, and that internal monitoring mechanisms may be compromised following TBI, is consonant with this view.
Concluding Comments
This review has revealed a number of changes in processing speed that are common to older individuals and to individuals who have TBI. In addition, it has revealed some differences between the groups. Both groups evince deficits in stimulus processing, but the changes in this processing associated with TBI may be more widespread than those associated with older age. In both groups, these deficits may become increasingly apparent as stimulus processing demands are increased. The most dramatic and consistently shared change in the two groups seems to be disruptions in the ability to transmit information from the stimulus to the response processing system (via the response selection or S-R translation stage). However, the processes mediating activation of the response system may be impaired in different ways in the two groups: Older individuals may overactivate the system whereas individuals with TBI may underactivate the system as they prepare it to receive information about the stimulus and select and execute the action it signals. Provision of precise response-related information prior to presentation of the stimulus may be corrective to varying degrees for patients with TBI.
With particular reference to TBI, a number of patterns have emerged from this review that raise issues concerning the influence of the brain injury on cognitive processing speed that should be addressed experimentally. First, it appears as if TBI does not result in a slowing of processing speed that is generalized across stages of processing and unrelated to task demands. Rather, TBI seems to induce slowing that is most dramatically and consistently expressed at the response end of processing, particularly at the level of S-R translation, in tasks that require some type of response selection and output decision be made. Deficits may also be induced by TBI, under some conditions, in the earliest levels of stimulus processing (stimulus encoding, feature extraction) that may, especially when stimulus processing demands are complex, lead to slower identification of a critical stimulus. That is, the effects of TBI on stimulus processing may be more dependent on variations in task demands for their expression than are those on Figure 16 . The Brinley analysis that included measures of the latencies of several event-related brain potential components, from the N60 to the P300, and reaction time (RT) taken in three different RT tasks (simple, disjunctive, and choice). Mean values for aggregated tasks are shown. Latencies for the older and young subjects are given on the ordinate and abscissa, respectively. The properties of this function are shown in the lower right corner of the plot; for intercept (i), t(73) ϭ Ϫ5.13, p ϭ .01; for slope (s), t(73) ϭ 59.98, p ϭ .01. The properties of the functions for each task included in the aggregate are as follows: simple reaction, r 2 ϭ .99, slope ϭ 1.01, intercept ϭ 2 ms; disjunctive reaction, r 2 ϭ .995, slope ϭ 1.11, intercept ϭ Ϫ10 ms; choice reaction, r 2 ϭ .99, slope ϭ 1.38, intercept ϭ Ϫ54 ms. Reprinted by permission of Elsevier Science from "Is the Age-Complexity Effect Mediated by Reductions in a General Processing Resource?" by T. R. Bashore, M. W. van der Molen, K. R. Ridderinkhof, and S. A. Wylie, Biological Psychology, 45, 263-282, Copyright 1997 by the Society of Biological Psychology. response processing. This pattern of change bears a close resemblance to that observed with advancing age, and it deserves focused research attention to articulate the precise nature of this change and variations in the pattern that are induced by differences in task demands.
Second, although there is evidence to suggest that the transmission of information between the stimulus and response processing systems may be impaired following TBI, the extent to which this presumed deficit reflects a basic impairment in communication between the two processing systems or injury-related variations in processing strategies (i.e., the relative contributions of damage to the underlying neurocircuitry and changes in processing strategies to accommodate to the changes in brain processing) must be explored. Investigations of the differential influences of variations in processing strategies on ERP component latency and RT may be of value in drawing inferences about these relative influences.
Third, there is some suggestion, although very tentative, that the effects of TBI may be expressed differently in different broad processing domains, the lexical and the nonlexical. That is, as is the case for older individuals, the relative slowing induced by TBI may be more dramatic in the nonlexical than in the lexical domain. This is, of course, a very preliminary speculation based on the analysis of data from two tasks. Thus, it may very well be the case that the crucial differences lie in task demands, not in processing domains. Which is the case requires systematic exploration.
Fourth, the effects of TBI on different stages of processing appear to change over time. Current evidence points most suggestively to processing deficits existing both in stimulus identification Coles, E. Donchin, and D. E. Meyer, 1992, Journal of Experimental Psychology: Human Perception and Performance, 18, p. 223 & p. 227 . Copyright 1992 by the American Psychological Association. Adapted with permission from the author. Time 0 indicates the point at which the imperative stimulus was presented. Left: In the task that elicited the LRPs shown in this panel, subjects were required to make a leftward or a rightward movement of a lever (with the left or right hand) in response to one member of a pair of stimuli, presented either to the left or to the right of visual fixation, and to refrain from responding to the other member of the pair. There were two pairs. In one pair the discrimination between the two stimuli was easy to make; in the other pair the discrimination was difficult to make. The LRP is represented by a positive-going signal. The solid line and the bold dashed line depict, respectively, the LRP elicited by the stimulus calling for a response when the discrimination was easy and that elicited when it was difficult. Note that the peak of the LRP is later when the discrimination is difficult to make. The thin dashed line and the dotted line depict the LRPs when a response was withheld-the thin dashed line is the LRP occurring when the discrimination was easy and the dotted line is the LRP occurring when the discrimination was difficult. Note that when it was difficult to discriminate the stimulus calling for a response from the stimulus calling for no response, the offset of the LRP was later than when the discrimination was easy. Right: The LRPs shown in this panel were elicited in a task very similar to the task that elicited the LRPs shown in the left panel. The subjects again had to discriminate a stimulus calling for an overt response from a stimulus calling for no overt response. However, the discrimination was always an easy one to make. Again, the stimuli were presented to the left or right of visual fixation. Whereas in the first task subjects always made spatially compatible responses (e.g., a stimulus shown to the left signaled a movement with the left hand), in this task spatial compatibility was varied. That is, subjects either made a lever pull with the hand on the side on which the stimulus calling for a response was presented or on the opposite side. The solid line depicts the LRP associated with a compatible response, and the bold dashed line depicts the LRP associated with an incompatible response. Note that when an incompatible response is made, there is a brief negative-going deflection in the LRP prior to its becoming a positive-going signal. This deflection is thought to represent activation of the compatible (i.e., incorrect) response, its inactivation, and subsequent activation of the incompatible (i.e., correct) response. The thin dashed line and the dotted line depict the LRPs evident when the response was withheld. Note here that even when a response is withheld, withholding an incompatible response (dotted line) is associated with the early negative-going deflection indicative of activation-inactivation of the incorrect response. and response selection (i.e., S-R translation) processes within several months of the injury, with these deficits reducing substantially several months later for stimulus identification but not for response selection. The robustness of this pattern of change reported by colleagues (1990, 1994) and other changes in the effects of TBI that may occur with the passage of time can be characterized with precision using chronopsychophysiological measures in cross-sequential experimental designs.
Fifth, the temporal relations between different stages of processing may be altered following TBI such that slower identification of a critical stimulus leads to slower selection of the response signaled by that stimulus. A very similar type of slowing is evident among older individuals. Parametric studies that exploit the power of systematically measuring factor effects on multiple dependent measures, as exemplified in the chronopsychophysiological approach advocated here, will do much to deepen our understanding of any changes that may result from brain injury in the relative timing of stage processing.
Sixth, there may be a disruption in the ability of individuals who have TBI to monitor their overt performance internally. If such a deficit does exist, it can be evaluated directly by studying the effects of TBI on the properties of certain ERP components, in particular, the ERN and the LRP.
Seventh, because, as researchers, we know that processing speed changes over the adult portion of the life span, we should be careful to assess changes in the effects on cognitive processing of TBI sustained at different ages, from childhood to late adulthood. Moreover, as is the case in cognitive aging, research in TBI has typically paid little attention to differences between the sexes. These differences, if any, should be articulated.
Eighth, research in the development early in life and the decline late in life of cognitive processing speed, assessed with RT measures, has demonstrated the existence of growth functions in the developmental phases of life and of decay functions in the later decades of life that are exponential and combine to form a U-shaped function indicative of rapid growth of processing speed early in life and rapid decline late in life (see reviews in Bashore et al., 1998; Cerella & Hale, 1994; Kail & Salthouse, 1994) . However, the forms of these functions probably vary for measures of processing speed taken as the decision-making process is occurring (e.g., onset latency of the LRP, P300 latency). These differences may reflect differences in the time courses of change for different elements of cognitive processing. This work suggests an analogous analytic strategy for research in TBI-namely, the derivation of recovery functions to plot the courses of change in processing speed for each dependent measure for different groups of patients who have sustained TBI. The yield would be a profile of change for the different elements of processing speed for patients who vary, for example, in sex, age of injury, neuropathology, and time elapsed since the injury. This process requires following patients and controls across time (i.e., a cross-sequential design) to map group-related differences in the effects of TBI on the various stages of processing and in changes in these effects that occur as time passes after the injury. If done in conjunction with different rehabilitation interventions, inferences could be drawn about the precise nature of the cognitive changes and the relative effectiveness of interventions in treating those changes. Diagnostic processes would be sharpened and therapeutic interventions could then be tailored for specific processing deficits. Attainment of this type of conjoint diagnostic-treatment specificity would represent a milestone in work on TBI.
