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ABSTRACT
We report on the development of a numerical method to sim-
ulate two-dimensional compressible multicomponent flows. Our
scheme is shock- and interface-capturing, quasi-conservative and
high-order accurate. We validate it for two-dimensional prob-
lems including shock-bubble interactions and examine the shock-
induced asymetric collapse of a cylindrical gas bubble in water,
where wave strengths and pulse durations are chosen to model
conditions relevant to shockwave lithotripsy. In particular, we
determine how the pressure at the surface of a nearby wall de-
pends on the various properties of the pulse and on the geometry.
We also describe the extension of the method to axisymmetric
geometry and show preliminary results.
BACKGROUND
Cavitation erosion has been studied for many years, in an at-
tempt to understand the structural damage observed on propeller
blades, turbomachinery and hydraulic equipment [7, 9]. Early
analysis has focused on spherical bubble dynamics, which are
well described by the Rayleigh-Plesset equation [35, 38]. How-
ever, if an asymmetry is present in the flow field (e.g., solid
boundary [4, 28, 36], gravity field [49]), the collapse is no longer
spherical. In the case of the collapse of a bubble near a solid
surface, a re-entrant jet directed towards the surface forms and
penetrates the bubble. It was thought that the direct impact of the
jet onto the wall was the primary cause of damage. Recent stud-
ies using high-speed cameras [22, 32, 48] indicate that cavitation
erosion consists of a more elaborate process, as illustrated by the
complex shockwave pattern during and after collapse.
Cavitation erosion has also been utilized in medical applica-
tions. For instance, in shockwave lithotripsy (SWL), shockwaves
are focused on kidney stones, in order to break them. Although
the stone comminution mechanism is not yet fully understood, it
has been shown that cavitation plays an important role [3,11,34].
Because of the difficulty in making controlled experimental mea-
surements, numerical simulations are useful to provide a better
understanding of the underlying mechanism of cavitation ero-
sion.
To this end, we consider the two-dimensional shock-induced
collapse of a single gas bubble near a solid surface and charac-
terize the pressure generated on the wall. In this paper, we first
briefly describe our numerical method [19] and validate it using
two-dimensional shock-bubble interactions. Next, we study the
collapse of a cylindrical bubble subjected to a typical lithotripter
pulse. We then describe the implementation of the method in ax-
isymmetric problems. We end by summarizing our findings and
providing an outlook for future research.
MODEL EQUATIONS
The main features of the flows of interest are interactions
between different types of waves and interfaces. Therefore, in
order to simplify the model, we assume that the different fluid
components are immiscible, and neglect viscous and thermal dif-
fusion, surface tension and phase change. We thus consider the
two-dimensional Euler equations,
qt + f(q)x + g(q)y = 0, (1)
where q = (ρ,ρu,ρv,E)T is the vector of conserved quanti-
ties, density, momentum (in x and y) and total energy, and
f = (ρu,ρu2 +P,ρuv,u(E +P))T and g = (ρv,ρuv,ρv2 +P,v(E +
P))T are the flux vectors. The system is closed by specifying
a relationship between the pressure and the energy. A stiffened
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equation of state [17] appropriate for gases and liquids is used,
ΓP+ Π∞ = E−ρ
u2 + v2
2
, (2)
where Γ = 1/(γ−1) and Π∞ = γP∞/(γ−1). For perfect gases, γ
is the ratio of specific heats and P∞ = 0; for water, γ and P∞ are
determined from Hugoniot data [10]. Interfaces between differ-
ent fluids are represented by a discontinuity in the properties, γ
and P∞. Since material interfaces are advected by the flow, Γ and
Π∞ obey the advection equation [1, 43],
φt + uφx + vφy = 0, (3)
where φ = (Γ,Π∞)T . Equations (1) and (3) form a quasi-
conservative system [43], so that ρ, ρu and E are conserved,
while Γ and Π∞ are advected. We note that the advection equa-
tions could be rewritten in conservative form using the continuity
equation; however, solving such a system of equations numeri-
cally would generate oscillations near interfaces, as explained in
the next sections.
NUMERICAL SCHEME
Compressible multicomponent flows
Early numerical simulations of the collapse of a single bub-
ble near a solid wall were performed using Lagrangian methods
based on potential flow theory [6, 36]. Although such formula-
tions capture the initial deformations well, the latter stages of the
collapse are not always accurately represented, as the assump-
tions of incompressibility and irrotationality of the flow are no
longer valid. Furthermore, the topological change that occurs as
the jet impacts the distal side of the bubble must be handled with
care in such methods [5].
Efforts to simulate compressible multicomponent flows have
focused on shock-capturing schemes. However, early algorithms
often produced interface oscillations [20,27]. The cause of these
oscillations is identified in [1], where a quasi-conservative for-
mulation is proposed for gases. This has subsequently been ex-
tended to more general equations of state [43]. These schemes
are low-order accurate, so that they are not well-suited to prob-
lems where complex smooth regions interact with discontinu-
ities [42]. The Ghost Fluid Method [15] is one method for solv-
ing standard multicomponent flows where high-order differenc-
ing schemes can be implemented. The interface is tracked using
a level set function [30], so that it is sharp; ghost cells are pro-
vided to complete stencils across interfaces, so that no spurious
oscillations are generated. However, (discrete) conservation er-
rors occur when strong shockwaves interact with interfaces [25],
which is likely to happen in the problems of interest.
In order to measure the quantities relevant to our study, the
entire flow field must be reconstructed. The numerical method
must be robust in order to handle strong shockwaves and inter-
faces separating fluid components of very large density ratios.
In addition, high-order accuracy is required to resolve the com-
plex smooth features of the flow. We therefore follow the quasi-
conservative approach taken in [1,43] and extend it to high-order
accuracy. The full two-dimensional Euler equations are solved
using a shock-capturing scheme, and the properties defining the
fluid components (i.e., Γ and Π∞) are advected in a consistent
fashion. In this formulation, interfaces are not explicitly tracked,
but rather captured; they are allowed to diffuse according to the
numerical viscosity of the scheme, in a manner similar to that
of shockwaves. No spurious interface oscillations are observed,
even though very large density ratio (1000:1) are considered, and
the method is high-order accurate.
Time-marching and spatial discretization
The time-marching and spatial discretization are based on
standard high-order accurate shock-capturing schemes. A third-
order accurate TVD Runge-Kutta scheme [41] marches the equa-
tions forward in time. The spatial discretization consists of a
fifth-order accurate WENO reconstruction [18, 23], along with
an HLLC approximate Riemann solver [47]; the reconstruction is
two-dimensional [46] and performed in characteristic space. For
the two-dimensional shock-bubble interactions, we set ∆t/∆x =
0.2 and the spatial resolution is 800×400 (600×150 for the ax-
isymmetric case); for the lithotripsy problem, ∆t/∆x = 0.5 and
the spatial resolution is 400× 200. The grid is uniform in all
cases. However, our scheme features several critical differences
from the standard schemes, as explained in the next sections.
Spurious interface oscillations
When standard shock-capturing schemes are used to solve
the system of equations (1) and (3), spurious oscillations are gen-
erated at interfaces, if proper care is not taken [20, 27]. This
happens even in the simple case of the advection of a mate-
rial interface. To solve this particular problem using WENO
schemes, we have shown that a finite volume formulation must
be adopted, where the adequately averaged primitive variables
are reconstructed, not the usual conservative variables [19]. Fur-
thermore, the discretization of the advection equations must be
consistent with the energy equation. We therefore adapted the
HLLC solver to the advection equation [19]. Finally, the spe-
cific functions, Γ = 1/(γ− 1) and Π∞ = γP∞/(γ− 1), must be
advected, not just any function of γ and P∞ [43].
This reconstruction is no more difficult to implement than
the usual WENO reconstruction of the conservative variables,
and it preserves the total momentum and energy in each compu-
tational cell [19]. Since the Euler equations are in flux-difference
form, the numerical scheme is discretely conservative [21].
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Using this formulation, the method does not generate oscil-
lations at isolated shockwaves, interfaces and rarefaction waves.
We have shown using numerical examples that no oscillations are
generated when shockwaves interact with interfaces in one and
two dimensions, that mass, momentum and energy are conserved
to round-off errors, and that the scheme shows proper conver-
gence [19].
Reconstruction of the primitive variables
The reconstruction of the appropriately averaged primitive
variables is a key feature of our method. We define a local aver-
age velocity, w, and pressure, p, in one dimension for simplicity:
w j =
ρu j
ρ j
, p j =
E j −ρ j
w2j
2 −
¯Π∞, j
Γ j
, (4)
where the cell-average value of a function, f , is defined as
¯f j = 1∆x
Z x j+∆x
x j−∆x
f (x)dx. (5)
The density-weighted velocity is reminiscent of Favre averages
in compressible turbulence models [14]. This methodology does
not deteriorate the overall order of accuracy of the scheme, as
the function, w¯(x), approximates the exact velocity, u(x), to the
same order of accuracy as the function, u¯(x), does [19]. The
same holds for the pressure. This property is also important for
the axisymmetric implementation and is examined more closely
in the last section.
SHOCK-BUBBLE INTERACTIONS
Air-He
The two-dimensional shock-bubble interaction [16] has be-
come a benchmark problem for compressible multicomponent
flows. We use it as a validation case and as an example of the
importance of preventing spurious interface oscillations.
A Mach 1.22 shockwave in air (ρair = 1, γair = 1.4) inter-
acts with a helium (ρHe = 0.138, γHe = 1.67) cylinder. Reflect-
ing boundary conditions are specified on the top and along the
centerline, and nonreflecting boundary conditions [45] on the left
and right. In Figures 1 and 2, we present idealized Schlieren con-
tours [37] and density lines to visualize the general wave struc-
ture and the details of the flow, using the present scheme and a
WENO scheme where the full conservative variables are recon-
structed.
Our results are in good qualitative agreement with past ex-
perimental [16] and numerical [26, 33, 37] findings, as both
Figure 1. Mach 1.22 shockwave in air hitting a helium cylinder,
using the present scheme. Top half: idealized Schlieren; bottom
half: density lines.
Figure 2. Mach 1.22 shockwave in air hitting a helium cylinder,
using a fully conservative scheme. Top half: idealized Schlieren;
bottom half: density lines.
shockwaves and interfaces are well resolved. The first wave in-
teractions and the subsequent reflections off the wall are well
captured. The Kelvin-Helmholtz instability that develops along
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the interface and the jet formation due to the baroclinic torque
are consistent with previous findings.
The fully conservative scheme clearly generates unaccept-
able oscillations, even before the shockwave reaches those areas.
Their main dynamical effect is to perturb the interface, so that the
Kelvin-Helmholtz instability is triggered sooner than expected.
As a result, the interface becomes more smeared, which causes
a decrease in the strength of the wave fronts that pass through it.
This is not the case when the present scheme is used. We note in
passing that the start-up error in the form of an entropy wave is
generated when the shockwave is started [2]; however, this has
no dynamical effect on the field.
Water-air
We consider the two-dimensional interaction of a Mach 1.67
shockwave in water (ρwater = 1, γwater = 5.17, P∞,water =
0.19) hitting an air (ρair = 0.001) cylinder [24]. This problem
is similar to experiments by [8], where cavities in a water/gelatin
mixture are impacted by a shockwave. In Figure 3, we again plot
idealized Schlieren contours [37] and density lines.
Figure 3. Mach 1.67 shockwave in water hitting an air cylinder.
Top half: idealized Schlieren; bottom half: density lines.
Although the bubble initially deforms in a fashion similar to
the air/He case, it collapses to a smaller size, under the effect of
the large pressure. The re-entrant jet formed due to the baroclinic
torque has greater momentum than previously, since it consists of
water. As it impacts the distal side of the bubble, a large water-
hammer pressure is generated. Thereafter, a secondary re-entrant
jet forms in the opposite direction. As a result, the bubble is
broken up into four pieces [29].
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Figure 4. History of the pressure at the tip of the jet.
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Figure 5. History of the local speed at the tip of the jet.
The water-hammer pressure and jet velocity are of great in-
terest in this study. Figures 4 and 5 show the history of the lo-
cal normalized pressure and velocity at the tip of the jet, respec-
tively. The variables are non-dimensionalized using the initial
water density, ρL, and sound speed, cL, and the initial bubble
radius, Ro.
The violence of the phenomenon is evident from the large
jump in jet pressure and speed. The water-hammer pressure is
almost an order of magnitude larger than the initial shockwave,
which is expected because of the high-velocity jet. However,
as the wave propagates radially, the front weakens. Similarly to
Sedov’s blast wave problem [40], a finite amount of energy is
generated at the point of impact of the jet on the distal side of the
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bubble. As this pressure wave propagates radially outward, the
area over which it acts increases while the energy remains con-
stant, so that the amplitude of the pressure front decreases. This
is further illustrated in Figure 6, which shows the pressure at sev-
eral points along the left boundary of the computational domain;
the bottom set refers to the pressure measured along the center-
line, the middle to a point two units above and the top to a point
four units above (the top boundary is located five units above the
centerline). Nevertheless, far downstream, the magnitude of the
water-hammer pressure is still considerable.
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Figure 6. Pressure measurement along the left side of the do-
main.
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Figure 7. History of the bubble volume.
In this particular problem, the pressure generated when the
bubble reaches its minimum size [22] does not appear to be sig-
nificant. By considering the history of the bubble volume in Fig-
ure 7, we observe that the bubble reaches its minimum size after
the occurrence of the water-hammer. This may still be of impor-
tance, as a second pressure peak is observed in Figures 4 and 6.
However, several other events might also contribute to this pres-
sure: the water-hammer due to a secondary re-entrant jet and the
collision of shockwaves formed during the first water-hammer.
SWL PROBLEM
We consider the collapse of a cylindrical bubble subjected to
a lithotripter pulse. The purpose of this study is to determine how
the pressure along a nearby surface depends on the certain prop-
erties of the pulse and on the geometry. Because the simulation is
two-dimensional and because higher-resolution runs are imprac-
tical due to long run-times, the results are analyzed in a qualita-
tive fashion only and compared to previous work [12,31,39,50].
These comparisons prove to be difficult, because the results de-
pend on the lithotripter specifications; nevertheless, we are able
to verify certain trends.
Problem set-up
For a given reference bubble radius, Ro, the relevant proper-
ties of the pulse are the waveform, the amplitude, P/Po, and the
relative width, σ/Ro. The geometry is characterized by the stand-
off distance from the end-wall, H/Ro, and the distance from the
side-wall, S/Ro. The effect of each feature is considered by iso-
lating it, so that the other parameters do not affect the problem.
For simplicity, the bubble is assumed to be in equilibrium with
its surroundings before the pulse reaches it; if the bubble were
oscillating, the resulting behavior would be quite different [39].
The problem set-up is shown in Figure 8.
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Figure 8. Schematic of the SWL problem.
Several waveforms are relevant to this study: a shockwave
(dashed line), the Church profile (solid line), and a shockwave
followed by an exponentially decaying expansion (dotted line).
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A typical lithotripter pulse has a Church waveform, consisting
of a shockwave of amplitude of 35 MPa, followed by a long ex-
pansion to a negative pressure of -10 MPa, which then returns to
atmospheric pressure. The pulse-width is defined as the length
from the shock to the point where the pressure is back to atmo-
spheric, after having gone negative, which is about 6.75 mm.
Since the current model does not include cavitation, a shockwave
followed by an expansion exponentially decaying to atmospheric
pressure is used instead. This pulse is designed so that it initially
matches the decay of the Church profile. Initial bubble radii are
approximately 50 µm. These parameters constitute the typical
lithotripsy problem mentioned in the next sections.
As a measure of structural damage, the pressure is recorded
on the left side of the computational domain near the top (point
a) – at a height of two bubble radii – and along the centerline
(point b), as shown in Figure 8. The non-dimensionalization is
performed using the initial water density, ρL, and speed of sound,
cL, and the initial bubble radius, Ro. In non-dimensional units,
the length and height of the domain, are 5 and 2.5, respectively.
Reflecting boundary conditions are used along the centerline and
where there are walls, while incoming boundary conditions [45]
are specified on the right boundary and non-reflecting boundary
conditions are used elsewhere.
Overall qualitative behavior
In the cases studied here, the bubble behavior is close to that
of the shock-bubble interaction in water. However, because the
shockwave is much weaker, the baroclinic torque does not have
as great an effect. The collapse time is much smaller than the
characteristic time of the pulse, so that the collapse is initially
approximately symmetric, as noted in [31]. As the bubble radius
decreases and the interface accelerates, the asymmetry becomes
more pronounced, so that a re-entrant jet forms and impacts the
distal side, generating a radially propagating water-hammer pres-
sure wave. The process is shown in Figure 9, where idealized
Schlieren and pressure contours of a typical lithotripsy problem
are shown; the interface is outlined in the pressure plot. A wall
is located on the left boundary of the computational domain, and
H/Ro = 2.5.
For this particular problem, our findings suggest that the
strong pressure wave results from the water-hammer. We do not
see clear indication that a pressure wave is emitted when the bub-
ble reaches a minimum size, as may have been the case in the
problems considered in [22]. We note that, because surface ten-
sion, phase change and diffusive effects are neglected, the col-
lapse may appear stronger than it is in reality and the late-time
behavior is approximate.
Effect of the stand-off distance from the wall
One of the goals of the study is to determine the dependence
of the pressure measurements on the stand-off distance from the
Figure 9. Collapse of a cylindrical bubble subjected to a typical
lithotripter pulse. Top half: idealized Schlieren; bottom half:
pressure contours (with interface outlined).
wall. The wall is placed on the left of the computational domain,
and a typical lithotripsy problem is considered. The bubble is
initially located at H/Ro = 0,1.5,2.5,∞, with all the other pa-
rameters kept constant. For the case, H/Ro = 0, the bubble is
actually a hemi-cylinder lying on the surface of the wall. For
the case, H/Ro = ∞, the bubble was placed at the center of the
computational domain, with non-reflecting wall boundary condi-
tion, to allow comparison with the other cases. Figures 10 and
11 show the pressure history at points, a and b, in Figure 8, re-
spectively.
As one might expect, the pressure along the wall increases
as the bubble is initially placed closer to the wall. Similarly to the
shock-bubble interaction in water, the amplitude of the pressure
front decreases as it propagates outwards, since a finite amount
of energy has been generated by the impact of the jet on the distal
side of the bubble. Nevertheless, the water-hammer pressure is
still quite large compared to that of the initial pulse (which has
amplitude, 0.013), even at point, a. It can be observed that a sin-
gle bubble shields the wall from the initial pulse; a similar feature
has been observed in [44] in the context of clouds of bubbles.
The water-hammer pressure wave reflects off the wall and
then again off the bubble surface, as an expansion wave; how-
ever, the transmitted wave reflects off the other side of the bub-
ble as a shockwave and hits the wall again. This behavior can
be observed in the cases, H/Ro = 1.5,2.5. Although smaller, the
subsequent pressure peaks are still significant. The jet speed is
plotted in Figure 12 as a function of time. It can be seen that its
maximum value does not vary greatly with respect to the initial
distance from the wall. This is to be expected, since the pulse
properties are identical in all cases.
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Figure 10. Pressure history at point, a, for various stand-off
distances from the wall, for the SWL problem.
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Figure 11. Pressure history at point, b, for various stand-off
distances from the wall, for the SWL problem.
t R /c
v
/c
0 20 40
-0.3
-0.2
-0.1
0.0
0.1
0.0
1.5
2.5
Infinity
o L
j
L
Figure 12. Jet speed for various stand-off distances from the
wall, for the SWL problem.
Effect of the pulse-width
A second important parameter in this study is the pulse-
width, relative to the bubble size. The bubble is placed at the
center of the domain (with no walls) and subjected to a typical
lithotripter pulse. The following pulse-widths are considered:
σ/Ro = 67.5,135,675,∞. Figures 13 and 14 show the pressure
history at points, a and b from Figure 8, respectively.
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Figure 13. Pressure history at point, a, for various pulse-
widths, for the SWL problem.
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Figure 14. Pressure history at point, b, for various pulse-
widths, for the SWL problem.
As the pulse-width is increased, the measured pressure in-
creases. This is expected, since, for a fixed bubble size, the
pulse resembles a shock for larger pulse-width and compresses
the bubble steadily. The collapse time is smaller for longer pulse-
widths, as the bubble “feels” a stronger effective pressure. This
would not be the case for a Church profile, as discussed in [31].
The duration of the pulse also influences the jet speed, as shown
in Figure 15: the maximum jet speed increases significantly as
the pulse-width is increased.
These results can be interpreted from a different, but en-
lightening point of view. For a fixed pulse-width of σ = 6.75
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mm, σ/Ro = 67.5 corresponds to a 100 µm radius bubble, and
σ/Ro = ∞ corresponds to an infinitesimally small bubble, in
which case any pulse looks like a shockwave. Therefore, the
pressure measured on the wall is greater for smaller bubbles,
which is confirmed by the Gilmore-based models of [12]. How-
ever, surface tension and viscous effects may be more important
for small bubbles, thereby adding complexity to the problem.
t R /c
v
/c
0 20 40
-0.3
-0.2
-0.1
0.0
0.1
67.5
135
675
Infinity
o L
j
L
Figure 15. Jet speed for various pulse-widths, for the SWL
problem.
Other effects
For the sake of conciseness, results for the effect of the am-
plitude of the pulse and that of side-walls are not shown in this
study, but briefly summarized here. As one might expect, as
the amplitude of the pulse is increased, larger pressures and jet
speeds are observed. The presence of side-walls slows the col-
lapse, as rarefaction waves are reflected back onto the bubble. A
side-wall is equivalent to an identical image bubble. In reality,
however, neighboring bubbles do not behave in phase and tend
to gather [50].
AXISYMMETRIC IMPLEMENTATION
Although a three-dimensional extension of the present nu-
merical method is trivial, its implementation is heavy on com-
puter resources. Instead, an axisymmetric extension is consid-
ered, since many problems of interest have azimuthal symmetry.
Spatial discretization
In polar coordinates with azimuthal symmetry, the cell-
averaged value of a function can be related to the cell-centered
value using Taylor series:
2pi
∆V j
Z r j+1/2
r j−1/2
f (r)rdr = Fj+1/2−Fj−1/2
r j∆r
= f j + O(∆r2), (6)
where F ′ = f r. However, we notice that the following expression
also approximates the cell-centered value of f to the same order
of accuracy:
1
∆r
Z r j+1/2
r j−1/2
f (r)dr 1
r j∆r
Z r j+1/2
r j−1/2
rdr = f j + O(∆r2). (7)
This naturally leads us to defining a “linear” cell average value,
as in Equation (5),
¯f j = 1∆r
Z r j+1/2
r j−1/2
f (r)dr, (8)
such that f jr j = f r j +O(∆r2) = ¯f j r¯ j +O(∆r2). This follows the
same idea as the appropriately averaged velocity and pressure
described previously.
This formulation is important, because it allows us to re-
arrange the integral form of the Euler equation in the radial di-
rection in the following semi-discrete fashion:
d
dt ρ¯ j =−
(ρv) j+1/2− (ρv) j−1/2
∆r
−
(ρv) j+1/2 +(ρv) j−1/2
2r j
,
(9)
d
dt ρv j =−
(ρv2 + P) j+1/2− (ρv2 + P) j−1/2
∆r
−
(ρv2 + P) j+1/2 +(ρv2 + P) j−1/2
2r j
+
¯Pj
r j
,
(10)
d
dt
¯E j =−
[v(E + P)] j+1/2− [v(E + P)] j−1/2
∆r
−
[v(E + P)] j+1/2 +[v(E + P)] j−1/2
2r j
.
(11)
The geometrical source terms can therefore be treated using the
same expression as the numerical fluxes. The only potential
problem is the pressure term in the momentum equation. Recall-
ing the previous discussion of the appropriately averaged pres-
sure, we simply use the expression, ¯Pj = p¯ j. Along r = 0, the
equations are integrated over the zeroeth cell in a finite volume
fashion, so that this reduces to a reflecting boundary condition.
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Shock-bubble interaction
The axisymmetric implementation of our numerical method
is tested for the spherical air-He shock-bubble interaction in [16],
where M = 1.25. This has been studied numerically by [33] us-
ing a single-fluid model and by [13] using artificial viscosity;
both methods are low-order accurate. In our simulation, the com-
putational domain is a cylinder, as opposed to the square cross-
section of the shock-tube test section of the experiment. Figure
16 shows idealized Schlieren contours and density lines for this
process.
Figure 16. Mach 1.25 shockwave in air hitting a He sphere,
using the axisymmetric implementation of our method. Top half:
idealized Schlieren; bottom half: density lines.
Although these results are preliminary, they are in good
qualitative agreement with the experiments of [16] and simula-
tions of [13, 33]. The main difference with respect to the two-
dimensional problem is the fact that the roll-up is faster and
tighter, as remarked by [33], so that the vortex ring detaches from
the main structure and convects downstream much sooner [16].
Because of this, the computational domain was extended, such
that the resolution is not as high as for the two-dimensional prob-
lems.
CONCLUSIONS
We have shown that our numerical method is capable of sim-
ulating two-dimensional and axisymmetric compressible multi-
component flow problems with large density ratio, such as the
interaction of shockwaves in water with gas bubbles. In these
problems, a re-entrant jet forms due to the baroclinic torque
and impacts the distal side of the bubble, thereby generating
a large water-hammer pressure. Secondary re-entrant jets are
formed, breaking up the bubble into smaller pieces. The numeri-
cal method has been used to measure the pressure generated dur-
ing the collapse of a cylindrical bubble subjected to a lithotripter
pulse. It was found that larger pressures are measured when bub-
bles are initially located closer to the walls. Furthermore, for a
given pulse-width, smaller bubbles generate larger pressures and
jet speeds.
An axisymmetric extension of the lithotripsy problem will
allow the characterization of the stresses along the walls in a
quantitative way. This will provide the basis for a more accu-
rate damage model based on the bubble dynamics. Such high-
order accurate simulation of compressible multicomponent flows
constitutes a first step in studying more general multiphase flow
phenomena, where phase change, diffusive effects and surface
tension are also important.
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