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Abstract
We describe the first known algorithm for efficiently maintaining a Binary Space Partition (BSP) for n
continuously moving segments in the plane, whose interiors remain disjoint throughout the motion. Under
reasonable assumptions on the motion, we show that the total number of times this BSP changes is O(n2), and
that we can update the BSP in O(logn) expected time per change. Throughout the motion, the expected size of the
BSP is O(n logn).
We also consider the problem of constructing a BSP for n static triangles with pairwise-disjoint interiors
in R3. We present a randomized algorithm that constructs a BSP of size O(n2) in O(n2 log2 n) expected time.
We also describe a deterministic algorithm that constructs a BSP of size O((n+ k) log2 n) and height O(logn) in
O((n+ k) log3 n) time, where k is the number of intersection points between the edges of the projections of the
triangles onto the xy-plane. This is the first known algorithm that constructs a BSP of O(logn) height for disjoint
triangles in R3. Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The Binary Space Partition (BSP, also known as BSP tree), originally proposed by Schumacker
et al. [32] and further refined by Fuchs et al. [19], is a hierarchical partitioning of space widely used
in several areas, including computer graphics (visibility determination [4,34], global illumination [9],
shadow generation [12,13], and ray tracing [25]), solid modeling [26,28,35], geometric data repair [24],
robotics [5], network design [22], and surface simplification [3]. Key to the BSP’s success is that it serves
both as a model for an object (or a set of objects) and as a data structure for querying the object.
Informally, a BSP B for a set of objects is a binary tree, where each node v is associated with a convex
region ∆v . The regions associated with the children of v are obtained by splitting ∆v with a hyperplane.
If v is a leaf of B , then the interior of ∆v does not intersect any object. 5 The regions associated with
the leaves of the tree form a convex decomposition of space. The faces of the decomposition induced by
the leaves intersect the objects and divide them into fragments; these fragments are stored at appropriate
nodes of the BSP. The efficiency of BSP-based algorithms depends on the number of nodes in the tree
and on the height of the tree. As a result, several algorithms for constructing BSPs of small size and/or
small height have been proposed [4,10,19,29,30,34,35].
In this paper, we study cylindrical BSPs in which all the cuts that do not contain any input object are
made by hyperplanes parallel to the same fixed direction. We address two problems. The first problem
can be formulated as follows. Let S be a set of n interior-disjoint segments in the plane, each moving
along a continuous path. We want to maintain the BSP for S as the segments in S move. We assume that
the segments move in such a way that they never intersect, except possibly at their endpoints. Most of the
work to date deals with constructing a BSP for a set of static segments that do not move. Paterson and Yao
propose a randomized algorithm that constructs a BSP of O(n logn) size in 2(n logn) time for a set of n
segments in the plane [29]. They also propose a deterministic algorithm, based on a divide-and-conquer
approach, that constructs a BSP of size O(n logn) in 2(n logn) time [29]. Both of these algorithms are
not “robust”, in the sense that a small motion of one of the segments may cause many changes in the tree,
or may cause non-local changes. Therefore, they are ill-suited for maintaining a BSP for a set of moving
segments.
There have been a few attempts to update BSPs when the objects defining them move. Naylor describes
a method to implement dynamic changes in a BSP, where the static objects are represented by a balanced
BSP (computed in a preprocessing stage), and then the moving objects are inserted at each time step into
the static tree [27]. Using the same assumption that moving objects are known a priori, Torres proposes
the augmentation of BSPs with additional separating planes, which may localize the updates needed
for deletion and re-insertion of moving objects in a BSP [36]. This approach tries to exploit the spatial
coherence of the dynamic changes in the tree by introducing additional cutting planes. Chrysanthou
suggests a more general approach, which does not make any distinction between static and moving
objects [14]. By keeping additional information about topological adjacencies in the tree, the algorithm
performs insertions and deletions of a node in a more localized way. But all these prior efforts boil down
to deleting moving objects from their earlier positions and re-inserting them in their current positions
after some time interval has elapsed. Such approaches suffer from the fundamental problem that it is very
difficult to know how to choose the correct time interval size: if the interval is too small, then the BSP
does not in fact change combinatorially, and the deletion/re-insertion is just wasted computation; if it is
5 We assume that the objects are (d − 1)-dimensional polytopes in Rd .
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too big, then important intermediate changes to the BSP can be missed, which may affect applications
that use the tree.
Our algorithm, instead, treats the BSP as a kinetic data structure, a paradigm introduced by Basch
et al. [6]; see also the survey by Guibas [20]. We view the equations of the cuts made at the nodes of the
BSP and the edges and faces of the subdivision induced by the BSP as functions of time. The cuts and the
edges and faces of the subdivision change continuously with time. However, “combinatorial” changes in
the BSP and in the subdivision (we precisely define this notion later) occur only at certain times. We
explicitly take advantage of the continuity of the motion of the objects involved so as to generate updates
to the BSP only when actual events cause the BSP to change combinatorially.
In Section 3, we describe a randomized kinetic algorithm for maintaining a BSP for moving segments
in the plane. We assume that the segment motions are oblivious to the random bits used by the algorithm;
our algorithm chooses a random permutation of the segments at the beginning of time, and we assume
that no agent determining the motion of the segments has access to any information about this random
permutation. Following Basch et al. [6], we assume that each moving segment has a posted flight plan
that gives full or partial information about the segment’s current motion. Whenever a flight plan changes
(possibly due to an external agent), our algorithm is notified and it updates a global event queue to reflect
the change. We first derive a randomized algorithm for computing a BSP for a set of static segments,
which combines ideas from Paterson and Yao’s randomized and deterministic algorithms, but is also
robust, in the sense described earlier. The “combinatorial structure” of the BSP constructed by this algo-
rithm changes only when the x-coordinates of a pair of segment endpoints become equal. We prove that
at any given instant, we need to consider only O(n) such endpoint pairs. Furthermore, the set of pairs we
need to consider changes only when the combinatorial structure of the BSP changes. We show that under
our assumption on the segment motions, the BSP can be updated in O(logn) expected time at each event.
We also show that if k of the segments of S move along “pseudo-algebraic” paths, and the remaining
segments of S are stationary, then the expected number of changes in the BSP is O(kn logn). As far as
we know, this is the first nontrivial algorithm for maintaining a BSP for moving segments in the plane.
Next, we study the problem of computing a BSP for a set S of n interior-disjoint triangles in R3.
Paterson and Yao [29] describe a randomized incremental algorithm that constructs a BSP of size O(n2)
in expected time O(n3). They also show that their algorithm can be made deterministic without affecting
its asymptotic running time. It has been an open problem whether a BSP for n triangles in R3 can be
constructed in near-quadratic time. Sub-quadratic bounds are known for special cases: Paterson and
Yao’s algorithm for orthogonal rectangles [30], de Berg’s result for fat polyhedra [17], and the technique
of Agarwal et al. [2] for fat orthogonal rectangles. However, none of these approaches leads to a near-
quadratic-time algorithm for triangles in R3. The bottleneck in analyzing the expected running time of
the Paterson–Yao algorithm is that no nontrivial bound is known on the number of vertices in the convex
subdivision of R3 induced by the BSP constructed by the algorithm. Known techniques for analyzing
randomized algorithms, such as the Clarkson–Shor framework [16] or backwards analysis [33], cannot
be used to obtain a near-quadratic bound on this quantity, since the BSP constructed by the algorithm is
not canonical; it strongly depends on the order in which triangles are processed.
In Section 4, we present a randomized algorithm that constructs a BSP for S of size O(n2) in
O(n2 log2 n) expected time. 6 Our algorithm is a variant of the randomized Paterson–Yao algorithm. We
6 Our algorithm constructs a BSP of expected size O(n2). We can make the size bound deterministic by repeatedly running
the algorithm until it constructs a BSP of size O(n2). This process affects only the constant factor in the running time.
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construct the BSP for S in such a way that there is a close relationship between the BSP and the planar
arrangement of the lines supporting the edges of the xy-projections of the triangles in S. We use results
on random sampling [16] and on arrangements of lines [18] to bound the expected number of vertices in
the convex subdivision of R3 induced by the BSP and the expected running time of the algorithm.
Finally, we present a deterministic algorithm in Section 5 for constructing a BSP for a set S of n
triangles in R3. If k is the number of intersection points of the xy-projections of the edges of triangles
in S, then the algorithm constructs a BSP of size O((n+ k) log2 n) in time O((n+ k) log3 n); if
k n2, the deterministic algorithm constructs a much smaller BSP than do Paterson and Yao’s and
our randomized algorithms. Another nice property of our deterministic algorithm is that the height of
the BSP it constructs is O(logn), which is useful for ray-shooting queries, for example. It was an open
problem whether BSPs of near-quadratic size and O(logn) height could be constructed for n triangles
in R3. The height of the BSP constructed by the randomized algorithms (both ours and Paterson and
Yao’s) can be (n), e.g., when S is the set of faces of a convex polytope.
Before proceeding further, we give a formal definition of a BSP. A binary space partition B for a
set S of convex (d − 1)-polytopes in Rd with pairwise-disjoint interiors is a binary tree defined as
follows: Each node v in B is associated with a convex d-polytope ∆v and a set of (d − 1)-polytopes
Sv = {s ∩∆v | s ∈ S}. The polytope associated with the root of B is Rd itself. If Sv is empty, then node
v is a leaf of B . Otherwise, we partition ∆v into two convex polytopes by a cutting hyperplane Hv .
We refer to the polytope Hv ∩∆v as the cut made at v. At v, we store the equation of Hv and the set
{s | s ⊆Hv, s ∈ Sv} of polytopes in Sv that lie in Hv . If we let H+v be the positive halfspace and H−v be
the negative halfspace bounded by Hv , the polytopes associated with the left and right children of v are
∆v ∩H−v and ∆v ∩H+v , respectively. The left subtree of v is a BSP for S−v = {s ∩H−v | s ∈ Sv} and the
right subtree of v is a BSP for S+v = {s ∩H+v | s ∈ Sv}. The size of B is the sum of the number of nodes
in B and the total number of polytopes stored at all the nodes in B.
For our purposes, S is either a set of n segments in the plane or a set of n triangles in R3. A unifying
feature of all the BSPs constructed by our algorithms is that the region ∆v associated with each node v
is a cylindrical cell in the sense that ∆v may contain top and bottom faces that are contained in objects
belonging to S, but all other faces are vertical. In the plane, ∆v is a trapezoid; in R3, ∆v may have large
complexity, as it can contain many vertical faces.
2. Static algorithm for segments
Let S be a set of n interior-disjoint segments in the plane. In this section, we describe a randomized
algorithm for computing a BSP B for S when the segments in S are stationary. In the next section, we
explain how to maintain B as each segment in S moves along a continuous path.
Our algorithm makes two types of cuts: a point cut is a vertical cut through an endpoint of a segment
and an edge cut is a cut along a segment. Edge cuts are always contained totally within input segments;
therefore, they do not cross any other input segment. For each node v ∈ B , the corresponding polygon
∆v is a trapezoid; the left and right boundaries of the trapezoid are bounded by point cuts, and the top
and bottom boundaries are bounded by edge cuts.
We now describe our static algorithm. We start by choosing a random permutation 〈s1, s2, . . . , sn〉
of S. We say that si has a higher priority than sj if i < j . We add the segments in decreasing order of
priority and maintain a BSP for the segments added so far. Let Si = {s1, s2, . . . , si} be the set of the first
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Fig. 1. The BSP Bi−1, the sequence of cuts made in the ith stage, and the BSP Bi . At each step, the shaded
trapezoid is split. Portions of si that lie in the interior of a trapezoid that corresponds to a current leaf node are
drawn using thick lines. The label next to a node signifies the cut made at that node.
i segments in the permutation. Our algorithm works in n stages. At the beginning of the ith stage, where
i > 0, we have a BSP Bi−1 for Si−1; B0 consists of a single node v, where ∆v is the entire plane. In the
ith stage, we add si and compute a BSP Bi for Si as follows:
1. Suppose p and q are the left and right endpoints of si , respectively. Let v be the leaf of Bi−1 such that
∆v contains p. We partition ∆v into two trapezoids ∆−v and ∆+v using a point cut defined by p, where
∆−v lies to the left of the cut. We create two children w and z of v, with w being the left child of v.
We set ∆w =∆−v and ∆z =∆+v and store p at v. We then perform a similar step for q.
2. For each trapezoid ∆x that intersects si , we store si at x, and split ∆x into two trapezoids by making
an edge cut along si . We again create two children w and z of x, with w being the left child. We set
∆w to be the sub-trapezoid of ∆x lying below the cut and ∆z to be the sub-trapezoid of ∆x lying
above the cut.
The resulting tree is the BSP Bi for Si . See Fig. 1 for an example of constructing Bi from Bi−1.
This completes the description of our algorithm. Note that once we fix the permutation, the algorithm is
deterministic and constructs a unique BSP. In order to analyze the algorithm, we need a few definitions.
We refer to the vertical segment drawn upwards (respectively, downwards) from an endpoint p as the
upper (respectively, lower) thread of p. We call the segment containing the other endpoint of a thread
the stopper of that thread. Note that the priority of the stopper of a thread of p is higher than that of the
segment containing p. We can prove the following lemma about each thread.
Lemma 2.1. Let p be an endpoint of a segment s ∈ S. The expected number of segments crossed by each
of p’s threads is O(logn).
Proof. Let σ1, σ2, . . . be the sequence of segments in S that intersect the top thread ρ of p, sorted in
increasing order of the y-coordinates of their intersection with ρ; clearly, there are at most n segments
in this sequence. The segment σi is crossed by ρ if and only if s is inserted before any of the segments
σ1, σ2, . . . , σi−1, σi . Since B is constructed by inserting the segments of S in random order, the probability
that ρ crosses σi is 1/(i + 1). Therefore the expected number of segments crossing ρ is at most
108 P.K. Agarwal et al. / Computational Geometry 16 (2000) 103–127
∑n
i=1 1/(i + 1)=O(logn). We can similarly show that the expected number of segments crossing p’s
lower thread is O(logn). 2
We can use this lemma to bound the size and height of B .
Theorem 2.2. The expected size of the BSP constructed by the above algorithm is O(n logn) and the
height of the BSP is O(logn), where the second bound holds with high probability.
Proof. In order to bound the size of B , the BSP constructed by the algorithm, it is enough to count the
total number of cuts made in B , since a cut is made at each interior node of B . Clearly, there are at most
2n point cuts made in B . If an edge cut e is made at a node v, we charge e to the right endpoint of e.
Suppose s is the segment in S containing e. The right endpoint of e is either the right endpoint of s or the
intersection point of s with a thread of a segment whose priority is higher than s. In this way, we charge
each endpoint and the intersection point of a segment and a thread at most once. As a result, Lemma 2.1
implies that the expected total number of edge cuts is O(n logn), which proves that the expected size of
B is O(n logn).
To bound B’s height, we first bound the depth of an arbitrary point p in the plane, i.e., the number of
nodes in the path from the root of B to the leaf v ∈ B such that ∆v contains p. We bound the number of
nodes on this path that are split by edge cuts and point cuts separately.
Let σ1, σ2, . . . be the ordered sequence of segments in S intersected by a vertical ray starting at p
and pointing in the (+y)-direction. An ancestor of v is split by an edge cut through σi if and only if σi
has higher priority than σ1, σ2, . . . , σi−1. This event happens with probability 1/i. Hence, the expected
value of X, the number of ancestors of v that are split by edge cuts, is Hn = O(logn). We can actually
prove that this bound on X holds with high probability. Since X is the sum of independent 0–1 random
variables, using Chernoff’s bound [23, p. 68], we have that for any constant α > 1,
Pr[X > αHn]6
(
eα−1
αα
)Hn
=O(n−α lnα+α−1).
In particular, for any constant c we can choose α so that Pr[X > αHn] < 1/nc, which shows that the
value of X is O(logn) with high probability.
We now consider the ancestors of v that are split by point cuts. Let pi1, pi2, . . . be the left segment
endpoints that lie to the left of p. An ancestor of v is split by a point cut through pii only if the segment
with pii as endpoint has higher priority than the segments with pi1, pi2, . . . , pii−1 as endpoints. A similar
analysis to the one above proves that the number of ancestors of v that are split by points cuts is O(logn)
with high probability. Thus, the depth of any point p in the plane is O(logn) with high probability.
The segments in S and the vertical lines passing through every segment endpoint decompose the plane
into O(n2) trapezoids. Any two points in one of these trapezoids will be contained in the same leaf of
any BSP that our algorithm constructs, independent of the permutation we choose at the beginning of the
algorithm. Hence, the height of BSP is the maximum depth of O(n2) points, one in each such trapezoid.
Since the depth of each point is O(logn) with probability 1− 1/nc, the height of B is also O(logn) with
probability 1− 1/nc−2, if we choose c > 3. This argument completes the proof of the lemma. 2
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3. Kinetic algorithm for segments
We now describe how to maintain the static BSP as the segments in S move continuously, under
the assumption that their interiors remain pairwise disjoint throughout the motion. We parameterize the
motion of the segments by time and use t to denote time. For a given time instant t , we will use t− and
t+ to denote the time instants t − ε and t + ε, respectively, where ε > 0 is a sufficiently small constant.
Let si ∈ S be a segment with endpoints p and q. We assume that the position of p at time t is
p(t)= (xp(t), yp(t)), where xp(t) and yp(t) are continuous functions of time; q(t) is specified similarly.
The position of si at time t is si(t) = (p(t), q(t)); if si is moving rigidly, then the equations for its
endpoints are not independent. Our algorithm and the analysis work even if the endpoints of si move
independently. Let S(t) denote the set S at time t . We assume that we choose a random permutation pi
of S once in the very beginning (at t = 0), and that pi does not change with time. Let B(t) denote the
BSP constructed by the static algorithm when applied on S(t), using pi as the permutation to decide the
priority of the segments. We describe an algorithm that updates the BSP under the following assumption.
(?) There is no correlation between the motion of the segments in S and their priorities. Therefore, the
chosen permutation pi always behaves like a random permutation, and Lemma 2.1 and Theorem 2.2
hold at all times.
We first give an important definition. The combinatorial structure of B is a binary tree, each of whose
internal nodes v is associated with the set of segments Sv and with the segment endpoint (respectively,
segment) defining the point (respectively, edge) cut made at v. We will use the combinatorial structure of
the BSP crucially in our algorithm.
3.1. Critical events
As the segments in S move continuously, the equations of the cuts associated with the nodes of B also
change. At the same time, the edges and vertices of the trapezoids in the subdivision of the plane induced
by B also move. However, the combinatorial structure of B changes only when the set Sv changes for
some node v ∈ B or when the segment endpoint or segment defining the cut made at v changes. Since
the segments in S are interior-disjoint and they move continuously, the set Sv changes only when the
endpoint of a segment in Sv lies on the left or right edge of ∆v . See Fig. 2 for an example of such an
event. If Sv does not change, then the cut made at v changes only if the segment defining the cut becomes
vertical. We formalize this idea in the following lemma, which is not difficult to prove.
Fig. 2. Endpoint p lies on the left edge of ∆v (the shaded trapezoid) at t . The set Sv changes at time instant t .
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Fig. 3. The shaded trapezoid ∆v is transient.
Lemma 3.1. For any time instant t , B(t−) and B(t+) have different combinatorial structures if and
only if there exists a j > 0 such that either sj rotates through a vertical line at time t or there is a leaf
v ∈ Bj−1(t−) such that an endpoint of sj lies on the left or right edge of ∆v at time t .
This lemma implies that the combinatorial structure of B(t) changes if and only if for a node v ∈ B(t),
∆v shrinks to a vertical segment; we refer to these instants of time as critical events. This observation
motivates us to call a node v in B(t) transient if ∆v does not contain any endpoint in its interior and a
point cut is made at the parent p(v) of v; we call ∆v a transient trapezoid. See Fig. 3. Note that only
edge cuts are made at v and its descendants. Thus, transient trapezoids are maximal among all those not
containing point cuts. The following corollary to Lemma 3.1 is immediate.
Lemma 3.2. For any time instant t , B(t−) and B(t+) have different combinatorial structures if and only
if there exists a transient node v in B(t−) so that ∆v becomes a vertical segment at time t .
Transient nodes have some useful properties that are summarized in the following lemma.
Lemma 3.3. At any instant t , all transient nodes in B(t) have the following properties. Let v be a
transient node in B(t).
(i) No proper ancestor of v is transient.
(ii) Only edge cuts are made at the descendants of v (including v itself ). The left (respectively, right)
edge of the trapezoid associated with each descendant of v is a portion of the left (respectively,
right) edge of ∆v .
(iii) The expected number of descendants of v is O(logn).
(iv) The number of transient nodes in B(t) is at most 4n.
Proof. Let q be the endpoint of a segment in S through which the point cut at p(v) is made.
(i) No proper ancestor w of v can be transient since ∆w contains q.
(ii) Since ∆v does not contain any endpoints, only edge cuts are made at all the descendants of v. Each
segment that intersects ∆v crosses the left and right boundaries of v. Hence, the left (respectively, right)
edge of the trapezoids associated with each descendant of v is a portion of the left (respectively, right)
edge of ∆v .
(iii) Each segment that induces an edge cut made at a descendant of v intersects one of q’s threads.
Hence, by Lemma 2.1, the expected number of descendants of v is O(logn).
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(iv) A point cut is made at the parent of each transient node. There are 2n nodes in B that are split by
point cuts; each such node has two children. 2
Intuitively, transient nodes are the highest nodes in B(t) that can shrink to a vertical segment, thus
causing a change in the combinatorial structure of B(t). If a trapezoid contains an endpoint in its interior,
it cannot be the next trapezoid to shrink to a segment; and if an edge cut is made at the parent p(v) of
a node v and ∆p(v) does not contain an endpoint, then ∆p(v) also shrinks to a segment whenever ∆v
shrinks to a segment. Hence, it suffices to keep track of transient nodes to determine all the instants when
the combinatorial structure of B(t) changes. In the rest of the section, we present our kinetic algorithm
motivated by this observation.
3.2. Updating the BSP
For a node v in B , let λv (respectively, ρv) denote the endpoint of a segment in S that induces the point
cut containing the left (respectively, right) edge of ∆v . To detect critical events, we maintain the set
Γ (t)= {(λv, ρv) | v is a transient node at time t}
of endpoint pairs inducing the point cuts that bound the left and right edges of each transient node;
Lemma 3.3 implies that |Γ (t)| = O(n). The elements of Γ (t) are certificates that prove that the
combinatorial structure of B(t) is valid. For each pair (λv, ρv) in Γ (t), we use the known flight paths
of λv and ρv to compute the time at which the x-coordinates of λv and ρv coincide; we store these time
values in a global priority queue. In order to expedite the updating of B at each critical event, we also
store some additional information with the nodes in B and the segments in S:
1. At each node v of B , we store the number cv of segment endpoints lying in the interior of∆v (cv helps
us to determine the new transient trapezoids at an event).
2. For each endpoint p of a segment in S, we maintain the list Tp (respectively, Bp) of segments that
the upper (respectively, lower) thread of p crosses, sorted in the (+y)-direction (respectively, (−y)-
direction). As the segments move, we will use these lists to update the stoppers of the threads issuing
from the segment endpoints.
We first construct B(0) using the static algorithm presented in Section 2. Next, we compute the set
Γ (0) and insert the corresponding critical events in the priority queue. Then we repeatedly remove the
next event from the priority queue and update B , Γ , and the priority queue as required. In the rest of
the section, we will prove that if the combinatorial structure of B changes at time t , then we can obtain
B(t+) from B(t−) in O(logn) expected time. We will also show that at each event, the expected time to
update the global event queue is O(logn).
We now describe the procedure for updating the tree at each critical event. Recall that at each such
instant t , there is a segment sj ∈ S such that (i) either sj becomes vertical or (ii) there is a leaf
w ∈ Bj−1(t−) such that an endpoint p of sj lies on the left or right edge of ∆w . We consider each
case separately. Let B− = B(t−) and B+ = B(t+). For a node z ∈ B−, let B−z denote the subtree of B−
rooted at z; define B+z similarly.
Case (i). The segment sj is vertical. In this case, v is a transient node in B− with the property that λv
and ρv are both endpoints of sj . See Fig. 4. Let ρv = p and λv = q. Let u be v’s grandparent in B−; the
trapezoid ∆u contains sj . Since q is to the left of p at time t−, v is the left child of the right child of u
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Fig. 4. The case when λv and ρv belong to the same segment.
Fig. 5. The case when λv and ρv are endpoints of different segments. Arrows mark the horizontal extents of the
trapezoids.
in B−. At time t+, p is to the left of q. The static algorithm when applied to the segments in S at time t+
will make a point cut through p in ∆u. Thus, we obtain B(t+) by storing p with u and q with the right
child of u.
Case (ii). The points λv and ρv are endpoints of different segments. Assume that ρv = p (respectively,
λv = q) is the right endpoint of the segment si (respectively, sj ), that si lies above sj , and that the priority
of si is higher than that of sj (i.e., i < j ). The x-coordinate of q is less than the x-coordinate of p at t−.
See Fig. 5. We now describe how we update B(t) for this case. We will show later how to relax these
assumptions. Let u and w be the leaves of Bi−1(t−) and Bj−1(t−), respectively, at which the point cuts
through p and q, respectively, are made. At time t−, a point cut made through q divides ∆w into two
trapezoids. One of these trapezoids is ∆v , which is transient at time t−. By our assumptions about the
event, v is the right child of w, and w lies in the left subtree of u. Let uL be the left child of u, and let wL
be the left child of w. Let x be the leaf of Bj−1(t+) that contains q at time t+. Since the combinatorial
structures of Bj−1(t−) and Bj−1(t+) are identical, x is a leaf of Bj−1(t−) too and lies in the right subtree
P.K. Agarwal et al. / Computational Geometry 16 (2000) 103–127 113
of u in Bj−1(t−). Let sk ∈ S be the segment containing the top edge of ∆x in Bj−1(t−). At time t+, as
q leaves the trapezoid ∆w and enters ∆x , ∆wL expands to ∆w , ∆v disappears, and ∆x is split by a point
cut through q into two trapezoids: a new trapezoid ∆v′ and the portion of ∆x lying to the right of the
cut through q. At time t−, ∆w is split by a point cut through q and ∆wL is split by an edge cut along sj ,
while at time t+, ∆w is split by an edge cut along sj . Therefore B+w is the same as B−wL . To obtain B+, we
execute the following steps:
1. We search in the right subtree of u to locate the leaf x of Bj−1(t−) such that ∆x contains q at time t+.
2. We delete the node w from B−, and if w was a left (respectively, right) child of its parent p(w), we
make wL the new left (respectively, right) child of p(w).
3. We construct the subtree B+v′ by determining the set C of segments that intersect ∆v′ (at time t+) and
by making edge cuts through the segments in C in decreasing order of priority. There are two cases to
consider:
(a) The segment sk contains the top edge of ∆v . See Fig. 6. The set C consists of sj and the set of
segments intersecting ∆v (at time t−). We find these segments by traversing all the nodes of B−v .
(b) The segment si contains the top edge of v. See Fig. 7. We set sk to be the stopper of the upper
thread of q at time t+. As in the previous case, we include sj and the segments inducing the edge
cuts made in B−v in C. In addition, C contains all segments that appear before sk in the upper
Fig. 6. The edge cuts made in B−v and B+v′ . Segments crossing ∆v and ∆v′ are labeled with their priorities. The
label next to a node is the priority of the segment containing the edge cut made at that node.
Fig. 7. The case when the top edges of∆w and∆x are contained in different segments. The segment e is intersected
by the top thread of q at t+ but not at t−.
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thread of p. We determine these segments by traversing Tp , the list of segments that cross the
upper thread of p. Note that these segments also cross the upper thread of q at t+.
Finally, we insert sj into Bp , the list of segments in S crossed by the lower thread of p, and update
Tq .
4. We attach B+v′ to a descendant of p(x), the parent of x in B−, as follows: We create a node y
and associate the point cut through q with it. The left and right subtrees of y in B+ are B+v′ and
B−x , respectively. If x is the left (respectively, right) child of p(x), then we add y as the new left
(respectively, right) child of p(x).
5. We update the set Γ (t+). For a node z, the number cz of endpoints lying in the interior of ∆z changes
only if z lies along the paths in B+ from u to the nodes p(w) and y. For such a node z, if cz = 0 at
t+ and if ∆p(z) is split by a point cut, we add (λz, ρz) to the list Γ (t+). On the other hand, if cz 6= 0 at
t+ but z is transient at t− (z must be an ancestor of x in B−), we delete (λv, ρz) from Γ (t+). We also
update the priority queue to reflect the changes to Γ (t+).
Other cases. We now show how we relax the assumptions we made earlier about the relative positions of
si and sj and their priorities.
1. If q is the left endpoint of sj , the update procedure is the same, except that at time t+ we do not make
an edge cut through sj in B+v′ . See Fig. 8(a).
2. If the x-coordinate of q is greater than the x-coordinate of p at time t−, we adapt a similar procedure
as the one described above. See Fig. 8(b). The node x is again the leaf of Bj−1(t+) such that ∆x
contains q at t+. We can reconstruct B+v′ as before: if the same segment contains the top edge of
∆v and ∆x , the same set of segments (apart from sj ) intersects ∆v and ∆v′ ; otherwise, among the
segments that intersect ∆v , only segments below si intersect ∆v′ . In both cases, sj intersects either ∆v
or ∆v′ depending on whether q is the left or right endpoint of sj . In the second case, we also update
Tq accordingly. The other changes to B are similar to the cases we have handled; the details are not
difficult to work out.
3. If p is the left endpoint of si , we reflect S about the y-axis and reduce the problem to one of the earlier
cases.
4. If si lies below sj , we reflect S about the x-axis, reducing the problem to one of the earlier cases.
5. If the priority of si is less than the priority of sj , we swap the roles of si and sj and reduce the problem
to one of the earlier cases.
This completes the description of our procedure for processing critical events. We now analyze the
running time of the update procedure. Assumption (?) implies that Lemma 2.1 and Theorem 2.2 hold at
times t−, t and t+. We spend O(logn) time in Step 1, since we traverse a path in B to find the node x.
Fig. 8. Some other cases that arise when different segments interact in a critical event.
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It is clear that Step 2 takes O(1) time. In Step 3, we find the segments crossing ∆v′ and construct B+v′
in O(logn) expected time, since the expected size of B−v is O(logn) (by Lemma 3.3) and the expected
number of segments in Tp is O(logn) (by Lemma 2.1). It is clear that Step 4 takes O(1) time. Finally,
in Step 5, we process O(logn) nodes lying in two paths in the tree. By Lemma 3.3, each of the two
paths contains at most one transient node. Hence, we insert or delete at most two events from the priority
queue, which implies that Step 5 takes O(logn) time. We thus obtain the main result of this section.
Theorem 3.4. At each critical event, we can update B(t) in O(logn) expected time.
Note that this theorem makes our BSP a kinetic data structure that is efficient, local, and compact, in
the sense defined by Basch et al. [6]. However, our BSP is not responsive, since some events may take
(n) time to process.
We say that the trajectories followed by a set of segments are pseudo-algebraic if the segments move
so that each pair of endpoints exchanges y-order only O(1) times. A special case of pseudo-algebraic
trajectories is when the trajectories of all the endpoints are constant-degree polynomials. If the trajectories
of k of the segments in S are pseudo-algebraic and the remaining segments are stationary, then the total
number of critical events is O(kn). We spend O(logn) expected time to maintain B(t) at each event
point. Hence, we obtain the following corollary to Theorem 3.4.
Corollary 3.5. Let S be a set of n segments in the plane, and let G⊆ S be a set of k segments. Suppose
each segment of G moves along a pseudo-algebraic trajectory and the remaining segments of S are
stationary, the total expected time spent in maintaining B is O(kn logn).
Remark. Our update algorithm works correctly even if two or more events occur at the same instant.
If the events involve trapezoids in different parts of B , it does not matter in which order we process
the events. Otherwise, assume that at time t there are two transient trapezoids ∆v and ∆w with λv = p,
ρv = λw = q and ρw = r , such that the x-coordinates of p, q and r are the same. The definition of
transient trapezoids implies that only the events involving the pairs (p, q) and (q, r) are in the priority
queue at time t−. At time t , we process one of these events. Assume without loss of generality that this
event involves (p, q). When we process this event, we insert an event involving the pair (p, r) into the
priority queue. Our algorithm updates B correctly irrespective of whether the event involving (q, r) or
the one involving (p, r) is processed next.
4. BSPs for triangles: a randomized algorithm
In this section we describe a randomized algorithm for constructing a BSP B of expected size O(n2) for
a set S of n triangles with pairwise-disjoint interiors in R3. The expected running time of the algorithm
is O(n2 log2 n). We describe the algorithm in Section 4.1 and analyze its performance in Section 4.2.
4.1. The randomized algorithm
We start with some definitions. For an object s in R3, let s∗ denote the xy-projection of s. Let E be the
set of edges of the triangles in S, and let E∗ denote the set {e∗ | e ∈ E}. Let L be the set of lines in the
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Fig. 9. An active face f and an active cell ∆v ∈∆(f ) that is a vertical section of the cylinder erected on f . The
boundary of triangle s intersects ∆v and the boundary of s∗ intersects f .
xy-plane supporting the edges in E∗. We choose a random permutation 〈`1, `2, . . . , `3n〉 of L, and add
the lines one by one in this order to compute B . Let Li = {`1, `2, . . . , `i}.
The algorithm works in 3n stages. In the ith stage, we add `i and construct a top subtree 7 Bi of B
by refining the leaves of Bi−1; B0 consists of one node (corresponding to R3) and B3n is B . As usual,
we associate a convex polytope ∆v with each node v of Bi−1. If v is a leaf of Bi−1 and no triangle in S
intersects the interior of ∆v , i.e., Sv = ∅, then v is a leaf of B and we do not refine it further. Otherwise,
we partition ∆v into two or more cells; these cells are leaves of Bi+1.
Before describing the ith stage of the algorithm in detail, we explain the structure of Bi . We need
a few definitions first. At a node v of B , the cutting plane Hv may support a triangle s ∈ S such that
Hv ∩∆v ⊆ s, i.e., the portion of Hv that lies in the interior of ∆v is contained in s. Such a cutting plane
is referred to as a free cut and s is called a free triangle. We say that a leaf v of Bi (or the cell ∆v) is
active if a triangle in S intersects the interior of ∆v (i.e., Sv 6= ∅); similarly, we say that a face f in the
line arrangement A(Li) is active if a segment in E∗ intersects the interior of f . For each active leaf v in
Bi , the algorithm ensures that ∆v satisfies the following properties:
(P1) If a triangle s ∈ S intersects the interior of ∆v , then the boundary of s also intersects the interior of
∆v .
(P2) The cell∆v is a vertical section of the cylinder f ×[−∞,∞] for exactly one active face f ofA(Li);
the vertical section may be truncated by triangles of S at the top and bottom. See Fig. 9.
In order to execute each stage efficiently, we maintain the following additional information:
(i) For each active cell ∆ ∈ Bi , we store the subset S∆ ⊆ S of triangles that intersect the interior of ∆.
(ii) We maintain the arrangement A(Li) as a planar graph [18]. For each active face f ∈ A(Li), we
maintain the set ∆(f ) of those active cells in Bi that lie inside the cylinder f × [−∞,∞]. Note that
by Properties (P1) and (P2), a face f ∈A(Li) is active if and only if ∆(f ) 6= ∅.
We now describe the ith stage in detail. Let Hi be the vertical plane supporting `i . In the ith stage,
we make a vertical cut inside each active cell that is intersected by Hi , followed by a number of free
7 A top subtree of a tree is one that includes the root of the tree.
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Fig. 10. (a) Tracing `4 (the thick line) through the faces ofA(L3). The face f is shaded. (b) Splitting cell∆ ∈∆(f )
by H4, the vertical plane containing `4. (c) The free cuts in F∆+ are ordered by z-coordinate.
cuts as follows. Let H+i (respectively, H−i ) be the positive (respectively, negative) halfspace supported
by Hi .
1. We trace `i through the faces of A(Li−1). For each face f ∈A(Li−1) intersected by `i , we use `i
to split f into two faces f + and f −. See Fig. 10(a). Next, we partition each active cell ∆ ∈ ∆(f )
into two cells ∆+ =∆∩H+i and ∆− =∆∩H−i (see Fig. 10(b)) and execute the following two steps
on ∆:
2. We compute the set S∆+ ⊆ S∆ of triangles that intersect the interior of ∆+. We also compute the set
F∆+ ⊆ S∆+ of triangles whose boundaries do not cross ∆+. Similarly, we compute the sets S∆− and
F∆− for ∆−.
3. We split ∆+ into a set Ψ of |F∆+| + 1 cells by making free cuts along each of the triangles in F∆+ .
The cells in Ψ can be ordered by z-coordinate. Since the triangles in S are pairwise-disjoint, each
triangle s ∈ S∆+ \F∆+ intersects a unique cell ∆′ ∈ Ψ . We compute ∆′ by performing a binary search
in Ψ , and add s to S∆′ . For each cell ∆′ ∈ Ψ , we add ∆′ to the set ∆(f +) if S∆′ 6= ∅. Next, we repeat
the same procedure for ∆−.
Whenever we split a three-dimensional cell into two, we add two children to the corresponding node in
Bi−1 and store the necessary information with the newly created nodes. The resulting tree is Bi . The cuts
made in Step 3 ensure that Bi satisfies property (P1). Bi satisfies property (P2) since the cuts made in
Step 1 are vertical. Note that a triangle s ∈ S does not intersect the interior of any cell after the three lines
supporting the edges of s∗ have been processed.
Remark. The free cuts made in Step 3 are crucial in keeping the size of the BSP quadratic. Instead, if
we simply erect vertical planes as we do in Step 1 of the algorithm, and make cuts along a triangle s ∈ S
only when all three lines supporting the xy-projections of the edges of s have been added, then there are
instances of input triangles for which our algorithm will construct a BSP of (n3) size regardless of the
initial permutation of the triangles.
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4.2. Analysis of the algorithm
We first bound the expected size of B . A similar proof is used by Paterson and Yao [29] to analyze
their randomized algorithm for constructing BSPs for triangles in R3. The cuts made by the algorithm
partition each triangle in S into a number of sub-polygons; each such sub-polygon is contained in the
cutting plane of some node in B and is stored at that node. Let ν(S) be the total number of polygons
stored at the nodes of B . The following lemma bounds the size of B in terms of ν(S).
Lemma 4.1. The size of B is at most 11ν(S).
Proof. Recall that the size of B is defined to be the sum of the number of nodes in B and the total
number of triangles stored at all the nodes in B . To bound the size of B , we count the number of nodes
in B and then add ν(S). Let ν(E) be the number of segments into which the edges of the triangles in S
are partitioned by the cuts in B .
We first bound the number of leaves in B in terms of ν(S) and ν(E). Let v be the parent of a leaf w
in B . Either a free cut or a vertical cut through an edge of a triangle s ∈ S is made at v (since these are
the two types of cuts we make in B). We charge w to the cut made at v. There are three cases to consider:
1. If we made a face cut at v, we charge the cut at most twice.
2. If we made a vertical cut at v and if both children of v are leaves of B , then s is vertical. In this case,
we charge s twice.
3. If w is the only child of v that is a leaf and if a vertical cut is made at v, we now show that this cut is
charged at most once. Suppose the vertical cut at v passes through an edge e of s. It is clear that we
have not made a vertical cut passing through e at any ancestor of v. Consider the segment e′ = e∩∆v .
Let Φ denote the set of segments that e′ is partitioned into by the cuts made at the descendants of v
in B . Since we have made a vertical cut through e, we do not make vertical cuts in B through any of
the segments in Φ. Therefore, we can charge w to any segment in Φ. We charge each such segment
at most once in this manner.
This argument implies that the number of leaves in B is at most 2ν(S)+ ν(E).
To bound this quantity, for each triangle s ∈ S, consider the arrangement As on s formed by the
intersection of s and the cuts in B . Let es be the number of edges inAs that are portions of edges of s and
let fs be the number of faces in As . Since at most three edges on the boundary of a face in As are also
portions of the edges of s, we have es 6 3fs . Summing over all triangles s ∈ S, we have ν(E)6 3ν(S).
Hence, the number of leaves in B is at most 5ν(S), which implies that the number of nodes in B is at
most 10ν(S), thus proving the lemma. 2
Thus, it suffices to bound the expectation E[ν(S)] to bound the expected size of B . To that end, we
count the expected number of new sub-polygons created in the ith stage, and sum the result over all
stages. We bound the number νis of new sub-polygons into which a triangle s ∈ S is partitioned by the
cuts made in the ith stage, and sum the resulting bound over all triangles in S. Note that the vertical cuts
made in the ith stage are contained in the vertical plane Hi containing `i .
Fix a triangle s ∈ S. For 16 k 6 i, let λk =Hk ∩ s be the segment formed by the intersection of Hk
and s, and let 3i be the set of resulting segments. Note that the endpoints of each λk lie on the boundary
of s. To calculate E[νis], consider the segment arrangement A(3i) on s. We call a face of A(3i) a
boundary face if it is adjacent to an edge of s; otherwise, it is an interior face. See Fig. 11. Recall that for
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Fig. 11. The arrangement A({λ1, λ2, λ3, λ4}) on triangle s (the shaded triangle). The face f1 is a boundary face
and the face f2 is an interior face. The segment λ5 does not partition f2.
a leaf v ∈ Bi−1, we partition the cell ∆v only if ∆v is active. Property (P1) implies that the cuts made in
the ith stage do not cross the interior of any interior face ofA(3i−1), since such a face cannot intersect the
interior of any active cell ∆v . Hence, νis is the number of boundary faces of A(3i−1) that are intersected
by λi . (If property (P1) did not hold, νis would be all the regions of A(3i−1) that are intersected by λi .)
For 16 k 6 i, let µ(3i, k) denote the number of boundary faces in the arrangement A(3i \ {λk}) that
are intersected by λk. Observe that the sum
∑
16k6i µ(3i, k) equals the total number of edges bounding
the boundary faces of A(3i). By the zone theorem [11,18], the total number of edges of the boundary
faces of A(3i) is O(i). Hence,∑
16k6i
µ(3i, k)=O(i).
Since the lines in Li are chosen randomly from the set L, λi can be any of the lines in 3i with equal
probability. Therefore,
E
[
νis
]= 1
i
∑
16k6i
µ(3i, k)=O(1).
Hence, the total number of pieces created in the ith stage is O(n). Summing over i, we find that the
total number of sub-polygons into which the triangles in S are partitioned over the course of the entire
algorithm is O(n2). The following lemma is immediate.
Lemma 4.2. The expected size of the BSP constructed by the algorithm is O(n2).
Remark. Since each cell ∆v ∈ B is cylindrical, each vertex p of ∆v is contained in one of the triangles
s that contains the non-vertical faces of ∆v . In fact, p is a vertex of the arrangement A({λ1, λ2, . . . , λ3n})
on s defined above. Thus, the preceding argument implies that the expected value of the total number of
vertices of the nodes of B is also O(n2). However, the height of B can be (n), e.g., if the triangles in S
form a convex polytope.
Before analyzing the running time of the algorithm, we establish a relation between the projected edges
intersecting an active face f ∈A(Li−1) and the triangles intersecting the cells in∆(f ). For such an active
face f , let kf be the number of projected edges in E∗ that intersect the interior of f . By Property (P1),
if a triangle s ∈ S intersects the interior of a cell ∆ ∈ ∆(f ), i.e., s ∈ S∆, then the boundary of s also
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intersects the interior of ∆. Therefore, an edge of s∗ intersects the interior of f . Since s intersects the
interior of only one cell in ∆(f ), we obtain∑
∆∈∆(f )
|S∆|6 kf . (4.1)
We now analyze the expected running time of the algorithm. We count the time spent during the
ith stage in inserting the line `i and then add this time over all stages of the algorithm. The zone
theorem implies that in Step 1 of the algorithm, we spend O(i) time in tracing `i through A(Li−1). While
processing an active face f of A(Li−1) that intersects `i , for each cell ∆ ∈∆(f ), we spend O(1) time
in Step 1 and O(|S∆|) time in Step 2. In Step 3, for each triangle s ∈ S∆+ \F∆+ , we spend O(log |F∆+|)
time in the binary search used to find the cell in the set Ψ that intersects s. Hence, the total time spent in
Step 3 for the face f is O(|S∆| log |S∆|). Thus, (4.1) implies that the total time spent in processing f is∑
∆∈∆(f )
O
(|S∆| log |S∆|)=O(kf log kf ).
Let Z be the set of all active faces of A(Li−1) that are intersected by `i . The total time spent in the ith
stage is∑
f∈Z
O(kf log kf ).
We now bound this sum. If we denote the number of vertices on the boundary of a face f by |f |,
then by the zone theorem, we have
∑
f∈Z |f | = O(i). Consider the vertical decomposition A‖(Li−1)
of A(Li−1). Each face f ∈ A(Li−1) is decomposed into O(|f |) trapezoids in A‖(Li−1). By standard
random-sampling arguments (see Clarkson [15]), the expected number of edges in E∗ that intersect the
interior of any such trapezoid is O((n log i)/i). This implies that for a face f ∈ A(Li−1), the expected
value of kf is O(|f |(n log i)/i). Hence, the expected time spent in the ith stage is∑
f∈Z
O(kf log kf )=
∑
f∈Z
O
(
|f |
(
n log i
i
)
logn
)
=O(n log2 n),
which implies the following theorem.
Theorem 4.3. Let S be a set of n non-intersecting triangles in R3. We can compute a BSP for S of
expected size O(n2) in expected time O(n2 log2 n).
5. BSPs for triangles: a deterministic algorithm
In this section, we describe a deterministic algorithm for computing a BSP for a set S of n triangles
in R3. As in the previous section, let E denote the set of edges of triangles in S, and let E∗ = {e∗ | e ∈E}
be the set of xy-projections of the edges in E. Let k be the number of intersections between the edges
inE∗. Our algorithm constructs a BSP B of size O((n+k) log2 n) and height O(logn) in O((n+k) log3 n)
time. The algorithm is a three-dimensional extension of Paterson and Yao’s algorithm for constructing a
BSP for segments in the plane [29]. The cuts we make are either free cuts contained in triangles of S or
vertical extensions of the cuts made by the Paterson–Yao algorithm when applied to the xy-projections
of the edges of the triangles in S. Before presenting our algorithm, we give some definitions.
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Fig. 12. Anchored segments in E∗v (these segments are drawn thick).
As in the previous section, each node v of B is associated with a cylindrical cell ∆v , but the top and
bottom faces of∆v are now trapezoids. Let∆∗v denote the xy-projection of the top (or bottom) face of∆v ;
two of the edges of ∆∗v are perpendicular to the x-axis. We refer to the faces of ∆v passing through these
edges as the left and right faces and to the other two vertical faces of ∆v as the front and back faces.
LetE∗v be the set of xy-projections of the segments in E that intersect the interior of∆v and are clipped
within ∆∗v . A segment γ ∈E∗v is called anchored if its endpoints lie on the two parallel edges of ∆∗v and
γ does not intersect any other segment of E∗. 8 Fig. 12 shows an example. The anchored segments in E∗v
can be linearly ordered by y-coordinate (since they are disjoint). Let Av be the set of anchored segments
in E∗v and let Pv be the set of intersection points between the segments of E∗v . Finally, let Fv ⊆ Sv be
the set of all free triangles in Sv . Recall that a triangle s ∈ Sv is free with respect to ∆v if no edge of s
intersects the interior of ∆v; s partitions ∆v into two cylindrical cells. Since ∆v is a cylindrical cell, the
triangles in Fv can be sorted by their z-coordinates. Before describing the algorithm, we state two useful
lemmas that are easy to prove.
Lemma 5.1. Let v be a node in B such that Fv 6= ∅. Then one of the following conditions holds:
(i) There exists a triangle t ∈ Fv such that the plane containing t splits ∆v into two cells ∆w and ∆z
and |Pw|, |Pz|6 2|Pv|/3.
(ii) There exist two consecutive triangles t1, t2 ∈ Fv such that the planes containing t1 and t2 split ∆v
into three cells ∆w , ∆y and ∆z where the top and bottom faces of ∆y are contained in t1 and t2,
|Py|> |Pv|/3, and Fy = ∅.
Lemma 5.2. Let v be a node in B such that Fv = ∅ and Av 6= ∅. Then one of the following conditions
holds:
(i) There exists an anchored edge e ∈ Av such that the vertical plane containing e splits ∆v into two
cells ∆w and ∆z and |Pw|, |Pz|6 2|Pv|/3.
(ii) There exist two consecutive anchored edges e1, e2 ∈ Av such that the vertical planes containing e1
and e2 split ∆v into three cells ∆w , ∆y and ∆z where the front and back faces of ∆y are bounded by
the planes containing e1 and e2, |Py|> |Pv|/3, and Ay = ∅.
8 This definition requires that γ not intersect the xy-projection of any segment γ ′ ∈E even when γ ′ does not intersect ∆v .
An alternative definition could have required that γ not intersect any other segment in E∗v . The reason we use our definition
will become clear when we describe our algorithm.
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5.1. The deterministic algorithm
Let I be the set of intersection points of E∗. Suppose |I | = k. In a pre-processing step, we compute the
set I in O((n+ k) logn) time using the Bentley–Ottman sweep-line algorithm [7,31]. Our algorithm then
constructs B in a top-down fashion by maintaining a top subtree of B . We say that a leaf v of the subtree
is active if Sv 6= ∅. Note that v is active even if Sv contains free triangles; in contrast, in Section 4, an
active leaf v has the property that Sv does contain any free triangles. We store the set of all active leaves
of the current subtree in a list. For each active leaf v, we maintain the sets Pv , Av , Fv and Sv . We can
easily obtain the set E∗v from the sets Av and Sv \ Fv .
At each step of the algorithm, we choose an active leaf v, compute at most two cutting planes, and use
these planes to split ∆v into at most three cells. For each child w of v, if Sw is nonempty, we mark w
as being active. Before describing how we compute the cutting planes, we specify how we determine the
sets Pw , Fw , Sw and Aw (the procedure is symmetric for the other children of v):
Pw: Let p ∈ Pv be the intersection point of e∗1 and e∗2 , where e1 and e2 are triangle edges; p ∈ Pw if both
e1 and e2 intersect ∆w and p is contained in ∆∗w.
Fw : Let s be a triangle in Sv . If s intersects ∆w but none of the edges of s intersects the interior of ∆w,
then s ∈ Fw .
Sw: Since Sw is the union of Fw and Sw \ Fw, it is enough to specify how to compute Sw \ Fw . Let s be
a triangle in Sv \ Fv . If an edge of s intersects the interior of ∆w, then s ∈ Sw \Fw .
Aw: Let e∗ ∈ E∗v , where e is an edge of a triangle in Sv . There are two cases to consider: (i) If e∗ ∈ Av
and e intersects ∆w , then e∗ ∈Aw . (ii) If e∗ /∈Av , e intersects ∆w, and no point in I is contained in
∆∗w ∩ e∗, then e∗ ∈Aw . To detect the second case, for each edge e∗ ∈ E∗v , we store the set of points
in I that are contained in e∗ (these points are formed by the intersection of e∗ and other segments in
E∗).
It is clear that these sets can be computed for all children of v in O(|Pv| + |Fv| + |Sv| + |Av|) time.
We now describe how we compute the cutting planes we use to partition v. Our algorithm uses three
kinds of cuts: a face cut is a plane containing a triangle in S (all face cuts will be free cuts), an edge cut
is a vertical plane erected on an anchored segment in Av , and a point cut is a plane perpendicular to the
x-axis passing through a point in Pv . See Fig. 13. We choose the cutting planes as follows.
1. Fv 6= ∅: We apply Lemma 5.1 to select a set Φ of at most two free triangles in Fv and split ∆v into at
most three cells using face cuts contained in the triangles in Φ. See Fig. 13(i). Since no triangle in Φ
intersects any triangle of Sv , each triangle of Sv \Φ belongs to exactly one of the cells we partition
∆v into. We can similarly partition the anchored segments in Av . 9
2. Fv = ∅ and Av 6= ∅: We apply Lemma 5.2 to select a set ϒ of at most two anchored segments in Av
and split ∆v using edge cuts passing through the segments in ϒ . See Fig. 13(ii). Since no segment
in Av \ϒ intersects the vertical planes erected on the segments in ϒ , we can partition the anchored
segments of Av between the cells that ∆v is split into.
3. Fv = ∅,Av = ∅: We split ∆v into two cells using the point cut through the vertex in Pv with the
median x-coordinate. See Fig. 13(iii).
9 If ∆w is one of the cells that we split ∆v into using face cuts, then Aw ⊆ Av . This property holds because we defined a
segment γ ∈ E∗v to be anchored if γ does not intersect any other segment in E∗, i.e., if no point in I lies on γ . On the other
hand, if we had defined γ to be anchored if γ does not intersect any other segment in E∗v (i.e., if no point in Pv lies on γ ), then
it is possible that γ ∈Aw but γ 6∈Av . This possibility arises when there is a triangle edge β that intersects ∆v and β∗ intersects
γ but β does not intersect ∆w .
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Fig. 13. Cuts made in the deterministic algorithm: (i) free cut, (ii) cut parallel to the z-axis through an anchored
segment, and (iii) cut parallel to the yz-plane through a vertex of Pv .
5.2. Analysis of the algorithm
We now analyze the performance of the algorithm. We first bound the size of B , then the running
time of the algorithm, and finally the height of B . Let v be a node in B such that Pv contains p
intersection points, Av contains a anchored segments, and Fv contains f free triangles; clearly Sv
contains O(p+ a + f ) triangles. Let Bv denote the subtree of B rooted at v. Set
S(p, a, f )=max
v
|Bv|,
where the maximum is taken over all nodes v with |Pv| = p, |Av| = a and |Fv| = f . We bound S(p, a, f )
by setting up a recurrence for it. Suppose the cutting planes chosen at v partition ∆v into the cells∆w,∆y
and ∆z. We use the convention that ∆y is empty if we chose only one cutting plane at v and that ∆y lies
“between” ∆w and ∆z if we choose two cutting planes at v. Let pw = |Pw|, aw = |Aw| and fw = |Fw|;
define py, ay, fy,pz, az and fz similarly. Note that Pw,Py and Pz are disjoint subsets of Pv ; therefore,
pw + py + pz 6 p. We consider three cases:
(i) f 6= 0. Since we partition ∆v using free cuts, we have aw+ay+az = a and fw+fy+fz < f . If we
use one free cut to partition v (in this case,∆y is empty), Lemma 5.1(i) implies that pw,pz 6 2pv/3.
If we use two (consecutive) free cuts to partition v, Lemma 5.1(ii) implies that pw + pz 6 2pv/3,
py > pv/3 and fy = 0.
(ii) f = 0, a 6= 0. Since the edge cuts we use to partition ∆v are erected on anchored segments inAv , we
have aw+ay +az 6 a−1. These cuts may intersect triangles in Sv , creating free triangles in Fw , Fy
and Fz. However, there are O(p+ a) triangles in Sv; hence, we have that fw + fy + fz =O(p+ a).
If we use one edge cut to partition v (in this case, ∆y is empty), Lemma 5.2(i) implies that
pw,pz 6 2pv/3. If we use two (consecutive) edge cuts to partition v, Lemma 5.2(ii) implies that
pw + pz 6 2pv/3, py > pv/3 and ay = 0.
(iii) f = 0, a = 0. We split∆v using a point cut defined by the vertex in Pv with the median x-coordinate,
which implies that pw,pz 6 p/2. Since the cut may intersect triangles in Sv , both ∆w and ∆z can
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contain anchored segments and free triangles. Since there are O(p) edges in E∗v and O(p) triangles
in Sv , we have aw, az, fw, fz =O(p).
If we choose one edge cut or one point cut at v, then the size of node v is one. If we pick one face cut at
v, then the size of node v is two, since we store the free triangle inducing this face cut at v. If we choose
two cuts at v, assume without loss of generality that w is a child of v and that y and z are the children of
x, the other child of v. If we pick two edge cuts at v, then v and x each have size one. If we select two
face cuts at v, then v and x each have size two. The preceding discussion implies that we can write the
following recurrence for S(p, a, f ):
S(p, a, f )6 S(pw, aw, fw)+ S(py, ay, fy)+ S(pz, az, fz)+ 4, (5.1)
where pw + py + pz 6 p, and
1. aw + az = a, fw + fz = f − 1, pw,pz 6 2p/3, and py = ay = fy = 0, if f 6= 0 and we apply
Lemma 5.1(i).
2. aw + ay + az = a, and fw + fz = f − 2, fy = 0, pw + pz 6 2p/3, and py > p/3, if f 6= 0 and we
apply Lemma 5.1(ii).
3. aw + az = a− 1, fw + fz =O(p+ a), pw,pz 6 2p/3, and py = ay = fy = 0, if f = 0, a 6= 0 and we
apply Lemma 5.2(i).
4. aw + az = a − 2, ay = 0, fw + fy + fz =O(p+ a), pw + pz 6 2p/3, and py > p/3, if f = 0, a 6= 0
and we apply Lemma 5.2(ii).
5. pw,pz 6 p/2, aw, az, fw, fz =O(p), and py = ay = fy = 0 if f = 0, a = 0.
Using mathematical induction, we can prove that the solution to this recurrence is
S(p, a, f )=O(p log2p+ (p+ a) logp+ f ).
Since the root node of B has n+ k intersection points, no anchored segments, and no free triangles, and
since k =O(n2), we obtain the following lemma.
Lemma 5.3. The size of B is O((n+ k) log2 n).
We now analyze the running time of the algorithm. As we have noted earlier, at each node v, we can
choose the cutting planes and perform the operations to split ∆v in O(p + a + f ) time. If T (p, a, f )
denotes the maximum time taken by our algorithm to construct the subtree of B rooted at a node v with
|Pv| = p, |Av| = a and |Fv| = f (the maximum is taken over all such nodes v), we have
T (p, a, f )= T (pw, aw, fw)+ T (py, ay, fz)+ T (pz, az, fz)+O(p+ a + f ),
where pw,aw,fw,py, ay, fz,pz, az and fz satisfy the same conditions as in (5.1). Using mathematical
induction, we can prove that the solution to the above recurrence is
T (p, a, f )=O(p log3 p+ (p+ a) log2p+ (p+ a + f ) logp).
Thus, we obtain the following lemma.
Lemma 5.4. The time taken by our algorithm to construct B is O((n+ k) log3 n).
We now prove a lemma that implies that the height of B is O(logn). We first need a simple definition:
if v is a node of B and w is a descendant of v in B , then the distance between v and w is the number of
tree edges in the path from v to w.
P.K. Agarwal et al. / Computational Geometry 16 (2000) 103–127 125
Lemma 5.5. Let v be a node in B . If w is a descendant of v and the distance between w and v is seven,
then pw 6 2pv/3.
Proof. We first define some notation that will be useful in the proof. For a node v ∈ B , consider the
subtree T rooted at v such that if w is a leaf of T , then pw 6 2pv/3 and if w is an interior node of T ,
then pw > 2pv/3. We use dv to denote the height of T (the height of a tree is the maximum distance
between the root and a leaf of the tree). We claim that for any node v ∈ B , dv 6 7. Clearly, the lemma is
true if we prove this claim.
If we choose one cutting plane at v, then dv = 1 since for each child w of v, we have pw 6 2pv/3.
Suppose we choose two cutting planes at v. These cuts split ∆v into three regions ∆w , ∆y and ∆z such
that py > pv/3; therefore, dv = dy + 2. If we apply Lemma 5.1(ii) at v, we have Fy = ∅. Similarly, if we
apply Lemma 5.2(ii) at v, we have Ay =∅.
We now prove a bound on dy . If we choose one cutting plane at y, we have dy = 1, which proves
that dv = 3. Let us now consider the other possibilities (i.e., we split ∆y using Lemma 5.1(ii) or
Lemma 5.2(ii)). Let y′ be the grandchild of y such that py ′ > 2py/3, which implies that dy = dy ′ + 2.
Since either Fy or Ay is empty, we consider the two possible cases:
1. Fy 6= ∅ and Ay = ∅: Since we apply Lemma 5.1(ii) at y, Fy ′ = ∅. Further, Ay ′ = ∅ since the face cuts
that split ∆y do not create any new anchored edges. Therefore, we split y′ using a point cut, which
implies that dy ′ = 1; therefore, dy = 3.
2. Fy = ∅ and Ay 6= ∅: Since we apply Lemma 5.2(ii) at y, Ay ′ = ∅. Applying the argument of the
previous case to y′, we have dy ′ = 3, which implies that dy = 5.
This argument shows that dv 6 7 for all nodes v ∈ B . 2
Combining the last three lemmas, we state the main result of this section.
Theorem 5.6. Let S be a set of n triangles in R3, and let k be the number of intersection points of the
xy-projections of the edges of S. We can compute a BSP of size O((n+ k) log2 n) and height O(logn) for
S in O((n+ k) log3 n) time.
6. Conclusions
In this paper, we first presented an efficient algorithm to maintain a BSP of a set of moving segments
in the plane. Currently, we do not know any non-trivial lower bounds for this problem. Agarwal et al. [1]
have extended our result and developed an algorithm to maintain BSPs for moving triangles in R3.
We have also presented algorithms for constructing BSPs for triangles in R3. The randomized
algorithm constructs a BSP of worst-case optimal size and runs in near-optimal time in the worst case.
The deterministic algorithm is near-optimal in the worst-case. However, for inputs such as terrains that
actually arise in practice, the number of intersections between the xy-projections of the triangles is likely
to be near-linear. In such cases, our deterministic algorithm constructs BSPs of near-linear size.
There are many interesting open questions regarding BSPs. First of all, our deterministic algorithm
is likely to construct BSPs of near-linear size for terrains and urban landscapes, which are common in
computer graphics and geographic information systems, but might not be very good for data sets in other
application domains (e.g., CAD design). Proving near-linear bounds on BSP size in models that capture
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the geometric structure of such inputs will be very useful. Secondly, all our algorithms for triangles in R3
construct BSPs of (n2) size even if an O(n) size BSP exists. This raises the question of constructing a
BSP of optimal or near-optimal size for triangles in R3. It is not known whether the problem is NP-hard.
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