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Abstract
Predicting unobserved entries of a partially observed matrix has found wide applicability
in several areas, such as recommender systems, computational biology, and computer vision.
Many scalable methods with rigorous theoretical guarantees have been developed for algo-
rithms where the matrix is factored into low-rank components, and embeddings are learned for
the row and column entities. While there has been recent research on incorporating explicit
side information in the low-rank matrix factorization setting, often implicit information can be
gleaned from the data, via higher order interactions among entities. Such implicit informa-
tion is especially useful in cases where the data is very sparse, as is often the case in real world
datasets. In this paper, we design a method to learn embeddings in the context of recommenda-
tion systems, using the observation that higher powers of a graph transition probability matrix
encode the probability that a random walker will hit that node in a given number of steps. We
develop a coordinate descent algorithm to solve the resulting optimization, that makes explicit
computation of the higher order powers of the matrix redundant, preserving sparsity and mak-
ing computations efficient. Experiments on several datasets show that our method, that can use
higher order information, outperforms methods that only use explicitly available side informa-
tion, those that use only second order implicit information and in some cases, methods based
on deep neural networks as well.
1 Introduction
Matrix factorization into low rank components plays a vital role in many applications, such as rec-
ommender systems [1], computational biology [2] and computer vision [3]. Standard approaches to
matrix factorization involves either explicitly looking for low-rank approximation via non-convex
optimization [4, 5] or resorting to convex, nuclear norm based methods [6, 7]. These methods can
be viewed as learning dense and low dimensional vector embeddings of the row and column enti-
ties (for example, users and movies), the inner products of which best approximate entries of the
target matrix (for example, ratings). Such approaches for MF suffer from two drawbacks: practical
datasets are often highly imbalanced, where some users might rate several items, whereas some
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users rarely provide feedback. Some of the items themselves are more popular than the others,
making the observed entries highly nonuniform [8, 9]. Secondly, modern datasets also contain vast
amounts of side information, incorporating which typically aids in prediction [10, 11, 12, 13, 14].
For example, one might have access to user social networks, product co-purchasing graphs, gene
interaction networks and so on.
While it seems natural to enforce the learned embeddings to be faithful to the side information
present, there also exists implicit information in the data. For instance, two users consistently pro-
viding same ratings to the same set of movies implicitly suggests the similarity in their preferences
irrespective of the explicit links that may or may not exist between them. Indeed, low rank repre-
sentations inherently look to achieve this by assuming that users (in this case) all lie in a common
low dimensional subspace. However, explicitly modeling such an implicit similarity tends to yield
better results. Recent advances have demonstrated that exploiting second-order co-occurrences of
users and items indeed results in better recommendations [15]. This implicit information is espe-
cially useful when the dataset is highly sparse and imbalanced, as is the case in most real world
applications.
In this paper, we develop a framework that can both seamlessly incorporate the provided side
information if it exists, as well as use higher order information in the data to learn user and item
embeddings. The method we propose tackles both the issue of sparse data, as well as utilizing
side information in an elegant manner. Furthermore, we develop an algorithm that precludes the
computation of matrix higher powers1, preserving the sparsity of the original problem and making
computations highly efficient.
We model the target matrix combined with side information as a graph and then learn low-
rank vector embeddings that best approximate the local neighborhood structure of the constructed
graph. The key idea is that given a transition probability matrix for a graph A, the i, jth entry of Ak
encodes the probability of jumping between nodes i and j in k steps. Thus, even when the given
data is very sparse, we can use it to glean missing entries, and use those to learn embeddings for
users and items.
Let us consider a movie recommendation system. We construct a graph with all the users and
movies as nodes. An (weighted, undirected) edge exists between a user node and movie node if the
corresponding entry in the target matrix exists i.e. the user has rated the movie. Side information
such as social networks amongst users, when present, are also used to form edges between user
nodes. We aim to approximate the multi-step transition probability, i.e., probability of jumping
between two nodes within a small, predefined number of hops, via a function proportional to the
inner product between the node embeddings. This objective naturally encodes both the implicit and
side information: transition is more likely between user nodes preferring a similar set of items; a
dense clique in user social network also increase their probability of co-occurrence within a small
number of steps. Noting that we consider co-occurrence within multiple steps, our embedding
could account for higher order implicit similarities rather than the usual pair-wise similarity be-
tween users or movies, or just second order co-occurrences [15]. Our experiments reinforce our
claims that taking higher-order information indeed improves the prediction accuracy on a variety
of datasets. We consider datasets with binary ratings as well as star-ratings, and those with and
without side information. We call our method HOMF: Higher Order Matrix Factorization.
HOMF is closely related to recent advances in representation learning in natural language pro-
1To be made clear in the sequel
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cessing [16, 17] and graphs [18, 19, 20]. [21] provides a comprehensive survey on various graph
embedding techniques. While these works also consider co-occurrences of words within a small
window in a sentence or nodes within a few steps on graphs, their objective is equivalent to fac-
torizing the logarithm of such local co-occurrences [22]. In contrast, HOMF directly attempts to
approximate the multi-step transition probabilities. Moreover, in this paper, we explore various
methods to construct edge weights of our graph from both rating-like and binary target matrix.
Also, unlike the negative sampling and stochastic gradient descent approach in [16, 18], we derive
a coordinate descent based methods for solving the corresponding optimization problem. Finally,
a recent line of work has focussed on using convolutional neural networks defined on graphs [23]
to estimate the embeddings for users and items [24]. The key idea in these methods is that node
embeddings can be learnt via an aggregation of those of it’s neighbors, and the “scale” of the
convolutional filter acts as the number of hops in a random walk. The method we propose is sig-
nificantly simpler, and the optimization problem is more efficient. Despite this, we show that our
method is competitive, and in several cases outperforms the methods that rely on deep neural nets
to learn the embeddings.
The rest of the paper is organized as follows: We first review related work. In the next section,
we formally set up the problem we wish to solve and provide motivation for our algorithm. In
Section 3 we describe our algorithm, and comment on its computational complexity as well as
remark on its generality. We provide extensive experimental results in Section 4. In Section 5, we
discuss possible future directions and conclude the paper in Section 6.
1.1 Related Work
1.1.1 Incorporating Side Information:
While several methods for vanilla matrix factorization (see (1)) have been proposed, incorporating
explicit side information is a much more recent phenomenon. Given attributes or features for the
row and/or column entities, [13, 25] consider the row and column factors to be a linear combination
of the features. This was extended to nonlinear combinations in [26]. If graph information is
known beforehand, then methods proposed in [11, 14] can be applied to solve a slightly modified
program: (2). Further, note that one can construct the pairwise relationship between entities from
the feature representations. Methods that can implicitly glean relationships between row and/or
column entities have not been that forthcoming, an exception being [15], that uses second order
information only.
1.1.2 Random Walks on Graphs:
[27, 28] and references therein view collaborative filtering as functions of random walks on graphs.
Indeed, the canonical user-item rating matrix can be seen as a bipartite graph, and several highly
scalable methods have been proposed that take this viewpoint [29]. Methods that incorporate
existing graph information in this context have also been studied [30, 12]. [31] consider metrics
such as average commute times on random walks to automatically figure out the similarity between
nodes and apply it to recommender systems, but also note that such methods do not always yield
the best results. Similarly, [32] consider local random walks on a user-item graph, and resorts to
a PageRank-style algorithm. Furthermore, they require the graph to have a high average degree,
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something most applications we consider will not have. In fact, canonical datasets might have a
few nodes with high degree, but most nodes will have a very low degree.
1.1.3 Learning Node Embeddings on Graphs:
Recently, ideas from learning vector representations of words [16] have been used to obtain vector
embeddings for nodes in a graph. Specifically, the authors in [18] considered random walks on
a graph as equivalent to “sentences” in a text corpus, and applied the standard Word2Vec method
on the resulting dataset. [33] showed that such a method is equivalent to factorizing a matrix
polynomial after logarithmic transformations. In contrast, we directly aim to factorize a matrix
polynomial with no transformations. Furthermore, we develop a method that makes computing
the higher matrix powers in this polynomial redundant. These methods that rely on learning node
embeddings of a graph can be viewed through a common lens: the embeddings are typically a
weighted (nonlinear) combination of their neighbors in the graph. [24] use the notion of graph
convolutional neural networks to learn the embeddings, in the presence of side information pre-
sented as graphs. Finally, [34] consider a neighborhood-weighted scheme, and while the proposed
method is not practical, provide theoretical justification for learning such embeddings.
2 Problem Setup
We assume we are given a partially observed target matrix R ∈ Rm×n. Let the set of observed
entries in R be denoted by Ω, where typically |Ω|  mn. Given a rank parameter k, the goal in
standard Matrix Factorization (MF) is to learn k-dimensional embedding vectors corresponding to
the row and column indices of the matrix R. The standard matrix factorization algorithm aims to
solve a problem of the form2:
Uˆ , Vˆ = arg min
U,V
1
2
‖PΩ(R− UV T )‖2F
+ λ
(‖U‖2F + ‖V ‖2F ) (1)
where PΩ(·) is the projection operator that retains those entries of the matrix that lie in Ω, U ∈
Rm×k and V ∈ Rn×k.
Incorporating Side Information : Following recent works by [11, 14], it is possible to model
the relationships between row (and column) entities via graphs. For example, in the case of a
recommender system there might exist a graph Gr among users, such as a social network, and
a product co-purchasing graph Gc among items. Therefore, it is reasonable to encourage users
belonging to the same social community or products often co-purchased together to have similar
embeddings. Current state-of-the-art techniques proposed to solve the MF problem with side in-
formation encourage the embeddings of the row and column entities to be faithful with respect to
the eigenspace of the corresponding Laplacians:
Uˆ , Vˆ = arg min
U,V
1
2
‖PΩ(R− UV T )‖2F
+ λ
(
Tr(UTLrU) + Tr(V TLcV )
)
(2)
2bias variables are typically included, but we omit them from the text here for ease of explanation.
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Figure 1: Five nearest neighbors (w.r.t L2 distance) for four different movies using vector
embeddings generated from HOMF. The movies are indicated with a green background and the
nearest neighbor movies have a yellow background. Each label is a (movie, average rating in the
training set) pair.
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where Lr and Lc are the graph Laplacians corresponding to Gr and Gc respectively.
Our approach- HOMF: While the aforementioned methods take side information into account,
they cannot handle sparsity in the data. Specifically, if the observed matrix R is highly sparse, and
if the observed nonzero pattern is highly non-uniform, then it becomes hard to obtain reasonable
solutions. In this paper, we look for a unified approach that can make use of (1) explicit side
information provided in the form of graphs and (2) implicit information inherent in the data, via
the use of higher order relationships among the variables (rows and columns).
To this end, we propose constructing a (weighted, undirected) graph G = {V , E} with V con-
taining all the m row entities and n column entities. The edges in the graph are constructed as
follows:
• If two row entities i, j are connected in Gr, we form an edge eij ∈ E with eij = g1(Gr(i, j)).
Here g1(.) is some non-negative, monotonic function of the edge weight in Gr. The same
procedure is repeated for column entities that are connected in Gc.
• If i is a row node (e.g., user) and j is a column node (e.g., a movie), we form an edge
eij = g2(R(i, j)) to encode the interactions observed in the data matrix R. g2(.) should also
be a non-negative, monotonic function, and can potentially be the same as g1(.).
• We then scale the side-information edges with some weight parameter α ∈ (0, 1). The data-
matrix edges are scaled by 1−α. This allows us to trade-off the side information, and serves
the same purpose as the parameter λ in (2).
As a result of our graph construction, if a user rates a movie highly, then there will be a large
edge weight between that user and movie. Similarly, if two movies are connected to each other via
Gc, then again we expect the edge weight to be large. Figure 1 fortifies these claims where we find
the nearest neighbors for different movies using the vector embeddings generated by HOMF. We
see that movies rated similarly by users tend to cluster together, and if users’ embeddings are close
to each other, they will be recommended similar movies.
Typical choices for g1(.), g2(.) include:
• Exponential : g(x) = exp(x)
• Linear : g(x) = c · x, for some c ∈ R
• Step : g(x) =
{
1 if x > 0
0 else
Appropriately arranging the nodes, the overall adjacency matrix G of our constructed graph can be
represented as:
G =
[
αg1(Gr) (1− α)g2(R)
(1− α)g2(R)T αg3(Gc)
]
(3)
where with some abuse of notation, the functions gi(.) act element-wise on the arguments (i.e.
matrices). We denote by A the row-normalized version of this matrix G, so that each row of A
sums up to 1. A is thus a transition probability matrix (TPM), with Aij indicating the probability
that a random walk starting at node i jumps to node j in one step.
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Let
fT (A) :=
A+ A2 + . . .+ AT
T
for some positive integer T . Let ΩT be the set of non-zero entries of fT (A).
From a probabilistic point of view, the ijth entry of Al is the probability of jumping from node
i to j in l random steps on G . Thus, [fT (A)]ij is the probability of jumping from i to j at least
once in T steps in a random walk on G. Hence, if this value is large, then it is safe to assume that
nodes i and j are highly related to each other, even if there was no edge between them in G. Our
aim is to then ensure that the learned embeddings for these two nodes are similar. For example,
two users rating the same set of movies have a higher probability of jumping between each other
in a few steps on G. In other words, if two users have rated movies in a similar fashion, then their
future interactions will tend to be more alike than not. Similarly, two users with common friends
in the side social network also have a higher transition probability to land on the other within a
small number of jumps.
Our objective in this paper is to solve:
Uˆ , Vˆ = arg min
U,V
1
2
‖PΩT (fT (A)− UV T )‖2F
+ λ
(‖U‖2F + ‖V ‖2F ) (4)
where U, V ∈ R(m+n)×k. Letting uˆi be the ith row of Uˆ , we use uˆivˆTj as a proxy for the predicted
value of the corresponding entry in the target matrix.
We note that the design parameter α controls the overall weights of the side information, and
the number of steps T determines how “local” our search space in the graph will be. Overall,
(4) encourages nodes with higher co-occurrence probability within a small number of steps to
have similar vector representations. The adverse effects of noisy/missing side information can be
reduced by appropriately tuning α. When there is no side information, the algorithm forces α to
be 0 and ignores the side information matrix. Further motivation for factorizing fT (A) is provided
in Section 5.
2.1 Connections to Graph Convolutions
Graph convolutions (e.g [35]) have been recently developed as a generalization of spatial convo-
lutions applied on graphs. The authors in [23] showed that graph convolutions can be efficiently
computed by considering polynomials of the graph Laplacians, and performing matrix multipli-
cations in the spectral domain. The key idea is that a node representation can be considered as
a nonlinear combination of representations of it’s neighbors, where the scale of the convolutional
filter determines the number of hops from a node. Specifically, given a scale T , one can compute
the coefficients θt of the polynomial filter
gθ(Λ) :=
T−1∑
t=0
θtΛ
t
where Λ is the singular values of the graph Laplacian. However, one first needs to compute the
SVD of the Laplacian, which can be prohibitive even for moderately sized graphs. Furthermore,
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the iteration complexity in this case is equivalent to that of learning a Convolutional Neural Net-
work. We work directly with the graph adjacency matrix and hence avoid SVD computations.
Furthermore, in the next section we show that we need not even compute the higher powers of the
adjacency matrix. We also do not learn the parameters of the linear combination θt, and in fact
including such a parametrization of the matrix fT (A) might yield further gains, at the expense of
additional computations, something which we will leave for future work. Despite not incorporat-
ing these complexities, we show that HOMFperforms comparably to and often outperforms Graph
CNN based models.
3 An Efficient Algorithm For HOMF
We now describe the algorithm to solve (4). Note that once the matrix fT (A) is formed, the prob-
lem reduces to standard matrix factorization, for which highly efficient methods exist. However,
obtaining fT (A) is expensive both from a computational and memory point of view. Indeed, re-
gardless of the sparsity of A, Al for even small l, (say l ≥ 5) will not be sparse. Figure 2 displays
this phenomenon, where we created a random 1000×1000 matrixR, randomly select the observed
set Ω with different sparsity levels, and constructed a block diagonal A (eqn. (3)), without side in-
formation graphs (Gr = Gc = 0). 3. Even for 1% sparse Ω, the multi-step transition AT quickly
become dense.
T
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Figure 2: Sparsity ofAT for different power T and sparsity level of observed set Ω for rating matrix
R, where the numbers in the legend denote sparsity. The sparsity level is defined as the ratio of the
size of Ω (i.e., the non-zero entries (nnz)) to the overall size of R. Note that even for 1% sampling,
the matrix saturates in terms of sparsity. (best seen in color)
Given the size of modern datasets, storing such Al will be prohibitive, let alone storing fT (A).
One thus needs an efficient method to solve the optimization problem we have. We will see in the
sequel that we in fact need not compute fT (A), but only specific rows or columns of the matrix,
which can be done efficiently.
We propose a coordinate descent method to alternatively update U and V . Let u(t)i (respectively
v
(t)
i ) be the i
th row (respectively column) of U (respectively V ) at iteration t. We describe our
method to update V keeping U fixed. The updates for U with V fixed will be analogous. At
3In this case, the maximal sparsity of Al,∀l can be 0.5
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iteration t, the update equation for V keeping the other entities fixed is as follows:
V (t) = arg min
V
‖PΩT (fT (A)− U (t−1)V T )‖2F + λ‖V ‖2F (5)
This ridge regression problem can be solved column-wise without storing the fT (A) matrix. The
key observation is that each column of fT (A) can be calculated efficiently via the following recur-
sion:
fT (A)ei =
1
T
A(ei + A(ei + A(. . .) . . .))
where ei is the ith canonical basis vector. This computation requires only the storage of sparse
matrix A and can be executed on-the-fly by T sparse matrix-vector multiplications. We outline the
recursive details in Algorithm 1. An analogous procedure to the one mentioned in Algorithm 1 can
be applied to obtain the row wise updates. The updates for row-wise and column-wise optimization
Algorithm 1 Recursive method for column sampling
Input: matrix A, column index i, steps T
Initialize: a1 = Ai, t = 1
for t = 2, 3, · · · , T do
at = a1 + Aat−1
end for
Return: fT (A)ΩiT =
1
T
aT
strategy lead us to solve the following problem:
vi(t) = arg min
v
1
2
‖(fT (A))ΩiT − Uv‖22 + λ‖v‖22 (6)
where ΩiT is the set of nonzeros of the i
th column of fT (A). We note that Eq. (6) can be solved
using standard regularized least squares solvers, for example the conjugate gradient method as
we adopted in this paper. Moreover, the updates for different columns can be parallelized. The
empirical speedup via this parallelization is investigated later in the experiment section. Algorithm
2 details the pseudocode for solving (5). A row-wise analogous version of Algorithm 2 can be
used to update ui(.).
Algorithm 2 Procedure for solving (5)
Input: matrix A, steps T , fixed U , regularizer λ
for i = 1, 2, · · · ,M in parallel do
Column sample x := fT (A))ΩiT using Algorithm 1
Solve (6) with x, U, λ as inputs using conjugate gradients
Set vi to be solution of above problem
end for
Return: V
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Table 1: Descriptions about the datasets used in our experiments
Dataset Type # rows # columns # entries Graph present? # links
ML-1M 0-5 6040 3952 1000208 no -
FilmTrust 0-5 1508 2071 35497 rows 1632
Gene Binary 1071 1150 2908 rows and columns 7424 (rows)
437239 (columns)
3.1 Computational Complexity
We briefly describe the computational complexity of our method. Each matrix-vector multipli-
cation in Algorithm 1 can be performed in O(nnz(A)(m + n)) time. For a given T , the com-
plexity for column sampling is then O(nnz(A)(m + n)T ). The main bottleneck in the conju-
gate gradients procedure to solve (6) is the Hessian-vector multiplication. The Hessian of (6) is(
UTU + λI
) ∈ Rk×k, and hence the complexity of the conjugate gradient method isO(k2(m+n)).
The per-iteration complexity of Algorithm 2 is thus O((nnz(A)T + k2)(m + n)), since the per-
column update can be parallelized. Typically k is a small number, so k2  nnz(A)T , and hence
the complexity of the method is essentially linear in m,n, T and the size of the data, including
graph side information, since nnz(A) = 2nnz(R) + nnz(Gr) + nnz(Gc).
3.2 Generality of HOMF
We see that HOMF is highly general, and can efficiently incorporate pre-existing side information
via the parameter α. Indeed, the side information graphs can also yield interesting higher order
interaction information, as we will see from our experiments. When side information is not present,
we can obtain higher order information from only existing data. Furthermore, when α = 0, T =
1 effectively ignores higher order information, and is conceptually similar to the standard MF
routine. T = 2 in the same vein is similar to the co-factor method in [15]. Finally, we can
parameterize fT (A) as
fT,θ(A) :=
1
T
T∑
i=1
θiA
i
and obtain further gains by learning the parameter vector θ ∈ RT . We leave this for future work.
4 Experiments
In this section, we test our method against standard matrix factorization and other state-of-the-art
methods that use graph side information. We have attempted to use a variety of datasets, some with
additional graph containing side information, and some without to demonstrate the universality of
our algorithm. We also consider a binary dataset with graphs. Details about the datasets are
provided in Table 1. MovieLens 1 million (ML-1M) is a standard movie recommendation dataset
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4 [36]. The FilmTrust dataset [37] has a similar task as that of ML1m, but also has user-user
network given 5. The Gene dataset is a binary matrix, where the task is to determine what genes
are useful for predicting the occurrence of various diseases 6. This dataset also contains both gene-
gene interaction network data and a disease co-morbidity graph. Our primary motivation between
choosing such diverse datasets is to emphasise the effectiveness and flexibility of our algorithm in
handling different types of data, side information without significant additional preprocessing.
For ML-1M and FilmTrust, we generate a random 80/20 Train-Test split of the data. For Gene,
we use the split provided online. Since this is a one-class classification problem, we randomly
sampled the same number of negative samples as in the training data, to act as the negative class
for classification.
4.1 Baselines, Parameters and Initialization
We fixed the rank (k) for all methods to be 10. For comparing against standard matrix completion
and the graph based counterparts (equations (1) and (2)), we used the GRALS method [14]7. We
also compared to Weighted MF [38]8. For FilmTrust dataset with side information graph, we also
compared against the TrustWalker algorithm [12] which makes recommendations using random
walks on graphs. We also compare against CoFactor [15], which can be seen as a specialization of
our method to use only second order information, and the graph convolutional method introduced
recently in [24] (MGCNN), where the authors show improved performance over GRALS for the
same tasks.
We implemented our method in python using the multiprocessing framework to parallelize the
method in Algorithm 2 9. Wherever applicable, we varied λ ∈ {10−4, 10−3, . . . , 102} and cross-
validate λ on a fixed validation set (20% of the training data). When the graph side information
is available, we also varied α ∈ {0.15, 0.25, 0.5, 0.75}. We consider random walks of lengths
{2, 4, 6, . . . Tmax} for all datasets. For ML-1M, FilmTrust and Gene, Tmax was fixed at 8, 6 and 6
respectively. We initialized the factor matrices U, V such that each entry is an independent uniform
[0, 1] random variable. For the method in [24], we used the default neural network parameters, set
the rank = 10 to be consistent with our models, and used the output of the graph CNN as the user
and movie embeddings. The default “bandwidth” for the graph CNNs is set to 5, which we refer
to as (MGCNN-def). We also varied this bandwidth using the same T as in our method, which we
call MGCNN in the results below.
4.2 Evaluation Metrics
For the Gene dataset with binary observations, we computed the standard AUC score on the test
set. For non-binary data (ML-1M and FilmTrust), we compute Precision, Recall, Mean Average
Precision (MAP), and Normalized Discounted Cumulative Gain (NDCG), all @ various thresholds
(K). Note that since we are factorizing a nonlinear transformation of the ratings matrix R, the
4https://grouplens.org/datasets/movielens/1m/
5http://www.librec.net/datasets.html
6http://bigdata.ices.utexas.edu/project/gene-disease/
7Evaluated using the code available online: https://www.cs.utexas.edu/ rofuyu/exp-codes/grmf-exp.zip
8Evaluated using the code available online: https://github.com/benanne/wmf
9Python Implementation of our algorithm is publicly available at https://github.com/vatsal2020/HOMF
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RMSE will not be a useful metric to compare. For the ML-1M dataset, we determine that a movie
rated by a user is a true positive if the corresponding rating is 5 while K = {5, 10}. For the
FilmTrust dataset, we determine that a movie is a true positive if the corresponding rating is at
least 3 and corresponding values of K are set to 1 and 2 since the dataset is small and it is hard
to find many highly rated movies for most users. The K and threshold values are determind by
the average number of highly rated movies for each user which is consistent with most available
literaute. For the sake of completeness and to prevent confusion, we provide explicit formulas for
the metrics used. Let i1, . . . , inu be items in test set rated by user u sorted by the predicted score.
Let I(u, i) = 1 if user u rated item i as relevant in the ground-truth test data and 0 otherwise. For
simplicity, let Iu =
∑nu
`=1 I(u, i`) be the total number of relevant items per user. We first calculate
for each user u:
Precision@(K, u) =
K∑
j=1
I(u, ij)/K
Recall@(K, u) =
K∑
j=1
I(u, ij)/Iu
AP@(K, u) =
K∑
j=1
Precision@(j, u)/min(Iu, K)
and then average across all the users to get Precision@K, Recall@K, and MAP@K. For NDCG,
we first calculate
DCG@(K, u) =
K∑
j=1
2I(u,ij) − 1
log(i+ 1)
and IDCG@(K, u) based on the ordered ground truth ranking of all the items. We obtain NDCG@(K, u) =
DCG@(K, u)/IDCG@(K, u) and average it across all users.
4.3 Results
Table 2 summarizes the results obtained on the test set in ML-1M and FilmTrust. We see that
HOMFconsistently outperforms standard matrix factorization, and also the version that uses graph
side information (GRALS) as well as CoFactor. In some cases, the performance gap is significant.
MGCNN is a much more complex model, and it is often better than the other methods as the authors
in [24] show. We see that HOMF is for the most part competitive with, and often outperforms
MGCNN, despite being significantly simpler to optimize and having fewer parameters to learn.
In Table 3, we show the results obtained on the Gene-Disease dataset. In this setting, with
rich graph information encoding known relationships between the entities, HOMF significantly
outperforms the competing methods. This suggests that there are hidden, higher order interactions
present in the data, which the given graphs do not fully capture by themselves. This opens an in-
teresting avenue for further research, especially in domains such as computational biology where
obtaining data is hard, and hence hidden information in the data is even more valuable. Further-
more, a simpler parameterization helps in this case, since the data is sparse and NN based methods
typically need a lot of data to train.
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Table 2: Comparison of various algorithms using Top-N evaluation metrics. HOMF performs
better than the methods compared consistently. Bold values indicate the best result among the
methods considered. The exponential activation function was used to obtain the following results,
and we set g1(.) = g2(.) for our graphs.
Data Algos Precision Recall MAP NDCG
@5 @10 @5 @10 @5 @10 @5 @10
ML-1M MF 0.316 0.311 0.598 0.614 0.462 0.474 0.692 0.707
Cofactor 0.360 0.320 0.530 0.641 0.480 0.514 0.492 0.531
WMF 0.357 0.329 0.532 0.649 0.475 0.535 0.653 0.744
MGCNN-def 0.367 0.323 0.549 0.649 0.496 0.530 0.740 0.744
MGCNN 0.367 0.329 0.578 0.665 0.496 0.533 0.740 0.744
HOMF 0.370 0.331 0.544 0.662 0.499 0.529 0.744 0.749
@1 @2 @1 @2 @1 @2 @1 @2
FilmTrust MF 0.701 0.633 0.345 0.436 0.795 0.744 0.761 0.747
TrustWalker 0.506 0.497 0.316 0.456 0.598 0.607 0.584 0.568
GRALS 0.752 0.740 0.365 0.492 0.812 0.801 0.772 0.770
WMF 0.750 0.746 0.366 0.501 0.803 0.761 0.775 0.771
Cofactor 0.716 0.706 0.349 0.469 0.773 0.762 0.716 0.732
MGCNN-def 0.751 0.741 0.370 0.495 0.805 0.793 0.772 0.767
MGCNN 0.761 0.748 0.367 0.499 0.822 0.793 0.777 0.775
HOMF 0.754 0.745 0.375 0.502 0.816 0.802 0.778 0.773
4.4 Effect of T , gi(.) and α
Next, we show that the walk length is a (hyper)parameter of our method, and should be tuned
during cross validation. Figure 3 (a)-(b) shows the effect of varying T for the ML-1M dataset.
We see that bigger is not necessarily better when it comes to T but for higher orders (T > 2), we
usually get superior performance in terms of the evaluation metrics.
We also studied the effect of varying α on the FilmTrust dataset, where we fixed T = 4.
Data Method AUC
Gene MF 0.546
GRALS 0.572
Cofactor 0.506
WMF 0.568
MGCNN-def 0.569
MGCNN 0.599
HOMF(exp) 0.623
HOMF(linear) 0.630
Table 3: Comparison of various algorithms for Gene dataset
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Figure 3: Performance of HOMF on the ML-1M (letf 2) and FilmTrust (right 2) datasets, as T and
α is varied. The Y axis for (a) and (c) is precision, and for (b) and (d) is recall. We also see that
sometimes the exp() function is better and sometimes it is worse than linear. (best seen in color)
(a)
T
2 3 4 5 6 7 8
0.26
0.28
0.3
0.32
0.34
0.36
0.38
exp
linear
(b)
T
2 3 4 5 6 7 8
0.49
0.5
0.51
0.52
0.53
0.54
0.55
exp
linear
(c)
alpha
0.2 0.3 0.4 0.5 0.6 0.7
0.725
0.73
0.735
0.74
0.745
0.75
0.755
exp
linear
(d)
alpha
0.2 0.3 0.4 0.5 0.6 0.7
0.362
0.364
0.366
0.368
0.37
0.372
0.374
exp
linear
Figure 3 (c)-(d) again shows that different values of α yield different results, though they are fairly
uniform.
We now show the effect of the parameter T (Figs. 3) and 4, the length of walks considered,
in HOMF, as well as the weighting parameter α (Fig. 3) when the side information graphs are
present. We also consider both the exp(.) and linear functions for g1(.), g2(.)
Figure 4 shows the effect of varying the walk length T on the runtime of the algorithm, on the
ML-1M dataset. As expected, the time increases with T. Importantly, note that the time increases
nearly linearly with T (with a very small slope), as indicated by the complexity argument in Section
3.1. However, it also has to be noted that the time difference is not much: approximately 15 seconds
extra for the method when T = 8, compared to T = 2 seems to suggest that the method is scalable.
From a theoretical perspective, even though it may not be useful to take very long walks (T > 20)
10, it is impressive to note that long walk lengths do not hamper computational performance.
4.5 Effect of Sparse Data
The experiments were performed by randomly subsampling the training data but the best hyperpa-
rameter search and evaluation was performed on the complete validation and test sets respectively.
10for most real world graphs, very large T would mean a dense matrix to factorize
T
2 3 4 5 6 7 8
tim
e
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)
808
810
812
814
816
818
820
822
824
Figure 4: Time taken as a function of walk length
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Table 4: Comparison of top two performing algorithms using Top-N evaluation metrics at various
percentage of training data
% data used Algorithm Precision Recall MAP NDCG
@5 @10 @5 @10 @5 @10 @5 @10
25 HOMF 0.342 0.307 0.514 0.630 0.461 0.500 0.714 0.721
WMF 0.329 0.296 0.499 0.608 0.452 0.491 0.706 0.709
50 HOMF 0.361 0.329 0.536 0.665 0.466 0.507 0.718 0.734
WMF 0.325 0.296 0.498 0.613 0.443 0.487 0.699 0.705
75 HOMF 0.372 0.329 0.554 0.672 0.502 0.538 0.740 0.746
WMF 0.324 0.293 0.497 0.606 0.443 0.484 0.697 0.701
100 HOMF 0.370 0.331 0.544 0.662 0.499 0.529 0.744 0.749
WMF 0.357 0.329 0.532 0.649 0.475 0.535 0.653 0.744
Table 4 shows a marginal degradation of performance on the ML1M dataset even when we hide 50-
75% of the data. MGCNN, which is similar in spirit also performs similarly, but methods such as
WMF, which do not account for higher order interactions show a significant drop in performance.
4.6 Speedup via Parallelization
For a given number of processors N , we define the speedup to be
speedup(N) =
Time taken with 1 processor
Time taken with N processors
Figure 5 shows that we obtain near-linear speedups via the parallel procedure in Algorithm 2. We
used the ML-1M dataset here and varied the number of processors over which we parallelized the
updates. When the number of processors is increased to about 20, we see that the corresponding
speedup is nearly 17.
# processors
0 5 10 15 20
sp
ee
du
p
0
2
4
6
8
10
12
14
16
18
Figure 5: Speedup obtained as a function of # processors
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5 Discussion and Future Work
Our motivation behind transforming the original rating matrix into a Transition Probability Matrix
is to find higher order information from the graph. Al will encode the lth order information.
Our aim is to assimilate as much (non-redundant) higher order information as possible. Another
key point is that our approach is highly general, and by setting T = 1 we can obtain similar
performance to standard matrix factorization.
At large l, Al might not capture too much discriminative information as two nodes far apart in
the graph are forced to have a similar representation. At low values of l, one can miss out on the
implicit higher order relationships between nearby nodes of the graph. Hence, it is necessary to be
prudent while choosing l.
The development of a fully distributed method remains an open challenge. Given the matrix A,
we can solve the problem in a parallel fashion on a multicore machine as we have demonstrated in
this paper. However, for extremely large datasets, the matrix A might not fit into memory. When
A itself is distributed, computing higher order powers can be a challenging task, since Algorithm
1 requires access to the full matrix A.
From a theoretical perspective, we would like to address the problem posed in Equation 4
and obtain convergence guarantees for the low rank matrix factorization for functions of matrix A
without explicitly computing the function. As of now, we are unaware of any literature pertaining to
matrix factorization of higher orders of A, say Ap let alone fp(A) for general matrices A. Another
interesting avenue is to compute the minimum number of samples required in A to recover Ap as
accurately as possible.
6 Conclusion
In this paper, we presented HOMF, a unified method for matrix factorization that can take advan-
tage of both explicit and implicit side information in the data. We developed a scalable method for
solving the resulting optimization problem and presented results on several datasets. Our method
efficiently includes both existing side information and implicit higher order information. Experi-
ments on datasets with and without side information shows that our method outperforms several
baselines, and often also those that rely on deep neural networks to make predictions.
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7 Appendix
A Simple Example
Let us consider a simple ratings matrix, R:
R =
[
2 4
− 3
]
(7)
In this part, we will describe how to construct A from R and Gc, Gr (if given). We will assume
that we use the exponential weighting (any non-negative non-decreasing mapping can be used)of
the ratings to construct the transition probability matrix A. G then becomes,
G =
[
0 g2(R)
g2(R)
T 0
]
(8)
=

0 0 exp(2) exp(4)
0 0 0 exp(3)
exp(2) 0 0 0
exp(4) exp(3) 0 0
 (9)
Let us assume that we have no side information for the moment. The row normalized version
of G i.e. A is given as follows:
A =

0 0
exp(2)
exp(2) + exp(4)
exp(4)
exp(2) + exp(4)
0 0 0 1
1 0 0 0
exp(4)
exp(3) + exp(4)
exp(3)
exp(3) + exp(4)
0 0

(10)
In presence of side information Gc for movies, G becomes,
G =
[
0 (1− α)g2(R)
(1− α)g2(R)T αGc
]
(11)
where
Gc =
[
0 1
1 0
]
(12)
Using the same exponential decompostion (or a linear one), we can rewrite A as:
A =

0 0
exp(2)
exp(2) + exp(4)
exp(4)
exp(2) + exp(4)
0 0 0 1
(1− α) exp(2)
d1
0 0
α exp(1)
d1
(1− α) exp(4)
d2
(1− α) exp(3)
d2
α exp(1)
d2
0

(13)
where d1 = (1− α) exp(2) + α exp(1), d2 = (1− α)(exp(4) + exp(3)) + α exp(1)
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7.1 Some observations
In this section, we will enlist some of the properties we came across forA, which we believe should
be useful for theoretical guarantees:
P1: If λ is any eigenvalue of A, then the eigenvalue of fT (A) is given as h(λ, T ), where
h(λ, T ) =
∑T
t=1 λ
t
T
=

λ(1− λT )
(1− λ)T if λ < 1
1 if λ = 1
P2: h(λ, T ) is a monotonic non-increasing function of T (for T > 1) and non-decreasing func-
tion of λ for λ ∈ (0, 1).
The motivation of using fT (A) is two-fold: retention of the higher order information and ensuring
the existence of low rank factorization. The latter is evident by P2 and Figure 6.
In Figure 6, we demonstrate that the magnitude of all the eigenvalues 11 (< 1) decay as we
collect higher-order information. This buttresses our claims that fT (A) for large T can be approx-
imated with a low-rank factorization.
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Figure 6: Eigenvalue decay as a function of T (walk length)
P3: The trace of Ak is positive for any k > 2 and so A is not nilpotent.
As we allow the random walks to travel back to the same entity (user/movie) from which it began
in two or more steps, the probability of returning back to the same entity is non-zero and so the
trace of the amtrix is always non-zero for higher powers of A.
P4: Assuming the matrix does not have all-zero rows/columns, ‖A‖ ≥ 1
Assuming no rows/columns with all zero entries, there has to be atleast one column with a sum
greater than 1, since all rows sum to 1. Since the matrix A is not doubly stochastic, its norm is
greater than 1.
11Note that these eigenvalues do not correspond to a particular dataset but are representative for the trajectories the
actual eigenvalues of fT (A) will follow.
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