General results on microlocal analysis and tight frames in R 2 are summarized. To perform microlocal analysis of tempered distributions, orthogonal multiwavelets, whose Fourier transforms consist of characteristic functions of squares or sectors of annuli, are constructed in the Fourier domain and are shown to satisfy a multiresolution analysis with several choices of scaling functions. To have good localization in both the x and Fourier domains, redundant smooth tight wavelet frames, with frame bounds equal to one, called Parseval wavelet frames, are obtained in the Fourier domain by properly tapering the above characteristic functions. These nonorthogonal frame wavelets can be generated by two-scale equations from a multiresolution analysis. A natural formulation of the problem is by means of pseudodifferential operators. Singularities, which are added to smooth images, can be localized in position and direction by means of the frame coefficients of the filtered images computed in the Fourier domain. Using Plancherel's theorem, the frame expansion of the filtered images is obtained in the x domain. Subtracting this expansion from the scarred images restores the original images.
Introduction
The concept of frames for Hilbert spaces generalizes the notion of orthonormal and Riesz bases in the sense that a frame X = {x i ; i ∈ I}, where I is an index set, provides a stable representation for signals f by means of an expansion f = i c i (f )x i . However, X need not be an orthonormal or independent sequence. Frames are useful for signal decomposition in cases where redundancy, robustness, oversampling, and irregular sampling play a role (see [1] , [2] ).
Nonsmooth orthonormal multiwavelets have been constructed in [3] for performing microlocal analysis of tempered distributions in R n . The multiwavelets, whose Fourier transforms consist of characteristic functions of cubes, have perfect localization in the Fourier domain but poor localization in the x domain. To obtain good localization in both the x and Fourier domains in R n , in [4] , the blockwavelets are smoothed by convolution and normalized to produce tight frames with frame bounds equal to one, called Parseval frames. In [5] , nonorthogonal rectangular and polar smooth frame wavelets in R 2 are obtained from a multiresolution analysis. In [6] , on the one hand, it is shown that no smooth orthonormal wavelets exist in the Hardy space H 2 (R) of L 2 functions whose Fourier transforms have support on the positive real axis, but, on the other hand, smooth frame wavelets for H 2 (R) are constructed with good localization in both the x and Fourier domains. In the present paper, attention is restricted to microlocal analysis in the two-dimensional case with the goal of localizing the singularities of a function f in the time domain by analyzing the growth of f in wedges in the Fourier domain.
Since wedges in R 2 are generalizations of the positive real axis in R, smooth frame wavelets are generalized to L 2 (R 2 ) by properly tapering the Fourier transforms of the orthonormal multiwavelets given in [3] . Thus, the dyadically scaled Fourier transforms of the twelve frame wavelets {ψ 1 (x), ψ 2 (x), . . . , ψ 12 (x)} satisfy the identity G(ξ) := =1,2,... ,12 j∈Z
In a multiresolution analysis, the shifted and scaled scaling function φ j,k (x) = 2 j φ(2 j x − k) are orthonormal bases of subspaces V j . Although our smooth frame wavelets can be derived from a multiresolution analysis by two-scale equations, they are not orthogonal to each other, nor to the spaces V j .
The paper proceeds as follows. In Section 2, continuous and discrete Fourier transforms of line impulses are described. In Section 3, the concepts of microlocal analysis are reviewed. In Section 4, necessary and sufficient conditions are given to characterize tight frame wavelets. In Section 5, different pavings of the Fourier domain for microlocal analysis are presented. In Section 6, a multiresolution analysis is presented for wavelets with box Fourier transforms. Section 7 presents painless smooth tight frame wavelets. Section 8 is concerned with rings of 12 tapered frame wavelets. Section 9 presents a multiresolution analysis for smooth rectangular frame wavelets. Section 10 describes a general construction of microlocal frame wavelets. Section 11 introduces a multiresolution analysis for smooth polar frames wavelets. Section 12 contains a numerical implementation of the localization method applied to geometric and natural images.
The above methods fall within the concept of pseudodifferential operators and this work could alternatively be considered within the context of almost orthogonal decompositions by means of φ-transforms as presented, for instance, in [7] and [8] .
Fourier transform of line impulses
In view of numerical applications on domains with pixels at integer points, the continuous Fourier transform f (ξ) of a function f (x) defined over R 2 and the inverse Fourier transform of f (ξ) will be Ff (ξ) := f (ξ) = e −2πiξ·x f (x) dx,
and Plancherel's theorem will be f, g = f , g ,
where
Let the tensor product of the identity function 1 x1 and the Dirac measure δ(x 2 ),
be a line impulse distribution along the x 1 -axis. Then the Fourier transform
is a line impulse distribution along the ξ 2 -axis. The Fourier transforms of parallel line impulse distributions differ by the phase of their elements.
Proof. For t and ω ∈ R, we have 1 t (ω) = δ(ω) and δ(t) = 1 t . Hence, by the definition of the tensor product of distributions, the Fourier transform acts separately on each component; thus we have
Let f (x 1 , x 2 ) be a line impulse distribution along the line x 2 = r, that is,
Since δ(t − r)(ω) = e −2πirω 1 ω , where t, r, ω ∈ R, we have
The discrete Fourier transform X(k 1 , k 2 ) of a sequence x(n 1 , n 2 ) and the inverse discrete Fourier transform of
and
A result similar to Proposition 1 holds for the discrete Fourier transform of a line impulse. Hereafter, we use the Matlab colon (:) convention; that is, 1 : N means 1, 2, . . . , N .
be a line impulse along the first row of an N × N matrix. Then the discrete Fourier transform
is a line impulse along the first column of the matrix. The Fourier transforms of parallel line impulses differ by the phase of their elements.
Proof. A simple summation gives
Let x(n 1 , n 2 ) be a line impulse along the r-th row. Then
which is a modulated line impulse in the vertical direction.
The discrete Fourier transform of a constant segment along a row of a matrix produces an approximation to the cardinal sine in the k 2 -variable which is modulated in the k 1 -variable, as a simple computation shows. Let
0, otherwise, be a segment impulse along the r 1 -th row of an N × N matrix. Then the discrete Fourier transform of x is
where the term in square brackets is an approximation to the cardinal sine. By means of the Matlab fftshift command, the vertical peak line of X(k 1 , k 2 ) passes through the center of the matrix. The larger that N becomes and the longer the segment becomes, the closer the surface will be to a modulated line impulse.
Microlocal analysis
Our smooth tight frame wavelets are intended to be used for investigating the microanalytic content of distributions. To motivate such constructions, in this section we summarize the expositions found in [3] , [4] , and [9] .
Intuitively, hyperfunctions, which were introduced by Sato [10] and extensively developed by the Kyoto school of mathematics, can be considered as sums of boundary values of holomorphic functions defined in infinitesimal wedges. Hyperfunctions are powerful tools in several applications: for example, vortex sheets in two-dimensional fluid dynamics are a realization of one-dimensional hyperfunctions. Analytic continuation in domains of special forms plays a key role in the theory of hyperfunctions. A simple example of a hyperfunction is the Dirac delta measure δ(x), which, when applied to a continuous function f (x) produces the value f (0):
Since, in Schwartz's theory of distributions [11] , smooth testing functions of compact support cannot be holomorphic functions, Sato used Cauchy's integral formula to define δ(x) applied to a holomorphic function f (z) on an open set D ⊂ C. Assuming that 0 ∈ D and letting γ = ∂D denote the boundary of D, we have
In the limit as the path γ is shifted to γ + + γ − , where γ + goes from +∞ to −∞ and γ − goes from −∞ to +∞ along the real axis, as shown in Fig. 1 , this formula becomes
Real axis
Thus,
is defined as the limit of two holomorphic functions, one holomorphic in the upper half-plane and the other holomorphic in the lower half-plane.
We write C 2 = R y which approaches Γ asymptotically near the origin from the interior of Γ, then the subset U = R 2 + i∆ of C 2 is called an infinitesimal wedge with opening Γ, and is denoted by R 2 + iΓ0 (see Fig. 2 ). Let f (x) be a "generalized boundary value" of a holomorphic function in an infinitesimal wedge R 2 + iΓ0; that is,
which, for simplicity, we write as
Such a distribution can be thought of as being analytic with respect to the direction of Γ. We are interested in the directional analyticity of a distribution [12] , [13] .
is said to be analytic with respect to a direction ξ 0 if it can be represented as a finite sum of limits f j (x + iΓ j 0) of slowly increasing holomorphic functions f j (z) in R 2 + iΓ j 0 such that for every j we have Γ j ∩ {y ∈ R 2 ; y · ξ 0 < 0} = ∅.
To characterize the microanalyticity of a slowly increasing distribution f ∈ S (R 2 ) by its Fourier transform f , we introduce the dual cone, Γ
• , of Γ defined by Fig. 3 ). If Γ is a cone in R 2 , then the dual cone Γ • is a closed convex cone in R 2 . Moreover, Γ
• is a proper cone. The complement of Γ
• is denoted by (Γ • ) c . The following two lemmas are standard (see [14] ). Lemma 2 (Bochner). Let Γ be an open connected cone. Every slowly increasing holomorphic function in the infinitesimal wedge R 2 + iΓ0 can be extended to a slowly increasing holomorphic function in the infinitesimal wedge
Hereafter, we shall always assume that the opening Γ of an infinitesimal wedge is convex. The larger the opening Γ, the more regular a slowly increasing distribution f (x + iΓ0) will be. The largest opening Γ is the whole space, in which case f (x + iΓ0) is analytic. The next largest possible openings Γ are half-spaces.
Let a slowly increasing distribution f (x) be analytic with respect to a direction ξ 0 . Then, by Definition 1, f (x) can be represented as a finite sum of limits f j (x + iΓ j 0) of slowly increasing holomorphic functions in
It is desirable to localize the directional decay of a function in ξ-space (Fourier domain), because local nonsmoothness of a function f in x-space corresponds to slow decay of the Fourier transform f along some directions at infinity. Each such direction corresponds to a point on the unit sphere S 1 in ξ-space. Therefore, we shall use the coordinates (x, ξ) ∈ R 2 × S 1 to represent a point x ∈ R 2 together with a direction ξ ∈ S 1 .
The set of all points x ∈ R 2 where f is not analytic is called the singular support of f .
which is analytic with respect to the direction ξ 0 such that f (x) − g(x) is analytic in a neighborhood of x 0 . The set of all points (x, ξ) ∈ R 2 × S 1 where f is not microanalytic is called the singular spectrum of f .
Necessary and sufficient conditions for tight frame wavelets
We refer to [15] , [16] for detailed background on frames.
Definition 4. Let I be an index set. A sequence of vectors {f i } i∈I in a Hilbert space H is called a frame for H if there exist constants A, B > 0 (called frame bounds) such that
If we can take A = B, then we say that the frame is an A-tight frame. If A = 1, then the 1-tight frame is called a Parseval frame.
It can be shown that f i 2 ≤ B for each i ∈ I. Further, {f i } i∈I is a tight frame with frame bound A if and only if
All frames are complete (the finite linear span is dense in H), but not all complete sets are frames. A frame is a basis for H if and only if it is a Riesz basis (the image of an orthonormal basis under a continuous, invertible mapping). A frame is overcomplete or redundant if it is possible to remove some element from the frame and still leave a complete set. For the case of tight frames, we can give the following easy characterization of redundancy. Redundancy of frames is explored in more detail in [17] .
This establishes the upper frame bound. Also, using the Cauchy-Schwarz inequality, we have
which establishes the lower frame bound.
Given f ∈ L 2 (R 2 ), let f j,k (x) denote the scaled and shifted function
Its Fourier transform is
Let L be a finite index set. A system
We recall that a system
). An extension of Lemma 3 shows that this is equivalent to saying that the system {ψ j,k } ∈L,j∈Z,k∈Z 2 is a Parseval wavelet frame and
The following general theorem, which is essentially Theorem 1 as stated and proved in [18] for R n , gives necessary and sufficient conditions to have a Parseval wavelet frame in R 2 .
for all f ∈ L 2 (R 2 ) if and only if the functions {ψ 1 , ψ 2 , . . . , ψ L } satisfy the following two equalities:
where Z + := N ∪ {0} and q ∈ Z 2 \(2Z) 2 means that at least one component q j is odd.
Corollary 1.
Under the hypotheses of Theorem 1, any function f ∈ L 2 (R 2 ) admits the tight wavelet frame expansion
By using the localization property of the frame wavelet in the Fourier domain, one can study the directions of growth of f (ξ) by looking at the size of the frame coefficients Moreover, by using the localization property of the frame wavelets in x-space, one can localize the singular support of f (x) by varying , j and k in (13) .
An alternate formulation of the problem is by means of a pseudodifferential operator
The problem is to find a symbol p such that P f is strongly localized on the singular support of f and negligible where f is smooth. Pseudodifferential operators with smooth symbols do not extend the singular support of f ; that is, the singular support of P f is contained in the singular support of f . In Section 12, the symbol will involve only the matrix Q 2 7 which will be a discretized version of ψ 2 7 (ξ) = ψ 2 (2 −7 ξ), and the values of the shift parameter k in the summation in (12) will be determined indirectly by the singular support of f through the size of | f , ψ 2 7,k |.
Paving of the Fourier domain for microlocal analysis
The localization property of the frame wavelets in the Fourier domain (13) will depend upon the support of the wavelet functions ψ j,k on appropriate rectangular or polar pavings of the plane.
Rectangular pavings of the Fourier domain in R 2 will consist of rings of 12 dyadic squares. Five "square" rings are shown in Fig. 4 with artificially added spacing around the boxes for immediate visual perception.
In the case of nonsmooth orthonormal box wavelets, the zeroth ring, R [0] , will consist of the 12 unit squares, Q [j] consists of the squares Q j , = 1, 2, . . . , 12, with sides of length 2 j , obtained by dyadic scaling. In the case of smooth frame wavelets, the central square will be a unit square made up of the four central black squares shown in Fig. 4 , and the the zeroth ring, R
[0] , will consist of the 12 squares with sides of length 1/2, and the squares of the j-th ring will have sides of length 2 j−1 . Smaller squares will allow tapering of the scaling function and frame wavelets and still maintain the tightness of the frames.
To have arbitrarily fine angular resolutions in the Fourier domain, in Section 11, it will be convenient to consider polar pavings of the plane by dyadic sectors of annuli with unequal angular divisions, as shown in Fig. 5 .
Multiresolution analysis for wavelets with box Fourier transforms
This section is primarily concerned with a two-dimensional generalization of Examples I and K of [6, p. 
In these examples, a scaling function φ + and a wavelet function ψ + for orthonormal wavelets of
From the two-scale relation
it is found that the corresponding lowpass filter is
on [0, 1), and extended 1-periodically to the line. From the two-scale relation
it is found that the corresponding highpass filter is
on [0, 1), and extended 1-periodically to the line. By the same argument, we have a wavelet function ψ − and a scaling function φ − for orthonormal wavelets of
{ψ + , ψ − } and {φ + , φ − } can be regarded as multiwavelet functions and multiscaling functions, respectively, of L 2 (R). For the two-dimensional case, we can take the tensor product of multiresolution analyses for one-dimensional multiwavelets. Then the four multiscaling functions φ 1 , φ 2 , φ 3 , φ 4 are defined by their Fourier transforms,
The three families in quadrant α, α = 1, 2, 3, 4, can be generated by the corresponding scaling function φ α . The scaling function satisfies the identity
In this case, since the ψ are characteristic functions of disjoint sets, we may remove the squares and the absolute values to get
It follows that each φ α , α = 1, 2, 3, 4, being the characteristic function of one of the four central squares in Fig. 4 , satisfies the two-scale equation
with lowpass filter 
with highpass filter
on [0, 1) × [0, 1), and extended (1 × 1)-periodically to the plane. In this case, we have a genuine multiresolution analysis with box orthonormal scaling functions and wavelets. Because of the form of the two-scale equations (15) and (17), and the lowpass and highpass filters (16) and (18), which are the periodized characteristic functions of the supports of φ α (2ξ) and ψ (2ξ), respectively, a multiwavelet multiresolution analysis could be generated by a single scaling function consisting of the characteristic function of the central unit square made of the four black squares in Fig. 4 .
Similarly, one can use 12 scaling functions of the form In the terminology of image processing, in all cases we have infinite impulse response filters.
Painless smooth tight frame wavelets
The argument in this section is in the spirit of the one-dimensional tight frames given in [16] , which are themselves derived from the construction in [19] .
Let Q 0 be the square [−1/2, 1/2] × [−1/2, 1/2] centered at the origin and consider a "square" ring made of the 12 squares Q 1 , . . . , Q 12 with sides of length 1/2 surrounding the central unit square Q 0 which is made of the four black squares shown in Fig. 4 .
Let ε be given such that 0 < ε < 1/4, and let Q be an enlarged version of the square Q by at most a band of width ε along each side. For example, for
Let g ∈ L 2 (R 2 ) be such that:
(1) g is continuous, (2) g is supported in Q , (3) g is nonzero in the interior of Q , and (4) g is identically 1 on Q .
Define
For any given point ξ, there are only finitely many nonzero terms in the series in equation (19) . Since each g is bounded, then G is bounded above. For any given point ξ = 0, there is at least one term in equation (19) such that 2 −j ξ lies in some Q . Hence G(ξ) ≥ 1 except at the origin, where it is zero. Define the functions
It is clear that
since G is invariant under dyadic scaling. Note that this remains true even when G(ξ) is unbounded. For k ∈ Z 2 , the functions
form an orthonormal basis for L 2 ([0, 1) 2 ). The fact that Q is contained in a square with sides of length 1 will be used below.
As in (6), define the functions
Then
Although it follows from Theorem 1 that {ψ j,k } generates a Parseval frame, we give an independent proof, and also show that this frame is redundant. Proof. If Q is any unit square, then {e k ; k ∈ Z 2 } is an orthonormal basis for L 2 (Q). Hence, if S is a subset of a unit square Q then {e k ; k ∈ Z 2 } is a Parseval frame for L 2 (S). If S has measure less than 1, then this frame for L 2 (S) is redundant. In particular, since Q is contained in a unit square, we therefore have by a change of variables that {2
−j e k (2 −j ξ) ; k ∈ Z 2 } is a Parseval frame for L 2 (2 j Q ). Using this tight frame and also Plancherel's theorem, we can therefore calculate that, for any f ∈ L 2 (R 2 ), we have
Consequently,
Thus, {ψ j,k } j∈Z,k∈Z 2 , =1,...,12 is a Parseval wavelet frame for L 2 (R 2 ).
To show that this frame is redundant, it suffices, by Lemma 3, to show that ψ L 2 (R 2 ) < 1 for some . In fact, this is true for every . For simplicity, consider = 1. We have ψ 1 supported within 
Let L = {1, . . . , 12}. In fact, once we know that the frame {ψ j,k } (j,k, )∈Z×Z 2 ×L is redundant, it follows from [17, Theorem 6.8] that there exists a set J of infinite cardinality such that {ψ j,k } (j,k, )∈(Z×Z 2 ×L)\J is still a frame for L 2 (R 2 ).
Rings of 12 tapered frame wavelets
In this section, we construct smooth tight frame wavelets satisfying (1) identically. This fact accelerates computation in the construction of frames in view of the numerical implementations in Section 12.
We first define bell functions of one variable. We partition the s axis with points {a j } (a j < a j+1 ) into intervals, such that the jth interval is [a j , a j+1 ] and has length L j = a j+1 − a j . Around each endpoint of an interval, say a j , we allow a transition region [a j − ε j , a j + ε j ] of width 2ε j ; in this region, the bell function b j (s) over the interval j rises smoothly from 0 to 1, and the bell function b j−1 (s) over the interval j − 1 decreases smoothly from 1 to 0. The bell function b j (s) is nonzero for s in the region (a j − ε j , a j+1 + ε j+1 ) and it is 1 for s in [a j + ε j , a j+1 − ε j+1 ]. Bell functions over two adjacent intervals overlap in the transition region.
A bell function, or window, b j (s) has the following properties:
where ε j ≥ 0 and , and, in the first quadrant, three squares with sides of length 1 of ring R [1] , and one square with sides of length 2 of ring R [2] .
We notice that condition (i) says that the windows are simply smoothed versions of the rectangular window and b j can be specified if it is known in the left transition region LT R = [a j − ε j , a j + ε j ] and the right transition region RT R = [a j+1 − ε j+1 , a j+1 + ε j+1 ]. So we need only consider the window function in the transition regions; we refer to this as a taper function. We shall denote the restrictions of b j on LT R and RT R by
respectively. The left part of Fig. 6 shows three tapered characteristic functions: (a) of the interval [0, 1] with transition width 1/2 at both ends, (b) of the interval [1, 2] with transition widths 1/2 at the left end and 1 at the right end, and (c) of the interval [2, 4] with transition widths 1 at the left end and 2 at the right end. It is seen in the right part of Fig. 6 that the square root of the sum of the squares of these three functions is equal to 1 over the overlapping tapered parts.
Bell functions of two variables are defined as the tensor product of two bell functions of one variable,
where b 1 and b 2 have transition regions of appropriate lengths at their left and right ends. The tapered characteristic functions of the 12 squares of side 1/2 of the ring R [0] , shown in Fig. 7 , have transition widths 4ε on the outside edges and 2ε on all the other edges. Similarly, the three squares of side 1 of the second ring R [1] in the first quadrant, produced by dilation by 2, have transition widths 8ε on the four outside edges and 4ε on the remaining edges.
In general, the ring R [j] , parametrized by j ∈ Z, is the support of tapered characteristic functions
where the Fourier transform is defined by (2) . For fixed j, the only rings that intersect with
. Given one ring R [j] , the other rings are simply obtained by dilation. To prove identity (1), one needs only check points where two, three and four tapered wavelet frame functions overlap. Let us check identity (1) at an arbitrary point ξ in the intersection of the four tapered parts of ψ 2 1 and ψ 2 , = 1, 2, 3. Since tapering is of the same width for all four transition regions, it is obtained by the same taper functions (25) and (26), t l (s, ε) and t r (s, ε), respectively. Proceeding counter-clockwise from the top right corner of the frame ψ 
We generalize to two dimensions the treatment of smooth frames for H 2 (R) given in Section 8.4 of [6] and show that the ψ j,k form a Parseval wavelet frame for L 2 (R 2 ).
Theorem 3. If 0 < ε ≤ 1/4, the system {ψ j,k }, j ∈ Z and k ∈ Z 2 , is a Parseval wavelet frame for L 2 (R 2 ).
Proof. Identity (1) has just been proved. For f ∈ L 2 (R 2 ), a similar argument to the proof of Theorem 2 implies
A "folding argument" [6, p. 419], shows that
Thus we have a family of frames in L 2 (R 2 ) that do not form an orthonormal basis. A finer angular localization in the Fourier domain is achieved by rings of 48 wavelet frame functions by dividing each of the previous 12 squares into four squares as shown in the left part of Fig. 8 . These functions are tapered and have transition widths 4ε on the outside edges and 2ε on all the other edges. It is easy to see that identity (1) is satisfied.
Similarly, a coarser angular localization is achieved by rings of 8 wavelet frame functions supported on rings of 8 rectangles. Two such rings are shown in the right part of Fig. 8 (see [20, p. 309] 
We recall that a multiresolution analysis consists of a sequence of closed subspaces {V j } j∈Z of L 2 (R 2 ) satisfying the five requirements
(v) There exists a function φ ∈ V 0 such that {φ(· − k)} k∈Z 2 is an orthonormal basis for V 0 . Let b ε be a tapered characteristic function of the unit interval [−1/2, 1/2] with transition regions of length 2ε. We take for the scaling function the tapered characteristic function of the unit square with center at the origin,
and transition regions of width 2ε. Then we have the following Theorem 4.
Theorem 4. The tapered rectangular frame wavelet system defined in Section 8 is obtained from a multiresolution analysis of L 2 (R 2 ).
To prove Theorem 4, we shall use the following two lemmas.
Lemma 4. The smooth scaling function defined by (27) is an orthonormal scaling function.
Proof. We show first that the function φ, defined by (27), is a scaling function for a multiresolution analysis if it satisfies the three conditions:
Condition (a) is equivalent to the fact that the system {φ(· − k)} k∈Z 2 is orthonormal. If we define
then requirement (v) is satisfied. If we define
then requirement (ii) is satisfied. Condition (c) implies requirement (i). Since φ has compact support, we can assume that supp φ ⊂ {ξ ; |ξ| < R} for a positive R.
This equality implies that supp f (ξ) ⊂ supp φ(2 −j ξ) ⊂ {ξ ; |ξ| < 2 j R}.
Thus, we have f = 0, a.e. ξ ∈ R 2 , which is requirement (iii). To establish requirement (iv), it suffices to show that
] is approximated by an element of j∈Z V j .
Denote by P j the orthogonal projection from L 2 (R 2 ) to V j . Then it suffices to show that
Since | φ(ξ)| ≤ 1 by (a), Lebesgue's dominated convergence theorem can be applied. Thus (b) implies that
The function φ(ξ) satisfies identity (a) because of the consistent tapering of the characteristic function of the unit square
Since φ is continuous and φ(ξ) ≡ 1 in a neighborhood of the origin, we have
for every ξ ∈ R 2 , and this implies (b).
Since the function φ(2·) is supported on the square Lemma 5. There exist discontinuous (1×1)-periodic functions m 1 , = 1, 2, . . . , 12, such that the tapered rectangular frame wavelets defined in Section 8 satisfy the two-scale equations
Proof. By symmetry, we need only consider two wavelets, namely ψ 1 (ξ) and ψ 2 (ξ), since the other wavelets are obtained by left-right and up-down reflections. The wavelet ψ 1 (ξ) satisfies the two-scale equation
where the highpass filter, m 1 1 (ξ), is defined as follows. On the rectangle
where φ is equal to 1, define m
On the rectangular transition region
where the taperings of φ(ξ) and ψ 1 (2ξ) coincide, define
On the lower-right little rectangle
. Similarly, on the upper-right little rectangle
The wavelet ψ 2 (ξ) satisfies the two-scale equation
where the highpass filter, m 2 1 (ξ), is defined as follows. On the square
. On the union of the two rectangular transition regions
where the taperings of φ(ξ) and ψ 2 (2ξ) coincide, define
. Similarly, on the upper-right little square,
Hence, one sees that in all cases
over the support of ψ (2·) and zero elsewhere in the unit square.
Proof of Theorem 4. The frames in Section 8 are Parseval wavelet frames. Lemma 4 and Lemma 5 show that the {ψ } ∈L are obtained from a multiresolution analysis.
General construction of microlocal frame wavelets
The construction of smooth rectangular frame wavelets in the Fourier domain can be generalized to functions f supported on a general ring of sets surrounding the origin and whose dyadic dilations cover R 2 \ {0}. There is a ring, each function of which has support in a square with sides of length 1, so that a shift by 1 in any direction will result in non-overlap with the unshifted function and hence equality (11) is satisfied. Thus we obtain a tight wavelet frame by Theorem 1. Moreover, if equality (10) holds, the frame bound is equal to 1. But, in this case, the same result can be simply obtained by considering an orthonormal basis
of a square with sides of length 1 and applying Plancherel's theorem. This simpler argument was used in Section 9 on painless smooth tight frame wavelets. Given functions ψ (ξ) as described above, define the real, nonnegative function φ(ξ) by the identity
The function φ(ξ) with support in the region inside this ring is a scaling function with lowpass filter m 0 (ξ) = 2 φ(2ξ) extended periodically. The highpass filter m (ξ) is the function support of φ(ξ), there is no need for this additional assumption. Explicitly, for a function f (ξ), denote by Z(f ) the zeros of f ; that is,
Since, by the definition of φ(ξ),
holds even when ξ ∈ Z( φ). This is true independently of the value of m (ξ) for ξ ∈ Z( φ). The filters may not be continuous.
In the specific constructions of tight frames presented in this paper, the additional assumption holds and specific formulae for the lowpass and highpass filters are given.
Multiresolution analysis for smooth polar frame wavelets
Polar rings offer an arbitrary number of angular resolutions. A few sectors of annuli of the first and second dyadic rings are shown in Fig. 5 .
It is to be noticed that the radial interval is of the form [r, 2r]. Polar wavelets are defined by their Fourier transforms as characteristic functions over sectors of annuli. If the plane is completely covered by L nonoverlapping wedges, the L family of wavelets {ψ j,k }, with = 1, . . . , L, j ∈ Z, and k ∈ Z 2 , form an orthonormal basis of L 2 (R 2 ). This basis is generated by a multiresolution analysis with scaling functions defined as in the case of box wavelets.
To have better localization in x-space, these functions are tapered with width 2ε on the inside arcs, width 4ε on the outside arcs and width εs, r ≤ s ≤ 2r, on the straight edges. Provided ε is sufficiently small so that tapering overlaps are restricted to immediately adjacent regions, it will be shown below that identity (1) is satisfied. By taking a ring sufficiently close to the origin, by construction, polar rings form a Parseval frame.
The description of polar frame wavelets is considerably simplified by using the polar coordinates (r, θ) as rectangular coordinates in the Fourier domain instead of the Cartesian coordinates (ξ 1 , ξ 2 ). The inverse and direct transformations are ξ 1 = r cos 2πθ, ξ 2 = r sin 2πθ, and r = ξ 2 1 + ξ 2 2 , θ = 1 2π arctan ξ 2 ξ 1 , with the appropriate branches of arctan. In the (r, θ)-plane, the polar frame wavelets are supported in the semi-infinite strip 0 ≤ r < ∞, 0 ≤ θ ≤ 1, 1-periodic in θ. The strip, shown in Fig. 9 , is divided into rectangles with vertical sides at r = 2 j , j ∈ Z and horizontal sides at 0 = θ 0 < θ 1 < · · · < θ < · · · < θ L = 1.
The smooth functions ψ j (r, θ) = ψ (2 −j r, θ)
are easily obtained by tapering the characteristic functions of each rectangle. Tapering is done along vertical sides with transition regions of width 2 j+1 ε at r = 2 j−1 and along horizontal sides with transition regions of width 2ε with ε L = ε 0 at θ = θ L . It is then clear that identity (1) 
