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Abstract
A uniquely parsable grammar (UPG) introduced by Morita et al. (Acta Inform. 34 (1997) 389)
is a special kind of generative grammar where parsing can be performed without backtracking.
By extending a UPG, a uniquely parallel parsable grammar (UPPG) was proposed and its unique
parallel parsability has been investigated. In this paper, we show any one-dimensional cellular
automaton, as a parallel language recognition device, can be simply simulated by a parallel
reduction in an equivalent UPPG.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
A uniquely parsable grammar (UPG) [9] is a special kind of generative grammar
where parsing can be performed without backtracking. Rewriting rules of a UPG satisfy
the following condition: If a su=x of the right-hand side of a rule matches with a pre>x
of that of some other rule, then the overlapping portions remain unchanged by the
reverse application of these rules. By this condition, UPGs have a kind of con?uence
property, and thus parsing can be performed deterministically. By extending a UPG, a
uniquely parallel parsable uni>cation grammar (UPPUG) [7] has been proposed. It is a
uni>cation grammar (UG) version of a UPG in which parallel parsing is also possible.
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A simpli>ed version of a UPPUG is a uniquely parallel parsable grammar (UPPG)
such that every function symbol is of arity 0. In order to de>ne parallel reduction (i.e.,
parallel parsing) properly, a “context index” is associated with each rewriting rule in
a UPPG, which explicitly speci>es the left- and right-context portions of a rewriting
rule. Thus rewriting rules of a UPPG satisfy the following condition: If a su=x of
the right-hand side of a rule matches with a pre>x of that of some other rule, then
each of these portions is contained in the context portion of each rule. By this, unique
parsability also holds for UPPGs. Furthermore, any number of reverse applications of
rules to a string can be performed in parallel without interfering each other.
A cellular automaton is one of the fundamental models of parallel computation. Fast
language recognition by one-dimensional cellular automata (CAs) in parallel has been
widely studied so far [1–3, 5–6, 12–15]. In this paper, we show a parallel language
recognition process in a one-dimensional cellular automaton can be simply simulated
by a parallel reduction in an equivalent UPPG in real time plus 3 steps in the case of
a one-way CA and in linear time in the case of a two-way CA.
2. Preliminaries
In this section we give de>nitions and basic properties of UPG, UPPG, and cellular
automata that are needed in the following sections. See [4,10,11] for the basic notions
of formal languages.
2.1. Uniquely parsable grammars
Denition 2.1. A UPG is a system de>ned by G=(N; T; P; S; $), where N and T are
nonempty >nite sets of nonterminal and terminal symbols such that N ∩T = ∅, S is a
start symbol (S ∈N ), and $ is a special end-marker ($ =∈N ∪T ). P is a set of rewriting
rules of the following form:
→ 	; $→ $	; $→ 	$; $$→ $	$ or $A$→ $$;
where ; 	∈ (N ∪T )+, A∈N , and  contains at least one nonterminal symbol.
(A rule of the form $A$→ $$ is called an -rule.) Furthermore, P satis>es the following
condition.
The UPG-condition. (1) The right-hand side of each rule in P is neither S, $S, S$,
nor $S$.
(2) For any two rules R1 = 1→ 	1, and R2 = 2→ 	2 in P (R1 and R2 may be the
same), the following statements hold.
(a) If 	1 = 	′1 and 	2 = 	
′
2 for some ; 	
′
1; 	
′
2 ∈ (N ∪T ∪{$})+, then 1 = ′1 and
2 = ′2 for some 
′
1; 
′
2 ∈ (N ∪T ∪{$})∗.
(b) If 	1 = 	2′ for some ; ′ ∈ (N ∪T ∪{$})∗, then R1 =R2.
The UPG-condition 2(a) requires that if some su=x of the right-hand side of R1
matches with some pre>x of that of R2, the left-hand sides of R1 and R2 also contain
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them as a su=x and a pre>x, respectively. The condition 2(b) says that there is no
pair of distinct rules R1 and R2 such that the right-hand side of R1 is a substring of
that of R2.
Denition 2.2. Let G=(N; T; P; S; $) be a UPG, and  be a string in (N ∪T ∪{$})+.
A rule → 	 in P is said to be applicable to  if =  for some ; ∈ (N ∪T ∪{$})∗.
Applying → 	 to  we obtain = 	, and say  is directly derived from  in G. This
is written as ⇒ . Let ∗⇒ denote the re?exive and transitive closure of ⇒. An n-step
derivation is denoted by  n⇒ . The string  is called a sentential form if $S$ ∗⇒ .
The language L(G) generated by G is de>ned by L(G)= { w∈T ∗ | $S$ ∗⇒ $w$ }.
Denition 2.3. Let G=(N; T; P; S; $) be a UPG, and ∈ (N ∪T ∪{$})+ be a string.
A rule → 	 is said to be reversely applicable to the position j of  if = 	 for
some ; ∈ (N ∪T ∪{$})∗, where ||= j − 1 (|| denotes the length of ). Any such
pair [→ 	; j] is called a reversely applicable item to . We say  is directly reduced
to  if = , and write it as ⇐  or  [→	; j]⇐ . Apparently ⇐  iJ ⇒ . The
relations ∗⇐ and n⇐ are de>ned similarly to ∗⇒ and n⇒.
The following theorem states that any given string w∈T ∗ can be parsed without
backtracking provided that w∈L(G).
Theorem 2.1 (Morita et al. [9]). Let G=(N; T; P; S; $) be an UPG, and  be a string
in (N ∪T ∪{$})+. If  n⇐ $S$, then for any string ∈ (N ∪T ∪{$})+ such that ⇐ ,
the relation ⇐  n−1⇐ $S$ holds.
2.2. Uniquely parallel parsable grammars
Denition 2.4. Let  be a >nite set of symbols, and l and r be nonnegative integers.
A rewriting rule with a context index is a construct
R = [→ 	; (l; r)]
which satis>es the following conditions: There exist some ′; 	′; ; ∈∗ such that
= ′, 	= 	′, ||= l, and ||= r. The strings  and  are called left- and right-
contexts, respectively, and the pair (l; r) is called a context index.
Denition 2.5. A uniquely parallel parsable grammar UPPG is a system de>ned by
G=(N; T; P; S; $), where N and T are nonempty >nite sets of nonterminal and terminal
symbols such that N ∩T = ∅, S is a start symbol (S ∈N ), and $ is an end-marker
($ =∈N ∪T ). P is a >nite set of rewriting rules with context indices, each of which is
of the following form:
[→ 	; (l; r)]; [$→ $	; (l; r)]; [$→ 	$; (l; r)]; [$$→ $	$; (l; r)]; or
[$A$→ $$; (1; 1)];
where ∈ ((N ∪T )+ − T+), 	∈ (N ∪T )+,  = 	, A∈N . Furthermore, P satis>es the
following condition.
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The UPPG-Condition. (1) The right-hand side of each rule is neither S; $S; S$, nor
$S$.
(2) For any two rules with context indices R1 = [1→ 	1; (l1; r1)] and R2 = [2→ 	2;
(l2; r2)] (R1 and R2 may be the same), the following statements hold.
(a) If 	1 = 	′1 and 	2 = 	
′
2 for some 	
′
1; 	
′
2; ∈ (N ∪T ∪{$})+, then r1¿|| and
l2¿||.
(b) If 	1 = 	2′ for some ; ′ ∈ (N ∪T ∪{$})∗, then R1 =R2.
The UPPG-condition 2(a) requires that if a su=x of right-hand side of R1 matches
with a pre>x of that of R2, then this su=x must be a su=x of the right context of R1,
and the pre>x must be a pre>x of the left context of R2. The condition 2(b) is the
same as in the UPG-condition. The notions of derivation and reduction in UPPGs are
similarly de>ned as in UPGs.
Assume [′→ 	′; (||; ||)] be a rewriting rule with a context index, the de>-
nitions on a UPPG(UPPUG) in [7] also require that the >rst(last) symbol of ′(′)
must diJer from the >rst(last) symbol of 	′(	′). This restriction on the form of
rewriting rules is removed in De>nition 2.4, such that the class of UPPGs under the
de>nitions in [7] is contained in the class of UPPGs here.
Let G=(N; T; P; S; $) be a UPPG, and let G′ be a grammar obtained from G by
simply removing context indices from the rules in P. Then, we can see that G′ is a
UPG from the de>nitions of them. In this sense, the class of UPPGs is a subclass
of UPGs. Hence in a UPPG, parsing can be performed without backtracking in a
sequential manner in the same steps as in the derivation process.
Now, we de>ne the notion of parallel parsing in UPPGs, and prove their unique
parallel parsability in a similar way as in [7]. The following two lemmas are needed
in the de>nition of parallel reduction in a UPPG.
Lemma 2.1. Let G=(N; T; P; S; $) be a UPPG, and ∈ (N ∪T ∪{$})+ be a string.
Let I1 = [[1→ 	1; (l1; r1)]; j1] and I2 = [[2→ 	2; (l1; r1)]; j2] be two distinct items,
each of which is reversely applicable to . Then j1 = j2.
Proof. Assume j1 = j2. Then, 	1 must be a pre>x of 	2 or vice versa. Hence, by
the UPPG-Condition 2(b), [1→ 	1; (l1; r1)]= [2→ 	2; (l2; r2)]. This contradicts the
assumption I1 = I2.
Lemma 2.2. Let G=(N; T; P; S; $) be a UPPG, and ∈ (N ∪T ∪{$})+ be a string.
Let Ii = [[i→ 	i; (li; ri)]; ji] (i=1; 2; 3) be three distinct items, each of which is
reversely applicable to . If j1¡j2¡j3, then j3 − j1¿|	1|.
Proof. Assume j3 − j1¡|	1|. Then, we can write ; 	1; 	2, and 	3 as
=  1 2 3 4 5 ;
	1 = 1 2 3;
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	2 = 2 3 4;
	3 = 3 4 5
for some 1; 2; 3; 4; 5 ∈ (N ∪T ∪{$})+ and ; ∈ (N ∪T ∪{$})∗. Hence, 23 must
be a pre>x of the left-context of 2→ 	2, and 34 must be a su=x of the right-context
of 2→ 	2. Therefore the left- and right-contexts of 2→ 	2 have a common substring
3 (= ). This contradicts the de>nition of a rule with a context index.
Denition 2.6. Let G=(N; T; P; S; $) be a UPPG, and ∈ (N ∪T ∪{$})+ be a string.
Let {I1; I2; : : : ; Ik} be a set of items, where each Ii = [[i→ 	i; (li; ri)]; ji] (i=1; : : : ; k)
is reversely applicable to . By Lemma 2.1 ji = ji′ holds if i = i′. Hence we can
assume, without loss of generality, ji¡ji+1 (i=1; : : : ; k−1). Moreover, by Lemma 2.2,
ji+2 − ji¿|	i| holds for any i∈{1; : : : ; k − 2}, i.e. if ji+i′ − ji¡|	i| then i′=1. Thus,
from the de>nition of a UPPG, we can write  and Ii as
 = 0 	′1 1 	
′
2 2 : : : k−1 	
′
k k ;
Ii = [[i′ii → i	′ii; (li; ri)]; ji]
for some ′i ; 	
′
i ; i; i; 0; i ∈ (N ∪T ∪{$})∗ (i=1; : : : ; k) which satisfy the following
conditions for each i∈{1; : : : ; j − 1}:
(1) 1 = k =  and |0|= j1 − 1.
(2) If ji+1 − ji¿|	i| then i = i+1 = .
(3) If ji+1 − ji¡|	i| then i = i+1 = i and |i|6min{ri; li+1}.
(4) If ji+1 − ji¿|	i| then |0 	′1 : : : 	′i i|= ji+1 − 1.
(5) If ji+1 − ji¡|	i| then |0 	′1 : : : 	′i |= ji+1 − 1.
Let ∈ (N ∪T ∪{$})+ be as follows:
 = 0 ′1 1 
′
2 2 · · · k−1 ′k k :
Then, we say  is obtained from  by a direct parallel reduction with respect to the
item set {I1; : : : ; Ik}. It is written as

{I1 ;:::;Ik}⇐=
G
:
As de>ned above, we can apply any number of reversely applicable items in parallel
to a given string, since each item can be reversely applied without interfering with
other items.
Denition 2.7. Let G=(N; T; P; S; $) be a UPPG, and ∈ (N ∪T ∪{$})+ be a string.
Let {I1; I2; : : : ; Ik} be the set of all reversely applicable items to , where Ii = [[i→ 	i;
(li; ri)]; ji] (i=1; : : : ; k). Then, the direct parallel reduction with respect to the item set
{I1; : : : ; Ik} is called a direct maximum parallel reduction, and is written as

{I1 ;:::;Ik}
W
G
 (or W
G
):
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The re?exive and transitive closure of a direct maximum parallel reduction and an
m-step maximum parallel reduction are written as
∗
W
G
and
m
W
G
, respectively.
Lemma 2.3. Let G=(N; T; P; S; $) be a UPPG, and ; ∈ (N ∪T ∪{$})+ be strings.
Let {I1; I2; : : : ; Ik} be a set of reversely applicable items to , where Ii = [[i→ 	i;
(li; ri)]; ji] (i=1; : : : ; k) and j1¡j2¡ · · ·¡jk . Then the following two statements are
equivalent.
(i) 
{I1 ;:::;Ik}⇐=
G
.
(ii) 
Ik⇐=
G
k−1
Ik−1⇐=
G
· · · 1 I1⇐=
G
 for some 1; : : : ; k−1 ∈ (N ∪T ∪{$})+.
Proof. Since {I1; I2; : : : ; Ik} is a set of reversely applicable items to , we can write 
and Ii (i=1; : : : ; k) as
 = 0 	′1 1 	
′
2 2 · · · k−1 	′k k ;
Ii = [[i′ii → i	′ii; (li; ri)]; ji]
for some ′i ; 	
′
i ; i; i; 0; i ∈ (N ∪T ∪{$})∗ (i=1; : : : ; k) as in De>nition 2.6. Hence, it
is obvious that the same  can be obtained by (i) and (ii).
The next theorem states that in a UPPG parsing can be performed deterministically
in sequential, parallel or even mixed manners.
Theorem 2.2. Let G=(N; T; P; S; $) be a UPPG, and ∈ (N ∪T ∪{$})+ be a string.
If
 m⇐=
G
$S$;
then for any set {I1; : : : ; Ik} of reversely applicable items to , and a string ∈ (N ∪T
∪{$})+ such that  {I1 ; :::; Ik}⇐
G
, the following relation holds (hence k6m):

{I1 ;:::;Ik}⇐=
G
 m−k⇐=
G
$S$:
Proof. By Lemma 2.3, there are some 1; : : : ; k−1 ∈ (N ∪T ∪{$})+ such that

Ik⇐=
G
k−1
Ik−1⇐=
G
· · · 1 I1⇐=
G
:
Applying Theorem 2.1 repeatedly, we can obtain

Ik⇐=
G
k−1
Ik−1⇐=
G
· · · 1 I1⇐=
G
 m−k⇐=
G
$S$:
Thus the theorem holds.
From this theorem, we can easily obtain the next corollary that states any string 
can be parsed deterministically by a maximum parallel reduction.
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Corollary 2.1. Let G=(N; T; P; S; $) be a UPPG, and ∈ (N ∪T ∪{$})+) be a string.
If  ∗⇐ $S$, then  ∗W $S$.
2.3. Cellular automata
In this paper, by a cellular automaton we always mean a one-dimensional device for
language recognition.
A cellular automaton (CA) is a one-dimensional array of identical >nite-state ma-
chines (cells) that operate synchronously at discrete time steps. The initial con>guration
of a CA at time 0 is a1a2 · · · an, where a1a2 · · · an represents an input string. In general,
the leftmost (rightmost) cell is assumed to have left (right) neighbor whose state is #
at all times. The state of a cell at time t is a function of its own state and the states
of its left and right neighbors at time t− 1. We say that a1a2 · · · an is accepted by the
CA, when given the input a1a2 · · · an, the rightmost cell in a con>guration eventually
enters an accepting state. A CA has time complexity T (n) if it accepts inputs of length
n in T (n) steps. Formal de>nitions on CA are given below.
Denition 2.8. A (two-way) CA is a system de>ned by C =(Q;Q0; Qf; #; fC), where
Q is a nonempty >nite set of internal states of each cell, Q0 is a set of input states
and Qf is a set of accepting states (Q0⊆Q; Qf ⊆Q). # is a special boundary state
(# =∈Q). fC : (Q∪{#})3→ (Q∪{#}) is a mapping called a local function that satis>es
the following condition:
fC(a; b; c) = # iJ b = #:
Here we consider only >nite (i.e., bounded) nonempty array of cells. Hence each
con>guration of C is represented by an element of Q+. We de>ne a global function
F of C as follows. For any sequence of states a1a2 · · · an ∈Q+,
F(a1a2 · · · an) = fC(#; a1; a2)fC(a1; a2; a3) · · ·fC(an−1; an; #)
(F(a1) = fC(#; a1; #) if n = 1):
F is a length-preserving function from Q+ into itself. If w∈Q+0 is an initial con>gu-
ration, then Ft(w) is the con>guration at time t¿0.
Let T :N→N be a function and L⊆Q+0 be a language. We say L is recognized by
C in time T (n), iJ
L = {w |w ∈ Q+0 ∧ Ft(w) ∈ Q∗(Q − Qf) if t ¡ T (|w|) ∧ FT (|w|)(w) ∈ Q∗Qf}:
Denition 2.9. A one-way cellular automaton (OCA) is a restricted type of a CA de-
>ned by C =(Q;Q0; Qf; #; fC), where Q;Q0; Qf and # are the same as in De>nition 2.8.
fC : (Q∪{#})2→ (Q∪{#}) is a local function satisfying:
fC(a; b) = # iJ b = #:
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A global function F is de>ned as follows. For any sequence of states a1a2 · · · an ∈Q+,
we de>ne
F(a1a2 · · · an) = fC(#; a1)fC(a1; a2) · · ·fC(an−1; an)
(F(a1) = fC(#; a1) if n = 1):
The language L recognized by C in time T (n) is de>ned in the same way as in CA.
It is convenient to represent the language recognition process of a CA (OCA) by
a space-time diagram, where each row corresponds to the con>guration of an n-cell
array at time t¿0.
Denition 2.10. Let L⊆Q+0 be a language and T :N→N be a function. We say L
is a T (n)-time recognizable CA (OCA) language if it can be recognized by some
CA (OCA) C =(Q;Q0; Qf; #; fC) in time T (n). Moreover, L is said to be a real-time
recognizable CA (OCA) language iJ T (n)= n. Also L is said to be a linear-time
recognizable CA (OCA) language iJ T (n)6kn for some positive integer k.
3. Simulation of CA by UPPGs
Theorem 3.1. Let L be a real-time OCA language. Then there exists a UPPG G such
that L(G)=L, and each string w∈L can be parsed in |w|+ 3 steps by a maximum
parallel reduction in G.
Proof. Assume C =(Q;Q0; Qf; #; fC) be a one-way cellular automaton that recognizes
L in real-time (L⊆Q+0 ). Suppose Q= {a1; : : : ; am}. Let ai01ai02 · · · ai0n be a string in L,
and the space-time diagram of recognition of this string by C be as follows.
t = 0: ai01 ai02 · · · ai0j−1 ai0j · · · ai0n−1 ai0n ;
t = 1: ai11 ai12 · · · ai1j−1 ai1j · · · ai1n−1 ai1n ;
t = 2: ' ai22 · · · ai2j−1 ai2j · · · ai2n−1 ai2n ;
...
t = j − 1: ' ' · · · aij−1j−1 aij−1j · · · aij−1n−1 aij−1n ;
t = j: ' ' · · · ' aijj · · · aijn−1 aijn ;
...
t = n− 1: ' ' · · · ' ' · · · ain−1n−1 ain−1n ;
t = n: ' ' · · · ' ' · · · ' ainn ;
where airk ∈Q (16k; r6n) and ainn ∈Qf. We use ' to represent those cells whose states
do not in?uence the real-time recognition result any more, thus can be ignored.
Now, we construct a UPPG G that generates L, and show the language recognition
process in C can be easily simulated by a parallel reduction in G. Let G=(N;Q0; P; S; $)
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be a UPPG where
N = {S; S ′; S ′′} ∪ {A1; : : : ; Am} ∪ {∗}:
The set P of rules is as follows.
(i) For each ai ∈Qf include the following rule in P:
[S → S ′AiS ′′; (0; 0)]:
(ii) For each ai; aj; ah ∈Q and fC(ai; aj)= ah, including the following rule in P:
[Ah ∗ Ah → AiAj∗; (0; 0)]:
(iii) For each ai; aj; ah ∈Q and fC(#; ai)= aj, include the following rules in P:
[$S ′Aj → $Ai∗; (1; 0)];
[S ′ → S ′Ah∗; (1; 0)]:
(iv) For each ai ∈Q − Qf include the following rules in P:
[S ′′$ → Ai$; (0; 1)];
[S ′′ → AiS ′′; (0; 1)]:
(v) For each ai ∈Q0 include the following rule in P:
[Ai ∗ Ai → ai; (0; 0)]:
It is easy to verify that G is a UPPG. Let ai ∈Q0 be in L, i.e., ∃al ∈Qf; F(ai)= al.
We have the maximum parallel reduction $ai$ W $Ai ∗ Ai$ W $S ′AlS ′′$ W $S$, thus
ai ∈L(G). Moreover, consider the string ai01ai02 · · · ai0n in L. Using rules in (v) we obtain
the following maximum parallel reduction:
$ai01ai02 · · · ai0j−1ai0j · · · ai0n$
W
G
$Ai01 ∗ Ai01Ai02 ∗ · · ·Ai0j ∗ Ai0j · · ·Ai0n−1Ai0n ∗ Ai0n$:
This sentential form exactly corresponds to the initial con>guration in C, where the
state ai0j of the jth cell is given by a substring Ai0j ∗Ai0j for each 16j6n. After that, by
reversely applying rules in (ii) to each substring of the form Airk−1Airk∗ in a sentential
form simultaneously, state transition of C is properly simulated in G. At the same time,
by using rules in (iii) and (iv), we remove those substrings whose corresponding cells
in C are not needed in the subsequent computation. Since ai01ai02 · · · ai0n is recognized by
C in real time, after n+ 2 steps of maximum parallel reduction, we obtain $S ′AinnS
′′$
with ainn ∈Qf that can be reduced to $S$ by reverse application of the rule in (i). The
whole parallel parsing process is as follows.
$ai01ai02 · · · ai0j−1ai0j · · · ai0n$
W $Ai01 ∗ Ai01Ai02 ∗ · · ·Ai0j−1 ∗ Ai0j−1Ai0j ∗ · · ·Ai0n−1Ai0n ∗ Ai0n$
W $S ′Ai11Ai12 ∗ Ai12 · · ·Ai1j−1 ∗ Ai1j−1Ai1j ∗ Ai1j · · ·Ai1n−1Ai1n ∗ Ai1n S
′′$
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W $S ′Ai22 ∗ Ai22 · · ·Ai2j−1 ∗ Ai2j−1Ai2j ∗ Ai2j · · ·Ai2n−1Ai2n ∗ Ai2n S
′′$
...
W $S ′Aij−1j−1 ∗ Aij−1j−1Aij−1j ∗ · · ·Aij−1n−1Aij−1n ∗ Aij−1n S
′′$
W $S ′Aijj ∗ Aijj · · ·Aijn−1Aijn ∗ AijnS
′′$
...
W $S ′Ain−1n−1 ∗ Ain−1n−1Ain−1n ∗ Ain−1n S
′′$
W $S ′Ainn ∗ AinnS ′′$
W $S ′AinnS
′′$
W $S$:
By above ai01ai02 · · · ai0n ∈L(G), thus L⊆L(G).
Conversely, suppose ai01ai02 · · · ai0n is an arbitrary string in L(G). According to Theo-
rem 2.2 and Corollary 2.1, the following statement holds: ai01ai02 · · · ai0n ∈L(G) iJ
$ai01ai02 · · · ai0j−1ai0j · · · ai0n$ (1)
W
G
$Ai01 ∗ Ai01Ai02 ∗ · · ·Ai0j−1 ∗ Ai0j−1Ai0j ∗ · · ·Ai0n−1Ai0n ∗ Ai0n$ (2)
∗
W
G
$S$: (3)
The sentential form (2) exactly corresponds to the initial con>guration of C at time
0 with the same input string. After that, the rules in (ii) can be used to reduce this
sentential form. Reverse application of these rules in parallel properly re?ects the state
transition of each cell in C by the local transition function fC . Furthermore, the rules in
(iii) and (iv) are always reversely applicable to the sentential form during the process
of maximum parallel reduction, which removes the leftmost substring Airk∗ and the
rightmost Airk at each step. Since ai01ai02 · · · ai0n ∈L(G), the following maximum parallel
reduction exists:
$ai01ai02 · · · ai0j−1ai0j · · · ai0n$ (4)
W
G
$Ai01 ∗ Ai01Ai02 ∗ · · ·Ai0j−1 ∗ Ai0j−1Ai0j ∗ · · ·Ai0n−1Ai0n ∗ Ai0n$ (5)
n
W
G
$S ′Ainn ∗ AinnS ′′$; (6)
where Ainn ∈Qf. Thus, the input string can be recognized by C in exactly n steps,
i.e. ai01ai02 · · · ai0n ∈L is obtained. The case for the strings in L(G) containing only one
symbol is the same. This derives L⊇L(G). Combining the above two arguments, we
have L=L(G).
In the above UPPG G, each string w∈L is parsed in |w|+ 3 steps by a maximum
parallel reduction. Hence we have the theorem.
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Example 3.1. Assume L= {a2k | k =1; 2; : : : }, then L can be recognized by the OCA
C =({a; b; c}; {a}; {c}; #; fC) in real time, where fC is de>ned as follows: fC(b; a)= c;
fC(c; a)= b; fC(a; a)= a; fC(c; b)= b; fC(b; c)= c; fC(#; a)= b; fC(#; b)= b. 1
Thus, according to Theorem 3.1, we can construct a UPPG G=({A; B; C; S; S ′; S ′′; ∗};
{a}; P; S; $) to generate L, where
P = {[S → S ′CS ′′; (0; 0)]; [C ∗ C → BA∗; (0; 0)];
[B ∗ B→ CA∗; (0; 0)]; [A ∗ A→ AA∗; (0; 0)];
[B ∗ B→ CB∗; (0; 0)]; [C ∗ C → BC∗; (0; 0)];
[$S ′B→ $A∗; (1; 0)]; [$S ′B→ $B∗; (1; 0)];
[S ′ → S ′A∗; (1; 0)]; [S ′ → S ′B∗; (1; 0)];
[S ′ → S ′C∗; (1; 0)]; [S ′′$→ A$; (0; 1)];
[S ′′$→ B$; (0; 1)]; [S ′′ → AS ′′; (0; 1)];
[S ′′ → BS ′′; (0; 1)]; [A ∗ A→ a; (0; 0)] }:
The real-time recognition process of the word aaaa by OCA C, along with its maximum
parallel reduction by UPPG G are given below. We use the notation x to represent a
cell in state x that does not in?uence the real-time recognition process any more.
$aaaa$
t = 0 : a a a a W $A ∗ AA ∗ AA ∗ AA ∗ A$
t = 1 : b a a a W $S ′BA ∗ AA ∗ AA ∗ AS ′′$
t = 2 : b c a a W $S ′C ∗ CA ∗ AA ∗ AS ′′$
t = 3 : b c b a W $S ′B ∗ BA ∗ AS ′′$
t = 4 : b c b c W $S ′C ∗ CS ′′$
W $S ′CS ′′$
W $S$:
OCA are sometimes de>ned that the leftmost cell accepts input and each cell can
only see its right adjacent cell. In this case, it is easy to verify in a similar was that
Theorem 3.1 still holds.
The method used in Theorem 3.1 to construct a UPPG that generates a given real-
time OCA language can be easily extended to construct a UPPG to generate a linear-
time OCA language. As shown by Bucher and Culik [1], the class of linear-time OCA
languages is equivalent to that of 2n-time OCA languages, where n is the length of
input. Thus we have the following theorem.
Theorem 3.2. For a linear-time OCA language L, there exists a UPPG G such that
L(G)=L, and each string w∈L can be parsed in 2|w| + 3 steps by a maximum
parallel reduction in G.
1 For simplicity, transition rules that will not be applied in the recognition process of the language by the
cellular automaton are omitted.
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Moreover, according to Umeo et al. [16] (see also [1,2]), each CA that recognizes
a language L in real time can be simulated by an equivalent OCA in 2n-time. Hence
the next corollary holds.
Corollary 3.1. For a real-time CA language L, there exists a UPPG G that generates
L, and each string w∈L can be parsed in 2|w| + 3 steps by a maximum parallel
reduction in G.
Theorem 3.3. Let L be a T (n)-time CA language. Then there exists a UPPG that
generates L, and each string w∈L can be parsed in 2T (|w|) + 2|w| + 1 steps by a
maximum parallel reduction in G.
Proof. Assume a CA C =(Q;Q0; Qf; #; fC) recognizes L in time T (n) where n is the
length of an input string. Suppose Q= {a1; : : : ; am}. Let G=(N;Q0; P; S; $) be a UPPG
where
N = {S; [; ]; (; ) } ∪ {A1; : : : ; Am}:
P is de>ned as follows.
(i) For each ai; aj ∈Q and al ∈Qf, include the following rules in P:
[S$ → [AiAl$; (0; 1)]
[S → (AjS; (0; 1)]
[S → [AiAjS; (0; 1)]
[$S → $AiS; (1; 1)]
[$S$ → $Al$; (1; 1)]
(ii) For each ai; aj; ah; al; ak ∈Q, fC(ai; aj; ak)= ah and fC(#; aj; ak)= al, include the
following rules in P:
[Ah)Ah(Ah → [AiAjAk ]; (0; 0)]
[$Al(Al → $AjAk ]; (1; 0)]
(iii) For each ai; al; ak ∈Q; aj ∈Q − Qf; aj = ak , fC(ai; aj; #)= al, and fC(#; aj; #)
= ak , include the following rules in P:
[Al)Al$ → [AiAj$; (0; 1)]
[$Ak$ → $Aj$; (1; 1)]
(iv) For each ai; aj ∈Q, include the following rule in P:
[Aj][Ai → (AiAj); (0; 0)]
(v) For each ai ∈Q0, include the following rules in P:
[Ai)Ai(Ai → ai; (0; 0)]
[$Ai → $Ai)Ai; (1; 1)]
[Ai$ → Ai(Ai$; (1; 1)]
The idea to prove L(G)=L is similar to that in Theorem 3.1. Let ai ∈Q0 be in
L, i.e., ∃al ∈Qf; FT (1)(ai)= al. We have the maximum parallel reduction $ai$ W
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$Ai)Ai(Ai$ W $Ai$
T (1)
W $Al$ W $S$, thus ai ∈L(G). Moreover, let ai01ai02 · · · ai0n be a
string in L. The space–time diagram of recognition of this string in C is given below.
t = 0: ai01 ai02 · · · ai0j−1 ai0j · · · ai0n−1 ai0n ;
t = 1: ai11 ai12 · · · ai1j−1 ai1j · · · ai1n−1 ai1n ;
t = 2: ai21 ai22 · · · ai2j−1 ai2j · · · ai2n−1 ai2n ;
...
t = j: aij1 aij2 · · · aijj−1 aijj · · · aijn−1 aijn ;
t = j + 1: aij+11 aij+12 · · · aij+1j−1 aij+1j · · · aij+1n−1 aij+1n ;
...
t = T (n)− 1: aiT (n)−11 aiT (n)−12 · · · aiT (n)−1j−1 aiT (n)−1j · · · aiT (n)−1n−1 aiT (n)−1n ;
t = T (n): aiT (n)1 aiT (n)2 · · · aiT (n)j−1 aiT (n)j · · · aiT (n)n−1 aiT (n)n ;
where airk ∈Q (16k6n; 16r6T (n)), and aiT (n)n ∈Qf. On the other hand, parsing of
the same string by a maximum parallel reduction in G is shown below.
$ai01ai02 · · · ai0j−1ai0j ai0j+1 · · · ai0n−1ai0n$
W $Ai01 )Ai01 (Ai01Ai02 ) · · · (Ai0j−1Ai0j )Ai0j (Ai0j Ai0j+1) · · · (Ai0n−1Ai0n)Ai0n (Ai0n$
W $Ai01Ai02 ][Ai01Ai02Ai03 ] · · · [Ai0j−1Ai0j Ai0j+1 ] · · · [Ai0n−2Ai0n−1Ai0n ][Ai0n−1Ai0n$
W $Ai11 (Ai11Ai12 ) · · · (Ai1j−1Ai1j )Ai1j (Ai1j Ai1j+1) · · · (Ai1n−1Ai1n)Ai1n$
W $Ai11Ai12 ][Ai11Ai12Ai13 ] · · · [Ai1j−1Ai1j Ai1j+1 ] · · · [Ai1n−2Ai1n−1Ai1n ][Ai1n−1Ai1n$
...
W $Aij1 (Aij1Aij2 ) · · · (Aijj−1Aijj )Aijj (Aijj Aijj+1) · · · (Aijn−1Aijn)Aijn$
W $Aij1Aij2 ][Aij1Aij2Aij3 ] · · · [Aijj−1Aijj Aijj+1 ] · · · [Aijn−2Aijn−1Aijn ][Aijn−1Aijn$
W $Aij+11 (Aij+11 Aij+12 ) · · · (Aij+1j−1Aij+1j )Aij+1j (Aij+1j Aij+1j+1 ) · · · (Aij+1n−1Aij+1n )Aij+1n $
...
W $AiT (n)1 (AiT (n)1 · · ·AiT (n)j )AiT (n)j (AiT (n)j · · ·AiT (n)n )AiT (n)n $
W $AiT (n)1 AiT (n)2 ] · · · [AiT (n)j−1AiT (n)j AiT (n)j+1 ] · · ·AiT (n)n ][AiT (n)n−1AiT (n)n $
W $AiT (n)+11 (AiT (n)+11 · · ·AiT (n)+1j )AiT (n)+1j (AiT (n)+1j · · · (AiT (n)+1n−1 S$
W $AiT (n)+11 AiT (n)+12 ] · · · [AiT (n)+1j−1 AiT (n)+1j AiT (n)+1j+1 ] · · · S$
...
W $AiT (n)+n−11 S$
W $S$:
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The initial con>guration in C is expressed by $Ai01 )Ai01 (Ai01 · · ·Ai0j )Ai0j (Ai0j · · ·Ai0n)
Ai0n (Ai0n$, over which the rules in (iv) and (v) can be reversely applied in parallel.
Moreover, the jth con>guration in C at time j (16j6T (n)) is expressed by the
sentential form $Aij1 (Aij1 · · ·Aijk )Aijk (Aijk · · ·Aijn)Aijn$ in G, in which the state of the kth
cell (1¡k¡n) is represented by a substring Aijk )Ai
j
k
(Aijk , the >rst and the last cells are
$Aij1 (Aij1 and Aijn)Aijn$. After that, the rules in (iv) are reversely applied in parallel, and
then rules in (ii) and (iii). It is easy to verify that such two steps of maximum parallel
reduction exactly simulates the state transition of each cell in C from jth to (j + 1)th
con>guration. Since ai01ai02 · · · ai0n ∈L, the rightmost cell aiT (n)n in the T (n)th con>guration
in C enters an accepting state. This recognition process is properly simulated by a
maximum parallel reduction in 2T (n)+1 steps in G. Then the rules in (i) can be used
to reduce the sentential form to $S$ in 2n steps. Hence ai01ai02 · · · ai0n ∈L(G) is obtained.
Thus, we have L⊆L(G).
Conversely, consider an arbitrary string ai01ai02 · · · ai0n in L(G). Then by using rules in
(v), we have
$ai01ai02 · · · ai0j−1ai0j ai0j+1 · · · ai0n−1ai0n$
W $Ai01 )Ai01 (Ai01Ai02 ) · · · (Ai0j−1Ai0j )Ai0j (Ai0j Ai0j+1) · · · (Ai0n−1Ai0n)Ai0n (Ai0n$
which exactly represents the initial con>guration in C with the same input. After that,
the rules in (ii)–(v) can be used in the subsequent maximum parallel reduction steps.
We can see this parallel reduction process exactly simulates the language recognition
process in C. Moreover, because $ai01ai02 · · · ai0n$
∗
W $S$, there must be some tˆ¿0 such
that $ai01ai02 · · · ai0n$
∗
W $Aitˆ1 (Aitˆ1 · · ·Aitˆn)Aitˆn$ and aitˆn ∈Qf. Thus the string ai01ai02 · · · ai0n is
accepted by C (and by the assumption, tˆ=T (n) holds). The case for the strings in
L(G) containing only one symbol is the same. Hence we have L⊇L(G).
Combining the above arguments, we obtain L=L(G), and each string w∈L is parsed
in 2T (|w|) + 2|w|+ 1 steps by a maximum parallel reduction in G. Thus we have the
theorem.
Example 3.2. The CA C′=({a; b; c}; {a}; {c}; #; f′C) can recognize the language L′=
{a2k+1 | k =0; 1; 2 : : :} in real time, where f′C is de>ned as follows: f′C(b; a; a)= c;
f′C(c; a; a)= b; f
′
C(b; c; a)= b; f
′
C(a; a; a)= a; f
′
C(b; b; b)= b; f
′
C(b; b; a)= b; f
′
C(b; b; c)
= b; f′C(#; a; a)= b; f
′
C(#; b; a)= b; f
′
C(#; b; b)= b; f
′
C(#; b; c)= b; f
′
C(a; a; #)= a;
f′C(b; a; #)= a; f
′
C(c; a; #)= c; f
′
C(b; c; #)= c; f
′
C(#; a; #)= c; f
′
C(#; c; #)= c. Thus, ac-
cording to Theorem 3.3, we can de>ne a UPPG G′=({S; [; ]; (; ); A; B; C}; {a}; P′; S; $)
to generate L′, where
P′ = {[S$ → [r1C$; (0; 1) ]; [S → (r1S; (0; 1) ];
[S → [r1r2S; (0; 1) ]; [$S → $r1S; (1; 1) ];
[r2][r1 → (r1r2); (0; 0) ] |r1; r2 ∈ {A; B; C} } ∪ {
[$S$ → $C$; (1; 1) ]; [C)C(C → [BAA]; (0; 0) ];
[B)B(B → [CAA]; (0; 0) ]; [B)B(B → [BCA]; (0; 0) ];
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[A)A(A → [AAA]; (0; 0) ]; [B)B(B → [BBB]; (0; 0) ];
[B)B(B → [BBA]; (0; 0) ]; [B)B(B → [BBC]; (0; 0) ];
[$B(B → $AA]; (1; 0) ]; [$B(B → $BA]; (1; 0) ];
[$B(B → $BB]; (1; 0) ]; [$B(B → $BC]; (1; 0) ];
[A)A$ → [AA$; (0; 1) ]; [A)A$ → [BA$; (0; 1) ];
[C)C$ → [CA$; (0; 1) ]; [$C$ → $A$; (1; 1) ];
[A)A(A → a; (0; 0) ]; [$A → $A)A; (1; 1) ];
[A$ → A(A$; (1; 1) ] }:
The recognition process of the word aaa by CA C′, and its maximum parallel reduction
by UPPG G′ are given below.
$aaa$
t = 0 : a a a W $A)A(AA)A(AA)A(A$
W $AA][AAA][AA$
t = 1 : b a a W $B(BA)A(AA)A$
W $BA][BAA][AA$
t = 2 : b c a W $B(BC)C(CA)A$
W $BC][BCA][CA$
t = 3 : b b c W $B(BB)B(BC)C$
W $BB][BBC][BC$
W $B(BB)B(BS$
W $BB][BBS$
W $B(BS$
W $BS$
W $S$:
4. Concluding remarks
In this paper, we showed the parallel language recognition process in a one-dimen-
sional cellular automaton (CA) can be simply simulated by a parallel reduction in
an equivalent uniquely parallel parsable grammar (UPPG). The main result of our
research is that for a CA that can recognize a language in time T (n), there exists a
UPPG that generates the same language, where each string of length n can be parsed by
a maximum parallel reduction in kT (n) steps (k¿0). Also, there exist noncontext-free
languages that can be generated by UPPGs, and they are parsed by a maximum parallel
reduction in sublinear steps of the length of the input [8]. However, such e=ciency in
language recognition cannot be achieved by any CA, since at least n steps are needed
to recognize a nontrivial language in CA.
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