Abstract. In this paper an analysis of Imprecise
Introduction
In real-time systems it is necessary to produce results within specified timing constrains. Usually, real-time systems are modeled as sets of real-time tasks, Ĳ = {T 1 , T 2 ,…, T n }, which are characterized by a set of parameters including timing requirements that must be met. Scheduling algorithms are used in real-time systems to ensure that each task meets all constraints. A scheduling algorithm is used to create a schedule, S, according to which the tasks will be executed at each time instant by a realtime operating system. A feasible schedule is a schedule in which all tasks meet timing and all other specified constrains. Sometimes, it is not possible to create a feasible schedule, i.e. it is not possible for all tasks to meet their timing constraints. But, there still may be enough resources to produce approximate results. The generation of partial results using less time and resources is the basis of Imprecise Computation Model. In Imprecise Computation Model ( [3] , [4, [6] , [8] , [9] ]) each task T i is logically decomposed into two subtasks: mandatory subtask M i and optional subtask O i . Only the mandatory subtask of each task is required to be completed by the task's deadline in order to produce a minimum quality, but still acceptable, result. The optional subtask does not have to be completed (if there is no available processor's time).
The task set used in the analysis consists of a set of n independent, preemptable tasks, TS = The task set, TS, is assumed to be synchronous. A task set is said to be synchronous if all ready times are zeros, otherwise a task set is asynchronous. This implies that all ready times in our analysis are assumed to be equal to zero, r i = 0. The tasks' deadlines are assumed to be equal to tasks' periods d i = p i . Without loss of generality, integer values for all tasks' parameters are assumed [1] . The synchronism of task set and integer parameters facilitate the analysis which in this case can be performed on the limited time period which is equal to hyperperiod H, the least common multiplier of all periods in TS, H = lcm (p 1 ,..., p n ). As already mentioned, the single preemptive processor system is assumed and the context switching times are neglected. The 
Total weighted error
Since Imprecise Computation Model gives the opportunity to trade-off between the result quality of computations and computation timing requirements a lot of different metrics have been introduced in order to validate the trade-off and set objectives. In accordance, a lot of different definitions of errors that correspond to different measures, objectives and applications have been proposed in the literature, e.g. the total weighted error ( [6] , [4] ), the normalized error [8] , the maximum normalized error [8] , the maximum weighted error [4] , the fraction of discarded work [3] , number of tardy tasks [6] . It is clear that the error which will be analyzed and objectives that will be optimized depend on an application. Further in this paper, only the total weighted error will be considered.
In general, the problem of minimizing the total weighted error may be transformed to the minimizing the total weighted tardiness [2] or to a minimum-cost-maximum-flow problem [4] . In the paper the total weighted error is analyzed for the synchronous periodic task sets with respect to EDF and RM scheduling algorithms used for scheduling of the mandatory subtask sets.
Let S be a feasible schedule for a task set, and ij (T i ,S) denote the amount of processing time that is assigned to execute the j th job of task T i in schedule S. The amount of discarded work [3] , the error, of the j th job of task T i is defined to be (T ij , S) = e i -ij (T i ,S). For synchronous periodic task set TS and feasible schedule S, the error of task T i in hyperperiod H is defined as follows:
where n i is the number of jobs of task T i occurred in hyperperiod H. Finally, the total weighted error for task system TS and feasible schedule S in hyperperiod H is defined as:
where w i is the weight of error of task T i . For task set TS it is assumed n w w ≥ ≥ ... 
Scheduling
The scheduling of task set TS is based on the usage of EDF and RM scheduling algorithms for the scheduling of mandatory subtask set. It is assumed that the mandatory subtask set M is schedulable by EDF and RM. Taking into account optional task set parameters it is obvious that the same scheduling algorithms for the optional subtask set at the same time or level cannot be applied.
Let a scheduling of Imprecise Computation Model in which a scheduler is not able to consider the mandatory subtask set and the optional subtask set separately, i.e. a scheduler applies the same scheduling policy for all tasks in a task set, is called one-level scheduling. On the other side, let a scheduling in which a scheduler is able to consider the mandatory subtask set and the optional subtask set separately, i.e. a scheduler applies separate, possibly different, scheduling policies for mandatory and optional subtask sets, is called two-level scheduling.
Two different approaches are analyzed. In the first approach the usage of one-level scheduling is assumed. The idea is to extend mandatory execution times of all mandatory subtasks in TS as much as possible in a way that the total weighted error of TS is minimized. The result of extension is task set M' which consists of mandatory subtask set only and should be scheduled making use of EDF or RM.
In the second approach the usage of two-level scheduling is assumed and a scheduler must produce schedules on two levels. On the high level the mandatory subtask set is scheduled while on the low level the optional subtask set is scheduled. The high level has to ensure processor time and its assignment to the low level. The low level has to ensure the execution of optional subtask set in a way that the total weighted error of TS is minimized.
One-level scheduling
One-level scheduling approach is based on the creation of a new mandatory subtask set M' that extends mandatory execution times in comparison to M. The extension of mandatory subtask set M is done in a way that the total weighted error is minimized. Finally, the schedules S 1 and S 2 of M', generated by using EDF and RM, are used for scheduling task set TS. The extending process may be divided in the following steps:
• determination of the maximum extension, ext MAX , of mandatory execution times; • determination of the extension for each mandatory task T i , ext i , in a way that the total weighted error is minimized.
The process starts from M and results is the new task set M',
The maximum amount of time that can be assigned for the extension of mandatory subtasks during hyperperiod H, ext MAX , depends on a scheduling algorithm used. ext MAX must ensure the schedulability of M'.
In the case of EDF scheduling algorithm the maximum total extension time is defined as:
where U(M) is the utilization of mandatory subtask set M. The value of ext MAX,EDF guarantees the utilization of M' to be less or equal to 1,
, which implies the schedulability of M' [5] .
In the case of RM scheduling algorithm the maximum total extension time is defined as:
where U RM,n is the least upper bound to processor utilization for a set of n tasks with fixed priorities,
. Similar as for EDF, the value of ext MAX,RM guarantees the utilization of M' to be less or equal to U RM,n ,
, which implies the schedulability of M' [5] . It is obvious that the sum of all extensions must be less or equal to ext MAX , regardless of the algorithm used:
The objective to minimize the total weighted error of TS in resulting schedule S' of M' derives the conditions for the determination of mandatory execution time extensions for all tasks, whether EDF or RM is used.
Taking into account that (1) and (2) we have:
where n i is the number of jobs of subtask
The minimization of total weighted error implies the maximization of the second member of the right side hand in (6):
From (5) and (7), it follows that this problem of determination of extensions can be reduced to the bounded knapsack problem (BKP) for both scheduling algorithms, EDF and RM.
In BKP a knapsack with weight capacity b and n items, j = 1,…, n, with utility values c j and weights a j is given. The quantities of items, x j , have to be calculated with limited total weight of the knapsack, b, and the upper bound, b j , maximizing the value of the knapsack's content. BKP can be formulated as [2] :
Assuming that all weights, a j , all utility values, c j , and all upper bounds, b j , are positive integers the determination of extensions problem can be reduced to BKP with following parameters: , which is one of the assumptions, the reordering is not needed, j = k. This order is requested in order to apply a branch-and-bound algorithm, Algorithm 1, which is proposed for the calculation of an optimal solution of BKP problem. Algorithm 1 is a modified version of Algorithm Branch-andBound Knapsack for the knapsack problem, described in [2] . The modification is done in order to limit the extensions to optional execution times. In Figure 1 a detailed description of Algorithm 1 is given. 
Two-level scheduling
As mentioned, in this approach task set TS is scheduled on two levels. On the high level mandatory subset M is scheduled and processor time for optional subtask set O has to be ensured. This is done by adding a new mandatory task M n+1 to M, a new mandatory subtask set M' is created. M' must not harm the schedulability of M and the execution time of M n+1 is assigned to optional subtask set O. The maximum possible execution time for M n+1 should be determined, the time intervals assigned to M n+1 should be determined and optional subtask set O should be scheduled over found time intervals in a way that the total weighted error is minimized. This should be done for EDF and RM scheduling algorithms. 
, where H is the hyperperiod of M. Resulting subtask set M' is schedulable by EDF and RM with the utilization equal to 1, i.e. the maximum possible execution time is assigned to M n+1 .
In order to minimize the total weighted error the processor availability for mandatory task M n+1 , has to be determined. Let define a busy period ( [1] , [7] ) as an interval of time in which the processor is never idle. This implies that the processor availability for mandatory task M n+1 , is equal to the idle periods of the schedule of mandatory task system M. Theorem 2. Let S 1 and S 2 are feasible schedules for task set Ĳ defined in Theorem 1 generated by EDF and RM scheduling algorithms, respectively. Both schedules have the same busy periods.
Proof: This theorem can be proven by the contradiction. Ƒ According to Theorem 2 the same algorithm for the determination of idle periods may be applied for feasible schedules generated by EDF and RM. For finding the start and end points of each idle period,
for a feasible schedule of a task set generated by EDF and RM Algorithm 2 is proposed. A detailed description of Algorithm 2 is given in Figure 2 . ;
; ENDFOR j := j + 1; UNTIL Ej = H;
Figure 2 Algorithm 2, an iterative algorithm for finding the idle intervals
As the result of applying Algorithm 2 on M the available time intervals for scheduling optional subtask O are provided, TI = {(S 1 , E 1 ),…, (S l , E l )}, N l∈ . Note that precedence constraints between the mandatory and optional subtasks are already included in TI, i.e. there is no need for ready optional tasks to wait with the execution.
Finally, optional subtask set O should be scheduled minimizing the total weighted error of task set TS. This is done by making use of Algorithm WNTU [4] . Algorithm WNTU minimizes the total weighted error. It was developed for an aperiodic task set which implies that the optional subtask set O needs to be translated into aperiodic task set ATS over observed time interval, H. This is done by considering each job of tasks as a separate task over H. Figure 3 . In this case Algoritm WNTU makes use of modified Algorithm NTU. Algorithm NTU [4] had to be modified in order to take into account available processor intervals TI. Algorithm NTU schedules an aperiodic task set in deceasing order of tasks' ready times which implies the reordering of a task set that should be scheduled. The same as for Algorithm NTU, the modified version uses m x l matrix SM to represent a schedule. SM(i,j) contains the number of time units task T i is scheduled in the j th idle period, (S j , E j ). A detailed description of Algorithm NTU is given in Figure 4 . l is the number of idle periods and m is the number of tasks to be scheduled. At the end of Algorithm WNTU the schedule of subtask set O which minimizes the total weighted error of TS is provided. This schedule is used together with schedules of M' generated by EDF and RM.
Conclusions
In this paper, the analysis of Imprecise Computation Model for synchronous periodic task sets is provided. The analysis is based on the usage of EDF and RM scheduling algorithms for mandatory subtask sets and the minimization of total weighted error. The scheduling of the optional subtask set is affected by the minimization of total weighted error. Two different approaches are considered, one-level and two-level scheduling approach. The results are the optimal schedules with respect to the total weighted error whether EDF or RM scheduling algorithm is used for the scheduling of mandatory subtask set.
In one-level scheduling approach the mandatory subtask set is transformed into the new mandatory subtask set extending the mandatory execution times as much as possible in order to minimize the total weighted error. The scheduling is done for the new mandatory subtask set instead of the original task set on one level using EDF and RM. This approach has simpler implementation but the flexibility of Imprecise Computation Model is lost. The lower total weighted error is achieved for EDF scheduling algorithm because of its higher least upper bound to processor utilization with respect to RM.
For two-level scheduling the scheduling of mandatory subtask set is done on one level using EDF and RM while the scheduling of optional subtask set is done on a separate level minimizing the total weighted error. This approach has more complex implementation but the flexibility is kept and the time isolation between the mandatory and the optional sets is obtained. The same total weighted error is achieved for EDF and RM scheduling algorithms because they generate same idle intervals.
In comparison with two-level scheduling lower total weighted error is expected for onelevel scheduling due to the uniform distribution of job extensions. An interesting application case is the minimization of total error where the weight of error of each task is the same. The result is the maximum processor utilization for the given task sets.
The lowest total weighted error boundary for both scheduling approaches is established but there are still a lot of different, open questions such as the comparison of two different scheduling approaches, the time complexity, improvements of existing algorithms, the usage of new algorithms and possible application areas. The findings in the paper are expected to be theoretical basis for all open questions and improvements in the future.
