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Abstract
In this paper, we consider a generalization of the well-known Procrustes problem relevant
to principal component analysis of multidimensional data arrays. This multimode Procrustes
problem is a complex constrained minimization problem which involves the simultaneous
least-squares fitting of several matrices. We propose two solutions of the problem: the pro-
jected gradient approach which leads to solving ordinary differential equations on matrix
manifolds, and differential-geometric approach for optimization on products of matrix mani-
folds. A numerical example concerning the three-mode Procrustes illustrates the developed
algorithms. © 2002 Elsevier Science Inc. All rights reserved.
Keywords: Multidimensional data arrays; Principal components; Constrained optimization; Manifold of
orthogonal and oblique matrices; Dynamical system on product manifold; Riemannian connection; Opti-
mality conditions
1. Introduction
Principal component analysis (PCA) [14,17] is a common technique for multi-
variate data analysis and particularly, for the reduction of data dimensionality. The
PCA finds a linear orthogonal transformation of the original random variables to new
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(uncorrelated) variables, called principal components, such that the first few (p) of
them account as much as possible of the variance of the data. In the standard PCA,
this is realized by approximating the sample positive definite covariance/correlation
matrix as well as possible, in the least-squares sense, by a positive semi-definite
matrix of lower rank p. Another approach to PCA has been adopted in econometrics
(e.g. [17,20]) and is referred to as one-mode PCA [17]. In contrast to the classical
PCA, the one-mode PCA is applied directly to the original data matrix rather than
to its sample covariance/correlation matrix. It aims to present a given n1 × n2 data
matrix Z of n2 observed variables on n1 individuals by the following model:
Z = CAT + E, (1)
where the n2×p (n2p) matrix A is called component (loading) matrix, the n1×p
matrix C is called core and E is an error matrix. For certain p, a loading matrix A and
core C are sought such that the error E is minimized in least-squares sense, i.e.:
Minimize ‖Z − CAT‖2 = trace(Z − CAT)T(Z − CAT). (2)
It is shown in [17] that these two approaches to PCA are tightly connected. The
one-mode PCA approach may be preferred for a number of reasons. Indeed, it leads
to more accurate numerics being based on the original data. The model (1) can be
extended easily for analyzing multidimensional data arrays [17]. Data with missing
values can be handled automatically by simply plugging in (2) the specified elements
of Z only, while the standard PCA requires special imputation techniques to prepare
the covariance/correlation matrix from data with missing values.
There is a problem of identifying A and C in the one-mode PCA model (1). In-
deed, for any non-singular transformation Q, Aˆ = AQ and Cˆ = CQ−T give a solu-
tion of (2) with the same quality: CAT = CˆAˆT. In multivariate analysis orthogonal
and oblique transformations Q are considered only. Hereafter, the set of all p × p
orthogonal matrices is denoted by O(p). A non-singular p × p matrix Q for which
diag(QTQ) = Ip is called oblique; the set of all such matrices is denoted by OB(p).
A similar non-uniqueness problem arises in factor analysis model [18]. The pos-
itive definite sample covariance/correlation n× n matrix has to be fitted by  =
AAT +2, where A should be full column-rank p (	 n) and 2-diagonal is pos-
itive definite. Obviously, any non-singularily transformed loading matrix A leads
to the same covariance/correlation structure . A frequently used way to solve this
non-uniqueness problem is to construct a target matrix (solution) At following the
simple structure concept [14,18], and then to find a transformation Q such that AQ
fits At as close as possible, say, in least-squares sense. This problem is well-known
as Procrustes problem [18], and it is concerned with following equality optimization
problem:
Minimize ‖AQ− At‖2 (3)
Subject to Q ∈ O(p) or OB(p). (4)
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The Procrustes problem appears in many multivariate applications related to fac-
tor analysis [18], multidimensional scaling [9], etc. The Procrustes problem is called
orthogonal when Q ∈ O(p), and oblique if Q ∈ OB(p). The orthogonal Procrustes
problem (3), (4) has closed form solution, based on the singular value decomposition
(SVD) of ATAt (e.g. [10,18]). This solution is unique (up to possible sign reversal) if
the singular values of ATAt are distinct. In case of multiple singular values, a unique
solution can be achieved if ATAt has full rank. The oblique Procrustes problem (3),
(4) has no closed form solution. One possible approach is based on the SVD of A
and then requires solution of a secular equation [10,18]. This can be avoided by
employing projected gradient approach [21].
The non-uniqueness problem in the one-mode PCA can also be handled by fol-
lowing the factor analysis strategy. Target matrices (solutions) At and Ct can be
constructed first, and then, a transformation Q can be sought such that A fits At and
C fits Ct simultaneously as well as possible. Thus the standard Procrustes problem
(3), (4) becomes:
Minimize w1‖AQ− At‖2 + w‖CQ−T − Ct‖2 (5)
Subject to Q ∈ O(p) or OB(p), (6)
where w and w1 are fixed weights which balance the contribution of the component
matrix and the core. The choice of these weights is discussed in [15]. This modi-
fied Procrustes problem can be called one-mode Procrustes problem. Particularly, if
one is interested only in a loading matrix or a core with certain structure then the
unappropriate term can be dropped off consideration.
The one-mode Procrustes problem (5), (6) is a generalization of the standard Pro-
crustes problem. Indeed, when Q ∈ O(p) and w = w1 = 1, then the one-mode Pro-
crustes problem (5), (6) is equivalent to the orthogonal Procrustes rotation of two
matrices [9]. If Q ∈ OB(p) then in context of factor analysis the oblique one-mode
Procrustes problem (with C = A and appropriate At and Ct) can be viewed as an
oblique rotation of an initial factor solution A to a simple factor-pattern and factor-
structure simultaneously [18], i.e. both the loadings assigned to the common factors
and their covariances/correlations with the observed variables are simplified. The
oblique version of the problem (5), (6) has been considered in detail in [3,21].
The one-mode Procrustes problem (5), (6) appears naturally in three-mode fac-
tor analysis for rotation of a single mode. The matrix formulation of the three-
mode factor analysis in terms of two-mode matrices has been proposed in [22]. Let
Z :={zi1i2i3} ∈ Rn1×n2×n3 be a three-mode data matrix (array). For example, assume
that zi1i2i3 denotes the observed score of the i1th individual (i1 = 1, 2, . . . , n1) on the
i2th variable (i2 = 1, 2, . . . , n2) under the i3th condition (i3 = 1, 2, . . . , n3). Then
the matrix (two-mode) formulation of the three-mode factor analysis model proposed
in [22] is as follows:
ZA1 = A1CA1(AT2 ⊗ AT3 )+ EA1 , (7)
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where ⊗ denotes the Kronecker matrix product, ZA1 , EA1 ∈ Rn1×n2n3 and CA1 ∈
Rp1×p2p3 . The loading matrices corresponding to each of the modes areA1 ∈ Rn1×p1,
A2 ∈ Rn2×p2 and A3 ∈ Rn3×p3 and EA1 is an error term. The n1 × n2n3 matrix ZA1
is a matrix composed by the frontal slices of the original data array Z arranged next
to each other. Correspondingly, the p1 × p2p3 matrix CA1 is formed by the frontal
slices of the original core array C arranged consecutively.
As in the standard factor analysis, the solution of the three-mode factor analysis
is not unique. The factor-loadings matrices A1, A2 and A3 can be transformed by
any non-singular matrix which can be compensated by the inverse transformation
applied to the core, i.e.:
ZA1 = A1CA1(AT2 ⊗ AT3 ) = Aˆ1CˆA1(AˆT2 ⊗ AˆT3 ), (8)
where Aˆ1 = A1Q−T1 , Aˆ2 = A2Q−T2 , Aˆ3 = A3Q−T3 and CˆA1 = QT1CA1(Q2 ⊗Q3).
This rotational freedom in three-mode factor analysis is commonly used to make
loadings matrices or/and core array easier to interpret, reflecting again the factor
analysis simple structure concept [18]. When the core is rotated to a simple structure
this may spoil the simplicity of the factor-loadings matrices and vice versa [15]. The
simultaneous rotation of a certain loading matrix and the corresponding mode of the
core (e.g. A1 and CA1) requires solving of one-mode Procrustes problem (5), (6).
The one-mode PCA (1) aims reduction of the number of variables n2. Suppose,
a reduction of the number n1 of the individuals is also required (e.g. quite likely to
occur in data mining applications). Then the one-mode PCA requires extension to
two-mode PCA [17] which can be defined as
Z = A1CAT2 + E, (9)
where A1, A2 and C are n1 × p1, n2 × p2 and p1 × p2 matrices, respectively. As
above, if one is interested in obtaining a solution defined by the targets A1,t, A2,t and
Ct, then the following two-mode Procrustes problem should be considered:
Minimize w1‖A1Q1 − A1,t‖2 + w2‖A2Q2 − A2,t‖2
+w‖Q−11 CQ−T2 − Ct‖2 (10)
Subject to (Q1,Q2) ∈ O(p1)× O(p2) or OB(p1)× OB(p2), (11)
where w,w1 and w2 are fixed weights.
Let vec(X) denote a column vector of length nm whose elements are the elements
of the n×m matrix X in column major order. Eq. (9) can be rewritten as follows:
z = (A2 ⊗ A1)c + e, (12)
where z = vec(Z), c = vec(C) and e = vec(E), making use of the identity (e.g.
[17])
vec(X1X2X3) = (XT3 ⊗X1)vecX2, (13)
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where ⊗ denotes the standard Kronecker matrix product. We find it more convenient
to rewrite Eq. (12) in the following form:
z = (A1 ⊗ A2)c + e, (14)
where z = vec(ZT), c = vec(CT) and e = vec(ET).
Then the two-mode Procrustes problem can be reformulated as follows:
Minimize w1‖A1Q1 − A1,t‖2 + w2‖A2Q2 − A2,t‖2
+ w‖cT(Q−T1 ⊗Q−T2 )− cTt ‖2 (15)
Subject to (Q1,Q2) ∈ O(p1)× O(p2) or OB(p1)× OB(p2). (16)
We may extrapolate to the m-mode PCA (see [17]) for analyzing m-dimensional
data:
z = (A1 ⊗ A2 ⊗ · · · ⊗ Am)c + e =
( m⊗
i=1
Ai
)
c + e, (17)
where Ai is an ni × pi matrix for i = 1, 2, . . . , m, and the vectors z and c are the
column major forms of the rank m tensors Z and C.
Then the corresponding m-mode Procrustes problem can be formulated as
follows:
Minimize
m∑
i=1
wi‖AiQi − Ai,t‖2 + w
∥∥∥∥∥cT
( m⊗
i=1
Q−Ti
)
− cTt
∥∥∥∥∥
2
(18)
Subject to (Q1,Q2, . . . ,Qm) ∈
m∏
i=1
O(pi) or
m∏
i=1
OB(pi). (19)
For m = 1, which is the one-mode Procrustes problem, the core-related term in
(18) becomes
w
∥∥∥cT(Q−T1 ⊗ In2)− cTt ∥∥∥2. (20)
Note. The orthogonal m-mode Procrustes problem (18), (19) reduces to
Minimize
m∑
i=1
wi‖AiQi − Ai,t‖2 + w
∥∥∥∥cT
( m⊗
i=1
Qi
)
− cTt
∥∥∥∥
2
(21)
Subject to (Q1,Q2, . . . ,Qm) ∈
m∏
i=1
O(pi). (22)
The particular case of the problem (21), (22) with w = 0 and wi = 1 for all i =
1, 2, . . . , m is well-known in the literature as generalized Procrustes problem, e.g.
[9,23].
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2. Analysis of the objective functions
We may regard O(p) and OB(p) as being embedded in the p2-dimensional
Euclidean space Rp×p, by an embedding which turns each matrix element into a dis-
tinct component of a vector. Likewise, we may regardO(p1, . . . , pm) =⊗mi=1 O(pi)
and OB(p1, . . . , pm) =⊗mi=1 OB(pi) as being embedded in a d =∑mi=1 p2i di-
mensional Euclidean space. We may regard the objective function (18) as being the
restriction of a function defined on a neighborhood of O(p1, . . . , pm) or OB(p1, . . . ,
pm) in Rd by
F(Q1,Q2, . . . ,Qm) = 2F1(Q1,Q2, . . . ,Qm)+ 2F2(Q1,Q2, . . . ,Qm),
(23)
where
F1(Q1,Q2, . . . ,Qm) = 12
m∑
i=1
wi‖AiQi − Ai,t‖2 (24)
and
F2(Q1,Q2, . . . ,Qm) = 12w
∥∥∥∥cT
( m⊗
i=1
Q−Ti
)
− cTt
∥∥∥∥
2
. (25)
The exact differential of F1 is
dF1 = trace
{
m∑
i=1
wiA
T
i (AiQi − Ai,t)(dQi)T
}
. (26)
The exact differential of F2 is a little more complicated, given by
dF2=w
m∑
i=1
cTQ−T1 ⊗ · · · ⊗Q−Ti dQTi Q−Ti ⊗ · · · ⊗Q−Tm ct
−w
m∑
i=1
cTQ−T1 Q
−1
1 ⊗ · · · ⊗Q−Ti dQTi Q−Ti Q−1i ⊗ · · · ⊗Q−Tm Q−1m c,
(27)
which may be rewritten as
dF2 = w ·
m∑
i=1
trace

Ki



( m⊗
κ=1
Q−Tκ
)
ct −
(
m⊗
κ=1
Q−Tκ Q−1κ
)
c

cT

×Q−T
i
dQTi

,
(28)
where Ki[Y ] is the (unique) pi × pi matrix defined by
trace{Ki[Y ]X} = trace{Y (Ip1 ⊗ · · · ⊗ Ipi−1 ⊗X ⊗ Ipi+1 ⊗ · · · ⊗ Ipm)}
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for all X.2
In the Euclidean Rd neighborhood of the O or OB manifolds, we can formulate
the gradient, satisfying for all δQ ∈ Rd ,
〈∇F, δQ〉 = dF |dQ=δQ, (29)
where 〈 , 〉 is the Euclidean inner-product defined on elements of the Euclidean tan-
gent space, T(Rd):
∇F = (w1AT1 (A1Q1 − A1,t), . . . , wmATm(AmQm − Am,t))
+w
(
K1[Y ]Q−T1 , . . . , Km[Y ]Q−Tm
)
, (30)
where
Y =
(( m⊗
i=1
Q−Ti
)
ct −
( m⊗
i=1
Q−Ti Q
−1
i
)
c
)
cT.
Let M = O(p1, . . . , pm) or OB(p1, . . . , pm) and e : M → Rd be the embedding
of M into Euclidean space which associates the matrix elements of a point in O or
OB with the elements of vectors in Rd . Let T(M) be the tangent space of M. Since
e is an embedding, we may induce a metric on M, 〈 , 〉M via the pull-back of the
Euclidean metric 〈 , 〉 (i.e. 〈T1, T2〉M = e∗〈T1, T2〉 = 〈e∗T1, e∗T2〉, where Tk are in
T(M) and e∗, e∗ are the co-tangent and tangent linearizations of e).
From the induced metric, one can form a (unique) natural gradient, e∗∇F ∈
T(M) on M by the condition that〈
e∗∇F, δQ〉
M
= 〈∇F, e∗δQ〉 = dF |dQ=e∗δQ (31)
for all δQ ∈T(M). This amounts to the usual process of replacing an unconstrained
vector by its “least-squares” approximation in the constrained space of T(M) ⊂
T(Rd).
3. The projected gradient approach
The projected gradient approach is a specific continuous-time method based on
the classical gradient approach and modified for analyzing and solving constrained
optimization problems. It is well known that the standard gradient approach for min-
imization of an objective function F is given by the following gradient dynamical
system (e.g. [11,12]):
dX(t)
dt
= −∇F(X(t)). (32)
2 There are a number of ways to implement Ki [Y ]. However, the clarity seems to be inversely
proportional to efficiency, so we leave the details up to the reader.
252 N.T. Trendafilov, R.A. Lippert / Linear Algebra and its Applications 349 (2002) 245–264
If X(t) is restricted to move on a certain feasible set the gradient ∇F(X(t)) in
(32) may move the flow X(t) out of the feasible set, because it is determined by the
function F only but not at all by the constraints imposed. The aim of the projected
gradient method is to keep the flow X(t) “clamped” to the constraint manifold.
Instead of (32) the projected gradient is concerned with the following dynamical
system:
dX(t)
dt
= −π(∇F(X(t))), (33)
where π(∇F(X(t))) is the projection of the gradient ∇F(X(t)) onto the tangent
space of the feasible set, namely π = e∗e∗. The flow X(t) defined by (33) defines a
steepest descent flow for the function F on the feasible set. See [2,11] for details.
In order to apply the projected gradient approach to the m-mode Procrustes prob-
lem (18), (19) one needs to know the projection of the gradient of the objective
function (18) onto the feasible set (19). The feasible set of the problem is a product
of smooth manifolds; the tangent space of a direct product of manifolds is the product
of the tangent spaces of the manifolds, e.g. for the orthogonal case we have:
T(Q1,Q2,...,Qm)
m∏
i=1
O(pi) =
m∏
i=1
TQiO(pi). (34)
We will start with the orthogonal m-mode Procrustes problem (21), (22). A for-
mula for π is given by [2]
πT(X) := QQ
TX −XTQ
2
. (35)
The projection of the gradient (30) can be calculated leading to the following
system of m matrix ordinary differential equations:
dQi
dt
= Qi wi2
(
QTi A
T
i Ai,t − ATi,tAiQi
)+ w
2
(
KTi −Ki
)
Qi (36)
for i = 1, 2, . . . , m. Starting with some initial value (Q1,0,Q2,0, . . . ,Qm,0) the gra-
dient dynamical system (36) governs m simultaneous matrix flows on ∏mi=1 O(pi)
which approach the solution of the orthogonal m-mode Procrustes problem (21),
(22).
The application of the projected gradient approach (33) to the oblique m-mode
Procrustes problem (18), (19) is also straightforward. A formula for π is given by
[21]
πT(X) := Q−Toff(QTX), (37)
where off(X) is the matrix with zero diagonal, and off-diagonal elements equal to
the off-diagonal elements of X.
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The projected gradient (30) leads to the following system of m matrix ordinary
differential equations:
dQi
dt
= Q−Ti off
(
wiQ
T
i A
T
i (Ai,t − AiQi)− wQTi KiQ−Ti
)
(38)
for i = 1, 2, . . . , m. Starting with some initial value (Q1,0,Q2,0, . . . ,Qm,0) the gra-
dient dynamical system (38) governs m simultaneous matrix flows on ∏mi=1 OB(pi)
which approximate the solution of the oblique m-mode Procrustes problem (18),
(19).
Denote by EO and EOB the error functions in (18) and (21) and let C(EO) and
C(EOB) denote the (closed) sets of their critical points. Note that the critical points
of EO and EOB are the equilibrium points of the systems (36) and (38), which in
other terms [8] are the first-order necessary conditions for Q = (Q1,Q2, . . . ,Qm)
to be a minimizer of the problem (18), (19) or (21), (22). Eqs. (36) and (38) have
continuously differentiable right-hand sides and are defined on compact manifolds∏m
i=1 O(pi) and
∏m
i=1 OB(pi). Thus for any initial value Q0 ∈
∏m
i=1 O(pi) or∏m
i=1 OB(pi) Eqs. (36) and (38) have unique solution Q(t) defined for all t ∈ R.
For any initial value Q0 ∈∏mi=1 O(pi) or∏mi=1 OB(pi) there exists γ ∈ R such that
the solution Q(t) converges, as t →∞, to a non-empty compact and connected sub-
set C of C(EO) ∩ {Q ∈∏mi=1 O(pi): EO(Q) = γ } or C(EO) ∩ {Q ∈∏mi=1 OB(pi):
EOB(Q) = γ } [11]. Note that γ is the greatest lower bound of {EO(Q(t)): t  0}
or {EOB(Q(t)): t  0} due to their continuity and that they are decreasing functions
along the gradient flow (solution curve) [12].
Not every critical point is a minimum. Except for the maxima and saddles points
(which are not likely to be hit by the descent flows (36) and (38)) there may be multi-
ple local minima. Unfortunately, second-order (Hessian) information is not generally
available to allow us a theoretical treatment of the character of these minima.
For the one-mode orthogonal Procrustes problem (m = 1), we can demonstrate
the uniqueness of the local minimum. The problem (5), (6) becomes
Minimize w1‖AQ− At‖2 + w‖CQ− Ct‖2 (39)
Subject to Q ∈ O(p). (40)
For this particular case direct calculations lead to the matrix ordinary differential
equation
dQ
dt
= Q
2
(
QTM −MTQ) , (41)
where M = w1ATAt + wCTCt.
A first order necessary condition for Q ∈ O(p) to be a stationary point of the
one-mode orthogonal Procrustes problem (39), (40) is that the matrix QTM = S be
symmetric. Such Q are readily found by a polar decomposition M = QS, where S a
(not necessarily positive definite) symmetric matrix. The different stationary points
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are related by Q2 = Q1Z, where Z is a matrix of the form UDUT, where D is a
diagonal matrix with entries {1,−1} and UTSU is diagonal, i.e. the corresponding
S’s differing only in the signs of their eigenvalues. Assuming S has distinct non-zero
eigenvalues, there are two stationary points of interest, corresponding to the positive
definite S = Sp and the S = Sa having the smallest magnitude eigenvalue negative
and the rest positive.
For this problem, the constrained Hessian has a simple form. Following the tech-
nique described in [2], we find that the quadratic form HQ(K,K) of the projected
Hessian at a stationary point Q ∈ O(p) for a tangent vector QK where K is arbitrary
skew-symmetric is given by〈
QTM,K2
〉
=
〈
S,K2
〉
, (42)
where, as before, 〈 , 〉 is the Euclidean inner-product.
One might conclude from Eq. (42) and the fact that the diagonal entries of K2
are non-positive for all skew-symmetric K that the stational point with S = Sp is
the only stationary point with a negative definite H. However, one can prove the
property of all skew-symmetric matrices that no diagonal entry K2 can be less than
the sum of the rest (a consequence of the eigenvalues of K being pairs, iω,−iω, or
0). Thus, the stationary point with S = Sa is another solution with negative definite
H (and with some technical work can be shown to be the only other). These two
solutions are the only local minima, and correspond to the global minima on each of
the two components of O(p).
For the multimode Procrustes problem, we have no such analysis, so it is not
guaranteed that the algorithm will find the global minimum. This is pretty common
situation in practice, when numerical algorithms are in use. One may rely on the
standard approach and starts the algorithm with several random initial values. In
fact, the same applies to the second algorithm proposed in the next two sections,
although in contrast it makes use of a numerical covariant Hessian on the constrained
manifolds.
4. Methods for gradient descent
The projected gradient equations can be solved by “off the shelf” solvers such as
ode113 from the MATLAB ODE SUITE [19] by integrating an initial value problem.
This can be quite efficient. However, there are some drawbacks to not furthering
our analysis. Firstly, the integrator ode113 may not preserve the solution to stay on∏m
i=1 O(pi) or
∏m
i=1 OB(pi), even this is theoretically guaranteed by Eqs. (36) and
(38). Secondly, ODE solvers will usually not be quadratically convergent at station-
ary points. Lastly, the above analysis does nothing to characterize ill-conditioned
problems which may cause an ODE solver to converge sublinearly.
In this section, we will examine the covariant (second-order) effects of the
curvature of O(p) and OB(p), which will allow us to construct a quadratically
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convergent, locally optimal, optimization method ob_min. Additionally, we will be
able to determine a covariant condition number, which bounds the convergence of
the optimization.
A regular (i.e. Euclidean space) optimization can be understood in terms of a
gradient g and a linear mapping v → H v which is defined by comparing the gradient
at two different points separated by a vanishingly small displacement in the direction
of v (see Fig. 3). A Newton or conjugate gradient (CG) method is, roughly, an attempt
to find a coordinate perturbation, x such that H x = −g.
A covariant optimization is also understood in terms of a gradient g and a linear
mapping v → H v, where g, v,H v are all elements of the tangent space at a given
point in the manifold. In order for H v to lie in the tangent space, one introduces a
connection (physically identical to the “forces of constraint”). The connection allows
the values of g infinitesimally near points to be compared in the tangent space of just
one point (see Fig. 4). With H understood to be a linear operator defined at each
point on the tangent space at that point, the optimization scheme is understood as
trying to find a tangent vector (an infinitesimal coordinate perturbation) x such that
H x = −g.
Instead of resorting to a particular system of local coordinates for our constraint
surfaces, we will assume that all relevant quantities satisfy the constraints, i.e. M ∈
O(p) iff MTM = I , with diag(MTM) = Ip for OB(p). The infinitesimal displace-
ments or tangent space of a constraint surface at a given point M will be taken to be
that set of matrices V satisfying V TM +MTV = 0 for TanMO(p) or diag(V TM +
MTV ) = 0 for TanMOB(p). As an inner product on the tangent spaces, we take the
ambient inner product: 〈V,W 〉 = trace(V TW).
Given a function f (M) we take its gradient to be that tangent vector at M which
is dual to the differential of f under the inner product
〈∇f (M), V 〉 = 
V
f (M)
for all tangents V, where (/V )f (M) = (d/dt)f (M + tV )|t=0. This determines
∇f (M) uniquely to be
f (M)−MMTf (M)
or, for OB(p),
f (M)−Mdiag (MTf (M)) ,
where f (M) is the p × p partial derivative matrix of f at M. One can check that
these are just the projected gradients identified in the previous section.
To study the local behavior of f near a stationary point, it is necessary to introduce
the concept of a geodesic. A derivation of the geodesics for these manifolds is beyond
the scope of this paper, so we simply state the results. Let V be a tangent vector M ∈
O(p). A geodesic path from M in direction V is given byM(t) = etVMTM . Similarly,
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a geodesic path in OB(p) is given by M(t) = M cos(Wt)+ VW−1 sin(Wt), where
W = sqrt(diag(V TV )).
Using the geodesics we can investigate intrinsic second-order behavior. Let M(t)
be a geodesic with tangent V atM(0) = M onO(p). Then one may define a quadratic
form
Q(V ) = d
2
dt2
f (M(t))|t=0 = V

V
f − 
MV TV
f
for O(p), and
Q(V ) = d
2
dt2
f (M(t))|t=0 = V

V
f − 
Mdiag
(
V TV
)f
for OB(p). They may be used to define a Hessian inner product:
H(V,W) = 
V

W
f − 1
2

M
(
V TW +WTV )f
for O(p), and
H(V,W) = 
V

W
f − 1
2

Mdiag
(
V TW +WTV )f
for OB(p).
A Newton step, N, is a tangent at M determined in terms of the Hessian by
H(N, V ) = 〈∇f (M), V 〉 = 
V
f (M)
for all tangents V. Using a sparse solver (e.g. conjugate gradient) to obtain the
Newton step, one can obtain quadratic convergence.
For product manifolds, O(p1, . . . , pn) or OB(p1, . . . , pn), the above analysis
extends block-diagonally.
5. ob_min
ob_min is a MATLAB program which carries out minimizations on oblique
manifolds covariantly (i.e. using the Riemannian structure of the manifold to de-
fine appropriate gradients and Hessians). The user needs only supply the function
and derivative information on the unconstrained space, and ob_min will perform a
constrained optimization using one of a variety of methods. ob_min is a variation on
the sg_min MATLAB program, which can be used to perform optimizations over
orthogonal manifolds.
The sg_min template is a geometrically covariant optimization tool for objec-
tive functions defined on Stiefel–Grassmann manifolds [16]. It has been observed,
that covariant optimization tools can yield solutions with improved accuracy and
convergence than more conventional methods [1,6,16].
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The sg_min optimization template contains primitives which allow the sample
points to be taken from a product of Stiefel–Grassmann manifolds. We represent a
point in M =∏mi=1 O(pi) as a MATLAB cell-array of matrices in O(pi).
To construct ob_min, some modifications were required in the geometry routines.
For example, the Euclidean connection was changed from
(H1, H2) = 12Y (H
∗
1 H2 +H ∗2 H1) (43)
to
(H1, H2) = Ydiag
(
real(H ∗1 H2)
)
. (44)
Likewise, changes were performed in the tangent.m, tangent.m, clamp.m,
move.m, dimension, partition, and nosym, which are the manifold dependent
MATLAB routines in sg_min.
Since the projected gradient of the projected gradient method is the covariant
gradient, the covariant optimization methods (sg_min and ob_min) both follow the
same gradients as their projected gradient method counterparts. However, rather than
solving an ODE with the projected gradient, the covariant optimization methods use
second derivative information, as well as the Riemannian connection to get intrinsic
second derivative information, which forms the basis of a Newton’s method or a CG
method.
6. Application to the oblique simple structure rotation problem in three-mode
PCA
Of special practical interest is the extension of the PCA model for analyzing three-
dimensional data arrays. The three-mode factor analysis model has been proposed in
the pioneer work [22] which was, in fact, the beginning of the multimode techniques.
From the general m-mode PCA model (17), it follows that the three-mode PCA
can be formulated as
z = (A1 ⊗ A2 ⊗ A3)c + e. (45)
Example (Osgood and Luria’ data [15]). We demonstrate the algorithms developed
in this paper by solving the three-mode Procrustes problem (i.e. for simultaneous
rotation of all three modes) for this well-studied data set. The oblique solutions found
here are new for this problem. The loading matrices (A1, A2, A3) and the core C
can be found in [15], as well as heuristic guidance for determination of the weights
w1, w2, w3 and w. Targets (A1t, A2t, A3t) and Ct can be computed in a number of
ways [18]. In this particular example they are prepared making use of the PROMAX
procedure [18]. We report flop counts when two successive function values differ by
less than 10−4.
Both the projected gradient approach, and sg_min and ob_min require initial
values. In general, any random orthogonal (respectively, oblique) matrix can be taken
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as an initial value. For general m-mode Procrustes problem, we suggest the following
rational start as more optimal one for practical use. For this particular example, one
should simply set m = 3.
First, find the unconstraint solutions of the following least-squares problems:
Minimize ‖AiXAi − Ai,t‖2 and Minimize
∥∥CTi XCi − CTi,t∥∥2, (46)
where Ci is a pi × p/pi matrix constructed from the vector Wic by taking its first
pi elements for the first column of Ci , – its next pi elements for the second column
of Ci , etc. Note that p =∏mi=1 pi and c is introduced in (12). The p × p matrices
Wi are defined as follows:
W1 = Kp2p3···pm,p1 , Wm = Ip, (47)
and
Wi = Ip1p2···pi−1 ⊗Kpi+1pi+2···pm,pi (48)
for i = 2, 3, . . . , m− 1 and Kk1,k2 is the so-called communication matrix [17],
which is a k1k2 × k1k2 block matrix partitioned into k1k2 submatrices each of order
k2 × k1 such that the ijth submatrix has unity in its jith position and zero elsewhere,
e.g.
K2,3 =


1 0 : 0 0 : 0 0
0 0 : 1 0 : 0 0
0 0 : 0 0 : 1 0
... ... : ... ... : ... ...
0 1 : 0 0 : 0 0
0 0 : 0 1 : 0 0
0 0 : 0 0 : 0 1


.
Let QAi and QCi denote the orthogonalization (respectively, normalization of
its inner product to unit main diagonal) of XAi and XCi , respectively. Next, form
wiQAi + wQ−TCi and orthogonalize (respectively, normalize its inner product to unit
main diagonal) toQin,i , which can serve as a rational initial value for the ith unknown
Qi .
First we solve the orthogonal Procrustes problem (21), (22) for the Osgood
and Luria’ data. The projected gradient approach requires solving of an initial
value problem for the system of matrix ordinary differential equations (36).
The rational initial values for the three unknowns are the following orthogonal
matrices:
Qin,1 =

 0.6385 −0.3785 −0.67010.2971 0.9244 −0.2391
−0.7100 0.0464 −0.7027

 ,
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Qin,2 =

 0.8678 −0.4892 −0.0870−0.4014 −0.7934 0.4575
−0.2929 −0.3621 −0.8849

 ,
Qin,3 =
[
0.9905 0.1378
0.1378 −0.9905
]
.
The projected gradient equations (36) can be solved by the numerical integrator
ode113 from the MATLAB ODE SUITE [19] for solving initial value problems.
The tolerance for the absolute error is set at 10−6, and for relative error – 10−3 that
applies to all components of the solution vector. This criterion is used to control the
accuracy following the solution path. Experiments show that higher accuracy does
not influence the typical dynamics of the underlying vector field. Lower accuracy
requirements in the calculation saves CPU time. The output values at time interval
[0, 60] are examined. The integration terminates automatically when the absolute
improvement of the objective function between two consecutive output points is less
than 10−4, indicating a local minimizer has been found. This stopping criterion can
be modified if necessary.
The projected gradient solution of the orthogonal Procrustes problem is
Q1 =

 0.9872 0.1262 −0.0971−0.1334 0.9885 −0.0718
−0.0869 −0.0838 −0.9927

 ,
Q2 =

 0.9954 −0.0472 −0.0835−0.0061 −0.8998 0.4363
−0.0957 −0.4338 −0.8959

 ,
Q3 =
[
0.9980 −0.0624
−0.0624 −0.9980
]
.
The fit is 0.0581 and number of the flops used is 0.9 × 106.
Fig. 1 records the history of the changes of the objective value (21) of the orthogo-
nal Procrustes problem. The objective function decreases reasonably during the first
one third of the integration interval from 0.137601 at time 0 to 0.062368 at time 20.
After that the convergence slows: at time 30, the objective function is reduced to
0.059302; at 40 – to 0.058493; at 50 – to 0.058200 and finally stops at time 60 with
the minimum value 0.058065.
Also recorded in Fig. 1 is the history of the function
(Qi(t)) := ‖Ipi −Qi(t)TQi(t))‖2 (49)
for i = 1, 2, 3 which measures the deviation of Qi(t) from the constraint manifold
O(pi). It is seen that Qi(t) are well kept within the local tolerance which has been
set to 10−3 in this example.
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Fig. 1. A semi-log plot of F(Q1(t),Q2(t),Q3(t)) and (Qi(t))
The corresponding sg_min solution, with the same start, is:
Q1 =

 0.9831 0.1701 −0.0680−0.1716 0.9850 −0.0159
−0.0642 −0.0273 −0.9976

 ,
Q2 =

 0.9952 −0.0535 −0.0817−0.0170 −0.9186 0.3949
−0.0962 −0.3917 −0.9151

 ,
Q3 =
[
0.9995 −0.0319
−0.0319 −0.9995
]
.
The fit is 0.0579 with 0.9 × 106 flops using the (default) Newton’s method of sg_min.
Next we solve the oblique Procrustes problem (18), (19) for the Osgood and
Luria’ data. The projected gradient approach requires solving of an initial value
problem for the system of matrix ordinary differential equations (38). The rational
initial values for the three unknowns are the following oblique matrices:
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Fig. 2. A semi-log plot of F(Q1(t),Q2(t),Q3(t)) and (Qi(t))
Qin,1 =

 0.6388 −0.4026 −0.39700.2978 0.9124 −0.3203
−0.7094 0.0738 −0.8601

 ,
Qin,2 =

 0.8718 −0.3413 −0.0847−0.3968 −0.8485 0.3287
−0.2873 −0.4044 −0.9406

 ,
Qin,3 =
[
0.9903 0.1545
0.1392 −0.9880
]
.
The projected gradient solution of the oblique Procrustes problem is found by the
numerical integrator ode113 with the same setting as in the previous example and in
a time interval [0, 50]:
Q1 =

 0.9962 0.1905 −0.1343−0.0797 0.9796 −0.1004
−0.0341 −0.0637 −0.9858

 ,
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Fig. 3. To form the (flat) Hessian, one uses translation to compare g at a point with g at another point.
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Fig. 4. To form the covariant Hessian, one must use the connection (i.e. parallel transport) to compare g
at a point with g at another point.
Q2 =

 0.9984 −0.2146 −0.4331−0.0011 −0.9321 0.5099
−0.0567 −0.2919 −0.7432

 ,
Q3 =
[
0.9999 −0.1152
−0.0147 −0.9933
]
.
The fit is 0.0547 and flops used for the experiment are 0.9 × 106.
Fig. 2 records the history of the changes of the objective value (18) of the oblique
Procrustes problem. Also recorded in Fig. 2 is the history of the function
(Qi(t)) := ‖Ipi − diag(Qi(t)TQi(t))‖2 (50)
for i = 1, 2, 3 which measures the deviation of Qi(t) from the constraint manifold
OB(pi). It is seen that Qi(t) are well kept within the local tolerance (10−3).
The corresponding ob_min solution is:
Q1 =

 0.9926 0.2696 −0.1238−0.1080 0.9629 −0.0142
0.0555 −0.0140 −0.9922

 ,
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Q2 =

 0.9994 −0.2838 −0.36050.0325 −0.8964 0.5631
−0.0152 −0.3404 −0.7436

 ,
Q3 =
[
0.9983 − 0.0374
0.0584 − 0.9993
]
.
The fit is 0.0537 in 1.7 × 106 flops, using the (default) ob_min Newton’s method.
7. Concluding remarks
The computations are carried out in MATLAB 5.2 on a SUN Ultra-2/200 work-
station. The projected gradient solutions can be found by any of the non-stiff solvers
from the MATLAB ODE SUITE [19] as integrators for the initial value problems.
The integrator ode113 has been found computationally most efficient. Note that the
differential equations (36) and (38) theoretically preserve orthogonality and oblique-
ness but the numerical integrators available from MATLAB ODE SUITE do not.
Thus accumulated error may sweep the solution from the constrained manifold.
An easy way to remedy this has been suggested in [4]. The numerical integrators
from MATLAB ODE SUITE can still be used to work on manifolds by orthog-
onal/oblique projection of the solution at every integration step. This strategy is
employed also in our projected gradient algorithm. Particularly, the results report-
ed in the previous Section are obtained with projection switched off, i.e. the solu-
tions are orthogonal/oblique enough simply following the orthogonality/obliqueness
preserving differential equations (36) and (38).
We have experimented with many tests where the problem data are generated
randomly. In general, the projected gradient method seems to be the faster, while
sg_/ob_min is definitely more precise. Particularly, this has been illustrated by the
results reported in the previous Section. The projected gradient approach admits the
deriving of optimality conditions for the solutions of the problem. The theory of dy-
namical systems can be further applied for qualitative study of the problem (e.g. the
solution dependence on the parameters w1, w2, . . . , wm and w). It is worth mention-
ing that last several years there is a great interest in developing numerical integrators
that preserve certain matrix structure, particularly orthogonality (e.g. [5,7,13]), and
recently – obliqueness [3]. For the time being, the MATLAB ODE integrators are
faster than these algorithms (even after projection at each step to preserve the desired
matrix structure); the software [7] is slow even for very small problems. The gradient
descent method proposed in this work seems to be a quite reasonable alternative for
practical purposes with both high accuracy and efficiency. In certain applications,
one can start with projected gradient approach and complete the solution by the gra-
dient descent sg_/ob_min, combining this way the global convergence of the former
with the local optimality of the latter one.
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