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Abstract. For a stratified symplectic space, a suitable concept of stratified Ka¨hler
polarization encapsulates Ka¨hler polarizations on the strata and the behaviour of the
polarizations across the strata and leads to the notion of stratified Ka¨hler space
which establishes an intimate relationship between nilpotent orbits, singular reduction,
invariant theory, reductive dual pairs, Jordan triple systems, symmetric domains, and
pre-homogeneous spaces: The closure of a holomorphic nilpotent orbit or, equivalently,
the closure of the stratum of the associated pre-homogeneous space of parabolic
type carries a (positive) normal Ka¨hler structure. In the world of singular Poisson
geometry, the closures of principal holomorphic nilpotent orbits, positive definite
hermitian JTS’s, and certain pre-homogeneous spaces appear as different incarnations
of the same structure. The closure of the principal holomorphic nilpotent orbit arises
from a semisimple holomorphic orbit by contraction. Symplectic reduction carries a
positive Ka¨hler manifold to a positive normal Ka¨hler space in such a way that the
sheaf of germs of polarized functions coincides with the ordinary sheaf of germs of
holomorphic functions. Symplectic reduction establishes a close relationship between
singular reduced spaces and nilpotent orbits of the dual groups. Projectivization
of holomorphic nilpotent orbits yields exotic (positive) stratified Ka¨hler structures
on complex projective spaces and on certain complex projective varieties including
complex projective quadrics. The space of (in general twisted) representations of
the fundamental group of a closed surface in a compact Lie group or, equivalently,
a moduli space of central Yang-Mills connections on a principal bundle over a
surface, inherits a (positive) normal (stratified) Ka¨hler structure. Physical examples
are provided by certain reduced spaces arising from angular momentum zero.
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Introduction
Given a quantizable system with constraints, the issue arises whether reduction after
quantization coincides with quantization after reduction. Reduction after quantization
makes sense provided the unreduced phase space is a quantizable smooth symplectic
manifold in such a way that the symmetries can be quantized as well; it may then
be studied within the usual framework of geometric quantization. Up to now, the
available methods have been insufficient to attack the problem of quantization of
reduced observables, though, once the reduced phase space is no longer a smooth
manifold; we will refer to this situation as the singular case. The singular case is
the rule rather than the exception. For example, simple classical mechanical systems
and the solution spaces of classical field theories involve singularities; see e. g. [1]
and the references there. In the presence of singularities, the naive restriction of the
quantization problem to a smooth open dense part, the “top stratum”, may lead to a
loss of information and in fact to inconsistent results; see what is said below. Trying
to overcome these difficulties on the classical level, we were led to isolate a certain
class of “Ka¨hler spaces with singularities”, to which the present paper is devoted.
Examples thereof arise from symplectic reduction, applied to Ka¨hler manifolds. Other
examples arise from certain moduli spaces, of central Yang-Mills connections over a
closed surface as well as (equivalently) of suitable representations of the fundamental
group of a closed surface in a compact Lie group. Still other examples arise from
taking the closure of a holomorphic nilpotent orbit in a real semisimple (or reductive)
Lie algebra of hermitian type (see what is said below).
A typical example of the kind of Ka¨hler space with singularities we will study is the
complex plane with its ordinary complex analytic structure, but with a Poisson algebra
of continuous functions which has the origin as a singularity so that geometrically
this plane should then be viewed as a half-cone rather than the ordinary plane;
the cone point, i. e. the singularity, cannot be detected by the complex analytic
structure. Albeit looking like a toy example, it illustrates the general phenomenon
that, under such circumstances, playing off against each other the complex and real
(semi-analytic) structures yields geometric insight. Actually, this “exotic” plane is the
closure in sp(1,R) of what we call a holomorphic nilpotent orbit: A real semisimple
Lie algebra g with Cartan decomposition g = k⊕p together with an element z in the
center of k, referred to as an H-element , such that the restriction of ad(z) to p yields
a complex structure on the latter is said to be of hermitian type [77]; the classification
of semisimple Lie algebras of hermitian type plainly parallels E. Cartan’s classification
of semisimple hermitian symmetric spaces. We will say that an orbit O in such a Lie
algebra g is holomorphic provided the projection from O to p is a diffeomorphism
onto its image in such a way that the resulting complex structure JO on O combines
with its (Kostant-Kirillov-Souriau) symplectic structure to a positive Ka¨hler structure.
Here g is identified with its dual by means of an appropriate positive multiple of the
Killing form, made precise later in the paper. The holomorphicity of an orbit does
not depend on the choice of H-element or, equivalently, on the Cartan decomposition;
however, the induced complex structure on the orbit does depend on that choice; see
(3.7.5) and (3.7.6) below. The name “holomorphic” is intended to hint at the fact that
the holomorphic discrete series representations arise from holomorphic quantization
on integral semisimple holomorphic orbits O (the requisite complex structure being
different from JO, though, see what is said below). Indeed, for any real positive λ, the
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G-orbit in g generated by λz is semisimple and holomorphic; it realizes the smooth
manifold underlying the corresponding symmetric domain as a symplectic manifold.
In Section 3 we will prove that a simple Lie algebra of hermitian type and split rank
r has exactly r+1 holomorphic nilpotent orbits O0, . . . ,Or which are linearly ordered
in such a way that {0} = O0 ⊆ O1 ⊆ . . . ⊆ Or and that the projection from Or to
the constituent p in the Cartan decomposition is a homeomorphism. This entails
the fact that every orbit in the closure O of a holomorphic nilpotent orbit is itself
holomorphic and that the projection from O to p is a homeomorphism onto its image
which, via the complex structure on p induced by the H-element z (which is part of
the hermitian type structure), turns O into a complex affine variety. The “exotic”
plane mentioned earlier is a very special case thereof. In general, Or may be seen
as arising from the corresponding semisimple holomorphic orbits by contraction; this
contraction does not change the complex analytic structure. A comment about the
complex structures is perhaps in order: The complex structure JO on a semisimple
holomorphic orbit O arises from the projection to p as does the complex structure
on Or, whence complex analytically these spaces are just a copy of p. However, for
a semisimple orbit, this is not the hermitian symmetric space complex structure.
Our Ka¨hler spaces with singularities are stratified symplectic spaces with additional
structure. Reduced spaces stratified into smooth symplectic manifolds (which arise as
symmetry types) occur already in [2] (where smooth infinite dimensional pieces are not
excluded). The notion of stratified symplectic structure on a space X which we will use
is that of [83]; it is a stratification into smooth finite dimensional manifolds (in a sense
stronger than that of [2]) together with a Poisson algebra (C∞(X), {·, ·}) of continuous
functions on X which, on each stratum, restricts to a symplectic Poisson algebra of
smooth functions, not necessarily consisting of all smooth functions on the stratum.
We deliberately write C∞(X) even though this algebra need not be an algebra
of ordinary smooth functions; the algebra C∞(X) is then referred to as a smooth
structure on X . A stratified symplectic space is a stratified space X together with a
stratified symplectic structure (C∞(X), {·, ·}), referred to henceforth as the stratified
symplectic Poisson algebra (of the stratified symplectic space). In [83] it is shown
that the reduced space for a hamiltonian action of a compact Lie group on a smooth
symplectic manifold inherits a stratified symplectic structure, the requisite stratified
symplectic Poisson algebra being that given in [1]. Stratified symplectic structures
have been constructed on various moduli spaces [19, 33–36] including moduli spaces
of central Yang-Mills connections for bundles on a surface and spaces of (in general
twisted) representations of a surface group in a compact Lie group (where “twisted”
means suitable representations of the universal central extension), and the stratified
symplectic structure on such a space yields a description of its symplectic singularity
behaviour; see [38–40] for overviews. In the present paper we will explore stratified
symplectic spaces arising from holomorphic nilpotent orbits and from reduction of
Ka¨hler manifolds; in physics, examples come from standard hamiltonian systems in
mechanics, in particular from angular momentum. The relationship between angular
momentum zero and certain nilpotent orbits in the real symplectic Lie algebras has
been observed already in [58]. In fact, the nilpotent orbits described explicitly in
that paper are precisely the holomorphic ones but this was not observed there.
The Poisson structure of a stratified symplectic space encapsulates the mutual
positions of the symplectic structures on the strata. The new key notion which
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we will introduce in this paper is that of stratified polarization, which likewise
encapsulates the mutual positions of polarizations on the strata. We will show that,
for certain nilpotent orbits O of a semisimple Lie algebra of hermitian type including
the holomorphic ones (already mentioned above), the closure O carries what we will
call a complex analytic stratified Ka¨hler polarization. Furthermore, for a (positive)
Ka¨hler manifold with a hamiltonian action of a compact Lie group G which preserves
the Ka¨hler polarization and extends to an action of the complexification of G, the
reduced space inherits a complex analytic stratified Ka¨hler polarization. In general,
we refer to a space with a complex analytic stratified Ka¨hler polarization as a complex
analytic stratified Ka¨hler space. We also introduce the somewhat more general notion
of stratified Ka¨hler polarization (not necessarily complex analytic); on each stratum,
this kind of polarization boils down to an ordinary Ka¨hler polarization, and a space
equipped with a stratified Ka¨hler polarization will be referred to as a stratified Ka¨hler
space. While a Ka¨hler polarization on an ordinary smooth symplectic manifold is well
known to be equivalent to a complex structure for which the symplectic structure
is a Ka¨hler form, we do not know whether a stratified Ka¨hler polarization (in our
sense) on a stratified symplectic space necessarily determines a corresponding complex
analytic structure.
The stratification of a complex analytic stratified Ka¨hler space is in general finer
than the ordinary complex analytic stratification and the stratified symplectic structure
then exhibits singularities which are complex analytically spurious; an illustration is
the complex plane with a cone point mentioned above. More striking examples are
certain exotic complex projective spaces. By an exotic complex projective space we
mean complex projective space CPℓ with its ordinary complex structure, but with
a non-standard stratified symplectic structure (C∞(CPℓ), {·, ·}) which is compatible
with the complex structure where “non-standard” means that there are at least
two strata. For example, complex projective 3-space has an exotic structure whose
singular locus is a Kummer surface, and the stratified Poisson structure detects the
Kummer surface and its 16 singular points; see 4.3 below. Complex projective 3-space
has yet another exotic structure, having as its singular locus a complex quadric; see
Section 10 below. Such exotic spaces even arise from classical constrained systems in
mechanics: The reduced space Qℓ (say) of ℓ harmonic oscillators in some R
ℓ with total
angular momentum zero and constant energy is an exotic complex projective space
of complex dimension d = ℓ(ℓ+1)2 − 1 in such a way that, for 1 ≤ s ≤ ℓ, the reduced
spaces Qs (say) of ℓ harmonic oscillators in some R
s with total angular momentum
zero and (same) constant energy embed naturally into Qℓ = CP
d and constitute an
ascending chain Q1 ⊆ Q2 ⊆ · · · ⊆ Qℓ of (compact) complex analytic stratified Ka¨hler
spaces which, as complex analytic spaces, are projective determinantal varieties, and
such that the Qj \ Qj−1 are the strata of the decomposition of any Qs (j ≤ s).
These examples are particular cases of systematic classes of exotic stratified Ka¨hler
structures on complex projective spaces which will be given in the paper. The
question whether there exist exotic structures on complex projective spaces is also
prompted by the following observation: For a compact Ka¨hler manifold N which is
complex analytically a projective variety (i. e. Hodge manifold), with reference to
the standard structure on complex projective space (i. e. Fubini-Study metric) the
Kodaira embedding will not in general be symplectic, but complex projective space
might still carry an exotic structure which, via the Kodaira embedding, restricts to
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the Ka¨hler structure on N . More generally, given a Hodge manifold N together with
an appropriate group of symmetries and momentum mapping, reduction carries it to
a complex analytic stratified Ka¨hler space N red which is as well a projective variety,
and the question arises whether in such a situation the requisite complex projective
space carries an exotic structure which, via the Kodaira embedding, restricts to the
complex analytic stratified Ka¨hler structure on N red. Our approach in particular
demonstrates that this situation actually occurs in “mathematical nature”. The
particular case Qs ⊆ CPd (1 ≤ s ≤ ℓ, d = ℓ(ℓ+1)2 − 1) arising from angular momentum
is a good illustration.
We close the introduction with a guide through the paper. In Section 1 we
reproduce some material from the relationship between Poisson algebras and Lie-
Rinehart algebras. In Section 2 we introduce stratified polarized spaces. The aim
of Section 3 is to show that the closure of any holomorphic nilpotent orbit carries
a normal complex analytic stratified Ka¨hler structure; see Theorem 3.2.1 for details.
We will, furthermore, give a complete classification of all holomorphic nilpotent
orbits, and we will explicitly describe the real (semi-algebraic) and the complex
analytic structure of the closure of any such holomorphic nilpotent orbit. We will
also classify what we call pseudoholomorphic nilpotent orbits; a pseudoholomorphic
nilpotent orbit O is one which under the projection to the constituent p of the
Cartan decomposition is still mapped diffeomorphically onto its image (but the
resulting Ka¨hler structure is not constrained to be positive). Along the way, we
obtain several results on holomorphic nilpotent orbits that look interesting in their
own right: For a classical Lie algebra g, let E be its standard representation, and
consider the ordinary associative algebra End(E) of endomorphisms thereof. We will
show that, in the standard cases (g = sp(ℓ,R), su(p, q), so∗(2n)), an element X of g
generates a pseudoholomorphic nilpotent orbit if and only if X2 is zero in End(E)
and that, likewise, an element X of so(2, q) generates a pseudoholomorphic nilpotent
orbit if and only if X3 is zero in End(E). The Lie algebra g sits of course inside
End(E) and an element X ∈ g satisfying X2 = 0 or X3 = 0 is plainly nilpotent (i. e.
ad(X) is a nilpotent endomorphism of g) but the requirement that X ∈ g satisfy
X2 = 0 or X3 = 0 has no direct meaning within g itself. Another interesting side
result is the observation that, when g is simple, a pseudoholomorphic nilpotent orbit
O is actually holomorphic (or antiholomorphic, which means that −O is holomorphic)
if and only if the projection from the closure O to p is a homeomorphism onto its
image in p; see Theorem 3.2.1. Our results are conclusive, except that we do not give
explicit defining equations for the complex analytic structures of the closures of the
rank 1 holomorphic nilpotent orbits in the two exceptional cases. In [87], given a Lie
algebra of hermitian type (g, z), a nilpotent orbit O in g is defined to be holomorphic
provided it corresponds, under the Kostant-Sekiguchi correspondence [81], to an orbit
in the holomorphic constituent p+ of the complexification pC = p+ ⊕ p−, and it is
then proved, via the Kronheimer flow [55], that the restriction of the projection to p
of such an orbit is a diffeomorphism onto its image, that is to say, that such an orbit
is (pseudo)holomorphic in our sense. The approach in the present paper is somewhat
different, though: We define the property of holomorphicity of an orbit in terms
of the projection to p—this definition is more elementary than that involving the
Kostant-Sekiguchi correspondence—and we classify all holomorphic nilpotent orbits (in
our sense) by means of a geometric description which bypasses the Kostant-Sekiguchi
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correspondence; in particular, our approach does not involve the Kronheimer flow at
all and is therefore likely to allow for generalization over other (formally real) fields. It
also enables us to show that the projection from a holomorphic nilpotent orbit O to p
extends to a homeomorphism from the closure O onto its image in p. We do not know
whether this property of holomorphic nilpotent orbits can formally be deduced from
properties of the Kronheimer flow since passing to the closure amounts to changing
the topological type of the corresponding bundle on S4. This property of holomorphic
nilpotent orbits plainly implies the fact that, for a holomorphic nilpotent orbit, the
Kostant-Sekiguchi correspondence is compatible with passing to the closure—this is
actually true for any nilpotent orbit in a real semisimple Lie algebra, cf. [4]—
but is considerably stronger than just the compatibility of the Kostant-Sekiguchi
correspondence with respect to the closure. In Section 4 we show that reduction
carries an ordinary (positive) Ka¨hler polarization to a (positive) complex analytic
stratified Ka¨hler polarization. As an application, we prove that the moduli spaces
mentioned earlier inherit normal (complex analytic stratified) Ka¨hler space structures.
Classically, such a structure was obtained only in the non-singular case, where these
spaces are smooth Ka¨hler manifolds. Our approach bypasses the usual geometric
invariant theory construction (which does not give the requisite stratified symplectic
structure) and yields an analytic construction of these moduli spaces. A particular
case is the space N of representations of the fundamental group of a Riemann surface
of genus two in SU(2); in view of results of Narasimhan-Ramanan [68, 69], this space,
realized as the moduli space of semistable holomorphic vector bundles of rank two,
degree zero, and trivial determinant, is complex analytically a copy of CP3, and the
subspace of classes of semistable holomorphic vector bundles which are not stable is
a Kummer surface. We will show that, indeed, N carries a normal (complex analytic
stratified) Ka¨hler structure having the Kummer surface as its singular locus. This
is the exotic structure on CP3 mentioned earlier, and the Kummer surface, being
viewed as a Kodaira embedding, inherits its (now singular) normal Ka¨hler structure
from the embedding. In Section 5 we describe the holomorphic nilpotent orbits (for
the classical cases) as reduced spaces for suitable momentum mappings; this involves
versions of the First and Second Main Theorem of Invariant Theory [91]; the Second
Main Theorem of Invariant Theory will actually be a consequence of our approach
to invariant theory. Our tools are the original observation of Kempf-Ness [47] and
an extension of the basic construction in [53]; in that reference, this construction
is given only for the case of the classical groups over the complex numbers. We
extend this construction to the appropriate real forms of the classical groups. The
Kempf-Ness observation is then exploited to identify a holomorphic nilpotent orbit
as a symplectic quotient with the corresponding complex categorical quotient (in the
sense of geometric invariant theory).
The construction in Section 5 has a consequence for singular reduction which is
interesting in its own right: Let H be a compact Lie group which may be written
as the direct product of copies of classical groups of the kind O(sj ,R), Sp(sk),
U(sm); for each of these, let Esj , Esk , Esm be the standard unitary representation,
O(sj ,R) being viewed as a subgroup of U(sj) in the usual way. Pick natural
numbers ℓj , ℓk, ℓm, ℓm, consider the representations E
ℓj
sj , E
ℓk
sk
, Eℓmsm , E
ℓm
sm
and,
finally, take the sum E of them. This is a unitary H-representation. Here Esm
is the conjugate representation of Esm . The representations Esj (being real) and
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Esk (being quaternionic) are actually self-conjugate whence there is no need to take
conjugate representations for the O(sj ,R)’s, nor for the Sp(sk)’s. Let µ:E → h be
the unique H-momentum mapping of E having the value zero at the origin, and
let g be the real reductive Lie algebra which arises, accordingly, as a sum copies of
the sp(ℓj,R)’s, so
∗(2ℓk)’s, u(ℓm, ℓm)’s. Corollary 5.4.4 below says that, under these
circumstances, the H-reduced space Ered is as a normal Ka¨hler space isomorphic to
the closure of a holomorphic nilpotent orbit in g. Furthermore, every holomorphic
nilpotent orbit in g arises in this way. It is interesting to point out, cf. [27], that
the groups H and the direct product G of the corresponding copies of Sp(ℓj,R),
SO∗(2ℓk), U(ℓm, ℓm), constitute a real reductive dual pair in Sp(E), the symplectic
structure on E being determined by its unitary one. More generally, let H be a Lie
group which may be written as the direct product of copies of classical groups of
the kind O(s′j , s
′′
j ), Sp(s
′
k, s
′′
k), U(s
′
m, s
′′
m), and let E be an H-representation which
is a sum of standard representations. In view of [27], the groups G and H then
still constitute a reductive dual pair in Sp(E), the symplectic structure on E being
the obvious one on E determined by the data (see Section 5 below for details). Let
µ:E → h be the unique H-momentum mapping of E having the value zero at the
origin. Corollary 5.5.4 below says that the H-reduced space Ered (which we define
to be that of closed H-orbits in µ−1(0)) is as a stratified space isomorphic to a
space N which is a union of pseudoholomorphic nilpotent orbits in a Lie algebra g
of the above kind in such a way that the map from Ered to N is a Poisson map.
Furthermore, every pseudoholomorphic nilpotent orbit of g arises in this way (as a
stratum of a reduced space of the kind Ered).
In Section 6 we give a construction which yields the holomorphic nilpotent orbits
of so(2, q) by singular reduction with respect to the non-compact group Sp(1,R); for
arbitrary q, it does not seem possible to obtain these orbits by singular reduction
with respect to a compact group, though. In Section 7 we relate holomorphic
nilpotent orbits with positive definite hermitian J(ordan) T(riple) S(ystem)s, and in
Section 8 we give some relevant information for the exceptional cases in terms of
JTS’s. To explain what we achieve at that stage, let (g, z) be a real reductive Lie
algebra of hermitian type, with Cartan decomposition g = k⊕ p and complexification
gC = p
−⊕ kC⊕ p+, and let G and K denote the adjoint group and maximal compact
subgroup with Lie(K) = k, respectively. We will establish the following facts, cf.
Theorem 7.3 for the classical cases and Theorems 8.4.1 and 8.4.2 for the exceptional
ones: Under the homeomorphism (induced by the projection from g to p) from the
closure O of the principal holomorphic nilpotent orbit O onto the complex vector
space p+, the G-orbit stratification of O passes to the stratification of p+ by Jordan
rank, with reference to the JTS-structure on p+, and the latter stratification, in
turn, coincides with the KC-orbit stratification of p+. In this fashion, the induced
stratified symplectic Poisson structure on p+ turns the latter into a normal complex
analytic stratified Ka¨hler space, and the Poisson structure detects the stratification
by Jordan rank. This reduces the study of holomorphic nilpotent orbits in g to
that of the hermitian Jordan triple system p+: All geometric information of the
holomorphic nilpotent orbits is encoded in that JTS, even the stratified symplectic
Poisson structure since the latter is determined by the Lie bracket in g, which can
be reconstructed from the JTS; this parallels the well known fact that all geometric
information of a symmetric domain is encoded in its JTS, cf. e. g. [63]. Our
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results entail in particular that the pre-homogeneous spaces studied and classified in
[66]—these are precisely those which arise from positive definite hermitian JTS’s—
carry more structure; indeed, such a space necessarily underlies the closure of the
principal holomorphic nilpotent orbit (viewed as a complex analytic stratified Ka¨hler
space) of a semisimple Lie algebra of hermitian type. As a byproduct, we obtain the
Bernstein-Sato polynomials for the regular pre-homogeneous spaces under discussion;
see Theorems 7.1 and 8.4.1 for details. For example, for e7(−25), this polynomial is
Freudenthal’s generalized (3× 3)-determinant over a complex split octonion algebra
[14] or, equivalently, Jacobson’s generic norm. In Section 9 we show how the closure
of the principal holomorphic nilpotent orbit arises from the corresponding semisimple
holomorphic orbits by contraction. In Section 10 we projectivize the holomorphic
nilpotent orbits by means of stratified symplectic reduction with respect to the circle
group. This gives systematic classes of examples of exotic projective spaces . In
particular, the principal holomorphic nilpotent orbit in so(2, q) is a copy of Cq having
as singular locus in the sense of stratified Ka¨hler spaces an affine quadric, and
projectivization thereof yields the exotic projective space CPq−1 having as singular
locus a projective quadric. Thus the projective quadric inherits a Ka¨hler, in fact
Hodge structure whose symplectic constituent does not arise (via the embedding) from
the Fubini-Study metric on projective space, and the underlying real space arises from
the non-zero non-principal holomorphic nilpotent orbit in so(2, q) by projectivization.
This is a particular example of a Kodaira embedding of the kind mentioned earlier,
where the symplectic structure results from a proper stratified symplectic Poisson
algebra on projective space. For the exceptional Lie algebra e7(−25), we obtain an
exotic Ka¨hler structure on CP26 having as singular locus the projective cubic defined
by the generic norm over the octonions mentioned earlier, and this cubic hypersurface,
in turn, inherits a complex analytic stratified Ka¨hler structure with two strata whose
underlying real structure arises from the closure of the rank 2 holomorphic nilpotent
orbit in e7(−25) by projectivization. Actually, this cubic has played a major role
in the development of the exceptional Lie groups; a version of it was studied by
E. Cartan. In the standard cases (g = sp(ℓ,R), su(p, q), so∗(2n)), via the principle
of reduction in stages, the projectivized holomorphic nilpotent orbits may also be
obtained by ordinary symplectic reduction, as explained in Theorem 10.1; somewhat
amazingly, this does not seem to be possible for so(2, q) for general q, nor for
e6(−14) or e7(−25); in these cases, we obtain the projectivized holomorphic nilpotent
orbits only by proper stratified symplectic reduction, with respect to the circle group.
Finally, in Section 11 we compare our notion of stratified Ka¨hler space with that
of Ka¨hler space with singularities introduced by Grauert [15] and with subsequent
refinements thereof [86], referred to in [21] as stratified Ka¨hlerien spaces . There is a
substantial difference between complex analytic stratified Ka¨hler spaces in our sense
and stratified Ka¨hlerien spaces, though. Our emphasis is on the Poisson structure,
and this is crucial for issues related with quantization; stratified Ka¨hlerien spaces do
not involve Poisson structures at all.
Thus the notion of stratified Ka¨hler space establishes an intimate relationship
between nilpotent orbits, singular reduction, invariant theory, reductive dual pairs,
Jordan triple systems, symmetric domains, and pre-homogeneous spaces; in particular,
in the world of singular Poisson geometry, the closures of principal holomorphic
nilpotent orbits, positive definite hermitian JTS’s, and certain pre-homogeneous spaces
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appear as different incarnations of the same structure and, in the classical cases,
that structure arises, via invariant theory and singular reduction, from a non-singular
one phrased in terms of dual pairs. This Poisson geometry is, perhaps, already
lurking behind Lie’s theory of function groups , cf. the notion of dual pair of Poisson
mappings in [89]. Somewhat amazingly, Jordan algebras (and generalizations thereof:
JTS’s)—which have been invented in search for new models of quantum mechanics
(cf. e. g. what is said in [63])—are now seen to illuminate certain classically reduced
phase spaces (e. g. that of finitely many harmonic oscillators with total angular
momentum zero). The length of the paper is to some extent explained by the
need for various different descriptions of holomorphic nilpotent orbits: To obtain a
complete list thereof, the relative root systems suffice; to see that the list is complete,
though, we need the classification of nilpotent orbits in the literature in terms of
classical matrix realizations, matrix realizations are needed as well to explain the
relationship with singular reduction and, at times, structural insight is more easily
obtained from matrix realizations than from root systems. To describe the link
with JTS’s—the exceptional Lie algebras are actually constructed from JTS’s—we
reproduce a description of the requisite JTS’s taylored to our purposes.
We conclude with a somewhat vague comment about normality, a notion which so
far does not seem to have played a major role in symplectic or Poisson geometry. The
results of the present paper indicate that, perhaps, normal Ka¨hler spaces constitute
the correct category for doing Ka¨hler reduction. While smoothness is not in general
preserved, in the circumstances studied in our paper, normality is preserved under
reduction. What remains to be done is to develop a general reduction procedure for
(in general singular) normal Ka¨hler spaces.
In a follow-up paper [41], we have extended the ordinary holomorphic quantization
scheme to stratified Ka¨hler spaces. Using this extension, we have established the fact
that, indeed, in a suitable sense, in the framework of Ka¨hler quantization, reduction
after quantization is equivalent to quantization after reduction, observables included.
In particular, in that paper, explicit examples are given which justify the claim made
earlier that, in the presence of singularities, restricting quantization to a smooth
open dense part (the top stratum) leads in general to a loss of information and in
fact to inconsistent results. In another follow-up paper [42], we have shown that
the geometry of certain Severi varieties may be elucidated in terms of holomorphic
nilpotent orbits.
I am much indebted to A. Weinstein and T. Ratiu for discussions, and for their
encouragement to carry out the research program the present paper is part of. I am
much indebted as well to M. Duflo for having introduced me into Satake’s book
[77] and for having suggested a possible relationship between certain nilpotent orbits
and Jordan algebras. Thanks are also due to R. Buchweitz, R. Cushman, J. Hilgert,
F. Hirzebruch, F. Lescure, O. Loos, L. Manivel, J. Marsden, E. Neher, J. Sekiguchi,
P. Slodowy, T. Springer, J. Stasheff, M. Vergne, and R. Weissauer for support at
various stages of the project. I owe a special debt to Satake’s book [77]; without
this book, the paper would not have been materialized in its present form.
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1. Poisson algebras and Lie-Rinehart algebras
Let R be a commutative ring with 1 taken as ground ring which, for the moment,
may be arbitrary. For a commutative R-algebra A, we denote by Der(A) the R-Lie
algebra of derivations of A, with its standard Lie algebra structure. Recall that a
Lie-Rinehart algebra (A,L) consists of a commutative R-algebra A and an R-Lie
algebra L together with an A-module structure on L and an L-module structure
L → Der(A) on A (that is, L acts on A by derivations), and these are required to
satisfy two compatibility conditions modeled on the properties of the pair (A,L),
A being the ring of smooth functions C∞(N) on a smooth manifold N and L the
Lie algebra Vect(N) of smooth vector fields on N . Explicitly, these compatibility
conditions read a(α(b)) = (aα)b and [α, aβ] = α(a)β + a[α, β], where a, b ∈ A and
α, β ∈ L. Given an arbitrary commutative algebra A over R, another example of a
Lie-Rinehart algebra is the pair (A,Der(A)), with the obvious action of Der(A) on A
and obvious A-module structure on Der(A). There is an obvious notion of morphism
of Lie-Rinehart algebras and, with this notion of morphism, Lie-Rinehart algebras
constitute a category. Given a Lie-Rinehart algebra (A,L) we shall occasionally refer
to L as an (R,A)-Lie algebra. More details may be found in Rinehart [76] and in
our papers [28] and [29].
Let (A, {·, ·}) be a Poisson algebra, and let DA be the A-module of formal
differentials of A. For u, v ∈ A, the assignment π(du, dv) = {u, v} yields an A-valued
2-form π = π{·,·} on DA, the Poisson 2-form for (A, {·, ·}). Its adjoint
(1.1′) π♯:DA −→ Der(A) = HomA(DA, A)
is a morphism of A-modules, and the formula
(1.2) [adu, bdv] = a{u, b}dv + b{a, v}du+ abd{u, v}
yields a Lie bracket [·, ·] on DA, viewed as an R-module. The A-module structure
on DA, the bracket [·, ·], and the morphism π♯ of A-modules endow the pair (A,DA)
with a Lie-Rinehart algebra structure in such a way that π♯ is a morphism of
Lie-Rinehart algebras. See [28] (3.8) for details. We write D{·,·} = (DA, [·, ·], π♯) and,
for α ∈ DA, we write α♯ = π♯(α) ∈ Der(A).
We now take as ground ring that of the reals R or that of the complex numbers
C; we shall occasionally use the neutral notation K for either of them. We shall
consider spaces N with an algebra of continuous K-valued functions, deliberately
denoted by C∞(N), for example ordinary smooth manifolds and ordinary smooth
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functions; such an algebra C∞(N) will then be referred to as a smooth structure
on N and will be viewed as part of the structure, and the pair (N,C∞(N)) will
be referred to as a smooth space. A space may support distinct smooth structures,
though. Given a space N with a smooth structure C∞(N), we shall write Ω1(N) for
the space of formal differentials with those differentials divided out that are zero at
each point , cf. [54]. More precisely: Let p ∈ N , and view K as a C∞(N)-module by
means of the evaluation map which assigns to a function f its value f(p) at p; we
shall occasionally denote this C∞(N)-module by Kp. A formal differential is zero at
the point p of N provided it passes to zero in (DC∞(N))⊗C∞(N) Kp. For example,
when N is an ordinary smooth manifold and f an ordinary smooth function, in local
coordinates x1, . . . , xm, a formal differential of the kind df −
∑ ∂f
∂xj
dxj is non-zero
but is zero at each point. For a general smooth space (N,C∞(N)), the induced
C∞(N)-module morphism
HomC∞(N)(Ω
1(N), C∞(N))→ HomC∞(N)(DC∞(N), C∞(N)) = Der(C∞(N))
is clearly an isomorphism. At a point p of N , the object Ω1(N) amounts to the
ordinary space of differentials, in the following sense: Denote by mp the ideal of
functions in C∞(N) that vanish at the point p. The K-linear map which assigns to
a function f in mp its formal differential induces isomorphisms
mp
/
m2p −→ (DC∞(N))⊗C∞(N) Kp −→ Ω1(N)⊗C∞(N) Kp
of K-vector spaces, and each of these may be taken as the space of differentials at p;
over the reals, this space, in turn, may be identified with the cotangent space T∗pN .
When N is an ordinary smooth manifold, Ω1(N) amounts to the space of smooth
sections of the cotangent bundle. For a general smooth space N over the reals, when
A = C∞(N) = C∞(N,R) is endowed with a Poisson structure, the formula (1.2)
yields a Lie-bracket [·, ·] on the C∞(N)-module Ω1(N) and the 2-form π{·,·} is still
defined on Ω1(N); its adjoint then yields an C∞(N)-linear map
(1.1) π♯: Ω1(N) −→ HomC∞(N)(Ω1(N), C∞(N))
∼=−→ Der(C∞(N)).
Proposition 1.3. The C∞(N)-module structure on Ω1(N), the bracket [·, ·], and the
morphism π♯ of C∞(N)-modules endow the pair (C∞(N),Ω1(N)) with a Lie-Rinehart
algebra structure in such a way that π♯ is a morphism of Lie-Rinehart algebras.
Proof. Indeed the obvious projection map from DC∞(N) to Ω
1(N) is compatible with
the structure. The non-triviality of the kernel of this projection map does not cause
any problem. 
We shall write (Ω1(N), [·, ·], π♯) as Ω1(N){·,·}. When N is an ordinary smooth
manifold, the range Der(C∞(N)) of the adjoint map π♯ from Ω1(N) to Der(C∞(N))
boils down to the space Vect(N) of smooth vector fields on N . In this case, the
Poisson structure on N is symplectic, that is, arises from a (uniquely determined)
symplectic structure on N , if and only if π♯, which may now be written as a morphism
of smooth vector bundles from the cotangent bundle to the tangent bundle, is an
isomorphism. Thus the 2-form π{·,·}, which is defined for every Poisson algebra,
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generalizes the symplectic form of a symplectic manifold; see Section 3 of [28] for
details.
2. Stratified polarized spaces
The aim of this section is to develop a satisfactory notion of Ka¨hler polarization for
a stratified symplectic space.
Let N be a symplectic manifold, with symplectic Poisson algebra (C∞(N), {·, ·}),
and write π for its Poisson 2-form. Since N is symplectic, the complexification
(2.1) π♯{·,·} ⊗ C: Ω1(N,C){·,·} −→ Vect(N,C)
of the adjoint π♯{·,·} is an isomorphism of (C, C
∞(N,C))-Lie algebras. Hence a complex
polarization (i. e. integrable Lagrangian distribution) F ⊆ TCN for N corresponds to
a certain (C, C∞(N,C))-Lie subalgebra P of Ω1(N,C){·,·} which is just the pre-image
under (2.1) of the space ΓF of sections of F . The polarized complex functions
determined by F are smooth complex valued functions f defined on open sets of N
satisfying Zf = 0 for every smooth vector field Z in ΓF ; when N is a Ka¨hler manifold
and F the holomorphic polarization, these are ordinary holomorphic functions. In
general, non-zero polarized functions exist at most locally. Following [92], we shall
refer to a continuous function f , defined on an open subset of a space X , as a
function in X . For general N and F , given a function f in N , for a suitable
compactly supported smooth bump function u on N (the notion of bump function
will be made precise below), the differential udf is defined everywhere on N . Notice
that we can extend f to a smooth function f˜ on N in such a way that udf = udf˜ , so
the differential udf really lies in the C∞(N)-module of differentials, for the algebra
C∞(N) of smooth functions on the whole space N . Then P is generated by these
differentials. A little thought reveals that, for every such f and h, with appropriate
bump functions u and v so that the differentials udf and vdh are defined everywhere
on N , the Lie bracket (1.2) induces a bracket on P . This bracket is given by the
expression
[udf, vdh] = u{f, v}dh+ v{u, h}df ;
notice that the third term uvd{f, h} (which has initially to occur, cf. (1.2)) is zero
since f and h are polarized.
Let X be a stratified space, and let C∞(X) be a smooth structure on X which,
on each stratum, restricts to an algebra of ordinary smooth functions; henceforth
all smooth spaces coming into play in the paper will be of this kind. Given such
a space X and an open subset O thereof, with its induced smooth structure, and
a smooth function f on O, we refer to f as a smooth function in X . When X is
a stratified symplectic space, we will occasionally refer to the stratification as the
symplectic stratification.
Let X be a stratified symplectic space, with complex Poisson algebra
(C∞(X,C), {·, ·}), let Ω1(X,C){·,·} be the corresponding (C, C∞(X,C))-Lie algebra,
and let Y ⊆ X be an arbitrary stratum. Then the restriction map from C∞(X,C)
to C∞(Y,C) is Poisson and hence induces a morphism
(2.2)
(
C∞(X,C),Ω1(X,C){·,·}
) −→ (C∞(Y,C),Ω1(Y,C){·,·})
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of Lie-Rinehart algebras. Given a (C, C∞(X,C))-Lie subalgebra P of Ω1(X,C){·,·},
let PY be the C
∞(Y,C)-submodule of Ω1(Y,C) generated by the image of P under
(2.2); it inherits the structure of a (C, C∞(Y,C))-Lie subalgebra of Ω1(Y,C){·,·}.
A (C, C∞(X,C))-Lie subalgebra P of Ω1(X,C){·,·} will be said to be a stratified
(complex) polarization for X if, for every stratum Y , under the isomorphism (2.1) of
(C, C∞(Y,C))-Lie algebras (for the smooth symplectic manifold Y ), the (C, C∞(Y,C))-
Lie subalgebra PY of Ω
1(Y,C){·,·} is identified with the space of sections of a complex
polarization in the usual sense. Given a stratified polarization P for X , a smooth
complex function f in X , that is, a function which is defined on an open subset
O of X and belongs to the induced smooth structure C∞(O) will be said to be
polarized provided it satisfies
α(f) = 0, for every α ∈ P.
Here and henceforth “smooth” refers to the structure algebras of functions C∞(X)
on X and C∞(Y ) on open subsets Y thereof; thus a “smooth function” in our sense
is not necessarily an ordinary smooth function. In general polarized functions will
exist at most locally, and we can talk about polarized functions in X or the sheaf
of germs of polarized functions .
Infinitesimally, the notion of stratified polarization comes down to this: For
x ∈ X , the Poisson 2-form π{·,·} passes to a 2-form Πx on the cotangent space
T∗xX = Ω
1(X)⊗C∞(X)Rx. Given a stratified polarization, when x lies in the stratum
Y , the restriction map from
T∗x
CX = T∗xX ⊗ C = Ω1(X,C)⊗C∞(X,C) Cx
to T∗x
CY = Ω1(Y,C)⊗C∞(Y,C) Cx induces a surjective C-linear map
Px = P ⊗C∞(X,C) Cx −→ Px(Y ) = PY ⊗C∞(Y,C) Cx,
and Px(Y ) is a Lagrangian subspace of T
∗
x
CY with respect to the complexified
symplectic structure πCx on T
∗
x
CY .
When X is a smooth symplectic manifold, viewed as a stratified symplectic space
with a single stratum, this notion of polarization manifestly boils down to the ordinary
one. For a general stratified symplectic space, a stratified polarization encapsulates
the mutual positions of the polarizations on the strata. Given a stratified symplectic
space X , a stratified polarization P for X will be said to be a (positive) stratified
Ka¨hler polarization if, for every stratum Y , the image of PY under (2.1) is the space
of sections of a (positive) Ka¨hler polarization for Y in the usual sense. A stratified
symplectic space with a stratified Ka¨hler polarization will be said to be a stratified
Ka¨hler space. Since a Ka¨hler polarization on a symplectic manifold determines a
Ka¨hler structure thereupon it is obvious that each stratum of a stratified Ka¨hler
space inherits a Ka¨hler structure. Recall that a symplectic structure ω is said to be
compatible with a complex structure J provided J is a symplectic operator so that
ω defines a not necessarily positive Ka¨hler structure.
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Proposition 2.3. Given a real symplectic structure ω on a complex domain N of
complex dimension n, let {·, ·} be the Poisson structure determined by ω. In terms
of holomorphic coordinates w1, . . . , wn, ω is compatible with the complex structure J
if and only if {wj , wk} = 0 for 1 ≤ j, k ≤ n. Under these circumstances, the Ka¨hler
polarization P (in our sense) is the free C∞(N,C)-submodule of Ω1(N,C){·,·} generated
by the differentials dw1, . . . , dwn. For a smooth function f in N , the Cauchy-Riemann
equations then amount to
{wj , f} = 0, 1 ≤ j ≤ n.
Proof. The differentials dw1, . . . , dwn, dw1, . . . , dwn freely generate Ω
1(N,C) as a
C∞(N,C)-module, and Vect(N,C) is, likewise, identifies the free C∞(N,C)-module
generated by the vector fields ∂
∂w1
, . . . , ∂
∂wn
, ∂
∂w1
, . . . , ∂
∂wn
. The symplectic structure
ω on N is compatible with the complex structure J if and only if the isomorphism
(2.1) of (C, C∞(N,C))-Lie algebras from Ω1(N,C){·,·} onto Vect(N,C) identifies the
C∞(N,C)-linear span of the dw1, . . . , dwn with the C
∞(N,C)-linear span of the
∂
∂w1
, . . . , ∂
∂wn
(so that this span contains the hamiltonian vector fields {·, wj} of
the wj ’s (1 ≤ j ≤ n) and therefore coincides with the span of these hamiltonian
vector fields) and, likewise, the C∞(N,C)-linear span of the dw1, . . . , dwn with the
C∞(N,C)-linear span of the ∂
∂w1
, . . . , ∂
∂wn
. The latter property, in turn, is equivalent
to the vanishing of {wj , wk} for 1 ≤ j, k ≤ n. See for example the discussion in
[93] (5.4 p. 92). Under these circumstances, the Ka¨hler polarization (in our sense)
P ⊆ Ω1(N,C){·,·} is generated by the differentials dw1, . . . , dwn, and the polarized
smooth complex functions f in N or, equivalently, the germs of polarized smooth
complex functions are (classes of) functions f in N which satisfy dwj(f) = 0 for
1 ≤ j ≤ n, where dwj(·) refers to the action of dwj ∈ Ω1(N,C){·,·} on C∞(N,C)
reproduced in Section 1 above. By construction, for every smooth complex function
h in N , given f , we have dh(f) = {h, f}. Hence the polarized smooth complex
functions f in N are those functions which satisfy the equations {wj , f} = 0 for
1 ≤ j ≤ n. However, for every coordinate function wj = qj + ipj and every smooth
complex valued function f in N ,
{wj , f} =
∑
{wj , wk} ∂f
∂wk
.
Since ω is symplectic, the matrix [{wj , wk}] is invertible whence the Cauchy-Riemann
equations amount to the vanishing of {wj , f} for 1 ≤ j ≤ n. 
Under the circumstances of Proposition 2.3, the holomorphic functions in N coincide
with the smooth complex valued functions in N which are polarized in our sense.
Let X be a stratified Ka¨hler space; we will say that a complex analytic structure
on X is compatible with the stratified Ka¨hler structure if (i) the stratification of X
(as a stratified symplectic space) is a refinement of the complex analytic stratification,
if (ii) every holomorphic function in X is smooth in X and if, (iii) the sheaf of
germs of holomorphic functions in X is contained in its sheaf of germs of polarized
functions. Given a stratified Ka¨hler space X with a compatible complex analytic
structure, for any stratum, endowed with the complex structure coming from the
induced Ka¨hler polarization on that stratum, the restriction map from X to that
stratum is plainly complex analytic.
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Proposition 2.4. Given a stratified Ka¨hler space X together with a normal compatible
complex analytic structure, if the stratification of X (as a stratified symplectic space)
has an open and dense stratum, the sheaf of germs of holomorphic functions coincides
with that of polarized functions.
Proof. The open and dense stratum is necessarily contained in the top complex
analytic stratum. A continuous function in X which is holomorphic in the strata, in
particular in the open and dense stratum, is necessarily itself holomorphic, since on
a normal space Riemann’s extension theorem holds. See e. g. Whitney’s book [92]
or Grauert-Remmert [16] for details. Consequently a polarized smooth complex
function in X is necessarily holomorphic. 
We do not know whether for a general stratified Ka¨hler space having a compatible
complex analytic structure the sheaf of germs of holomorphic functions actually
coincides with that of polarized functions, nor do we know whether a stratified
Ka¨hler polarization on a stratified symplectic space X necessarily determines a
compatible complex analytic structure on X .
Borrowing some terminology from the language of sheaves, we will say that a
smooth space X , with smooth structure C∞(X), is fine provided for an arbitrary
locally finite open covering U = {Uλ} of X , there is a partition of unity {uλ}
subordinate to U (i. e. supp(uλ) ⊆ Uλ) with uλ ∈ C∞(X) for every λ; such a
function uλ will then be referred to as a bump function. The notion of fine space
will help us avoid having to talk about the sheaf of germs of smooth functions.
Theorem 2.5. Let X be a fine stratified symplectic space, endowed with a complex
analytic structure. Suppose that the symplectic stratification is a refinement of the
complex analytic one and that germs of holomorphic functions belong to the stratified
symplectic structure, that is, are smooth functions in X. Then the C∞(X,C)-submodule
P of Ω1(X,C){·,·} generated by differentials of the kind udf where f is holomorphic
in X and u a bump function is a stratified Ka¨hler polarization for X, necessarily
compatible with the complex analytic structure, if and only if, for every pair f, h of
holomorphic functions in X, the Poisson bracket {f, h} vanishes.
Proof. Given differentials udf and vdh where u and v are bump functions and f and
h holomorphic functions in X ,
(*) [udf, vdh] = u{f, v}dh+ v{u, h}df + uvd{f, h}.
Suppose that {f, h} vanishes for any pair of holomorphic functions f and h in X .
The identity (∗) implies that the C∞(X,C)-submodule P of Ω1(X,C){·,·} is then
closed under the Lie bracket. Let Y be a stratum of X . We must show that the
C∞(Y,C)-submodule PY of Ω
1(Y,C) generated by the image of P under (2.2) passes
under (2.1) (where Y plays the role of N in (2.1)) to the space of sections of an
ordinary Ka¨hler polarization on Y . Since the problem is local, we may suppose
that X is the zero locus of a finite set f1, . . . , fq of holomorphic functions on a
polydisc U in some Cn, with coordinates w1, . . . , wn. Restricted to the stratum Y , the
holomorphic functions w1, . . . , wn will not be independent but, since Y is a smooth
complex submanifold of U , the C∞(Y,C)-submodule PY of Ω
1(Y,C) generated by
the differentials dw1, . . . , dwn coincides with the C
∞(Y,C)-submodule PY of Ω
1(Y,C)
generated by the holomorphic differentials in Y . More precisely, suitable holomorphic
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coordinate functions ζ1, . . . , ζℓ on Y may be written as holomorphic functions in
the w1, . . . , wn, whence the C
∞(Y,C)-submodule PY of Ω
1(Y,C) generated by the
differentials dw1, . . . , dwn coincides with that generated by the differentials dζ1, . . . , dζℓ.
By virtue of Proposition 2.3, the latter generate the Ka¨hler polarization in our sense.
Conversely, when P is a stratified Ka¨hler polarization for X , given holomorphic
functions f and h in X , in view of Proposition 2.3, the bracket {f, h} is zero on
every stratum, that is, {f, h} is zero. 
Under the circumstances of Theorem 2.5, the stratified Ka¨hler polarization P is
determined by the complex analytic structure; if, on the other hand, P determines
the complex analytic structure in the sense that the sheaf of germs of polarized
functions actually coincides with that of holomorphic functions, P will be said to
be a complex analytic stratified Ka¨hler polarization, and the corresponding space will
be referred to as a complex analytic stratified Ka¨hler space. A complex analytic
stratified Ka¨hler space which, as a complex analytic space, is normal will be said to
be a normal Ka¨hler space. Normal Ka¨hler spaces constitute a particularly nice class
of stratified Ka¨hler spaces. All the examples of stratified Ka¨hler spaces known to us
are normal Ka¨hler spaces.
The following is now a mere observation; yet we spell it out since it looks
exceedingly attractive.
Proposition 2.6. A function f in a complex analytic stratified Ka¨hler space X
is holomorphic if and only if {w, f} = 0 for every holomorphic function w in X.
Moreover, near any point p of X, the requisite complex analytic stratified Ka¨hler
polarization P has a finite set of C∞(X,C)-module generators dw1, . . . , dwn where
w1, . . .wn are holomorphic functions in X defined near p, and a function f in X is
holomorphic (near p) if and only if
(2.6.1) {wj , f} = 0, 1 ≤ j ≤ n. 
Under such circumstances, the equations (2.6.1) may be viewed as Cauchy-Riemann
equations for the complex analytic stratified Ka¨hler space X . Thus the Cauchy-
Riemann equations make sense even though X is not necessarily smooth.
Henceforth every stratified symplectic space will be assumed to be fine. When X
is a smooth symplectic manifold, viewed as a (fine) stratified symplectic space with
a single stratum, Theorem 2.5 comes down to the usual characterization of a Ka¨hler
structure on X in terms of a Ka¨hler polarization. However, to attack the question
whether a stratified Ka¨hler polarization on a general stratified symplectic space X
necessarily determines a compatible complex analytic structure on X , one would have
to develop a theory of obstructions to realizing germs of stratified Ka¨hler spaces as
complex analytic germs in a compatible fashion. In the smooth (i. e. manifold)
case, there is no such realization problem since manifolds are locally modeled on
affine spaces, and complex structures on affine spaces are handled by standard linear
algebra.
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3. The closure of a holomorphic nilpotent orbit
In this section we will show that the closure of a holomorphic nilpotent orbit inherits
a normal complex analytic stratified Ka¨hler structure. Moreover, we will give a
complete classification of holomorphic nilpotent orbits, and we will explicitly describe
the real and complex structures of the closure of any holomorphic nilpotent orbit.
3.1. Reductive Lie algebras of hermitian type. Following [77] (p. 54), we
define a (semisimple) Lie algebra of hermitian type to be a pair (g, z) which consists
of a real semisimple Lie algebra g with a Cartan decomposition g = k ⊕ p and a
central element z of k, referred to as an H-element , such that Jz = ad(z)
∣∣
p
is a
(necessarily K-invariant) complex structure on p. Sometimes we will then say that
g is of hermitian type, without explicit reference to an H-element. Slightly more
generally, a reductive Lie algebra of hermitian type is a reductive Lie algebra g
together with an element z ∈ g whose constituent z′ (say) in the semisimple part
[g, g] of g is an H-element for [g, g] [77] (p. 92). Given two semisimple (or reductive)
Lie algebras (g1, z1) and (g2, z2) of hermitian type, a morphism φ: g1 → g2 of Lie
algebras is said to be an H1-homomorphism provided φ ◦ ad(z1) = ad(z2) ◦ φ. For a
real semisimple Lie algebra g, with Cartan decomposition g = k⊕p, we write G for its
adjoint group and K for the (compact) connected subgroup of G with Lie(K) = k; the
requirement that g be of hermitian type is equivalent to G
/
K being a (non-compact)
hermitian symmetric space. Given g, the space of H-elements or, equivalently, the
manifold of corresponding Cartan decompositions, may be identified with a disjoint
union (G/K+)∪ (G/K−) of two copies of the homogeneous space G/K in an obvious
fashion, G/K+ and G/K− being the connected components containing z and −z,
respectively. For example, for g = sp(1,R) = sl(2,R), G/K+ and G/K− are the two
connected components of a standard hyperboloid.
Given a real semisimple Lie algebra (g, z) of hermitian type, the underlying Lie
algebra g decomposes as
(3.1.1) g = g0 ⊕ g1 ⊕ . . .⊕ gk
where g0 is the maximal compact semisimple ideal and where g1, . . . , gk are non-
compact and simple. For a non-compact simple Lie algebra with Cartan decomposition
g = k ⊕ p, the k-action on p coming from the adjoint representation of g is faithful
and irreducible whence the center of k is then at most one-dimensional; indeed g
has an H-element turning it into a Lie algebra of hermitian type if and only if the
center of k has dimension one. In view of E. Cartan’s infinitesimal classification of
irreducible hermitian symmetric spaces, the classical Lie algebras su(p, q) (An, n ≥ 1,
where n + 1 = p + q), so(2, 2n − 1) (Bn, n ≥ 2), sp(n,R) (Cn, n ≥ 2), so(2, 2n − 2)
(Dn,1, n > 2), so
∗(2n) (Dn,2, n > 2) together with the real forms e6(−14) and e7(−25)
of the exceptional Lie algebras e6 and e7, respectively, constitute a complete list of
simple Lie algebras of hermitian type. We refer to su(p, q), sp(n,R) and so∗(2n) as
the standard cases .
3.2. Holomorphic and pseudoholomorphic orbits. Let (g, z) be a semisimple
Lie algebra of hermitian type. Then, cf. [77], k = ker(ad(z)) and p = [z, g], that
is, the Cartan decomposition g = k ⊕ p is encapsulated in the choice of H-element
z. As usual, let pC = p+ ⊕ p− be the decomposition of the complexification pC of p
into (+i)- and (−i)-eigenspaces of Jz, respectively. Thus p+ is the span of w− iJzw
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(= w − i[z, w]) and p− that of w + iJzw (= w + i[z, w]) where w runs through p.
The association w 7→ w − iJzw is an isomorphism of complex vector spaces from p,
endowed with the complex structure Jz, onto p
+. We will refer to an adjoint orbit
O ⊆ g having the property that the projection map from g to p, restricted to O, is a
diffeomorphism onto its image, as a pseudoholomorphic orbit. In Lemma 3.3.6 below
we shall show that a pseudoholomorphic nilpotent orbit maps (diffeomorphically) onto
a smooth complex submanifold of p, and in (3.4) below we shall show that a non-
nilpotent pseudoholomorphic orbit necessarily maps diffeomorphically onto p. Thus a
pseudoholomorphic orbit O inherits a complex structure from the complex structure
Jz on p, and this complex structure, combined with the Kostant-Kirillov-Souriau form
on O, viewed as a coadjoint orbit by means of (a positive multiple of) the Killing
form, turns O into a (not necessarily positive) Ka¨hler manifold. Indeed, a choice of
(complex) basis ζ1, . . . , ζk of p
+ yields holomorphic coordinate functions on p∗ which,
together with their complex conjugates ζ1, . . . , ζk, may be used as coordinates for the
smooth complex functions on p∗; since, by assumption, the composite of the injection
of O into g∗ = k∗ ⊕ p∗ (identified with g via a suitable multiple of the Killing form,
see below), combined with the projection to p∗, is a diffeomorphism onto its image,
these functions yield coordinate functions on O which, with an abuse of notation, we
still write as ζ1, . . . , ζk and ζ1, . . . , ζk; we shall see below that every smooth complex
function on O may be written as a function in these variables. Since the constituents
p+ and p− are abelian subalgebras of gC, cf. [23] (p. 313), [77] (p. 55), on O the
Poisson-Lie brackets {ζj , ζj′} vanish since the Poisson bracket on O is induced from
the Lie bracket on g. Furthermore, since [p, p] = k, the Poisson-Lie brackets {ζj, ζj′}
are given by the restriction to O ⊂ k ⊕ p of the resulting complex functions on k
determined by the Lie bracket in k. In view of Proposition 2.3, the complex structure
and the symplectic structure corresponding to the Poisson structure thus combine
to a (not necessarily positive) Ka¨hler structure on O; this will be made precise in
Theorem 3.7.1 below. For nilpotent orbits, we will make this somewhat roundabout
reasoning more perspicuous in Theorem 3.3.11 via the classification given in Theorem
3.3.3 below.
We now choose a positive multiple of the Killing form. We will say that a
pseudoholomorphic orbit O is holomorphic provided the resulting Ka¨hler structure
on O is positive. Any positive multiple of the Killing form will do; passing from
one choice to another one amounts to rescaling the resulting hermitian form. The
notion of holomorphic orbit relies on the choice of H-element z (while the notion of
pseudoholomorphic orbit does not); given a holomorphic orbit O, when z is replaced by
−z, −O (and not O) will be holomorphic with respect to −z. Sometimes we will refer
to an orbit which is holomorphic with respect to −z as an antiholomorphic orbit. The
name “holomorphic” is intended to hint at the fact that the holomorphic discrete
series representations arise from holomorphic quantization on integral semisimple
holomorphic orbits but, beware, the requisite complex structure is not the one arising
from projection to the symmetric constituent of the Cartan decomposition.
In particular, we can talk about holomorphic nilpotent orbits . A different definition
of holomorphic nilpotent orbit may be found in [87] which, as we will show in Remark
3.3.13, is equivalent to ours.
Henceforth the closure is always understood to be taken in the ordinary (not
Zariski) topology. Let (g, z) be a semisimple Lie algebra of hermitian type. With
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reference to the decomposition (3.1.1), any (pseudo)holomorphic nilpotent orbit O
in g may be written as O = O1 × . . . × Ok where, for 1 ≤ j ≤ k, each Oj is a
(pseudo)holomorphic nilpotent orbit in gj , with reference to the component zj of z in
gj . Consequently, any orbit O′ in the closure of O may be written as O′ = O′1×. . .×O′k
where, for 1 ≤ j ≤ k, each O′j is in the closure of Oj . This reduces the study
of general (pseudo)holomorphic nilpotent orbits (and of their closures) to that of
(pseudo)holomorphic nilpotent orbits in simple hermitian Lie algebras.
We now spell out the main result of this section.
Theorem 3.2.1. Given a semisimple Lie algebra (g, z) of hermitian type, for any
holomorphic nilpotent orbit O, the diffeomorphism from O onto its image in p extends
to a homeomorphism from the closure O onto its image in p, this homeomorphism
turns O into a complex affine variety in such a way that, g being suitably identified
with its dual so that O is identified with the closure of a coadjoint orbit, the following
hold: The induced complex analytic structure on O combines with the resulting Poisson
structure to a normal complex analytic stratified Ka¨hler structure, and the closure O is
a union of finitely many holomorphic nilpotent orbits. Furthermore, when g is simple,
a pseudoholomorphic nilpotent orbit O having the property that the diffeomorphism
from O onto its image in p extends to a homeomorphism from the closure O onto
its image in p is necessarily holomorphic or antiholomorphic.
Theorem 3.2.1 will be a consequence of Theorem 3.3.3 below save that the complex
analytic stratified Ka¨hler structure will be explained in Subsection 3.7 below. In
the classical cases, the real and complex analytic structures of the closure O of any
holomorphic nilpotent orbit O will be elucidated in Theorems 3.5.4, 3.5.5, and 3.6.2
below. The normality will be explained in Theorems 3.5.5, 3.6.3, 5.3.3, 8.4.1, 8.4.2.
3.2.2. The case of sl(2,R). This Lie algebra is (well known to be) of hermitian
type, in the following fashion: The nilpotent elements E =
[
0 1
0 0
]
and F =
[
0 0
1 0
]
together with the semisimple one H =
[
1 0
0 −1
]
span sl(2,R), subject to the relations
(3.2.2.1) [E, F ] = H, [H,E] = 2E, [H,F ] = −2F,
and Z = 12 (E − F ) is an H-element. The Cartan decomposition determined by the
choice of Z has the form sl(2,R) = k⊕ p in such a way that E −F spans k ∼= R and
E + F and H span p. The induced complex structure JZ on p is given by
JZ(E + F ) = H, JZ(H) = −(E + F ),
and E + F is a basis of p, viewed as a complex vector space. Thus (sl(2,R), Z)
is of hermitian type. More generally, for any ℓ ≥ 1, the product (sl(2,R)ℓ, Zℓ) =
(sl(2,R)ℓ, Z, . . . , Z) of ℓ copies of (sl(2,R), Z) is of hermitian type.
For intelligibility we reconcile the (well known) classification of orbits in sl(2,R)
with the notions of holomorphic and antiholomorphic orbit. The nilcone in sl(2,R)
consists of all α ∈ sl(2,R) with det(α) = 0 and decomposes into the disjoint union of
the orbits O+(0) and O−(0) (say) of E and F , respectively, together with the orbit
which consists merely of the origin. For ε > 0, the two-sheeted hyperboloid consisting
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of all α ∈ sl(2,R) with det(α) = ε2 decomposes into the two elliptic SL(2,R)-orbits
of 2εZ and −2εZ which we denote by O+(ε) and O−(ε), respectively.
We will now show that the orbits O+(ε) and O−(ε) are holomorphic and antiholo-
morphic, respectively (ε ≥ 0). To this end, let b0 = E − F , b1 = E + F , b2 = H. For
ε > 0, O+(ε) and O−(ε) are the G-orbits of εb0 and −εb0, respectively and, when
x0, x1, x2 ∈ sl(2,R)∗ denote the coordinate functions in this basis, det(α) = x20−x21−x22.
Thus, for ε ≥ 0,
O+(ε) = {(x0, x1, x2); x21 + x22 + ε2 = x20, x0 > 0}
O−(ε) = {(x0, x1, x2); x21 + x22 + ε2 = x20, x0 < 0}.
The Lie algebra sl(2,R) may be identified with its dual via any positive multiple
of the Killing form k (k(α, β) = 4 trace(αβ)); the positivity is necessary in order
for the isomorphism from p to p∗ to preserve the natural orientations given by the
complex structures. To obtain simple formulas, we will now identify sl(2,R) and p
with their duals by means of the adjoint
φ: sl(2,R) −→ sl(2,R)∗, α 7→ φα: sl(2,R)→ R,
of the trace pairing (which is one fourth of the Killing form), that is, for α, β ∈ sl(2,R),
φα(β) = trace(αβ). Then φb0 = −2x0, φb1 = 2x1, φb2 = 2x2, or, equivalently, when
b0, b1, b2 are viewed as linear functions on sl(2,R)
∗,
b0
2
◦ φ = −x0, b1
2
◦ φ = x1, b2
2
◦ φ = x2.
The Poisson structure on sl(2,R) induced via φ is determined by (3.2.2.1) and is
therefore given by the formulas
(3.2.2.2) {x1, x2} = x0, {x0, x2} = x1, {x0, x1} = −x2.
The orthogonal projection from sl(2,R) to the plane p, restricted to O+(ε) or to
O−(ε) (ε ≥ 0), is plainly a diffeomorphism onto its image in p which is onto p for
ε > 0; for ε = 0, this diffeomorphism extends to a homeomorphism from O+(0) as
well as from O−(0) onto p. For ε ≥ 0, we now parametrize the orbits O±(ε) by the
plane p. For ε > 0, we take x1 and x2 as coordinate functions for the plane p while,
for ε = 0, the requisite (non-standard) smooth structure C∞ on p is the algebra of
smooth functions in the variables x0, x1, x2, subject to the relation x
2
1+x
2
2 = x
2
0. The
Poisson structures induced on p from the Poisson structures on the orbits via the
parametrizations are now given by
{x1, x2} = x0 =
{ √
ε2 + (x21 + x
2
2) for O+(ε)
−
√
ε2 + (x21 + x
2
2) for O−(ε)
when ε > 0 and by (3.2.2.2), subject to the relation x21 + x
2
2 = x
2
0, when ε = 0.
In the latter case, the Poisson structure extends the symplectic Poisson structure
on O+(0) (as well as that on O−(0)) to one on O+(0) ∼= p (or O−(0) ∼= p) (cf.
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[32, 38, 39]). The induced complex structure JZ on p is standard, with holomorphic
coordinate ζ = x1 + ix2. Consequently, when p is used to parametrize O+(ε),
the resulting hermitian form may be written as dζdζ√
ε2+ζζ
and, when p is used to
parametrize O−(ε), this form may accordingly be written as − dζdζ√
ε2+ζζ
. Thus, the
orbits O+(ε) are holomorphic and the orbits O−(ε) are antiholomorphic, whatever
ε ≥ 0, and the Poisson and complex analytic structures turn O+(0) into a normal
positive Ka¨hler space and, likewise, O−(0) into a normal “negative” Ka¨hler space.
Moreover, for ε > 0, the Ka¨hler manifold O+(ε) contracts into the normal Ka¨hler
space O+(0) and, likewise, O−(ε) contracts into O−(0). Hence, ε being viewed as
a deformation parameter, the singular normal Ka¨hler structure on O+(0) deforms
into an ordinary Ka¨hler structure; under this deformation, the non-standard Poisson
structure “resolves” into an ordinary smooth symplectic Poisson structure while the
complex analytic structure is not deformed. In Section 9 we will recall the notion of
contraction and show how this relationship between O+(0) and the O+(ε)’s (ε > 0)
extends to arbitrary holomorphic nilpotent orbits.
For ε > 0, the complex structure JZ (say) on O+(ε) and O−(ε) induced from the
complex structure JZ on p via the projection to p is not the hermitian symmetric
space structure. In order to see this, we note that, for ε > 0, the stereographic
projection
(x0, x1, x2) 7−→ (y1, y2) =
(
x1
1 + x0
ε
,
x2
1 + x0
ε
)
identifies each O+(ε) with the generalized Poincare´ disc Dε = {(y1, y2) : y21 + y22 < ε}
in the (y1, y2)-plane, generalized in the sense that, in the literature, for ε = 1, this is
the familiar Poincare´ disc; see e. g. (3.7.5) in [5]. A straightforward calculation gives
{y1, y2} = ε4
(
1− r2
ε2
)2
where r2 = y21 + y
2
2 whence the induced symplectic structure
ω on Dε may be written as ω =
1
ε
4(
1− r
2
ε2
)2 dy1 ∧ dy2. This is the Ka¨hler form of
the hermitian metric 1
ε
4(
1− r
2
ε2
)2 dσdσ on Dε with holomorphic coordinate σ = y1+ iy2
to which the hermitian symmetric space hermitian form on O+(ε) passes under
the stereographic projection. Thus the latter is a symplectomorphism but it is not
compatible with the complex structures when O+(ε) is endowed with the complex
structure JZ since then the coordinate change (x1, x2) 7→ (y1, y2) is not holomorphic.
Thus, when endowed with the Ka¨hler structure determined by JZ , O+(1) is only
symplectically a model for the Siegel space (the space of complex structures on the
plane compatible with its standard symplectic structure).
Remark. The hermitian symmetric space Ka¨hler metric on O+(ε) (equivalently: on
Dε, with the metric
1
ε
4(
1− r
2
ε2
)2 dσdσ) has constant negative curvature equal to − 1ε2
while the hermitian form dζdζ√
ε2+ζζ
has strictly negative curvature which is constant
only along K-orbits, K = U(1) being the maximal compact subgroup of SL(2,R)
determined by the choice of JZ . Indeed, a calculation shows that, for ε ≥ 0,
(O+(ε), JZ) has curvature equal to − ε2
(ε2+ζζ)
5
2
; notice that ζ 6= 0 when ε = 0. This
shows again that, for ε > 0, JZ does not yield the hermitian symmetric space
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structure on O+(ε). Moreover, this formula entails that, in particular, O+(0) (as
well as O−(0)) is flat (has zero curvature).
3.3. Classification of pseudoholomorphic nilpotent orbits. Let g be a real
Lie algebra. As usual, we will refer to a triple (e, f, h) of elements of g as an
sl(2)-triple in g provided [h, e] = 2e, [h, f ] = −2f, [e, f ] = h. An sl(2)-triple (e, f, h)
plainly determines and is determined by a homomorphism κ: sl(2,R)→ g of real Lie
algebras via κ(E) = e, κ(F ) = f, κ(H) = h. Suppose in addition that g is semisimple,
with Cartan involution ϑ and Cartan decomposition g = k ⊕ p. We will say that
an sl(2)-triple (e, f, h) in g is invariant provided e − f ∈ k and e + f, h ∈ p. An
sl(2)-triple (e, f, h) in g is plainly invariant if and only if the corresponding Lie
algebra homomorphism κ is compatible with the Cartan involutions.
Let (g, z) be a simple Lie algebra of Hermitian type, with Cartan decomposition
g = k ⊕ p. We will say that an invariant sl(2)-triple is holomorphic or an H1-triple
provided the Lie algebra homomorphism from sl(2,R) to g it determines is an H1-
homomorphism. An invariant sl(2)-triple (e, f, h) is plainly an H1-triple if and only
if
(3.3.1) Jz(e+ f)(= [z, e+ f ]) = h, Jz(h)(= [z, h]) = −(e+ f).
We will deduce the classification of holomorphic nilpotent orbits in g from the
relative root system. We will systematically denote the split rank, also called real
rank (the dimension of a maximal abelian subalgebra of p) by r. The following result
is a version of an observation spelled out as Remark 3 on p. 62 of [77] and we
therefore label it as a Proposition. This observation, in turn, is a consequence of the
existence of r strongly orthogonal (absolute) roots relative to the complexification
of a compact Cartan subalgebra (referred to as well as compactly embedded Cartan
subalgebra in the literature), cf. Lemma II.4.3 on p. 60 of [77].
Proposition 3.3.2. Given a simple Lie algebra (g, z) of Hermitian type and split
rank r, with Cartan decomposition g = k⊕ p, a choice of maximal abelian subalgebra
ap of p determines a system (e1, f1, h1), . . . ,(er, fr, hr) of H1-triples which combine
to an H1-embedding of (sl(2,R)
r, Zr) into (g, z) in such a way that the following hold.
1) The elements h1, . . . , hr constitute a basis of ap.
2) With the notation (ξ1, . . . , ξr) for the basis of a
∗
p dual to h1, . . . , hr, the relative
root system S = S(g, ap) ⊆ a∗p determined by ap is given by
S =
{ {±ξj ± ξk (j 6= k), ±2ξj} type (Cr), or
{±ξj ± ξk (j 6= k), ±2ξj ,±ξj} type (BCr).
3) The H-element z of g equals 12 (e1 − f1 + · · ·+ er − fr) if and only if S is of type
(Cr).
4) The H1-embedding of (sl(2,R)
r, Zr) into (g, z) extends to an H1-embedding of
sp(r,R) into g, sp(r,R) being endowed with the appropriate H-element, and this
embedding identifies the two H-elements if and only if S is of type (Cr).
We will say that a simple Lie algebra of hermitian type is regular provided its
relative root system is of type (Cr), and we will say that it is non-regular otherwise.
This notion of regularity fits with that of regularity of pre-homogeneous spaces to be
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examined in Section 7 below. For the corresponding symmetric domain, regularity
amounts to the property of being a tube domain.
Proof. To adjust the notation on p. 110 of [77] to ours, recall that in [77] (p. 92
and p. 109) certain root vectors Xk, Yk, Hk ∈ gC (1 ≤ k ≤ r) are given satisfying the
equations
[Hk, Xk] = −2Yk, [Hk, Yk] = 2Xk, [Xk, Yk] = 2Hk.
Then the triples (ek, fk, hk) given by
ek =
1
2
(Yk +Hk), fk =
1
2
(Yk −Hk), hk = Xk
(cf. III.1.6. on p. 91 and III.2.9 on p. 97 of [77]) will have the properties asserted
in 1) and 2).
The statement 3) is a consequence of Corollary III.1.6 on p. 94, combined with Re-
mark 1 in III.8 on p. 150 of [77]. To justify statement 4) we observe that, in the regular
case, appropriate root vectors for the relative root system S span a copy of sp(r,R) in
g. In the non-regular case, the relative root system S = {±ξj ± ξk (j 6= k), ±2ξj ,±ξj}
contains the subsystem S′ = {±ξj ± ξk (j 6= k), ±2ξj} and, likewise, appropriate root
vectors for the latter span a copy of sp(r,R) in g. 
Remark. For intelligibility, we list the various types of the relative root systems
that occur here, cf. [77] p. 115:
su(q, q): (Cq); su(p, q), p > q: (BCq); so(2, q): (C2) (q ≥ 3); sp(n,R): (Cn);
so∗(2n):
{
(Cn
2
), n even
(BC[n2 ]), n > 2 odd
; e6(−14): (BC2); e7(−25): (C3).
Given a simple Lie algebra (g, z), with adjoint group G, for 0 ≤ t, u ≤ r, t+u ≤ r,
let et,u = e1 + · · · + et − et+1 − · · · − et+u ∈ g and let Ot,u = Get,u ⊆ g; this is
plainly a nilpotent orbit in g. We will refer to (t, u) as the type of Ot,u, to
t + u as its rank , and to t − u as its signature. For later reference, we will write
ft,u = f1 + · · ·+ ft − ft+1 − · · · − ft+u ∈ g (0 ≤ t, u ≤ r, t+ u ≤ r).
Theorem 3.3.3. For a simple Lie algebra (g, z) of hermitian type and split rank
r, the (r+1)(r+2)2 nilpotent orbits Ot,u (0 ≤ t, u ≤ r, t + u ≤ r) constitute a complete
list of the pseudoholomorphic nilpotent orbits. Given such an orbit Ot,u, an orbit O′
distinct from Ot,u is in the closure of Ot,u if and only if O′ = Ot′,u′ for some t′ ≤ t
and u′ ≤ u with t′+u′ < t+u. In particular, the orbits Ot,0 (t ≤ r) and O0,u (u ≤ r)
are precisely the holomorphic and antiholomorphic ones, respectively.
Addendum. For a nilpotent orbit O of a simple Lie algebra (g, z) of hermitian type,
the property of being holomorphic, antiholomorphic, or pseudoholomorphic does not
depend on the choice of H-element z. More precisely: Once an H-element z has been
chosen, when O is holomorphic or antiholomorphic with respect to z, it will be so
with respect to any z˜ in the space G/K of H-elements; when O is pseudoholomorphic
with respect to z, it will be so with respect to any z˜ in the space (G/K+)∪ (G/K−).
The proof requires some preparation: Following the procedure in III.4 of [77]
(p. 110), we choose the basis ∆ = {γ1, . . . , γr} of S where γj = ξj − ξj+1 for
1 ≤ j ≤ r− 1 and where γr = ξr in the regular case and γr = 2ξr in the non-regular
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case. Let S = S+ ∪ S− be the resulting decomposition into positive and negative
relative roots, so that
S+ =
{ {ξj ± ξk (j < k), 2ξj} regular case
{ξj ± ξk (j < k), 2ξj, ξj} non-regular case.
For λ ∈ S, let gλ be its root space and, for any S′ ⊆ S, write gS′ = ∑λ∈S′ gλ.
Thus g decomposes as g = l⊕ gS where l = m + ap is the centralizer of ap in g, m
being the centralizer of ap in k. With the notation n
+ = gS
+
, the resulting Iwasawa
decomposition has the form g = k+ap+n
+; accordingly, we write G = KApN for the
corresponding global Iwasawa decomposition—in particular, this fixes the nilpotent
group N—and, for later reference, we write n− = gS
−
.
For k = 1, . . . , r, let
ek = e1 + · · ·+ ek, fk = f1 + · · ·+ fk, hk = h1 + · · ·+ hk;
this yields the H1-triple (e
k, fk, hk) and we write κk: sl(2,R)→ g for the resulting H1-
homomorphism. Here and below the ordering of the H1-triples (ek, fk, hk) (1 ≤ k ≤ r)
does not matter. For k = 1, . . . , r, the parabolic subalgebra qk of g (written as bκ in
[77] III.2 (p. 95)) which is determined by (ek, fk, hk) or, what amounts to the same,
by κk, has Levi decomposition qk = lk ⊕ n+k where lk is the (reductive) centralizer of
hk in g, and
(3.3.4(k)) g = n−k ⊕ lk ⊕ n+k .
Let n+(0) = {x ∈ n+; [hr, x] = 0}, n−(0) = {x ∈ n−; [hr, x] = 0}, for j = 1, 2, let
n(j) = {x ∈ n+; [hr, x] = jx}, n(−j) = {x ∈ n−; [hr, x] = −jx}
and, more generally, given 1 ≤ k ≤ r, let
nk(j) = {x ∈ n+; [hk, x] = jx}, nk(−j) = {x ∈ n−; [hk, x] = −jx}.
We note that nk(1) and nk(2) correspond to Vκ and Uκ in III.2 of [77] (p. 95 ff.),
respectively. The following is well known (and easy to prove).
Lemma 3.3.5. As a vector space, the nilpotent Lie algebra n+ decomposes as
n+ = n+(0)⊕ n(1)⊕ n(2),
and the decomposition yields a graded Lie algebra (“graded” being understood in the
obvious naive sense) whence, in particular, n(2) is abelian. Furthermore, in the
regular case, n(1) is zero while, in the non-regular case, n+r which, as a vector space,
is the direct sum n(1) ⊕ n(2), may be written as a central Lie algebra extension
0→ n(2)→ n+r → n(1)→ 0 with abelian quotient, i. e. as a Heisenberg algebra. More
generally, for 1 ≤ k ≤ r, as a vector space, n+k decomposes as n+k = nk(1)⊕ nk(2). 
To spell out the next lemma we recall that the linear K-action on p, viewed as a
complex vector space via the complex structure Jz, extends canonically to a linear
KC-action on this vector space.
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Lemma 3.3.6. Each nilpotent orbit Ot,u(= Get,u) (where 0 ≤ t, u ≤ r, t + u ≤ r) is
pseudoholomorphic, that is, the projection from Ot,u to p is a diffeomorphism onto
its image in p, and the image of Ot,u in p is the KC-orbit of 12 (et,u + ft,u).
Proof. Write n+p ⊆ n(2) and n−p ⊆ n(−2) for the span of e1, e2, . . . , er and f1, f2, . . . , fr,
respectively. We claim that Gn+p = Kn
+
p . Indeed, Gn
+
p is the union of the orbits Ot,u
(0 ≤ t, u ≤ r, t+ u ≤ r). By Lemma 3.3.5, [n+, n(2)] ⊆ n(2); hence Nn+p = n+p since
N acts trivially on n+(2). Furthermore, n+p is closed under the Ap-action. Thus,
by virtue of the Iwasawa decomposition G = KApN of G, Gn
+
p = Kn
+
p as asserted.
Consequently the orbit Ot,u = G(e1+ · · ·+ et− et+1 − · · ·− et+u) decomposes into the
K-orbits of the elements
et,u,λ = λ1e1 + · · ·+ λtet − λt+1et+1 − · · · − λt+uet+u,
where λ = (λ1, . . . , λt+u) ∈ Rt+u with λj > 0 (1 ≤ j ≤ t+u). In view of the action of
the relative Weyl group, which contains a copy of the symmetric group on r letters,
we normalize λ by requiring λ1 ≤ λ2 ≤ · · · ≤ λt and λt+1 ≤ · · · ≤ λt+u. Likewise the
orbit G(f1+ · · ·+ ft− ft+1−· · ·− ft+u) decomposes into the K-orbits of the elements
ft,u,µ = µ1f1 + · · ·+ µtft − µt+1ft+1 − · · · − µt+uft+u
where µ = (µ1, . . . , µt, µt+1, . . . , µt+u) ∈ Rt+u with µj > 0 (1 ≤ j ≤ t+ u).
The image in p of et,u,λ under the orthogonal projection to p is the element
1
2 (et,u,λ + ft,u,λ) ∈ p. Using the (known) structure of the stabilizer of any nilpotent
element in a semisimple Lie algebra, cf. e. g. Theorem 1.7 in [24], we conclude that
the stabilizer ZK(
1
2 (et,u,λ + ft,u,λ)) in K of
1
2 (et,u,λ + ft,u,λ) ∈ p coincides with the
stabilizer ZK(et,u,λ) in K of et,u,λ. More precisely: The nilpotent element e = et,u,λ
belongs to the invariant sl(2)-triple (e, f, h) where
f =
1
λ1
f1 + · · ·+ 1
λt
ft − 1
λt+1
ft+1 − · · · − 1
λt+u
ft+u
and h = h1 + · · ·+ ht + ht+1 + · · ·+ ht+u; we note that (e, f, h) is an H1-triple if and
only if u = 0 and if λ1 = · · · = λt+u = 1. The stabilizer ZG(e) of e in the adjoint
group G of g is contained in the Jacobson-Morozow parabolic subgroup Q = UL (say)
associated with (e, f, h) (where U is the unipotent radical and L the Levi subgroup),
and the reductive constituent of ZG(e) is contained in the (reductive) stabilizer
ZG(s) of the entire triple (where s refers to the copy of sl(2,R) in g generated by
e, f, h) whence ZK(e) = ZG(e) ∩K is contained in ZG(s), in fact, equals ZG(s) ∩K;
the notation in [24] is (X, Y,H) for our (e, f, h). Noting that, with reference to
the Cartan involution ϑ on g, ft,u,λ = −ϑ(et,u,λ) = −ϑ(e), we must show that the
inclusion ZK(e) ⊆ ZK( 12 (e − ϑe)) is the identity. In order to justify this assertion,
we note first that, when u = 0 and λ1 = · · · = λt = 1, we have e = e1 + · · ·+ et = et,
f = f1 + · · · + ft = f t, and Jz(e + f) = h = h1 + · · · + ht = ht; this implies that
ZK(e + f) = ZK(h) = K ∩ Lt (since Jz commutes with the adjoint action of K
on g) where Lt refers to the Levi subgroup of the parabolic subgroup Qt = UtLt
associated with the H1-triple (e
t, f t, ht). Thus ZK(e + f) now coincides with the
stabilizer in K of h. The latter, in turn, equals the stabilizer ZK(e) of e in K;
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since the factor 12 is irrelevant, we conclude that ZK(
1
2(e+ f)) is equal to ZK(e) in
this special case. Next we consider the case where e = e1+ · · ·+ et− et+1− · · ·− et+u
and f = f1 + · · · + ft − ft+1 − · · · − ft+u. Noting that e and f are conjugate to
e1+ · · ·+ et+ et+1+ · · ·+ et+u and f1+ · · ·+ ft+ ft+1+ · · ·+ ft+u, respectively, in the
complexification gC, taking suitable conjugates of stabilizers in the complexification
of G, we conclude that ZK(
1
2(e+ f)) coincides with ZK(e). Finally, we may reduce
the general case to the one just established by noting that et,u,λ and ft,u,λ arise
from e1+ · · ·+ et− et+1−· · ·− et+u and f1+ · · ·+ ft− ft+1−· · ·− ft+u respectively as
the result of the adjoint action with a suitable element from the constituent Ap in
the Iwasawa-decomposition G = KApN . Consequently ZK(
1
2(e + f)) coincides with
ZK(e) in the general case.
We conclude that the projection from Ket,u,λ onto its image in p is a diffeomorphism.
Furthermore, with the above normalization, the orbits K( 12(et,u,λ + ft,u,λ)) ⊆ p
(0 < λ1 ≤ λ2 ≤ · · · ≤ λt and 0 < λt+1 ≤ · · · ≤ λt+u) are mutually disjoint, and their
union coincides with the KC-orbit of 12(et,u + ft,u) in p as may be see from writing
out the KC-action on p in terms of the polar decomposition KC = Kexp(ik) of KC.
In particular, given 0 < λ1 ≤ λ2 ≤ · · · ≤ λt and 0 < λt+1 ≤ · · · ≤ λt+u, for some
X ∈ k, we have
et,u,λ + ft,u,λ = exp(iX)(et,u + ft,u).
Hence, for 0 ≤ t, u ≤ r with t + u ≤ r, the projection from Ot,u = Get,u onto its
image in p is a diffeomorphism onto the KC-orbit of 1
2
(et,u+ft,u) in p. In particular,
Ot,u is pseudoholomorphic as asserted. 
Remark. Let Lr be the (reductive) centralizer of h
r in the adjoint group G and let
Kr = K ∩Lr. The union of the orbits Ot,u (0 ≤ t, u ≤ r, t+ u ≤ r) equals Kn+r ⊆ g,
and the projection to p is induced by the canonical surjection from K ×Kr n+r to p
given by the assignment to (x, α) ∈ K × n+r of xαx−1 ∈ p where α ∈ p refers to the
image of α ∈ n+r under the projection to p. From this observation, one may as well
deduce that the projection from Ot,u = Get,u onto its image in p is a diffeomorphism
onto the KC-orbit of 12 (et,u+ft,u) in p. For example, for g = sp(ℓ,R), the real rank r
equals ℓ, n+r amounts to the space S
2[Rℓ] of real symmetric ℓ× ℓ-matrices, p to that
of complex symmetric ℓ× ℓ-matrices S2[Cℓ], associating α ∈ p to α ∈ n+r amounts to
associating to a real symmetric ℓ× ℓ-matrix the same matrix, viewed as a complex
symmetric ℓ× ℓ-matrix, and the canonical surjection from K×Kr n+r to p amounts to
the familiar map from U(ℓ)×O(ℓ,R) S2[Rℓ] to S2[Cℓ]. The restriction of this map to
the U(ℓ)-span of any O(ℓ,R)-orbit of non-degenerate real symmetric ℓ× ℓ-matrices is
a diffeomorphism onto the space of non-degenerate complex symmetric ℓ× ℓ-matrices.
Proof of Theorem 3.3.3. Lemma 3.3.6 says that the orbits Ot,u are pseudoholomorphic.
It remains to justify the claim as to the closures of the orbits Ot,u and to explain
how the holomorphic and antiholomorphic orbits are singled out. To this end
we observe that every nilpotent orbit of the semisimple Lie algebra of hermitian
type ((sl(2,R)r, (z1, . . . , zr)) is pseudoholomorphic; these orbits are generated by the
(ε1e1, . . . , εrer)’s where εj = −1, 0,+1 (1 ≤ j ≤ r). The classification of holomorphic
orbits of sl(2,R) reproduced in (3.2.2) above entails at once that the orbits involving
only εj = 0,+1 are the holomorphic ones and that, likewise, the orbits involving only
εj = −1, 0 are the antiholomorphic ones. Furthermore, when O is the (SL(2,R)r)-orbit
of (ε1e1, . . . , εrer), the orbits in the closure of O are precisely the orbits generated by
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those r-tuples which arise from (ε1e1, . . . , εrer) by replacing some εj 6= 0 with zero.
However, within g, the relative Weyl group Wp ∼= (Z
/
2)r ⋊ Sr permutes the r copies
of sl(2,R) and hence in particular the entries of the (ε1e1, . . . , εrer) whence, within
g, what remains invariant under the relative Weyl group, are the rank t+ u and the
signature t− u. Thus an orbit O′ distinct from Ot,u is in the closure of Ot,u if and
only if O′ = Ot′,u′ for some t′ ≤ t and u′ ≤ u with t′ + u′ < t + u. Furthermore,
since the complex structure Jz on p is K-invariant, the orbits Ot,0 (t ≤ r) and O0,u
(u ≤ r) are precisely the holomorphic and antiholomorphic ones, respectively.
Finally we establish the fact that the orbits Ot,u (0 ≤ t, u ≤ r, t+ u ≤ r) exhaust
the pseudoholomorphic nilpotent orbits. Inspection of the possible nilpotent orbits in
g shows that, given a nilpotent orbit which is different from one of the kind Ot,u,
the projection to the constituent p of the Cartan decomposition of g is no longer
injective. For the classical cases we postpone the details to the proofs of Theorems
3.5.3 and 3.6.2 below. We now settle the two exceptional cases e6(−14) and e7(−25)
by inspection. As before, G denotes the adjoint group of the corresponding simple
Lie algebra g under discussion.
The Lie algebra g = e6(−14) has 12 non-zero nilpotent orbits. The orbits numbered
(1) to (5) in Table X of [11] (p. 512) are precisely the pseudoholomorphic ones; with
the appropriate choice of H-element, the orbits (1) and (3) coincide with the orbits
Ge1 and Ge2, respectively, the orbits (2) and (4) are antiholomorphic and amount
to the orbits G(−e1) and G(−e2), while the orbit (5) is our pseudoholomorphic
nilpotent orbit G(e1 − e2) which is neither holomorphic nor antiholomorphic. There
are no other pseudoholomorphic nilpotent orbits in e6(−14). Indeed, in this case,
dimC p = 16, and column 4) of Table X of [11] gives the complex dimensions of the
stabilizers of the corresponding KC-orbits in p where K ∼= Spinc(10) is the maximal
compact subgroup of the adjoint group G. Since dimKC = 46, inspection of the
dimensions of the stabilizers shows that, under the projection from g to p, none of
the orbits (6)–(12) can map diffeomorphically onto its image in p.
The Lie algebra g = e7(−25) has 22 non-zero nilpotent orbits. The orbits numbered
(1) to (9) in Table XIII of [11] (p. 516) are precisely the pseudoholomorphic ones;
with the appropriate choice of H-element, the orbits (1), (3), and (6) coincide
with, respectively, the orbits Ge1, Ge2, and Ge3, the orbits (2), (4), and (7) are
antiholomorphic and amount to, respectively, the orbits G(−e1), G(−e2), and G(−e3),
while the remaining orbits (5), (8), (9) amount to our pseudoholomorphic nilpotent
orbits respectively G(e1 − e2), G(e1 + e2 − e3), G(e1 − e2 − e3), which are neither
holomorphic nor antiholomorphic. There are no other pseudoholomorphic nilpotent
orbits in e7(−25). Indeed, in this case, dimC p = 27, and the complex dimensions of the
stabilizers of the corresponding KC-orbits in p may be found in column 4) of Table X
of [11] where K is the maximal compact subgroup of the adjoint group G; the group
K is locally isomorphic to E6(−78) × SO(2,R) (E6(−78) being a compact form of E6)
and dimRK = 79. Inspection of the dimensions of the stabilizers shows that, under
the projection from g to p, none of the orbits (10)–(22) can map diffeomorphically
onto its image in p. 
Proof of the Addendum. Let z and z˜ be two H-elements, and use the notation e˜j , e˜t,u,
etc. with reference to z˜. Then, for 0 ≤ t, u ≤ r, t+u ≤ r, Ot,u = Get,u = Ge˜t,u = O˜t,u
provided z and z˜ are in the same component of the space of H-elements, and
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Ot,u = Get,u = Ge˜u,t = O˜u,t otherwise. 
Remark 3.3.7. In the standard cases, the holomorphicity of the orbits Ot,0
(1 ≤ t ≤ r), in particular, the assertion in the above proof of Lemma 3.3.6 involving
the stabilizers, will also be a consequence of Theorem 5.3.3 below.
Corollary 3.3.8. The projection from the closure O of a pseudoholomorphic nilpotent
orbit O to the constituent p of the Cartan decomposition is injective if and only if
O is holomorphic or antiholomorphic.
Proof. Indeed, a pseudoholomorphic nilpotent orbit O is one of the kind Ot,u. If
u = 0 or t = 0, for each 0 ≤ s < rank(Ot,u), there is only a single rank s nilpotent
orbit in the closure Ot,u. If u 6= 0 and t 6= 0, the projection from the closure Ot,u
to p is no longer injective since the closure contains at least two orbits of the same
rank but having different signature; the projection to p identifies the two. 
Corollary 3.3.9. An orbit which belongs to the closure of a (pseudo)holomorphic
nilpotent orbit is necessarily (pseudo)holomorphic, and the closure of a (pseudo-)
holomorphic nilpotent orbit is a union of finitely many (pseudo)holomorphic nilpotent
orbits.
Proof. This is an almost immediate consequence of Theorem 3.3.3. 
Proof of Theorem 3.2.1. This follows readily from Theorem 3.3.3. We leave the
details to the reader. 
Let (g, z) be a simple Lie algebra of hermitian type and real rank r; for 1 ≤ t ≤ r,
we will henceforth denote the holomorphic nilpotent orbit Ot,0 by Ot. Theorem 3.3.3
entails that the holomorphic nilpotent orbits O0, . . . ,Or are linearly ordered in such
a way that
(3.3.10) {0} = O0 ⊆ O1 ⊆ . . . ⊆ Or.
Borrowing and extending terminology from [51], where the regular (complex) nilpotent
orbit is said to be principal, we will refer to the top orbit Or as the principal
holomorphic nilpotent orbit. The principal holomorphic nilpotent (in our sense) may
be viewed as the regular holomorphic nilpotent orbit ; it is in particular unique, and
its closure contains every holomorphic nilpotent orbit.
Theorem 3.3.11. For the principal holomorphic nilpotent orbit Or, the composite of
the projection from the closure Or to p with the complex linear isomorphism from
p to p+ is a homeomorphism Or → p+. Under this homeomorphism, the G-orbit
stratification of Or passes to the KC-orbit stratification of p+. Thus, for 1 ≤ s ≤ r,
restricted to Os = Ges, this homeomorphism is a K-equivariant diffeomorphism from
Os onto the KC-orbit in p+ of xs = 12 (es + f s − ihs) ∈ p+.
Proof. This is a consequence of Lemma 3.3.6, except perhaps the fact that the
indicated map is onto p+; the latter, in turn, is implied by the observation that p+
is the disjoint union of its KC-orbits. 
Remark 3.3.12. In [24] (p. 185) a nilpotent orbit O of g is said to be of convex
type provided it is contained in a proper generating invariant cone, and a complete
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classification of orbits of convex type is given. The orbits of convex type in this
sense are precisely the holomorphic and antiholomorphic ones.
Remark 3.3.13. It is known (Theorem 1.9 in [81]) that, for a general real semisimple
Lie algebra g, the assignment to (e, f, h) of 1
2
(e+ f − ih) where (e, f, h) runs through
invariant sl(2)-triples in g yields a bijective correspondence O 7→ c(O), referred to in
the literature as Kostant-Sekiguchi correspondence, between nilpotent (G-)orbits in g
and nilpotent KC-orbits in pC (i. e. KC-orbits in pC which arise as intersection of a
nilpotent orbit in gC with pC). In particular, for a semisimple Lie algebra (g, z) of
hermitian type, a little thought reveals that the holomorphic nilpotent orbits O in g
are precisely those which have the property that the orbit c(O) lies in p+. In [87],
a nilpotent orbit O of g is defined to be holomorphic provided c(O) lies in p+; it
is then observed that, for a nilpotent orbit O having the property that c(O) lies in
p+, the projection from O to p is a diffeomorphism onto its image. The argument
in [87] relies on the fact, established in [87] that, for an arbitrary nilpotent orbit O,
the Kostant-Sekiguchi correspondence may be realized by a diffeomorphism from O
to c(O); this diffeomorphism involves a certain flow constructed by Kronheimer in
[55] and is referred to in the literature as Kronheimer-Vergne diffeomorphism. Our
approach avoids the detour via this diffeomorphism.
Remark 3.3.14. The classification of nilpotent orbits in the real exceptional Lie
algebras given in [11] (coming into play in the proof of Theorem 3.3.3) relies on the
Kostant-Sekiguchi correspondence. We now indicate briefly how, in the two exceptional
cases, the holomorphic nilpotent orbits can be classified without reference to the
Kostant-Sekiguchi correspondence: Over the complex numbers, the classification of
nilpotent orbits is in terms of “regular” subalgebras of g of minimal rank containing
a representative of the nilpotent orbit being classified, the requisite subalgebra being
written as L1 in [12] and L(x) in [65]. These subalgebras actually play a role similar
to that of the indecomposable types in [7] for the classical cases which we exploited
for the proofs of Theorems 3.5.3 and 3.6.2. As before, G refers to the adjoinnt group
of the Lie algebra g under discussion.
g = e6(−14): The orbits Ge
1 and Ge2 complexify to the orbits in gC given in terms
of the subalgebras L1 and/or L(x) written as A1 and 2A1, respectively, on p. 152
of [12] and in Table 1 on p. 447 of [65]. Inspection of these tables shows that no
other nilpotent orbit in g can be holomorphic: given any such orbit, it complexifies
to an orbit involving a regular subalgebra of minimal rank which does not arise by
complexification from a reductive Lie algebra of hermitian type. Hence g = e6(−14)
has no holomorphic nilpotent orbits other than {0},O1 = Ge1,O2 = Ge2. A slight
extension of this reasoning shows that the orbits Ot,u where 0 ≤ t, u ≤ 2 and t+u ≤ 2
constitute a complete list of pseudoholomorphic nilpotent orbits.
g = e7(−25): The orbits Ge
1, Ge2, and Ge3 complexify to the orbits in gC given in
terms of the subalgebras L1 and/or L(x) written, respectively, as A1, 2A1, (3A1)
′′,
on p. 153 of [12] and in Table 2 on p. 447 of [65]. Inspection of these tables
shows that no other nilpotent orbit in g can be holomorphic except possibly one
which complexifies to an orbit in gC given in terms of the subalgebra L1 and/or
L(x) written as (3A1)
′. However, inspection of Table 9 on p. 454 of [65] reveals
that the stabilizer of this orbit has dimension 69 whence the dimension of this orbit
is strictly larger than that of p and hence this orbit cannot possibly arise from a
(real) pseudoholomorphic nilpotent orbit. Actually, this orbit does not arise from
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any real orbit at all. Hence g = e7(−25) has no other holomorphic nilpotent orbits
than {0},O1 = Ge1,O2 = Ge2,O3 = Ge3. A slight extension of this reasoning shows
that the orbits Ot,u where 0 ≤ t, u ≤ 3 and t + u ≤ 3 constitute a complete list of
pseudoholomorphic nilpotent orbits.
3.4. Non-nilpotent pseudoholomorphic orbits. Let (g, z) be a simple Lie
algebra of hermitian type and split rank r, with Cartan decomposition g = k⊕p. Let
ε > 0 and let O+(ε) and O−(ε) be the (semisimple elliptic) orbits of 2εz and −2εz,
respectively; these generalize the non-nilpotent pseudoholomorphic orbits in sl(2,R),
cf. (3.2.2) above.
Theorem 3.4.1. An orbit of the kind O+(ε) is holomorphic and one of the kind
O−(ε) is antiholomorphic.
Proof. Indeed, for simplicity, let ε = 1
2
, so that O+(ε) = Gz. Since G = KApK,
the orbit O+(ε) may be written as O+(ε) = Gz = KApz. We now assert that the
projection from Gz to p is a diffeomorphism. In order to see this, exploiting Proposition
3.3.2, pick a maximal abelian subalgebra ap of p, let (e1, f1, h1), . . . ,(er, fr, hr) be
the corresponding system of H1-triples so that, in particular, the elements h1, . . . , hr
constitute a basis of ap, and consider the resulting H1-embedding of (sl(2,R)
r, Zr)
into (g, z). Let z˜ = 1
2
(e1 − f1 + · · · + er − fr). Notice that, in view of Proposition
3.3.2(3), in the regular case, z˜ = z ∈ g. Whether or not (g, z) is regular, since the
embedding of (sl(2,R)r, Zr) into (g, z) is an H1-embedding, we have [z, hj ] = [z˜, hj]
for every j (1 ≤ j ≤ r). Consequently Ap leaves the point z− z˜ of g invariant. Hence
Apz = Apz˜ + z − z˜. Furthermore, since ap is the span of h1, . . . , hr, the orbit Apz˜
consists of the elements 1
2
(c1+ · · ·+cr) ∈ g where cj = ch(λj)(ej−fj)+sh(λj)(ej+fj),
for 1 ≤ j ≤ r, with λ1, . . . , λr ∈ R. Thus the orbit Apz consists of the points
1
2 (c1 + · · · + cr) + z − z˜ ∈ g. Since ej − fj ∈ k (1 ≤ j ≤ r) and since z − z˜ ∈ k,
the projection from the orbit Apz to p sends each
1
2(c1 + · · · + cr) + z − z˜ to
1
2 (sh(λ1)(e1+f1)+ · · ·+sh(λr)(er+fr)), and this projection is a diffeomorphism onto
its image. Since
Gz = KApz = K(Apz˜ + z − z˜) = K(Apz˜ − z˜) + z,
the elements 12 (c1+· · ·+cr)+z−z˜ constitute a complete set of representatives of the K-
orbits of Gz. Furthermore, it is well known that p = ∪y∈KAd(y)ap whence the elements
1
2 (sh(λ1)(h1)+ · · ·+sh(λr)(hr)) constitute a complete set of representatives of the K-
orbits of p; this fact entails that the elements 12 (sh(λ1)(e1+f1)+ · · ·+sh(λr)(er+fr))
constitute a complete set of representatives of the K-orbits of p as well since, for
1 ≤ j ≤ r, Jz(ej +fj) = hj , and since the operator Jz may be realized by the adjoint
action with an element of K. Consequently the projection from the orbit Gz to p
is a bijection onto its image, in fact, a diffeomorphism onto p. Moreover, since the
orbit O+(ε)(1)× · · · × O+(ε)(r) in sl(2,R)r is holomorphic where O+(ε)(j) refers to
the corresponding orbit in the j′th copy of sl(2,R) in sl(2,R)r, cf. Proposition 3.3.2,
we conclude that the orbit Gz is holomorphic in g. Likewise, the orbit G(−z) is
antiholomorphic in g. 
Theorem 3.4.2. The only non-nilpotent pseudoholomorphic orbits are the semisimple
holomorphic and antiholomorphic ones, i. e. those of the kind O+(ε) and O−(ε).
Thus there are no other holomorphic orbits than the semisimple and the nilpotent
ones, and the latter ones are classified in Theorem 3.3.3 above.
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Proof. Given a (co)adjoint orbit O of a general real or complex semisimple Lie algebra
g, the closure O contains a single semisimple orbit Oss, and any other orbit in O
fibers over Oss with typical fiber a nilpotent orbit for some reductive subalgebra
g′ of g which is a proper subalgebra when Oss is non-trivial. More precisely, the
assignment to x ∈ O of the semisimple constituent s in its Jordan decomposition
x = s + u is a fiber bundle map π:O → Oss; for s ∈ Oss, the stabilizer ZG(s)
of s in the adjoint group G is reductive, and the fiber π−1(s) is (isomorphic to)
the closure (ZG(s))u ⊆ zg(s) of the orbit (ZG(s))u in zg(s) = Lie(ZG(s)) of any u
with x = s + u ∈ O. Thus, given a (real) simple Lie algebra of hermitian type
(g, z), let O be a non-nilpotent pseudoholomorphic orbit, and let Oss be the unique
semisimple orbit in O. Since kC has the same rank as gC and since the span of
e1 − f1, . . . , er − fr is a Cartan subalgebra of kC and hence of gC, there are complex
numbers λ1, . . . , λs (s ≤ r) such that the complexification OCss is the GC-orbit of
w = λ1(e1 − f1) + · · · + λs(es − fs). Since O is pseudoholomorphic, the projection
from O to p is a diffeomorphism onto its image, and the induced tangent map
Tw+u(OC) → pC is injective for any u with w + u ∈ OC, the complexification of O.
Moreover, the tangent space Tw+u(OC) contains the tangent space Tw(OCss). Hence
[y, w] = 0 for every y ∈ kC. But w ∈ kC whence w lies in the center of kC, that is,
w = λz for some non-zero complex number λ. Consequently Oss is the G-orbit of εz
for some non-zero real number ε, that is to say, Oss is a semisimple holomorphic or
antiholomorphic orbit, and for dimensional reasons, Oss coincides with O. 
Addendum. For a semisimple orbit of a simple Lie algebra (g, z) of hermitian type,
the property of being holomorphic or antiholomorphic does not depend on the choice
of H-element z.
This is established in much the same way as the Addendum to Theorem 3.3.3.
Remark 3.4.3. The holomorphic discrete series representations arise from holomorphic
quantization on integral holomorphic semisimple orbits (but with reference to a
complex structure different from that coming from the projection to p). Thus our
terminology “holomorphic semisimple orbit” is consistent with established terminology
in the literature.
3.5. The standard cases sp(n,R), su(p, q), so∗(2n).
3.5.1. Explicit descriptions of these Lie algebras. We shall need them for
ease of exposition and later reference. Thus, let K = R,C,H, and let V be an
n-dimensional right K-vector space, endowed with a positive definite hermitian form
(·, ·), that is
(x, y) = (y, x), (x, yλ) = (x, y)λ, (xλ, y) = λ(x, y), x, y ∈ V, λ ∈ K,
where the bar indicates conjugation as usual. For right vector spaces over the
quaternions, requiring linearity in the second variable is more appropriate than the
more usual requirement of linearity in the first variable. After a suitable choice of
basis, V gets identified with Kn, the algebra EndK(V ) may be identified with the (left
K-vector) space of (n×n)-matrices with entries from K which act on column vectors
from the left in the usual fashion, and (·, ·) is given by (x, y) =∑xjyj (x, y ∈ V );
in particular, composition of endomorphisms now corresponds to multiplication of
matrices. The Lie group U(V, (·, ·)) of (·, ·)-isometries and its Lie algebra u(V, (·, ·))
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amount to O(n,R) and so(n,R) for K = R, to U(n) and u(n) for K = C, and to
Sp(n) and sp(n) for K = H.
The requisite additional ingredient is a (K-linear) complex structure JV on V which
is compatible with (·, ·), that is, JV ∈ u(V, (·, ·)) or, equivalently, for every u, v ∈ V ,
(JV u, v) + (u, JV v) = 0. Define the non-degenerate skew-hermitian form B on V by
B(u, v) = (JV u, v), where u, v ∈ V . We write U(V,B) for the Lie group of B-isometries,
U(V,B)0 for its connected component of the identity, and u(V,B) = Lie(U(V,B)) for
its Lie algebra (which consists of all X ∈ EndK(V ) satisfying B(Xv,w)+B(v,Xw) = 0
for v, w ∈ V ). Thus X ∈ EndK(V ) lies in u(V,B) if and only if the assignment
(3.5.1.1) BX(v, w) = −B(Xv,w) (= −(JVXv,w)), v, w ∈ V,
yields a hermitian form BX on V . Then JV lies in u(V,B), and BJV = (·, ·) (the
latter identity justifies, in particular, the minus sign in (3.5.1.1)). This sign also
entails that, cf. what is said after Theorem 3.5.4, BX being non-negative (in a
sense to be explained) is equivalent to the holomorphicity of the orbit generated by
X . The maximal compact subgroup of U(V,B) and, accordingly, the Lie algebra
thereof, are the intersections U(V,B)∩U(V, (·, ·)) and u(V,B)∩u(V, (·, ·)), respectively.
Further, with the standard notation X∗ for the adjoint of X ∈ EndK(V ) so that
(Xu, v) = (u,X∗v) for every u, v ∈ V , we have J∗V = −JV , and X ∈ EndK(V ) lies in
u(V,B) if and only if JVX +XJV = 0 ∈ EndK(V ). Now zB = 12JV is an H-element,
so that (g, zB) = (u(V,B), zB) is a simple Lie algebra of hermitian type in case K = R
or K = H, and a reductive Lie algebra of hermitian type in case K = C whose
semisimple part is simple and whose center is a copy of R. We will write su(V,B)
for the corresponding simple Lie algebra (for K = R and K = H there is no difference
between u(V,B) and su(V,B)). With the notation r for the corresponding split rank
and 1, I,J ,K for the unit quaternions, i. e. standard real basis of H, we now recall
the standard descriptions of the three classes of standard simple Lie algebras (g, zB)
of hermitian type, where V is the standard representation, and where the Cartan
decomposition is written as k⊕ p. Here and henceforth we will often write a matrix v1. . .
vt
 having row vectors v1, . . . ,vt in the form [v1, . . . ,vt]τ where the superscript
τ stands for “transpose”.
(3.5.1.2) K = R, n = 2ℓ, V = Rn, r = ℓ, JV =
[
0 −Iℓ
Iℓ 0
]
,
B(x,y) =∑ℓj=1(xjyj+ℓ − xj+ℓyj), x,y ∈ V, U(V,B) = U(V,B)0 = Sp(ℓ,R)
g = u(V,B) = sp(ℓ,R) =
{[
A B
C −At
]
;Bt = B, Ct = C, A,B, C ∈ Mℓ,ℓ(R)
}
k = u(ℓ) =
{[
A B
−B A
]
;At = −A, Bt = B
}
p =
{[
A B
B −A
]
;At = A, Bt = B
}
= S2R[R
ℓ]⊕ S2R[Rℓ]
g = k⊕ p :
[
A B
C −At
]
=
[
A−At
2
B−C
2
C−B
2
A−At
2
]
+
[
A+At
2
B+C
2
C+B
2 −A+A
t
2
]
.
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Remark. Our present sign convention is guided by the standard description of
angular momentum, that is, with the notation x = [q1,p1]
τ and y = [q2,p2]
τ
where q1,q2,p1,p2 ∈ Rℓ, the given expression for B(x,y) equals the expression for
ω([q1,p1]
τ , [q2,p2]
τ ) for the standard symplectic structure ω on R2ℓ evaluated at
these vectors, that is, the skew form B comes down to the standard symplectic
form ω on R2ℓ; for example, when ℓ = 1, B([q1, p1]τ , [q2, p2]τ ) = q1p2 − q2p1. See
also what is said in Section 5 below. When (V, JV ) is viewed as a flat Ka¨hler
manifold, the present sign for JV etc. is consistent with the standard convention
in Ka¨hler geometry, to the effect that, in particular, when V is the ordinary plane,
with coordinates x, y, the standard complex structure is given by J ∂
∂x
= ∂
∂y
and
J ∂
∂y
= − ∂
∂x
. The sign convention for JV and B in (3.2.2) above with V = R2 and
JV = E − F =
[
0 1
−1 0
]
, as well as in Satake’s book [77] and elsewhere in the
literature, is opposite to the present one. Changing the sign convention amounts to
interchanging holomorphic and antiholomorphic orbits. Under the circumstances of
(3.2.2), the present sign convention may be realized via the sl(2)-triple (−E,−F,H)
in sl(2,R), so that 1
2
(F −E) is the corresponding H-element.
(3.5.1.3) K = C, V = Cn, n = p+ q, p ≥ q = r, JV = i
[
Ip 0
0 −Iq
]
,
B(x,y) = i(∑p+qj=p+1 xjyj −∑pj=1 xjyj), x,y ∈ V, U(V,B) = U(V,B)0 = U(p, q)
g =su(V,B) = su(p, q) =
{[
A B
B∗ D
]
;A∗ = −A, D∗ = −D, tr(A) + tr(D) = 0
}
where A ∈ Mp,p(C), D ∈ Mq,q(C), B ∈ Mq,p(C)
k =(u(p)⊕ u(q)) ∩ su(p, q), p =
{[
0 B
B∗ 0
]}
∼= Mq,p(C).
When p > q, JV lies in u(p, q) but not in su(p, q). However, with reference to the
decomposition u(p, q) = z⊕ su(p, q) where z ∼= R is the center of u(p, q), the element
JV decomposes as
JV = i
p− q
p+ q
Ip+q + J
′
V , where J
′
V = i
[ 2q
p+q Ip 0
0 − 2p
p+q
Iq
]
,
and 12J
′
V ∈ su(p, q) is an H-element; since, in case p > q, the constituent ip−qp+q Ip+q in
the decomposition of JV lies in the center of u(p, q), it acts trivially on p and the
complex structure on p given by 1
2
adJ ′
V
within su(p, q) is the same as that given by
1
2
adJV within u(p, q). See also Ex. III.2.1 on p. 98 of [77].
(3.5.1.4) K = H, V = Hn, r = [n
2
], JV = J In, B(x,y) =
∑n
j=1 xjJ yj , x,y ∈ V ,
U(V,B) = O∗(2n) (the non-compact dual of O(2n,R)), U(V,B)0 = SO∗(2n)
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(= SU−(n,H))
g = u(V,B) = so∗(2n) =
{[
A −B
B A
]
;At = −A, B∗ = B, A,B ∈ Mn,n(C)
}
k = u(n) =
{[
A −B
B A
]
∈ so∗(2n);A = A = −At, B = B = Bt
}
p =
{
i
[
V W
W −V
]
;V t = −V, W t = −W, V,W ∈ Mn,n(R)
}
= iΛ2R[R
n]⊕ iΛ2R[Rn]
g = k⊕ p :
[
A −B
B A
]
=
[
A+A
2 −B+B2
B+B
2
A+A
2
]
+
[
A−A
2 −B−B2
B−B
2
A−A
2
]
.
Remarks. (i) In each of these cases, the complex structure JzB on p is simply given
by matrix multiplication by JV from the left.
(ii) In case (3.5.1.3), the form B, written out as B = B1+iB2 with real forms B1, B2, has
u(V,B1) = sp(p+q,R) and u(V,B2) = so(2p, 2q) whence u(p, q) = so(2p, 2q)∩sp(p+q,R).
The resulting inclusion
(3.5.1.5) su(p, q) −→ sp(p+ q,R)
is an H1-embedding. Alternatively, u(p, q) arises as the centralizer of
0 0 Ip 0
0 0 0 −Iq
−Ip 0 0 0
0 Iq 0 0
 ∈ sp(p+ q,R).
(iii) Still in case (3.5.1.3), with reference to the Cartan decomposition
sp(q,R) = u(q)⊕ p of sp(q,R), cf. (3.5.1.2), the assignment to[
A B
C −At
]
=
[
A′ B′
−B′ A′
]
+
[
A′′ B′′
B′′ −A′′
]
∈ sp(ℓ,R)
of
 A′ + iB′ 0 iA′′ +B′′0 0 0
−iA′′ +B′′ 0 A′ − iB′
 ∈ su(p, q) when p > q and of
[
A′ + iB′ iA′′ +B′′
−iA′′ +B′′ A′ − iB′
]
∈ su(p, q)
when p = q where
[
A′ B′
−B′ A′
]
∈ u(q) and
[
A′′ B′′
B′′ −A′′
]
∈ p yields a rank preserving
H1-injection
(3.5.1.6) sp(q,R) −→ su(p, q).
This is an embedding of the kind asserted in Proposition 3.3.2(4); it identifies the
two H-elements in the regular case (p = q).
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(iv) In case (3.5.1.4), the form B, written out as B = B1 + iB2 + B3j with real
forms B1, B2 and complex form B3 has u(V,B1) = sp(2n,R), u(V,B2) = so(2n, 2n),
and u(V,B3) = so(2n,C). Hence so∗(2n) is the intersection in gl(4n,R) of the Lie
subalgebras sp(2n,R), so(2n, 2n), and so(2n,C), and the resulting inclusion
(3.5.1.7) so∗(2n) −→ sp(2n,R)
is an H1-injection.
(v) Still in case (3.5.1.4), with reference to the Cartan decomposition
sp(ℓ,R) = u(ℓ)⊕ p of sp(ℓ,R), cf. (3.5.1.2), the assignment to[
A B
C −At
]
=
[
A′ B′
−B′ A′
]
+
[
A′′ B′′
B′′ −A′′
]
∈ sp(ℓ,R)
of [
U −V
V U
]
∈ so∗(4ℓ), U =
[
A′ iB′′
−iB′′ A′
]
, V =
[ −B′ iA′′
−iA′′ −B′
]
where
[
A′ B′
−B′ A′
]
∈ u(q) and
[
A′′ B′′
B′′ −A′′
]
∈ p yields a rank preserving H1-injection
of sp(ℓ,R) into so∗(4ℓ); combination with the obvious injection of so∗(4ℓ) into
so∗(4ℓ+ 2), gives a rank preserving H1-injection of sp(ℓ,R) into so
∗(4ℓ+ 2) as well.
The resulting rank preserving H1-morphism
(3.5.1.8) sp
([n
2
]
,R
)
−→ so∗(2n),
for any n ≥ 2, is an embedding of the kind asserted in Proposition 3.3.2(4); in the
regular case (n even), this embedding identifies the H-element of the source with
that of the target.
3.5.2. Explicit H1-triples. With reference to the notation introduced in (3.5.1.2),
for 1 ≤ k ≤ ℓ, consider the embedding κk: sp(1,R) −→ sp(ℓ,R) given by the assignment
to
[
a b
c −a
]
∈ sp(1,R) of
[
Ak Bk
Ck −Ak
]
where Ak = diag(0, . . . , 0, a, 0, . . . , 0), Bk =
diag(0, . . . , 0, b, 0, . . . , 0), Ck = diag(0, . . . , 0, c, 0, . . . , 0), (a, b, c in the k
′th position),
and let ek = κk(E) ∈ sp(ℓ,R), fk = κk(F ) ∈ sp(ℓ,R), hk = κk(H) ∈ sp(ℓ,R). Each
(ek, fk, hk) (1 ≤ k ≤ ℓ) is an H1-triple in sp(ℓ,R), cf. Ex. III.3.2 on p. 105/106 of
[77], and these combine to an H1-embedding of sl(2,R)
ℓ into sp(ℓ,R) of the kind
spelled out in Proposition 3.3.2. A corresponding H1-embedding of sl(2,R)
q into
su(p, q) (p ≥ q) results from the corresponding H1-embedding of sl(2,R)q into sp(q,R),
combined with the H1-embedding (3.5.1.6) of sp(q,R) into su(p, q). Alternatively,
noting that su(1, 1) is isomorphic to sl(2,R), we obtain an obvious embedding of
sl(2,R)q ∼= su(1, 1)q into su(q, q); when p > q, this embedding, combined with the
obvious embedding of su(q, q) into su(p, q), yields the requisite embedding of sl(2,R)q
into su(p, q). Likewise, the composite of the H1-embedding of sl(2,R)
[n2 ] into sp([n
2
],R)
with the H1-embedding (3.5.1.8) of sp([
n
2 ],R) into so
∗(2n) yields a corresponding
H1-embedding of sl(2,R)
[n2 ] into so∗(2n).
We will say that a matrix X in g has square zero provided X2 = 0, the square
being taken in the algebra EndK(V ) of endomorphisms of the standard representation
V of g. A square zero matrix X in g is a nilpotent element of g (i. e. ad(X) is a
nilpotent endomorphism of g) since X2 = 0 entails (ad(X))3 = 0.
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Theorem 3.5.3. A nilpotent orbit of a standard simple Lie algebra of hermitian type
is pseudoholomorphic if and only if it is generated by a square zero matrix. More
precisely, given a standard simple Lie algebra (g, z) of hermitian type and split rank
r, for 0 ≤ t, u ≤ r, t+ u ≤ r, the pseudoholomorphic nilpotent orbit Ot,u is the smooth
connected manifold in g which consists of square zero matrices in g which have K-rank
t + u and K-signature t − u, and the (r+1)(r+2)2 pseudoholomorphic nilpotent orbits
Ot,u constitute a complete list of all pseudoholomorphic nilpotent orbits.
Proof. We will explain in detail the case g = sp(ℓ,R) and will give some hints how
the other cases may be reduced to this one. Thus, let X ∈ sp(ℓ,R) and suppose that
X2 = 0. With reference to the Cartan decomposition of sp(ℓ,R), cf. (3.5.1.2), write
(3.5.3.1) X =
[
A B
−B A
]
+
[
S T
T −S
]
, A, B, S, T ∈ Mℓ,ℓ(R)
where A is skew-symmetric and B, S, T are symmetric. Since every element in u(ℓ)
lies in the Lie algebra of a maximal torus, we may assume that A = 0 and that
B is a diagonal matrix. Then a straightforward calculation shows that X2 = 0
implies that S and T are diagonal matrices as well, and that B2 = S2 + T 2. Hence
X ∈ g = sp(ℓ,R) is determined by its projection
[
S T
T −S
]
to p = S2
R
[Rℓ] ⊕ S2
R
[Rℓ],
up to the signs in the entries of B, and a choice of signs corresponds precisely to a
choice of signature for the hermitian form BX , once the rank is fixed.
Consider the subset O˜t,u of g which consists of square zero matrices in g which have
rank t+u and signature t−u. Inspection shows that X = e1+· · ·+et−et+1−· · ·−et+u,
cf. Proposition 3.3.2 and Subsection 3.5.2, is a square zero matrix in g. Hence the
pseudoholomorphic nilpotent orbit Ot,u is contained in O˜t,u. Moreover, for X ∈ O˜t,u,
written out as in (3.5.3.1), after diagonalization so that A = 0 and so that B is
a diagonal matrix, the signature being constant (and equal to t − u) amounts to
making a possible choice of signs for B. Consequently the restriction to O˜t,u of the
projection from g = k ⊕ p to p is a bijection onto its image in p. We will show
shortly that O˜t,u coincides with Ot,u.
In view of the classification of real adjoint orbits by types [7], nilpotent orbits
are classified by sums of indecomposable (nilpotent) types , where a(n indecomposable)
“type” is a generalized Jordan normal form (Jordan block); cf. also (9.3) in [9].
Under our circumstances, this means the following: Given a nilpotent orbit O of g
and X ∈ O, with reference to the operator X on V = R2ℓ, the space V decomposes
into a sum V = V1 ⊕ · · · ⊕ Vτ of X-modules Vj which are mutually isotropic with
respect to the symplectic form ω (say) on V , that is, ω(Vj, Vj′) = 0 for j 6= j′,
and which are either X-indecomposable or are decomposed into two indecomposable
X-stable subspaces of the same dimension, and each Vj which is X-indecomposable,
i. e. not decomposed into two X-stable subspaces of the same dimension, carries as
an additional ingredient a sign ± which encapsulates the behaviour of the hermitian
form BX . A space of the kind O˜t,u corresponds to a sum of indecomposable types
of the kind
V = ∆+1 (0)⊕ · · · ⊕∆+1 (0)⊕∆−1 (0)⊕ · · · ⊕∆−1 (0)⊕∆0(0, 0)⊕ · · · ⊕∆0(0, 0)
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involving t copies of ∆+1 (0), u copies of ∆
−
1 (0), and r − t − u copies of ∆0(0, 0);
here the notation is that in [7], each summand is a real symplectic vector space
of dimension two, for X ∈ O˜t,u the form BX is positive on each copy of ∆+1 (0),
negative on each copy of ∆+1 (0), and zero on each copy of ∆0(0, 0). This shows in
particular that each O˜t,u is a nilpotent orbit which necessarily coincides with Ot,u
and that, when X ∈ g has square zero, the only possible indecomposable types in
the decomposition of V are ∆+1 (0), ∆
−
1 (0), and ∆0(0, 0). Indeed, when a higher type
occurs, the operator X2 is non-zero on this type.
The proof is then completed by the observation that, if a nilpotent orbit O involves
a type ∆ of a kind different from those spelled out above, the projection from O to
p is no longer injective. Indeed, it suffices to consider the special case where V is
the underlying space of such a higher type ∆, that is, where g = sp(V ) = sp(m,R)
for some 1 < m ≤ ℓ. There are only two kinds of types:
1) X2m−1 6= 0. In this case, O is one of the two real regular nilpotent orbits in
sp(m,R). However, the dimension of each of the two regular orbits is plainly strictly
larger than that of the constituent p in the Cartan decomposition of sp(m,R) unless
m = 1 but the case m = 1 is excluded here since we suppose that the type ∆ under
consideration is different from those spelled out above. Hence the projection from O
to p cannot then be injective. Indeed, dim(sp(m,R)) = 2m2 +m and dim(O) = 2m2
whereas dim(p) = m2 + m. In the literature, this type is written as ∆±k (0), with
k = 2m− 1.
2) As an X-module, V decomposes into a sum V = V ′ ⊕ V ′′ of two Lagrangian
subspaces V ′ ∼= Rm and V ′′ ∼= Rm, each of which is X-indecomposable, in such
a way that the orbit O arises from the (nonnegative or from the nonpositive)
regular nilpotent orbit of gl(m,R) in the following fashion: Consider the canonical
injection of gl(m,R) into of sp(m,R) which sends a matrix A ∈ gl(m,R) to the
matrix Â =
[
A 0
0 −At
]
∈ sp(m,R). Up to a choice of basis in V ′ and V ′′, the
endomorphism X of V is now of the kind X = Â, where A is a regular nilpotent
element of gl(m,R), and it does not matter whether A is taken from the nonnegative
or nonpositive regular nilpotent orbit of gl(m,R). For example, A could be the
ordinary Jordan normal form of a nilpotent rank m− 1 matrix in gl(m,R). In the
literature, this type is written as ∆k(0, 0), with k = m − 1. (It yields new types
only for k even.) To verify that the projection from O to the constituent p of the
Cartan decomposition sp(m,R) = u(m)⊕ p is no longer injective, it suffices to prove
that the projection from one of the two regular nilpotent orbits O′ (say) of gl(m,R)
to the constituent p′ ∼= S2R[Rm] of the Cartan decomposition gl(m,R) = so(m) ⊕ p′
is not injective. However, gl(m,R) is reductive and not simple, and O′ is actually
an orbit in sl(m,R) whence O′ projects to the constituent p′′ ⊆ p′ of the Cartan
decomposition sl(m,R) = so(m)⊕ p′′; notice that p′′ consists of the symmetric trace
zero (m×m)-matrices. Thus, when m ≥ 3,
dim(O′) = m2 −m > 1
2
m(m+ 1)− 1 = dim(p′′)
whence the projection from O′ to p′′ cannot be injective. The case m = 2 (i. e. the
type ∆1(0, 0)) is already covered by the type ∆
+
1 (0)⊕∆−1 (0) examined earlier.
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A similar reasoning establishes the claim in the other standard cases. Alternatively,
the embeddings (3.5.1.4) of su(p, q) into sp(p + q,R) and (3.5.1.6) of so∗(2n) into
sp(2n,R) are compatible with the Cartan decompositions and H1-embeddings. By
means of these embeddings, we may reduce the case of su(p, q) and that of so∗(2n)
to that of sp(ℓ,R) (for suitable ℓ). More precisely: For su(p, q), we have the chain
of H1-injections
sp(q,R) ⊆ su(p, q) ⊆ sp(p+ q,R),
and things may be arranged in such a way that, cf. Proposition 3.3.2 above, a
complete system (e1, f1, h1), . . . ,(eq, fq, hq) of H1-triples for sp(q,R) constitutes a
complete system of H1-triples for su(p, q) and that, together with suitable addi-
tional H1-triples (eq+1, fq+1, hq+1), . . . ,(ep+q, fp+q, hp+q), the H1-triples (e1, f1, h1),
. . . ,(ep+q, fp+q, hp+q) constitute a complete system of H1-triples for sp(p + q,R).
Then, for 0 ≤ t, u ≤ q, t+ u ≤ q, the intersection Ot,u ∩ su(p, q) of the corresponding
pseudoholomorphic nilpotent orbit Ot,u for sp(p + q,R) is the corresponding pseu-
doholomorphic nilpotent orbit for su(p, q). The same kind of reasoning applies to
so∗(2n). We leave the details to the reader. Furthermore, the statement referring to
the closures of the orbits Ot,u is a consequence of the observation that passing to
the closure amounts to dropping summands in the decomposition of types. 
As noted by Springer-Steinberg [85], nilpotent orbits in sp(ℓ,C) arise as the
intersections of nilpotent orbits in sl(2ℓ,C) with sp(ℓ,C). Theorem 3.5.3 entails
that, given a nilpotent orbit O˜ in sp(ℓ,C) arising as the complexification of a
pseudoholomorphic nilpotent orbit in sp(ℓ,R), the intersection O˜∩sp(ℓ,R) decomposes
into connected components which are distinguished by the signature of the form BX
for X ∈ O˜ ∩ sp(ℓ,R). The same kind of remark applies to su(p, q) and so∗(2n). In
particular, in the standard cases, we can thus single out the holomorphic nilpotent
orbits among the pseudoholomorphic ones. We will say that X ∈ u(V,B) is non-
negative (non-positive) provided the hermitian form BX is non-negative (non-positive);
plainly, the property of X being non-negative (non-positive) depends only on the
U(V,B)0-orbit of X , and we can talk about non-negative (non-positive) U(V,B)0-
orbits. The non-negative elements X in u(V,B) constitute a (real) cone in u(V,B)
which is invariant under U(V,B)0 (and the same is true, of course, of the non-positive
elements).
Theorem 3.5.4. Given a standard simple Lie algebra (g, z) of hermitian type and
real rank r, for 1 ≤ s ≤ r, the holomorphic nilpotent orbit Os (= Os,0) is the
(connected) smooth manifold of non-negative rank s nilpotent matrices in g (real rank
s for g = sp(r,R); complex rank s for g = su(p, q), where p ≥ q = r; quaternionic
rank s for g = so∗(2n), where r = [n2 ]). Furthermore, as a real semi-algebraic set in
g, the closure Os is the space of non-negative nilpotent matrices in g which have rank
at most s.
Proof. By Theorem 3.5.3, the holomorphic nilpotent orbit Os (1 ≤ s ≤ r) is the
smooth connected manifold of non-negative rank s nilpotent square zero matrices in
g. Theorem 5.4.1 below implies that a non-negative nilpotent matrix generates a
holomorphic nilpotent orbit and is therefore of square zero, and the “Furthermore”
statement is implied by that theorem as well. 
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Thus, in the definition of the 2-form BX , cf. (3.5.1.1), the sign has been adjusted
in such a way that BX being non-negative corresponds to the holomorphicity of the
orbit generated by X . Explicit equations and inequalities describing Os as a real
semi-algebraic set in g will be given in Remark 5.4.2.
In the standard cases, the complex analytic structures of the holomorphic nilpotent
orbits and their closures are elucidated by the following result which, apart from the
last statement referring to the normality of the resulting complex varieties, makes
explicit the statement of Theorem 3.3.11 above for the standard cases and in particular
spells out the KC-stratification.
Recall that, with reference to the Cartan decomposition g = k⊕ p, p+ = S2
C
[Cr] for
g = sp(r,R), p+ = Mq,p(C) for g = su(p, q) (p ≥ q = r), p+ = Λ2C[Cn] for g = so∗(2n,R)
(r = [n
2
]) where r denotes the real rank. For 1 ≤ s < r, let Vs be the smooth complex
affine variety in p+ which consists of complex matrices in p+ having rank s for
g = sp(r,R) and g = su(p, q) and rank 2s for g = so∗(2n); likewise, let V≤s be the
complex affine determinantal variety in p+ which consists of complex matrices in p+
having rank at most s for g = sp(r,R) and g = su(p, q) and rank at most 2s for
g = so∗(2n).
Theorem 3.5.5. For a standard simple rank r Lie algebra of hermitian type (g, z),
under the projection from g = k⊕ p to p, followed by the complex linear isomorphism
from p to p+, the closure Or of the principal holomorphic nilpotent orbit is identified
with p+ and, for 1 ≤ s < r, Os is mapped diffeomorphically onto the smooth affine
complex subvariety Vs of p
+. Likewise, for 1 ≤ s < r, as a complex analytic space,
Os is identified with the complex affine determinantal variety V≤s in p+. An explicit
system of equations defining Os as an affine complex variety is thus given by the
determinantal equations which in the first two cases say that all ((s+ 1) × (s + 1))-
minors are zero and which in the third case say that all (2(s+ 1)× 2(s+ 1))-minors
are zero. As a complex variety, each Os is normal. 
Determinantal varieties have been studied in the literature; see e. g. [6], [25]; they
are known to be normal [6] (Theorem 2.11), [25]. Thus, at the present stage, the
proof of Theorem 3.5.5 is complete. A result more general than Theorem 3.5.5 will
be given as Theorem 5.3.3 below which will, in particular, entail the normality of the
closures of the strata and hence the normality of complex determinantal varieties.
The reasoning aimed at unravelling the complex analytic structures of the categorical
quotients WJ
//
HC in the proof of Theorem 5.3.3 below establishes the claim of
Theorem 3.5.5 as well.
Remark 3.5.6. The proof of Theorem 3.5.3 is independent of those of Theorems
3.3.3 and 3.3.11 and thus yields another proof of the statement of Theorem 3.3.3
and of that of Theorem 3.3.11 for the special case where (g, z) is a standard simple
rank r Lie algebra of hermitian type.
3.6. The Lie algebra g = so(2, q), q ≥ 2. This is the remaining classical case. We
note that so(2, 1) ∼= sp(1,R), so(2, 3) ∼= sp(2,R), so(2, 4) ∼= su(2, 2), so(2, 6) ∼= so∗(8),
and that so(2, 10) arises from the real Cayley division algebra in a similar fashion;
see Section 8 below. Recall that
g = so(2, q) =
{[
A B
Bt D
]
;A ∈ so(2,R), D ∈ so(q,R), B ∈ Mq,2(R)
}
.
40 JOHANNES HUEBSCHMANN
Its split rank r equals 2, and z =
[
J 0
0 0
]
where J =
[
0 1
−1 0
]
is an H-element,
so that (g, z) is a simple Lie algebra of hermitian type for q ≥ 3. The constituents
k and p of its Cartan decomposition have the form k = so(2,R) ⊕ so(q,R) and
p =
{[
0 B
Bt 0
]}
∼= Mq,2(R) and, for x =
[
0 B
Bt 0
]
∈ p, the value Jz(x) under the
complex operator Jz on p is easily seen to be given by matrix multiplication by J
on B from the left.
The Lie algebra so(2, 2) is generated by
X =
[
J 0
0 J
]
, A1 =

0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
 , A2 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

Y =
[
J 0
0 −J
]
, B1 =

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
 , B2 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 ,
these matrices satisfy the relations
[A1, A2] = 2X, [X,A1] = −2A2, [X,A2] = 2A1,
[B1, B2] = 2Y, [Y,B1] = −2B2, [Y,B2] = 2B1,
and (X,A1, A2) and (Y,B1, B2) each generate a copy of sl(2,R) ∼= so(2, 1) in so(2, 2)
in such a way that so(2, 2) = so(2, 1)⊕ so(2, 1). Let
e1 =
1
2
(A2 +X), f1 =
1
2
(A2 −X), h1 = A1,
e2 =
1
2
(B2 + Y ), f2 =
1
2
(B2 − Y ), h2 = B1.
These lie in so(2, 2) and, via the standard embedding of so(2, 2) into so(2, q) for
q ≥ 3, we view e1, f1, h1, e2, f2, h2 as elements of so(2, q); inspection shows that
(e1, f1, h1) and (e2, f2, h2) are holomorphic sl(2)-triples in so(2, q), and these combine
to an H1-embedding of sl(2,R)
2 into so(2, q) of the kind spelled out in Proposition
3.3.2. By Theorem 3.3.3, with the notation G = SO(2, q)0, for q ≥ 3, the orbits
(3.6.1)
O0,0 = {0}, O1,0 = Ge1, O0,1 = G(−e1),
O2,0 = G(e1 + e2), O1,1 = G(e1 − e2), O0,2 = G(e1 + e2),
are pseudoholomorphic, O1,0, O2,0 are holomorphic, O0,1, O0,2 are antiholomorphic,
and O1,1 is neither holomorphic nor antiholomorphic. Recall that SO(2, q) and O(2, q)
have two and four connected components, respectively, and that O(2, q)0 = SO(2, q)0.
Notice that a matrix X in g with X3 = 0 satisfies (ad(X))4 = 0 and is therefore a
nilpotent element of g.
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Theorem 3.6.2. For q ≥ 3, (3.6.1) constitutes a complete list of the pseudoholomorphic
nilpotent SO(2, q)0-orbits in so(2, q). Furthermore:
(i) The orbits O1,0 and O0,1 are the two connected components of the single SO(2, q)-
orbit (and hence O(2, q)-orbit) in so(2, q) which consists of square zero matrices in
so(2, q).
(ii) The three SO(2, q)0-orbits O2,0, O1,1, O0,2 are the connected components of the
smooth manifold of matrices X in so(2, q) satisfying X3 = 0 in such a way that,
as SO(2, q)-orbits as well as as O(2, q)-orbits, O2,0 and O0,2 are the two connected
components of one orbit and O1,1 is the other orbit.
(iii) For q ≥ 2, the orbits O1,0 and O0,1 are the two connected components of the
smooth manifold of rank two nilpotent matrices
[
A B
Bt D
]
in so(2, q) which, when B
is written as B =
[
x1 x2 · · · xq
y1 y2 · · · yq
]
, satisfy the equations
x21 − y21 + x22 − y22 + · · ·+ x2q − y2q = 0
x1y1 + x2y2 + · · ·+ xqyq = 0.
Proof. Statements (i) and (ii) are established by a reasoning involving the decompo-
sition of the type of a nilpotent orbit into a sum of indecomposable O(2, q)-types [7],
similar to that given in the proof of Theorem 3.5.3, together with a closer look at
the decomposition of the resulting O(2, q)-orbits into SO(2, q)- and SO(2, q)0-orbits;
we leave the details to the reader. Statement (iii) is a consequence of Theorem 3.6.3
below. It may as well be deduced from the discussion in Section 6 below. 
The next result makes explicit the statement of Theorem 3.3.11 above for g =
so(2, q).
Theorem 3.6.3. Under the projection from g = k⊕ p to p, followed by the canonical
isomorphism from p to p+, the closure O2,0 of the principal holomorphic nilpotent
orbit O2,0 is identified with p+ ∼= Cq, and the closure O1,0 of O1,0 amounts to the
smooth complex affine quadric in Cq given by the equation w21 + w
2
2 + · · · + w2q = 0.
Furthermore, as a complex analytic space, O1,0 is normal, and so is, of course, O2,0
since it is an affine space.
Proof. The first statement is established by inspection. See also Remark 6.3 below.
Being an affine quadric, the normality of O1,0 is immediate. 
Remark 3.6.4. The proof of Theorem 3.6.2 is independent of those of Theorems
3.3.3 and 3.3.11 and thus yields proofs of the statements of these Theorems for the
present special case as well.
Since so(2, 3) is isomorphic to sp(2,R), for q ≥ 3, the standard inclusion of so(2, 3)
into so(2, q) amounts to an injection
(3.6.5) sp(2,R) −→ so(2, q).
This is an H1-embedding of the kind asserted in Proposition 3.3.2(4); it identifies
the H-element of the source with that of the target.
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3.7. The complex analytic stratified Ka¨hler structure. We will now show
that the closure of any holomorphic nilpotent orbit O in a semisimple Lie algebra
of hermitian type carries the structure of a complex analytic stratified Ka¨hler space
which, by virtue of Theorems 3.5.5, 3.6.3, 5.3.3, 8.4.1, 8.4.2, is actually normal. Thus,
let (g, z) be a semisimple Lie algebra of hermitian type, and let O be a holomorphic
nilpotent orbit. Its closure N = O in g is a union of finitely many holomorphic
nilpotent orbits and, as we have seen above, the restriction to N of the projection
from g to the constituent p of the Cartan decomposition of g is an injective map,
even though the projection from g to p is not injective; this injection turns N into a
complex analytic space in such a way that each G-orbit in N is a smooth complex
manifold. Independently of the structure results obtained above, the decomposition
of N into G-orbits may be shown to be a stratification, since g is semisimple; see
[58] (Theorem 2.23). Furthermore, the Tarski-Seidenberg Theorem entails that, as a
subset of g, N is real semi-algebraic.
Upon identifying g with its dual g∗ by means of an appropriate positive multiple
of the Killing form we view N as the closure of a (nilpotent) coadjoint orbit (i. e.
orbit in g∗). At this stage any positive multiple of the Killing form will do; in Section
5 below a more specific choice will be made; see also (3.2.2) above. Restricting the
algebra C∞(g∗) of ordinary smooth functions on g∗ to N yields a smooth structure
C∞(N) on N ; a smooth structure of this kind is usually referred to as an algebra of
Whitney smooth functions . The existence of smooth partitions of unity on g∗ entails
that this smooth structure is fine. Furthermore, since N is the closure of a nilpotent
orbit, the Lie-Poisson structure {·, ·} on C∞(g∗) passes to a Poisson bracket {·, ·}
on C∞(N) which, on each stratum of N (i. e. coadjoint orbit contained in N),
restricts to the ordinary symplectic Poisson algebra. Thus (C∞(N), {·, ·}) turns N
into a stratified symplectic space.
To spell out the requisite complex analytic stratified Ka¨hler polarization, we note
that, as a module over the algebra C∞(g∗,C), the module Ω1(g∗,C) of 1-forms may
be written in the form C∞(g∗,C)⊗C gC. Hence the decomposition gC = kC⊕ p+⊕ p−
entails a direct sum decomposition
Ω1(g∗,C) = C∞(g∗,C)⊗C kC ⊕ C∞(g∗,C)⊗C p+ ⊕ C∞(g∗,C)⊗C p−
as a module over the algebra C∞(g∗,C). The Lie-Rinehart structure on Ω1(g∗,C)
coming from the Poisson structure on C∞(g∗,C) (explained in Section 1 above) is
actually a “crossed product structure”, cf. [28]. Since kC is a (complex) Lie algebra,
the constituent C∞(g∗,C) ⊗C kC is closed under the Lie bracket in Ω1(g∗,C) and
hence inherits a Lie-Rinehart structure, a crossed product structure as well. We have
already observed that the constituents p+ and p− are known to be abelian subalgebras
of gC, cf. [23] (p. 313), [77] (p. 55). Hence the constituents C∞(g∗,C) ⊗C p+ and
C∞(g∗,C)⊗Cp− are closed under the Lie bracket in Ω1(g∗,C) and inherit Lie-Rinehart
structures; these are crossed product structures again. Even though p+ and p− are
abelian, the brackets on C∞(g∗,C)⊗C p+ and C∞(g∗,C)⊗C p− are non-trivial since
they are induced from brackets of the kind [u, v] where u ∈ p+ and v ∈ gC.
Write A(N) = C∞(N,C), and let I be the ideal of smooth functions on g∗ which
vanish on N . By the general theory of Ka¨hler differentials, the projection map from
C∞(g∗,C) to A(N) gives rise to the exact sequence
I
/
I2
δ−→ A(N)⊗C∞(g∗,C) Ω1(g∗,C) −→ Ω1(N,C) −→ 0
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of A(N)-modules where δ is induced by the association a 7→ 1⊗da (a ∈ I). Furthermore,
as an A(N)-module, A(N)⊗C∞(g∗,C) Ω1(g∗,C) may plainly be written as
A(N)⊗C∞(g∗,C) Ω1(g∗,C) ∼= A(N)⊗C kC ⊕ A(N)⊗C p+ ⊕ A(N)⊗C p−.
Let P ⊆ Ω1(N,C) be the image of A(N)⊗C p+ in Ω1(N,C). This is a (C, A(N))-Lie
subalgebra of Ω1(N,C){·,·} which, as an A(N)-module, is generated by the differentials
dw where w ∈ p+; here the elements of gC are viewed as functions on (gC)∗.
Theorem 3.7.1. The (C, A(N))-Lie subalgebra P of Ω1(N,C){·,·} is a complex analytic
stratified Ka¨hler polarization for the (fine) stratified symplectic space (N,C∞(N), {·, ·});
the underlying complex analytic structure is that induced from the embedding of N
into p(∼= p+).
Proof. Since each stratum of N inherits a smooth complex structure from the complex
analytic structure of N , the symplectic stratification is a refinement of the complex
analytic one. Let w1, . . . , wℓ be a (complex) basis of p
+ and view the wj ’s as
holomorphic coordinate functions on (p+)∗; restricting them to O yields holomorphic
functions on O, and every holomorphic function in O may be written as a holomorphic
function in these coordinates. This implies that, given two holomorphic functions f
and h in O, the Poisson bracket {f, h} vanishes, since the Lie bracket on p+ (which
yields the brackets of the kind {wj , wk}) is zero. Consequently the sheaf of germs of
holomorphic functions on N is contained in the sheaf of germs of polarized functions.
In view of Theorem 2.5, P is a stratified Ka¨hler polarization which is compatible
with the complex analytic structure; this may also be seen directly.
To see that the sheaf of germs of holomorphic functions coincides with that
of polarized ones, we argue as follows: The top stratum Or (i. e. the principal
holomorphic nilpotent orbit) is Zariski open in p+ and has p+ as its closure. The
complement Or−1 of Or in p+ is a thin set in p+. Hence a continuous function in p+
which is holomorphic in Or is holomorphic in p+ [16]. This implies the assertion, since
the complex analytic structure on the closure of any smaller holomorphic nilpotent
orbit is induced from the embedding thereof into p+. 
Remark 3.7.2. While p carries a symplectic structure as well which combines with
its complex structure Jz to a Ka¨hler structure, the symplectic structures on the
strata of N cannot be induced from a symplectic structure on p, though.
Remark 3.7.3 The image of A(N) ⊗C p− in Ω1(N,C) is a stratified complex
polarization P ⊆ Ω1(N,C) as well which is generated by the differentials dx where
x ∈ p−; it is just the complex conjugate of P . The C∞(N,C)-submodule of Ω1(N,C)
generated by P and P decomposes into a direct sum P ⊕P . However, Ω1(N,C) does
not exhaust this direct sum. In fact, the inclusion of P ⊕ P into Ω1(N red,C) gives
rise to an exact sequence
(3.7.4) 0 −→ P ⊕ P −→ Ω1(N,C) −→ C −→ 0
of C∞(N,C)-modules, the cokernel C being generated by (classes of) the differentials
dw where w ∈ kC. The precise information about holomorphic nilpotent orbits spelled
out in Theorems 3.5.4, 3.5.5, and 3.6.2 above yields at once explicit examples where
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C is non-zero. Thus a complex polarization can no longer be thought of as being given
by the (0, 1)-vectors of a complex structure. On any stratum, the constituent C is
zero, though, and the module of differentials does of course decompose into the direct
sum of the holomorphic and antiholomorphic polarization: Restricted to a stratum
S, the exact sequence (3.7.4) comes down to an isomorphism PS ⊕ PS −→ Ω1(S,C).
3.7.5. Dependence on the choice of H-element. Given a nilpotent orbit O,
we have observed above (Addendum to Theorem 3.3.3) that the property of being
holomorphic does not depend on the choice of H-element. The induced complex
structure on the closure O depends on that choice, though. Letting the H-element
z vary, we obtain a moduli space of complex structures compatible with the other
structure, i. e. a moduli space of complex analytic stratified Ka¨hler structures on
O, the stratified symplectic structure being fixed. This moduli space amounts to the
homogeneous space G/K.
3.7.6. The holomorphic semisimple orbits. In the same fashion, for any
semisimple holomorphic orbit O, a choice of H-element z induces a smooth K-
invariant complex structure on O ∼= G/K turning the latter into a Ka¨hler manifold.
This is not the standard hermitian symmetric space structure on G/K, though, since
only K acts by isometries, and the curvature tensor is not parallel. A special case
has been illustrated in (3.2.2) above.
4. Reduction and stratified Ka¨hler spaces
In this section we will show that reduction is another source for stratified Ka¨hler
spaces. For later reference, it will be convenient to extend the usual reduction scheme
in symplectic geometry.
Let (N,C∞(N)) be a stratified space, with smooth structure C∞(N), and let G
be a Lie group, with Lie algebra g. We will say that an action of G on N is smooth
provided it preserves strata and carries smooth functions on N to smooth functions
on N , that is, (i) given h ∈ C∞(N) and y ∈ G, the function f ◦ y (where we do not
distinguish in notation between y ∈ G and the homeomorphism it induces on N) is
in C∞(N) and (ii), given h ∈ C∞(N) and Y ∈ g, the function YNh is in C∞(N);
here YN refers to the derivation which, on each stratum, is given by the vector field
YN induced from Y on that stratum. As a smooth function, YNh initially exists
only stratumwise, whence the requirement (ii). We refer to a derivation of the kind
YN as the stratified vector field on N induced from Y .
Let { , } be a Poisson structure on C∞(N) which, on each stratum of N ,
restricts to a smooth (not necessarily symplectic) Poisson structure. We will refer to
(N,C∞(N), { , }) as a stratified Poisson space. We will say that the G-action on
N is hamiltonian, with stratified Poisson momentum mapping µ:N → g∗, provided
(i) µ is a smooth G-equivariant map, and (ii) for every Y ∈ g and every smooth
function f on N ,
{f, µY } = YNf,
where µY :N → R is the composite of µ with Y , viewed as a linear map on g∗, and
where YN refers to the stratified vector field on N induced by the G-action. Here
“smooth” means that, for every ordinary smooth function h on g∗, the composite h◦µ
is in C∞(N). The requirement (ii) is equivalent to the adjoint δ: g→ C∞(N), which
is given by δ(Y ) = µY (Y ∈ g), having the property that (ii′) for every Y ∈ g, the
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hamiltonian vector field {·, µY } of δ(Y ) coincide with the vector field YN ; the mapping
δ is then occasionally referred to as comomentum. Furthermore, when (ii) holds, the
G-equivariance of µ implies that (i′) δ[Y, Z] = {δ(Y ), δ(Z)}, for every Y, Z ∈ g and,
for connected G, this is actually equivalent to the G-invariance. Notice that (i′) says
that µ is a Poisson map where g∗ is endowed with its Lie-Poisson structure. When
N is a smooth symplectic manifold or, more generally, a smooth Poisson manifold,
this notion of Poisson momentum mapping amounts to the ordinary one in symplectic
geometry or, more generally, to that of Poisson momentum mapping [61]. When
(N,C∞(N), { , }) is a stratified symplectic space acted upon by a Lie group G in a
hamiltonian fashion with stratified Poisson momentum mapping µ:N → g∗, we will
refer to µ as a stratified symplectic space momentum mapping . Examples which are
not ordinary momentum mappings will be given in Section 8 below.
Let (N,C∞(N), { , }) be a stratified Poisson space, and let G be a Lie group
which acts smoothly on N in a hamiltonian fashion with stratified Poisson momentum
mapping µ:N → g∗. Generalizing the standard construction, define the reduced space
N red by N red = µ−1(0)
/
G. The construction of the Arms-Cushman-Gotay-algebra
[1] extends as well: Define
C∞(N red) as
(
C∞(N)G
) /
IG,
the algebra C∞(N)G of smooth G-invariant functions on N , modulo the ideal IG of
functions in C∞(N)G that vanish on the zero locus µ−1(0), so that C∞(N red) yields
a smooth structure C∞(N red), i. e. algebra of continuous functions on N red in an
obvious fashion.
Proposition 4.1. The Poisson structure on C∞(N) induces a Poisson structure
{·, ·}red on C∞(N red).
Proof. Let f be a G-invariant function in C∞(N). Noether’s theorem is still true and
says that µ is constant along the trajectories of Xf = {·, f}; indeed, any trajectory
lies in a stratum. Hence, given a function h in C∞(N) which vanishes on µ−1(0),
for any q ∈ µ−1(0), since µ(exp(tXf )q) = µ(q), we have
{h, f}(q) = Xf (h)|q = d
dt
(h(exp(tXf )q))|t=0 = 0,
that is, {h, f} vanishes on µ−1(0) as well. Consequently IG is a Poisson ideal in
C∞(N)G. 
We now suppose that G is compact. Given a symplectic manifold N acted upon
by G in a hamiltonian fashion, each connected component of the reduced space N red
is a stratified symplectic space [83]; to simplify the exposition somewhat we shall
not distinguish in notation between the reduced space and any one of its connected
components. The existence of G-invariant partitions of unity on N with respect to
arbitrary locally finite coverings by G-invariant open subsets entails that C∞(N red)
is fine.
Proposition 4.2. Given a positive Ka¨hler manifold N with a holomorphic GC-action
whose restriction to (a compact real form) G preserves the Ka¨hler structure and is
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hamiltonian, the Ka¨hler polarization F induces a (positive) normal Ka¨hler structure
on the reduced space N red.
Proof. This follows readily from the results in [22] and [82], combined with Theorem
2.5 above. Indeed, the zero locus µ−1(0) is a Kempf-Ness set of N , and the inclusion
of µ−1(0) into N induces a homeomorphism
N red = µ−1(0)
/
G −→ N//GC
from the reduced space onto the G(eometric) I(nvariant) T(heory) quotient N
//
GC.
The latter inherits a complex analytic structure which, locally, amounts to that
of a Stein quotient in such a way that the symplectic stratification of N red is a
refinement of the complex analytic one and that each stratum, with its induced
complex analytic structure, inherits a Ka¨hler metric; see (2.3) of [82] (under the
additional technical hypothesis that the momentum mapping be “admissible”) and
[22]. For every pair f and h of holomorphic functions in N , the Poisson bracket
{f, h} manifestly vanishes, and this property descends to N red. By Theorem 2.5,
the C∞(N red,C)-submodule P of Ω1(N red,C){·,·} described there (where X = N
red)
is a complex analytic stratified Ka¨hler polarization. Normality is a consequence of
the fact that, locally, the GIT-quotient may be written as a quotient of a smooth
Stein space and, a smooth complex manifold being necessarily normal, passing to the
quotient preserves normality. Since, complex analytically, the space N red is normal,
we might as well first observe that P is a stratified Ka¨hler polarization on N red such
that the complex analytic structure is compatible with it and then deduce, using
Proposition 2.4, that P is actually a normal Ka¨hler structure. The positivity of P
is obvious. 
Example 4.3. Let Σ be a closed Riemann surface, let G be a compact Lie group,
and let ξ:P → Σ be a principal G-bundle. Pick a Riemannian metric on Σ and an
invariant positive definite symmetric bilinear form on the Lie algebra g of G, and let
N be the moduli space of central Yang-Mills connections on ξ determined by these
data [3]. To recall its well known representation theory interpretation, write Z for
the center of G, let z = Lie(Z), and pick X ∈ z. Let π be the fundamental group
of Σ, let 0 → Z → Γ → π → 1 be its universal central extension, let HomX(Γ, G)
be the space of homomorphisms from Γ to G which send a preferred generator of
the kernel Z to expX ∈ G, and consider the space RepX(Γ, G) = HomX(Γ, G)
/
G of
G-orbits (under conjugation); depending on the choice of X , the space HomX(Γ, G)
may be empty. The topological type of ξ determines an element X ∈ z such that
taking holonomies identifies the space N with a connected component of RepX(Γ, G)
[3], [32–35]. We will refer to any of the connected components of RepX(Γ, G) as a
space of twisted representations of π in G. As final ingredient, we pick a complex
structure on Σ.
Theorem 4.3.1. The data induce on N a normal (complex analytic positive) Ka¨hler
structure turning N into an (in general) exotic projective variety.
Explicit constructions of the stratified symplectic structure (which does not depend
on the complex structure on Σ) may be found in [32–35]. For G = U(n), the requisite
complex analytic structure on N was constructed by Narasimhan and Seshadri [67]
by means of geometric invariant theory; the space N may then be identified with
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the moduli space of semistable holomorphic rank n vector bundles on Σ of a certain
degree k which corresponds to the topological type of ξ or, equivalently, to the
twisting of the representations of π; for k = 0 the representations of π in G are
ordinary ones, i. e. are untwisted. For general G, a construction of the complex
analytic structure may be found e. g. in [56].
It is not obvious that the two structures combine to a complex analytic Ka¨hler
structure, though, except in the (complex analytically or algebraically) non-singular
case where the space N is known to be a Ka¨hler manifold [67]. We now explain the
requisite analytical details.
Let A be an arbitrary connection (not necessarily Yang-Mills) on ξ, and let dA
be its operator of covariant derivative. It is well known that A determines (and is
determined by) a complex structure on the complexification ξC:PC → Σ of ξ which
turns ξC into a holomorphic principal GC-bundle; we write the latter as ξCA. The
chosen invariant positive definite symmetric bilinear form on g induces a hermitian
structure on ad(ξC) which, in turn, determines a Hodge decomposition
Ω0,0(Σ, ad(ξC)) = H0,0A ⊕ L0,0, Ω0,1(Σ, ad(ξC)) = H0,1A ⊕ d′′A(L0,0),
the spaces of harmonic forms being denoted by H0,∗A and the Cauchy-Riemann operator
by d′′A. A standard construction, cf. Lemma 2.1 (ii) in [67] for G = U(n), yields a
complete analytic family of holomorphic principal GC-bundles {ξy}y∈YA parametrized
by a based ball (YA, o) in the complex vector space H0,1A so that ξo “coincides” with
ξCA, that is, a holomorphic principal G
C-bundle over YA × Σ whose Kodaira-Spencer
map ToYA −→ H0,1A is an isomorphism, together with an isomorphism of holomorphic
principal bundles between ξo and ξ
C
A.
Suppose that A is a central Yang-Mills connection, and consider the real differential
graded Lie algebra (Ω∗(Σ, ad(ξ)), dA). It controls the infinitesimal central Yang-Mills
connections variations of (ξ, A). The star operator ∗: Ω∗(Σ, ad(ξ)) → Ω2−∗(Σ, ad(ξ))
determined by the data endows Ω1(Σ, ad(ξ)) with a complex structure, and associating
η + i ∗ η to η identifies Ω1(Σ, ad(ξ)) with Ω0,1(Σ, ad(ξC)) as a complex vector space.
Under this isomorphism, the space H1A of real harmonic 1-forms gets identified with
H0,1A . The space of connections A(ξ) being endowed with the standard symplectic
structure ω given by ω(α, β) =
∫
Σ
〈α ∧ β〉 where α, β ∈ Ω1(Σ, ad(ξ)) and where 〈 , 〉
is the pairing induced from the given invariant symmetric bilinear form on g, the
assignment to a connection of its curvature is a momentum mapping for the action
of the group of gauge transformations. Consider the symplectic slice MA ⊆ A(ξ)
given in (2.16) of [30]. The symplectic structure ω induces a symplectic structure
ωA on MA. Write ZA for the stabilizer of A in the group of gauge transformations
of ξ, and let zA = Lie(ZA). The momentum mapping for the action of the group
of gauge transformations restricts to a momentum mapping µA:MA → H2A where
H2A ∼= H2(Σ, ad(ξ)) is identified with the dual of zA in the standard fashion. After
having MA suitably cut to size (if need be), when we associate to a connection
A + η in MA its induced Cauchy-Riemann operator d′′A+η, we obtain a map from
MA to the GIT quotient YA
//
ZCA which induces a homeomorphism from the reduced
space µ−1A (Fξ)
/
ZA onto YA
//
ZCA; here Fξ denotes the corresponding constant central
curvature. On the other hand, an explicit map from µ−1A (Fξ)
/
ZA to N , realized
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as a connected component of a space of the kind RepX(Γ, G), is given by the
assignment to a point A + η of its holonomies with respect to a system of curves
representing the generators of the fundamental group. See [37] for details. Letting A
vary (among central Yang-Mills connections), we obtain these structures on suitable
“coordinate patches” of the space N . The Poisson structure comes from the reduced
spaces of the kind µ−1A (Fξ)
/
ZA, while the complex analytic one is inherited from the
complex GIT quotient’s YA
//
ZCA. The global stratified symplectic Poisson structure
on RepX(Γ, G) is that constructed in [34]. Thus we obtain a normal Ka¨hler structure
on N , the normality being an immediate consequence of the local complex GIT
quotient constructions. More details will be given at another occasion.
Apart from the Hodge decomposition of Ω(Σ, ad(ξC)) on which the existence of the
complete families of holomorphic principal GC-bundles relies and the Banach space
techniques which yield the slice MA, this construction of the moduli space N as a
normal Ka¨hler space is finite dimensional and entirely analytic, that is, it avoids the
usual detour via geometric invariant theory. Normality is a consequence of the fact
that, locally, the space is an affine geometric invariant theory quotient. The complex
analytic stratified Ka¨hler structure isolated here is somewhat finer than the complex
analytic structure alone, though, and cannot be obtained from geometric invariant
theory. This stratified Ka¨hler structure gives a precise description of the Ka¨hler
singularity behaviour. The issue of singularities was raised in [3]. When G = SU(2),
as already pointed out in the introduction, the space N is an exotic CP3, and the
complement of the top stratum is a Kummer surface which, in turn, is the singular
locus, in the sense of complex analytic stratified Ka¨hler spaces, of this exotic CP3.
For various special cases, the local structure of the space N near any of its points
has been examined in [32]; see also [38–40].
More generally, certain moduli spaces including moduli spaces of semistable holo-
morphic vector bundles with parabolic structure [64] inherit normal Ka¨hler structures,
the requisite stratified symplectic structure being that constructed in [19]. We will
explain the details elsewhere.
5. Associated representations and singular reduction
In this section we will describe the holomorphic nilpotent orbits for the classical
cases as reduced spaces for suitable momentum mappings.
5.1. Invariants and momentum mapping. Consider a real finite-dimensional
symplectic vector space W , with symplectic form ω. The algebra R[W ∗] of real
polynomial functions on W—after a choice of basis b1, . . . , bn: the algebra of poly-
nomials in the coordinate functions x1, . . . , xn—inherits a Poisson structure {·, ·}
from the symplectic structure which is given by {xj , xk} = ω(bj, bk), 1 ≤ j, k ≤ n;
furthermore, the homogeneous quadratic part R2[W
∗] of R[W ∗] is closed under the
(Poisson) bracket and, in fact, as a Lie algebra, isomorphic to sp(W,ω). An explicit
isomorphism δ: sp(W,ω) → R2[W ∗] is given by the assignment to X ∈ sp(W,ω) of
the quadratic polynomial function fX on W where fX(v) =
1
2
ω(Xv, v) (v ∈ W ).
The inverse map sends a quadratic polynomial f to its Hamiltonian vector field
Xf = {·, f}. More precisely, the assignment to X ∈ sp(W,ω) of the Hamiltonian
vector field of fX is the linear vector field on W induced by X , the corresponding
map from sp(W,ω) to Vect(W ) being an anti Lie isomorphism onto the Lie algebra
of linear vector fields. For W = R2, with coordinates q, p and ω the standard form
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so that {q, p} = 1, with the notation E, F,H in (3.2.2),
δ(E) =
p2
2
, δ(F ) = −q
2
2
, δ(H) = pq.
For general W and ω, the unique momentum mapping µ:W → (R2[W ∗])∗ (having
the value zero at the origin) for the Sp(W,ω)-action on W is just the adjoint of δ
and therefore simply given by the formula
(f ◦ µ)(v) = f(v), v ∈W, f ∈ R2[W ∗],
which, in terms of sp(W,ω), comes down to the well known formula
(X ◦ µ)(v) = 1
2
ω(Xv, v), v ∈ W, X ∈ sp(W,ω).
Under the canonical isomorphism between (R2[W
∗])∗ and the symmetric square S2
R
[W ]
of W , this momentum mapping amounts to the canonical squaring map for W . Given
v ∈ W , define v†:W → R by ω(u, v) = v†u; the composite vv†, viewed as a linear
endomorphism of W , then lies in sp(W,ω). Plainly, for v ∈W ,
(5.1.1) (X ◦ µ)(v) = 1
2
v†Xv =
1
2
trace(X ◦ (vv†)),
that is to say, when we identify sp(W,ω) with its dual by means of the Sp(W,ω)-
invariant pairing (A,B) 7→ 12 trace(AB), referred to henceforth as the half-trace pair-
ing—it is a positive multiple of the Killing form—the momentum mapping µ amounts
to the assignment to v ∈W of vv† ∈ sp(W,ω).
Example. Let W = R4, with standard symplectic structure which, in the coordinates
q1, q2, p1, p2, amounts to the Poisson brackets {qj , pj} = 1 (j = 1, 2) etc. With the
notation v = [q1, q2, p1, p2]τ , we obtain
µ(v) = vv† =

q1p1 q1p2 −q1q1 −q1q2
q2p1 q2p2 −q2q1 −q2q2
p1p1 p1p2 −p1q1 −p1q2
p2p1 p2p2 −p2q1 −p2q2
 .
We may identify W with the total space T∗(R2) of the cotangent bundle of the ordinary
(q1, q2)-plane R2. Ordinary angular momentum in the plane has the infinitesimal
generator X =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
, and
(X ◦ µ)(v) = 1
2
trace(X ◦ (vv†)) = q1p2 − q2p1.
This is the angular momentum mapping for a single particle in the plane.
For general W and ω, given a subgroup H of Sp(W,ω), the induced H-action on W
induces an H-action on R2[W
∗] preserving the Poisson structure, and the invariants
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g = R2[W
∗]H constitute a Lie subalgebra of R2[W
∗]. Indeed, in sp(W ), g amounts
to the H-invariant subspace of sp(W ), with reference to the adjoint representation.
The H-invariant map W → g∗ whose adjoint is the injection g → R[W ∗] is plainly
a momentum mapping for the induced action of the Lie group G ⊆ Sp(W,ω) with
Lie(G) = g. For example, when H is the obvious copy of Z/2 in Sp(W,ω) whose
generator acts on W via multiplication by −1, R2[W ∗]H = R2[W ∗], the homogeneous
degree 2 part R2[W
∗] generates the algebra of Z/2-invariants, and the momentum
mapping µ amounts to the Hilbert map of invariant theory for the Z/2-action on W .
5.2. Associated representations. Given a unitary representation E of a compact
Lie group H, with h = Lie(H), the construction in (5.1) applies to W = E endowed
with the symplectic structure coming from the hermitian form on E and yields
the unique momentum mapping µH :E → h∗ having the value zero at the origin
of E. Given a nilpotent orbit O in a real semisimple Lie algebra g, we will say
that a unitary representation E of a compact Lie group H is a compact associated
representation for O provided R2[E∗]H ∼= g in such a way that the H-invariant map
µG:E → g∗ whose adjoint is the injection g → R[E∗] induces an isomorphism of
stratified symplectic spaces from the H-reduced space Ered = µ−1H (0)
/
H onto the
closure O of O in g∗.
More generally, let H be an arbitrary Lie group, not necessarily compact, with
Lie algebra h, which acts linearly and symplectically on a symplectic vector space E,
with momentum mapping µH :E → h∗ having the value zero at the origin of E. We
then refer to E as a symplectic representation of H and define the reduced space Ered
to be the space of closed orbits in the zero locus µ−1H (0). Given a nilpotent orbit O
in a real semisimple Lie algebra g, we will say that a symplectic representation E of
a Lie group H is an associated representation for O provided R2[E∗]H ∼= g in such a
way that the H-invariant map µG:E → g∗ whose adjoint is the injection g→ R[E∗]
induces a Poisson map µG:E
red → g∗ which is an isomorphism of stratified spaces
from Ered onto the closure O of O in g∗.
5.3. Compact associated representations. We will now establish their existence
for holomorphic nilpotent orbits in the standard cases . Our tool will be an extension
of the basic construction in [53]; in that reference, this construction is given only
for the case of the classical groups over the complex numbers. We now extend this
construction to the appropriate real forms of the classical groups. A key step will
be an extension of the “First Main Theorem of Invariant Theory” to the real forms
of the classical groups, given as Theorem 5.3.1 below. The significance of the First
Main Theorem of Invariant Theory for orbits of complex classical groups has been
noticed in [53].
Let K = R,C,H, let V s = Ks, the standard (right) K-vector space of dimension s,
endowed with a non-degenerate hermitian form (·, ·) of type (s′, s′′), that is, of rank
s = s′+s′′ and signature s′−s′′; further, let V = Kn, endowed with a complex structure
JV and skew form B of the kind reproduced in (3.5), let H = H(s′, s′′) = U(V s, (·, ·)),
h = Lie(H), G = U(V,B), and g = Lie(G) (cf. (3.5)), and denote the split rank of
G = U(V,B) by r. When s = s′ and s′′ = 0 we will write H(s) instead of H(s′, s′′).
More explicitly:
(1) K = R, V s = Rs, V = Rn, n = 2ℓ, H = O(s′, s′′), G = Sp(ℓ,R), r = ℓ;
(2) K = C, V s = Cs, V = Cn, n = p+ q, H = U(s′, s′′), G = U(p, q), p ≥ q, r = q;
(3) K = H, V s = Hs, V = Hn, H = U(s′, s′′,H) = Sp(s′, s′′), G = O∗(2n), r = [n2 ].
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When s = s′ and s′′ = 0, H = H(s) is the group O(s,R), U(s), or Sp(s) as
appropriate.
Let W = W (s) = HomK(V
s, V ). The groups H and G act on W in an obvious
fashion: Given x ∈ H, α ∈ HomK(V s, V ), y ∈ G, the action is given by the assignment
to (x, y, α) of yαx−1. Given a K-linear map α:V s → V , define the K-linear map
α†:V → V s by
(α†u,v) = B(u, αv), u ∈ V, v ∈ V s;
given x ∈ H, y ∈ G, plainly (yαx−1)† = xα†y−1. In case (1), for s = 1, this
construction comes down to the assignment to v ∈ W of v†:W → R given in (5.1).
For intelligibility we give explicit formulas for α† for the special cases where s′ = s
(arbitrary value) and s′′ = 0.
Case (1): α = [q1, . . . ,qℓ,p1, . . . ,pℓ]
τ
: α† = [p1, . . . ,pℓ,−q1, . . . ,−qℓ]:Rn → Rs,
q1, . . . ,qℓ,p1, . . . ,pℓ ∈ Rs being the column vectors of α†.
Case (2): α = [w1, . . . ,wp+q]
τ
: α† = i[w1, . . . ,wp,−wp+1, . . . ,−wp+q]:Cp+q → Cs,
w1, . . . ,wp+q ∈ Cs being the column vectors of α†.
Case (3): α = [w1, . . . ,wn]
τ
: α† = [w1J , . . . ,wnJ ]:Hn → Hs, w1, . . . ,wn ∈ Hs being
the column vectors of α†.
The 2-forms (·, ·) and B induce a symplectic structure ωW on W by means of the
assignment
ωW (α, β) = tracer(β
†α), α, β ∈W,
where tracer(β
†α) ∈ R is the real constituent of the value of the trace of β†α. In
case (1) where K = R the function tracer is the ordinary trace function. In case (2)
and case (3), the hermitian form (·, ·) on V s = Ks determines a non-degenerate real
symmetric bilinear form (·, ·)r on Rs of the same signature as (·, ·) such that the
real constituent of (·, ·) may be written as (Rs, (·, ·)r)⊗R K, and the real constituent
B1 of B is a real symplectic structure on V as observed earlier. Writing W in
the form W = HomR(R
s, V ), given α:Rs → V , we may define α††:V → Rs by
(α††u,v)r = B1(u, αv) where u ∈ V and v ∈ Rs; then
ωW (α, β) = trace(β
††α), α, β ∈ W,
where “trace” now refers to the ordinary real trace on End(Rs), and where we do
not distinguish in notation between an R-linear map α from Rs to V and its K-linear
extension to V s.
The actions of H and G on W preserve the symplectic structure ωW and are
hamiltonian. Up to the requisite identifications of h and g with their duals by means
of the half-trace pairing, cf. (5.1) above, the momentum mappings µH and µG for
the H- and G-actions are given by
µH :W −→ h, µH(α) = −α†α:V s → V s,
µG:W −→ g, µG(α) = αα†:V → V,
respectively. Indeed, since the H-action on W is given by the assignment to (x, α)
of αx−1 (x ∈ H, α ∈W ) the h-action on W is given by the formula
X(α) = −αX, X ∈ h, α ∈W.
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Hence, cf. (5.1.1),
(X ◦ µH)(α) = 1
2
ωW (X(α), α) = −1
2
ωW (αX, α) = −1
2
tracer((α
†α) ◦X).
This shows that µH is indeed the H-momentum mapping. A similar reasoning justifies
the claim that µG is the G-momentum mapping.
We could have identified h and g with their duals by means of the trace pairing,
but we prefer not to do so since, up to sign, with our conventions, the momentum
mappings will appear as the Hilbert maps of invariant theory.
Illustration. Consider the case (1) with s′ = s and s′′ = 0 so that H = O(s,R).
Given x = (x1, . . . , xs) ∈ Rs and y = (y1, . . . , ys) ∈ Rs, with the standard notation
x ∧ y ∈ Λ2R[Rs] = so(s,R)
for the skew-symmetric matrix having xjyk − xkyj as its (j, k)’th entry, when the
linear map α:V s → V is written as α = [q1, . . . ,qℓ,p1, . . . ,pℓ]τ with row vectors
q1, . . . ,qℓ,p1, . . . ,pℓ ∈ Rs, the values µH(α) = −α†α ∈ so(s,R) and µG(α) = αα† ∈
sp(ℓ,R) admit the following descriptions:
µH(α) = −α†α = q1 ∧ p1 + · · ·+ qℓ ∧ pℓ ∈ Λ2R[Rs] = so(s,R)
µG(α) = αα
† =
[
[qjpk] − [qjqk]
[pjpk] − [pjqk]
]
∈ sp(ℓ,R).
Here so(s,R) (as well as sp(ℓ,R)) is identified with its dual via the half-trace
pairing (A,B) 7→ 12 trace(AB). The map µH comes down to the ordinary an-
gular momentum mapping for a constrained system of ℓ particles in Rs whence
the notation q1, . . . ,qℓ,p1, . . . ,pℓ. For example, when s = 2 and ℓ = 1, W =
EndR(R
2) and, taking α =
[
q
p
]
=
[
q1 q2
p1 p2
]
, we have α† =
[
p1 −q1
p2 −q2
]
and
−α†α =
[
0 q1p2 − p1q2
q2p1 − p2q1 0
]
. When we identify W with the total space
T∗(R2) of the cotangent bundle of the ordinary (q1, q2)-plane R2, taking the infini-
tesimal generator X =
[
0 −1
1 0
]
of ordinary angular momentum, we have
(X ◦ µH)(α) = −1
2
trace((α†α) ◦X) = q1p2 − q2p1.
This is again the angular momentum mapping for a single particle in the plane, the
present description being a variant of the example in (5.1) above.
Let E be a (real or complex) symplectic vector space. Recall that two subgroups
Γ and Γ′ of Sp(E) are said to constitute a reductive dual pair provided Γ and Γ′
are each other’s full centralizer in Sp(E) [26]. In each of the cases (1),(2),(3) above,
the two groups G and H constitute a real reductive dual pair in Sp(W ) [27]; these
are precisely the pairs (5.2)(i),(iii),(iv) in that reference. Below (G,H) refers to any
of these three pairs.
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Theorem 5.3.1. The ring of all H-invariant polynomials in R[W ∗] is generated
by its homogeneous quadratic part, and the canonical map from R2[W
∗]H to g is
an isomorphism in such a way that the adjoint of the injection of g into R[W ∗]
amounts to the G-momentum mapping µG:W → g∗. Likewise, the ring of all G-
invariant polynomials in R[W ∗] is generated by its homogeneous quadratic part, and
the canonical map from R2[W
∗]G to h is an isomorphism such that the H-momentum
mapping µH :W → h∗ is the adjoint of the injection of h into R[W ∗].
Corollary 5.3.2. The components of the µH -momentum mapping generate the algebra
of G-invariants in R[W ∗] and the components of the µG-momentum mapping generate
the algebra of H-invariants in R[W ∗].
This Corollary extends a result in [58]. Its statement is a version of the “First Main
Theorem of Invariant Theory” [91], cf. also [26]. However this theorem does not say
that the H-invariants combine to a momentum mapping for G nor that the G-invariants
combine to a momentum mapping for H. Moreover, this theorem is usually phrased
only for the classical groups O(n,R),O(n,C), Sp(n,R), Sp(n,C),GL(n,R),GL(n,C).
There is as well a close relationship between the situation of Theorem 5.3.1 and the
notion of dual pair of Poisson mappings [89].
Proof of Theorem 5.3.1. Since H and G constitute a reductive dual pair in Sp(W ),
the homogeneous degree 2 part R2[W
∗]H coincides with (a copy of) g and, likewise,
the homogeneous degree 2 part R2[W
∗]G coincides with (a copy of) h. We note that,
by construction, g and h are thus realized within R2[W
∗] = sp(W ), which equals
sp(sℓ,R) for K = R, sp(sn,R) for K = C, sp(2sn,R) for K = H.
To see that the subalgebra R[W ∗]H of real invariant polynomials is generated by
its homogeneous degree 2 part R2[W
∗]H , we complexify the H-action on W and
examine the three cases separately.
Case (1): W = HomR(R
s,R2ℓ), Sp(W ) = Sp(sℓ,R), H = O(s′, s′′,R), G = Sp(ℓ,R).
By construction, WC = W ⊗R C = C2sℓ = Cs ⊗C C2ℓ, that is, WC may be written as
the product of 2ℓ copies of Cs, and the H-action on W complexifies to the diagonal
action of O(s,C) = HC on the product of 2ℓ copies of Cs.
Case (2): W = HomC(C
s,Cn) ∼= Csn, Sp(W ) = Sp(sn,R), H = U(s′, s′′), G = U(p, q),
n = p+ q. Now WC = W ⊗R C ∼= C2sn ∼= C2s ⊗C Cn, that is, WC may be written as
the product of n copies of C2s, and the H-action on W complexifies to the diagonal
action of GL(s,C) = HC on the product of n copies of Cs × (Cs)∗ where (Cs)∗ is
identified with Cs by means of the hermitian form.
Case (3): W = HomH(H
s,Hn) ∼= Hsn, Sp(W ) = Sp(2sn,R), H = Sp(s′, s′′), G = O∗(2n).
Now WC =W ⊗R C ∼= C2sn ∼= C2s ⊗C Cn, that is, WC may be written as the product
of n copies of C2s, and the H-action on W complexifies to the diagonal action of
Sp(s,C) = HC on the product of n copies of C2s.
By the first main theorem of invariant theory, the algebra C[W ∗
C
]H
C
of complex
HC-invariants in C[W ∗
C
] is generated by its homogeneous degree 2 part C2[W
∗
C
]H
C
.
Since H and G constitute a reductive dual pair in Sp(W ), the homogeneous degree
2 part C2[W
∗
C
]H
C
is the complexification of the homogeneous degree 2 part R2[W
∗]H .
This implies that the subalgebra R[W ∗]H of real invariant polynomials is generated
by its homogeneous degree 2 part R2[W
∗]H . Interchanging the roles of H and G
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we see that the subalgebra R[W ∗]G of real invariant polynomials is generated by its
homogeneous degree 2 part R2[W
∗]G. 
Remark. Our description gives the “Second Main Theorem of Invariant Theory” [91]
for free; indeed, this theorem provides defining relations among those generators of
the invariants which occur above as the components of the corresponding momentum
mapping, and these defining relations just fix the rank of the matrices whose entries
are the generators.
Remark. In case (2), letting s = 1 so that H = U(1), the resulting injection of
g = u(p, q) = R2[W
∗]H into R2[W
∗] = sp(p+ q,R) is one of the kind (3.5.1.5), up to
the central factor in u(p, q). Likewise, in case (3), letting s = 1 so that H = Sp(1),
the resulting injection of g = so∗(2n) = R2[W
∗]H into R2[W
∗] = sp(2n,R) is one of
the kind (3.5.1.7).
We will now exploit Theorem 5.3.1 to relate certain reduced spaces with nilpotent
orbits. The basic observation is that, under the circumstances of that theorem, given
α:V s → V , the vanishing of µH(α) entails µG(α)µG(α) = 0, that is, µG(α) is then a
square zero nilpotent matrix in g. Since α has rank at most s, the matrix αα† ∈ g,
viewed as a K-linear map from Kn to Kn, has K-rank at most s. As a side remark
we note that, likewise, µG(α) = 0 entails µH(α)µH(α) = 0; in particular, when H
is compact, µH(α) is then necessarily zero. As before, we take W
red to be the
space of closed H-orbits in the zero locus of µH . Whether or not H is compact, by
H-invariance, the momentum mapping µG induces a map from the space of closed
H-orbits in W to g and hence a map µG:W
red → g the image of which, in turn,
lies in the subspace of square zero nilpotent matrices in g which have rank at most
s since for any α:V s → V the image µG(α) = αα†:V → V has rank at most s. We
will show that µG identifies the H-reduced space W
red with the closure of finitely
many pseudoholomorphic nilpotent orbits in g of rank sr = min(r, s). In particular,
when H is compact, i. e. s = s′ and s′′ = 0, µG identifies W
red with the closure of
the holomorphic nilpotent orbit Osr which consists of non-negative nilpotent matrices
in g of rank sr = min(r, s).
Recall that V carries the complex structure J = JV which is induced by the
element JV ∈ g. (We remind the reader that 12JV is the requisite H-element in the
standard cases, cf. (3.5)). Define JW :W →W by JW (α) = JV ◦α, where α:V s → V .
This yields a complex structure JW on W which, together with the symplectic
structure ωW , turns W into a flat (not necessarily positive) Ka¨hler manifold. When
we wish to emphasize in notation that W is endowed with this complex structure
we write WJ .
Let V s−1 = Ks−1 ⊆ V s, and endow it with the induced hermitian form which
we still write as (·, ·). Let W (s − 1) = HomK(V s−1, V ), H(s − 1) = U(s − 1,K).
The inclusion V s−1 ⊆ V s induces a projection V s → V s−1 of hermitian K-vector
spaces which, in turn, induces an injection W (s−1)→W =W (s) of K-vector spaces
compatible with all the structure: It is H(s− 1)-linear where H(s− 1) is viewed as
a subgroup of H(s) in the obvious fashion; it is G-linear; it is compatible with the
complex structure JW ; and it is compatible with the momentum mappings in the
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sense that the diagrams
W (s− 1) −−−−→ W (s) W (s− 1) −−−−→ W (s)
µH(s−1)
y yµH(s) µGy yµG
h(s− 1) −−−−→ h(s) g Id−−−−→ g
are commutative.
We now suppose that H is compact. Thus H = O(s,R), H = U(s), or H = Sp(s),
according to the case under consideration. The complex structure J = JW on W
now combines with the symplectic structure ωW to a positive flat Ka¨hler structure
on W—maintaining notation established earlier, we write WJ for W , endowed with
this Ka¨hler structure—, and the H-representation on WJ is unitary; in particular, it
extends to a holomorphic action of HC on WJ . Thus, in view of Proposition 4.2, via
the Kempf-Ness homeomorphism from W red = µ−1H
/
H onto the categorical quotient
WJ
//
HC, the H-reduced space W red inherits a (positive) normal Ka¨hler structure.
The next result establishes the existence of a compact associated representation for
any holomorphic nilpotent orbit in a standard simple Lie algebra of hermitian type.
As a by-product, independently of the classification of pseudoholomorphic nilpotent
orbits given in (3.3) above, we then deduce the holomorphicity of the nilpotent
orbits spelled out there. Thus the next result does not rely on the fact, obtained in
(3.3) via the classification of pseudoholomorphic nilpotent orbits, that non-negative
nilpotent elements in g (i. e. matrices X in g with BX non-negative, see (3.5) above)
generate holomorphic nilpotent orbits.
Theorem 5.3.3. The induced map µG from the H-reduced space W (s)
red = µ−1H (0)
/
H
to g is a proper embedding of W (s)red into g and induces an isomorphism of stratified
symplectic spaces from W (s)red onto the closure Osr of the unique nilpotent orbit
Osr which consists of non-negative nilpotent matrices in g of rank sr = min(r, s),
and Osr consists of non-negative nilpotent matrices in g of rank at most min(r, s).
The orbit Osr is necessarily holomorphic, and the isomorphism µG from W (s)red
onto Osr is one of complex analytic stratified Ka¨hler spaces whence Osr is a normal
Ka¨hler space. Furthermore, when s > r, the inclusion of W (s− 1) into W (s) induces
an isomorphism of W (s − 1)red onto W (s)red while when s ≤ r, so that sr = s, the
inclusion of W (s − 1) into W (s) induces an injection of W (s − 1)red into W (s)red
which, under the identifications with the closures of holomorphic nilpotent orbits,
amounts to the inclusion of Os−1 into Os in such a way that Os−1 is the complement
of the top stratum Os of Os. Finally, under the projection from g = k ⊕ p to p,
followed by the identification of the latter with p+, the image of the reduced space
W red in g is identified with the affine complex variety consisting of matrices in p+
of rank at most s in such a way that the complex structure on Os which arises from
the complex algebraic quotient construction gets identified with that resulting from the
projection of Os to p; in particular, when s = r, the image of the reduced space W red
in g is identified with p+, that is, the categorical quotient WJ
//
HC is identified with
p+.
Thus we see once more that, for s ≤ r, {0},O1, . . . ,Os are the strata of Os, and
that their closures constitute a chain of inclusions {0} ⊆ O1 ⊆ · · · ⊆ Os−1 ⊂ Os. A
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somewhat more explicit description of the complex analytic structures of the strata
was given in Theorem 3.5.5 above. For the special case where H = O(s,R) and
G = Sp(ℓ,R) (case (1) above), the observation that µG identifies the reduced space
with the closure of a certain nilpotent orbit may be found in [58].
Proof. We have already observed that the momentum mapping µG induces a map µG
from W red to the space of nilpotent matrices in g which have rank at most s. Since
H and G centralize each other in Sp(W ) = Sp(dsn2 ,R), W
red inherits a G-action,
and µG is G-equivariant. By Theorem 5.3.1, the algebra R[W
∗]H of H-invariants is
generated by the components of µG:W → g. Hence the map from the real categorical
quotient W
//
H to g induced by µG is the ordinary (real) Hilbert map; since for
X = αα† and v, w ∈ V ,
BX(v, w) = −B(αα†v, w) = B(w, αα†v) = (α†w, α†v) = (α†v, α†w),
this Hilbert map realizes W
/
H (in a G-equivariant fashion) as the space of non-
negative matrices in g of rank at most s. Consequently the induced map µG from the
H-reduced space W red = µ−1H (0)
/
H to g is injective as well. Furthermore, the square
of the distance to the origin in W is a H-invariant polynomial function. Hence the
Hilbert map is proper, and µG is a G-equivariant homeomorphism from W
red onto
its image.
Let Osr be the space of non-negative nilpotent matrices in g of rank sr = min(r, s).
We claim that Osr is a single G-orbit, that µG maps W red onto Osr , and that Osr is
the space of non-negative nilpotent matrices in g of rank at most sr = min(r, s). To
justify this claim we observe first that, for any α:V s → V , the rank of αα† is at most
r, whatever s. Indeed, the H-reduced space W red consists of orbits of α:V s → V
such that α†α:V s → V s is zero; for such an α, necessarily αα†α = 0, that is, α(V s)
lies in the kernel of αα†. Thus, if s > r, if α†α = 0, and if rank(α) > r, the kernel
of αα† contains a space of dimension > r whence rank(αα†) < r. Consequently µG
maps W red into the space of nilpotent orbits in g of rank at most sr = min(r, s).
Furthermore, this observation entails that, when s > r, the inclusion of W (s−1) into
W (s) induces an isomorphism of W (s− 1)red onto W (s)red.
Next we show that, for some α0 with µH(α0) = 0, the image µG(α0) ∈ g has rank
sr = min(r, s). To simplify the exposition, we will henceforth suppose that s ≤ r.
Case (1): W = HomR(R
s,R2ℓ), Sp(W ) = Sp(sℓ,R), H = O(s,R), G = Sp(ℓ,R), r = ℓ.
Pick vectors q1, . . . ,qℓ in R
s and consider the linear map α:Rs → R2ℓ whose matrix
has the q1, . . . ,qℓ as first ℓ row vectors and whose other row vectors are zero.
Then α†:R2ℓ → Rs is given by the matrix which has the first ℓ column vectors
zero and which has, for 1 ≤ j ≤ ℓ, the vector qj as (ℓ+ j)’th column vector. Then
µH(α) = α
†α = 0 and µG(α) = αα
† =
[
0 Q
0 0
]
where Q = [qjqk]1≤j,k≤ℓ. Thus, when
we choose q1, . . . ,qs orthonormal and qs+1, . . . ,qℓ zero and write α0 for the resulting
linear map from Rs to R2ℓ, the image µG(α0) is a non-negative nilpotent matrix in
sp(ℓ,R) of rank s.
Case (2): W = HomC(C
s,Cn) ∼= Csn, Sp(W ) = Sp(sn,R), H = U(s), G = U(p, q),
p + q = n, p ≥ q = r. Pick vectors w1, . . . ,wq in Cs and consider the linear map
α:Cs → Cn given by the transpose of the matrix [w1, . . . ,wq, 0 . . .0,wp+1, . . . ,wn]
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where, for 1 ≤ j ≤ q, wp+j = iwj . Then α† = i[w1, . . . ,wq, 0, . . . , 0,−iw1, . . . ,−iwq],
µH(α) = α
†α = 0, and
µG(α) = αα
† =
 iA 0 −A0 0 0
−A 0 −iA

where A = [wjwk]1≤j,k≤q. Thus, when we choose w1, . . . ,ws orthonormal and
ws+1, . . . ,wq zero and write α0 for the resulting linear map from C
s to C2ℓ, the
image µG(α0) in u(p, q) is a non-negative nilpotent matrix in u(p, q) of rank s.
Case (3): W = HomH(H
s,Hn) ∼= Hsn, Sp(W ) = Sp(2sn,R), H = Sp(s), G = O∗(2n).
The reasoning is essentially the same as in the two other cases. We leave the details
to the reader.
Write O′s for the G-orbit in g of µG(α0); by construction, O′s is contained in the
space Os of non-negative nilpotent matrices in g of rank s (≤ r), and the reasoning
given so far implies that the closure O′s lies in the image µG(W red) of W red in g.
Thus O′s ⊆ µG(W red) ⊆ Os. We claim that O′s = Os. This follows for example from
the classification of holomorphic nilpotent orbits established in (3.3) above. However,
it may be verified directly, by means of an argument in the proof of Theorem 5.3.1 of
[58]: Suppose for the moment that g = sp(ℓ,R) (r = ℓ) and let X be a non-negative
nilpotent matrix in g of rank s (≤ r). Then X is of square zero and hence, when X
is viewed as an endomorphism of V (= R2ℓ), the image im(X) of X is B-isotropic,
since B(Xu,Xv) = B(u,X2v). Furthermore, im(X) ⊆ ker(X). Write V = L1 ⊕ L2 as
a direct sum of transverse Lagrangian subspaces L1 and L2, with im(X) ⊆ L1, and
pick A ∈ GL(L1) such that B =
[
A 0
0 (At)−1
]
∈ Sp(V ) carries the decomposition
V = L1 ⊕ L2 into the standard decomposition R2ℓ = Rℓ ⊕ Rℓ. Then BXB−1 has
the form Y =
[
0 S
0 0
]
where S is a symmetric (ℓ × ℓ)-matrix of rank s. Thus we
may assume that X is of the kind Y . Furthermore, when we choose B suitably,
the matrix S will be a diagonal matrix. Hence the orbit of X is determined by the
signature of S. The positivity assumption means that the signature of S is zero.
The matrix Y plainly lies in O′s whence Os ⊆ O′s. This kind of reasoning may be
applied to the other cases as well. Alternatively, we may reduce these cases to that
of sp(ℓ,R) (for suitable ℓ) by means of the embeddings (3.5.1.5) and (3.5.1.7). A
closer look shows that the argument comes down to Gram-Schmidt orthogonalization
of the complex subspace of V generated by the image of X , with respect to the
complex structure JV .
Finally we examine the complex analytic structures.
Case (1): The Cartan decomposition sp(ℓ,R) = u(ℓ) ⊕ p of sp(ℓ,R) complexifies to
sp(ℓ,C) = gl(ℓ,C) ⊕ p+ ⊕ p−, where p+ = S2
C
[Cℓ] and p− = S2
C
[Cℓ]. Being endowed
with the complex structure J = JV on W ∼= R2sℓ, this space is just a copy of Csℓ,
HC = O(s,C), and the HC-action on WJ = C
sℓ amounts to the standard diagonal
action of O(s,C) on a product Cs × · · · × Cs of ℓ copies of Cs. By the first main
theorem of invariant theory for the group O(s,C), for s ≥ 1, the invariants in
C[W ∗J ]
HC are generated by the homogeneous degree 2 part C2[W
∗
J ]
HC thereof, and
the complex algebraic map—the (complex) Hilbert map—from WJ = (C
s)ℓ to the
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complex vector space S2
C
[Cℓ] of complex symmetric (ℓ× ℓ)-matrices which assigns the
symmetric matrix [wjwk]1≤j,k≤ℓ to w = (w1, . . . ,wℓ) ∈ WJ identifies the complex
algebraic quotient WJ
//
O(s,C) and hence the reduced space W red as a complex
analytic space with the affine complex variety consisting of matrices in S2
C
[Cℓ] of
rank at most s.
Case (2): The Cartan decomposition u(p, q) = u(p) ⊕ u(q) ⊕ p of u(p, q) has p =
Mq,p(C) and complexifies to (u(p, q))
C = gl(n,C) = gl(p,C)⊕ gl(q,C)⊕ p+⊕ p−, where
p+ = Mq,p(C) and p
− = Mq,p(C) ∼= Mp,q(C). Being endowed with the complex
structure J = JV on W ∼= Csn, this space is a copy of Csn, HC = GL(s,C), and the
HC-action on WJ = C
sn amounts to the standard diagonal action of GL(s,C) on a
product Cs × · · · × Cs × (Cs)∗ × · · · × (Cs)∗ of p copies of Cs and q copies of (Cs)∗.
By invariant theory, just as before, the invariants in C[W ∗J ]
HC are generated by the
homogeneous degree 2 part C2[W
∗
J ]
HC thereof, and the Hilbert map from WJ to
Mq,p(C) assigns the matrix [(ξj,wk)]1≤j≤q,1≤k≤p to w = (w1, . . . ,wp, ξ1, . . . , ξq) ∈WJ
and thereby identifies the complex algebraic quotient WJ
//
GL(s,C) and hence the
reduced space W red as a complex analytic space with the complex affine variety in
Mq,p(C) which consists of matrices of rank at most min(s, q). In particular, when
s ≥ q, there are no relations among the invariants; indeed, any complex (p×q)-matrix
may be written as [(ξj,wk)]1≤j≤q,1≤k≤p for suitable vectors w1, . . . ,wp ∈ Cs and
ξ1, . . . , ξq ∈ (Cs)∗ provided s ≥ q. Consequently, when s ≥ q, the algebraic quotient
WJ
//
HC actually coincides with p+ = Mq,p(C).
Case (3): The Cartan decomposition so∗(2n) = u(n) ⊕ p of so∗(2n) has
p = iΛ2
R
[Rn]⊕ iΛ2
R
[Rn] and complexifies to
(so∗(2n))C = so(2n,C) = gl(n,C)⊕ p+ ⊕ p−
where p+ = Λ2
C
[Cn] and p− = Λ2
C
[Cn]. With respect to the complex structure
J = JV on W ∼= Hsn, the latter is a copy of C2sn, HC = Sp(s,C), and the
HC-action on WJ = C
2sn amounts to the standard diagonal action of Sp(s,C)
on a product C2s × · · · × C2s of n-copies of C2s. By invariant theory, just as
before, the invariants in C[W ∗J ]
HC are generated by the homogeneous degree 2
part C2[W
∗
J ]
HC thereof, and from the theory of reductive dual pairs we know that
C2[W
∗
J ]
HC is a copy of so(n,C) ∼= Λ2C[Cn] = p+. With reference to the notation
ω for the standard complex symplectic form on C2s, the Hilbert map from WJ
to Λ2
C
[Cn] assigns the skew-symmetric complex (n× n)-matrix [ω(wj,wk)]1≤j,k≤n to
(w1, . . . ,wn) ∈ WJ and thereby identifies the complex algebraic quotient WJ
//
HC,
and hence the reduced space W red as a complex analytic space, with a complex
affine variety in Λ2
C
[Cn] = so(n,C). When s ≥ r(= [n2 ]), there are no relations
among the invariants; indeed, any skew-symmetric complex (n × n)-matrix may be
written as [ω(wj,wk)]1≤j,k≤n for suitable vectors w1, . . . ,wn ∈ C2s provided 2s ≥ n.
Consequently, when s ≥ r, the algebraic quotient WJ
//
HC coincides with p+ = Λ2
C
[Cn].
When 2s < n, the Hilbert map from WJ to Λ
2
C
[Cn] identifies the complex algebraic
quotient WJ
//
HC with the complex affine variety of matrices in Λ2
C
[Cn] = so(n,C)
having rank at most 2s.
Thus, in each of the three standard cases, when 1 ≤ s ≤ r, under the projection
from g = k⊕p to p, followed by the identification of the latter with p+, the (image of
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the) reduced space W red in g is identified with the affine complex variety consisting
of matrices in p+ of rank at most s for g = sp(ℓ,R) and g = su(p, q) and of rank
at most 2s for g = so∗(2n); in particular, when s = r, the (image of the) reduced
space W red in g, that is, (that of) the categorical quotient WJ
//
HC is identified
with p+. Furthermore, the complex structure on Os which arises from the algebraic
quotient construction gets identified with that resulting from the projection of Os
to p. Consequently, for 1 ≤ s ≤ r, the restriction to the closure O′s of the nilpotent
(G-)orbit O′s of the projection from g = k ⊕ p to p is injective, whence O′s is a
holomorphic nilpotent orbit. 
We mention in passing that the reasoning aimed at unravelling the complex analytic
structures of the categorical quotients written as WJ
//
HC, given in the proof of
Theorem 5.3.3, establishes the claim of Theorem 3.5.5 above as well.
5.4. The real semi-algebraic structure. The proof of Theorem 5.3.3 actually
yields more explicit information, which we now spell out. To this end, we write
ρ for the (ordinary) rank of g. Recall that ρ(sp(ℓ,R)) = ℓ, ρ(u(p, q)) = p + q = n,
ρ(so∗(2n)) = n. Let β1, . . . , βρ be a set of generators for the G-invariants on g and
view them as polynomial functions on g as usual by means of the half-trace pairing
(the appropriate multiple of the Killing form). Let β = (β1, . . . , βρ): g→ Rρ.
Theorem 5.4.1. In the standard cases, for 1 ≤ s ≤ r, the real algebraic quotient
W
//
H is the space of matrices in g which have rank at most s (real rank s for
g = sp(ℓ,R), ℓ = r; complex rank s for g = su(p, q), p ≥ q = r; quaternionic rank
s for g = so∗(2n), r = [n
2
]), that is, W
//
H is a real determinantal variety in g.
Furthermore, the image p(W ) of W under the projection from W to W
//
H sits
inside W
//
H as the space of non-negative matrices in W
//
H, and the reduced space
W red sits inside p(W ) as the zero locus of β, that is, of the G-invariants on g,
viewed as functions on W
//
H (and hence on p(W )). Finally, for s ≥ 1, the Zariski
tangent space T0(Os) at the origin (for the smooth structure C∞(Os)) coincides with
the entire ambient space g whence Os cannot be realized in any proper linear subspace
of g. In particular, the stratified symplectic Poisson structure on each Os necessarily
involves all the elements of a basis of g, i. e. cannot be described by fewer generators
than the dimension of g.
Proof. Since the momentum mapping µG:W → g amounts to the Hilbert map for
the H-action on W , µG induces an injection of the real algebraic quotient W
//
H
into g which identifies W
//
H with the subspace of g of matrices of rank at most
s (real rank s for g = sp(ℓ,R); complex rank s for g = su(p, q); quaternionic rank s
for g = so∗(2n)).
The image p(W ) of W in W
//
H under the projection p:W −→W//H ⊆ g is the
space W
/
H of H-orbits in W
//
H; it is the real semi-algebraic set of non-negative
matrices in g of rank at most s (≤ ℓ). Recall that a matrix X in g is non-negative
if the hermitian form −B(X ·, ·) = −(JVX ·, ·) is non-negative or, equivalently, if the
hermitian matrix −JVX is non-negative. The property of −JVX being non-negative
may be expressed in terms of suitable inequalities involving the appropriate minors.
Thus, as a real semi-algebraic subset of g, the image p(W ) is given by the equations
which say that all (s+ 1)× (s+ 1)-minors vanish and the inequalities saying that a
matrix X in g of rank at most s is non-negative.
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Since the nilcone in g is the zero locus of the G-invariants β1, . . . , βρ in g, viewed
as functions on g, the zero locus of these invariants, viewed as functions on W
//
H,
is the space of nilpotent matrices in g of rank ≤ s. Hence the zero locus of the
invariants, viewed as functions on p(W ) ⊆ W//H, is the space of non-negative
nilpotent matrices in g of rank ≤ s. Thus, in view of Theorem 5.3.3, the reduced
space W red or, equivalently, the closure of the holomorphic nilpotent orbit Os which
consists of non-negative nilpotent matrices in g of rank ≤ s, sits inside p(W ) as the
zero locus of β, that is, of the G-invariants on g, viewed as functions on W
//
H
(and hence on p(W )).
To justify the claim involving the Zariski tangent spaces at the origin, it will
suffice to prove that the Zariski tangent space T0(O1) at the origin (for the smooth
structure C∞(O1)) coincides with the entire ambient space g. In case (1), for s = 1,
H = O(1,R), the H-momentum mapping is trivial, and the G-momentum mapping
µG: (R
2)ℓ → sp(ℓ,R) sends the vector [q1, p1, . . . , qℓ, pℓ]τ (where qj , pj ∈ R) to the
matrix [
[qjpk] − [qjqk]
[pjpk] − [pjqk]
]
∈ sp(ℓ,R);
it is thus straightforward to find suitable vectors [q1, p1, . . . , qℓ, pℓ]
τ whose images
in sp(ℓ,R) constitute a basis thereof. Likewise, in case (2), for s = 1, H = U(1),
the H-momentum mapping µH :C
p+q → u(1) sends the vector [w1, . . . , wp+q]τ (where
w1, . . . , wp+q ∈ C) to i(w1w1 + · · ·+ wpwp − wp+1wp+1 − · · · − wp+qwp+q) ∈ u(1), and
the G-momentum mapping µG:C
p+q → u(p, q) sends [w1, . . . , wp+q]τ to[
A B
B∗ D
]
∈ u(p, q)
where A = i [wjwk]1≤j,k≤p, B = −i [wjwp+k]1≤j≤p,1≤k≤q, D = −i [wj+pwk+p]1≤j,k≤q.
In particular, when µH([w1, . . . , wp+q]
τ
) = 0, the value µG([w1, . . . , wp+q]
τ
) lies in
su(p, q). A little thought reveals that, for suitable choices of w1, . . . , wp+q with
µH([w1, . . . , wp+q]
τ
) = 0, the images µG([w1, . . . , wp+q]
τ
) ∈ su(p, q) constitute a basis.
For example, for su(2, 1), the vectors [1, 0, 1]τ , [0, 1, 1]τ , [1, 0, i]τ , [0, 1, i]τ , [i, 0, 1]τ ,
[0, i, 1]τ , [1, 1,
√
2]τ , [i, 1,
√
2]τ will have the asserted properties. The same kind of
reasoning establishes the claim in case (3). We leave the details to the reader. 
Remark 5.4.2. Theorem 5.4.1 yields, for 1 ≤ s ≤ r, explicit equations and inequalities
for the closure Os, realized as a semi-algebraic set in g. Indeed, Os consists of all
matrices α ∈ g (taken in its matrix realization spelled out in (3.5)) which satisfy
(1) the real determinantal equations which say that all ((s+ 1)× (s+ 1))-minors
of α vanish;
(2) the equations β1(α) = 0, . . . , βρ(α) = 0 (which say that α lies in the real
nilvariety of g), and
(3) the inequalities which say that the matrix α is non-negative.
Remark 5.4.3. Theorems 5.3.3 and 5.4.1 show once more that, for a standard
simple Lie algebra of hermitian type (g, z) of real rank r, even though as a complex
analytic space, the closure Or of the top stratum is affine and hence non-singular,
as a stratified symplectic space, it has singularities , the singular locus (in the sense
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of stratified symplectic spaces) being the complement Or−1 of the top stratum Or.
Furthermore, Theorem 5.3.3 entails at once the fact, implied as well by Corollary
3.3.8 above that, for a holomorphic nilpotent orbit O, the diffeomorphism from O
onto its image in p extends to a homeomorphism from the closure O onto its image
in p.
Corollary 5.4.4. Let H be a compact Lie group which decomposes into a direct
product of copies of O(sj ,R), Sp(sk), U(sm), and let E be a representation of H
which decomposes into a product of standard representations and of the conjugate
representation of the standard one for the case of U(sm). Then the reduced space
Ered is as a normal Ka¨hler space isomorphic to a holomorphic nilpotent orbit in a
real reductive Lie algebra (g, z) of hermitian type which decomposes into a sum of
copies of sp(ℓj,R), so
∗(2ℓk), u(pm, qm), for suitable ℓj, ℓk, pm, qm. Furthermore, given
a real reductive Lie algebra of hermitian type which decomposes into a sum of Lie
algebras of the standard kind, every holomorphic nilpotent orbit in such a Lie algebra
arises in this fashion.
Proof. This is an immediate consequence of Theorem 5.4.1. 
5.5. Existence of associated representations for arbitrary pseudoholomor-
phic nilpotent orbits. Return to the real symplectic vector space W = W (s) =
HomK(V
s, V ), endowed with the symplectic actions of the groups H and G and
corresponding momentum mappings where H is no longer assumed to be compact.
As before, write (s′, s′′) for the type of the hermitian form (·, ·) on W , so that s′+s′′
is its rank and s′ − s′′ its signature.
Theorem 5.5.1. The induced map µG from the H-reduced space W (s)
red to g is an
embedding of W (s)red into g and induces an isomorphism of stratified spaces from
W (s)red onto the union N of all pseudoholomorphic nilpotent orbits O(t,u) in g with
t ≤ min(r, s′), u ≤ min(r, s′′) (and, of course, t+ u ≤ r). Furthermore, the map from
W (s)red to N is a Poisson map.
Proof. This is proved in much the same way as Theorem 5.3.3. We leave the details
to the reader. 
Thus when s = 2r and the hermitian form (·, ·) on V s has type (s′, s′′) = (r, r),
the reduced space W (s)red recovers all pseudoholomorphic nilpotent orbits in g.
Remark 5.5.2. By symmetry, the above construction identifies the G-reduced space
with a union of square zero nilpotent orbits in h, and every square zero nilpotent
orbit orbit in h arises in this way. This yields the square zero nilpotent orbits for
the classical Lie algebras so(s′, s′′), u(s′, s′′), and sp(s′, s′′). The case u(s′, s′′) does
not provide anything new, though. The case of so(2, q) will be examined in Section
6 below.
Remark 5.5.3. Earlier we made the observation that, for a pseudoholomorphic
nilpotent orbit O which is neither holomorphic nor antiholomorphic, the diffeomorphism
from O onto its image in p under the projection from g to p does not extend to
a homeomorphism. This observation translates to the fact that the obvious map
from the reduced space W (s)red to the corresponding categorical quotient is not a
homeomorphism. Thus the Kempf-Ness observation (relating the symplectic quotient
for a hamiltonain action of a compact group with the categorical quotient for the
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complexified group) does not in general extend to the case where a complex group
acts holomorphically with hamiltonian action of the restriction to a non-compact real
form.
Corollary 5.5.4. Let H be a Lie group which decomposes into a direct product
of copies of O(s′j , s
′′
j ), Sp(s
′
k, s
′′
k), U(s
′
m, s
′′
m), and let E be a representation of H
which decomposes into a product of standard representations and of the conjugate
representation of the standard one for the case of U(s′m, s
′′
m). Then the reduced space
Ered is as a stratified space isomorphic to a union N of pseudoholomorphic nilpotent
orbits in a real reductive Lie algebra (g, z) of hermitian type which decomposes into a
sum of copies of sp(ℓj,R), so
∗(2ℓk), u(pm, qm), for suitable ℓj , ℓk, pm, qm. Furthermore,
the map from Ered to N is a Poisson map, and every pseudoholomorphic nilpotent
orbit in a real reductive Lie algebra of hermitian type which decomposes into a sum of
Lie algebras of the standard kind arises in this fashion as a constituent of a reduced
space.
Proof. This is again an immediate consequence of Theorem 5.4.1. 
Example 5.5.5. Let V 1 be the standard representation of H = O(1, 1) on R2 and
V the standard representation of G = Sp(1,R) on R2. Then W = HomR(V
1, V )
has dimension four, as an H-representation, W amounts to the sum V 1 ⊕ V 1
of two copies of the standard representation, the H-momentum mapping sends
α = (q,p) ∈ R2×R2 to q∧p
[
0 1
1 0
]
, and the G-momentum mapping µG:W → sp(1,R)
sends α = (q,p) ∈ R2 × R2 to
αα† =
[
(q,p) −(q,q)
(p,p) −(q,p)
]
∈ sp(1,R).
The zero locus µ−1H (0) consists of the points (q, λq) and (λq,q) (q = (q1, q2) ∈ R2,
λ ∈ R), and the non-closed H-orbits in µ−1H (0) are those which correspond to non-zero
isotropic elements q, that is, to non-zero q’s with (q,q) = q21−q22 = 0. The H-reduced
space is the whole nilcone in sp(1,R), that is, the closure of the holomorphic and
antiholomorphic 2-dimensional nilpotent orbits in sp(1,R).
5.6. The semisimple holomorphic orbits. Maintaining the notation established
earlier, let s = 2ℓ, p+q, n, and s′ = s, s′′ = 0, so that, according to the case considered:
(1) W = EndR(R
2ℓ), (G,H,K) = (Sp(ℓ,R),O(2ℓ,R),U(ℓ))
(2) W = EndC(C
p,q), (G,H,K) = (U(p, q),U(p+ q),U(p)× U(q))
(3) W = EndH(H
n), (G,H,K) = (O∗(2n), Sp(n),U(n)).
In particular, the group H is compact. Then JV lies in h, the pre-image µ
−1
H (JV )
may be identified with the group G—in fact, this is the very definition of G as
the group of B-isometries of V , cf. (3.5.1) above—, the stabilizer of JV in H
may be identified with the maximal compact subgroup K of G determined by the
choice of H-element, and the reduced space µ−1H (JV )
/
K amounts to the homogeneous
space G/K. Thus the G-momentum mapping µG:W → g (g being identified with
its dual as explained earlier) identifies the reduced space µ−1H (JV )
/
K ∼= G/K with
the semisimple holomorphic orbit G(2z) of 2z in g. More generally, for ε > 0, the
G-momentum mapping µG:W → g identifies the reduced space µ−1H (εJV )
/
K with the
semisimple holomorphic orbit G(2εz) of 2εz in g, and this orbit is still canonically
diffeomorphic to G/K.
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6. Associated representations for the remaining classical case
While the construction given in Section 5 does not yield the holomorphic nilpotent
orbits in so(2, q) by symplectic reduction with respect to a compact group, these
orbits may be obtained by symplectic reduction with respect to the non-compact
group Sp(1,R), as already hinted at in Remark 5.9 above.
6.1. The real structure. Let V = Rn (n ≥ 2), endowed with the standard
Lorentz form (·, ·) of signature (p, q) (p+ q ≥ 2)—we indicate this with the notation
Rp,q, so that U(V, (·, ·)) = O(p, q)—and, for s ≥ 1, consider R2s, endowed with
its standard symplectic structure which, for consistency of exposition, we write
B(·, ·), so that U(R2s,B) = Sp(s,R); the notation U(·, ·) was introduced in (3.5)
above. Let W = W (s) = HomR(R
2s, V ). As before, the groups H = Sp(s,R) and
G = O(p, q) act on W by means of the assignment to (x, y, α) of yαx−1 where
x ∈ Sp(s,R), α ∈ HomK(V s, V ), y ∈ O(p, q). Given an R-linear map α:R2s → Rp,q,
define α†:Rp,q → R2s by
(αu,v) = B(u, α†v), u ∈ R2s, v ∈ Rp,q;
we note that here B and (·, ·) are defined on the domain and range, respectively,
of α whereas in Section 5 above B and (·, ·) are defined on the range and domain,
respectively, of the α coming into play there. The forms B and (·, ·) induce a symplectic
structure on W ∼= R2sn, and the actions of H and G on W are hamiltonian, having
momentum mappings
µH :W −→ h, µH(α) = −α†α:R2s → R2s,
µG:W −→ g, µG(α) = αα†:Rp,q → Rp,q
respectively where, as before, h and g are identified with their duals by means of
the half-trace pairings. The groups Sp(s,R) and O(p, q) constitute a dual pair in
Sp(W,R) ∼= Sp(sn,R) [27] (5.2(i)) and, up to sign, the H-momentum mapping µH
amounts to the Hilbert map for the H-action on W , that is to say, it passes to an
embedding of the real algebraic quotient W
//
H into so(p, q). As before, let W red
be the space of closed H-orbits in µ−1H (0), viewed as a subspace of W
//
H.
We will now unravel the real orbit structure which is relevant for our purposes:
Let s = 1, p = 2, q > 2; since so(2, 2) ∼= so(2, 1) ⊕ so(2, 1), so(2, 3) ∼= sp(2,R),
so(2, 4) ∼= su(2, 2), the first truly interesting case actually occurs for q = 5. Given a
linear map
α = [w1, . . . ,wn]
τ :R2 → R2,q,
with the notation w1 = (w
1
1 , w
2
1),w2 = (w
1
2 , w
2
2),w3 = (w
1
3 , w
2
3), . . . ,wn = (w
1
n, w
2
n)
(where (·, ·) refers to a 2-component vector and not to the Lorentz form), the adjoint
α†:R2,q → R2, or rather its negative, is given by the matrix
−α† =
[
w21 w
2
2 −w23 . . . −w2n
−w11 −w12 w13 . . . w1n
]
.
Hence, with the notation w1 = (w11 , . . . , w
1
n) etc.,
µH(α) = −α†α =
[
(w1,w2) (w2,w2)
−(w1,w1) −(w1,w2)
]
∈ sp(1,R).
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Under these circumstances, µH induces a continuous SO(2, q)-equivariant bijection from
W red onto the closure of the SO(2, q)-orbit O1,0∪O0,1 which coincides with the subspace
of square zero matrices in so(2, q). As SO(2, q)0-orbits, O1,0 is holomorphic and O0,1
antiholomorphic. For completeness, we note that e1 = µH(α1) and e2 = µH(α2) where
α1,2:R
2 −→ Rn are given by
α1 =
[
1 0 1 0 . . . 0
0 1 0 −1 . . . 0
]τ
, α2 =
[
0 −1 1 0 . . . 0
1 0 0 1 . . . 0
]τ
.
The remaining pseudoholomorphic nilpotent orbits O2,0, O0,2, and O1,1 of so(2, q)
are the connected components of the Sp(1,R)-reduced space WC , the space of closed
Sp(1,R)-orbits in the pre-image µ−1H (C) of the nilcone C in sp(1,R). Indeed, the
nilcone C is the disjoint union of the three nilpotent orbits O0 = {0},O+0 ,O−0 , the
notation being that introduced in (3.2.2). Inspection shows that any matrix in C
has square zero; this is also a very special case of Theorem 3.5.3 since O+0 and O−0
are pseudoholomorphic. Thus, given α ∈ µ−1H (C),
(µG(α))
3 = (αα†)3 = α(α†α)2α† = α(µH(α))
2α† = 0
whence the momentum mapping µG:W → so(2, q) maps the pre-image µ−1H (C) into
the space of matrices X in so(2, q) with X3 = 0. The classification of nilpotent orbits
in so(2, q) [7] implies that this map is onto the space of matrices X with X3 = 0, in
fact, induces a continuous bijection from WC onto O2,0 ∪O1,1 ∪ O0,2. A closer look
reveals that
µG(µ
−1
H (O+0 )) = O2,0 ∪O0,2, µG(µ−1H (O−0 )) = O1,1,
where the notation is that in (3.6). From this observation, it is not hard to deduce
that the orbits O2,0, O0,2, and O1,1 are pseudoholomorphic. For example, since we
may change α within its Sp(1,R)-orbit without changing αα† ∈ so(2, q), to study
O2,0 ∪O0,2, we may consider the smooth submanifold O˜+0 of W = R2n which consists
of those α = [w1,w2, . . . ,wn]
τ :R2 → Rn which satisfy the equation
µH(α) = −α†α =
[
(w1,w2) (w2,w2)
−(w1,w1) −(w1,w2)
]
= E =
[
0 1
0 0
]
.
The stabilizer ZE of E ∈ sp(1,R) = sl(2,R) is a one-dimensional unipotent subgroup
in Sp(1,R); it acts freely on O˜+0 in such a way that the space of ZE-orbits coincides
with O2,0 ∪ O0,2. We claim that the SO(q,R)-equivariant map
π:W = R2n
µG−−→ so(2, q) = g = k⊕ p proj−−→ p = R2q,
restricted to O˜+0 , is a fibration onto its image in p = R2q with fiber the real line.
Indeed, by construction,
π[w1,w2, . . . ,wn]
τ =
[
w3 ∧w1 . . . wn ∧w1
w3 ∧w2 . . . wn ∧w2
]
KA¨HLER SPACES, NILPOTENT ORBITS, REDUCTION 65
Plainly, SO(q,R)-equivariance reduces the study of π to that of the special case where
q = 3 since, for any α = [w1,w2, . . . ,wn]
τ , there is some y ∈ SO(q,R) such that
y[w1,w2,w
′
3,w
′
4,w
′
5, 0, . . . , 0]
τ = [w1,w2, . . . ,wn]
τ
for some w′3,w
′
4,w
′
5 ∈ R2. However, so(2, 3) ∼= sp(2,R) and, from the description of
holomorphic nilpotent orbits in sp(2,R) given in Section 3 above we know already
that, for q = 3, the restriction of the map π to O˜+0 is a fibration of O˜+0 onto its
image in p = R6 with fiber the real line. By SO(q,R)-equivariance, this implies that,
for general q ≥ 3, the restriction of π to O˜+0 is a fibration of O˜+0 onto its image in
p = R2q with fiber the real line. Consequently the restriction to O2,0 of the projection
from g = k⊕p to p is a diffeomorphism onto its image, and the same is true of O0,2.
The same kind of reasoning applies to O1,1. Thus the orbits O2,0, O1,1, and O0,2
are pseudoholomorphic. Henceforth we write O1 = O1,0 and O2 = O2,0.
6.2. The complex structure. The constituent p in the Cartan decomposition
so(2, q) = k ⊕ p consists of matrices in so(2, q) of the kind
[
0 B
Bt 0
]
where B is
an arbitrary real (q × 2)-matrix and thus amounts to the space Mq,2(R) of real
(q × 2)-matrices. The requisite complex structure on Mq,2(R) is given by matrix
multiplication
J
[
x1 . . . xq
y1 . . . yq
]
=
[
y1 . . . yq
−x1 . . . −xq
]
whence complex analytically, O2 ∼= p+ amounts to a copy of Cq. In this description,
e1 = µH(α1) = (i, 1, 0, . . . , 0) ∈ Cq, e2 = µH(α2) = (1, i, 0, . . . , 0) ∈ Cq,
and the action of the complexification KC = SO(2,C) × SO(q,C) of the maximal
compact subgroup K = SO(2,R) × SO(q,R) of SO(2, q) is given by the ordinary
SO(q,C)-action on Cq together with the multiplication by non-zero complex numbers,
when SO(2,C) is identified with C∗. After introduction of the complex coordinates
w1, . . . , wq where wj = xj + iyj (1 ≤ j ≤ q), under the homeomorphism from O2 onto
p+, complex analytically, the closure O1 is identified with the complex quadric in
Cq given by the equation f(w1, . . . , wq) = 0 where
f(w1, . . . , wq) = w
2
1 + · · ·+ w2q .
In fact, O1 is generated by e1, and the KC-orbit of (i, 1, 0, . . . , 0) ∈ Cq consists of the
non-zero points of the quadric w21 + · · ·+ w2q = 0. The significance of the quadratic
form f will be elucidated further in Theorem 7.1 below.
Remark 6.3. The above observations combine to a proof of Theorem 3.6.3 and
hence of statement (iii) of Theorem 3.6.2.
Remark 6.4. Just as in the standard cases, even though as a complex analytic
space, O2 is affine and hence non-singular, as a stratified symplectic space and hence,
as a normal Ka¨hler space, it has singularities , the singular locus (in the sense of
stratified Ka¨hler spaces) being the complex quadric O1.
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7. Hermitian Jordan triple systems and pre-homogeneous spaces
In this section we will relate holomorphic nilpotent orbits with positive definite
hermitian Jordan triple systems.
Recall that a pair (g, ϑ) consisting of a semisimple Lie algebra g together with
a 3-grading g = g−1 + g0 + g1 and an involution ϑ of g such that ϑgj = g−j
(j = −1, 0, 1) is called a (non-degenerate) symmetric Lie algebra ([77] I.7 p. 28)
provided g0 = [g−1, g1]. Given a symmetric Lie algebra (g, ϑ), the abelian subalgebra
V = g−1 (as well as the abelian subalgebra g1), endowed with the trilinear operation
{·, ·, ·} defined by
{x, y, z} = −1
2
[[x, ϑy], z]
is what is called a non-degenerate J(ordan) T(riple) S(ystem)—the defining axioms
are not reproduced here, cf. [77] p. 22—and every non-degenerate JTS arises in this
fashion, see [77] p. 28 and the references there. For a simple Lie algebra (g, z) of
hermitian type, the decomposition (3.3.4(r)) (where r is the real rank of g) yields
a real symmetric Lie algebra if and only if (g, z) is regular, the requisite involution
being the Cartan involution.
A (non-degenerate) real JTS (V, {·, ·, ·}), together with a complex structure (on
V ) such that {·, ·, ·} is C-linear in the first and third variable and C-antilinear in
the second one is said to be a hermitian JTS, and it is said to be positive definite
provided the hermitian form τ ′ on V (C-linear in the second variable) given by
the trace τ ′(x, y) (taken over C) of the C-linear transformation yx of V given by
(yx)z = {y, x, z} is positive definite (x, y, z ∈ V ).
Let (g, z) be a simple Lie algebra of hermitian type, with Cartan decomposition
g = k⊕p. Its complexification gC = p+⊕ kC⊕p− inherits a real symmetric Lie algebra
structure, the requisite involution being complex conjugation (but, beware, this is
not the symmetric Lie algebra structure mentioned earlier). Thus (g, z) determines
the (non-degenerate) JTS (V, {·, ·, ·}) where V = p+. It is known that this JTS is
hermitian and positive definite and that every positive definite hermitian JTS arises
in this fashion, cf. [77] (Proposition II.3.3 on p. 56); indeed, with the appropriate
notions of morphism, associating with a (real) semisimple Lie algebra of hermitian
type (g, z) the JTS (p+, {·, ·, ·}) yields an equivalence of categories between (real)
semisimple Lie algebras of hermitian type and positive definite hermitian JTS’s [77]
(Proposition II.8.2 on p. 85). Under this correspondence, the regular semisimple
Lie algebras of hermitian type correspond to positive definite hermitian JTS’s which
“arise” from a Jordan algebra (with unit element), in the following sense: A finite
dimensional (non-associative) algebra U satisfying xy = yx and x2(xy) = x(x2y)
(x, y ∈ U) is called a Jordan algebra. Any Jordan algebra U becomes a JTS when
the triple product {·, ·, ·} is defined by
{x, y, z} = (xy)z + x(yz)− y(xz), x, y, z ∈ U,
and we then say that the JTS arises from the Jordan algebra U . When U has a
unit element e, the Jordan product is determined by the triple product by means of
{x, y, e}(= {x, e, y} = {e, x, y}) = xy, x, y ∈ U.
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A representation E of a complex reductive Lie group is said to be a pre-homogeneous
space [88] provided it has a Zariski-open orbit, referred to henceforth as the top
orbit, and it is said to be regular [78] provided the complement of the top orbit
is a hypersurface or, equivalently, provided the isotropy subgroups of the points in
the top orbit are reductive (cf. p. 96 of [66]). For an irreducible regular pre-
homogeneous space, where “irreducible” means that the representation is irreducible,
the hypersurface arising as the complement of the top orbit is known to be irreducible;
the polynomial which it defines is a relative invariant (i. e. it is a “twisted” invariant,
with reference to a suitable character) of the representation (p. 96 of [66]) which is
unique up to a constant and referred to as the fundamental relative invariant ; this
fundamental relative invariant then generates the relative invariants.
Given a simple Lie algebra (g, z) of hermitian type, the space p+ is plainly a
pre-homogeneous space for the complexification KC of the compact constituent K
in the Cartan decomposition of the adjoint group G of g. These pre-homogeneous
spaces are precisely those which arise from positive definite hermitian JTS’s. In [66],
they have been classified in terms of root systems (without reference to the notion of
Lie algebra of hermitian type). For intelligibility, we reproduce explicit descriptions
of the KC-actions on p+ in the classical cases and recall which ones are regular:
g = sp(ℓ,R): p+ = S2
C
[Cℓ] is regular; KC = GL(ℓ,C), the action on S2
C
[Cℓ] being given
by
x · S = xSxt, x ∈ GL(ℓ,C), S ∈ S2C[Cℓ].
This is the second symmetric power of the standard GL(ℓ,C)-representation.
g = u(p, q): p+ = Mq,p(C) is regular if and only if p = q; K
C = GL(p,C)×GL(q,C),
the action on Mq,p(C) being given by
(x, y) ·M = xMyt, x ∈ GL(p,C), y ∈ GL(q,C), M ∈ Mq,p(C);
g = so∗(2n): p+ = Λ2[Cn] is regular if and only if n is even; KC = GL(n,C), the
action on Λ2[Cn] being given by
x ·A = xAxt, x ∈ GL(n,C), A ∈ Λ2[Cn].
This is the second exterior power of the standard GL(n,C)-representation.
g = so(2, q): p+ = Cq is regular; KC = SO(2,C)× SO(q,C), the action on Cq being
given by the ordinary SO(q,C)-action on Cq together with the multiplication by
non-zero complex numbers, when SO(2,C) is identified with C∗.
Thus, p+ is regular if and only if (g, z) is regular (cf. (3.3) above), that is,
if and only if its relative root system is of type (Cr) (where r is the real rank).
Furthermore, the property of being regular is equivalent to the corresponding positive
definite hermitian JTS to arise from a formally real Jordan algebra, cf. [77] I.8
p. 31 (also referred to as euclidean Jordan algebra in the literature [13]), and the
complexification of these formally real Jordan algebras gives the simple complex
Jordan algebra structure on the constituent p+. Plainly, in these cases, whenever p+
is regular, it is irreducible. Recall that the rank of a non-zero element of a euclidean
as well as of a positive definite hermitian Jordan algebra, referred to henceforth as
its Jordan rank , is the number of non-zero eigenvalues in its spectral decomposition,
with multiplicities counted [13] (p. 77).
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Theorem 7.1. In the regular classical cases, under the homeomorphism (induced
by the projection from g to p) from the closure O of the principal holomorphic
nilpotent orbit O onto the complex vector space p+, the G-orbit stratification of O
passes to the stratification of p+ by Jordan rank, with reference to the complex simple
Jordan algebra structure on p+, and that stratification, in turn, coincides with the
KC-orbit stratification of p+. In the standard cases, when p+ is realized as a space
of complex matrices as indicated above, the fundamental relative invariant (Bernstein-
Sato polynomial) is the determinant. For g = so(2, q), in suitable complex coordinates
w1, . . . , wq on O2 ∼= p+ ∼= Cq (e.g. those introduced in (6.2)), the fundamental relative
invariant (Bernstein-Sato polynomial) f is the quadratic form
f(w1, . . . , wq) = w
2
1 + · · ·+ w2q .
Thus the stratified symplectic Poisson structure detects the stratification by Jordan
rank.
Proof. The statement involving the Jordan rank is just a reformulation of the
description of the strata in Theorems 3.5.5 and 3.6.3. To see that the fundamental
relative invariants have the asserted form, we note that, by Theorem 5.4, in each of the
cases (g, p+, r) = (sp(ℓ,R), p+ = S2
C
[Cℓ], ℓ), (g, p+, r) = (su(p, p),Mp,p(C), p), (g, p
+, r) =
(so∗(4ℓ),Λ2[C2ℓ], ℓ), the complement of the top stratum Or is the hypersurface Or−1
which is given by a single determinantal equation. The determinant is clearly a
relative invariant. For g = so(2, q), in the coordinates w1, . . . , wq on O2 ∼= p+ ∼= Cq
introduced in (6.2), the fundamental relative invariant f on O2 ∼= p+ ∼= Cq has the
form
f(w1, . . . , wq) = w
2
1 + · · ·+ w2q .
This is truly a relative KC-invariant, the requisite character for KC being given by
the projection to SO(2,C) ∼= C∗, followed by the squaring map from C∗ to itself.
Finally, it is a standard fact that a stratified symplectic Poisson algebra detects the
strata. 
In the regular standard cases, the fundamental relative invariants for the complex-
ification of the compact constituent in the Cartan decomposition of G therefore arise
from the relations among the K-invariants describing the complex analytic model
WJ
//
KC of Or−1 since these yield the defining equations for Or as a complex
affine variety. Thus the fundamental relative invariants are seen as resulting from an
application of the “Second Main Theorem” of Invariant Theory.
Remark 7.2. See [13, 63, 77] for notation and details. For K = R, C, H, consider the
real special Jordan algebra of hermitian matrices Hn(K) over K (Hn(R) = S2R[Rn]),
with Jordan product ◦ given by x ◦ y = 12(xy + yx) (x, y ∈ Hn(K)). The Kantor-
Koecher-Tits construction of superstructure algebra for Hn(K) over K yields the
regular standard simple Lie algebras of hermitian type, together with the appropriate
real symmetric Lie algebra decompositions (3.3.4(r)) (where r is the real rank), as
follows:
K = R: Hn(R)⊕ gl(n,R)⊕Hn(R) = sp(n,R)
K = C: Hn(C)⊕ gl(n,C)⊕Hn(C) = u(n, n)
K = H: Hn(H) ⊕ gl(n,H)⊕Hn(H) = so∗(4n)
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Likewise, the superstructure algebra construction for the euclidean Jordan algebra
J(1, q−1) (arising from the Lorentz form of type (1, q−1) on Rq) yields the Lie algebra
so(2, q), together with the corresponding real symmetric Lie algebra decomposition
(3.3.4(2)), which has the form
J(1, q − 1)⊕ Rh2 ⊕ so(1, q − 1)⊕ J(1, q − 1) = so(2, q).
We will now show that, in the non-regular classical cases, the stratification can
still be described by Jordan rank: The notion of rank of an element of a positive
definite hermitian JTS (as well as of a real positive definite JTS) has been introduced
in [60] (11.6), see also [70] (where a general notion of rank, written r, is introduced
without a name on p. 2625); accordingly we will continue to refer to the Jordan rank
of such an element. For g = su(p, q), when p > q = r (so that (g, z) is non-regular),
the projection from g to p, followed by the isomorphism from p onto p+ = Mq,p(C),
identifies the closure Oq of the principal holomorphic nilpotent orbit Oq with the
complex vector space underlying the positive definite hermitian Jordan triple system
Mq,p(C) (the triple product being given by {x, y, z} = xytz + zytx). In this fashion,
for 1 ≤ s < r, Os amounts the space of complex (q × p)-matrices of rank s and
Os with that of complex (q × p)-matrices of rank at most s, and the ordinary
rank of a matrix coincides with its Jordan rank. Likewise, in case g = so∗(2n),
when n = 2ℓ + 1 (so that (g, z) is non-regular), the corresponding map from g to
p+ = Λ2[Cn] identifies the closure Oℓ of the principal holomorphic nilpotent orbit Oℓ
with the complex vector space underlying the positive definite hermitian Jordan triple
system Λ2[Cn]. For 1 ≤ s ≤ r = ℓ, Os thus amounts to the space of skew-symmetric
complex (n × n)-matrices of rank 2s and Os to that of skew-symmetric complex
(n× n)-matrices of rank at most 2s, and the ordinary rank of a matrix is twice its
Jordan rank. Summarizing, we spell out the following.
Theorem 7.3. In the classical cases, under the homeomorphism from the closure O of
the principal holomorphic nilpotent orbit O onto the complex vector space p+, the G-
orbit stratification of O passes to the stratification of p+ by Jordan rank with reference
to the (positive definite hermitian) JTS-structure on p+, and that stratification, in
turn, coincides with the KC-orbit stratification of p+. Thus the induced stratified
symplectic Poisson structure on p+ turns the latter into a normal Ka¨hler space and
detects the stratification by Jordan rank. 
All geometric information about holomorphic nilpotent orbits in a simple classical
Lie algebra of hermitian type is therefore encoded in the corresponding JTS. Theorem
7.3 entails in particular that the pre-homogeneous spaces arising from positive definite
hermitian JTS’s and classified in [66] carry much more structure than that made
explicit in that reference.
8. The exceptional cases
In this section we recollect some information relevant for the exceptional cases; see
e. g. [13], [45], [75], and [77] III.4 p. 117/118 for details and notation. We then
describe the geometry of the corresponding holomorphic nilpotent orbits. Until the
end of this section, (g, z) will be one of the two simple exceptional Lie algebras
of hermitian type; as before, we write g = k ⊕ p for the Cartan decomposition and
gC = p
− ⊕ kC ⊕ p+ for the complexification thereof; further, we denote the real rank
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by r, the adjoint group of g by G, and the maximal compact subgroup determined
by the choice of z by K.
8.1. Octonions and Albert algebras. We shall use the neutral notation K for
R and/or C if need be. Let O = OR be the real octonion algebra of Cayley numbers ,
also called Cayley division algebra, and write OC for its complexification; this is a
complex octonion algebra. As usual, for a ∈ O as well as for a ∈ OC, we write a 7→ a
for the operation of conjugation, and the norm n(a) ∈ K and trace t(a) ∈ K are
defined by n(a) = aa and t(a) = a+a where K is viewed as a subalgebra of OK in the
obvious fashion. For m = 2 and m = 3, let Hm(O) be the euclidean Jordan algebra
of positive definite hermitian (m ×m)-matrices over O. The Jordan algebra H2(O)
has rank 2 and is isomorphic to J(1, 9)—in view of the classification, every rank two
hermitian Jordan algebra arises from a quadratic form in this fashion—and H3(O) is
the real reduced exceptional central simple rank 3 Jordan algebra of dimension 27, a
real Albert algebra. The complexification of the latter is the (reduced central simple)
rank 3 complex exceptional Jordan algebra H3(OC), a complex Albert algebra; cf. e. g.
VIII.5 on p. 159 of [13], p. 121 of [45]. Here the property of being reduced amounts
to the existence of three non-zero orthogonal idempotents, and an Albert algebra
being exceptional means that it cannot be embedded into any associative algebra
whatsoever. Whenever we wish to treat the two Jordan algebras simultaneously, we
write H3(OK), for K = R and K = C; in [45] (p. 17), H3(OK) is denoted by H(C3, γ)
with hermitian form γ = diag(1, 1, 1) where C refers to the Cayley division algebra
over R as well as to the complexification thereof. Thus the Jordan algebra H3(OK)
consists of (3× 3)-matrices
A =
α1 a3 a2a3 α2 a1
a2 a1 α3

where α1, α2, α3 ∈ K and a1, a2, a3 ∈ OK, and the Jordan product ◦ is given by
x ◦ y = 12 (xy + yx) (x, y ∈ H3(OK)). Such a matrix A has generic norm ν(A) given
by
ν(A) = α1α2α3 + t(a3a1a2)− α1n(a1)− α2n(a2)− α3n(a3).
The generic norm ν amounts to Freudenthal’s “formally defined determinant” [14].
8.2. g = e7(−25). This Lie algebra arises from the superstructure algebra construction
(cf. e. g. [63]) for the positive definite hermitian Jordan algebra H3(O), cf. [45] (No.
3 p. 121), [63]. The real rank r of e7(−25) equals 3, the maximal compact subgroup
K of the adjoint group is locally isomorphic to E6(−78) × SO(2,R) (E6(−78) being a
compact form), dim k = 79, and dim p = 54.
The stratification of the closure of the principal holomorphic nilpotent orbit may
be described in terms of the corresponding decompositions (3.3.4(k)) (1 ≤ k ≤ 3); in
particular, dim zg(e
3) = 52+27 = 79 = dim k whence dimO3 equals dim p (O3 = Ge3).
Indeed, direct inspection confirms that the projection from the closure O3 of the
principal holomorphic nilpotent orbit O3 to p is a homeomorphism onto p, as claimed
in Theorem 3.3.11.
8.3. g = e6(−14): With respect to the primitive idempotent e3,3, the Peirce de-
composition (cf. e. g. [77] V.6 p. 242 ff.) of H3(O), viewed as a JTS, has the
form
H3(O) = V0 ⊕ V 1
2
⊕ V1;
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here V0 is the rank 2 Jordan algebra which is a copy of H2(O), V1 is the rank 1
Jordan algebra which is the (real) span of e3,3, and V 1
2
is the JTS of (3×3)-matrices
A =
 0 0 a20 0 a1
a2 a1 0
 where a1, a2 ∈ O. The triple product on H3(O) induces a triple
product on V 1
2
turning the latter into a positive definite real JTS of dimension 16.
We identify the elements of V 1
2
with the space M1,2(O) of (1×2)-matrices over O by
means of the assignment to [a1, a2]
τ of
 0 0 a20 0 a1
a2 a1 0
 . The superstructure algebra
construction for this positive definite real JTS yields the exceptional Lie algebra
e6(−14). The real rank r of e6(−14) equals 2, the maximal compact subgroup K of the
adjoint group G is isomorphic to Spinc(10,R), and dim k = 46, dim p = 32. To identify
the representation of Spinc(10,R) on p we note that, p being endowed with the complex
structure Jz, the restriction of this representation to Spin(10,R) ⊆ Spinc(10,R) is the
positive half-spin representation D5+ of complex dimension 16; here D5+ is one of the
two irreducible modules for the complex Clifford algebra C9.
As pointed out earlier, the stratification of the closure of the principal holomorphic
nilpotent orbit may be described in terms of the corresponding decompositions
(3.3.4(k)) (1 ≤ k ≤ 2); in particular, dim zg(e2) = dim k, whence dimO2 = dim p
(O2 = Ge2). Again, direct inspection confirms that the projection from the closure
O2 of the principal holomorphic nilpotent orbit O2 to p is a homeomorphism onto
p, as claimed in Theorem 3.3.11.
8.4. The statement of Theorem 7.3 for the exceptional cases. The generic
norm ν for H3(OC) is a homogeneous complex cubic form. The notion of Jordan
rank has been recalled in Section 7 above. For intelligibility, we note that gC = e7(C)
is the superstructure algebra of H3(OC), and that the structure group KC of H3(OC)
is locally isomorphic to C∗ × E6(C).
Theorem 8.4.1. For g = e7(−25), the pre-homogeneous space representation on p
+ is
the resulting KC-representation on H3(OC), and the relative invariant (Bernstein-Sato
polynomial) is the generic norm ν. Furthermore, under the projection from g = k⊕ p
to p, followed by the canonical complex linear isomorphism from p to p+, the closure
O3 of the top holomorphic nilpotent orbit is identified with p+ = H3(OC) in such a
way that, for 0 ≤ s ≤ 3, Os is mapped diffeomorphically onto the smooth complex
affine variety which consists of Jordan rank s elements whence, for 1 ≤ s < 3, as a
complex analytic space, Os amounts to the complex affine variety in p+ which consists
of elements in p+ which have Jordan rank at most s. Thus requiring that the generic
norm vanish yields an explicit equation defining O2 as an affine complex variety in
p+ = H3(OC) (∼= C27). As affine complex varieties, O1 and O2 are normal (and so
is O3, being an affine space).
The top stratum O3 is thus identified with the Jordan-invertible elements in
H3(OC). In the literature, the generic norm hypersurface O2 = ν−1(0) ⊆ H3(OC) is
sometimes referred to as Freudenthal’s cubic; we write it as F . We note that, for
1 ≤ s ≤ 3, the group E6(C) (⊆ KC) acts transitively on (the image of) each orbit
Os (in p+), and that, in view of the infinitesimal structure given in Table XIII in
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[11] (p. 516), the point stabilizers are the following subgroups of E6(C):
F4(C) (for O3), Spin(9,C) · (C∗)16 (for O2), Spin(10,C) · (C∗)16 (for O1).
Proof of Theorem 8.4.1. The first statement is a special case of Theorem 3.3.11. Since
F is an irreducible complex affine hypersurface which is non-singular in codimension
1, in view of standard algebraic geometry results, O2 = F is normal. The normality
of the lowest non-trivial stratum O1 will be justified in (10.7) below. 
Let V be a complex vector space of even (complex) dimension n, endowed with a
non-degenerate quadratic form q, let C(V, q) be the corresponding complex Clifford
algebra, and let SC be an irreducible complex spinor space, i. e. a fundamental
Clifford module. Recall that a spinor σ ∈ SC is said to be pure provided the kernel
of the C-linear map
jσ:V −→ SC, jσ(v) = v · σ (Clifford multiplication)
has dimension n2 ; see e. g. [57] (IV.9 p. 336) for details. For n = 10, SC = D5
and, as a Spin(10,R)-representation, SC decomposes into the positive and negative
complex half-spin representations SC+ = D5+ and SC− = D5−.
Theorem 8.4.2. For g = e6(−14), under the projection from g = k⊕ p to p, followed
by the canonical complex linear isomorphism from p to p+, the orbit O1 is identified
with the space of positive pure spinors in p+ ∼= SC+. As a complex analytic space, O1
amounts to the complex affine variety in p+ which consists of elements in p+ which
have Jordan rank at most 1. As an affine complex variety, O1 is normal (and so is
O2, being an affine space).
We note that the group Spin(10,C) (⊆ KC) acts transitively on the images of O1
and O2 in p+, and that, in view of Proposition 2 in [43] (p. 1011), the point stabilizers
for the orbits O2 and O1 are the subgroups Spin(7,C) · (C∗)8 and SL(5,C) · (C∗)10,
respectively, of Spin(10,C).
Proof. The first statement is a special case of Theorem 3.3.11. Since the representation
SC+ has only two non-zero Spin(10,C)-orbits, the orbit O1 is necessarily that of pure
spinors. The normality of the stratum O1 will be justified in (10.7) below. 
9. Contraction of semisimple holomorphic orbits
The idea of contraction (as the operation inverse to a deformation) goes back to
[44]; a leisurely introduction into the notion of contraction we will use may be found
in Chap. V of [17]. Let (g, z) be a simple Lie algebra of Hermitian type and, as
before, write G for its adjoint group and K for the maximal compact subgroup of
G determined by the choice z of H-element (i. e. Lie(K) = k = ker(adz)). Thus K
is the stabilizer ZG(z) of z, and the Lie algebra k of K equals the stabilizer algebra
zg(z). With reference to the decomposition g = n
−
r ⊕ lr ⊕ n+r , cf. (3.3.4(r)) where, as
before, r is the real rank of g, let k0 = k ∩ lr, and consider the filtered Lie algebra
k0 ⊆ k; its associated graded Lie algebra E0(k) = k0 ⋉ n+r is the semi-direct product
of its compact constituent k0 with the nilpotent Lie algebra n
+
r , the k0-action on
n+r being the obvious one resulting from restriction of the lr-action on n
+
r to k0.
The Lie algebra E0(k) is the stabilizer algebra zg(e
r) of the element er generating
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the principal holomorphic nilpotent orbit Or, and the stabilizer Zg(er) of er is the
corresponding subgroup of the adjoint group G.
For ε > 0, let O+(ε) = G(2εz); these orbits, being semisimple and holomorphic,
are ordinary Ka¨hler manifolds, the requisite complex structure being induced from
the projection to p ∼= p+, cf. (3.7.6). When ε goes to zero, they tend to or,
equivalently, contract to the stratified Ka¨hler space Or (the closure of the principal
holomorphic nilpotent orbit Or) in such a way that the complex structure remains
fixed; indeed, the projection to p+ is a diffeomorphism from O+(ε) onto p+ for
ε > 0 and a homeomorphism from Or onto p+ in the limit case ε = 0. Writing
(C∞, {·, ·})ε (ε > 0) for the corresponding smooth symplectic Poisson structure on p+
and (C∞, {·, ·})0 for the stratified symplectic Poisson structure on p+ resulting from
the projection from Or onto p+, we obtain a 1-parameter family (C∞, {·, ·})ε (ε ≥ 0)
of Poisson structures on p+, each of which is compatible with the complex structure
on p+ and thus a complex analytic stratified Ka¨hler structure, an ordinary smooth
Ka¨hler structure for ε > 0. This family is therefore a resolution of singularities for
the stratified Ka¨hler structure on Or, with deformation parameter ε. See (3.2.2) for a
very special case. We have defined O+(ε) to be G(2εz) (rather than G(εz)) since, as
explained in (5.6), symplectic reduction then identifies O+(1) with the homogeneous
space G/K in a natural fashion; see also (3.2.2) and (3.4) above.
By Theorem 5.3.3, in each of the standard cases (g = sp(ℓ,R), su(p, q), so∗(2n)), the
closure Or of the principal holomorphic nilpotent orbit arises via Ka¨hler reduction
relative to the corresponding dual group H (which equals, respectively, O(ℓ,R),
U(p + q,R), Sp(n)). The semisimple holomorphic orbits O+(ε) arise as well by
reduction relative to the dual group, but with reference to the corresponding element
εJV ∈ h, as explained in (5.6) above and, in this fashion, inherit Ka¨hler structures
which coincide with the Ka¨hler structures whose underlying complex analytic structure
is induced from the projection to the constituent p in the Cartan decomposition of g.
When the deformation parameter ε tends to zero, εJV ∈ h tends to the origin; this
shows once again how the Ka¨hler manifolds O+(ε) contract to the stratified Ka¨hler
space Or in such a way that the complex structure remains fixed.
Remark. For ε > 0, the smooth Ka¨hler structure on the orbit O+(ε) (arising from
the projection to p) is not the corresponding hermitian symmetric space structure;
in particular, only K acts by isometries, the curvature tensor is not parallel, and the
stereographic projection to the corresponding symmetric domain (cf. 3.2.2) is only a
symplectic change of coordinates, not a holomorphic one. Moreover, we conjecture
that the reasoning in (3.2.2) extends to the general case to the effect that the
sectional curvature of the hermitian connection on O+(ε) is negative and that, in
the limit, the hermitian connection of each stratum of Or is flat, i. e. has zero
curvature.
10. Projectivization and exotic projective varieties
Let E be a unitary representation of a compact Lie group H, E being endowed with
the standard symplectic form. The H-action on E is well known to be hamiltonian and
to descend to a hamiltonian H-action on the complex projective space P(E) arising
from E by projectivization, P(E) being endowed with the appropriate symplectic
form. One way to see this is to observe that the central copy of the circle group
S1 in the unitary group U(E) of E acts on E in a hamiltonian fashion, with
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a momentum mapping which in physics arises as the harmonic oscillator energy
hamiltonian. Symplectic reduction with respect to a constant positive value then
yields P(E) endowed with the appropriate symplectic form (a multiple of the negative
of the imaginary part of the Fubini-Study metric), and the H-momentum mapping
on E passes to a H-momentum mapping on P(E).
We now apply this observation to the circumstances of Theorem 5.3.3 and maintain
the notation established there. Thus, g is one of the classical Lie algebras sp(ℓ,R),
su(p, q) (p ≥ q), so∗(2n), and r denotes its real rank.
The hamiltonian action of H = U(V s, (·, ·)) on WJ = HomK(V s, V ) descends to
a hamiltonian action on P(WJ), and the latter carries a smooth (positive) Ka¨hler
structure; we remind the reader that the requisite momentum mapping on WJ is that
denoted by µH . in Section 5 above. For 1 ≤ s ≤ r, let Qs be the resulting H-reduced
space; in view of Proposition 4.2, since P(WJ) is a Ka¨hler manifold, Qs inherits a
(positive) normal Ka¨hler structure whose (stratified symplectic) Poisson structure is
determined by a choice of positive (energy) value η for the S1-momentum mapping.
The next result refers to the standard cases (cf. (3.5) above).
Theorem 10.1. Each Qs inherits a normal Ka¨hler structure in such a way that
(i) the injections Q1 ⊆ Q2 ⊆ · · · ⊆ Qr are morphisms of (complex analytic) stratified
Ka¨hler spaces; that
(ii) as a complex analytic space, Qr is the complex projective space P(p
+); and that
(iii), for s < r, as a complex analytic space, Qs is a projective determinantal variety
in Qr.
Proof. This is an immediate consequence of Theorem 5.3.3, combined with Proposition
4.2. 
Even though, as a complex analytic space, Qr is ordinary complex projective space
(of complex dimension dim(p+)− 1) and hence non-singular, as a stratified symplectic
space, Qr has singularities , the singular locus in the sense of stratified symplectic spaces
being the subspace Qr−1. More precisely, the reduced Poisson bracket is symplectic
on the top stratum of Qr but has smaller rank at every point of Qr−1. Hence the
reduced Poisson structure on Qr does not amount to the standard symplectic Poisson
structure on complex projective space. We refer to such a projective space which
is endowed with a normal Ka¨hler structure whose underlying stratified symplectic
structure is not standard as an exotic projective space, and we call the closure of
a stratum an exotic projective Ka¨hler variety . The above construction yields the
exotic projective spaces Qr = P(p
+) = CPd according to the three standard cases
(g, r, d) = (sp(ℓ,R), ℓ, 12ℓ(ℓ + 1) − 1), (g, r, d) = (su(p, q), q, pq − 1) (p ≥ q), (g, r, d) =
(so∗(2n), [n
2
], 1
2
n(n− 1)− 1), and in each case, the closures of the strata constitute a
sequence Q1 ⊆ Q2 ⊆ · · · ⊆ Qr of exotic projective normal Ka¨hler varieties which, as
projective varieties, are determinantal varieties and thus quite explicitly given.
Theorem 10.2. As a stratified symplectic subspace of Qr, each Qs is a determinantal
subset of Qr in the sense that it may be described by finitely many real homogeneous
determinantal equations.
Proof. This is a consequence of Theorem 5.4.1. We leave the details to the reader. 
Remark 10.3. For the case where g = sp(ℓ,R), as a stratified symplectic space, for
1 ≤ s ≤ ℓ = r, Qs is the reduced phase space of a system of ℓ harmonic oscillators
KA¨HLER SPACES, NILPOTENT ORBITS, REDUCTION 75
in Rs with constant energy and total angular momentum zero, and the injection of
Qs−1 into Qs amounts to such a system in R
s−1 being viewed as a system in Rs
via the standard inclusion of Rs−1 into Rs. Furthermore, for s > ℓ, the reduced
phase space of a system of ℓ harmonic oscillators in Rs with constant energy and
total angular momentum zero is, as a stratified symplectic space, diffeomorphic to
the reduced phase space Qℓ of a system of ℓ harmonic oscillators in R
ℓ with constant
energy and total angular momentum zero, the diffeomorphism being induced by the
standard inclusion of Rℓ into Rs. This diffeomorphism is an isomorphism of (complex
analytic) stratified Ka¨hler spaces.
Under the circumstances of Theorem 10.1, the space Qs arises as well from the
closure Os of the corresponding holomorphic nilpotent orbit Os by stratified symplectic
reduction in the sense explained in Section 4 above. This observation carries over to
all Lie algebras of hermitian type, in the following fashion: Let (g, z) be a simple
Lie algebra of hermitian type, with Cartan decomposition g = k ⊕ p. As before,
let G be the adjoint group of g and K the maximal compact subgroup thereof
with k = Lie(K). For 1 ≤ s ≤ r, consider Os, endowed with the complex analytic
stratified Ka¨hler structure given in Subsection 3.7. The (co)adjoint action of G on
g ∼= g∗ induces a G-action on Os preserving the stratified symplectic structure, and
the injection Os ⊆ g∗ is a stratified symplectic space momentum mapping for this
action. The restriction of this action to K preserves the complex analytic stratified
Ka¨hler structure, and the composite of the inclusion with the projection g∗ → k∗
is a stratified symplectic space momentum mapping Os −→ k∗ for this action. In
particular, the central copy of the circle group S1 in K ⊆ G acts in this way on Os
in a hamiltonian fashion; since the 1-parameter subgroup of G = Ad(g) generated by
z is this central copy of S1 (it consists of the points exp(tz) ∈ G with 0 ≤ t < 2π
where exp: g → G is the exponential map for the adjoint group G), appropriately
scaled, the momentum mapping Os −→ R ∼= (Lie(S1))∗ for this S1-action is simply
given by the composite of the inclusion of Os into g∗, followed by z, viewed as a
linear map from g∗ to the reals. For example, for g = sl(2,R), exp(tz) = ρ(etz) where
etz =
[
cos t
2
− sin t
2
sin t2 cos
t
2
]
∈ SL(2,R) and where ρ: SL(2,R)→ PSL(2,R) is the canonical
projection. Thus, in general, for each 1 ≤ s ≤ r, stratified symplectic reduction with
respect to the appropriate positive (energy) value η then yields a complex analytic
stratified Ka¨hler space Qs, with its stratified symplectic Poisson structure determined
by the choice of η; complex analytically, the space Os is the (affine complex) cone
on Qs. In the standard cases, the resulting spaces Qs coincide with those described
in Theorem 10.1 (and denoted by Qs as well).
For the remaining classical case g = so(2, q) (q ≥ 3), this construction leads
to an exceedingly attractive result: Recall from Theorem 3.6.2 that so(2, q) has
two non-trivial holomorphic nilpotent orbits O1 and O2 whose closures constitute a
sequence 0 ⊆ O1 ⊆ O2 ∼= Cq of normal Ka¨hler spaces; here O1 is the complex quadric
w21 + · · · + w2q = 0 in O2 = Cq. Now G = SO(2, q)0, K = SO(2,R) × SO(q,R), and
SO(2,R) is the requisite central copy of the circle group in K. By construction, the
S1-reduced space Q1 sits inside the S
1-reduced space Q2 = CP
q−1 as the projective
quadric in CPq−1 given by the homogeneous equation w21+ · · ·+w2q = 0. This quadric,
being a complex analytic stratified Ka¨hler space with a single stratum, is necessarily
a smooth Ka¨hler manifold. Summing up, we obtain the following.
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Theorem 10.4. For m ≥ 2, CPm carries an exotic normal Ka¨hler structure whose
singular locus (in the sense of stratified Ka¨hler spaces) is a quadric Q in CPm in
such a way that the exotic Ka¨hler structure on CPm restricts to an ordinary Ka¨hler
structure on Q. 
The exceptional cases lead again to new geometric insight: Recall from Section 8
that g = e7(−25) has three non-trivial holomorphic nilpotent orbits O1, O2, and O3
whose closures constitute a sequence 0 ⊆ O1 ⊆ O2 ⊆ O3 of complex analytic stratified
Ka¨hler spaces; furthermore, under the projection from g to p, followed by the
complex linear isomorphism from p onto p+, as a stratified space, the closure O3 of
the principal holomorphic nilpotent orbit is identified with H3(OC). Now G = E7(−25),
K is locally isomorphic to E6(−78) × SO(2,R), and the constituent SO(2,R) is the
requisite central copy of the circle group in K (here “requisite” is intended to refer to
the fact that, in order for K to be the stabilizer of a point of a symmetric domain, it
must have a 1-dimensional center). By construction, the S1-reduced space Q2 (here
and below “reduced” is understood in the sense of stratified symplectic reduction)
sits inside the S1-reduced space Q3 = P(H3(OC)) ∼= CP26 as the projective complex
generic norm (cubic) hypersurface; it is the projectivization of the affine Freudenthal
cubic F mentioned in Section 8 above. Furthermore, the S1-reduced space Q1 sits
inside Q2 as its singular locus in the sense of stratified Ka¨hler spaces. Thus the
projective cubic Q2 inherits a complex analytic stratified Ka¨hler structure with two
strata. We note that the generic norm hypersurface has been shown by Jacobson to
be rational [46]. Summing up, we obtain the following.
Theorem 10.5. The complex projective space of dimension 26 carries an exotic
Ka¨hler structure whose singular locus (in the sense of stratified Ka¨hler spaces) is the
projective generic norm (cubic) hypersurface, and the latter inherits a complex analytic
stratified Ka¨hler structure with two strata, having as singular stratum Q1 (in the sense
of stratified Ka¨hler spaces) the projectivization P(O˜1) ⊆ P(p+) ∼= CP26 of the lowest
non-zero stratum O˜1 ⊆ H3(OC) (i. e. Jordan rank 1 stratum or, equivalently, lowest
non-zero KC-stratum). The latter amounts to the compact hermitian symmetric space
Ad(e6(−78))
/
(SO(10,R) · SO(2,R)) of complex dimension 16, and the exotic Ka¨hler
structure on CP26 restricts to an ordinary Ka¨hler structure on Q1. 
Likewise e6(−14) has two non-trivial holomorphic nilpotent orbits O1 and O2 whose
closures constitute a sequence 0 ⊆ O1 ⊆ O2 ∼= p+ of complex analytic stratified Ka¨hler
spaces, and the pre-homogeneous space structure on p+ ∼= C16 restricts to the positive
half-spin representation SC+ of Spin(10,C) (cf. Section 8 above for the notation).
Theorem 10.6. The complex projective space of dimension 15 carries an exotic
Ka¨hler structure whose singular locus Q (in the sense of stratified Ka¨hler spaces)
is the projectivization P(O˜1) ⊆ P(p+) ∼= CP15 of the space O˜1 of pure spinors in
p+ ∼= SC+, and Q amounts to the compact hermitian symmetric space SO(10,R)
/
U(5)
of complex dimension 10. The exotic Ka¨hler structure on CP15 restricts to an ordinary
Ka¨hler structure on Q. 
Indeed, it is well known that the projective space associated with the pure spinors
for the (16-dimensional) positive half-spin representation SC+ of Spin(10,C) is the
compact hermitian symmetric space SO(10,R)
/
U(5); see e. g. [57] (IV.9.7 p. 337).
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For intelligibility, we recall that, by Theorem 8.5.3, under the homeomorphism from
O2 to p+, the orbit O1 is identified with the space O˜1 of pure spinors in p+ ∼= SC+.
10.7. Projective normality. A projective variety X ⊆ CPd is said to be
projectively normal (for the given embedding) provided its homogeneous coordinate
ring is integrally closed. This is equivalent to requiring that the cone on X (in
Cd+1) be normal as an affine variety. In the classical cases since, for 1 ≤ s ≤ r,
complex analytically, the space Os is a normal affine variety (Theorems 3.5.5, 3.6.3,
5.3.3), each Qs is projectively normal. Furthermore, cf. Theorem 8.4.2, the affine
Freudenthal cubic is normal whence the projective Freudenthal cubic is projectively
normal. We now settle the remaining cases, the lowest non-trivial stratum in each of
the two exceptional cases. We are indebted to L. Manivel for having communicated
to us the following.
Proposition 10.7.1. The closed orbit X in P(V ) of an irreducible complex repre-
sentation V of a complex simple Lie group is projectively normal.
Proof. Indeed, in view of the Borel-Weil theorem, if v is the highest weight of the
irreducible representation V ∗ = Γ(X,OX(1)), for n ≥ 1, the highest weight of the
irreducible representation V ∗ = Γ(X,OX(n)) equals nv. Consequently for n ≥ 1 the
natural map Γ(P(V ),OP(V )(n))→ Γ(X,OX(n)) is surjective whence, cf. Ex. II.5.14
on p. 126 of [20], the projective variety X is projectively normal. 
Given a simple Lie algebra of hermitian type (g, z), we may apply this Proposition
to the irreducible representation of KC on p ∼= p+, the closed orbit X being the orbit
denoted earlier by Q1. Thus we conclude that Q1 is projectively normal (which we
already know in the classical cases). Consequently, for e6(−14), the projectivization
Q1 = P(O˜1) ⊆ P(p+) ∼= CP15 of the space O˜1 of pure spinors in SC+ is projectively
normal (for the embedding into P(p+)) whence, complex analytically, O1 is a normal
affine variety. Likewise, for e7(−25), the projectivization Q1 of O1 is projectively
normal (for the embedding into Q3 = P(H3(OC)) ∼= CP26) whence O1 is normal as
an affine complex variety.
Remark 10.8. A Kodaira embedding of a smooth projective variety N carrying a
Ka¨hler structure will in general not be compatible with the symplectic structures,
where projective space is endowed with the Fubini-Studi metric. Furthermore, given
an arbitrary smooth symplectic manifold X and a smooth symplectic submanifold
Y , the symplectic Poisson algebra on X will not restrict to the symplectic Poisson
algebra on Y ; indeed this observation prompted Dirac to introduce what is nowadays
called the Dirac bracket . The above results indicate that, perhaps, the right question
to ask is this: Given N and an embedding thereof into some complex projective
space is there an exotic Ka¨hler structure on that projective space which restricts
to the Ka¨hler structure on N? More generally, we could ask this question for
an arbitray compact complex analytic stratified Ka¨hler space N , and the above
examples show that this situation indeed occurs. In particular: A moduli space of
the kind explained in Example 4.3 above is known to be complex analytically a
normal projective variety. Thus we are led to the following question: Given such a
space N , is there an embedding of N into some complex projective space endowed
with an exotic Ka¨hler structure such that this exotic Ka¨hler structure restricts to
the normal Ka¨hler structure on N explained in Example 4.3?
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11. Comparison with other notions of Ka¨hler space with singularities
Let X be a reduced complex analytic space (where “reduced” is understood in the
sense of complex analytic spaces, not in the sense of symplectic geometry), let N
be its singular locus, and consider a hermitian metric g on X \N . In [15] (p. 346)
Grauert refers to such a metric as a Ka¨hler metric on X provided every point x
of X has a neighborhood U and a strongly plurisubharmonic function p defined on
U in such a way that, on U \ N , the metric g coincides with the Levi form of p,
that is to say, in suitable coordinates z1, . . . , zm,
gj,k =
∂2p
∂zj∂zk
.
As usual, the function p is then referred to as a local Ka¨hler potential for g.
On the other hand, given a stratified Ka¨hler space of complex dimension n, on its
top stratum, in local coordinates z1, . . . , zm, the Poisson structure and Ka¨hler metric
g satisfy the identity∑
ℓ
{zk, zℓ}gℓ,m = 2iδk,m, for every 1 ≤ k,m ≤ n,
that is, the functions 1
2i
{zk, zℓ} yield the coefficients of the inverse matrix function
g−1 (in these coordinates). Since the Poisson structure is defined on the whole space,
even though the Ka¨hler metric is not , we can somewhat loosely interpret the above
formula by saying that the “inverse” of the Ka¨hler metric is defined, in fact, even
in such a way that the restriction of this “inverse” to any lower stratum is there
invertible so that the inverse of the “inverse”, in turn, defines a Ka¨hler metric on
the stratum as well. The Poisson structure then encapsulates the mutual positions
of these Ka¨hler structures.
Grauert’s notion has been refined in [86], cf. also [21], to that of a stratified
Ka¨hlerian space; such a structure encapsulates the mutual positions of Ka¨hler struc-
tures on pieces of a decomposition, but in a way different from our notion of complex
analytic stratified Ka¨hler space. To reproduce stratified Ka¨hlerian spaces briefly, let
X be a reduced complex analytic space, with a complex analytic stratification by
complex analytic manifolds (in general genuinely finer than the ordinary complex
analytic stratification). Given such a space, a Ka¨hlerian structure on X is a collection
of “strictly plurisubharmonic functions” {φα} which are defined and continuous on
the constituents Uα of an open covering {Uα} of X and smooth on the intersection
of each stratum with Uα in such a way that the differences uα,β are pluriharmonic in
the strict sense on the intersections Uα,β = Uα ∩Uβ , that is, there is fα,β ∈ O(Uα,β)
such that uα,β = Re(fα,β). There are various ways to make precise the idea of
strictly plurisubharmonic function on X : the strongest one is the notion of “strictly
plurisubharmonic in the sense of perturbations” (which we do not reproduce here)
and a somewhat weaker on is that of “stratum-wise strictly plurisubharmonic” which
means that the restriction to (the appropriate open subset of) any stratum of X
is smooth in such a way that its Levi-form is positive definite (i. e. a hermitian
structure); see [21] for details.
To explain the relationship between stratified Ka¨hler spaces and stratified Ka¨hlerian
spaces, let (X,C∞(X), {·, ·}) be a stratified symplectic space. Write A = C∞(X), let
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(A,L) = (C∞(X),Der(A)), with its Lie-Rinehart algebra structure, and consider the
differential graded algebra (AltA(L,A), d) determined by it [28]; when X is a smooth
manifold and C∞(X) the algebra of ordinary smooth functions, (AltA(L,A), d) is
the differential graded algebra of ordinary differential forms for X . For a general
stratified symplectic space (X,C∞(X), {·, ·}), the Poisson structure induces a morphism
π♯{·,·}: (A,Ω
1(X){·,·}) −→ (A,L) of Lie-Rinehart algebras (cf. (1.1) above) and hence a
morphism
(AltA(L,A), d) −→ (AltA(Ω1(X){·,·}, A), d{·,·})
of differential graded algebras [28]; the Poisson 2-form π{·,·} is then an element of
Alt2A(Ω
1(X){·,·}, A), cf. Section 1 above.
On the other hand, consider a stratified Ka¨hlerien space Y , with its ordinary
complex analytic stratification. The latter determines a smooth structure C∞min(Y )
which we refer to as the minimal one; this structure is, roughly speaking, locally
determined by the embedding of the corresponding complex analytic germ into a
complex domain [86]; the requisite smooth structure on Y is then obtained (locally)
by restricting the ordinary smooth structure on the domain. (Varouchas explains
this in terms of sheaves.) This smooth structure determines a (complex) de Rham
algebra ΩY = ΛΩ
1
Y , Ω
1
Y being defined by an exact sequence of the kind
I/I2 −→ C∞min(Y,C)⊗C∞(X,C) Ω1X −→ Ω1Y −→ 0
where Y ⊆ X is an embedding into a complex domain X and where I is the ideal
(sheaf) of (germs of) functions which vanish on Y . The complex analytic structure
of Y entails a bigrading Ω∗,∗Y , just as for ordinary smooth complex manifolds, and
the stratified Ka¨hlerien structure determines a 2-form ω ∈ Ω1,1Y which, when Y is an
ordinary smooth Ka¨hler manifold, boils down to its standard symplectic form.
Return to the circumstances of Proposition 4.2. The reduced space N red coming
into play there inherits, on the one hand, a smooth structure C∞(N red,R) which
underlies its stratified symplectic Poisson algebra and, furthermore, a complex analytic
stratified Ka¨hler space structure. On the other hand, by (3.4) of [22], N red
also inherits a stratified Ka¨hlerien structure. The corresponding minimal smooth
structure C∞min(N
red) (explained above) will in general be a proper subalgebra of
C∞(N red,R), and the space Ω1
Nred
of 1-forms with reference to the complexified
algebra C∞min(N
red,C) will decompose into a direct sum of Ω0,1
Nred
and Ω1,0
Nred
. Notice
that, cf. Remark 3.7.3, a general complex analytic stratified Ka¨hler structure does
not give rise to such a decomposition; indeed, cf. (3.7.4), the sum of P and
P does not exhaust the space of 1-forms. To explore the mutual relationship
between the complex analytic stratified Ka¨hler and stratified Ka¨hlerien structures
(if any), write A = C∞(N red,C) and L = Der(A)), and consider the differential
graded algebra (AltA(L,A), d) determined by it, that is, the Rinehart complex for
the Lie-Rinehart algebra (C∞(N red,C),Der(A)). With reference to the ordinary
complex analytic stratification, the stratified Ka¨hlerien structure determines a 2-form
ω ∈ Ω1,1
Nred
⊆ Ω2
Nred
whereas the complex analytic stratified Ka¨hler structure determines
the 2-form π{·,·} ∈ Alt2A(Ω1(N red){·,·}, A). In the case of an ordinary complex Ka¨hler
manifold, we can identify ω with π{·,·} but for a general stratified Ka¨hlerien structure
(i. e. having underlying stratification finer than the ordinary complex analytic one),
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there is no obvious replacement for the constituent Ω1,1
Nred
and hence no obvious
candidate for a 2-form of the kind ω whereas given a complex analytic stratified
Ka¨hler structure, the 2-form π{·,·} is always defined. Furthermore, when there is
a 2-form of the kind ω with reference to the minimal structure C∞min(N
red), its
image in Alt2A(Ω
1(N red){·,·}, A) will not in general coincide with the 2-form π{·,·}.
To justify this claim, return to the circumstances of Theorem 3.5.4. In view of
Theorem 3.5.5, complex analytically, Or amounts to p+ and, for s < r, the complex
analytic structure on Os arises from the embedding of Os into p+. Moreover, the
minimal smooth structure C∞min(Os) (i. e. algebra of continuous functions) on Os is
determined by the embedding of Os into p+, too; this is the structure coming into
play in [86]. On the other hand, the stratified symplectic structure of Os results
from its embedding into g ∼= g∗; a choice of basis of g determines a system of
coordinate functions on Os, and the last statement of Theorem 5.4.1 says that the
stratified symplectic Poisson algebra on Os cannot be generated by fewer functions.
Furthermore, C∞min(Os) being viewed as a subalgebra of C∞(Os,C), Poisson brackets
of elements of C∞min(Os) do not necessarily lie in C∞min(Os). Summing up, we see that
the stratified symplectic structure of Os results from its embedding into g whereas
its complex analytic structure comes from the composite of this embedding with the
projection from g to p. Even though the projection from g to p is not injective,
the restriction thereof to Os is still injective and turns Os into a complex analytic
space. Thus, the real and complex structures of Os are obtained from the embeddings
thereof into g and p, respectively, and the relationship between the two structures
comes from the projection from g to p. Perhaps this kind of situation should be
taken as a local model for a complex analytic stratified Ka¨hler space in general.
This discussion raises the following questions:
1) Given a complex analytic stratified Ka¨hler structure on a stratified symplectic
space X , do there always exist local Ka¨hler potentials which determine a stratified
Ka¨hlerian structure?
2) Consider a complex analytic space X , endowed with a general stratified Ka¨hlerien
structure where “general” means that the underlying stratification may be finer than
the ordinary complex analytic one, and let C∞(X) be the smooth structure whose
elements are continuous functions on X which, restricted to each stratum, are smooth.
Given two functions f, h ∈ C∞(X), taking their Poisson bracket {f, h} stratum-wise,
we obtain a function on X which is necessarily smooth on every stratum. The
question is whether {f, h} yields a continuous function on X ; if so, C∞(X) would
be closed under the Poisson bracket and, in view of Theorem 2.5, the latter would
turn X into a complex analytic stratified Ka¨hler space.
The answers to both questions are “yes” for a space X which arises by symplectic
reduction from a (positive) Ka¨hler manifold with respect to a compact group. Thus
to find a potential counterexample to (1), we would have to look for a complex
analytic stratified Ka¨hler space which does not arise in this way from an ordinary
Ka¨hler manifold; for q ≥ 5 the exotic complex projective space described in Theorem
10.4 above having as its singular locus a quadric seems indeed to be such an
example, and we do not know whether there exist local Ka¨hler potentials in this
case which determine a stratified Ka¨hlerian structure. The same kind of question can
be asked for the two exceptional cases e6(−14) and e7(−25). Likewise, for a potential
counterexample to (2), we would need a stratified Ka¨hlerien space which does not
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arise from an ordinary Ka¨hler manifold by reduction.
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