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ABSTRACT
A wideband optical frequency comb generator can be built using an electro-optic modula-
tor that is driven at a frequency of several GHz and that is enclosed in an optical cavity.
When light is circulated within the optical cavity, multiple passes through the modulator
produce a spectrum centered at the carrier frequency with hundreds of sidebands spaced at
the modulation frequency, with a comb span limited only by the material dispersion of the
modulator. We present the design, construction, and testing of an optical frequency comb
generator using lithium tantalate as a modulator substrate.
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Chapter 1
INTRODUCTION
An optical frequency comb generator (OFCG) is a device that produces a spectrum of even-
ly spaced sidebands centered about an optical carrier frequency (figure 1.1). Methods used to gen-
erate these sidebands include electro-optic phase modulation (see for instance [9], [15], [17])
mode-locking of diode-pumped lasers [12], second harmonic generation, and a series of optical
parametric oscillators that are phase-locked together and configured in parallel [23]. Interest in
OFCGs has developed recently due mostly to their promising applications in optical frequency me-
trology and wavelength division multiplexed (WDM) optical communications networks.
Wmo
(modulation frequency) (carrier frequency)
Figure 1.1: Ideal Frequency Comb
In optical frequency metrology applications, the accuracy desired in a precision frequency
measurement system is typically in the order of 1 part per 1012 or better. Such precision measure-
ments are often performed by detecting the beat signal produced by mixing a reference source of
known frequency and the unknown frequency source (heterodyne detection). The unknown fre-
quency can then be deduced by recalling that the beat frequency (the frequency at which the am-
plitude of the combined signal rises and falls) is equal to the difference between the two original
frequencies.
Standard photodetectors, however, have bandwidths on the order of 10 GHz, and therefore
heterodyne detection measurements are not possible unless the known and unknown signals are
separated in frequency by less than this bandwidth. An OFCG can allow measurements of frequen-
cies that are spaced up to several THz with GHz electronics by generating sidebands that are spaced
a few GHz apart. This is done by using the reference signal to generate the OFCG sidebands and
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then combining one of the sideband frequencies to the unknown signal to create the beat.
In WDM applications, the OFCG can be used to stabilize the frequency of each of the op-
tical communications channels both to an absolute reference source and relative to one another. Be-
cause its sidebands are constantly spaced, an OFCG based on electro-optic modulation could
accomplish this if the carrier frequency were dithered [5]. At each of the sidebands, the frequency
dither detected will equal the carrier dither multiplied by the sideband order, and then the absolute
frequency of the evenly-spaced markers can be known. This enables channel identification by sim-
ply locking a channel frequency to the nearest marker without the need to provide a different ab-
solute source for each channel.
The research described in this thesis builds on the work performed by Reginald Brothers
on a terahertz-span OFCG at MIT's Research Laboratory for Electronics under the direction of Dr.
N. C. Wong. In 1997 they demonstrated that a 3 THz dispersion-limited span from a comb that was
generated using a lithium niobate electro-optic modulator enclosed in an optical resonator cavity
could be increased to about 4.3 THz using an intracavity prism pair [4]. However, the modulator
they used suffered optical damage and the maximum projected span for their given modulation
power could not be achieved. They suggested that lithium tantalate be used instead as a modulator
substrate since it is more resistant than lithium niobate to optical damage.
For this research, we proposed to maximize our OFCG span, which is dependent on the
product of the modulation index and cavity finesse, by using a lithium tantalate electro-optic mod-
ulator, since its resistance to optical damage can in principle allow for maximizing the modulation
index without degrading the optical cavity finesse. Our work opens with a theoretical discussion
of the principles behind the generation of a frequency comb using an electro-optic phase modulator
enclosed in a resonator cavity. We briefly review the theory of phase modulation and discuss the
characteristics that the optical cavity must exhibit in order to generate multiple sidebands. Chapter
3 describes the design and characterization of the electro-optic modulator and presents results from
single-pass modulation index measurements. Chapter 4 describes the optical cavity and the control
system used to stabilize the cavity length, and presents results from observation of our OFCG out-
put spectrum. Finally, chapter 5 describes some of the problems encountered in this research, and
offers suggestions for future improvement.
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Chapter 2
PRINCIPLES OF OPTICAL FREQUENCY COMB GENERATION
Before we start a detailed description of our Optical Frequency Comb Generator, we re-
view a few basic principles behind the operation of such a device. We start with a discussion of
phase modulation, whereby a frequency spectrum of two side-bands equidistant from the carrier
frequency are produced, and then discuss some of the issues encountered when the number of side-
bands are multiplied within a resonator cavity.
PHASE MODULATION
Phase modulation is a form of angle modulation in which the phase of a sinusoidal carrier
is made to vary according to the instantaneous value of the modulating signal. If we express the
sinusoidal carrier as Accos(0ct + 0 c), the modulated signal y(t) takes the form
y(t)=Accos[o6ct + Oc(t)] . (2.1)
For phase modulation, 0c(t) is varied according to 0c(t)=0 0 + K V(t), where V(t) is the modulating
signal, such that
y(t)=Accos[oct + 00 + KV(t)] . (2.2)
Using the relationship between the instantaneous angular frequency and angle,
i (2.3)dt
phase modulation can be related to frequency modulation by noting that the deviation of the instan-
taneous frequency of a signal from its unmodulated wave is proportional to the magnitude of the
derivative of the modulating wave. In other words, phase modulation with V(t) is equivalent to fre-
quency modulation with the derivative of V(t) and frequency modulation with V(t) is equivalent to
phase modulation with the integral of V(t) [19].
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To start our discussion of phase modulation, assume that the modulating signal V(t) is a
sinusoid, V(t) = AV cos OVt, and let's set the phase angle of the carrier 00 = 0 for simplicity. The
expression for the modulated wave then is
y(t)=Accos[oct + I, cos ovt] , (2.4)
where (4, = K Av is the amplitude of the phase deviation of the resulting wave. The phase deviation
of a phase-modulated signal is equivalent to the modulation index, A(Oc/o v, of a frequency modu-
lated wave (see [2]). Using the trigonometric identities to re-write the modulated signal we obtain
y(t)=Ac[cos(oct) cos(, v cos )vt) - sin(oct) sin(, cos ovt)] . (2.5)
This expression can then be expanded in an infinite series of the form
D2(COSs vt)2 (4(COSOvt)4
y(t) = Ac[cos(Oct) 1  2 + 4! -
sin (cos vt)3  (2.6)
- sin cot Usvt 3! + ... ] . (2.6)
For small I,, higher order terms can be neglected, and we have
y(t)=Ac[cos(mct) - (v sin (om + my)t - (v sin (mc - my)t] . (2.7)
2 2
This shows that for small phase deviation, the frequency components of the modulated signal can
be resolved into the carrier frequency (oc) and two side-bands spaced om apart on either side of the
carrier (mc +my ).
For large phase deviation, equation 2.5 can be expanded in a Fourier series whose coeffi-
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cients are Bessel functions by using Jacobi's result where
cos (x cos y) = Jo(x) + 2 1 (-1) m J 2 m(X) cos (2 m y) (2.8)
m=l
and
sin (x cos y) = 2 (-1)m + 1 2m - (X) cos [(2m-1) y] . (2.9)
m= 1
Substituting into equation 2.5 and expanding the trigonometric product terms into the equivalent
sum and difference terms gives
y(t) = Ac  Jn(D,) cos [(oc - n ov,)t + ] . (2.10)
n = -0
From equation 2.10 it is evident that the spectrum of the phase modulated wave has side frequen-
cies around the carrier spaced at multiples of ov . Although strictly speaking the phase modulated
wave is not band-limited, the behavior of the amplitude coefficients is such that the amplitude of
the higher order harmonics are negligible. Thus the bandwidth of the modulated signal is effective-
ly limited to approximately 2 Dv, cv [19].
In our OFCG, the phase modulation is achieved via a traveling-wave electro-optic modu-
lator. For our experiment, it was a lithium tantalate crystal with a gold ground plane at the bottom
surface and a gold microstrip the top surface, designed such that a microwave modulation field
travels along the crystal with the same phase velocity as the optical carrier field. The theory, de-
sign, and characterization of the electro-optic modulator is described in detail in chapter 3.
SIDEBAND GENERATION AND DISPERSION LIMITATIONS
In order to increase the number of sidebands generated by the phase modulation, the mod-
ulator can be enclosed inside a resonator cavity. This has the effect of extending the electro-optic
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interaction length. As the light circulates inside the optical resonator, at every new pass through
the modulator, each of the sidebands generates in turn its own sidebands. The frequency span of
the resulting comb is limited only by the material dispersion of the modulator crystal, as we will
discuss later in this section. But before considering dispersion, let us consider a few characteristics
the optical cavity must exhibit in order to generate a comb of frequencies.
The most basic condition that must be satisfied by the optical cavity, in order for it to be
resonant at all comb frequencies, is that its length must be not only a multiple of half-wavelengths
of the carrier wave, but also a multiple of half-wavelengths of all the generated waves at the side-
band frequencies. This implies that the modulation frequency must be an integer multiple of the
cavity free spectral range (FSR). The free spectral range of an optical cavity is defined as the sep-
aration in frequency between the longitudinal modes of a resonator cavity, and is given by
FSR - (2.11)2L2Lopt
where c is the speed of light in vacuum, and Lopt is the optical path length inside the cavity. So, for
example, when the cavity length changes by half a wavelength, the transmission characteristic of
the resonator (if it is plotted as a function of frequency, for instance), is translated along the x-axis
by one free spectral range (figure 2.1).
- FSR -
O.
06
S0.4
0.2
2 2
Lopt
Figure 2. 1: Transmission characteristics of a Fabry-Perot etalon.
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The second constraint that must be satisfied is that the modulator-to-mirror spacing be itself
an integer multiple of the modulating frequency half-wavelengths. This is necessary so that the op-
tical wavefronts encounter the same phase of the modulating field at each pass through the modu-
lator. Intuitively, the time it takes for the optical wavefront to propagate from one end of the
modulator, to one of the mirrors, and back to the modulator must be such that the microwave mod-
ulating field has had time to complete an integer number of cycles. It can be shown that the mod-
ulation index inside the optical resonator as a function of modulator-to-input mirror spacing, y, is
given by [6]
8F 1 + rr 2y cos [2h(a +y)
Seff = JT 2  (2.12)
where r1 and r2 are the reflectivities of the input and output mirror, respectively, 5 is the single-pass
modulation index for the modulator, a is half the optical path length of the modulator, y is the mul-
tiplicative factor by which the incident field changes after one round trip inside the resonator (or
in other words Iy 2 = F where F is the round trip cavity transmissivity excluding the mirrors in
terms of power), y is the modulator to mirror spacing (see figure 2.2), and F is the finesse of the
optical cavity. The finesse is the ratio of the free spectral range of the cavity to the full width at half
maximum (FWHM) of the transmission peaks, and is given by
F = 2 (2.13)
1 - r 1r2y
From equation 2.12 we can see that the effective modulation index has a maximum when-
2cm
ever -2 (a + y) = 21tm, where m is an integer. Solving for y and using the fact that the free
c
spectral range of the cavity is an integer multiple of the modulation frequency we get that
Lopt
y m-- a (2.14)N
for maximum effective modulation index, where N is the multiplicative factor by which the mod-
ulation frequency exceeds the cavity free spectral range, and a is half of the optical path length of
the modulator.
L I
R1 a -- R2
Modulator
Figure 2.2: Modulator-to-mirror spacing, y.
Assuming that these two conditions are satisfied by the optical cavity, we can now derive
an expression for the field transmitted by the OFCG. Assuming normal incidence onto the optical
resonator and using the scattering matrix formalism (see for instance [8]), the transmitted field at
the output mirror is
[-tlt2e-J p/2
Et= -, 2jEi (2.15)
1 -rlr2ej(
where Ei is the incident field, t1 and t2 are the transmissivities of the input and output mirrors, re-
spectively 1, and (p is the round-trip phase shift experienced by a wave traveling inside the cavity.
The round-trip phase shift is
1When the two mirrors are equal, tlt2 = t2 = T, the mirror transmissivity measured as power transmitted per
unit incident power. Likewise, rlr 2= r2 = R, the mirror reflectivity measured in terms of power.
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(p = + 28sin (Omt) (2.16)
where D is the phase shift due to the path length inside the cavity, and the second term corresponds
to the phase-shift due to phase modulation, where om is the modulation frequency.
If dispersion is ignored, we can set D to be some multiple of 2nr. Let Q = 2mt, such that
p = - 28sin(omt). Noting that for small x, eX = 1 + x , equation 2.15 can be re-written as
T[1 + jsin(o)mt)] EE = Ei (2.17)1 - R - j2 sin(oMt)
for small 8 and a cavity with two mirrors of equal reflectivity. If we consider only short periods of
time (on the order of the time required for a round trip inside the cavity) we can use the small angle
approximation to re-write equation 2.17 as
T[1 + j8(mt]E= E.
t  1 - R - j2o-mt i
-(1 - R) 1 + j6mt
2R6 l-R Ei (2.18)
LLR + jOmt
Equation 2.18 is of form
[1 + j O)mt-
Et = - ] Ei 1 , (2.19)IU+ jmtJ
where 1 - R . To see what this looks like in the frequency domain, consider the Fourier series:2R6
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S = e-akejokt
k=0
1
1-e
If a + jot << 1, we can approximate
We can then re-write equation 2.29 as
lea+jetl < 1 .
-1S=
-a+j t
E= IkO -k jomktEt = e - e
k = 0
oo
+ j&mmt 1 e
k=O
-uk jcmOktE ie Ei
so in the frequency domain, the Fourier coefficients are
-uk 2 -'kEk = (ue +6 e )Ei ,
d
where we have made use of the Fourier transform property tx(t) J* j X(j o)do)
(2.23)
and the fact that
o=k)m to obtain the second term in equation 2.23. The second term in equation 2.23 is much
smaller than the first, and therefore can be ignored. We then have the following expression for the
kth frequency component of our comb, written in terms of the cavity finesse
-2FI kl7 2F8E = ek 2F6
(2.24)
(2.20)
(2.21)
(2.22)
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where we have approximated the expression for finesse in equation 2.13 as F = for R= 1.l-R
The envelope of the frequency components of equation 2.24 is plotted in figure 2.3 for 8=0.41 and
varying finesse. From the plots we can see that in order to increase the span of the comb, we need
to maximize the F6 product.
Figure 2.3: Envelope of frequency comb ignoring dispersion for 8 = 0.41 and varying finesse.
In order to account for dispersion, we note that equation 2.15 can be recast as an infinite
sum
Et = Te-j/2 R ne-jn Ei
n= 0
(2.25)
Substituting equation 2.16 into equation 2.25 and making use of the fact that
e+±asin(x)
= Jq( ( )e 
j x q
q = oo
(2.26)
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we get
Et = T Rne Jk([ 2 n + 1]6 )e mtk Ei . (2.27)
n= 0 k = -00
Equation 2.27 is in the form of a Fourier series, from which we can see that the kth frequency com-
ponent of the resulting optical field is given as
Ek = TEi  Rne-YJnjk(8n) (2.28)
n=
where On = (1/2 + n) (Q and 8n= (2n + 1) 8.
Now, consider the round trip phase shift inside the optical cavity, which is given by
Q = 2k()l x + 2-l0  , (2.29)
where k(o)=n()w/c is the propagation constant of the field, with n(o) being the index of refrac-
tion as a function of frequency inside the modulator crystal, lx is the crystal length, 10 is the free
space length inside the optical cavity, and c is the speed of light in vacuum. Let the carrier frequen-
cy for our generator be mc, and then expand k(o) as a Taylor series about Oc:
nc3c (nclc n) 1 n  2nc 2k() c c + -(w - mc) + 2 cc + ( - 0c) , (2.30)
where nc is the index of refraction of the crystal at the carrier frequency, and n' and n" are the first
and second derivatives of the index of refraction with respect to co. Evaluating 2.30 for
0 = 03c + k0m and substituting into equation 2.39 we get
-22-
eocF(k) =
FSR c
ti m  0)mlxnc'0c
+kF + 2k
FSRc c
21x+ -+ 2 nc + nc) (kom)2
where again FSRc is the free spectral range of the optical cavity, given by FSRc
(2.31)
c
2(10 + ncl x)
Let's consider now the carrier to cavity detuning (normalized to the cavity free spectral
(Oc - 0c
range), 0c, which we define as - FSRc where Oc is the resonant frequency that is nearest
FSRC
0 m0 - m
Oc. Consider also the modulation frequency detuning, m - FSRC ,where (om is the modu-
lation frequency which is actually resonant with the cavity and is closest to the frequency, om, at
which the modulation field is applied.
If we account for detuning, the first and second terms of equation 2.32 become Oc and Om,
respectively, so that
4(k) = c + kom + 2k c
2Omlxnc' e k
c k
21c no ) (kCOm) 2
21 , nc (ko)2
+ c-n-c 2 (km) (2.32)
We can eliminate changes in the phase shift due to first order dispersion (second term in equation
2.32) if we let
(2.33)-2 mlxnc tc
m = c
For nc ' > 0, this implies that the resonant modulation frequency com = 21rpFSRc, where p is an
= c 
+ (M
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integer, must be greater than the driving modulation frequency, om , at which the optical and mi-
crowave phase velocities are matched. For a modulation frequency of about 15 GHz, a cavity free
spectral range of one eighth the modulation frequency, and a carrier wavelength of 1.064 im, the
difference between the frequency that should be resonant inside the cavity in order to eliminate first
order dispersion and the phase velocity matched modulation frequency of the crystal is 0.265 GHz.
This corresponds to a change in cavity length (for this particular example) of approximately 1.33
mm.
Assuming first order dispersion is eliminated, we now have that:
I(k) = o +  x nc + n (ktom)2 (2.34)
Consider now n' dn From the chain rule and the relationship between wavelength and fre-do
c
quency, o = 2t , we have
dn dX dn -2ccdn -X2 dn
- -(2.35)
d - do dX - o2 dX 2tcdk '
and
d2n _ d (dn _ -X2 d (-X2dnl
d2 - d do) - 27c LdX2icd- )
k4  d2n 2k3 dn
+ (2.36)
(21t) 2 2d 2  (2 i) 2c2dX
dn _-2tcdn d n
Noting from equation 2.35 that -2 dn, and solving for d2n in equation 2.36 above, wedX X2 d o' dX2
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get
2nc) 2 d2n 2X dn
2nc
3[on" + 2n']=3
The dispersion constant, D, is defined as D - c---
c dX2 x
[14]. Then from equation 2.37 we see that
equation 2.34 can be re-written in terms of the dispersion constant as:
l 2
(k) = o + D (kom)2
(k)m) 2Q(k) = o + M
where M = 2ntc2
D cl x
The values for D and M can be computed from the Sellmeier equation for lithium tantalate,
provided in [18] as:
(2.40)
2 , T) = A + B + b(T) E + DX2
ne 2 _ (C + c(T)) 2  2 2
h -(C+c(T)) X -F
where
d2n 
dX2
(2.37)
(2.38)
(2.39)
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A = 4.5284 ,
B = 7.2449 x 10-2
C = 0.2453,
D = -2.367 x 10-2
E = 7.769 x 10-2
F = 0.1838,
b(T) = 2.6794 x 10-8 (T+ 273.15)2
and
c(T) = 1.6234 x 10-8 (T + 273.15)2 , (2.41)
with X given in microns and the temperature, T, in degrees Centigrade. Using 2.40 to compute the
second derivative of ne, we obtain D = 3.353 x 10-4 s/m 2 and M = 1.9101 x 1026 /,2 at room tem-
perature (T = 270 C).
In order to generate sidebands of order k, 4(k) must be less than twice the phase modulation
amplitude, 28. Otherwise, destructive interference occurs. This can be seen by obtaining a time-
domain expression for the optical field at the output of the comb generator using the phase shift cp
given in equation 2.16 and Q given in 2.39, then performing an inverse Fourier transform on the
frequency train whose coefficients are given in equation 2.28. The resulting expression can be sim-
plified by assuming an infinite cavity finesse to obtain a differential equation analogous to the
Schr6dinger equation for a particle in a potential 28sin(mt) + 4~, from which we see that if an
electric field is to exist, o is restricted as mentioned above (for a more detailed discussion see
[14]). A brute-force numerical calculation involving multiple cavity round trips for each sideband
and obtaining the steady-state solution also leads to the same conclusion.
In order to minimize the expression in 2.39, then, it is clear that largest possible negative
0 should be used. The value of o can be set by varying the point at which the length of the optical
cavity is locked once the length is controlled via feedback (for a complete discussion of the system
controlling the optical cavity length, see Chapter 4). Assuming 0 is locked to -28, we can then ob-
tain an expression for the maximum dispersion-limited frequency span of the OFCG. At the limit
of the OFCG span, 0=28, because we know that when k = 0 the phase shift D inside the cavity is
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-28, and this is the minimum phase shift possible that allows a field to resonate. Because D is a
symmetric function, the maximum allowed D must therefore be 28. Substituting D = 28 and
0o= -28 into equation 2.39 above gives:
k*o m = 2 ~1I , (2.42)
where k* is the order of the largest existing sideband when there is dispersion.The frequency span
of the OFCG is Afmax = 2k*fm since the sidebands occur on both sides of the carrier frequency.
Using equation 2.42 to solve for Afmax then gives:
Af - 2 JM (2.43)
SUMMARY
In this chapter we presented the basic concepts behind the operation of an optical frequency
comb generator using phase modulation. We started our discussion with a brief review of phase
modulation and found that the frequency spectrum of a phase-modulated signal has sidebands
spaced evenly about the carrier frequency and whose amplitude is proportional to Bessel functions
of the first kind. We continued our discussion by explaining how additional sidebands can be gen-
erated if the phase modulator is enclosed inside an optical cavity, and presented the necessary re-
quirements for this to occur. If dispersion within the cavity is ignored, the conditions simply
require that the modulation frequency used be an integer multiple of the cavity free spectral range,
and that the modulator-to-mirror spacing be also an integer multiple of modulation frequency half-
wavelengths. The first condition ensures that, not only the carrier frequency, but also all of the side-
bands, are resonant inside the cavity, while the second condition is necessary so that the optical
carrier field encounters the same phase of the modulating field each time it passes through the
phase modulator. Before considering dispersion, we derived an expression for the field transmitted
by the OFCG, and found that in order to maximize the span, the product of finesse and modulation
index should be as large as possible.
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We then expanded our discussion to include dispersion, and found that in order to eliminate
first-order dispersion, there must be a detuning between the phase velocity-matched driving mod-
ulation frequency and the resonating frequency for the cavity. We also found that the optimum lock
point for the cavity length is one that allows for a detuning between the optical carrier frequency
and the actual cavity resonant frequency. This optimum lock point is the one that minimizes the
phase shift of the field inside the resonator once first-order dispersion is eliminated. Finally, we
obtained an expression that predicts the maximum frequency span for our optical frequency comb
generator.
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Chapter 3
THE ELECTRO-OPTIC MODULATOR
The electro-optic phase modulator used in our OFCG was a lithium tantalate (LiTaO3)
crystal. This material was chosen due to its availability and similarity to lithium niobate (LiNbO3)
in terms of electro-optic properties. In addition, lithium tantalate is less susceptible than lithium
niobate to optical damage.
In order to maximize the frequency span for the OFCG, we chose a modulation frequency
in the microwave domain (15.5 GHz in our case, as will be explained later), as frequencies in this
range are among the highest practical for commercial power amplifiers. The electro-optic modula-
tor (EOM) was designed as a microwave cavity resonator at the modulation frequency so that the
modulation efficiency could be enhanced by concentrating the microwave power inside the crystal.
Phase velocity matching between the optical and microwave fields was achieved via a gold micros-
trip line at the top surface of the crystal and a ground plane at the bottom, so that the modulation
and carrier field co-propagated along the crystal length. We start our discussion of our electro-optic
modulator with a brief review of traveling wave electro-optic modulator theory.
TRA VELING WAVE ELECTRO-OPTIC MODULATOR THEORY
The index ellipsoid
Electro-optic modulators operate by making use of the electro-optic effect, a property ex-
hibited by birefringent crystals without inversion symmentry. A birefringent crystal has the char-
acteristic that the phase velocity of an optical beam propagating inside the crystal depends on the
direction of polarization of its electric field vector. When a wave propagates along a birefringent
crystal, the polarization components parallel to the principal crystal axes (x, y, and z) experience
different phase velocities, changing the polarization of the wave as it propagates along the medium.
The resulting polarization components can be determined by using the index ellipsoid
2 2 2 (3.1)
-+- +-= 1
nx ny nz
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(see for example [24]).
The linear electro-optic effect causes the indices of refraction in the principal axes of the
crystal to change proportionally to an applied electric field. In the presence of an electric field, the
index ellipsoid is (by convention)
(3.2)1) x2 +( 2 2+( 1) 2 2( )z+2( 1 ) xz +2( 1 ) xy = 1
n1 n2 3 r4 t5 n6
This equation reduces to 3.1 above when no electric field is applied if
/12)n 1 E=0
1
2
nx
12)
n 2E=0
1
2
ny
(1 1
2) 2
n 3 E=0 nz
and -A)
n 4 E=O
=0
125E
E=0
(3.3)26E
E=0
The linear change in the coefficients due to an arbitrary electric field E is defined by
2) =  rijEj
ni
(3.4)
using the 1 for x, 2 for y, and 3 for z. The tensor rij is called the electro-optic tensor.
In order to find the effect of this electric field on a beam propagating along the crystal, it
becomes necessary to find a new coordinate system--x', y', and z', such that the index ellipsoid in
the presence of an electric field (equation 3.2) has the form
,2 ,2 ,2
x .
- 1
2 2 2
nx, ny n.
(3.5)
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This can be done by noting that equation 3.2 can be expressed as Sijxix=l where
(1 2) 6 (1)nn n 5(12) 22  I )
n15 4n 14
(1 (1 2
n 5n 4n 3
(3.6)
Finding the magnitudes and directions of the principal axes of the new ellipsoid (3.5) can now be
accomplished by solving for the eigenvalue equation Siixj=?x i, since the axes are orthogonal. The
magnitudes of the axes will be given by the eigenvalues of S, while the direction of the principal
axes x', y', and z' will be given by the three eigenvectors (see [#Yariv]).
For LiTaO3, we have an electro-optic tensor given by
0
0
0
0
r42
-r22
-r22
r22
0
r42
0
0
(3.7)
where
r22 = 1 x10- 2
r 2 2 =1x10 V/m
r13 =
r33 =
r42 
=
7.5 x 10- 12 V/m
33 x 10- 12  V/m
20 x 10- 12 V/m
at frequencies higher than audio range [16]. Now, LiTaO3 is a uniaxial crystal, with (nz = ne) > (nx
and (3.8)
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= ny = no), where ne is the "extraordinary" index of refraction and no is the "ordinary" index of re-
fraction. Using equation 3.3 and 3.4 we get
1
= - r22E + rl3Ez
no
11 2 + r 22 Ey + rl 3Ez
no2E = (E x, Ey, Ez)
=42E
E = (E
x, Ey, Ez)
12 E = (Ex, Ey, Ez)
n E=(Ex, EY9 EZ)
, and (E) , E, En 6 E = (E x, y, z) (3.9)
Because we would like to maximize the amount of modulation for a given electric field, we should
orient the fields so that the largest electro-optic coefficient (r33) can be exploited; namely, we po-
larize the electric field along the z-axis (by setting Ex , Ey = 0). Substituting into equation 3.2 then
gives
1
2
no
+ r1 3E~x2 ++rl3Ezx + (
no
+rEI2 +
+ rl3Ez Y +
ne
from which we can see that
1
---
n X ,
1
2
ny,
1
= -+ r13Ez
1
= + r13E
z
n
o
n 1E
= (Ex, Ey, Ez)
31 E
n 3E= (E x, Ey, Ez)
1
S+ r33E z
ne
2
+ r33Ez z = 1 (3.10)
and
= -r22E x= r42Ex
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1 1 (3.11)
-- = -- + r33Ez . (3.11)
nz ,  ne
If we assume that r33Ez<<l/ne2 and rl3Ez<<1/no2 , equations 3.11 can then be written in the form
1/nu,2=1/n 2 + A(1/n 2)with A(1/n 2)=r33Ez or A(1/n 2)=r13Ez. We can then get the following expres-
sions for nx,, ny,, and nz, by making use of the differential relation An=(-n 3/2) A(1/n 2) and recasting
into the form nu,=n + An:
3
norl 3Ez
3
norl 3Ez
ny, = n o - 2 and
3
ner33Ez
nz, = ne - 2 (3.12)
Note that the eigenvectors of S correspond to the original x, y, and z directions of the crys-
tal. In other words, by applying a z-polarized electric field, the induced birefringent axes are the
same as the principal axes of the crystal, except that the index of refraction along these axes has
changed according to equations 3.12.
Traveling-wave phase modulation
If the optical beam incident onto the EOM is polarized parallel to one of the induced bire-
fringent axes, the optical beam experiences no change in polarization because the field encounters
only one index of refraction as it travels through the material. However, the phase of the emerging
beam will be different than had the beam travelled through the same crystal without an applied
electric field.
Suppose that the optical beam is traveling along the y direction and is polarized along the
crystal's extraordinary axis (such that the greatest change in index of refraction due to the electro-
optic coefficient, r33 , can be exploited). The electric field along the z-axis can then be written as
Ein=Eo cos(cot -kyy), where ky is the propagation constant of the y component of the wave and w
~YYI___PIIIILX___~I~.. ---~I_~_P-*ls
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is the angular frequency. As it travels along the crystal, the field acquires a phase given by
<=ky/
=conz 1/c (3.13)
where 1 is the length of the crystal. For a modulation field polarized along the z-axis of form
Emod=Em cos(comt), where com << co, the optical beam at the output is given by
Eout = Ez cos cot - 0- ne e 33Emcos(omt)j (3.14)
Ignoring the constant phase factor one 1/c, and comparing with equation 2.4, we can see that Eout
is a phase-modulated wave
Eout = Ezcos[ot + Scos(omt)] (3.15)
with a modulation index 8 given by
3
oner 33
2c Em (3.16)
If the modulation frequency is high enough such that the magnitude of the modulating field
changes appreciably as the optical beam travels through the crystal, the effective modulation will
be reduced. In order to maintain a constant modulation index along the full length of the crystal, a
traveling-wave modulator can be used (figure 3.1). In these devices, the modulating signal travels
along the crystal by way of a transmission line. If the optical and modulating field phase velocities
are equal, the optical wavefronts experience the same instantaneous electric field as they travel
along the crystal, and the modulation index will attain a maximum value, 8o regardless of crystal
length. To see this, note that for a LiTaO 3 traveling-wave modulator, it can be shown (see [24])
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y d
Figure 3.1 Traveling-wave electro-optic modulator
that the modulation index for a wave traveling along the crystal is given by
sm m 1 1
1 2 v v I8= 0  m (3.17)
am 1 1
2 vm vo
where 6o is the modulation index when the optical and modulation field phase velocities are equal
(equation 3.16), orm is the modulation frequency in radians, vm is the phase velocity of the modu-
lation field, vo is the phase velocity of the optical field, and L is the modulator length. The phase
velocity of the optical field is given by
c ' n
S= n
(3.18Z)
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where c is the speed of light in vacuum and n is the index of refraction of the material, and the phase
velocity of the microwave field inside the resonator is
v = m (3.19)
m ky
Equation 3.17 has nulls at
2 , = mn , (3.20)
2 kvmr vo
where m is an integer. This suggests that if the optical and modulation field phase velocities are
not equal, there is an effective width, L, that limits the modulation bandwidth, Acom. If the phase
velocities are matched, however, the modulation index attains a maximum regardless of crystal
length.
The modulation field phase velocity can be matched to the optical field phase velocity by
choosing an appropriate microstrip width. To derive an expression for the width resulting in phase
velocity matching, we first find an expression for the propagation constant, ky, from the dispersion
relation
2 2 2 2
kx + ky + kz = o (3.21)
where
kxa= m7 ,
kzd = pt . (3.22)
Equations 3.22 follow because the electric field inside the resonator is cosinusoidal and there is no
electric field outside the resonator, therefore Ez=E x at x=0 , x=a; and Ez=Ey=O at y=0, y=d. We
then have
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k= J2) m) 2 RE_2_ . (3.23)
If we consider only the lowest order mode (TM 10), we have that m= 1 and p=O, so that substituting
equation 3.23 into equation 3.19 and setting it equal to equation 3.18 gives:
C -)n = M . (3.24)
Solving for a we get that:
a = c (3.25)
2fm je r n 2
where fm is the modulation frequency in Hertz and er is the relative dielectric constant of the reso-
nator at fm.
MODULATOR DESIGN AND CHARACTERIZATION
The electro-optic modulator consisted of a z-cut, 4.0 x 26 x 0.5 mm lithium tantalate
(LiTaO3) crystal that was fabricated as a microwave resonator cavity. It was chrome-gold plated
at one of the 4.0 x 26 mm (x-y) surfaces to serve as a ground plane, and had a 1.14 mm wide
chrome-gold microstrip at the top 4.0 x 26 mm (x-y) surface to form the microwave waveguide.
Both chrome-gold plates (ground plane and microstrip line) were 1.2 microns thick to insure ade-
quate skin depth and reduce microwave losses [# Brothers]. The x-z surfaces were polished flat
and parallel, and were anti-reflection coated at 1.064 gtm for reflectivity less than 0.15%. Measure-
ments confirmed the reflection loss at the crystal x-z surface to be approximately 0.1% per surface
at near normal incidence).
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Microwave Cavity Characterization
To characterize the crystal, it was first necessary to determine the resonant frequencies of
the microwave cavity. This was accomplished using an HP8510B network analyzer to measure the
return loss (the ratio of reflected power to incident power) for the modulator. At resonance, the
power incident into the cavity produces a standing wave pattern inside the cavity and no power is
reflected outside of the cavity, so the return loss is zero. The impedance of the modulator-connector
pair is also purely real at resonance.
To perform the return loss measurements, the crystal was placed on a copper fixture as de-
scribed in [6] and shown in figure 3.2, but without the TE cooler and the water cooling system
(which were later added to counteract heating effects produced by the RF source once modulation
was to be observed). RF input at frequencies ranging from 5 to 25 GHz was applied via an SMA
connector on the fixture. Because the return loss varied significantly with very small changes in
the connector pin position on the modulator, due to impedance changes of the connector pin-mod-
ulator system, the fixture was designed such that the pin position could be adjusted to optimize the
return loss. A plot of the return loss for our crystal is shown in figure 3.3. The evenly-spaced peaks
where the length of the cavity corresponds to integer multiples of the modulating wavelength can
be seen at 5.7 GHz, 6.7 GHz, 7.8 GHz, and so on.
Figure 3.2: Modulator fixture.
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Figure 3.3: Return loss plot for LiTaO3 electro-optic modulator with 1.14 mm microstrip width.
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Single-Pass Modulation Index Measurement
To measure the single-pass modulation index of our device we placed the modulator in the
configuration shown in figure 3.4. Approximately 7 mW of 1.064 gm, z-polarized light from a
YAG:Nd laser with a confocal parameter of 7.41 cm was focused to a beam waist of 64 jm via a
mode-matching lens. The lens had a focal length of 25 cm and was placed at approximately 39 cm
from the beam waist location inside the crystal and 68 cm from the YAG:Nd laser waist location
to match the laser confocal parameter to the crystal confocal parameter of 2.45 cm. A Faraday iso-
lator was included between the laser and the lens to prevent damage to the laser from any backward
reflections of 1.064 jim light.
Mode-matching
lensFaraday Isolator Modulator lens
LASER Photodetector
YAG:Nd Mode-matching Scanning FP
p1.064 wim lenS fl Newport Series 200trCirculator Supercavity LeCroy 9304A
TRAK 1089201
A m p lifi e r
Hughes 1277H TW Digital
Oscilloscope
HP 8673G
Signal Generator
Figure 3.4: Single pass modulation index measurement setup
The modulator was aligned such that light passed parallel and close to the edge of the mi-
crostrip line. The microwave modulation signal was produced by a Hewlett-Packard 8673G syn-
thesized signal generator. This signal was amplified via a Hughes 1277H traveling wave tube
amplifier with a 40 dB gain, for a modulation field power at the crystal microstrip of approximately
24.5 dBm (282 mW). A circulator was included between the amplifier and the fixture SMA con-
nector and between the signal generator and the amplifier to prevent damage to the equipment from
backward microwave reflections.
The modulation sidebands were observed using a Newport Series 200 scanning Fabry-Per-
ot interferometer with a free spectral range of 7500 GHz, confocal parameter of 3.46 mm, and a
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finesse greater than 10,000. The mode matching to the interferometer was achieved through a lens
with a focal length of 76 mm placed at approximately 26 cm from the crystal end facet and 8 cm
from the interferometer input mirror. Traces taken with a LeCroy 9304A digital oscilloscope are
included in figure 3.5. They were converted to a MATLAB file via a program provided by graduate
student Elliott Mason.
Figure 3.5 a) shows a resonance peak of the Fabry-Perot cavity with an amplitude of
1.133V. A smaller peak corresponding to one of the higher-order transverse modes of the Fabry-
Perot cavity can be seen to the far left of the plot. Using the formula for the resonant frequency of
the modes of an optical cavity with two mirrors of equal curvature (see for instance [11])
V ( + 1)+ 1 (m + n + 1)acos 1 d , (3.26)
FSR 7 R
where v is the resonant frequency of the mode, FSR is the free spectral range of the cavity, q is the
number of nodes of the axial standing wave inside the cavity (the number of half-wavelengths in-
side the cavity is q+1), m and n denote the modes, d is the distance between the mirrors, and R is
the mirror radius, we find that the frequency spacing between modes is given by
Au = FSR( acos(1 -d)). (3.27)
For the Newport Supercavity we have a mirror radius R = 30 cm and a cavity length d = 20 gtm.
This corresponds to a frequency spacing of approximately 27.6 GHz between each of the higher-
order modes. Therefore, we expect to see a modulation sideband in-between the main resonant
peak at the far right of the plot and the first higher-order mode of the cavity at the far left. This
particular modulation sideband is marked in figure 3.5 a) by the arrow.
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Figure 3.5: Modulation sidebands: a)full scale. b)expanded view.
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Figure 3.5 b) shows an expanded view of figure 3.5 a), with which the modulation side-
bands are clearly visible. It was found that a modulation frequency of 15.5 GHz achieved the high-
est sideband-to-main-peak ratio of all the modulator frequencies shown in the return loss plots. We
conclude therefore that this was the frequency at which the modulator phase velocity and the
carrier signal group velocity were matched.
To determine the single-pass modulation index for our modulator, we recall from Chapter
2 that the frequency spectrum at the output of our phase modulator consists of a series of Bessel
functions. The intensity of the kth sideband (and therefore the voltage detected at the oscilloscope)
is proportional to Jk2(8). The modulation index can then be deduced from the ratio of the first-order
sideband to the main peak:
1 J ) (3.28)
I0 Jo(6)
From figure 3.5 we see that the sidebands have an amplitude of approximately 12.3 mV, giving a
ratio of 1.086 x 10-2. From a plot of equation 3.28 (figure 3.6) we see that this corresponds to a
modulation index of 0.207 radians at a modulation field power of 24.5 dBm. From this values one
can obtain an estimate of the modulation index at 1W, since the modulation index is proportional
to the square root of the modulation power (recall equation 2.25). For our case, we obtain an esti-
mated value of 8 = 0.39 for 1 W of modulation power. This is close to the value predicted in [6]
from return loss measurements of a lithium niobate microwave cavity of comparable dimensions.
Several single-pass measurements were taken between the frequencies of 15.2 GHz and
15.8 GHz in order to determine the bandwidth of the variation in modulation index. A plot of three
of these separate measurements is shown in figure 3.7 a). The average of these three measurements
is shown in figure 3.7 b), from which we estimate a modulation index bandwidth on the order of
300 MHz. At the time the measurements were taken, the TE cooler had an aluminum heat sink in-
stead of the water cooling system. The TE cooler was initially driven at relatively low current (less
than 200 mA) to counteract the thermal expansion and beam deflection due to the heating of the
crystal by the RF source, but it was found that this did not provide satisfactory cooling.The TE
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Figure 3.6: Calculated ratio of intensity of modulation sideband to main peak as a function of modulation index.
cooler current was then increased to about 1 A, but it was found that the aluminum heat sink was
unable to take heat away from the hot side of the TE cooler, and heat tended to flow into the side
that was to be kept cold. The effects of the RF heating was observed in the amplitude of the side-
bands, which was seen to decrease with time. The power on the HP 8673G signal generator was
also seen to vary randomly by about 2 dBm when the amplifier was turned on. These combined
effects produced a significant degradation of the observed modulation index as time went on, and
explain the large variation in the data sets of figure 3.7 a).
In order to try to maintain the modulation index constant over a longer period of time, the
water-cooling system depicted in figure 3.2 was added. It consisted of a copper block through
which cold water flowed by means of a copper tube at a rate of about 12 mL/s. The water cooling
system was designed and the water flow rate was estimated such that the cooling system could
withstand a cooling rate of about 20 W with a change in temperature of 50C (For details on the
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Figure 3.7: Sideband to main peak ratio as a function of frequency. a) three data sets b) average of data sets in a)
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design of the water cooling system, see Appendix A). This is because we expected to couple up to
16 W of RF power into the phase modulator in order to obtain a good modulation index and a wide
frequency span once the modulator was enclosed in the optical cavity (see Chapter 4). Once the
water cooling system was added, it was found that with a TE cooler current of approximately 100
mA and a modulation power of about 23 dBm (approx. 200 mW), the modulation index varied by
about 10% over a period of 20 minutes.
SUMMARY
In this chapter we described the design and characterization of our lithium tantalate electro-
optic phase modulator and reviewed the fundamentals of electro-optic modulation theory. We
started with a discussion of the changes induced in the index of refraction on a modulator when an
electrical field was applied, and saw how this principle could be applied to phase-modulate an op-
tical carrier wave. We also observed that when a high frequency modulation field is applied, as in
the microwave domain, the mismatch in phase velocities between the modulating and carrier wave
reduce the effective modulation index. A traveling wave electro-optic modulator can be designed
such that the two phase velocities are matched and the optical carrier experiences a constant mod-
ulation field as it travels along the crystal.
Our electro-optic modulator was a microwave resonant cavity with a gold microstrip and
ground plane to act as a waveguide for the modulating field. From the return loss measurements
we determined the resonant frequencies of the microwave cavity and then investigated these fre-
quencies to find the maximum modulation index (or equivalently, phase velocity match). The
phase velocity matched frequency was found to be 15.5 GHz with an estimated bandwidth of ap-
proximately 300 MHz. At this frequency, we measured a modulation index of 0.207 radians at 24.5
dBm, which yields a projected modulation index of 0.39 at 1 W.
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Chapter 4
THE OPTICAL CAVITY AND CONTROLS SYSTEM
In order to realize a wider frequency span, the electro-optic modulator described in Chapter
3 was placed inside an optical cavity. As discussed in Chapter 2, this cavity must exhibit certain
properties in order to produce the hundreds of sidebands that we expect from our OFCG. In this
chapter we describe the optical cavity design with its length control system, and present experi-
mental results from our OFCG.
OPTICAL CA VITY DESIGN AND THE SWEPT INTENSITY OUTPUT
The Optical Cavity
L
R1 d R2
t I I
Modulator
Figure 4.1: Optical Cavity with Physical Length L.
The optical cavity consisted of two mirrors with radius of curvature R = 2.5 cm. with a re-
flectivity specified as 99.65% each. Transmissivity tests in the laboratory measured a transmissiv-
ity of 0.375% for the output mirror and 0.425% for the input mirror, in good agreement with the
specifications. Given the radius of curvature of the mirrors and the phase-velocity matched modu-
lation frequency for our modulator (15.5 GHz, as shown in Chapter 3), we find that only cavities
with a FSR=fm/N with 6 < N < 9 are possible. For N < 6, the FSR yields a physical cavity length
that is shorter than our crystal length, while for N > 9, we obtain a cavity length that makes the
resonator unstable. To see this, consider table 4.1. The optical length of a cavity, Lopt , is equal to
the free-space length of the cavity, 2x, plus the length of the modulator, d, multiplied by the refrac-
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tive index of the crystal, or
Lopt = 2x + d nc
=L-d+dnc
where L is the physical length of the cavity (figure 4.1). A Gaussian beam experiences an equiva-
lent distance of:
Lgaussian = 2x + d/nc
= L- d + d/n c , (4.2)
and it is this equivalent distance that determines whether the resonator is unstable. The stability
condition for an optical resonator is [11 ]
0 < 1- Lgaussian ( Lgaussian) 1,
< 1 I R2
(4.3)
or in our case Lgaussian must be less than 5 cm
Table 4.1: Optical cavity length for various values of cavity FSR.
The design value of FSR=fm/9 was initially chosen because this FSR yields a confocal pa-
rameter inside the crystal close to the crystal length2, namely, 3.55 cm and, yielding the longest
(4.1)
FSR Lopt L Lgaussian
fm/6 5.81cm 2.84 cm 1.45 cm
fm/7 6.77 cm 3.81 cm 2.43 cm
fm/8 7.74 cm 4.78 cm 3.40 cm
fm/9 8.71 cm 5.75 cm 4.37 cm
fm/10 9.67 cm 6.71 cm 5.33 cm
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possible stable cavity physical length, allowed for ample room for ease of crystal positioning. The
mirrors were mounted on two Lees optical mounts with 80-pitch adjustment screws (80 turns /
inch). The modulator fixture was mounted on a stage such that vertical and horizontal adjustments
(z and x directions, respectively) as well as pitch and yaw adjustments were possible (figure 4.2).
This stage was in turn set upon a 1-dimensional translation stage to adjust the fixture's y position
and allow the modulator to be translated along the optical axis.
Pitch
Yaw
Figure 4.2: Modulator Adjustment Positions.
The cavity was then aligned and its length scanned by means of a piezoelectric transducer
(PZT) tube attached to the input mirror. The piezoelectric tube had an expansion coefficient of
about 1 nm/V. In order to scan a full free spectral range (532 nm), the cavity was scanned with a
triangular wave with a peak-to-peak amplitude of 450 V at 30 Hz. Because the PZT expands with
a positive voltage, a DC offset of 200 V was added to the waveform to prevent the voltage from
attaining negative values. A photodetector was placed at the output of the cavity and connected to
an oscilloscope for monitoring.
As the cavity was scanned, the finesse of the cavity was obtained by measuring the time
separation between resonant peaks and dividing this value by the width in units of time at half max-
imum of one of the peaks. The empty cavity finesse was measured to be approximately 816, which
2 For our 0.5 mm-thick crystal,the confocal parameter should be comparable to the crystal length in order to
avoid the clipping of the beam at the crystal end facets. Clipping is avoided almost completely if the beam
size at the crystal facet is approximately 1/7th of the facet size.
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is in good agreement to the expected value of 785 obtained by calculation from the measured val-
ues for the mirror transmissivities given above. The error in measurement is about 10% because
the PZT response was nonlinear, particularly near the edges of the triangle wave. The loaded cavity
was initially aligned with the modulator placed at the center of the cavity. With the modulator in
this position the measured cavity finesse was approximately 486, also in good agreement with the
expected value of 524.
The Swept Intensity Output
When the conditions expounded in Chapter 2 are satisfied, namely, that the cavity FSR is
an integer multiple of the modulation frequency, that the modulator is placed such that the modu-
lator-to mirror spacing is an integer multiple of modulation frequency half-wavelengths, and the
modulation frequency detuning is set so that first order dispersion is eliminated, an expression for
the intensity at the output of the cavity as the cavity is scanned can be derived.
We have from equation 2.28 an expression for the field at the output of the comb generator,
E t  T -n  2 -j0omtk
Et = T Re Jk(n)e j Ei . (4.4)
n=O k=-0
The intensity is given by
Iout = IEt12 = T2 Ei 2 Rn+me j(n - m)( k(n)Jk(sm)e - j (k - k')omt (4.5)
n m k k'
Since the output intensity is observed through a photodetector, only the DC terms need be consid-
ered, so equation 4.5 reduces to
lout = T2 Ei 2  Rn +mej(n - m)(k(n)Jk(m) . (4.6)
n, m k
It can be shown [6] that by using the relation
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IJk(8n)Jk(6m) = J(8') with
k
6' = +5 m +28 m
the expression in 4.6 can be further simplified to
Iout = T2 Ei 2 1 + R cos(qp)Jlpq) ,
S p = lq = 1
(4.7)
(4.8)
where p = m + n, q = m -n, and 6pq = 8'. As the cavity is scanned, (D varies with time such that 4
= (ot (assuming a linear piezoelectric actuator). A plot for the output intensity in equation 4.8 as
Q is varied is shown in figure 4.3.
Theoretical Swept Intensity Output (8=0, F=240) Theoretical Swept Intensity Output (8=0.3, F=240)
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Figure 4.3 Plot of the swept intensity output (from [6]).
With the modulator at a center position in the cavity, the condition that y = mL t - a is
not satisfied. In fact, because m is an integer, the two possible y values closest to the modulator
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center position occur at y = 1.09 cm and y = 2.06 cm for m = 4 and m = 5, respectively. So in order
to observe the maximum modulation index, the crystal must be moved away from the center posi-
tion (where y = 1.58 cm) by about half a centimeter towards one of the mirrors. However, with a
cavity of FSR = fm/9 and a modulator position 0.5 cm off the center of the cavity, the finesse of
486 could no longer be realized. The maximum finesse that was achieved with the modulator in
this location was about 400, and it was extremely sensitive to any slight changes in the modulator
position, particularly the pitch angle and vertical position, decreasing by as much as 30% when the
modulator was disturbed. Calculations show that in this configuration, the beam size at the crystal
end face is approximately 75.6 gim, which is slightly more than 1/7th the vertical size of the crystal
end facet. In order to reduce clipping, the cavity was modified so that the FSR became fm/8 and the
optimal modulator position was near the cavity center. In this way, the beam spot size at the crystal
facet is 71.3 gtm. Because this value is narrowly within the 1/7th limit, the modulator and cavity
must be carefully aligned in order to achieve maximum finesse, which will nevertheless still be
very sensitive to the modulator vertical position and pitch angle. With this configuration the max-
imum finesse achieved that still produced a projected 3 modulation index at 1 W of 0.41 was 423
due to the small margin of error in alignment allowed by the beam size at the crystal facet.
Plots taken as the modulator was moved towards the input mirror for the cavity with
FSR=fm/8 are shown in figure 4.4. As the crystal is moved away from the center, the width of the
intensity output decreases, as expected from the fact that equation 2.14 is no longer satisfied as the
modulator is translated. The gradual drop in amplitude in spite of decreased modulation during the
initial crystal displacement (first four millimeters) is most likely due to clipping at the crystal facet.
The plots were taken with an optical power of approximately 0.72 mW and a modulation power of
approximately 18 dBm (63 mW). The optical power was reduced from the measurements of Chap-
ter 3 in order to decrease the possibility of optical damage to the lithium tantalate crystal.
From the output lineshape plots the single-pass modulation index can also be determined.
The peak to peak width of the output lineshape is equal to 28, as mentioned in [6]. To measure the
single pass modulation index, one can monitor the photodetector output in an oscilloscope, mea-
3 The modulation index was measured at a modulation power of at most 0.5 W, and then referenced to 1 W
using the fact that the modulation index is proportional to the square root of the modulation power.
a) Center position
c) 2 mm toward input mirror
e) 4 mm toward input mirror
Time
b) 1 mm toward input mirror
d) 3 mm toward input mirror
f) 5 mm toward input mirror
0.04 . .. ......0 .0 3---- ---- -- - -------.. -..... .... . . .. ... ......
0.01
Time Time
g) 6 mm toward input mirror h) 7 mm toward input mirror
Figure 4.4: Swept intensity output as a function of modulator position.
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sure the peak-to-peak linewidth in units of time, and measure the distance between adjacent line-
shapes (that is, the free spectral range of the cavity in units of time). Since one free spectral range
corresponds to a iT phase shift, the modulation index is given by 8 - , where Aw is the2FSR'
width of the lineshape measured in units of time and FSR is also in time units. From figure 4.5, we
measured a free spectral range of 9.36 ms with a swept intensity output lineshape width of 595 gs
at a modulation power of 18 dBm, to arrive at a value for the single pass modulation index of 0.099.
At 1 W of modulation power, this is projected to yield 0.397. However, our measurements showed
that at 1 W of input microwave power, the modulation index was only 0.281. When the RF power
was increased to 6 W, the modulation index remained at the 0.281 value. In [6], the power dissi-
pated external to the cavity was calculated from return loss measurements to be approximately 0.5
W at 1 W of input power, while the radiation density from the microwave source at a distance of
10 cm from the modulator was measured as 327 mW ±20 % at 1 W. While the external power loss
for our cavity was not measured, the results from [6] suggest that, at least to some extent, the pro-
jected modulation index at 1 W was not realized due to radiation losses.
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Figure 4.5: One free spectral range with SIO lineshape.
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Figure 4.6: Swept intensity output as a function of frequency.
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g) fm = 15.536 GHz
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Because the cavity was designed as fm/8 where fm is our velocity matched frequency of
15.5 GHz, the actual frequency that initially produced the clean intensity output of figure 4.3 was
at approximately 15.2 GHz. This is expected from the calculations of modulation frequency detun-
ing in chapter 2. In order to bring the value at which first order dispersion is eliminated (or where
the swept intensity output lineshape most closely appears like the theoretical shape of figure 4.3)
up to 15.5 GHz, the cavity length was shortened by about 1.3 mm by simultaneously turning all the
knobs on the mirror Lees mounts. Fine adjustments in cavity length were then performed by ob-
serving the resulting best lineshape frequency and incrementally changing the length of the cavity
accordingly until the best lineshape was observed at a frequency to within 10 MHz of our phase
velocity matched frequency. Figure 4.6 shows plots taken when the best intensity output lineshape
was achieved at 15.496 GHz. As the frequency was detuned away from 15.496 GHz, the output
lineshape suffered the degradation shown. The modulation power for these plots was also 1l8 dBm
(63 mW) and the optical power remained unchanged.
THE CONTROL SYSTEM
In order to observe the comb of frequencies generated by our OFCG, the length of the cav-
ity must be locked as described in chapter 2. In this section, a short summary of the basic concepts
of feedback control is presented before we discuss the control system implementation.
Brief overview offeedback control system theory
Feedback or closed-loop control systems are ones in which the system inputs are a function
of the system outputs. Such a system is shown in figure 4.7. The system to be controlled is called
the process or plant. The sensor measures the variable from the plant to be controlled, and feeds it
back to the system input. An adder compares the measured variable from the sensor to the system
input and generates an error signal, which is sent to a controller for conditioning. This controller
then provides a control signal to the plant such that the error between the measured variable and
the system input is reduced. This is referred to as negative feedback. When the controller provides
a control signal such that the error is increased, we refer to such a system as having positive feed-
back.
Control systems can be divided into two classes. If the control system is to maintain a phys-
ical variable at some constant value in the presence of outside disturbances, the system is called a
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regulator. The other class of control system is the servomechanism, which makes a physical vari-
able follow, or track, a desired time function. Both of these tasks can be accomplished by an ap-
propriate choice of the controller system function, G(s). There are three basic types of controllers,
which are described by the controller system function G(s), namely, proportional, integral, and dif-
ferential control. The desired system response can then be obtained by using these basic types of
Noise/Disturbances
N(s)
System Input Controller Control Plant
(SetpointReference) Error Signal System Output
Rs) +) G(s) ) -- H(s) Ys)
Sensor
Figure 4.7: Closed-loop Control System
controllers either separately or in various combinations. The way an overall system responds to an
input or a control signal in terms of the transient response rise time, overshoot of final value, or
settling time is termed the dynamic response of the system.
To understand the performance of each of the basic controller types, consider the system
function for the closed-loop control system of figure 4.6. Using Black's rule , we get that the sys-
tem function Y(s) is given by
Y(s) = R(s)G(s)H(s) + H(s)N(s) (4.9)
1 + AG(s)H(s)
where A is the sensor gain (usually equal to 1), and the quantity AG(s)H(s) is called the loop gain.
In proportional feedback, G(s) is simply some constant gain K, so that the control signal is
linearly proportional to the error signal. If K is very large, such that IAKH(s)1>>, then Y(s) is ap-
proximately:
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1 1Y(s) = L R(s) + KN(s) (4.10)
If the sensor gain is 1 and there are no disturbances, then the proportional controller tracks R(s)
well. However, in the presence of noise there is always a steady state error in the tracking. This is
evident if we let R(s) = 0. In this case Y(s) does not go to zero as required by the setpoint R(s), but
instead approaches the value IN(s) . In terms of the dynamic response we note that proportional
feedback yields a system with roots on the negative real axis (see for instance, [7]), and as the gain
K is increased, the system time constant decreases, or in other words the response time becomes
faster. However, there is a limit for most systems as to how much the controller gain K can be in-
creased before the overall system becomes unstable, because a faster response necessitates a de-
crease in the damping ratio of the system. Since K cannot be made arbitrarily large (so that Y(s) is
exactly equal to the expression in 4.10), some steady-state error always exists even if there are no
outside disturbances.
An integral controller has the transfer function G(s)=K/s, or in the time domain, the control
signal g(t) = Kf t e(t)dt . This has the primary advantage that the control signal g(t) can be finite
even if the current value of the error is zero. This drives the steady-state error to zero because it is
no longer necessary for the error signal e(t) to be finite to produce a control signal that compensates
the disturbance n(t) even if it is constant (in other words, even if the disturbance is composed en-
tirely of dc terms). To see this, note that for A=l and an integral controller, equation 4.9 becomes:
Y(s) = R(s)KH(s) + sH(s)N(s) (4.11)
s + KH(s)
At dc values, s=0 and Y(s) = R(s) exactly. The problem with integral gain is that the integral term
1/s introduces a 900 phase lag in the frequency response, so the overall system tends to become less
stable. This problem can be greatly reduced by adding a proportional term to the controller (a PI
controller) so that the system function is G(s)=K 1 + K2/s. The proportional term, provided it is not
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too large, adds stability to the system because its roots lie on the negative real axis. Although PI
controllers are stable and have no steady-state error, they have the disadvantage that with the in-
creased response time provided by the proportional term comes a decrease in the system damping
ratio. As a result, PI controllers tend to overshoot to step inputs.
Derivative feedback has the form G(s) = Ks, and it is typically used in conjunction with pro-
portional and/or integral feedback to increase the damping and generally improve the stability of
the system, as derivative feedback by itself cannot drive the error to zero. This is because G(s)=Ks,
when substituted into equation 4.9, introduces a root at s=0, independent of the value of K. This
means that any initial condition on y(t) will not tend to the commanded value r(t). The rate at which
the initial y'(t) values decay to zero is affected by the feedback, however. Also, derivative feedback
introduces a 900 phase lead on the system, making it more attractive with the use of integral con-
trollers in terms of stabilizing the system than the proportional controller. In fact, proportional-in-
tegral-derivative (PID) controllers are among the most popular in the process control industries,
for it exhibits the quick response time of a proportional controller, with the reduced steady-state
error of an integral controller, and stability and damping from derivative feedback.
Implementation of the length control system for the OFCG optical cavity
To control the length of our cavity, we used a PI controller. We were interested in main-
taining the cavity length at some constant value in the presence of outside disturbances, so we set
the input to our system, Vref, to be the voltage which positions the piezoelectric actuators on the
"scan" mirror such that the length was as desired. The reference voltage was determined by noting
the voltage of a given lock point on the intensity output. So, for example, if one is interested in
locking near one of the intensity lineshape peaks and the peaks have an amplitude of, say, 30 mV,
the reference voltage should be set near that value. Locking at precisely the top of the peak or at
the trough of the lineshape (where the slope is zero) requires a dither-and-lock technique in which
the PZT mirror is slightly modulated to yield an error signal for conditioning. The sign of the con-
trol signal is determined by the phase of the observed error signal, which is dependent on the di-
rection of the disturbance drift. In our case, however, we were interested in locking towards the
peaks, so a side-locking technique was used instead, in which the lock point occurred where the
slope of the lineshape is nonzero, so that the dither was unnecessary.
The scanning mirror was the output cavity mirror and was equipped with a stack of three
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PZT rings with a coefficient of 1.5 nm/V (0.5 nm/V for each ring) and a response time of 6.2 Ris.
The response time was measured by applying a bias voltage to a PZT tube attached to the input
mirror such that the cavity length was near resonance and the voltage could be observed at the pho-
todetector output. This voltage fluctuated randomly as outside disturbances changed the length of
the cavity slightly. When a square wave was applied to the output mirror PZT, a periodic drop to
zero in the detected voltage occurred as the output mirror expanded such that light was no longer
resonant inside the cavity. By measuring the delay time between the edge of the square wave and
the voltage drop to zero or the rise to near resonance from zero, the PZT stack response time could
be estimated.
The controller was realized as shown in the circuit diagram of figure 4.8. The first amplifier
stage simply added the voltages Vin and Vref to produce an error signal which was then amplified
with a gain between the values of 2 and 20. Applying the principle of superposition we see that the
voltage at the output of the first stage is given by
1000 + K
V 1 = - 100 (Vin+ Vref) , (4.12)
where Kp is the resistance of the 10 k.Q potentiometer. Because the input and reference voltages
were added, and the voltage at the photodetector output was always positive, the reference voltage
had to be made negative in order to obtain a negative feedback loop. For our system, the reference
voltage was provided by a Stanford Research Systems DS 345 signal generator. In order for the
desired voltage Vref to occur near the center of the scanning mirror PZT range, a bias voltage was
applied to the input mirror PZT tube. This bias voltage had to be re-adjusted every time the system
popped out of lock.
The next stage of the controller was a buffer/inverter stage with unity gain. It allowed for
selecting a positive or negative slope for locking by either switching or maintaining the sign of the
incoming voltage at the output. The third stage was an integrator with a transfer function
1 ka 10
510 a
0
1 ka
Vin
1 ka
510 s OP 37 OP 27
1 kg
Vref
1 ka
100 kO 10 ka
1 kn 0.03 IF
1 kz 0 ---
10 ka + o 7 >Vout
Figure 4.8: Controller circuit diagram.
1 kn
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R (RCs + 1) (4.13)
V3(s) = Rin(R Rg) V2(s) , (4.13)Rin(R + R )Cs + I
where Rg took the values of 100 kM, 1 kM, or 990 2 depending on the position of switches 3 and
4, and Rin was either 1 kW or 10 k~ depending on switch 2. If both switches 3 and 4 were open,
expression 4.13 approached the limit
V3 (s) = -R-R + )V 2(s) (4.14)
or a full integrator with infinite gain at dc. The magnitude of the frequency response in this case
had a slope of -20 dB/decade starting at zero frequency due to the pole at o=0. When it encountered
the zero at 1 the slope leveled off at a constant magnitude. If either switch 3 or 4 was closed,
the integrator had a magnitude response that is constant at low frequencies (including dc) until it
(R + Rg)C
it reached the zero at and then leveled off to a constant again.RC
The last stage was a unit gain inverter if the switch was connected to the lkQ resistor, or a
half integrator if the switch was flipped toward the capacitors. The half integrator provided a little
more gain at lower frequencies due to its multiple poles and zeros (3 poles and 3 zeros in this case).
The 10 k. switch flattened the response at low frequencies and provides a sharp "boost" at a lo-
calized higher frequency if needed. The complete controller frequency response for various switch
configurations is shown in figure 4.9. The code used to generate the plots is included in Appendix
B.
At the output of the controller we added a 1/7 voltage divider in order to limit the controller
output from -2 V to 2V, instead of the original -14 V to 14V. Before sending this signal to a TREK
601B-4 amplifier with a gain of 100, a bias voltage of 2 V was added to the signal. In this way, we
were able to operate the PZT stack between the voltages of 0 to 400 V.
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Control System Fequency Response
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Figure 4.9: Bode plots for controller system with various switch configurations. a) Integrator with switch 3 closed, no
half-integrator. b) Integrator with switches 3 and 4 open, half integrator with switch 6 open. c) Integrator with switch
3 closed, half integrator with switch 6 closed.
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The controller switch configuration was determined by the system unity gain frequency.
Our system response time was limited by the PZT stack, the cutoff frequency for our system being
1= where D is the PZT response time. We made this frequency the unit gain frequency for
fc 11D
our system so that higher frequencies were attenuated and did not attempt to drive the PZT. A block
diagram for our full system including the gain for each block at fc is shown in figure 4.10. The gain
for the photodetector in V/nm was determined by observing the slope of the swept intensity output
lineshape at a desired lock point. Although the slope of the lineshape at a given lock point changed
with the modulation index (becoming steeper for lower modulation index), this method provided
a satisfactory estimate to work with at the controller design stage. The overall system gain could
also be modified slightly by the potentiometer at the first controller stage. The controller gain val-
ues shown in figure 4.10 were attained by setting switch 2 in the lkQ position, leaving switches 3,
4, and 6 open, and closing switch 5 so that the half integrator was connected.
Noise / Disturbances
Controller Gain - 12.98 PZT Bias Voltage N(s)
System Input + +
1.5 nm/V
Proportional: 15 Integrator: 1.606 Half-integrator: 0.539
Sensor
3.6x 10-3 V/nm
Figure 4.10 block diagram with system gains at fc = 14.66 kHz.
The noise floor on the photodetector output was measured with an oscilloscope and found
to be approximately 2 mV if the shortest possible cable (about 150 cm long) was used and the
ground of the photodetector circuit was connected to the ground of the power supply. The noise
levels were seen to increase with longer cables up to about 5 mV. This implies that even for an
optimal controller, the lock will not be "tighter" than the 2 mV of noise picked up by the cables
leading from the photodetector to the controller input. For typical observed values of the peaks at
the swept intensity output lineshape, lock point near the top of the peaks occurred at voltages rang-
ing from 40 to about 60 mV depending on the modulation index and cavity alignment, implying a
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worst case lock to within about 4%. In practice, a lock accuracy to within less than 3% was not
always possible due to periodic disturbances from nearby equipment. When such disturbances
were present, the locking error increased to about 10%.
THE OCFG SPECTRUM
In order to observe the spectrum of the comb generator, the cavity was set up with the con-
trols as shown in figure 4.11. The spectrum of the OFCG output was monitored with an Ando AQ-
63 10B optical spectrum analyzer with a maximum resolution of 0.1 nm (hence only the envelope
of the spectrum could be observed, since the individual sidebands could not be resolved). Light was
sent to the spectrum analyzer via an optical fiber with a coupling efficiency of approximately 12%,
achieved as follows: light from the OFCG was collimated via the lens pair f2 and f3, and was then
tightly focused at the optical fiber end with a 40 X microscope objective. A three-dimensional
translation mount allowed for the adjustment of the optical fiber position with respect to the micro-
scope objective. A He:Ne laser was then collimated and aligned with the infrared OFCG output as
the OFCG cavity was locked at the side of a resonant peak via two pinholes. The optical fiber po-
sition was then adjusted until red light could be seen to travel through the fiber. At the end of the
fiber an optical power meter registered the intensity of the light that was coupled into the fiber. The
power was maximized by varying the distance from the fiber to the lens and slightly adjusting the
other two dimensions as the distance was incremented. The He:Ne laser was then turned off so that
only the light from the OFCG was detected, and the optical fiber position could be adjusted for the
infrared OFCG output.
Figure 4.12 shows the spectrum of the OFCG output. The finesse and modulation index
product can be obtained from the plots as follows. From equation 2.25, we have that the OFCG
spectrum has coefficients
Ek=lkle
Ek = e E i (4.15)
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Figure 4.11: Experimental setup for measuring the OFCG spectrum.
The power of the frequency spectrum in dB is
P = 10lolo Ek 2 = 10 [2 loglo0(F Ei) - Ik lgloe ] ,2F8 F8Illgle (4.16)
which has slope of -10 F logloe dB per sideband order away from the carrier (where k = 0). Re-
call also that f = k fm, so the slope in terms of frequency is -10Ff logloe. Substituting 15.5 GHz
Ffm
880for fm, we have that the slope is F dB/THz.
Figure 4.12 a) shows the widest span observed for a modulation index of 0.17. The trace
was observed when locking near the trough of the swept intensity output lineshape (where 0 from
equation 2.40 is equal to zero). The slope as found from the trace is approximately 17 dB/THz, sug-
gesting a finesse value of 304. This agrees well with the results in [6] for similar modulation index
and finesse values. The comb span of about 2.7 THz apparent in figure 4.12 a) exceeds the one cal-
culated in [6] for comparable modulation index and finesse by approximately 0.20 THz.
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Figure 4.12: OCFG output for different lock point, 8, and F. a) 6 = 0.17, F = 304, lock near trough b) 6 = 0.114, F =
282, lock near top of peak.
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However, because the dispersion-limited span is not evident from figure 4.12 a) due to the low sig-
nal to noise ratio at the spectrum analyzer input, the noise levels on the trace make the span reading
inaccurate. In figure 4.12 b) we observe a trace with a cavity lock point near the top of one of the
intensity output lineshape peaks. The modulation index measured from the swept intensity output
was 0.114, and the finesse was estimated as 281 by tuning the modulation frequency well away
from resonance to 13 GHz and measuring the width of the resonance peaks. These finesse and
modulation values yield a slope of 27.5 dB/THz, which agrees well with the observed slope of ap-
proximately 28.3 dB/THz. The dispersion limit is also clearly evident in this case. However, since
the span is much narrower than that for figure 4.12 a), we conclude that the lock point must be at
the wrong peak (i.e. 0 = 28 instead of 00 = -28). Although switching the lock point polarity via
the controller inverter stage (stage 2) was attempted, the maximum predicted OFCG dispersion-
limited span of 2.97 THz for 8=0.114 or 3.63 THz for 6=0.17 could not be achieved, suggesting
possible errors in the locking technique.
SUMMARY
This chapter described the design of the OCFG optical cavity, the control system,
and presented some results from our OCFG output spectrum measurements. The cavity was de-
signed with an FSR=fm/8 where fm=15.5 GHz. From observation of the swept intensity output, we
obtained values for the modulation index 8 which yielded a projected modulation index at 1 W of
0.397. However, the maximum 8 obtained in practice at this value was only about 0.281 due most
probably to microwave power losses external to the cavity. A PI controller was designed and im-
plemented to control the cavity length for observation of the OCFG output spectrum. Although the
output spectrum slope agreed well with expected results for the given modulation index and finesse
values, the full dispersion-limited span could not be observed due to an insufficient signal to noise
ratio at the optical spectrum analyzer input. An anomaly also became evident when the widest span
observed was not achieved when attempting to lock near the peaks. Although this might be due to
possible errors in the locking technique, the exact cause is unknown and should be further investi-
gated.
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Chapter 5
CONCLUSION
SUMMARY
The purpose of this research was to design, construct, and test an optical frequency comb
generator with a span of several THz for possible applications in difference frequency metrology
and as a frequency reference source for WDM optical networks. Our OFCG consisted of a lithium
tantalate electro-optic modulator enclosed in an optical cavity to increase the effective modulation
interaction length and multiply the number of sidebands generated by the modulator.
We opened our discussion with a review of the basic principles of phase modulation,
whereby the phase of the carrier signal varies sinusoidally with time. In the frequency domain, a
phase modulated wave has sidebands spaced evenly about the carrier frequency with an amplitude
proportional to Bessel functions of the first kind. We also explained how additional sidebands are
generated when the modulator is enclosed in an optical cavity. When there is no dispersion, mul-
tiple sidebands can be generated if the optical cavity free spectral range is a multiple of the modu-
lation frequency and the modulator-to-mirror spacing is such that the optical carrier field
encounters the same phase of the modulating field each time it passes through the modulator. When
dispersion can no longer be ignored, a driving modulation frequency detuning is necessary to elim-
inate first order dispersion, and the widest frequency span is obtained when the cavity lock point
is approximately equal to the modulation index.
We proceeded to describe the design and characterization of our EOM, which was a z-cut,
4.0 x 26 x 0.5 mm lithium tantalate microwave resonator with phase velocity matching at the res-
onant frequency of 15.5 GHz provided by a chrome-gold ground plane and a 1.14 mm wide mi-
crostrip to serve as a waveguide. Single-pass modulation index measurements at 282 mW of
modulation power yielded a modulation index of 0.207 at 282 mW, which resulted in a projected
modulation index of 0.4 at 1 W, in good agreement with values reported in [6] for a lithium niobate
modulator of similar dimensions. The modulation index had a bandwidth estimated at about 300
MHz from single pass modulation index measurements at 0.01 GHz increments.
The EOM was positioned at the center of an optical cavity with FSR = fm/8 and a maximum
finesse of approximately 423. In order to observe the output spectrum, the cavity length was locked
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via a PI controller and the output signal sent to an optical spectrum analyzer via an optical fiber.
Because the optical spectrum analyzer had a resolution of 0.1 nm, only the frequency spectrum
could be observed. Results in good agreement with theoretical values were presented for a modu-
lation index of 0.114 and 0.17 and finesse values of 281 and 304, respectively, although the full
dispersion-limited span could not be observed due to the low signal-to-noise ratio at the spectrum
analyzer input. The widest span achieved was found to occur when locking near the trough of the
OCFG swept intensity output lineshape, not near the top of one of the peaks as expected from the-
ory. Because theory also suggests that the shortest span is achieved by locking at the peak where
o=28, a locking error is suspected for the inability to observe the wide-span predicted at the 0o=
-28 lock point. Locking under both controller inverter/buffer stage configurations was attempted
in order to achieve the 0= -26 lock point, but without success. It was also found that at modulation
power values of 1 W of higher, the modulation index remained at a value of at most 0.281 instead
of the 0.41 value projected from single pass and swept intensity output measurements. Power loss-
es external to the cavity such as radiation from the SMA connector on the modulator fixture are
suspected for this discrepancy.
SUGGESTIONS FOR FURTHER WORK
Our measurements showed that a high modulation index could not be achieved as the mod-
ulation power increased above 1 W. Therefore, a frequency comb generated from projected mod-
ulation index values of 0.79 at 4 W and 1.56 at 16 W with a dispersion-limited span of 7.8 THz and
11 THz respectively could not be realized. The cause for the discrepancy between projected and
observed modulation index values at higher modulation power was not determined although mod-
ulation power loss through radiation was suspected. Therefore, microwave radiation measurements
around the cavity should be attempted, and a matching network as suggested in [6] can perhaps be
included to reduce any radiation losses if found to be significant. Because heating from the RF
source tends to change the light beam path through the crystal in spite of the cooling system, such
that it no longer passes at the optimal position near the microstrip edge, heating effects as the cause
for the discrepancy should also be investigated.
The signal-to-noise ratio at the optical spectrum analyzer should be improved. A simple
way to do this would be to increase the power incident at the optical cavity. However, care must
be taken that this does not result in optical damage to the lithium tantalate crystal. Also, a way to
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determine what side of the swept intensity output lineshape is being locked to without relying ex-
clusively on the shape of the output spectrum should be found in order to determine whether the
short span observed at lock points near the intensity output peaks was due to locking at the wrong
intensity output peak.
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Appendix A
DESIGN OF THE WATER COOLING SYSTEM
The purpose of the water cooling system was to take heat away from the hot surface of the
thermo-electric cooler in contact with the modulator fixture before heat could flow to the side that
was to be kept cold. Because we expected to input up to about 16 W of modulation power into the
crystal, the cooling system was designed such that it could sustain a cooling rate of up to 20 W with
a change in temperature of 5 OC. From Newton's law of cooling, we have:
q" = hA(T w -T o ) , (A.1)
where q" is the cooling rate (20 W), A is the surface area of the object to be cooled, Tw is the tem-
perature of the water, To is the final temperature of the object, and h is the heat transfer coefficient.
Our copper fixture for the modulator had the dimensions of approximately 2.5 x 2.5 x 1.5 cm, but
only the 2.5 x 1.5 surface area was in contact with the water cooling system. The surface area is
therefore 3.75 x 10 -4 m2. The temperature of the water was assumed to be 20 OC and the final tem-
perature of the fixture was set to 25 OC. Substituting these values in equation (A. 1) yields a heat
transfer coefficient
Wh = 10666.67 W (A.2)
mK
We then make use of the relation for the Nusselt number, NuD, namely
1
hL mNuD = - = CRe Pr , (A.3)
IC
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where hi is the heat transfer coefficient, L is the characteristic length for the water flow (in our case
it was the length of the fixture surface in contact with the water cooling system along the direction
of the water flow, or 1.5 cm), K = 0.569 W/mK is the thermal conductivity of the water, Pr = 13 is
the Prandtl number for water at room temperature, C and m are constants determined by the geom-
etry of the cooling system, and Re is the Reynold's number, which is given by
Re = pvL , (A.4)
where p = 1000 kg/m3 is the density of water, p = 0.00175 N s / m2 is the viscosity of water, and
v is the velocity of the water flow.
Our cooling system was a copper block with a copper tube running along the block's length
embedded at its center. The water flow can therefore be modeled as a vertical plate running along
the length of the copper block. For a vertical plate, the constants C and m are given in [10] as
C = 0.228
and
m=0.731 . (A.5)
Substituting these values into equation A.3 gives Re = 5255.25. By substituting the Reynold's
number value into equation A.4, we then find that v = 0.613 m/s. Now, our copper tube had a di-
ameter of approximately 0.5 cm, yielding a cross-sectional area of 0.196 cm 2. The flow rate in the
tube in mL/s is given by the velocity of the water multiplied by the cross-sectional area of the tube.
By performing this calculation we find that the flow rate for the water in the tube must be 12 mL /
s if the water cooling system is to sustain a cooling rate of 20 W with a change of temperature of
5 OC.
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Appendix B
MATLAB CODE FOR GENERATING CONTROL SYSTEM BODE PLOTS
%This function generates a bode plot for the control system depending on the
%switch position and the values of R, C, and G. Switch values can be 0 or 1,
%with 0 being open and 1 being closed, except switch 2, which is the actual
%value of the resistor connected by the switch. Switch 5 is1 if the half
%integrator is selected.
function [ ] = controls(switch2, switch3, switch4, switch5, swil
stage 1 =tf((1 000+G), 510)
stage2=tf(1 , 1)
if switch3 I switch4
if switch3 & -switch4
Rg=100*10A3;
elseif -switch3 & switch4
Rg=1*10A3;
else
Rg=990;
end
stage3=tf(Rg*[R*C 1], switch2*[(R+Rg)*C 1])
else
stage3=tf([R*C 1], [switch2*C, 0])
end
if -switch5
stage4=tf(1,1)
elseif -switch6
stage4=tf((1 0A(-3))*[.297*10A( -1 3) .109*1 0"(-7)
.1689*10A(-10) .14*10(-6) 0])
else
tch6, R, C, G)
%stage 1 is a constant gain
%buffer/inverter
%full integrator
.000363 1], [.1377*10/\( - 15)
Rhalf=10*10A3;
stage4=tf((Rhalf/(1 0^3))*[0.297*1 0A(-1 3) .1098*10"(-7) 0.00 0363 1],
[.14067*10/\(-11) .17988*10\(-16) .001763 1])
end
fullsys=stage 1 *stage2*stage3*stage4 %full system function
figure(1);
bode(stage3);
title('Frequency
figure(2);
bode(stage4);
title('Frequency
figure(3);
bode(fullsys);
response of integrator stage');
response of half-integrator stage');
title('Control system frequency response');
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