Pitting corrosion damage is a major problem affecting material strength and may result in difficult to predict catastrophic failure of metallic material systems and structures. Computational models have been developed to study and predict the evolution of pitting corrosion with the goal of, in conjunction with experiments, providing insight into pitting processes and their consequences in terms of material reliability. This paper presents a critical review of the computational models for pitting corrosion. Based on the anodic reaction (dissolution) kinetics at the corrosion front, transport kinetics of ions in the electrolyte inside the pits, and time evolution of the damage (pit growth), these models can be classified into two categories: (1) non-autonomous models that solve a classical transport equation and, separately, solve for the evolution of the pit boundary; and (2) autonomous models like cellular automata, peridynamics, and phasefield models which address the transport, dissolution, and autonomous pit growth in a unified framework. We compare these models with one another and comment on the advantages and disadvantages of each of them. We especially focus on peridynamic and phase-filed models of pitting corrosion. We conclude the paper with a discussion of open areas for future developments.
Introduction
Pitting corrosion is a particular type of localized corrosion, in which the corrosion rate is higher in some areas compared with others (Jones, 1992; Frankel, 1998; Revie, 2008; Marcus, 2011) . Pitting corrosion damage is observed in many alloys which are protected from general corrosion by a passive film on their surface. Some widely used alloys, like stainless steel and aluminum alloys, suffer from pitting corrosion. Corrosion pits with various shapes and forms, some developing "hidden" by a perforated cover, can grow large and contribute to catastrophic failure in engineering structures subjected to mechanical loading: for example, turbine blades (Rani et al., 2017) , bridges (National Transportation Safety Board, 2008) , pipelines (Zhu et al., 2015) , and nuclear power plants (Cattant et al., 2008) . Controlled by chemical reactions and influenced across length scales by environmental and mechanical loading conditions, corrosion pits can lead to embrittlement (loss of ductility) and significant reductions in strength (Horner et al., 2011; Co and Burns, 2017; Sheng and Xia, 2017; Li et al., 2018) .
With advances in technology in the recent decades, and the substantial increase in computer power, computational models are now capable of utilizing mathematical models to simulate complex multi-physics phenomena with high resolution. Computational simulations, once calibrated and validated against carefully conducted experiments, can expand the reach of experimental investigations to more realistic conditions and to length and time scales difficult to investigate otherwise. Predictive science and engineering happens more and more using computational modeling and simulations.
Pitting corrosion models have been used to predict pit growth in different materials exposed to various environments. Some such models are analytical, and given certain input parameters, they can estimate pit depth in time (Valor et al., 2007; Velázquez et al., 2009; Li et al., 2014) . Knowing that failure does not always start from the bottom of a corrosion pit (Turnbull et al., 2010; Huang et al., 2017) , more detailed studies are warranted for gaining the ability to predict failure and then design against it. Computational models of corrosion provide a solution here. These models start from mathematical formulations for electro-chemo-mechanical phenomena and use various numerical methods to solve for the progression of the pitting process in more detail: the evolution of pits' shape and morphology, the concentration of different chemical species inside and outside of the pit, the electric potential distribution over the domain of interest, etc., can all be found using such models. Reaction kinetics at the corrosion front and the transport kinetics of the chemical species inside the pits are usually taken as the basis for these models.
In the past few years, a number of review papers focused on computational modeling (mostly finiteelement based) of corrosion (Amaya et al., 2014; Laycock et al., 2014; Liu and Kelly, 2014; Taylor, 2014; Bhandari et al., 2015) . In the present review, we focus attention on recent approaches to modeling pitting corrosion, like cellular automata (CA) techniques, peridynamic (PD) formulations, and phase-field (PF) models. We point out and discuss advantages over the more traditional models. This review is not an exhaustive one, but we hope that it will offer a useful starting point for researchers and engineers working on understanding and predicting corrosion damage and, in particular, pitting corrosion.
The paper is organized as follows: we start with a brief discussion of the fundamentals of corrosion kinetics. We then introduce a classification of the models based on how pit propagation is computed in time: classical or "nonautonomous" models (which solve for the corrosion front as a separate step in the solution process) and the more recent "autonomous" models (in which the evolution of the corrosion front is autonomous, e.g. CA, PD, and PF models). These models are reviewed and compared with one another in terms of their strengths and drawbacks. We conclude with a discussion on a number of knowledge gaps and open areas in computational modeling of pitting corrosion and offer some suggestions for future areas of research.
Corrosion kinetics basics
Corrosion damage is a complex phenomenon (Jones, 1996; Revie, 2008; Marcus, 2011) . The study of corrosion problems requires multidisciplinary knowledge, including electrochemistry, metallurgy, thermodynamics, and mechanics. The corrosion damage process generally involves the following: dissolution of the material due to electrochemical reactions with an electrolyte at the metal surface, transport of the dissolved metal atoms in the environment, and the mechanical degradation (loss of ductility, damage) of the material caused by the corrosion.
The most relevant scale for understanding pitting corrosion during initiation and early-stage propagation is the micrometer to millimeter scale, and all of the simulation models reviewed in this paper focus on this scale. Simulations in the micrometer to millimeter scale allow one to understand the evolution of pit morphologies, the growth rate, and, in some cases, the corresponding mechanical degradation induced by the corrosion process. Atomistic models for corrosion processes, like molecular dynamic models that study the details of chemical reactions, are not reviewed in this paper. For a discussion of that topic, please see Taylor and Marcus (2015) , Marcus and Maurice (2017) , and Verma et al. (2018) .
Basics for pit growth models include the dissolution kinetics at the corrosion front and the transport kinetics of species inside the electrolyte. These are briefly reviewed next.
Corrosion reaction kinetics
Pit growth in localized corrosion in metals exposed to aqueous solution can be reduced to the anodic reaction at the pit surface, since it is the reaction responsible for dissolution. The generic form of the anodic reaction can be expressed as z M(s) M(aq) ze
where M(s) denotes a generic metal atom in the solid state, M(aq) z+ is the dissolved metal ion with the charge number z in the aqueous solution, and e − refers to an electron. Figure 1 shows the schematic of localized metal dissolution by the anodic reaction in the presence of the electrolyte.
The produced electrons in the anodic reaction travel in the solid metal, reach out the surface at a point (usually outside of the pit), and participate in the cathodic reactions. The results of the cathodic reactions are corrosion products (H 2 gas, precipitated solid products like rust in corrosion of iron-based alloys, etc.). Except for a few models like one mentioned in Section 3.2.2, most of the computational models for pitting corrosion only focus on the anodic reaction rate which determines the metal dissolution and the pit growth rate. Based on Arrhenius equation for reaction rate which originates from experimental observations and thermodynamic analysis, the anodic reaction rate can be expressed by (Bard et al., 1980) a 0
where i a is the anodic current density, η is the over potential, F is Faraday's constant, R is the gas constant, T is the absolute temperature, α is the transfer coefficient (a scalar between 0 and 1), and i 0 is the exchange current density associated with zero over potential. η can be expressed as E app − E e where E app is the applied potential and E e is the equilibrium potential.
Note that the anodic current density (i α ) scales linearly with the molar dissolution flux (J diss ) at the corrosion front via Faraday's law (Bard et al., 1980) :
Note that the bold notation is used here when referring to a vector-valued quantity. When the corrosion rate only depends on the anodic reaction and follows Eq. (2), the corrosion regime is called activation-controlled. The corrosion rate also can depend on other factors such as the transport kinetics of ions in the electrolyte (see next section).
In certain cases, material microstructure heterogeneities (such as crystallographic orientation, grains, grain boundaries, twins, etc.) can have a significant influence on the pit shape and propagation rate (Liu et al., 2008a; Shahryari et al., 2009) . Models that aim to address microstructural effects usually use specific reaction kinetics for each phase of the microstructure in the solid domain (Chen and Bobaru, 2015; Mai et al., 2016; Jafarzadeh et al., 2018a) .
Transport kinetics in the electrolyte
When the reaction rate is higher than the diffusion rate in the electrolyte, the dissolved ions M z+ accumulate near the corroding surface, and once their molar concentration C, reaches the saturation value C sat , the solution cannot sustain higher amount of M z+ . The excess of the ions would precipitate as salt molecules and form a salt layer (Isaacs et al., 1995) . Such condition is likely to occur at the pit bottom. The salt layer thickness increases until the potential drop through the thickness balances the dissolution rate with the diffusion rate in the electrolyte. In such condition, the corrosion rate is not controlled by the applied potential but by the diffusion rate inside the electrolyte (Isaacs et al., 1995) . This corrosion regime is referred to as the diffusion-controlled mode. Figure 2 shows a schematic description of diffusion-controlled corrosion in comparison with the activation-controlled regime. In Figure 2B , J trans is the transport molar flux near the corrosion front (which depends on the diffusivity in the electrolyte and the concentration gradient).
Diffusion-controlled corrosion is only one example that points out the importance of transport kinetics inside the solution. Ion transportation in the pit can affect the corrosion rate by modifying the electric potential distribution in the solution, cathodic reactions, formation of corrosion products, etc.
Conservation of mass leads to Eq. (4), which is the general equation used to address the transport of species in the solution (Bard et al., 1980; Sharland et al., 1989) :
In Eq. (4), C i is the molar concentration of ith species, J i is its molar flux, t is time, and B i is the reaction term, i.e. a source/sink term for production/depletion of the species. Nernst-Plank equation is commonly used to describe the transport flux of chemically charged species (Bard et al., 1980) . In this equation, the ionic flux in Eq. (4) depends on the gradient of ion concentration (Fick's law of diffusion), the electric field (electromigration), and the flow in the liquid medium (convection). According to this equation, the molar flux can be expressed as where D i is a diffusion coefficient of the ith species (assumed to be constant in most models, but in general they could vary with location), v is the velocity, and ϕ is the electric potential. On the right-hand-side of Eq. (5), the first term is the diffusion flux, the second term represents the electromigration flux, and the third term expresses the advection flux. Equation (5) can be further simplified given the typical physical conditions relevant in a corrosion pit. For example, the convection term can be ignored. For models that include the electromigration term, an additional equation is required in order to find the electric potential ϕ. Commonly used for this purpose is the Poisson-type equation for ϕ (Sharland et al., 1989; Tsuyuki et al., 2018) , which, in the case of negligible charge density compared with electric permittivity of the electrolyte, reduces to the electro-neutrality equation (Sharland et al., 1989; Xiao and Chaudhuri, 2011) :
Most of the computational models for pitting corrosion are directly based on Eqs. (2)-(6) or use alternative formulations to describe the same kinetics (see Section 1).
Computational models for pitting corrosion
In this review, we classify the computational models for pitting corrosion in two main categories, according to how the evolution of the corrosion front is computed: non-autonomous models and autonomous models. Nonautonomous models use numerical methods like finite element method (FEM) to solve the transport equation, Eq. (4), over the pit area/volume. They employ techniques to model, separately, the motion of the corrosion front and, thus, the evolution of the pit domain. Autonomous models in comparison use mathematical formulations that describe the dissolution/transport kinetics together with the process of pit propagation (e.g. PD models and PF models) or use discrete approaches that mimic dissolution, transport, and propagation processes (e.g. the CA technique).
Non-autonomous models
In this section we review non-autonomous (classical) models which use the FEM to solve the transport equations and a moving boundary technique for the evolution of pit growth.
One of the first attempts at numerical modeling of pitting corrosion (Sharland et al., 1989) (Sharland, 1988; Sharland and Tasker, 1988) . This model ignores the pit propagation process and focuses on the transport inside a fix domain (fix pit geometry). A similar model (Walton, 1990 ) is solved using the finite difference method (FDM), instead of the FEM, by (Walton et al., 1996) . Nonetheless, propagation is an essential part for a practical pitting corrosion model and should not be ignored. In the rest of the models reviewed below, the propagation process is included.
Because the exact distribution of the electric potential inside a corrosion pit is not as critical as in some other types of corrosion (e.g. galvanic corrosion), it is reasonable to ignore from Eq. (5), the electromigration term, in addition to the neglected convection term. This is done by most computational models in the published literature. Consequently, assuming constant coefficients (D i ), Eqs. (4) and (5) reduce to the classical Fick's law of diffusion:
where ∇ 2 denotes the Laplacian operator. Note that if the electric potential distribution significantly varies along the pit surface, or the electromigration has notable contribution to mass transfer, then it is necessary to also account for the contributions from electromigration and the potential field (which needs to be solved for). In addition, if the pit is large and has an open mouth, and the bulk solution outside the pit is not stationary, one needs to include a convective term.
A notable development in FEM modeling of pitting corrosion is the Laycock and White's (LW) model (Laycock et al., 1998) . In this model, the diffusion of the dissolved metal ions is considered in an axisymmetric domain. Diffusion-controlled corrosion regime is assumed over the domain. This leads to imposing the saturation value for concentration of metal ions in the solution (C sat ) as a Dirichlet-type boundary condition on the pit boundary when solving Eq. (7) with the FEM.
For propagation of the pit, the flux at the boundary is evaluated after solving the diffusion equation, and, from the conservation of mass principle, the propagation velocity vector is computed at each boundary node:
In Eq. (8), v b is the velocity of point x on the pit boundary, J diss is the dissolution flux at the boundary, and M and ρ are respectively the molar mass and the mass density of the solid bulk. Using the boundary velocity (Laycock et al., 1998) , calculate the new position for the boundary nodes for the next time step, and after remeshing the updated domain, the problem is solved at the new time step. The current density is easily calculated from J diss using Eq. (3) (Faraday's law). The LW model can also simulate the formation of perforated (lacy) covers in pitting corrosion of stainless steel. The perforations occur due to a sequence of recurring events: passivation of the pit surface near its mouth, continuation of corrosion underneath the passivated region (undercutting), and breaking/perforating the passive layer on the surface by dissolution and osmotic pressure (Pistorius and Burstein, 1992; Tian et al., 2014) . To model formation of lacy covers, Laycock et al. (1998) used a passivation criterion. They considered a critical concentration of metal ions in the solution (C crit ), below which the corroding surface would passivate. Figure 3 shows the axisymmetric simulation results with this FEM model.
The LW model has been further extended in a number of studies (Laycock and White, 2001; Ghahari et al., 2011; Krouse et al., 2014) . Instead of enforcing the constant concentration on the pit boundary, these studies considered a concentration-dependent dissolution flux on the corroding boundary as a Neumann-type boundary condition. With this modification, the diffusion-controlled regime could be modeled where the salt layer is likely to form, and the activation-controlled regime takes place over the rest of the pit boundary.
This model has been utilized for simulating pit growth under both potentiostatic and galvanostatic conditions (Laycock and White, 2001; Krouse et al., 2014) . Potentiostatic condition refers to the case in which the applied potential is fixed during the pitting process, while the total current increases as the pit grows in time and the corroding area enlarges. In contrast, galvanostatic condition refers to the case in which pitting occurs under constant value of total current. In this condition, the potential decreases as the pit grows because as the corroding area expands, less current density is required to keep the total current constant, which, in turn, results in decreasing potential value in time. Note that these conditions can be controlled in laboratory experimental conditions. In real corrosion problems, the actual conditions may be closer to one or the other. For example, pit growth in a metal immersed in an electrolyte happens in conditions closer to the potentiostatic case, with the global potential being near the pitting potential. Note that the local potential inside the pit may be significantly different from the associated pitting potential because the local chemistry significantly differs inside the pit. For atmospheric corrosion conditions, the case is closer to galvanostatic state, since the cathodic reaction is limited by the thickness of the thin moisture layer formed on the metal surface, which consequently limits the anodic dissolution rate to a nearly fixed value.
These LW-based models, implemented for axisymmetric domains, lead to an evolution of the pit shape with the experimentally observed characteristics of pitting in stainless steels, such as shallow dish-shaped pits with lacy cover on the top, and in certain cases, secondary pits at the pit bottom . The model has also been verified against experiments in terms of distribution of the current density on the pit boundary (Laycock et al., 1998; Laycock and White, 2001; Ghahari et al., 2011 ; (Laycock et al., 1998) . (B) Cross section of a pit grown under galvanostatic conditions . The colors represent the metal ion concentration. Krouse et al., 2014) . However, when compared to actual time evolution of pit shapes and morphologies, the model is less reliable in matching experimental observations (Ghahari, 2012) . One reason is that the particular relationship used in the model to describe the current density in terms of the concentration of metal ions at the pit surface is shown to differ from experimentally measured values (Ghahari, 2012) .
In another study (Xiao and Chaudhuri, 2011) , FEM is used to solve Eq. (4), considering the diffusion and electromigration terms expressed in Eq. (5), combined with the electro-neutrality shown as Eq. (6). In this study, the partial differential equation (PDE) is solved with the COMSOL multiphysics software. The moving boundary model for pit growth is implemented in a separate MATLAB program. Considering electromigration allows for simulating pit growth around an inclusion at the metal surface as a micro-galvanic corrosion case. In addition, simulations with this axisymmetric model are used to construct 3D pH-potential diagrams for a representative Al alloy system. However, to the best of our knowledge, this model has not been validated against any experimental data.
The above-mentioned FEM models of pitting corrosion require remeshing of the domain (the growing pit) at each time step. FEM models that use remeshing for solving moving boundary problems introduce extra complexity in computations, making these approaches highly inefficient in 3D (Marzban, 2018) . Some recent studies (Duddu, 2014; Vagbharathi and Gopalakrishnan, 2014) employ the level set method in combination with the extended finite element method (XFEM) to update the pit boundary in a fixed, pre-discretized domain (see Figure 4 ), while the corrosion front moves over this mesh. These studies provided quantitative validations for 2D pit growth in stainless steel, under intact or perforated passive films. In contrast with the LW model, however, the lacy cover in Duddu (2014) and Vagbharathi and Gopalakrishnan (2014) is imposed as a pre-determined boundary condition.
Solving transport kinetics with the XFEM combined with moving boundary techniques like the level-set method results in pitting corrosion models that reduce the remeshing problem; note that the corrosion front itself may require some remeshing. However, computing the propagating pit boundary as a moving boundary condition introduces extra computational effort, since now, in addition to solving the PDEs inside the domain, one needs to solve a separate PDE for the evolution of the level set. In the next section we cover other types of models in which the motion of the metal-electrolyte interface is solved directly from the original governing equations, with minimal additional conditions.
Autonomous models
In this section we review some of the more recent models in which the pit growth is autonomous. Although these models are very different in the way they treat the basic problem, they share among them the autonomous evolution of the corrosion front (driven by a phase change) provided as a direct solution for the main formulation of the corrosion problem. Four types of such models are listed here: a finite volume approach, the CA technique, the PD formulations, and PF models.
The model based on finite volume approach Hellmich, 2007, 2009 ) modifies the discretized diffusion equation by including a phase-change strategy that leads to autonomy of corrosion front evolution. CA models for pitting corrosion (Malki and Baroux, 2005; Di Caprio et al., 2011; Stafiej et al., 2013; Van der Weeën et al., 2014; Rusyn et al., 2015; Pérez-Brokate et al., 2016) are discrete models that provide autonomous pit growth based on certain state-transition rules stemming from The autonomous evolution of the corrosion front in PD models of pitting corrosion (Chen and Bobaru, 2015; Chen et al., 2016; De Meo and Oterkus, 2017; Jafarzadeh et al., 2018a Jafarzadeh et al., ,b, 2019a ) is a result of coupling diffusion of metal ions, phase change due to dissolution at the corrosion front, and mechanical damage near the corroding surface. The model captures changes in structural (damage) and mechanical properties (different elastic modulus, and porosity) taking place at the electrolyte-bulk interface and their influence on corrosion evolution and stress corrosion cracking. This type of nonlocal model leads to a diffuse layer at the pit boundary which happens to match well the experimentally observed microstructure in several alloys (Li et al., 2016 Badwe et al., 2018; Vallabhaneni et al., 2018; Yavas et al., 2018) . PF models of pitting corrosion (Mai et al., 2016; Ansari et al., 2018; Chadwick et al., 2018; Mai and Soghrati, 2018; Nguyen et al., 2018; Tsuyuki et al., 2018 ) also use a diffuse region instead of a mathematically sharp transition between the electrolyte and the metal, and the governing equations in this case consist of two coupled PDEs in which the "thickness" of the diffuse layer introduces a length scale in the model. All these models are discussed in detail below.
A finite volume approach
Scheiner and Hellmich proposed a model based on the finite volume method (FVM) and a simple scheme (based on a concentration-dependent phase definition) for advancing the corrosion front to simulate pitting corrosion Hellmich, 2007, 2009) . A brief description of the model is given below.
In this model, the domain consists of two main phases: solid phase and liquid phase, where the liquid domain includes the propagating pit. After discretization of the domain with hexagonal volume cells (in 2D with unit thickness), two additional phases are defined for cells at the pit boundary: (1) the electrode-boundary cells (liquid cells in contact with at least one solid cell) and (2) the dissolving solid cells (solid cells in contact with at least one electrodeboundary cell). The rest of the solid cells are called inert solid. Figure 5 shows the volume cells and the four defined phases near the corroding surface. The finite volume discretization of the classical diffusion equation [Eq. (7)] for molar concentration of the dissolved metal ions (M z+ ) is solved in the liquid subdomain, but not over the electrolyte boundary cells. At each time step, the concentration in the "electrolyte-boundary" cells and the "dissolving solid" cells are calculated from summation of the fluxes at all of the cell edges for each cell, with the flux between the dissolving solid and the electrolyte boundary being defined according to the jump condition and mass conservation.
Validation of the Scheiner and Hellmich (2007) model has been performed against a 2D pit grown in stainless steel, reported in Ernst and Newman (2002) . However, in this simulation the model does not capture the formation of lacy covers and uses a pre-determined lacy cover configuration, enforced as piece-wise no-flux/zero-concentration boundary condition on the pit mouth. Figure 6 shows the simulation results presented in (Scheiner and Hellmich, 2007) .
Although propagation of the pit in this model is autonomous and does not require the explicit tracking of the pit boundary, we note that the thickness of the transition layer (the dissolving solid cells) between the electrolyte and metal is discretization-dependent. Coupling to corrosion-induced damage has not been pursued with this model.
A similar study also uses the notion of interaction of nearest-neighbor nodes for solving mass transfer in the liquid and a phase-change criterion of solid nodes adjacent to liquid nodes based on mass conservation. The model uses the Lattice Boltzmann method for mass transfer, which is popular in fluid dynamics (Chen and Doolen, 1998; Rahmati and Niazi, 2012; Rahmati et al., 2012; Rahmati and Niazi, 2014) . This model simulates autonomous pit growth, mass transfer of several species in electrolyte, passivation, and corrosion products. However, the paper does not include any verification/validation results. In addition, the phase change in this study requires initialization in the newly transformed nodes which requires extra computation and increases the complexity of the model.
CA models
In CA models, a multi-phase domain consisting of discrete cells with finite states that evolve according to certain local rules is used to simulate the evolution of multi-phase systems. CA techniques have been used for simulating public transportation systems (Chowdhury et al., 2000) , spread of forest fires (Encinas et al., 2007) , cell growth (Lee et al., 1995) , etc. Because CA corrosion models are based on simplified heuristics of chemical reactions in the system, they can capture some effects that the detailed chemistry has on the larger scale (pit-size scale) evolution of the system. Compared to other pitting corrosion models, the CA technique does not involve the PDE-based mathematical formulations and, therefore, leads to relatively simple computational implementations. Figure 7 shows a schematic diagram of the cellular automaton pitting model (Stafiej et al., 2013) . The 2D domain in which the metal and solution are located is discretized into uniform square cells. Each cell is instantiated with a specific state. In this example, the solid phase includes the following: metal, passive, and reactive states. The electrolyte phase can have three different states: alkaline, acidic, and neutral. In addition to the states, each cell also has its own spatial position information, as well as the direction of motion for their states (metal and passivation cells have no motion in this example). (Stafiej et al., 2013) .
In CA models, some basic physical and chemical processes, such as mass transfer, metal dissolution, metal passivation, and repassivation, are qualitatively represented by the interactions and relative state between the cells. For example, chemical reaction kinetics is represented by state change of metal cells with respect to the state of their neighboring liquid cells, which can be acidic, basic or neutral. The transport of states in the electrolyte is modeled by the "random walk" process (Stafiej et al., 2013) . The CA models for corrosion differ among them in terms of the materials systems studied, the transition rules enforced, the methods employed to determine the CA model parameters (e.g. the probability of transition of each state to other states), and the dimension (2D or 3D) . Figure 8 shows one 2D (A) and one 3D example (B) for CA simulations (Di Caprio et al., 2011; Pérez-Brokate et al., 2016) .
Reaction-based transition rules of the discrete cell states are a convenient tool to sometimes obtain realisticlooking and stochastic pit morphologies in CA simulations. CA simulations of intergranular corrosion in Di Caprio et al. (2016) suggest that CA is also capable of including alloy microstructure in pitting corrosion. However, the major drawback of this approach is that the time magnitude and spatial sizes (model physical dimensions) are not physical quantities and need to be calibrated for particular transition rules and experimental observation (Van der Weeën et al., 2014; Chuanjie et al., 2019) . In addition, the state-transition rules are subjective and difficult to determine for a predictive model. As a result, most CA models only perform parametric studies, without a quantitative comparison with experiments (Malki and Baroux, 2005; Pidaparti et al., 2008; Di Caprio et al., 2011; Stafiej et al., 2013; Pérez-Brokate et al., 2016; Liu et al., 2019) . One study that attempts a comparison against experiments (Van der Weeën et al., 2014) solves an inverse problem to better fit the model parameters to various experimental measurements of the corrosion process. This raises questions about the predictive capabilities of the model, since such a procedure is similar to a curve fit of the experimental data. Another study determines the transition rules based on the Pourbaix diagram, and a verification for the effect of pH on pit shape is provided (Rusyn et al., 2015) . Again, physical time was not considered in this study. While, in general, CA techniques may replicate some features observed in pitting corrosion and can be useful for qualitative studies of the pitting process, it is still unclear how they can be used for quantitative predictions of pit growth in real time.
PD models
The basic difference between classical models (which model diffusion in the electrolyte domain only) and PD models for corrosion is that, in PD, corrosion is viewed as a type of damage induced in the solid by dissolution, coupled with the diffusion problem in the electrolyte. PD can easily include microstructure and heterogeneities [see Zhang et al. (2018) ] by defining appropriate dissolution properties in each phase of the solid (e.g. grains and grain boundaries in alloys). The benefit of such an approach can be far-reaching because this can capture important changes that happen in the solid phase, near the corrosion front, leading to a better understanding of the factors that control the loss of ductility observed in corroded samples (Pantelakis et al., 2000; Chen et al., 2005; Song et al., 2005; Liu et al., 2008b; Zhong et al., 2017; Li et al., 2018 ). The PD model for corrosion damage couples diffusion of metal ions in the electrolyte, phase change due to dissolution at the corrosion front, and mechanical damage in the corroding layer, offering a more complete description of corrosion damage (Chen and Bobaru, 2015) . The PD formulation was introduced in 2000 (Silling, 2000) as an extension of classical continuum mechanics that can easily deal with discontinuities (such as cracks) developing in the domain (Ha and Bobaru, 2010; Silling and Lehoucq, 2010; Bobaru and Zhang, 2015; Bobaru et al., 2017; Xu et al., 2018) . The governing equations in PD as a nonlocal theory are in the form of integro-differential equations (IDEs). In contrast with the PDEs used in the classical local approach of continuum mechanics, IDEs in PD do not require continuity of the unknown function. Consequently, PD can easily model behaviors associated with bodies with evolving discontinuities, discrete particles, all within a unified framework (Silling and Lehoucq, 2010; Bobaru et al., 2017) . While PD models have been primarily used in fracture and damage mechanics (Chen et al., 2019; Behzadinasab et al., 2018; Bobaru et al., 2018; Mehrmashhadi et al., 2019) , the theory has been extended to other areas as well, including diffusion phenomena like heat/mass transfer Duangpanya, 2010, 2012; Oterkus et al., 2014; Zhao et al., 2018) .
Note that PD is a nonlocal theory, meaning that the material behavior at each point depends on interactions of that point with not only nearest-neighbor points. Nonlocal approaches provide a convenient way to model the evolution of material damage according to changes/loss of interactions between points. In general, nonlocal theories are considered to be better fit for modeling damagerelated problems compared to classical local continuum theories because they can capture physical features of damage which are difficult to model with local models, such as small-scale heterogeneities, distributed damage, etc. (Bažant, 1991; Bažant and Jirásek, 2002; Bobaru and Zhang, 2015) .
Corrosion is a type of damage that progresses in the material by dissolution, and it influences the mechanical behavior in some significant ways (Pantelakis et al., 2000; Chen et al., 2005; Song et al., 2005; Liu et al., 2008b; Zhong et al., 2017; Li et al., 2018) . Recent experiments report a small-scale distributed damage in a thin (micrometer-scale) layer near the corrosion front referred to as the "diffuse corrosion layer" (DCL), with degraded mechanical properties and gradual changes in chemical composition (Li et al., 2016 Badwe et al., 2018; Vallabhaneni et al., 2018; Yavas et al., 2018) . The nonlocality of PD models allows to easily capture the distributed damage in the DCL and its evolution (Chen and Bobaru, 2015; Jafarzadeh et al., 2018b) .
The DCL found in the experiments mentioned above (performed on a number of material systems, like Mg and Al alloys) can be several micrometers thick. In certain cases, this may be sufficient to allow microcracks to easily grow in it, in a brittle fashion. Since the DCL is seamlessly attached to the bulk, and the properties change gradually, these cracks can grow into the bulk and lead to significant loss of overall ductility in the structure. In Li et al. (2018) it was shown that the DCL's influence on loss of ductility is independent from that caused by hydrogen embrittlement (HE), and it can affect it as strongly as HE, if not more. If the physical properties of the affected layer are inserted in the PD model together with other mechanisms, such as HE, then it may be possible to develop a predictive tool for assessing service life and reliability of materials and structures (under mechanical loading) in corrosive environments.
In PD, each material point x interacts with other material points in its neighborhood H x shown in Figure 9 . This neighborhood is called the horizon region, and its radius, denoted by δ, is called the horizon size. The objects that carry the interactions between material points are called "bonds". In its simplest (bond-based) mechanical formulation, the PD bonds are analogous to elastic springs (linear or nonlinear) that connect material points. In the PD formulation for diffusion-type problem, these bonds are analogous to pipes that carry mass/heat, and they are characterized by a certain diffusivity parameter. The diffusivity for diffusion bonds is called micro-diffusivity and is denoted by k. In a homogeneous material, micro-diffusivities can be calculated from the classical diffusivity D, used in the classical diffusion equation (Eq. (7)) (Bobaru and Duangpanya, 2012; Zhao et al., 2018) . The mechanical damage (d) in PD theory is represented by a scalar-valued quantity stored at the material points and computed based on the number of broken bonds relative to the number of total bonds for that point. This quantity ranges from 0 to 1, with d = 1 corresponding to a point which has lost all of its mechanical bonds, and d = 0 corresponding to the case when all bonds connecting to x are intact.
Based on the concept of mechanical damage in PD solid mechanics, Chen and Bobaru (2015) introduced PD corrosion damage model by considering the dissolution and diffusion in both the liquid and solid phases involved in the corrosion process. The different phases are defined in this model by their damage value: points in the liquid phase possess damage value of 1, while points with d < 1 are in the solid phase. In the solid phase, d = 0 is the inert metal, while regions where 0 < d < 1 constitute the dissolv ing/corroding/active region of the solid phase. The PD diffusion model over the bi-material domain with a damagedependent diffusivity simulates the dissolution process and the transport of metal ions (M z+ ). Corrosion progression in this model happens autonomously via the phase change that takes place through the concentration-dependent damage relationship, which couples the damage value to the metal atoms molar concentration value. Figure 10 shows two examples of PD corrosion simulations (Chen and Bobaru, 2015) . One is a plot for current density versus overpotential from a 1D PD simulation compared with experimental data points. The other example is a 2D simulation for a pit growing in a heterogeneous material. The damage map in the domain shows the subsurface graded damage distribution near the corrosion front that corresponds to the experimentally observed distributed damage in DCL (Li et al., 2016 Badwe et al., 2018; Vallabhaneni et al., 2018; Yavas et al., 2018) mentioned earlier.
The mathematical formulation for the PD corrosiondamage model is given below, in a slightly modified version compared with the original formulation (Jafarzadeh et al., 2018a (Jafarzadeh et al., , 2019a :
Equation (9) (Chen and Bobaru, 2015) : (A) comparing current density versus overpotential from 1D peridynamic simulation results, with the experimental data on 1D artificial pitting in 304 stainless steel in 1 m NaCl solution (Gaudet et al., 1986) ; (B) a 2D peridynamic simulation of pit growth in a heterogeneous material. The colors in B map represent the damage values. coefficient of the electrolyte (Chen and Bobaru, 2015; Jafarzadeh et al., 2018a) . If both ends belong to the solid phase, then k is 0 (no mass transport takes place via this bond). If one end is located in the solid phase and the other end in the liquid, then this "interfacial bond" carries the dissolution flux, determined by k diss (see Figure 11 ). This parameter, called the micro-dissolvability (Jafarzadeh et al., 2019a,c) , determines the dissolution rate and can be calculated from corrosion kinetics. For example, in the case of activation-controlled corrosion it can be computed from the Tafel equation:
where β a is the anodic Tafel slope, and k 0 is calibrated to i 0 . Details of the calibration procedure are found in (Chen and Bobaru, 2015) .
By selecting an appropriate relationship for k diss , PD corrosion model can be easily modified to simulate any type of corrosion, including pitting corrosion, intergranular corrosion, etc. More generally, any chemo-physical behavior in the dissolution process can be captured by defining k diss as a function of concentration of species, potential, current, temperature, material type, etc. For instance, a particular concentration-dependent relationship for k diss is employed in Chen et al. (2016) and Jafarzadeh et al. (2018b) to address diffusion-controlled dissolution. Using a relationship based on the passivation criteria introduced in the LW model (see Section 3.1), the PD corrosion damage model is also capable of simulating the autonomous formation of lacy covers in pitting corrosion of stainless steel (Jafarzadeh et al., 2018b (Jafarzadeh et al., , 2019a . To model intergranular corrosion with a PD formulation, one can use different k diss values for grains and grain boundaries, according to the mixed potential theory (Jafarzadeh et al., 2018a) .
The autonomous propagation of the corrosion front is the result of Eq. (11) where the damage value (representing phases) changes with the molar concentration value of the metal atoms. According to this equation, C ≤ C sat is considered as the liquid phase, C = C solid as intact solid, and the C sat < C < C solid as the dissolving solid (see Figure 11 ). In the PD corrosion model, the dissolving solid region with 0 < d < 1 is noticed in the results shown in Figure 10B , and it corresponds to the DCL mentioned earlier.
In the PD corrosion damage model, the concentrationdependent damage evaluated from Eq. (11) is set to be the same with the mechanical damage resulting from elimination of mechanical bonds in PD fracture mechanics. A stochastic procedure is introduced in Chen and Bobaru (2015) to randomly eliminate the corresponding number of bonds for each node according to the damage value of that node [see Eq. (11)]. While the model's equations are deterministic, this stochastic procedure for creating damage leads to pit shapes that are not perfectly symmetric, similar to real pits. Nevertheless, the differences between results obtained with different runs of the model are small, generally limited to the level of the horizon size, while the overall behavior is the same (Jafarzadeh et al., 2018b (Jafarzadeh et al., , 2019c .
Various numerical methods may be used to solve the PD corrosion-damage equation. The method that can also easily model the growth of cracks from corrosion pits in a combined mechano-chemical PD simulation is the meshfree discretization generated by a one-point Gaussian integration for the numerical quadrature of the integral in Eq. (9). For temporal integration, the forward-Euler method has been used to approximate the time derivative of C and update its value (Chen and Bobaru, 2015; Jafarzadeh et al., 2018a) . Following the original formulation of the PD corrosion model, trusses-based FEM has also been used to implement the PD corrosion model in ANSYS software (De Meo and Oterkus, 2017) .
Figures 12 and 13 show PD 2D and 3D simulation results next to their corresponding experiments.
Compared with the non-autonomous models or the FVM and CA models discussed above, the PD model for corrosion damage has some advantages: (1) the propagation of the corrosion front is autonomous and does not depend on the discretization (in CA the particular discretization "drives" the model); (2) the model can incorporate any particular type of corrosion by specifying the kinetics via defining an appropriate k diss in Eq. (10); (3) the use of two sets of bonds (mechanical, for monitoring damage, and diffusion bonds) allows natural extension to coupled chemo-mechanical models that can address stress-dependent corrosion and stress corrosion cracking (De Meo et al., 2017a,b; Chen et al., 2018; Li et al., 2018; Jafarzadeh et al., 2019b) ; and (4) the interface between the electrolyte and the corroding metal (the DCL) is naturally represented in this model as a layer in which mechanical and diffusion properties gradually change, much like how things are observed to happen in real corrosion of different alloy systems. One of the drawbacks of the PD model for corrosion is the relatively high cost of computations, especially in 3D, due to nonlocality, which requires calculation of a volume integral at each node [see Eq. (9)]. Parallel and/ or graphics processing unit-based computing are ways to speed up computations. A parallel implementation of PD models for fracture exists in Peridigm (Parks et al., 2012) , an open-source code. Another issue in PD formulations is the treatment of "boundary" conditions and free surfaces. In a PD model, near the domain boundaries, the behavior is slightly different than in the bulk, due to the incomplete region of nonlocality. This is sometimes called "the PD surface effect", and ways to resolve/minimize it are reviewed in Le and Bobaru (2018) . Application of boundary conditions in the nonlocal settings is also different compared with the classical, local boundary conditions. Methods to apply nonlocal boundary conditions in ways equivalent to the local ones are described in Aksoylu et al. (2018) .
PF models
PF modeling, also called "diffuse interface" modeling, has been used many years to model the evolution of interfaces between phases in a variety of problems, including solidification (Karma and Rappel, 1996) , micro-structural evolution (Chen, 2002) , phase transitions in ferroelectric (Chen, 2008) and ferromagnetic (Wang and Zhang, 2013) materials, etc. PF models have been recently adopted for simulating corrosion by modeling the evolution of the metal-electrolyte interface (Mai et al., 2016) . Similar to PD model, in PF formulations the motion of the pit boundary Comparison between experiments and 3D peridynamic simulation for pitting corrosion in stainless steel, with the formation of lacy covers (Jafarzadeh et al., 2019a) : (A) the experimentally observed lacy cover morphology (Zakeri et al., 2015) ; (B) the lacy cover obtained in the PD simulation; (C) the 3D volume carved by the pit; (D) molar concentration map for the dissolved ions in a mid-cross-sectional view.
is autonomous and part of the solution to the governing equations. The PF corrosion model introduced by (Mai et al., 2016) is briefly reviewed here. In a two-phase domain, the PF ϕ(x, t) takes a value of 1 in one phase and 0 in the other phase. In PF, the interface between phases has a certain thickness (l), which introduces a length scale in the model. Over the interface region, ϕ is assigned a value between 0 and 1. A "free energy functional" for the system is defined: ℱ(ϕ, C) where C is the molar concentration of dissolved metal ions. The PF model for corrosion is a coupled system of PDEs for the evolution of the functions ϕ and C, such that ℱ is minimized:
Equation (12) is referred to as the Allen-Cahn equation and describes the phase transition. In this equation, δ δϕ ℱ is the variational differentiation of the energy functional with respect to the PF variable, and L is a scalar coefficient. In PF models, the free energy functional ℱ(ϕ, C) can be selected in different forms according to the physical assumptions of the corrosion problem (Mai et al., 2016; Chadwick et al., 2018; Nguyen et al., 2018; Tsuyuki et al., 2018) . In Eq. (12) L is the parameter that determines the corrosion rate. Similar to the micro-dissolvability (k diss ) in PD corrosion models, Mai et al. (2016) modify the L parameter to simulate various corrosion problems. For example, in the case of activation-controlled corrosion, L is expressed with the Tafel-type relationship:
Following the procedure in the PD models, L 0 is calibrated to the current density associated with zero overpotential (Mai et al., 2016) . Equation (13) is a version of Cahn-Hilliard equation which expresses the evolution of the molar concentration of metal atoms. In this equation, C δ δ ℱ is the variational differentiation of ℱ with respect to C, and M is a scalar called the diffusion mobility, the value of which is calculated from the diffusivity of the electrolyte (D) and ℱ.
In Mai et al. (2016) , ℱ is defined such that Eq. (13) in the liquid phase is the same as Eq. (7), the classical diffusion equation.
Other PF corrosion models (Ansari et al., 2018; Chadwick et al., 2018; Nguyen et al., 2018; Tsuyuki et al., 2018) are similar but may vary in some of the details from the one presented above. So far, PF corrosion models have been developed to simulate pitting corrosion (Mai et al., 2016; Ansari et al., 2018; Chadwick et al., 2018; Tsuyuki et al., 2018) , galvanic corrosion , and stress-dependent corrosion (Mai and Soghrati, 2017; Ansari et al., 2018; Nguyen et al., 2018) , mostly in 2D and recently in 3D (Tsuyuki et al., 2018; Lin et al., 2019) . Figure 14 shows two examples of PF simulations of pitting corrosion.
Similar to PD corrosion models, the autonomous moving interface makes the PF formulation a flexible framework for predictive simulations of various types of corrosion. In PF models, phase-change and mass transfer processes are represented by two distinct but coupled PDEs: Equations (12) and (13). Such formulation adds a significant computational burden and algorithmic complexity in PF simulations . Note that PF models, while they introduce a length scale in the model via the thickness of the diffuse layer (PF transition zone between phases is an input in the problem), they Figure 14 : Examples for pitting corrosion simulations with phase-field models: (A) 2D simulation for a pit growing in a SiC particle-enforced aluminum composite (Mai et al., 2016) . (B) 3D simulation of pitting corrosion in pure iron under a passive film (Tsuyuki et al., 2018) . Colors in B map the molar concentration for Cl − .
are still local models with classical boundary conditions imposed on the set of PDEs. Similar to subsurface partial damage in PD models, the diffuse interface in PF models leads to a transition region at the corrosion front. However, in a potential future PF-based model that includes damage, this layer has a pre-imposed structure (determined by the particular form selected for the free-energy functional), whereas in the PD models described above it is obtained as part of problem solution and depends on the nearby conditions around a point. This issue could be responsible for why PF models have failed in capturing the observed oscillatory behavior in thermally driven cracks that grow in thin glass plates, while PD models predict such behavior in great detail (Xu et al., 2018) . Damage evolution in PF models depends strongly on the particular selection for the energy functional (Borden et al., 2012 (Borden et al., , 2016 Geelen et al., 2018) .
Summary and discussion
In this section, we compare the reviewed models and summarize their advantages and disadvantages.
One class of the reviewed models is the non-autonomous type (Section 3.1), where one solves a version of Nernst-Plank equation for transport of ions inside the pit with a numerical method (e.g. FEM) and employs an additional technique to address the growth of the pit, such as updating the domain and remeshing the updated geometry or using level set method in a pre-discretized bi-phase domain.
In the other category, referred to as autonomous models, pit growth is directly addressed by phase evolution in the main formulation, together with the reaction and transport kinetics. As a major advantage, such approaches lead to autonomous pit growth without any additional effort. Computer implementation of these models is simplified because boundary tracking is no longer needed.
The four methods covered in more detail, and presented in Section 3.2, are of the "autonomous" type.
The finite volume model (Section 3.2.1) uses the FVM to solve the classical diffusion equation for mass transfer in the liquid and enforces a jump condition (based on mass conservation) to address dissolution and phase change in a multiphase domain.
CA (Section 3.2.2) employs state transition rules in a domain with discrete cells for transport, dissolution, and pit growth. The transition rules for dissolution are inspired by chemical reactions at the molecular level. CA is able to produce diverse pit morphologies similar to natural ones. However, time and spatial dimensions in CA are not physical quantities but rather model parameters. As such, they need to be calibrated to experimental measurements. Consequently, with this method, it is difficult to provide quantitative predictions of experimentally observed pit growth.
PD (Section 3.2.3) is a nonlocal model, which addresses the reaction kinetics, the transport kinetics, and the phase change for autonomous pit growth in one IDE using phase-dependent model parameters. This model employs the concept of mechanical damage to address the corroded region. As a result, it can be easily coupled with PD fracture models to better understand the dramatic loss of ductility and failure in materials exposed to corrosive environments and mechanical loading. This model has been shown to be predictive of a variety of experimental results and easily applicable to various types of corrosion via minimal modifications of model parameters. Nonlocality provides critical advantages in modeling damage in the layer affected by corrosion but also leads to relatively more expensive models to compute and may need specific treatment at the domain boundaries.
PF models (Section 3.2.4) solve a coupled system of PDEs for concentration of ions and phase evolution in the system, using the FEM or FDM, for example. Similar to PD, PF models are also flexible and predictive and can be utilized to simulate various types of corrosion in different materials. The coupled set of PDEs in the formulation of PF are, however, expensive to compute. Table 1 compares the models reviewed in this study in terms of governing equations, boundary conditions, model strategies for pit growth, and computational cost.
Prospects
In this section we discuss some of the open areas for future research in corrosion modeling.
Multi-field universal models
As mentioned in Section 1, corrosion is a complex and highly interdisciplinary phenomenon. Evolution of the dissolution-induced damage can depend on a variety of factors, such as the electric potential field, temperature field, stress field, pH field, corrosion product formation, etc. Most of the existing models include only one or two of these factors. Such simplifications make the models applicable only to limited cases. A more general multi-field model will be able to address all corrosion types: pitting, galvanic, stress-assisted, stress corrosion cracking, and the various mechano-chemical environments within a unified framework.
Multi-scale models
Corrosion-induced failure is a multi-scale phenomenon: it depends on chemical reactions at the molecular level (nano-scale), on the microstructure of the alloy (microscale), and on the environment and loading conditions applied to the structure (macro-scale). Nanoscale processes can currently be modeled by molecular dynamics, microscale processes can be simulated with one of the reviewed models, while macroscale effects can be captured using continuum and probabilistic models. A multiscale corrosion damage model that bridges the nano, micro, and macro scales would be very useful.
Utilizing artificial intelligence and big data
The recent steps in machine learning and processing of big data opens new avenues for utilizing these tools in extending the reach of corrosion modeling. It would be interesting to find how one can incorporate artificial intelligence and big data into existing mechanistic corrosion models in order to improve predictability, reliability, and universality of corrosion models. There are also steps taken to create "model-free" artificial intelligence systems that try to predict physical behavior from measurement data alone. Whether such approaches can be applied to predicting the complex corrosion-induced damage and fracture remains an open question.
Experiments
Computational models indeed can benefit from highresolution 4D characterization of corrosion damage using advanced material characterization methods. Based on experimental observations, one can deepen the understanding of the corrosion mechanism and update existing corrosion models accordingly.
Numerical methods
Any new numerical method that reduces the computational cost for corrosion models can make a large impact.
Such methods, when applied to, for example, the relatively expensive PD and PF models, can allow simulation of corrosion damage over larger domains and time spans.
Design
Once progress in any of the areas mentioned above takes place, one can then develop optimal material design strategies that account for corrosion damage and fracture in the life of the structure/system. This will also have an effect on the best practices for corrosion prevention methods.
Conclusions
This paper presented a review of computational modeling for pitting corrosion, including the most recent advances and approaches. Most of the computational pitting corrosion models use anodic dissolution and transport kinetics in the electrolyte as the basis for their governing equations. Here, we classified these models into two categories, depending on how the propagation of the corrosion front is computed: non-autonomous models (which require updating and tracking of the corrosion front) and autonomous models (in which the evolution of the corrosion front is part of the main formulation). Non-autonomous models are based on solving the classical transport equation (simplified versions of NernstPlanck equation) with a numerical method (e.g. FEM) to compute the transport kinetics in the electrolyte. Tracking pit growth is addressed as a separate part and adds significant complexity. In contrast, autonomous models obtain the motion of the corrosion front directly as part of the solution of the main formulation. The autonomous models reviewed here were the following: a finite volume approach, the CA techniques, the PD model for corrosion damage, and PF models.
We compared the reviewed models with each other and discussed their relative advantages and disadvantages. Some open research areas for further development in corrosion modeling were also noted. 
