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DESCRIBING ALL MULTIVARIABLE FUNCTIONAL
EQUATIONS OF DILOGARITHMS
ROB DE JEU
Abstract. We prove quite general statements about functional equations in
any number of variables for the dilogarithms defined by Bloch-Wigner, Rogers,
and Coleman, showing that they follow from certain 5-term and 2-term rela-
tions in a precise way. Unlike many other references, we use arbitrary coeffi-
cients, do not ignore any torsion, and get sharp results. For the Bloch-Wigner
dilogarithm, we also consider complex conjugation, and for Coleman’s p-adic
dilogarithm we show independence of the branch.
1. Introduction
Let D : C \ {0, 1} → R be the Bloch-Wigner dilogarithm, which is defined in [2]
by integrating the 1-form log |w| d arg(1−w)− log |1−w| d arg(w) along any path
from any point in R \ {0, 1} to z. The identities
(1.1)
D(z) +D(z−1) = 0, D(z) +D(1 − z) = 0, D(z) +D(z) = 0,
D(x)−D(y) +D
(y
x
)
+D
(1− x
1− y
)
−D
(1− x−1
1− y−1
)
= 0,
for x, y, and z in C \ {0, 1} with x 6= y are easily verified using differentiation.
There is a folklore conjecture that ‘every functional equation of D can be ob-
tained from 5-term relations’, but this is imprecise, and besides, there are sev-
eral closely related but still different 5-term relations. E.g., apart from the last
one in (1.1), one also has D(x) + D(y) + D(1 − xy) + D( 1−x1−xy ) + D(
1−y
1−xy ) = 0
for x, y 6= 0, 1 and xy 6= 1. The statement can be interpreted as follows. Let F be
a finitely generated field extension of C, which is the function field of a variety X .
Suppose that for some fj 6= 0, 1 in F , and integer or complex coefficients aj , we
have that
∑
j ajD(fj) is constant on the Zariski open part of X where it is defined.
Subtracting from this the evaluation of this expression at a point of X where it
is defined gives a functional equation, and one expects it can be expressed as a
linear combination of 5-term relations and perhaps its degeneracies. The philos-
ophy (or hope) behind such a statement is presumably based on the known case
where F = C(t) for a variable t and the aj are integers (see [14, Proposition 4(ii)]
and cf. [13, §4]), and is strengthened by another result in this direction (see [9, §5]).
We describe all such functional equations with coefficients aj in a subgroup of C
if F = k(t1, . . . , tn) where k is a subfield of C and the tj are variables (see Proposi-
tion 2.4 and the discussion preceding it), and similarly for Rogers’s dilogarithm (see
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Proposition 2.9) and Coleman’s p-adic dilogarithm (see Proposition 2.10). For the
Bloch-Wigner dilogarithm we also consider functional equations involving conjuga-
tion (see Propositions 2.6 and 2.8). All such functional equations can be obtained
in a precise way from the first and last functional equations given in (1.1) or their
equivalents for the Rogers and Coleman dilogarithms. The proofs, although they
share a common pattern, are a bit technical and we postpone them until Section 3,
opting to give full statements of our results in Section 2 first. We also postpone
some remarks on sharpness of our results (see Remarks 3.13 and 3.15.)
Our approach to proving Proposition 2.4 for one variable is very different from
that used to prove [14, Proposition 4(ii)]. The latter is based on rewriting the ar-
guments in a functional equation using those listed in (1.1), which is a modification
of an argument in [13, §4] and requires the base field to be algebraically closed.
Instead, working directly over the base field k, we translate any functional equation
into a boundary condition in a suitable wedge product (see below) by means of dif-
ferentiation (cf. the proofs of [6, Proposition 4.9, p.79] and [14, Proposition 4(ii)]).
For two or more variables we deduce the boundary condition from the case of one
variable by using Lemma 3.12. Finally, we specialise the variables, and use a modi-
fication of a (seemingly little known) result by Suslin (see Propositions 3.2 and 3.4)
repeatedly to finish the proof.
This method also applies to Propositions 2.6, 2.9 and 2.10, with the details
in the case of one variable depending on the dilogarithm involved. By contrast,
Proposition 2.8 is deduced from Proposition 2.6.
We finish this introduction by mentioning that for our fields F = k(t1, . . . , tn) the
result of Suslin that we use is equivalent to the natural map K3(k)
ind → K3(F )
ind
being an isomorphism (see the proof of Proposition 3.2). If k is the algebraic closure
of itself in the function field F of a variety over k, then such an isomorphism would
presumably make it possible to describe all functional equations of the dilogarithms
with arguments in F . The isomorphism would be a consequence of the ‘rigidity con-
jecture’, which states that for any field F the natural map K3(F0)
ind → K3(F )
ind
is an isomorphism if F0 is the algebraic closure in F of its prime field (see [10,
5.4] or [12, VI.5.3.1]). However, the rigidity conjecture, or even this consequence,
currently seems well out of reach.
2. The results
For any field F , we let F ♭ = F \ {0, 1}, denote by Z[F ♭] the free Abelian group
on F ♭, and for any torsion-free additive group A set A[F ♭] = A⊗Z Z[F
♭]. We also
define
R5(F ) =
〈
[x]− [y] +
[y
x
]
+
[1− x
1− y
]
−
[1− x−1
1− y−1
]
with x, y in F ♭, x 6= y
〉
,
the subgroup of Z[F ♭] generated by the 5-term relations corresponding to one of
the functional equations in (1.1), and write AR5(F ) for the subgroup A⊗Z R5(F )
of A[F ♭]. (Every finitely generated subgroup of A is isomorphic to Zl for l ≥ 0,
and A is the union of such subgroups, so tensoring with A over Z is exact.) Similarly,
we introduce the subgroup
R2(F ) = 〈[x] + [x
−1] with x in F ♭〉
of Z[F ♭] and the subgroup AR2(F ) of A[F
♭], which corresponds to another func-
tional equation in (1.1). We note that 2R2(F ) ⊆ R5(F ) if |F | ≥ 4 by [11,
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Lemma 1.2] or [12, VI.5.4] but we shall obtain better results by not using this.
We shall write R5,2(F ) for R5(F ) +R2(F ) and AR5,2(F ) for AR5(F ) +AR2(F ).
If t is a variable and b is in F ∪ {∞}, then one can specialise t to b, so any f(t)
in F (t)♭ evaluates to an element of F ∪{∞}, giving a map Z[F (t)♭]→ Z[F ∪{∞}].
It is customary to map the latter to Z[F ♭] by mapping [0], [1] and [∞] to 0, but we
shall use a different convention so discuss this in some detail.
The result of specialising t to b in [x]− [y] +
[
y
x
]
+
[
1−x
1−y
]
−
[
1−x−1
1−y−1
]
with x 6= y
in F (t)♭ is as follows, where x(b) is given horizontally and y(b) vertically, and c is
some element of F ♭. The entries are easily checked by some mild rewriting. E.g.,
if x(b) = y(b) =∞ then use 1−x1−y =
x
y
1−x−1
1−y−1 .
0 1 ∞ other
0 [1] [1] 2[∞]− [0] [c] + [1− c]− [0]
1 [0]− [1] + [∞] [1] [∞]− [1] + [0] [c]− [1] + [c−1]
∞ 2[0]− [∞] [1] [1] or [0] + [∞]− [1]
or [c] + [c−1]− [1]
[c] + [0]− [1− c−1]
other [0]− [c] + [(1− c)−1] [1] 2[∞] + [0]− [c]− [(1 − c−1)−1] [1] or in R5(F )
Similarly, [x] + [x−1] can specialise to [c] + [c−1] for c in F ♭, 2[1] or [0] + [∞].
Therefore R5,2(F (t)) is mapped to the subgroup
R5,2(F ) + 〈[1], [0] + [∞], 3[0]〉+ 〈[c] + [1− c]− [0] with c in F
♭〉
of Z[F ∪ {∞}] = Z[F ♭]⊕ Z[{0, 1,∞}].
Now assume that |F | ≥ 4. If we fix c in F ♭, then CF,c = [c] + [1 − c] in Z[F
♭] is
such that its class modulo R5(F ) is independent of c (see [11, Lemma 1.3] or [12,
VI.5.4]), so we can rewrite this subgroup as
(2.1) R5,2(F ) + 〈[1], [0] + [∞], 3[0]〉+ 〈CF,c − [0]〉 .
We then define spb,c, the specialisation of t to b for this fixed c, as the composition
spb,c : Z[F (t)
♭]→ Z[F ∪ {∞}]→ Z[F ♭]
with the first map induced by evaluation of functions at b, and the second given by
α 7→ α− c1(α)[1] + c0(α)(CF,c − [0])− c∞(α)(CF,c + [∞])
with cx(α) the coefficient of [x] in α. Clearly spb,c maps R2(F (t)) to R2(F ). It
maps R5,2(F (t)) to R5,2(F ) because 3CF,c is in R5,2(F ) (see [11, Lemma 1.4] or [12,
VI.5.4]). Note that we chose the second map such that it induces an isomorphism
(2.2)
Z[F ♭]⊕ Z[{0, 1,∞}]
R5,2(F ) + 〈[1], [0] + [∞], 3[0]〉+ 〈CF,c − [0]〉
≃
→
Z[F ♭]
R5,2(F )
that is independent of the choice of c, and is, in fact, the inverse of the natural map
in the other direction.
The corresponding statements with coefficients A as before also hold. For sim-
plicity, we use the notation spb,c for what technically should be idA ⊗ spb,c.
With more variables it is more complicated. For example, for F (t1, t2) we can
first specialise t1 to b in F (t2) ∪ {∞} (choosing a c in F (t1)
♭), and then t2 in the
result to b′ in F ∪ {∞} (using a c′ in F ♭). In general, for F (t1, . . . , tn) we can
specialise ti to an element b of F (t1, . . . , ti−1, ti+1, . . . , tn) ∪ {∞} under the choice
of a c in F (t1, . . . , ti−1, ti+1, . . . , tn)
♭, and then apply such a procedure again to the
result. In total we can perform n such (one step) specialisations as we run out of
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variables, but we can also choose to perform fewer and keep some of the variables
in the result. If we apply this to an element α of A[F (t1, . . . , tn)
♭] then we call the
result an iterated specialisation of α.
Even if we specialise all ti to elements of F ∪ {∞} the result may depend on the
order, as, e.g., specialising t1 and t2 to 0 in [(t1 + ct2)/(t1 + t2)] for c in F
♭ results
in either [c] or 0. But if P = (b1, . . . , bn) in F
n is such that for each [f ] occurring
in a given α in A[F (t1, . . . , tn)
♭] the function f is defined at P with f(P ) 6= 0, 1,
then for α the order does not matter as the result is the same as simply replacing
all or some of the ti with bi, and we do not even have to deal with [0], [1] or [∞].
In such a situation we can safely write α(b1, . . . , bn) for the result if we specialise
each ti to bi, and use similar notation if we specialise only some of the ti to bi.
Example 2.3. Since we work at the level of generators and not modulo R5,
the results of iterated specialisation can be surprising because of how we deal
with [0] and [∞] in the naive specialisation and the choice of the auxiliary c
involved. For α = [t2] − 2[t] − 2[−t] in Z[F (t)♭] we find sp1,c(α) = −2[−1]
but sp∞,c(α) = 3[c]+3[1−c]. For α = [t1+ t2+ t3] in Z[F (t1, t2, t3)
♭], and specialis-
ing t2 to −t1−t3 with the choice c = t1+t
2
3 in F (t1, t3)
♭, we find [t1+t
2
3]+[1−t1−t
2
3]
in Z[F (t1, t3)
♭]. Doing a further specialisation, with t1 specialising to −t
2
3 and
choosing c′ = t3, we obtain [t3] + [1 − t3] in Z[F (t3)
♭] as an iterated specialisation
of α.
Before we state our results in detail, we emphasise an important consequence for
functional equations. If A is a subgroup of C, k a subfield of C, and α =
∑
j aj [fj] is
in A[k(t1, . . . , tn)
♭], then we write D(α) for
∑
j ajD(fj) and view this as a function
on a suitable Zariski open part of Cn. (We shall tacitly use similar notation for
the Rogers and p-adic dilogarithms later.) If α is in A[k♭] + AR5,2(k(t1, . . . , tn))
then D(α) is constant. Conversely, if D(α) is constant then by Proposition 2.4 there
is an α′ in A[k♭] (e.g., α(P ) for a suitable P in kn) with α−α′ in AR5,2(k(t1, . . . , tn)).
So the proposition implies that
for α in A[k(t1, . . . , tn)
♭], the function D(α) is constant
if and only if α is in A[k♭] +AR5,2(k(t1, . . . , tn)),
which describes precisely all functional equations of D as discussed before. But the
proposition is more precise because, if D(α) is constant, then it specifies one can
use α′ = α(P ) for a suitable P but it also treats any iterated specialisation α′ of α.
Similar descriptions of functional equations for D in other situations follow from
Propositions 2.6 and 2.8 using also D(z) = −D(z) (see Remark 3.15), and for the
dilogarithms of Rogers and Coleman they follow as above from Propositions 2.9
and 2.10.
The propositions also gives information on α in terms its image in a wedge
product, and it is using this that we can deal with more than one variable in a
straightforward way (see Lemma 3.12). For any field F , we let
∧˜
2
F ∗ = F ∗ ⊗Z F
∗/〈(−x)⊗ x with x in F ∗〉
and write x ∧˜ y for the class of x⊗y. We define ∂F : Z[F
♭]→ ∧˜
2
F ∗ by mapping [x]
to x ∧˜ (1 − x). It is easy to check that R5,2(F ) is in the kernel of ∂F . The
inclusion F ∗ → F (t)∗ is split by mapping every monic irreducible in F [t] to 1,
so we may view A ⊗Z ∧˜
2
F ∗ as a subgroup of A ⊗Z ∧˜
2
F (t1, . . . , tn)
∗, and we shall
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therefore often write ∂ for either ∂F or ∂F (t1,...,tn). Moreover, it follows from (3.6)
that if α in A[F (t1, . . . , tn)
♭] is such that ∂(α) is in A⊗Z ∧˜
2
F ∗, then ∂(α) = ∂(α′)
for any iterated specialisation α′ of α.
Proposition 2.4. Let A be a subgroup of C, k a subfield of C, and let t1, . . . , tn
be variables. If α in A[k(t1, . . . , tn)
♭] is such that D(α) is constant on the Zariski
open part of Cn where it is defined, then ∂(α) is in A ⊗Z ∧˜
2
k∗, and α − α′ is
in AR5,2(k(t1, . . . , tn)) for any iterated specialisation α
′ of α. In particular, if P
in kn is such that all functions in α are defined at P with value not equal to 0 or 1,
this holds for α′ = α(P ).
Remark 2.5. Perhaps surprisingly, the functional equation D(z) +D(1 − z) = 0
plays no role in this proposition or the ones below. For simplicity of notation,
we discuss the case A = Z. Our definition of spb,c is such that it removes any
term [c] + [1 − c] in (2.1) that arises by using a naive (one step) specialisation of
any α in R5,2. Also, if we were to start with α = [f ] + [1− f ] for f in k(t1, . . . , tn)
♭
then a (one step) specialisation α˜ = spb,c(α) of α is of the form [g] + [1 − g]
or −2([c] + [1− c]) as the naive specialisation 2[∞] is changed into −2([c] + [1− c])
and [0] + [1] into [c] + [1 − c], so α − α˜ is of the form [f ] + [1 − f ] − [g] − [1 − g]
or [f ] + [1− f ] + 2[c] + 2[1− c]. But as mentioned before, the element [x] + [1− x]
modulo R5 is independent of x, and 3[x] + 3[1 − x] is in R5,2. Hence α − α˜ is
in R5,2. This also applies to the differences at the remaining steps of the iterated
specialisation, and hence to α− α′ by taking a telescoping sum.
That this functional equation plays no role is no coincidence, because it does not
hold for the version of the Rogers dilogarithm that vanishes on R5,2 (see Section 3),
and we adjusted our specialisation to this.
We now consider statements that also involve complex conjugation, correspond-
ing to the functional equation D(z) +D(z) = 0. Because C(z, z) = C(t1, t2) where
we only plug in real t1 and t2 (as real and imaginary parts of z), we first con-
sider k(t1, . . . , tn) with k a subfield of C, and t1, . . . , tn taking values in R. Assum-
ing k is stable under complex conjugation, for f in k(t1, . . . , tn) we let f be the
result obtained by letting complex conjugation act on the coefficients of f , and we
use the same notation for elements of A[k(t1, . . . , tn)
♭] or A⊗Z ∧˜
2
k(t1, . . . , tn)
∗ if A
is a subgroup of C. (Note that we do not let complex conjugation act on A.)
Proposition 2.6. Let A be a subgroup of C, k a subfield of C that is stable under
complex conjugation, and let t1, . . . , tn be variables. If α in A[k(t1, . . . , tn)
♭] is such
that D(α) is constant on the Zariski open part of Rn where it is defined, then ∂(α)
is the sum of an element in A⊗Z ∧˜
2
k(t1, . . . , tn)
∗ that is invariant under complex
conjugation, and an element of A⊗Z ∧˜
2
k∗. The difference between α−α and any of
its iterated specialisations (e.g., the evaluation at a point in kn where all functions
in α and α are defined with value not equal to 0 or 1) is in R5,2(k(t1, . . . , tn)).
Remark 2.7. The iterated specialisation of α− α is not necessarily anti-invariant
under complex conjugation. But it is if at every step one uses spb,c with b and c
invariant under complex conjugation as it commutes with complex conjugation.
In the next proposition we consider functions in complex variables and their con-
jugates, for which we write z1, z1, . . . , zn, zn. The functions given by polynomial
expressions have the structure of a polynomial ring in 2n variables (see Section 3),
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with a matching field of fractions, but as we can specialise only n variables in-
dependently we limit the type of specialisation. In the statement below complex
conjugation acts on the variables and on the subfield k of C, but again not on the
subgroup A of C.
Proposition 2.8. Let A be a subgroup of C, k a subfield of C that is stable under
complex conjugation, and let z1, . . . , zn be variables. If α in A[k(z1, z1, . . . , zn, zn)
♭]
is such that D(α) is constant on the Zariski open part of Cn where it is defined,
then ∂(α − α) is in A ⊗Z ∧˜
2
k∗. For any point P where all the functions involved
in α are defined with value not equal to 0 or 1, we have that α− α− α(P ) + α(P )
is in R5,2(k(z1, z1, . . . , zn, zn).
We now introduce the Rogers dilogarithm L on R♭, for which we follow [14, p.23].
With Li2(x) =
∑∞
n=1 x
n/n2 for |x| ≤ 1, we let L(x) = Li2(x) +
1
2 log(x) log(1 − x)
for 0 < x < 1, L(x) = π
2
3 −L(x
−1) for x > 1 and L(x) = −L(1−(1−x)−1) if x < 0.
Then dL(x) = 12 log |x| d log |1 − x| −
1
2 log |1 − x| d log |x| for all x in R
♭. It can
be extended to a continuous function on R by L(0) = 0 and L(1) = π
2
6 . We can
view the values in R/π
2
2 Z, giving a function L with better functional equations,
and which extends to a continuous function on P1
R
by L(∞) = −l with l the class
of π
2
6 . The map it induces does not vanish on the subgroup in (2.1), but using the
function RL(x) = L(x)− l instead (cf. [7, Definition 2.1], [8, p.188], [5, p.646]) does
give such a map (see Section 3). Note that in the next proposition the values are
in RA/π
2
2 A ⊆ C/
π2
2 A.
Proposition 2.9. Let A be a subgroup of C, k a subfield of R, and let t1, . . . , tn
be variables. If α in A[k(t1, . . . , tn)
♭] is such that RL(α) is constant on the Zariski
open part of Rn where it is defined, then ∂(α) is in A ⊗Z ∧˜
2
k∗, and α − α′ is
in AR5,2(k(t1, . . . , tn)) for any iterated specialisation α
′ of α. In particular, if P
in kn is such that all functions in α are defined at P with value not equal to 0 or 1,
this holds for α′ = α(P ).
We now move on to Coleman’s p-adic dilogarithm. For this, we fix a branch
of the p-adic logarithm, i.e., a homomorphism logp : C
∗
p → Cp that around 1 is
given by the usual power series. Such a branch is determined by choosing logp(p)
in Cp. Letting Lip,2(z) =
∑∞
n=1 z
n/n2 for z in Cp for |z|p < 1, Coleman [4] uses
the action of Frobenius to extend Dp(z) = Lip,2(z)+
1
2 logp(z) logp(1−z) to a func-
tion on C♭p that around every point can be written as a convergent power series,
but its values may depend on the chosen branch of logp. (The precise depen-
dency on the branch is given in the proof of Proposition 2.10 in Section 2.) One
has dDp(z) =
1
2 logp(z) d logp(1 − z) −
1
2 logp(1 − z) d logp(z) on C
♭
p, and Dp(z)
satisfies the functional equations corresponding to R5 and R2 (see Section 3).
Proposition 2.10. Let A be a subgroup of Cp, k a subfield of Cp, and let t1, . . . , tn
be variables. If α in A[k(t1, . . . , tn)
♭] is such that Dp(α) is constant on the Zariski
open part of Cnp where it is defined, then ∂(α) is in A ⊗Z ∧˜
2
k∗, and α − α′ is
in AR5,2(k(t1, . . . , tn)) for any iterated specialisation α
′ of α. In particular, if P
in kn is such that all functions in α are defined at P with value not equal to 0 or 1,
this holds for α′ = α(P ). Moreover, if D◦p is the result of using the branch log
◦
p of
the logarithm, for any α in A[k(t1, . . . , tn)
♭], the difference D◦p(α) −Dp(α) can be
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computed from ∂(α) by mapping a⊗ (f ∧˜ g) to
a
log◦p(p)− logp(p)
2
(
vp(f) logp(g)− vp(g) logp(f)
)
,
for vp the valuation on C
∗
p with vp(p) = 1, where vp(f) logp(g) − vp(g) logp(f) is
independent of the branch of the logarithm used in it. In particular, if Dp(α) is
constant for one branch, then it is constant for every branch, and this gives an
explicit method of computing the difference between the constants.
3. The proofs
We begin with recalling various definitions and results from [11] for infinite fields,
which were extended to fields with at least 4 elements in [12, VI.5].
For any field F , we define the pre-Bloch group p(F ) = Z[F ♭]/R5(F ) and
δF : Z[F
♭]→ (F ∗ ⊗ F ∗)σ
[x] 7→ x
σ
⊗ (1 − x) ,
where
(F ∗ ⊗ F ∗)σ =
F ∗ ⊗Z F
∗
〈x⊗ y + y ⊗ x with x, y in F ∗〉
,
and we write y
σ
⊗z for the class in the quotient of an element y⊗z. As δF (R5(F )) = 0,
we can define the Bloch group B(F ) = ker(δF )/R5(F ) of F inside p(F ).
Suslin was interested in its relation to K3(F )
ind = K3(F )/K
M
3 (F ) with K
M
3 (F )
the third Milnor K-group of F , which injects into K3(F ) (see [12, VI.4.3.2]). He
proved [11, Theorem 5.2] that there is a short exact sequence, natural in F ,
(3.1) 0→ Tor(F ∗, F ∗)∼ → K3(F )
ind → B(F )→ 0
if F is infinite, with Tor(F ∗, F ∗)∼ the unique non-trivial extension of Tor(F ∗, F ∗)
by Z/2Z if the characteristic of F is not 2 and Tor(F ∗, F ∗) if it is. Weibel
showed (3.1) also exists if |F | ≥ 4 (see [12, VI.5.2]).
Our main interest is the following consequence.
Proposition 3.2. If |F | ≥ 4, and t is a variable, then the map B(F ) → B(F (t))
is an isomorphism.
Proof. This is stated (without proof) as Corollary 5.6 in [11] if F is infinite. It can
be obtained by mapping the sequence (3.1) for F with |F | ≥ 4 to that of F (t), and
using Tor(F ∗, F ∗) = Tor(F (t)∗, F (t)∗) as well as K3(F )
ind ≃→ K3(F (t))
ind for any
field F . The latter isomorphism follows from mapping the short exact sequence
0 → KM3 (F ) → K
M
3 (F (t)) →
∐
P K
M
2 (F [t]/P ) → 0 (see [12, V6.7.1]) to the short
exact sequence 0 → K3(F ) → K3(F (t)) →
∐
P K2(F [t]/P ) → 0 (see [12, III.7.4])
because KM2 and K2 of a field coincide. In both sequences P runs through the
maximal ideals of F [t]. 
It follows from Proposition 3.2 that for |F | ≥ 4 and α(t) in the kernel of δF (t),
there exists α˜ in the kernel of δF with α(t)− α˜ in R5(F (t)). If F is infinite then for
a given α there exist b in F ♭ such that evaluating everything at t = b shows α(b)− α˜
is in R5(F ), so the class of α(b) in B(F ) maps to the class of α in B(F (t)). This is
unsatisfactory because b may have to depend on α, so this does not give a uniform
map that induces the inverse of the isomorphism in Proposition 3.2, and it may fail
completely if F is finite.
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If |F | ≥ 4, then applying spb,c as in Section 2 for b in F ∪ {∞} and c in F
♭
to Z[F (t)♭] maps R5,2(F (t)) to R5,2(F ). So we make the following definition, which
is similar to but different from one in [3, §3.3].
Definition 3.3. For any field F , we let p˜(F ) = Z[F ♭]/R5,2(F ).
Then ∧˜
2
F ∗ as defined in Section 2 is a quotient of (F ∗⊗F ∗)σ, p˜(F ) is a quotient
of p(F ), and the map δF induces ∂F : Z[F
♭] → ∧˜
2
F ∗ as introduced in Section 2,
mapping [x] to x ∧˜ (1 − x). As ∂F (R2(F )) = 0, we can define the modified Bloch
group B˜(F ) = ker(∂F )/R5,2(F ) inside p˜(F ). We then have the following analogue
of Proposition 3.2.
Proposition 3.4. If |F | ≥ 4, and t is a variable, then the map B˜(F ) → B˜(F (t))
is an isomorphism.
Proof. The class CF in p(F ) of any CF,c is independent of c in F
♭ because |F | ≥ 4.
One shows as in the proof of [3, Theorem 3.23] that B˜(F ) = B(F )/〈3CF 〉 by replac-
ing p(F )/〈CF 〉 with p(F )/〈3CF 〉 and p(F ) with p˜(F ) in the diagram preceding the
theorem of loc. cit., using that 3CF,c is in R5,2(F ). (One can relax the assumption
that F is infinite in loc. cit. to |F | ≥ 4 by following [12, VI.5] instead of [11] for the
set-up and the proof.) The proposition then follows from Proposition 3.2 as CF
in B(F ) maps to CF (t) in B(F (t)). 
If |F | ≥ 4, and α in Z[F (t)♭] satisfies ∂F (t)(α) = 0, then by Proposition 3.4 there
exists α˜ in Z[F ♭] with ∂F (α˜) = 0 and α − α˜ in R5,2(F (t)). Applying any spb,c we
find spb,c(α) − α˜ is in R5,2(F ), so that spb,c(α) is in the kernel of ∂F . (This also
follows in an elementary way from (3.6) below.) Hence spb,c always induces the
inverse of the isomorphism in Proposition 3.4.
Now let A be any torsion-free additive group. We noted in Section 2 that ten-
soring with A over Z is exact, hence tensoring ∂F : Z[F
♭] → ∧˜
2
F ∗ with A over Z
shows that ker(idA⊗∂F ) = A⊗Z ker(∂F ). So if |F | ≥ 4, then from the isomorphism
ker(Z[F ♭]→ ∧˜
2
F ∗)
R5,2(F )
→
ker(Z[F (t)♭]→ ∧˜
2
F (t)∗)
R5,2(F (t))
in Proposition 3.4 we obtain an isomorphism
(3.5)
ker(A[F ♭]→ A⊗Z ∧˜
2
F ∗)
AR5,2(F )
→
ker(A[F (t)♭]→ A⊗Z ∧˜
2
F (t)∗)
AR5,2(F (t))
,
for which the inverse is still given by (the map induced by) spb,c for any b in F∪{∞}
and c in F ♭. In order to simplify notation, we suppress idA from the notation,
writing simply ∂F or ∂F (t), etc.
We now relate spb,c, ∂F and ∂F (t). From a local parameter pib at b of P
1
F we
obtain a homomorphism from F (t)∗ to F ∗ by mapping f(t) to pi
−ordb(f(t))
b f(t)|t=b.
It induces a homomorphism spπb : ∧˜
2
F (t)∗ → ∧˜
2
F ∗ that depends on the choice
of pib, but the diagram
Z[F (t)♭]
∂F (t)
//
spb,c

∧˜
2
F (t)∗
sppib

Z[F ♭]
∂F
// ∧˜
2
F ∗
(3.6)
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always commutes. (Note that ∂F ([c] + [1− c]) = 0.)
Lemma 3.7. Let α be in A[F (t1, . . . , tn)
♭] with n ≥ 1 and |F | ≥ 4. Suppose that
∂(α) is in A ⊗Z ∧˜
2
F ∗. Then α − α′ is in AR5,2(F (t1, . . . , tn)) for any iterated
specialisation α′ of α. Moreover, α′ − α′′ is in AR5,2(F (t1, . . . , tm)) if α
′ and α′′
are iterated specialisations of α to F (t1, . . . , tm) with 0 ≤ m < n.
Proof. First assume n = 1. If α in A[F (t)♭] has ∂(α) in A⊗Z ∧˜
2
F ∗, then α−spb,c(α)
is in ker(∂) for any b in F ∪ {∞} and c in F ♭ by the commutativity of (3.6). It
follows from (3.5) that α − spb,c(α) is in AR5,2(F (t)) because spb,c induces the
inverse isomorphism. For n ≥ 2 one applies this at every step of the iterated
specialisation and takes a telescoping sum of such differences α−spb,cα. For the last
statement, one now has α′−α′′ in AR5,2(F (t1, . . . , tn)), and iterated specialisation
to F (t1, . . . , tm) maps this to AR5,2(F (t1, . . . , tm)) without changing α
′ or α′′. 
Example 3.8. If ∂(α) = 0 in Lemma 3.7, and P in Fn is such that all functions
involved in α are defined at P with value not equal to 0 or 1, then α − α(P )
is in AR5,2(F (t1, . . . , tn)) and ∂(α(P )) = 0. So α(P ) represents the class in the
left-hand side of (3.5) that maps the class of α under iterations of the map in (3.5).
We need more ingredients for our proofs. Let F be any field. For each valua-
tion v : F ∗ → Z with residue field κv, we define the homomorphism Tv : ∧˜
2
F ∗ → κ∗v
by mapping f ∧˜ g to the class of (−1)v(f)v(g)fv(g)g−v(f). It is well-known (and eas-
ily checked) that it is trivial on the image of ∂. For two such valuations w and w˜
we define Tw,w˜ : ∧˜
2
F ∗ → Z by mapping f ∧˜ g to w(f)w˜(g)− w˜(f)w(g).
If t1, . . . , tn are variables, and A is any additive group, we already noticed in
Section 2 that A ⊗Z ∧˜
2
F ∗ injects into A ⊗Z ∧˜
2
F (t1, . . . , tn)
∗. If A is also torsion-
free, then inside A⊗Z ∧˜
2
F (t1, . . . , tn) we have
A⊗Z ∧˜
2
F ∗ =
⋂
v
ker(idA ⊗ Tv) ∩
⋂
w,w˜
ker(idA ⊗ Tw,w˜)
where v and the w 6= w˜ run through the valuations associated to the irreducibles
of F [t1, . . . , tn]. More precisely, if we choose representatives of those irreducibles
up to association, then any element of A⊗Z ∧˜
2
F (t1, . . . , tn)
∗ can be written as
(3.9) β1 + β2 + β3
with β1 a sum of terms a⊗(p ∧˜ q) with p, q among the chosen irreducibles, and p 6= q
as p ∧˜ p = p ∧˜ (−1), β2 a sum of terms a
′ ⊗ (p ∧˜ c) with p a chosen irreducible
and c in F ∗, and β3 in A ⊗Z ∧˜
2
F ∗. Then idA ⊗ Tw,w˜ for w and w˜ the valuations
corresponding to p 6= q maps a ⊗ (p ∧˜ q) + b ⊗ (q ∧˜ p) to a − b and is trivial
on all other terms in (3.9), which shows that β1 is unique. For the valuation v
corresponding to p, note that A ⊗Z F
∗ injects into A ⊗Z κ
∗
v because A is torsion-
free. As the contribution
∑
i ap,i ⊗ (p ∧˜ ci) to β2 for p is mapped under idA ⊗ Tv
to
∑
i ap,i ⊗ ci, and this map is trivial on all other terms in β2 as well as on β3, we
see β2 is unique as well. The same then holds for β3.
Because each Tv is trivial on the image of ∂, we also have
(3.10) im(idA ⊗ ∂F (t1,...,tn)) ∩
⋂
w,w˜
ker(idA ⊗ Tw,w˜) ⊆ A⊗Z ∧˜
2
F ∗ .
Remark 3.11. In the above we used p ∧˜ p = p ∧˜ (−1), whereas in Suslin’s
construction one has 2(p
σ
⊗ p) = 0. This detail, which corresponds to using R5,2
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instead of R5, allows us to avoid a multiplication by 2 in the statements of the
propositions in Section 2.
For dealing with more than one variable in our proofs, we shall use the following.
Lemma 3.12. Let A be an additive torsion-free group, F˜ an infinite subfield of
the field F , and t1, . . . , tn variables with n ≥ 2. Suppose that α in A[F (t1, . . . , tn)
♭]
under ∂ is not mapped into A⊗Z ∧˜
2
F ∗. Then there exists P = (b1, . . . , bn) in F˜
n,
and an index l in {1, . . . , n}, such that all functions involved in α are defined at P
with value not equal to 0 or 1, and α(b1, . . . , bl−1, tl, bl+1, . . . , bn) under ∂ is not
mapped into A⊗Z ∧˜
2
F ∗.
Proof. If ∂(α) is in the kernel of idA⊗Tw,w˜ for all w 6= w˜ associated to irreducibles
in k[t1, . . . , tn] with degtn positive, then it is in A ⊗Z ∧˜
2
F (t1, . . . , tn−1)
∗ by (3.10)
with F and F (t1, . . . , tn) replaced with F (t1, . . . , tn−1) and F (t1, . . . , tn−1)(tn) re-
spectively. Therefore replacing α with sp0,c(α), where we specialise tn to 0 and c
is in F ♭, does not change the image under ∂ but reduces the number of variables
in α. Continuing this way, we find an index l for which there are two non-associate
irreducible p and q in F [t1, . . . , tl] with deg tl positive and for which the associated
valuations w and w˜ give (idA⊗Tw,w˜)(∂(α)) 6= 0. We emphasise this also applies to
the original ∂(α) as it did not change under the specialisations.
Returning to our original α, we shall assume l = n for notational simplicity.
Choose finitely many non-associate irreducibles pj in F [t1, . . . , tn] that represent
all the irreducible factors of the numerators and denominators of f and 1 − f for
the elements [f ] that are used in α, so that we can express ∂(α) as in (3.9) using
only those pj and elements of F
∗.
Using that F˜ is infinite, now choose P = (b1, . . . , bn) in F˜
n such that:
• pj(P ) 6= 0 for all pj ;
• degtn(pj(b1, . . . , bn−1, tn)) = degtn(pj) if degtn(pj) is positive;
• for each pj 6= pj′ with degtn(pj) and degtn(pj′) both positive, the resultant
Restn(pj , pj′), which is non-zero in F [t1, . . . , tn−1], does not evaluate to zero
at b1, . . . , bn−1.
The first condition implies that all functions involved in α are defined at P with
value not equal to 0 or 1. The second condition means that computing the resul-
tant in the third commutes with specialising t1, . . . , tn−1. Combined, they imply
that for pj 6= pj′ with deg(tn)(pj) and degtn(pj′ ) both positive, pj(b1, . . . , bn−1, tn)
and pj′ (b1, . . . , bn−1, tn) are not units and relatively prime in F [tn]. So, for every pj
with degtn(pj) > 0 there is an irreducible pj in F [tn] dividing pj(b1, . . . , bn−1, tn)
but no pj′(b1, . . . , bn−1, tn) if pj′ 6= pj .
Let p and q in F [tn] be such irreducibles for the irreducibles p and q in F [t1, . . . , tn]
that correspond to the w and w˜ we found above. Let mp be the multiplicity of p
in p(b1, . . . , bn−1, tn) and mq the multiplicity of q in q(b1, . . . , bn−1, tn). If w
′ and w˜′
are the valuations of F (tn) corresponding to p and q, then
(idA ⊗ Tw′,w˜′)(∂(α(b1, . . . , bn−1, tn))) = mpmq(idA ⊗ Tw,w˜)(∂(α)) 6= 0
in A because it is torsion-free. Hence ∂(α(b1, . . . , bn−1, tn)) is not in A⊗Z ∧˜
2
F ∗. 
We can now give the proofs of the propositions in Section 2. Except for Proposi-
tion 2.8, the proof proceeds by showing that the dilogarithm involved being constant
on α implies (idA⊗∂)(α) is in A⊗Z ∧˜
2
k∗ in the case of one variable by using (3.10),
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then invoking Lemma 3.12 to deduce this for two or more variables, and finally ap-
plying Lemma 3.7. The first step depends on the specific dilogarithm involved, the
last two steps barely or not at all. Proposition 2.8 is proved in a different way
because one cannot specialise a complex variable and its conjugate independently.
For Proposition 2.4 we note ∂∂zD(z) =
1
2i(log |z|
∂
∂z log(1−z)−log |1−z|
∂
∂z log(z)).
So, for α in A[k(t)♭], we can obtain ∂
∂t
D(α) by first computing ∂(α) in A⊗Z ∧˜
2
k(z)∗,
and then applying to it the map that maps a⊗ (f ∧˜ g) to
a
2i
(log |f |
∂
∂t
log(g)− log |g|
∂
∂t
log(f)) =
a
2i
(log |f |
g′
g
− log |g|
f ′
f
) .
In order to get cleaner expressions, we shall use the scaled version 2i ∂
∂t
D(α) instead.
Proof of Proposition 2.4. We first let n = 1 and write t for t1. Choosing the monic
irreducibles in k[t], we write ∂(α) = β1+β2+β3 as in (3.9). Let z = t− γ with γ a
root in C of (exactly) one monic irreducible p(t). The contribution to 2i ∂∂tD(α) of a
term in ∂(α) has its expansion around γ in C[[z, z]], except for
∑
j aj⊗(p(t) ∧˜ qj(t))
with qj(t) 6= p(t) monic irreducible, from β1, and
∑
j a
′
j⊗(p(t) ∧˜ cj), from β2. They
give ∑
j
aj log |p(t)|
q′j(t)
qj(t)
−
∑
j
aj log |qj(t)|
p′(t)
p(t)
−
∑
j
a′j log |cj |
p′(t)
p(t)
.
The expansion of the first term here is the sum of
∑
j aj log |z|
q′j(z+γ)
qj(z+γ)
and an
element of C[[z, z]], the other two terms have expansions in z−1C[[z, z]]. Be-
cause log |z|C[[z]]∩z−1C[[z, z]] = 0, and ∂
∂t
D(α) = 0 we see that
∑
j aj
q′j(z+γ)
qj(z+γ)
= 0,
hence all aj are zero because the qj(t) have no common zeroes. Applying this to
all p(t) gives β1 = 0, so that ∂(α) is in A⊗Z ∧˜
2
k∗ by (3.10).
For n > 1 we proceed by contradiction. If ∂(α) is not in A ⊗Z ∧˜
2
k∗, then by
Lemma 3.12 there is an index l and a point P = (b1, . . . , bn) in k
n such that on one
hand specialising all tj for j 6= l to bj in α gives an element α
′ of A[k(tl)
♭] with ∂(α′)
not in A⊗Z ∧˜
2
k∗, but on the other hand D(α′) is constant and defined on a Zariski
open part of {b1} × · · · × {bl−1} × k × {bl+1} × · · · × {bn} by our choice of P as it
is the restriction of D(α) to this subset of kn. This contradicts the case n = 1.
Because ∂(α) is in A ⊗Z ∧˜
2
k∗ for all n ≥ 1 by the above, we can now apply
Lemma 3.7 for the statement about iterated specialisations. As explained before
Example 2.3, using a point at which all functions in α are defined with value not
equal to 0 or 1 is just a special case of this. 
Remark 3.13. Let A = Z, and take f in k(t1, . . . , tn) \ k such that cf for c
in k∗ is never a square. If α = [f ] + [f−1], then α − α′ is in R2 for any n-step
iterated specialisation α′, but it is not in R5 as it is not in the kernel of Suslin’s
map δk(t1,...,tn) (see the proof of Proposition 3.4). Thus Proposition 2.4 seems sharp.
Similar considerations apply to Propositions 2.9 and Proposition 2.10.
Proof of Proposition 2.6. We first take n = 1 and again write t for t1. We compute
a scaled version of ddtD(α) using the observation before the proof of Proposition 2.4.
Any term a⊗ (f(t) ∧˜ g(t)) in ∂(α) then contributes
(3.14) a log(f(t)f(t))
(g′(t)
g(t)
−
g′(t)
g(t)
)
− a log(g(t)g(t))
(f ′(t)
f(t)
−
f
′
(t)
f(t)
)
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because t is real. Therefore ddtD(α) is the restriction to a Zariski open part of R of
a holomorphic function on the complement in C of several vertically downward cuts
that make all logarithms involved single-valued and remove any poles. Because it is
identically zero on an open interval in R, the same holds on this complement in C.
Our argument below will be on the monodromy of (3.14) around roots of f(t)f(t)
and g(t)g(t).
We choose the monic irreducibles in k[t] and write ∂(α) = β1 + β2 + β3 as
in (3.9). If p(t) and p(t) are associate monic irreducibles then they are equal,
so this decomposition is compatible with complex conjugation. For two monic
irreducibles p(t) 6= q(t) we consider, because of (3.14), the terms of β1 that contain
exactly two of p(t), q(t), p(t) and q(t), which can give the following types.
• a⊗ (p(t) ∧˜ p(t)) with p(t) 6= p(t). It contributes 2a log(p(t)p(t))
( p′(t)
p(t) −
p′(t)
p(t)
)
in (3.14), with monodromy around a root of p(t) proportional to 2a
(p′(t)
p(t) −
p′(t)
p(t)
)
.
As this cannot can from any other term in ∂(α), it follows that a = 0.
• a ⊗ (p(t) ∧˜ q(t)) with p(t) = p(t) and q(t) = q(t), which is invariant under
complex conjugation.
• a ⊗ (p(t) ∧˜ q(t)) + a′ ⊗ (p(t) ∧˜ q(t)) where p(t) = p(t) but q(t) 6= q(t). From
the monodromy around a root of p(t) we find a = a′, so that it is invariant under
complex conjugation.
• a ⊗ (p(t) ∧˜ q(t)) + a′ ⊗ (p(t) ∧˜ q(t)) + b ⊗ (p(t) ∧˜ q(t)) + b′ ⊗ (p(t) ∧˜ q(t))
with p(t) 6= p(t) and q(t) 6= q(t). From the monodromy around a root of p(t)
we find that a − a′ + b − b′ = 0 and from the monodromy around a root of q(t)
that a+ a′ − b − b′ = 0. Therefore a = b′ and a′ = b, and the sum is invariant.
This shows that β1 = β1. Then β2−β2+β3−β3 is the decomposition of ∂(α−α),
and it follows from (3.10) and the discussion of (3.9) that β2 = β2.
Now take n > 1. When choosing irreducibles up to association in k[t1, . . . , tn], we
can again assume that if p and p are associate then p = p by scaling a coefficient to 1.
Then the decomposition in (3.9) is again compatible with complex conjugation, so
if ∂(α) = β1+β2+β3 then ∂(α−α) = (β1−β1)+ (β2−β2)+ (β3−β3). If β1 = β1
then β2 = β2 by (3.10) and we are done.
To rule out β1 6= β1 we proceed by contradiction. If β1 − β1 6= 0 then ∂(α− α)
is not in A ⊗Z ∧˜
2
k∗. Using Lemma 3.12 we can find a point P = (b1, . . . , bn)
in kn∩Rn and an index l such that, with α1 the partial specialisation of α obtained
by specialising tj to bj for j 6= l and α
′
1 similarly obtained from α, ∂(α1−α
′
1) is not
in A⊗Z ∧˜
2
k∗ but D(α1−α
′
1) is constant as it is the restriction of D(α−α) = 2D(α).
From P = P we have α′1 = α1, so that D(α1) =
1
2D(α1 − α1) is constant on the
Zariski open part of R where it is defined but ∂(α1−α1) is not in A⊗Z ∧˜
2
k∗, which
contradicts the case n = 1.
We now know that ∂(α−α) = β3−β3 is in A⊗Z ∧˜
2
k∗ for all n ≥ 1, so, as in the
proof of Proposition 2.4, the statement about iterated specialisations follows from
Lemma 3.7. 
We move on to the proof of Proposition 2.8. For k a subfield of C, the ring
of functions on Cn given by elements of k[z1, z1, . . . , zn, zn] is isomorphic to the
polynomial ring k[s1, . . . , s2n] by mapping s2j−1 to zj and s2j to zj . (This is an
injection as it is injective on k[z1, . . . , zn], and if any zj were to occur in an element
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of the kernel then one gets a contradiction by taking one with degzj minimal and
applying ∂
∂zj
to it.)
Proof of Proposition 2.8. If k contains i, then letting zj correspond to s2j−1 + is2j
and zj to s2j−1−is2j gives an isomorphism k[s1, . . . , s2n]→ k[z1, z1, . . . , zn, zn] that
is compatible with the complex conjugations on either side. From Proposition 2.6
we know that ∂(α) is the sum of an element in A⊗Z ∧˜
2
k(z1, z1, . . . , zn, zn)
∗ that is
invariant under complex conjugation, and an element in A⊗Z ∧˜
2
k∗. So ∂(α−α) is
in A⊗Z ∧˜
2
k∗.
If i is not in k, then for the isomorphism k(z1, z1, . . . , zn, zn) → k(s1, . . . , s2n)
in the discussion just before this proof, the image of ∂(α− α) in ∧˜
2
k(s1, . . . , s2n)
∗
equals β1 + β2 + β3 as in (3.9) for some choice of irreducibles of k[s1, . . . , s2n] up
to association. The isomorphism is compatible with extending k to k(i), and one
can get a corresponding decomposition β′1+ β
′
2+ β
′
3 from β1+ β2+ β3 by making a
choice of irreducibles up to association for k(i)[s1, . . . , s2n], factorising the chosen
irreducibles for k[s1, . . . , s2n] into those, and some rewriting. We already know
that β′1 = β
′
2 = 0 and considering how an irreducible in k[s1, . . . , s2n] can factorise
after extending k to k(i) one sees that β1 = 0. It then follows from (3.10) that β2 = 0
as well, which proves what we want.
For the point P = (b1, . . . , bn) in k
n, we notice that the assumptions are such
that for every [f ] involved in α, the irreducibles in the numerators and denom-
inator of f and 1 − f in lowest terms are non-zero at P , hence α(P ) − α(P ) is
obtained by evaluating the functions at P . Under the isomorphism of the field
with k(s1, . . . , s2n) in the discussion just before the beginning of this proof, this
corresponds to an iterated specialisation that specialises all s2j−1 to bj and all s2j
to bj . So it follows from Lemma 3.7 and this isomorphism that α−α−α(P )+α(P )
is in AR5,2(k(z1, z1, . . . , zn, zn)). 
Remark 3.15. In the context of Proposition 2.6, let
Rcc(k(t1, . . . , tn)) = 〈[f ] + [f ] with f in k(t1, . . . , tn)
♭〉
in Z[k(t1, . . . , tn)
♭] be the subgroup of relations corresponding to the functional
equation D(z) + D(z) = 0 involving complex conjugation. From the proposition
we see that if D(α) is constant, then 2(α− α′) is in AR5,2 +ARcc for any iterated
specialisation α′ of α that commutes with complex conjugation (see Remark 2.7).
But α − α′ may not be in there. For example, let n = 1, A = Z, k any subfield
of R, and α = [t]. Then D(α) = 0 on R♭, α′ = [c], 0 or [c] + [1− c] or −[c]− [1− c]
for some c in k♭, so α−α′ is not in R5,2+Rcc as ∂(R5,2+Rcc) = ∂(Rcc) is mapped
to 2Z under any Tw,w˜ for valuations w and w˜ corresponding to irreducibles of k[t]
since f = f , but ∂(α−α′) is mapped to 1 if we let w correspond to t and w˜ to t−1.
Thus Proposition 2.6 and this consequence involving Rcc both seem sharp.
Similar considerations apply to Proposition 2.8 with the same n, A and k,
and α = [z + z]. Then α(P ) = [c] for c in k♭, and α − α(P ) is not in R5,2 + Rcc
as one can see using the isomorphism k(z, z) ≃ k(s1, s2) and considering valuations
corresponding to irreducibles in k[s1, s2] that are symmetric in s1 and s2.
Before proving Proposition 2.9, we discuss some functional equations of L andRL.
As stated on [14, p.23], for L we have L(x) +L(1− x) = l and L(x) +L(x−1) = −l
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for x in P1
R
, and
L
( 1− x
1− xy
)
+ L(x) + L(1− xy) + L(y) + L
( 1− y
1− xy
)
= 0
for x and y in P1
R
×P1
R
\{(1, 1), (∞, 0), (0,∞)}, so that it does not vanish on R2. (The
arguments f1, . . . , f5 in this order satisfy fi−1fi+1+ fi = 1 with indices modulo 5.)
But the map induced by RL(x) = L(x) − l vanishes even on the larger subgroup
of Z[R ∪ {∞}] in (2.1) because we have (cf. [11])
• RL(x) +RL(1− x) + l = 0 for x in R♭;
• RL(x) +RL(x−1) = 0 for x in R♭;
• RL(x)−RL(y) +RL( yx ) +RL(
1−x
1−y )−RL(
1−x−1
1−y−1 ) = 0 for x 6= y in R
♭.
The last identity can be deduced from those for L by using
[x−1]− [y] + [xy] +
[1− x−1
1− y
]
−
[ 1− x
1− y−1
]
= −[x]− [y]− [1− xy]−
[ 1− x
1− xy
]
−
[ 1− y
1− xy
]
+ ([x] + [x−1]) + ([xy] + [1− xy])
+
([1− x−1
1− y
]
+
[ 1− y
1− x−1
])
−
([ 1− y
1− x−1
]
+
[
1−
1− y
1− x−1
])
+
([1− xy
1− x
]
+
[ 1− x
1− xy
])
−
([ 1− x
1− y−1
]
+
[
1−
1− x
1− y−1
])
+
([1− xy
1− y
]
+
[ 1− y
1− xy
])
because 1− 1−y1−x−1 =
1−xy
1−x and 1−
1−x
1−y−1 =
1−xy
1−y , and replacing x with x
−1.
Proof of Proposition 2.9. Locally on R♭ we can lift RL(x) from R/π
2
2 Z to R and
then differentiate, which gives RL
′
(x) = 12 log |x| d log |1−x|−
1
2 log |1−x| d log |x|.
Applying the same principle to any RL(α) for α in A[k(t)♭], with values in C/π
2
2 A,
we get the result also by first computing ∂(α) in A⊗Z ∧˜
2
k(t)∗, and then applying to
it the map that maps a⊗ (f ∧˜ g) to a4 (log(f
2) g
′
g − log(g
2) f
′
f ) because f(t) and g(t)
take values in R. For n = 1, the statement about ∂(α) being in A⊗Z ∧˜
2
k∗ is then
proved using a monodromy argument on the complement in C of suitable cuts,
similar to (but simpler than) what was given in the proof of Proposition 2.6. The
corresponding statement for n > 1, and the final statement of the proposition, are
again proved using Lemma 3.12 and Lemma 3.7. 
Before proving Proposition 2.10, we discuss that Dp vanishes on R5,2. From
[4, Proposition 6.4] we have Dp(z) + Dp(z
−1) = 0, so that vanishes on R2. (It
also satisfies Dp(z) + Dp(1 − z) = 0 but we shall not need this.) Also, from [4,
Corollary 6.5b] we have, with corrected signs, that
Dp(xy) = Dp(x) +Dp(y) +Dp
( x
x− 1
(1 − y)
)
+Dp
( y
y − 1
(1− x)
)
.
Replacing x with x−1 and using the first of the functional equations above gives
that Dp vanishes also on R5.
Proof of Proposition 2.10. Let n = 1 and write t for t1. Because
dDp(z) =
1
2
logp(z) d logp(1− z)−
1
2
logp(1− z) d logp(z)
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we can compute ddzDp(α) by first computing ∂(α), and then mapping a⊗ (f ∧˜ g)
to a2 (logp(f)
g′
g
− logp(g)
f ′
f
). We write ∂(α) = β1+β2+β3 as in (3.9), choosing the
monic irreducibles in k[t]. Fix a root γ in Cp of such a monic p(t), and let z = t−γ.
The contribution to 2D′p(α) of a term in ∂(α) has its expansion around γ in Cp[[z]],
except for the terms
∑
j aj ⊗ (p(t) ∧˜ qj(t)) with qj(t) 6= p(t) monic irreducible,
from β1, and
∑
j a
′
j ⊗ (p(t) ∧˜ cj), from β2. They give
∑
j
aj logp(p(t))
q′j(t)
qj(t)
−
∑
j
aj logp(qj(t))
p′(t)
p(t)
−
∑
j
a′j logp(cj)
p′(t)
p(t)
.
The expansion of the first term is the sum of
∑
j aj
q′j(t)
qj(t)
log(z) and an element
of C[[z]], the other two have expansions in z−1C[[z]]. As logp(z) has derivative z
−1,
it is not in Cp((z)), so logp(z)Cp[[z]]∩z
−1
Cp[[z]] = 0 (cf. [4, p.182]). It then follows
from 2D′p(α) = 0 that
∑
j aj
q′j(z+γ)
qj(z+γ)
= 0, hence all aj are zero because the qj(t)
have no common zeroes. Applying this to all p(t) gives β1 = 0, so that ∂(α) is
in A⊗Z ∧˜
2
k∗ by (3.10).
For n ≥ 2 one again deduces that ∂(α) is in A ⊗Z ∧˜
2
k∗ from the case n = 1 by
using Lemma 3.12, and Lemma 3.7 gives the result on iterated specialisations.
For the dependency on the branch, first note that log◦p(z) − logp(z) = ∆vp(z)
for ∆ = log◦p(p) − logp(p). Therefore vp(f) logp(g) − vp(g) logp(f) for non-zero f
and g is independent of the branch of the logarithm used in it.
We also have Li◦p,2(z)− Lip,2(z) = −
∆
2 vp(1− z)(log
◦
p(z) + logp(z)) by [1, Propo-
sition 2.6]. So for the branches of Dp(z) = Lip,2(z) +
1
2 logp(z) logp(1− z) we have
D◦p(z)−Dp(z)
= Li◦p,2(z)− Lip,2(z) +
1
2
(
log◦p(z) log
◦
p(1− z)− logp(z) logp(1− z)
)
=
∆
2
(
−vp(1− z)
(
log◦p(z) + logp(z)
)
+ vp(z) log
◦
p(1− z) + logp(z)vp(1− z)
)
=
∆
2
(
vp(z) logp(1− z)− vp(1− z) logp(z)
)
.
It follows that D◦p(α) −Dp(α), for any α in A[k(t1, . . . , tn)
♭], can be directly com-
puted from ∂(α) in A⊗Z ∧˜
2
k(t1, . . . , tn)
∗ by mapping a⊗ (f ∧˜ g) to
a
log◦p(p)− logp(p)
2
(
vp(f) logp(g)− vp(g) logp(f)
)
.
If ∂(α) is in A⊗Z ∧˜
2
k∗, this is obviously a constant. 
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