Abstract. Reduced-order models of the nonlinear Complex Ginzburg-Landau (CGL) equation are computed using a nonlinear generalization of balanced truncation. The method involves Galerkin projection of the nonlinear dynamics onto modes determined by balanced truncation of a linearized system, and is compared to a standard method using projection onto Proper Orthogonal Decomposition (POD) modes computed from snapshots of nonlinear simulations. It is found that the nonlinear reduced-order models obtained using modes from linear balanced truncation capture very well the transient dynamics of the CGL equation, and outperform POD models, i.e. a higher number of POD modes than linear balancing modes is typically necessary in order to capture the dynamics of the original system correctly. In addition, we find that the performance of POD models compares well to that of balanced truncation models when the degree of non-normality in the system, in this case determined by the streamwise extent of a disturbance amplification region, is lower. Our findings therefore indicate that the superior performance of balanced truncation compared to POD/Galerkin models in capturing the input/output dynamics of linear systems extends to the case of a nonlinear system, both for the case of significant transient growth, which represents a basic model of boundary layer instabilities, and for a limit cycle case that represents a basic model of vortex shedding past a cylinder.
1. Introduction. Model reduction plays an important role in developing effective strategies for practical applications in fluid flow control, since the dynamical systems that describe most flows are discretized partial differential equations with a very large number of degrees of freedom, on the order of 10 5 or higher. Considerable progress has been made in recent years in modeling and control of several types of fluid flows using the methods of linear control theory (see, for example, [19, 11, 15, 4, 2, 5] ). While these efforts have been successful, they are dependent on linear models, meaning that the controllers are often effective only for small disturbances when applied to nonlinear flows, i.e., in the neighborhood of the equilibrium about which the flow has been linearized. Obtaining high-fidelity nonlinear reduced-order models is therefore also of interest from a control perspective. Nonlinear reduced-order models of fluid flows have been computed extensively using POD in the past few decades in order to study the dynamics of these flows (see, for example [3, 23, 31] ). These models, however, have been shown to require considerable fine tuning and often do not fully capture the dynamics of the original flow. In this work, we compare the performance of reduced-order models of a simple nonlinear 1-D PDE model of fluid flows obtained using POD and balanced truncation, a standard method from linear control theory that has been shown to have more desirable properties than POD for control-oriented model reduction.
The complex Ginzburg-Landau equation (CGL) is a one-dimensional nonlinear PDE that exhibits a Hopf bifurcation. Extensive work over the past few decades has established the CGL equation as a standard one-dimensional model for some fluid flows, as the Hopf bifurcation may be thought of as a simple model for vortex shedding past a cylinder, and the spatially developing solution in the subcritical regime is a basic model of instabilities typical for boundary layer flows (see, for example, [7, 8, 6] ). Some concepts from modern stability analysis of fluid flows will be reviewed in Section 2 and the relevance of the CGL equation as a model for the two classes of flows will be explained further. The modeling and control of the linear part of the CGL equation has been investigated by [5] . The subject of this work is the nonlinear case, in which the CGL equation saturates to a limit cycle for supercritical values of the bifurcation parameter.
Balanced truncation, a standard method of model reduction in control theory, was introduced first for linear, stable, time-invariant systems [22] . Extensions of the method have been developed for unstable systems by [34] and periodic systems by [27] . The method has also recently been applied with success to high-dimensional flows using an approximate method called Balanced Proper Orthogonal Decomposition, or BPOD, by [26] , and it has been demonstrated that the performance of the method is vastly superior to POD in [15, 4, 2, 21] . The theory of balanced truncation for nonlinear systems was first developed by [28] , and extensive work on the subject has been done recently (see, for example, [32, 10] ), however, 'first principles' approaches to nonlinear balancing are not computationally feasible for large systems such as fluid flows. An alternative snapshot-based method has been proposed by [16] , but the difficulty with this method is that it too becomes intractable for high-dimensional systems and the selection of initial conditions for the snapshots is ad hoc [14] . On the other hand, linear controllers have been used for the nonlinear CGL equation in [18] without model reduction. It is therefore of interest to test whether nonlinear reduced-order models using modes obtained from linear balanced truncation are useful in model reduction of nonlinear systems.
The main contribution of this work is that for the first time, at least to the best of the authors' knowledge, a basis obtained using balanced truncation of the linear part of a non-linear operator is used to compute nonlinear reduced-order models of the original system via Galerkin projection. We find that these models work well, and outperform POD, indicating that balanced truncation may be potentially useful in other problems with similar dynamics. In the case of the CGL equation, the initial transient growth of the solution is due to a region in the domain that amplifies disturbances. This is a linear mechanism due to the non-normality of the linear part of the operator, and the cubic nonlinearity only adds damping to the system. Balanced truncation of the linear part of the equation therefore captures very accurately that linear mechanism, and reproduces well the dynamics of the original system even in the nonlinear case. We also find that POD models perform well for a set of parameters for which the non-normality in the linear part of the CGL equation is not as pronounced as in the main cases of interest. Our findings indicate that linear balanced truncation, which is readily computed using standard algorithms, and whose advantages over other methods in capturing the input/output behavior of linearized fluid flows have been established, may also be used for nonlinear systems, including those with a Hopf bifurcation.
This paper is organized as follows. In Section 2 we describe briefly the dynamics of the nonlinear CGL equation and its relevance as a simple model of more complex flows. The model reduction methods used in this work are reviewed in Section 3. Finally, the results for the two cases we consider are described in Section 4, followed by conclusions and directions for future work in Section 5.
The Complex Ginzburg-Landau Equation.
The CGL equation is a 1-D PDE of convection-diffusion type [6, 8, 5] , with an extra term representing linear exponential disturbances, defined on the infinite domain x ∈ {−∞, ∞}, and it is given by:
where the linear part is given by:
Since the spatial domain is infinite, there are no boundary conditions, but the complex solution q(x, t) is required to remain finite as x → ±∞. The complex convective velocity is defined as ν = U + 2ic u , γ = 1 + ic d is a diffusion parameter, and the parameter µ is defined as:
3)
The spatially varying parameter µ(x) models the presence of exponential disturbances, and in this form defines a region: 4) in which disturbances are amplified. The upstream and downstream ends of the unstable region are called branch I and branch II, respectively, following standard terminology [5] . The nonlinear term f (q) is given by:
where a is real. This nonlinear term corresponds to the normal form for a Hopf bifurcation, and a Landau amplitude equation which determines the stability of the solutions depending on the bifurcation paremeter µ 0 can be derived as shown by [6] . This form of nonlinearity leads to a limit cycle in the cases where the linear part of the problem is globally unstable, i.e., there are unstable eigenvectors of the linear operator whose growth is counteracted by the nonlinear term.
With appropriate inputs and outputs and appropriate discretization of the infinitedimensional operator A in space, the full nonlinear system we consider in this work is given by:q
This system is in a standard linear state-space form (see, for example, [24] , or other standard texts on linear systems or control), with the additional nonlinear term. The matrix B represents an input, which is given in time by u(t). The output y(t) represents a vector of measurements, extracted from the full solution q(x, t) using a measurement matrix C. In this work we only consider a single output, i.e., the C matrix is a row vector.
2.1. The CGL equation as a model for spatially developing flows. Results on reduced-order modeling and control of the linear part of the CGL equation are given in [5] , along with a review of the fundamental flow physics that the equation models. Here we outline some main features of the flow physics that make the CGL equation a suitable, although very simple model for two important classes of fluid flows. More details can also be found in [7, 8, 6] .
Without the second term in the expression for the coefficient µ(x), defined in Eq. 2.3, the flow would be known as parallel, i.e., there would be no spatial dependence of the coefficients of the governing equation. The spatial dependence of µ(x) makes the flow non-parallel, and in that respect the CGL equation models many important fluid flows, including a spatially developing boundary layer. An important difference between the CGL equation and a true boundary layer flow is that no new wavenumbers are introduced by the nonlinear term, which can easily be shown. Rather, the nonlinear term reproduces the saturation of the disturbance level, where the damping is proportional to the magnitude of the solution. Nonetheless, the existence of the x-dependent amplification region allows for the spatial evolution of perturbations that grow within the region and then convect out of the domain of interest, which is the fundamental instability mechanism in boundary layer flows. A flow where only such perturbations are present is also known as convectively unstable [6] .
The transient behavior of a disturbance to a base flow (steady-state solution) in fluid systems plays an important role in the dynamics. For many fluid systems, the phenomenon of transient growth, which is due to the non-normality of the system (see, for example, [29] ), is observed independently of whether the disturbance is ultimately exponentially unstable from a linear point of view (i.e., whether there are eigenvalues of the linearized operator A with positive real part). Therefore, there are often two competing mechanisms in transition, that of non-normal growth and that of exponential growth. The CGL equation exhibits both of these mechanisms for some parameter sets, which makes it a relevant simple model for fluid flows.
Transition in boundary layer flows in the absence of exponentially growing perturbations is explained by the large transient growth of linear disturbances, up to the point where nonlinearities become signicant and transition occurs. In the regime that we will define as subcritical, which is characterized by the absence of unstable eigenvectors of the operator A, the CGL equation is an example of such a flow, and models the convective instability mechanism of boundary layer flows, as mentioned above.
Above a certain value of the critical parameter µ 0 , the CGL equation enters a limit cycle, where the dynamics is dominated by one or more linearly unstable modes. We will refer to this case as supercritical hereinafter, as opposed to the convectively unstable case that exhibits transient growth only. This supercritical case can also be categorized as absolutely unstable, and is analogous to vortex shedding behind a cylinder in crossflow [25, 13] , although the 1-D CGL equation dynamics is much simpler. From the perspective of reduced-order modeling, it is desirable to capture the transient behavior where both non-normal growth and an exponential instability are present, and it is particularly important in this case to obtain nonlinear reduced-order models. Therefore, we will compute reduced-order models for both the subcritical, convectively unstable case and the supercritical case, in which a limit cycle is observed.
Model Reduction via Galerkin projection.
In this section we review the two methods used for the computation of the reduced-order models in this work. These methods are standard, and the references should be consulted for more infor-mation. Galerkin projection is a standard method, where reduced-order models are obtained via a projection of the dynamics of a high-dimensional system onto a lowerdimensional space. The choice of this low-dimensional space (basis) is key for model performance. Two common choices for such bases are modes obtained from POD and balanced truncation, and we review these methods next.
3.1. Proper Orthogonal Decomposition. POD is a standard method for model reduction, used in both linear and nonlinear systems. We refer the reader to standard references, such as [30, 12] , for more details. Mathematically, POD modes are the eigenfunctions of the autocorrelation matrix of the states q(x, t) of a system such as the one in Eq. 2.6 integrated over time [12] . The modes can be computed by stacking snapshots q(t k ) at some times t k into a matrix X:
where m is the total number of snapshots, and solving the m × m eigenvalue problem:
the orthonormal POD modes being the columns of the matrix:
This method is also known as the method of snapshots [30] and it is numerically tractable for very large systems, since the number of snapshots is typically much smaller than the dimension of the system. POD modes have a particularly intuitive meaning for fluid flows, since they represent the most energetic structures in a given simulation if velocity snapshots are taken -the set of POD modes is the optimal solution to the problem of finding a low-order basis of given dimension that captures the largest fraction of the kinetic energy in the simulation snapshots [12] . We emphasize here that, while POD is optimal at capturing a given dataset, it may not be optimal in capturing the dynamics of the underlying system when reduced-order models are obtained using Galerkin projection [31, 26, 15] .
Balanced Truncation of Linear Systems.
Balanced truncation is a standard method in control theory, introduced by Moore [22] for linear, stable, timeinvariant systems. From a physical point of view, it may be thought of as a balance between capturing the sensitivity of the system to inputs with the potential of system states to affect the output. Thus, a reduced-order model computed using balanced truncation captures well the input-output behavior of the original system. Balanced truncation is computed by simultaneously diagonalizing the controllability and observability Gramians of a state-space system, which are given by:
where in our case A, B and C are the matrices from the system given in Eq. 2.6. A standard method for computing the coordinate transformation that simultaneously diagonalizes the Gramians is given by [17] . In a similar method, described in [26] , this diagonalization is achieved using a set of balancing modes Φ (also referred to as direct modes) and a set of the corresponding adjoint modes, Ψ, which can also be computed from the snapshots of the impulse responses of the linear system and its corresponding adjoint system when the method of [17] is intractable, i.e., if the original system is very large. If the Gramians are factorized as:
these sets of modes are obtained using the following Singular Value Decomposition (SVD):
where U and V are unitary matrices, and Σ is a diagonal matrix. The balancing transformation Φ and its inverse Ψ T are then found by:
As described in [26] , the two bases of modes:
where n is the dimension of the original system 1 , are bi-orthogonal, i.e.:
Thus, even though balanced truncation and POD may result in modes that span the same subspace, the resulting models may have quite different performance, since in balanced truncation the projection is done along a different direction -the direction orthogonal to the space spanned by the adjoint modes. We note that, for linear systems, the controllability Gramian is exactly the autocorrelation tensor whose eigenvectors are the POD modes of the systems. However, POD does not take into account the observability of the system, which is captured by balanced truncation due to the inclusion of the observability Gramian. In the balanced coordinates, the controllability and observability Gramians of the new system are equal and diagonal, which means that the most controllable states (the states responding best to forcing) are also the most observable states (the states that affect the system outputs the most). For systems with a relatively small number of degrees of freedom, the balancing transformation and its inverse may easily be computed using standard algorithms, such as for example that of [17] . An extension of the method for unstable systems was introduced by [34] , and we use this method. This method has also been extended to very large systems [2] . For the nonlinear CGL equation, we compute balanced truncation of the linear part of the CGL equation and use the resulting basis for Galerkin projection.
3.3. Nonlinear models of the CGL. The first step in model reduction via Galerkin projection is the expansion of the field q onto a set of modes as q = Φz. Then the rank of the model, defined as r, is chosen, where typically r << n, n being the dimension of the original system. Then, taking the inner product of the equations where we have used Eq. 2.5 to expand the nonlinear term in terms of the basis Φ r . We thus obtain a set of r ordinary differential equations. We will refer to this procedure as nonlinear balanced truncation hereinafter 2 . We note that the basis corresponding to the adjoint modes Ψ r for POD is exactly the POD basis (Φ r = Ψ r for POD).
Results.
The parameter sets for the linear part of the CGL equation used in this work are the same as in [5] for the two cases we consider, and they are given in Table 4 .1. As discussed in Section 2, the subcritical case is a model of the convective instability exhibited by boundary layers, and the supercritical case is a model of vortex shedding past a cylinder in crossflow. The amplitude of the nonlinear term is a = 0.1 for both cases. The CGL equation and the reduced-order models are discretized in space using Hermite polynomials and integrated in time using the Crank-Nicholson scheme, and the spatial resolution is n x = 220 in each case. The dimension of the state of the original system is thus 440, since the equation is complex. All computations were done in MATLAB, and some routines from the differentiation toolbox by [33] were utilized. The reduced-order models were integrated in time using the same numerical scheme as the full CGL equation.
The choices of system inputs and outputs are the same as in [5] . In both cases the input to the system (the B matrix in Eq. 2.6) is an optimal perturbation for the linear CGL equation, i.e. an initial condition that will result in the largest energy amplification of the solution field q in a given time interval. Such perturbations are treated in detail for example in [29] , and computed for the particular case of linear CGL by [5] . The measurement (output) matrix C is a Gaussian function centered at the branch II (the downstream end of the unstable region). The particular form of the measurement here is:
where M is the matrix of quadrature weights for the discretization, and x 2 is the location of branch II. The width of the Gaussian was chosen to be s = 1.6. The choice of an optimal perturbation ensures that the non-normality in the system is exhibited in the response due to the transient energy growth. The measurement is located at branch II because this is the location in the domain where the perturbation has achieved maximum growth in space, which can be seen in Figure 4 .2(a). The motivation for these inputs and outputs is the potential use of models for control design -in a full control system setup, we would attempt to control the optimal perturbation using an actuator, and the output we would try to minimize would be the measurement at branch II. 4.1. Convectively unstable case. We begin by considering the convectively unstable case, where an initial perturbation is amplified by the unstable region defined by Eq. 2.4 and convects out of the simulation domain downstream. The optimal perturbation, which is computed using the method given in [5] , and used as the system input (B matrix), is shown in Figure 4 .1(a). Figure 4 .2(a). The energy norm exhibits initial non-normal growth typical of the linear mechanism that governs the flow, as shown in Figure 4.2(b) , where the energy growth is compared for the linear and nonlinear evolutions of the optimal perturbation. It has been demonstrated that in the case of the linear convectively unstable CGL equation balanced truncation outperforms POD significantly [5] . In this work, although overall the dynamics of the convectively unstable case is very similar to that of the linear convectively unstable CGL, a nonlinear term is present, and we thus investigate if nonlinear balanced truncation outperforms POD.
Next, the POD modes, as well as the direct and adjoint modes for balanced truncation are computed. POD modes are computed using the method of snapshots from 1000 snapshots equally spaced in time, the time interval being from t = 0 until t = 800, at which point in time the energy of the perturbation has decayed to levels negligible compared to the initial energy. The method of [17] was used to compute balanced truncation of the linear part of the CGL equation and obtain the modes for the Galerkin projection of the nonlinear system given by Eq. 3.10. Figure 4 .3 shows the performance of nonlinear balanced truncation and POD reduced-order models of rank 5 and 10, corresponding to 10 and 20 degrees of freedom (respectively five and ten complex modes), as compared to the 440 degrees of freedom in the original system. We see that at rank 5 nonlinear balanced truncation captures very well the time evolution of both the single output y and the total energy of the flow field. On the other hand, POD model captures only the initial transient, but the solution does not decay and enters a limit cycle instead, as shown by Figure 4.3(b) . At rank 10, there is no appreciable difference between the performance of the nonlinear balanced truncation and POD models. Thus, as expected for this system with fairly simple dynamics, POD modes do perform well if a sufficient number of modes (in this particular case 10) is included. This number is typically much higher than the number of balanced truncation/BPOD modes required for good performance, which has also been observed by [15] for channel flow and by [2] for flow past a flat plate at an angle of attack, as well as for the linear CGL equation by [5] . What is more important is that nonlinear balanced truncation performs well even at low rank, i.e., the superior performance in terms of the input-output dynamics typical for linear balanced truncation models is also observed for nonlinear balanced truncation.
In order to explain the difference in model performance at low rank, we next compare the two bases of modes. Figure 4.4(a)-(c) shows the absolute values of the first three balanced truncation modes, the corresponding adjoint modes and the POD modes. The first POD mode is quite similar to the first balancing mode, and, while the higher modes look different, they have approximately the same spatial support. On the other hand, the peaks of the adjoint modes resulting from balancing are located near branch I and have quite different spatial support. Since these adjoint modes are used for the non-orthogonal projection, the performance of the models is different.
It is of interest to make an overall comparison of the subspaces resulting from the model reduction procedure in order to explain the difference in model performance. Using the method of computing the trace of the product of projection operators [9, 15] , the POD basis is compared to the direct and adjoint modes from balanced truncation in Fig. 4.4(d) . The idea of a comparison between two subspaces, as opposed to individual basis vectors in these subspaces, arises from the field of iterative subspace methods where the convergence of an algorithm is determined by comparing the result to the previous iteration. In [9] , the subspaces resulting from different POD calculations are compared using the method of traces. In particular, if P r A and P r B are the projectors corresponding to two subspaces, A and B, both with dimension s, the subspaces spanned by two sets of basis functions can be compared by computing the trace of the matrix P r A P r B P r A . If the subspaces are completely different (say, in 3-D the basis vectors e 1 and e 2 ), the value of the trace will be zero, while if the subspaces are identical, the value will be exactly the dimension of the subspaces s.
It turns out that about 20 of the leading balancing modes span the same subspace as the corresponding POD modes: even though the individual modes do not look identical in Fig. 4.4 , the trace calculation shows that they span nearly identical subspaces. (Recall that the POD modes must be orthogonal to each other, while the balancing modes need not be.)
It has been observed by [15] that although POD modes and direct modes from balanced truncation may span similar subspaces, the dynamics of the resulting models can be quite different due to the non-orthogonal projection using adjoint modes in balanced truncation. Fig. 4.4(d) also shows that the subspace spanned by the adjoint modes is quite different from the one spanned by the POD modes, which illustrates this difference. Thus, we may conclude that in this case the characteristic superior performance of linear balancing, which may be attributed to the non-orthogonal projection, also extends to model reduction of the nonlinear CGL equation. 4.2. Limit cycle case. Next, we consider the supercritical case, where the value of the parameter µ c is above its critical value, and a limit cycle develops after the initial transient. Since the linear part of the CGL equation is unstable here, the method of [34] is used in order to compute balanced truncation. In addition to the POD modes computed in the same time interval as in the subcritical case, in this case we also compute POD only from snapshots of the limit cycle, i.e. when the effects of the transient are not visible anymore. This POD basis consists of only one complex mode, which we use in order to attempt to re-create the limit cycle in a model with a single complex mode. We note that in this case, after the transients have decayed, the flow is simple enough to be described by only one complex mode, in contrast to, for example, the cylinder flow investigated by [23] , where eight POD modes are needed to capture the limit cycle due to the harmonics of spatial frequencies and symmetries in the 2-D flow. In Figure. 4.7 we show the performance of reduced-order models of rank 5 and 10 (respectively 10 and 20 degrees of freedom), similarly to Figure 4 .3, except that here we also include the performance of the POD model consisting only of the single complex POD mode (two degrees of freedom). The results are similar to the convectively unstable case -the POD models computed for the entire duration of the impulse response capture the correct transient at low rank, but they do not capture the limit cycle correctly, while balanced truncation does capture both the transient and the limit cycle even at a low rank. The single-mode POD model captures the amplitude of the limit cycle quite well, although, as may be expected, it completely misses the transient. This result is not surprising, since transient dynamics needs to be included in a POD model through taking a sufficient number of snapshots during the transient.
4.3.
The effect of decreasing non-normality. It order to further explore the difference in the performance between nonlinear balanced truncation and POD, we look into the effect of non-normality. In the case of the CGL equation, as well as in many spatially developing flows, the non-normality is due to the nonparallel nature of the flow, which is clearly demonstrated by the streamwise separation of the direct and adjoint eigenmodes 3 , as well as of the balancing modes and their corresponding adjoint modes. In this section we consider another case, where the parameters of the CGL equation have been changed so that the unstable region is much smaller, and thus the non-normality of the operator is not as highly exhibited as in the other cases. The parameter values are the same as in Table 4 .1, except that µ 0 = 0.69 and µ 2 = −0.12.
The performance of the models is shown in Fig. 4 .8, and here a five-mode POD model performs as well as the balanced truncation model in capturing both the total energy and the single output. The simple one-dimensional model using only a POD mode of the limit cycle again does not capture the transient, as expected, but does capture the dynamics on the limit cycle. A likely cause of this improvement in performance of POD is the lower non-normality in this case. In Fig. 4.9 we show the absolute values of the first mode from each basis, as in Fig. 4 .6. The unstable region clearly has a much smaller spatial extent. When the subspaces are compared, we see that the POD and balanced truncation modes are similar as before, but now the subspace spanned by the first few adjoint modes (at least the first five) is much closer to that spanned by the POD modes. Thus, we may expect the POD modes, which now have spatial support over more of the region than in the case discussed in the previous section, to be able to capture the dynamics of the original system. We also note that the non-normality of a non-parellel flow is also captured using global eigenmodes (eigenvectors of the matrix A) and the corresponding adjoint eigenmodes [1] . In this method, however, inputs and outputs are not captured in a systematic way, and the resulting reduced-order models thus typically have inferior performance. The results of our and previous works show that balanced truncation shows superior performance due to the capturing of both the non-normality in the system dynamics and the input/output behavior, which is dependent on the inputs and outputs. 
Discussion and Conclusions.
We have demonstrated that reduced-order models obtained from a nonlinear generalization of balanced truncation capture well the dynamics of the nonlinear CGL equation, with only a small number of the leading modes included in the models. The model reduction method was proposed in [26] , and involves a linear coordinate transformation of the full nonlinear system, into a frame in which a linearized system is a balanced realization, followed by truncation of the modes that are least controllable/observable. On the other hand, the performance of models computed using POD where the snapshots include the transient is comparable to the performance of nonlinear balanced truncation only if a larger number of modes is included. We also see that, as may be expected, a single POD mode that describes the limit cycle with almost complete accuracy fails to capture the transient.
As discussed in Section 2, the CGL equation is a model for various phenomena in fluids, such as vortex shedding in the flow past a cylinder, in which a Hopf bifurcation occurs as a parameter such as Reynolds number is increased beyond a critical value. The limit cycle for both the cylinder and the nonlinear CGL equation is due to a linear instability mechanism that is counteracted by the nonlinear damping, and this linear mechanism is captured by balanced truncation. We must note, however, that there is a major difference between the nonlinear CGL equation and the cylinder in crossflow. The dynamics of the linear and nonlinear CGL evolve in similar regions of the state space, since the oscillation in the limit cycle case is about the equilibrium solution q(x) = 0. This feature of the dynamics may be key to the success of balanced truncation of the system that has been linearized about that equilibrium. In the cylinder flow the mean of a limit cycle and the (unstable) equilibrium solution are different. It was found to be necessary to include a so-called 'shift mode', which is the difference between the equilibrium and the mean, to reproduce the correct dynamics in reduced-order models of cylinder flow [23] . A topic of further investigation is the use of our generalization of balanced truncation for cases where the equilibrium is different from the mean of the limit cycle, such as in the case of the cylinder. For the spatially developing boundary layer, however, there is no shift mode, since only a convective instability is exhibited, and so we may expect the method to be more successful for this flow.
The significance of our findings is that high fidelity nonlinear models that outperform POD models may be obtained using the proposed method for nonlinear balanced truncation, avoiding some of the challenges in computing models using POD, such as noisy and/or unavailable transient data in experiments, or the computational challenges associated with snapshot-based methods for nonlinear balanced truncation such as that of [16] . For systems with a small to moderate number of degrees of freedom (most 1-D systems), only a linear model of the system is necessary for computing balanced truncation. The recent success in the use of methods for computing balanced truncation for 2-D and 3-D flows such as BPOD and the Eigensystem Realization Algorithm (ERA) [20] has made balanced truncation available for modeling and linear control of these flows as well, and it remains to be investigated whether our results may be extended to these cases. The effect of non-normality on the model performance also warrants further research, as our initial investigation shows that balanced truncation captures the non-normality in the original system very well, while POD does well for less non-normal systems, which may be used as a guideline in picking the control strategy for a particular problem based on insights from the basic physics.
