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Abstract—The aim of this paper is to propose a computation
offloading strategy for mobile edge computing. We exploit the
concept of call graph, which models a generic computer program
as a set of procedures related to each other through a weighted
directed graph. Our goal is to derive the optimal partition of
the call graph establishing which procedures are to be executed
locally or remotely. The main novelty of our work is that the
optimal partition is obtained jointly with the selection of radio
parameters, e.g., transmit power and constellation size, in order
to minimize the energy consumption at the mobile handset,
under a latency constraint taking into account transmit time
and execution time. We consider both single and multi-channel
transmission strategies and we prove that a globally optimal
solution can be achieved in both cases. Finally, we propose a sub-
optimal strategy aimed at solving a relaxed version of the original
problem in order to tradeoff complexity and performance of the
proposed framework. Finally, several numerical results illustrate
under what conditions in terms of call graph topology, com-
munication strategy, and computation parameters, the proposed
offloading strategy provides large performance gains.
I. INTRODUCTION
Computation offloading has attracted a lot of research efforts
as a way to augment the capabilities of resource-constrained
and energy-hungry mobile handsets by migrating computa-
tion to more resourceful servers. Offloading is useful either
to enable smartphones to run more and more sophisticated
applications, while meeting strict delay constraints, or to
prolong the battery lifetime by limiting the energy spent at the
mobile handset to run a given application under application-
dependent delay constraints. In the current mobile handset
market, user demand is increasing for several categories of
energy-hungry applications. Video games are becoming more
and more popular and they have large energy requests. Mobile
users are also increasingly watching and uploading streaming
video from YouTube [1]. Furthermore, mobile devices are
increasingly equipped with new sensors that produce continu-
ous streams of data about the environment. New applications
relying on continuous processing of the collected data are
emerging, such as car navigation systems, pedometers, and
location-based social networking, just to name a few. All these
applications are severely energy demanding for today’s mobile
handsets. On the other hand, the trend in battery technology
makes it unlikely that the energy problem will disappear in
the near future. Indeed, recent researches on the adoption of
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new battery technologies, e.g., new chemicals, are unlikely
to significantly improve battery lifetime [2], [3]. A possible
strategy to overcome the above energy/computation bottleneck
consists in enabling resource-constrained mobile devices to
offload their most energy-consuming tasks to nearby more
resourceful servers. This strategy has a long history and is
reported in the literature under different names, such as cyber
foraging [4], or computation offloading [5]. A great impulse
to computation offloading has come through the introduction
of cloud computing [6]. One of the key features of cloud
computing is virtualization, i.e. the capability to run multiple
operating systems and multiple applications over the same
machine (or set of machines), while guaranteeing isolation and
protection of the programs and their data. In particular, mobile
cloud computing (MCC) [7], [8], [9], makes possible for
mobile users to access cloud resources, such as infrastructures,
platforms, and software, on-demand through a wireless access.
Several works addressed mobile computation offloading, such
as [10]–[20]. The offloading decisions are usually made by
analyzing parameters including bandwidths [21], server speeds
[22], available memory, server loads [19], and the amounts
of data exchanged between servers and mobile systems. The
solutions include code partitioning programs [10], [11], [18],
[23]–[30], and predicting parametric variations in application
behavior and execution environment [21], [31]. Offloading
typically requires code partitioning [29], aimed to decide
which parts of the code should run locally and which parts
should be offloaded, depending on contextual parameters, such
as computational intensity of each module, size of the program
state to be exchanged to transfer the execution from one site
to the other, battery level, delay constraints, channel state, and
so on. Program partitioning may be static or dynamic. Static
partitioning has the advantage of requiring a low overhead
during execution, but it works well only if the parameters
related to the offloading decisions are accurately known in
advance or predicted, see e.g. [10], [32]–[34]. In contrast,
enforcing a dynamic decision mechanism makes possible to
adapt the method to different operating conditions and to cope
with different degrees of uncertainties [11], [16], [28], [31],
[35], [36]. A dynamic approach to computation offloading
consists in establishing a rule to decide which part of the
computations may be advantageously offloaded, depending on
channel conditions, server state, delay constraints, and so on.
Specific examples of dynamic mobile computation offloading
techniques are: MAUI [23], ThinkAir [37], and Phone2Cloud
[38]. Finally, mobile cloud computing strategies in a multiuser
scenarios were considered in [9], [39]–[43].
One of the limitations of today mobile cloud computing
is the latency experienced in the propagation of information
2through a wide area network (WAN). As pointed out in [23],
[44], [45], humans are acutely sensitive to delay and jitter, and
it is very difficult to control these parameters at WAN scale:
As latency increases, interactive response suffers. Furthermore,
mobile access through macro base stations (MBS) might re-
quire large power consumptions. To overcome this limitation,
the authors of [44] introduced the concept of cloudlet, i.e.
the possibility for the mobile handsets to access nearby static
resourceful computers, linked to a distant cloud through high
speed wired connections. In [44], cloudlets are imagined to be
deployed much like Wi-Fi access points today. Comparisons of
energy expenditure for computation offloading using 3G and
Wi-fi systems are given in [23] and [45], where it is shown how
the benefits of offloading are most impressive when the remote
server is nearby, such as on the same LAN as the Wi-Fi access
point, rather than using 3G technology. Within the European
project TROPIC [46] we proposed to endow small cell LTE
base stations, also known as Small Cell e-Node B (SCeNB),
with, albeit limited, cloud functionalities. In this way, one can
bring computing resources very close to the mobile user equip-
ments (MUE). Considering the dense deployment of radio
access points (RAP) foreseen in 5G, if these RAP are endowed
with computing capabilities, there is the possibility of a very
effective provision of computing capabilities in close prox-
imity to the mobile user, with advantages over Wi-Fi access
in terms of Quality-of-Service, through a single technology
system (no need for the MUE’s to switch between cellular and
Wi-Fi standards). Merging information technologies, wireless
access and cloud computing within a holistic framework is
indeed one of the key steps for an effective 5G deployment,
as evidenced by the new standardization group on the so called
Mobile-Edge Computing (MEC), recently launched by the
European Telecommunications Standards Institute (ETSI). The
aim of MEC is precisely to bring computing capabilitites at the
edge of the network, in close proximity to mobile subscribers,
thus offering a service environment characterized by very low
latency and high rate access [47].
Contribution: Our goal is to propose a computation of-
floading method operating in the aforementioned MEC frame-
work. The key basic assumption, justified within the MEC
framework, is that the allocation of radio resources takes
into account features pertaining to the application layer. The
proposed approach optimizes code partitioning and radio re-
source allocation jointly, in order to minimize the overall
energy consumption at the mobile handset, under a latency
constraint dictated by the application requirements. To find
the optimal code partitioning, we exploit the concept of call
graph of a program [48], [49], which models the relations
between procedures of a computer program through a directed
acyclic graph. Our objective is to find the code partition and
the radio resource allocation (power and constellation size)
that minimize the energy consumption at the mobile side,
under a latency constraint that incorporates communication
and computation times. We consider both a single channel and
a multi-channel transmission strategies. We provide theoretical
results proving the existence of a unique solution of the
resource allocation problem. The theoretical findings are then
corroborated with numerical results, illustrating under what
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Fig. 1: Example of extended call graph.
kind of call graph’s topologies, radio channel conditions, and
communication strategies, the proposed method can provide a
significant energy saving at the mobile handset. In principle,
the joint optimization problem has combinatorial complexity.
However, we first illustrate that several graph configurations
can be apriori discarded depending on the current channel
value, thus reducing the complexity burden of the overall ap-
proach. Furthermore, we also introduce a sub-optimal strategy
based on a recently proposed successive convex approximation
(SCA) framework [50], [51], whose aim is to solve a relaxed
version of the original optimization problem. As proved by
simulation results, this method makes possible a remarkable
reduction of complexity while, at the same time, providing
similar performance as the (global) optimal solution.
II. CALL GRAPH
In this section, before introducing the proposed framework,
we recall the notion of call graph of a program [48], [49],
which will be instrumental to design an offloading strategy
that decides to offload only some modules of the program,
depending on the computation requirements of each module,
the size of the program state that needs to be exchanged to
transfer the execution from one site to the other, and the
channel conditions.
A call graph is a useful representation that models the
relations between procedures of a computer program into
the form of a directed graph G = (V , E). The call graph
represents the call stack as the program executes. Each vertex
v ∈ V represents a procedure in the call stack, and each
directed edge eu,v = (u, v) represents an invocation of
procedure v from procedure u. The call graph contains all
the relationships among the procedures in a program and,
in general, it includes auxiliary information concerning for
instance the number of CPU cycles required for running each
procedure and the global data shared among procedures. For
non recursive languages with reasonable assumptions on the
program structure [48], the call graph is a directed, acyclic
graph. In our computation offloading framework, we label
each vertex v ∈ V with the energy Elv it takes to execute
the procedure locally, and with the overall number of CPU
cycles wv associated with the procedure. At the same time,
each edge eu,v = (u, v) is characterized by a label describing
the number of bits Nu,v representing the size of the program
state that needs to be exchanged to transfer the execution
from node u to node v. In general, some procedures cannot
be offloaded, like, e.g., the program modules controlling the
user interface or the interaction with I/O devices. We denote
3the set of procedures that must be executed locally by Vl.
To incorporate in our model the fact that the program initiates
and terminates at the mobile handset, we consider an extended
vertex set Ve = {0, 1, . . . , card(V), card(V) + 1}, where we
have introduced the auxiliary nodes 0 and card(V)+1. These
two additive nodes do not introduce further execution energies,
but are instrumental to introduce an extended edge set Ee,
which comprises all the edges of the call graph, the edges
from the initiating node 0 to the call graph, and the edges from
the call graph to the terminating node card(V)+1. The graph
Ge = (Ve, Ee) will be referred to as the extended call graph
of the program. To give an example, in Fig. 1 we illustrate an
extended call graph, composed of five nodes and five edges.
III. JOINT OPTIMIZATION IN THE SINGLE CHANNEL CASE
The goal of this section is to formulate an optimization
problem aimed at determining which modules of an applica-
tion’s call graph should be executed locally and which ones
should be executed remotely. Intuitively speaking, the modules
more amenable for offloading are the ones requiring intensive
computations and limited exchange of data to transfer the exe-
cution from one site to the other. Our goal now is to make this
intuition the result of an optimization procedure. To this end,
we formulate the offloading decision problem jointly with the
selection of the transmit power and the constellation size used
for transmitting the program state necessary to transfer the
execution from the mobile handset to the cloud or viceversa.
The objective is to minimize the energy consumption at the
mobile site, under a power budget constraint, and a latency
constraint taking into account the time to transfer the execution
and the time necessary to execute the module itself. This
constraint is what couples the computation and communication
aspects of the problem. We assume that the set of instructions
to be executed is available at both MUE and SCceNB. If not,
they are supposed to be downloaded by the SCceNB through
a high speed wired link.
Let us indicate with {Iv}card(V)+1v=0 the indicator variable,
which is equal to one, if the procedure v of the extended call
graph is executed remotely, or zero, if it is executed locally.
Of course, by the definition of the extended call graph, we
have I0 = Icard(V)+1 = 0. We also denote by pu,v the power
spent to transmit the program state between the procedures u
and v. The set of all powers is collected in the vector p =
{pu,v}(u,v)∈Ee ∈ R
card(Ee)
, where card(Ee) is the cardinality
of set Ee. Thus, the optimal allocation of radio parameters
and code partitioning can be obtained as the solution of the
following optimization problem:
[P.1] min
I,p
∑
v∈V
(1− Iv) ·E
l
v +
∑
(u,v)∈Ee
[
Ju,v(pu,v)Iv
+ εu,vIu − (Ju,v(pu,v) + εu,v)IuIv
] (1)
subject to∑
v∈V
[
(1 − Iv)T
l
v + IvT
r
v
]
+
∑
(u,v)∈Ee
[
Du,v(pu,v)Iv
+ γu,vIu − (Du,v(pu,v) + γu,v)IuIv
]
≤ L (2)
Iv ∈ {0, 1}, Iv = 0, ∀v ∈ Vl, (3)
0 ≤ pu,v ≤ PT · Iv(1− Iu) ∀ (u, v) ∈ Ee, (4)
where I = {Iv}card(V)+1v=0 . The objective function in (1)
represents the total energy spent by the MUE for executing the
application. In particular, the first term in (1) is the sum (over
all the vertices of the call graph, i.e. v ∈ V) of the energies
spent for executing the procedures locally, whereas the second
term is the sum (over the edges of the extended call graph,
i.e. (u, v) ∈ Ee) of the energies spent to transfer the execution
from the MUE to the SCceNB, or viceversa. In particular, the
quantity Ju,v(pu,v) represents the energy needed to transmit
the program state Nu,v from the MUE to the SCceNB, whereas
εu,v is the cost needed by the MUE to decode the Nu,v bits of
the program state transmitted back by the SCceNB. The cost
εu,v is not a function of the MUE’s transmitted power and it
depends only on the size of the program state Nu,v. Note that
an energy cost to transfer the execution from the MUE to the
SCceNB occurs in (1) only if the two procedures u and v are
executed at different locations, i.e. Iu 6= Iv . More specifically,
if Iu = 0 and Iv = 1, the energy cost is equal to the energy
Ju,v(pu,v) needed to transmit the program state Nu,v from
the MUE to the SCceNB, whereas, if Iu = 1 and Iv = 0,
the cost is equal to the energy εu,v needed by the MUE to
decode the Nu,v bits of the program state transmitted by the
SCceNB. Now, assuming an adaptive modulation scheme that
selects the QAM constellation size as a function of channel
conditions and computational requirements, the minimum time
Du,v(pu,v) necessary to transmit Nu,v bits of duration Tb over
an additive white Gaussian noise (AWGN) channel is
Du,v(pu,v) =
Nu,vTb
log2 (1 + apu,v)
, (5)
where the denominator represents the number of bits/symbol,
pu,v is the transmit power, and a is the normalized channel
coefficient given by:
a =
α2 · PL(d)
Γ(BER)N0
, (6)
where PL(d) denotes the path-loss (d is the distance between
MUE and SCceNB), α2 is the channel fading coefficient
(normalized to distance), N0 denotes the noise power, and
Γ(BER) represents the so called SNR margin, introduced to
meet the desired target bit error rate (BER) with a QAM
constellation. Expression (5) shows that offloading may be
advantageous if the distance d between MUE and SCceNB is
sufficiently small, so that the transmission rate is high. Thus,
exploiting (5), the energy Ju,v(pu,v), associated to the transfer
of the program state Nu,v, is given by
Ju,v(pu,v) = pu,vDu,v(pu,v). (7)
The constraint in (2) is a latency constraint and it contains
two terms: the first term is the time needed to compute the
procedures locally (i.e. Iv = 0), or remotely (i.e. Iv = 1),
and the second term is the delay resulting from transferring
the program state from one site (e.g., the MUE) to the other
(e.g., the SCceNB). The constant L represents the maximum
latency dictated from the application. In particular, we denote
by T lv and T rv the time it takes to execute the program module
locally or remotely, respectively. They are directly related
to wv through the following expressions T lv = wv/fl, and
4T rv = wv/fs, where fl and fs are the CPU clock speeds
(cycles/seconds) at the MUE and at the SCceNB, respectively.
The quantity Du,v(pu,v), given by (5), represents the delay
needed to transmit the program state Nu,v from the MUE to
the SCceNB, whereas γu,v is the time needed by the MUE to
decode the Nu,v bits of the program state transmitted back by
the SCceNB. From (2), we note that no delay occurs if the two
procedures u and v are both executed in the same location, i.e.
Iu = Iv . Furthermore, if Iu = 0 and Iv = 1, the delay is equal
to the time Du,v(pu,v) in (5) needed to transmit the program
state Nu,v from the MUE to the SCceNB, whereas, if Iu = 1
and Iv = 0, the delay is equal to the time γu,v needed by the
MUE to get the Nu,v status bits back from the SCceNB. The
term γu,v is not a function of the MUE’s transmitted power
and it depends only on the size of the program state Nu,v to be
transferred. The constraint in (3) specifies that the variables Iv
are binary and that, for all procedures contained in the set Vl,
which is the set of procedures that are to be executed locally,
Iv = 0. The last constraint, in (4), is a power budget on the
maximum transmit power, which is equal to PT if Iu = 0 and
Iv = 1, and zero in all other cases.
Remark 1: Since the state variables Iv are integer, [P.1]
is a mixed integer programming problem [52]. Hence, its
solution would require to explore all possible combinations
in I , solve for the power vector p, and then compare the
final values of the objective function in order to choose
the best configuration. However, the number of combinations
grows exponentially with the number of vertexes that can be
offloaded in the call graph. Furthermore, given a call graph’s
combination, the resulting optimization problem in p might be
nonconvex, i.e. multiple local minima may exist. Nevertheless,
a series of simplifications are possible in order to reduce the
complexity of the overall algorithm. The first useful remark
is that, with respect to the integer variables Iv , the problem
is a quadratic (binary) integer programming problem. This
remark is useful because there exist efficient algorithms, such
as the branch and bound algorithm for example, to solve a
quadratic integer problem with reduced complexity [52]. A
further important simplification comes from observing that,
for any set of integer values Iv , the remaining optimization
over the power coefficients is a (strictly) convex problem. This
means that its solution is unique and it can be achieved with
very efficient numerical algorithms. Of course, the overall
complexity depends on the granularity of the call graph
construction: A fine-grain model provides better performance,
but with a high cost; conversely, a coarse-grain call graph
provides worse performance, but with lower complexity.
A. Joint Optimization Algorithm
Before introducing the proposed algorithm, we prove the
previous statements regarding the convexity of the power
allocation problem. Let us consider a generic combination
c ∈ C, where C is the set of all possible combinations of the
binary variables Iv , v ∈ Ve. For each combination c, the value
of the variables Iv is fixed to some value Icv , and problem
[P.1] becomes a radio resource allocation problem where we
are attempting to minimize the energy spent for transmission
with a constraint on the transmission delay, i.e.,
[P.2] min
pc
∑
(u,v)∈Ee,c
N ′u,vpu,v
log (1 + apu,v)
s.t.
∑
(u,v)∈Ee,c
N ′u,v
log (1 + apu,v)
≤ Lc
0 ≤ pu,v ≤ PT , ∀ (u, v) ∈ Ee,c,
where, for any combination c, Ee,c is the set of edges (u, v) ∈
Ee for which Icu = 0 and Icv = 1; pc = {pu,v}(u,v)∈Ee,c is
vector containing all the powers; N ′u,v = Nu,vTb and
Lc = L−
∑
v∈V
[
(1 − Icv)
wv
fl
+ Icv
wv
fs
]
−
∑
(u,v)∈E′e,c
γu,v (8)
where E ′e,c is the set of edges (u, v) ∈ Ee for which Icu = 1
and Icv = 0. Going from [P.1] to [P.2], we have eliminated
all the terms that do not depend explicitly on the transmit
powers, since they do not affect the optimization problem
[P.2]. The problem in [P.2] is still nonconvex because the
objective function is actually concave in the power allocation
vector pc. Nevertheless, we can prove the following result:
Theorem 1: If the following conditions
Lc > 0 and a ≥ a¯c =
e
∑
(u,v)∈Ee,c
N ′u,v
Lc − 1
PT
(9)
are satisfied, then:
(a) the feasible set of problem [P.2] is non-empty;
(b) Problem [P.2] is equivalent to the convex optimiza-
tion problem [P.7] (see Appendix A);
Proof. See Appendix A.
Remark 2: By virtue of Theorem 1 and the results in Ap-
pendix A, the delay constrained energy minimization problem
in [P.2] is equivalent to a convex problem with strictly convex
objective function, see [P.7]. Thus, if the feasible set is non-
empty, the problem admits a unique global solution that can
be found using numerically efficient algorithms [53]. This is a
very important result, since it enables the possibility to find the
global optimum solution of [P.1] through a search on the useful
call graph configurations. Indeed, the feasibility conditions (9)
enables to discard several call graph configurations that cannot
afford offloading, thus reducing the complexity burden of the
algorithm. The computation of the useful graph configurations
is very easy. Indeed, since Lc in (8) and the threshold values
a¯c in (9) are fixed coefficients depending on the call graph
structure, the delay constraint L, and the power budget con-
straint PT , these parameters must not be computed on the fly
but they can be precomputed and stored in the memory. Thus,
when computation offloading is requested, the selection of the
useful graph configuration can be done by simply checking
the conditions in (9), given the current equivalent channel a
between the MUE and the SCceNB. The search will then be
limited only to the useful call graph configurations.
Remark 3: The problem formulation in [P.1] extends the
MAUI strategy from [23], where it was proposed an integer
linear program (ILP) aimed at finding the optimal program
5Algorithm 1 : Joint Optimization Algorithm
(S.1): Given the equivalent channel a, select the set of
combinations C that satisfy the feasibility conditions in (9);
(S.2): For every combination Ic = {Icv}card(V)+1v=0 , c ∈ C,
compute the optimal power vector p∗c by solving the convex
problem [P.7] (Appendix A). Then, using (1), evaluate the
overall energy Ec(Ic,p∗c) spent to run the application, for the
given combination c;
(S.3): Select the pair (I∗c ,p∗c) = argmin
c∈C
Ec(Ic,p
∗
c).
partitioning strategy that minimizes the MUE’s energy con-
sumption, subject to a latency constraint. Differently from our
work, in [23] the quantities Du,v(pu,v) and Ju,v(pu,v) were
assumed to be constant (and known), whereas in our case those
quantities are optimized jointly with the program partition,
acting on the transmit power and the constellation size. This
introduces the radio aspect in the problem, and leads to a
further gain in terms of energy saving that can be achieved
through computation offloading. From a complexity point of
view, our approach and MAUI are both NP-hard problems.
Nevertheless, thanks to the check of the feasibility conditions
in (9), which depend on the radio aspect of the problem,
several graph configurations can be apriori discarded depend-
ing on the current channel value. Thus, our approach might
largely reduce the overall complexity burden of computation
offloading, with respect to the MAUI strategy.
The main steps of the algorithm that solves the joint
optimization of radio resources and code partitioning are
summarized in Algorithm 1.
B. Numerical Results
In this section, we provide some numerical results to assess
the tradeoff between performance and complexity of the
proposed offloading strategy.
Numerical Example 1 - Performance: The performance of the
proposed offloading strategy is affected by several factors.
The first important factor is the call graph topology and its
parameters. As an example, let us consider three different
examples of call graphs, as illustrated in Fig. 2. To grasp the
dependence of the performance on the graph’s parameters, we
consider for simplicity three directed call graphs having the
same topology, but different parameters. In Fig. 2, nodes 0
and 7 represent the auxiliary nodes of the extended call graph,
and are useful to model the user interface. All other nodes of
the graphs (from 1 to 6) can be offloaded, if needed. All the
nodes in the three graphs have the same set of energies Elv
(Joule) and number of CPU cycles wv (Mcycles), associated
to the local computation of a method. In particular, El1 = 4.2,
El2 = 5.1, E
l
3 = 6.7, E
l
4 = 8.4, E
l
5 = 0.5, E
l
6 = 0.4, and
w1 = 70.8, w2 = 42.5, w3 = 95.3, w4 = 158.6. w5 = 18.6,
w6 = 86.4. What is different from one graph to the other is
the number Nu,v of Kbit associated to the program state at
each edge of the extended call graph, as we can see in Fig. 2.
The colors associated to the nodes in Fig. 2 denote the
final result of the proposed joint optimization algorithm for
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Fig. 2: Examples of optimal graph’s partitions.
the specific graph. In particular, the black color is assigned to
those nodes for which the optimization strategy has decided
to run the corresponding procedure locally, whereas the white
color is assigned to the procedures that are offloaded to the
SCceNB. The latency constraint L in [P.1] is chosen equal to
the time needed by the MUE to compute the entire program
locally, and the power budget constraint is PT = 0.01 Watt.
The local CPU clock speed is chosen as fl = 108 cycles/s,
whereas the server speed is equal to fs = 1010 cycles/s.
The normalized channel coefficient a in (6) is set equal to
500, and the bit duration Tb = 10−6. As we can notice
from Fig. 2, slightly different call graphs (only in terms of
number of bits Nu,v) lead to completely different results. In
the first case (Graph 1), all the nodes (except the auxiliary
nodes, of course) are offloaded to the server. This happens
because the overall energy that the MUE should have spent
for computing the entire application locally is much greater
than the energy needed to transmit the initial state of size
N01 = 500 KByte. In this case, it might be that, for each
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Fig. 3: Average energy spent for processing versus distance
(from MUE to SCceNB), for different communication strate-
gies.
individual method after node 2, its remote execution is more
expensive than its local execution, and yet remote execution
can save energy by offloading the entire program. It is indeed
important to remark that the result of the optimization is
globally optimal (i.e., across the entire program) rather than
locally optimal (i.e., relative to a single method invocation).
Let us consider now the case of Graph 2 in Fig. 2, where
the size N01 and N13 of the program state are larger than
before. In this case, the optimal solution is the one shown
in Fig. 2 (Graph 2), where only four methods are offloaded.
This happens because, from an energetic point of view, it has
become non convenient to transmit the large states N01 or N13
to the SCceNB. Furthermore, once a computation is offloaded,
the result must be transmitted back to the SCceNB. If the result
yields too many bits, it may not be convenient to offload that
procedure. This is exactly what happen in the case of Graph
3 in Fig. 2. Indeed, increasing the values of the output size of
procedures 5 and 6 with respect to the case of Graph 2, the
optimal solution changes as shown in Fig. 2 (Graph 3).
A fundamental factor affecting the performance of the joint
optimization algorithm is the wireless fading channel between
MUE and SCceNB. For this reason, we check the performance
of the optimization algorithm as a function of the distance
between MUE and SCceNB, considering a Multiple-Input-
Multiple-Output (MIMO) transmission scheme. In Fig. 3, we
report the average energy spent for processing versus the
distance between MUE and SCceNB, for different MIMO
configurations. The results are averaged over 200 independent
realizations. Assuming the presence of M statistically inde-
pendent spatial channels, the fading coefficient α is a random
variable, whose probability density function (pdf) depends
on the MIMO communication strategy, with α¯ denoting the
variance over the single channel coefficient [54]. In particular,
in Fig. 3, we assume the use of SISO, 1x2 SIMO, and 2x2
MIMO communication strategies. The BER is chosen equal
to 10−3, the path-loss coefficient PL(d) is chosen according
to the small cell model in [55] (with carrier frequency equal
to 2 GHz), the noise power is equal to −135 dB, and the
variance α¯ = 1. Furthermore, we consider the Graph 1 in Fig.
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Fig. 4: Average percentage of useful call graph configurations
versus the maximum size Nmax of the program state, for
different power budgets PT .
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Fig. 5: Average energy spent for offloading versus the max-
imum size Nmax of the program state, for different power
budgets PT .
2 as a call graph for this example. As expected, from Fig. 3,
we notice how computation offloading is more convenient if
the distance between MUE and SCceNB is sufficiently low,
in order to allow the offloading of the entire program with
high probability. This is a further numerical justification for
favoring the access to the cloud through small cells. From Fig.
3, we also notice how, increasing the number of antennas, we
get a larger energy saving thanks to the increased offloading
of computing tasks.
Numerical Example 2 - Energy Saving/Complexity Tradeoff:
The aim of this example is to show the existing tradeoff be-
tween the performance achievable by the proposed offloading
strategy and its computational complexity. Considering a call
graph having V¯ offloadable vertexes, in principle the search
procedure should compare the results achieved over all the 2V¯
possible configurations. However, given a certain realization
of wireless channels, only a subset of these configurations
satisfy the feasibility conditions in (9). It is then of interest
to investigate on the effective percentage of useful configura-
7tions that the proposed algorithm must check with respect to
variations of the application’s parameters, the radio channel,
and the radio requirements on the power budget. The results
have been obtained in the following way. Starting from a graph
structure as in Fig. 2, we assume a maximum size Nmax of the
program state to be transferred and a maximum value wmax
of the computational load (in terms of CPU cycles). Then, we
generate one thousand graphs having the structure of Fig. 2,
but with values of Nu,v and wv generated as uniform random
variables in the interval (0, Nmax] and (0, wmax]. Thus, in Figs.
4 and 5, we illustrate the average behavior of the number
of useful call graph configurations that the algorithm must
check and the optimal energy spent by the proposed offloading
strategy, versus Nmax, while setting wmax = 107. In Figs. 4
and 5, we also consider different values of the power budget
constraint PT . The channel parameters are chosen as in the
previous simulation, and the MUE/SCceNB distance is set
equal to 100 meters. The other parameters are the same of the
previous example. The result reported in Fig. 4 shows that,
as Nmax increases, there are less and less feasible configura-
tions to check, so that the overall computational load greatly
diminishes with respect to the search over all the possible
call graph’s combinations. We also see how, increasing the
transmit power PT , there are more feasible configurations
because offloading is more likely to occur. At the same time,
in Fig. 5, we report the energy consumption averaged over
all call graph realizations, for different values of the power
budget constraint PT . From Fig. 5, we can notice how low
energy consumptions are obtained as Nmax decreases. In this
case, the energy consumption is smaller for the higher transmit
power, because offloading occurs more frequently. Thus, Figs.
4 and 5 show an interesting tradeoff between complexity and
performance achieved by the proposed offloading strategy:
lower energy consumptions are achieved at the price of a larger
complexity for solving Algorithm 1.
IV. JOINT OPTIMIZATION IN THE MULTIPLE
CHANNEL CASE
We now extend the previous offloading optimization strategy
to the wideband channel case, where the MUE transmits over
a set of K parallel sub-bands. In this case, we have the extra
degree of freedom on how to distribute the transmit power
across the parallel channels. In the multi-channel case, the
average delay associated to the correct reception of Nu,v bits
at the server side is given by:
Du,v(pu,v) =
N ′u,v
K∑
k=1
log
(
1 + akp
k
u,v
) (10)
with N ′u,v = Nu,vTb log 2, ak =
α2k · PL(d)
Γ(BER)N0
, (11)
where α2k and pku,v denote the fading coefficient and the
power transmitted over the k-th subchannel, respectively, and
pu,v = [p
1
u,v, . . . , p
K
u,v]
T
. Exploiting (10), the average energy
cost Ju,v(pu,v), associated to the transfer of the program state
Nu,v, is given by
Ju,v(pu,v) = Du,v(pu,v)
K∑
k=1
pku,v. (12)
Let us define p = {pu,v}(u,v)∈Ee ∈ RK·card(Ee). Exploiting
(10)-(12), the joint optimization of radio resources and code
partitioning, in the case of transmission over a wideband
channel, can be cast as:
[P.3] min
I,p≥0
∑
v∈V
(1− Iv) ·E
l
v +
∑
(u,v)∈Ee
[
Ju,v(pu,v)Iv
+ εu,vIu − (Ju,v(pu,v) + εu,v)IuIv
]
subject to∑
v∈V
[
(1− Iv)T
l
v + IvT
r
v
]
+
∑
(u,v)∈Ee
[
Du,v(pu,v)Iv
+ γu,vIu − (Du,v(pu,v) + γu,v)IuIv
]
≤ L
Iv ∈ {0, 1}, Iv = 0, ∀v ∈ Vl,
K∑
k=1
pku,v ≤ PT · Iv(1− Iu), ∀ (u, v) ∈ Ee,
where Ju,v(pu,v) and Du,v(pu,v) are given by (12) and (10),
respectively. The last constraint in [P.3] denotes the budget on
the sum of transmit powers, which is equal to PT if Iu = 0
and Iv = 1, and zero in all other cases.
A. Joint Optimization Algorithm
Proceeding as for [P.1], let us consider a generic combina-
tion c ∈ C, where C is the set of all possible combinations
of the binary variables Iv , v ∈ V . For each combination c,
the value of the variables Iv is fixed to some value Icv , and
problem [P.3] becomes the radio resource allocation problem
[P.4] min
pc≥0
∑
(u,v)∈Ece
N ′u,v
K∑
k=1
pku,v
K∑
k=1
log
(
1 + akp
k
u,v
)
s.t.
∑
(u,v)∈Ece
N ′u,v
K∑
k=1
log
(
1 + akp
k
u,v
) ≤ Lc
K∑
k=1
pku,v ≤ PT , ∀ (u, v) ∈ E
c
e ,
where Ece is the set of edges (u, v) ∈ Ee for which Icu = 0
and Icv = 1 given the combination c. Furthermore, the
optimization vector is pc = {pu,v}(u,v)∈Ece , where pu,v =
[p1u,v, . . . , p
K
u,v]
T
. The delay constraint Lc is the same as (8).
Again, the problem in [P.4] is nonconvex. However, it can be
proved the following result:
Theorem 2: If the following conditions are satisfied:
Lc > 0 and
K∑
k=1
log(1 + akp
∗
k) ≥
∑
(u,v)∈Ece
N ′u,v
Lc
,
8where p∗ = {p∗k}Kk=1 is the solution of the water-filling
problem (19) (see Appendix B), then:
(a) problem [P.4] admits a non-empty feasible set;
(b) problem [P.4] is equivalent to the problem [P.8] (see
Appendix B), which is such that any local optimum
is also globally optimal.
Proof. See Appendix B.
To solve the problem [P.3], we propose an algorithm totally
similar to Algorithm 1. The only difference is that, in (S.1), to
find the set of useful combinations C, we check the feasibility
condition (13), instead of (9), and in (S.2) we solve the
optimization problem in [P.4] (i.e., [P.8]), instead of [P.2]
(i.e., [P.7]).
Remark 4: To check the feasibility condition in (13), the
solution of the water-filling problem (19) (see Appendix B)
must be first computed. This solution is given by a simple
iterative algorithm that converges in (at most) K iterations.
Thus, since the complexity of the Water-Filling computation
is very low, the selection of the useful call graph configurations
is very efficient also in the wide-band channel case.
B. Numerical Results
We now apply our proposed joint optimization approach to
the case of a realistic call graph of a program, representing
a face recognition application, see [23]. The application’s
call graph is the same shown in Fig. 1, where nodes 0 and
4 represent the user interface and cannot be offloaded. The
other parameters are El1 = 0.872, El2 = 4.703, El3 = 13.03
(Joule), w1 = 18.1, w2 = 92.6, w3 = 256.1 (Mcycles), and
N0,1 = 182, N1,2 = 4675, N1,3 = 13860 (KByte). For
this application, we illustrate an example of optimal power
allocation and call graph’s partition, in the case the MUE is
transmitting by using multiple channels. For this purpose, in
Fig. 6, we report the result of our joint optimization algorithm.
We consider an OFDM system with K = 8 subcarriers. For
the problem in [P.3], the latency constraint L is chosen equal
to the time needed by the MUE to compute the entire program
locally, and the power budget constraint is PT = 0.018 Watt.
The local CPU clock speeds fl and fs, and the bit duration Tb
are chosen as in previous simulations. The normalized wireless
channels ak between MUE and SCceNB are given in Fig.
6 (middle). The optimal graph’s partition for this parameter
setting is shown in Fig. 6 (bottom), where, again, the white
nodes denote procedures computed at the SCceNB side. As
we can notice from Fig. 6 (bottom), all the remoteable nodes
are offloaded to the SCceNB. This means that the optimization
has found that the most convenient solution in terms of energy
is to transmit the 182 KB of the program state between the
nodes 0 and 1, and then compute all the rest of the program
at the server. Thus, only one link in the call graph is selected
to be used for the transmission of data. In particular, the top
plot in Fig. 6 (top) shows the optimal power allocation over
the multiple channels, achieved as a result of the optimization
problem [P.4]. As we can see from Fig. 6 (top and middle), the
power allocation shows a water-filling behavior, where all the
power is concentrated over the best channels, while no bits
are transmitted over the worse channels. The energy saving
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Fig. 6: Result of the Joint optimization. (Top) Optimal power
allocation. (Middle) Normalized channel coefficients. (Bot-
tom) Optimal graph’s partition.
is potentially huge in this case. Indeed, by computing locally
nodes 1, 2, and 3 of the call graph, the MUE would have spent
18.6 Joule, while, by offloading the entire program as in Fig.
6 (bottom), the MUE would spend only 25 mJoule. The gain
in terms of energy saving is about 740 times.
V. RELAXED OPTIMIZATION BASED ON SUCCESSIVE
CONVEX APPROXIMATION
As discussed above, finding the optimal solution of the
mixed integer programming [P.1] requires an exhaustive
search over all the useful call graph partitions, i.e. all the
configurations that satisfy the feasibility conditions in (9).
Nevertheless, even if the check of conditions (9) might largely
reduce the complexity of the overall search, it is clear that
such a solution can be adopted only in the case of call
graphs with a moderate number of nodes. To face with large
size call graphs, we propose now a low-complexity algorithm
that is still able to obtain high-quality solutions of problem
[P.1] (the same approach can be used to solve also problem
[P.3]). By hinging on recent successive convex approximation
techniques [50], [51], we devise an iterative algorithm where
the nonconvex optimization problem [P.1] is replaced by a
sequence of strongly convex problems. To this end, we relax
the original problem by converting the integer variables {Iv}
into real variables belonging to the interval [0, 1]. To simplify
our formulation we introduce in [P.5] the change of variables
tu,v = Iv(1 − Iu) where tu,v ∈ [0, 1], ∀u, v ∈ Ee. Hence,
defining t , (tu,v)∀u,v∈Ee , [P.1] can be relaxed into the
following nonconvex problem:
[P.5] min
I ,t,p
E(I, t,p) ,
∑
v∈V
(1− Iv) · E
l
v
+
∑
(u,v)∈Ee
[
Ju,v(pu,v) · tu,v + εu,v(tu,v − Iv + Iu)
]
9subject to
a) D¯(I, t,p) ≤ L,
b) Iv(1− Iu)− tu,v ≤ 0, ∀ u, v ∈ Ee,
c) tu,v ∈ [0, 1], Iv ∈ [0, 1], ∀ u, v ∈ Ee,
d) Iv = 0, ∀ v ∈ Vl,
e) 0 ≤ pu,v ≤ PT · tu,v, ∀ u, v ∈ Ee,


, X
where D¯(I, t,p) ,
∑
v∈V
[
(1− Iv)T
l
v + IvT
r
v
]
+
∑
(u,v)∈Ee
[
Du,v(pu,v)tu,v + γu,v(tu,v − Iv + Iu)
]
.
Let y , (I, t,p) and yν , (Iν , tν ,pν), with ν denoting the
temporal index of the iterative procedure that aims to solve
[P.5]. To find a suitable convexification of [P.5], we need to
define valid surrogates for the nonconvex objective function
E(I, t,p), and the constraints in a) and b). Proceeding as in
[50], [51], we first build a (strongly convex) surrogate function
E˜(y;yν) that approximates the nonconvex objective function
E(y) around the current iterate yν ∈ X and enjoys some
desirable properties (see [50], [51] for further details). To
build E˜, let us preserve the convex terms in E(I, t,p) while
convexifying the non-convex part
∑
(u,v)∈Ee
Ju,v(pu,v) · tu,v.
More formally, let us introduce the strongly convex function:
E˜(y;yν) ,
∑
v∈V
(1− Iv) ·E
l
v +
∑
(u,v)∈Ee
εu,v(tu,v − Iv + Iu)
+
∑
(u,v)∈Ee
(
pνu,vDu,v(pu,v) + pu,vDu,v(p
ν
u,v)
)
· tνu,v
+
∑
(u,v)∈Ee
pνu,vDu,v(p
ν
u,v) · tu,v + τp ‖ p− p
ν ‖2
+ τI ‖ I − I
ν ‖2 +τt ‖ t− t
ν ‖2
where τp, τI , τt are positive constants. Note that E˜(y;yν)
has some desirable properties (see [50], [51]) such as: i) it is
uniformly strongly convex with Lipschitz continuous gradient
on X ; ii) it preserves the same first-order behavior of the
original nonconvex function E(y) at yν , i.e., ∇yE˜(yν ;yν) =
∇yE(y
ν), ∀yν ∈ X (see [50], [51]). Now, similarly to
what we did for the objective function, we introduce an inner
convexification of the (nonconvex) constraints a) and b) in
[P.5]. Let us first build a convex approximation, say D˜(y;yν),
of the delay constraint D¯(y) around the current iterate ν. To do
so, we convexify the term Du,v(pu,v)tu,v , for each u, v ∈ Ee,
so that an inner convexification of the constraint a) in [P.5] is
given by:
D˜(y;yν) =
∑
v∈V
[
(1− Iv)T
l
v + IvT
r
v
]
+
∑
(u,v)∈Ee
[
Du,v(p
ν
u,v)
·
tu,v
2
+Du,v(pu,v)
tνu,v
2
+ γu,v(tu,v − Iv + Iu)
]
≤ L.
Finally we introduce the following inner convexification
g˜u,v(y;y
ν) of the constraint b) in [P.5]:
g˜u,v(y;y
ν) ,
Iv
2
(1− Iνu) +
Iνv
2
(1 − Iu)− tu,v.
Algorithm 2 : Inner SCA Algorithm for [P.5]
Data: y0 , (I0, t0,p0) ∈ X ; {βν}ν ∈ (0, 1]; {δν}ν ; τp > 0;
τI > 0, τt > 0. Set ν = 0.
(S.1): If yν satisfies a termination criterion, STOP;
(S.2): Compute the solution yˆ(yν) of problem [P.6];
(S.3): Set yν+1 = yν + βν (yˆ(yν)− yν);
(S.4): ν ← ν + 1 and go to (S.1).
The approximations D˜(y;yν) and g˜u,v(y;yν) are chosen in
order to satisfy some key properties, see [50], [51] for details.
A. Inner SCA algorithm
Exploiting the previous arguments, we are now able to intro-
duce the proposed (strongly) convex approximation of problem
[P.5] around a feasible point yν . In particular, replacing the
nonconvex objective E(y) and the nonconvex constraints in
a) and b) with the approximations E˜(y;yν), D˜(y;yν) and
g˜(y;yν), respectively, we have
[P.6] min
y
E˜(y;yν)
subject to
a) D˜(y;yν) ≤ L
b) g˜u,v(y;yν) ≤ 0, ∀u, v ∈ Ee,
c) tu,v ∈ [0, 1], Iv ∈ [0, 1], ∀ u, v ∈ Ee,
d) Iv = 0, ∀ v ∈ Vl,
e) δν ≤ pu,v ≤ PT · tu,v + δν , ∀ u, v ∈ Ee.
In constraint e), we introduced the sequence δν that is
instrumental to preserve the feasibility of X while driving
the transmission powers to vanishing values. To guarantee
that the optimal solutions of [P.6] coincide with those of
[P.5], it must hold limν→∞ δν = 0. Then, starting from a
feasible point y0 , (I0, t0,p0) (satisfying the feasibility
conditions in (9)), the proposed method consists in solving the
sequence of problems [P.6] by following the steps described in
Algorithm 2. Note that, in step (S.3), the algorithm exploits a
diminishing step-size sequence βν , such that
∑∞
ν=0 β
ν =∞,
and
∑∞
ν=0(βν)
2 <∞. Under these assumptions, it is possible
to prove that the proposed algorithm converges to a stationary
point of problem [P.5] (see [50], [51] for details on the
convergence proof).
In the sequel, we provide some numerical results aimed at
illustrating the performance of the proposed relaxed method
when compared to the global optimal solution provided by
Algorithm 1.
B. Numerical Results
The method proposed in Algorithm 2 performs a relaxation
of the integer variables, which are now real variables that can
assume any value between zero and one. It is then fundamental
to check if the proposed method is still able to give meaningful
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Fig. 7: Behavior of Energy versus iteration index, for different
initializations of Algorithm 2.
results that well approximate the solutions of the original
problem [P.1]. In particular, we have noticed that, despite
the relaxation, in many cases the results achieved through
algorithm 2 provide values for the integer variables that are
exactly equal to zero or one. In some other cases, the final
results are not exactly integer, but still very close to zero
and one. In these latter cases, we associate the final result
obtained through Algorithm 2 with the closest combination
of the call graph, and find the optimal transmit power by
solving the correspondent convex radio allocation problem
in [P.2] (i.e. [P.7]). Furthermore, it is also important to
assess the convergence speed of Algorithm 2, because a true
complexity reduction with respect to [P.1] is obtained only
if the method is able to converge in a few iterations. As an
example, in Fig. 7 we report the behavior of Algorithm 2
in terms of energy spent for transmission/processing versus
the iteration index, considering three different initializations
of the algorithm. The radio parameters and the call graph
are the same used to achieve the results in Fig. 3, and the
equivalent channel a is set equal to 500. The step-size is
chosen in order to satisfy the rule βν = βν−1(1−µβν−1), with
β0 = 0.2, and µ = 10−4. The sequence δν is chosen such that
δν = δ0/(ν+1), with δ0 = 10−4. As we can notice from Fig.
7, for all the initializations, the algorithm converges to the
same solution in a few iterations. In particular, the solution
found by the proposed algorithm coincides with the optimal
solution obtained by Algorithm 1.
To assess the performance of Algorithm 2 (SCA) with
respect to the global optimum obtained by Algorithm 1, in Fig.
8, we report the average energy spent for processing versus
the distance between MUE and SCceNB for both algorithms.
We consider different communication strategies, i.e. SISO, and
1x2 SIMO. The results are averaged over 200 independent
realizations. The parameters are the same used in the previous
simulation. From Fig. 8, as expected, the energy spent for
processing increases at larger distances, and the possibility of
having a MIMO channel improves the overall performance.
Interestingly, we can see from Fig. 8 that the performance of
the relaxed method based on SCA is very close to the optimal
solution achieved by Algorithm 1. This result illustrates how
0 100 200 300 400 500
0
5
10
15
20
25
Distance (m)
Av
er
ag
e 
En
er
gy
 (J
)
 
 
SISO − SCA
SISO − Global Optimum
SIMO 1x2 − SCA
SIMO 1x2 − Global Optimum
Fig. 8: Average energy spent for processing versus distance
(from MUE to SCceNB), for different algorithms and com-
munication strategies.
Algorithm 2 might be a good, low complexity alternative to
Algorithm 1, especially when the size of the call graph makes
impossible an exhaustive search over all the combinations.
VI. CONCLUSIONS
In this paper, we have proposed a method to optimize the
allocation of communication resources and the call graph’s
partition of a computer program jointly, in a mobile edge
computing context, with the aim of minimizing the energy
consumption at the mobile user, while satisfying a delay
constraint imposed by the application. We have proved that, for
any given call graph’s partition, the optimization problem as-
sociated to the selection of the radio parameters only is convex
and then it can be solved with numerically efficient methods.
However, the overall problem turns out to have a combinatorial
complexity that increases with the granularity of the call graph
structure. To cope with the combinatorial nature of the prob-
lem, we have first illustrated how several graph configurations
can be discarded depending on the current channel value, thus
reducing the complexity burden of the overall approach. Then,
we have introduced a lower complexity method that solves a
relaxed version of the original optimization problem, which is
shown to perform very similarly to the global optimal solu-
tion. Simulation results have been presented to illustrate for
what kind of application and channel conditions, computation
offloading can provide a significant performance gain with
respect to local computation. In this work, we assumed the
parameters of the call graph to be known. An interesting
development of this work is the incorporation of learning
mechanisms to tackle the case where these parameters are to
be estimated or predicted. A further development concerns
the multiuser case, where a set of mobile users concur for
the use of the same radio/computation resource pool, while
incorporating graph partitioning strategies.
APPENDIX A
PROOF OF THEOREM 1
In the following, for simplicity of notation and without any
loss of generality, we assume that the links (u, v) ∈ Ece are
11
identified by the index i = 1, . . . , card(Ece).
To prove point (a), which ensures that the feasibility set is
nonempty, we note that by inverting the relation
card(Ece )∑
i=1
N ′i
log (1 + aPT )
≤ Lc, (14)
which is the first constraint in [P.2] where instead of the pi’s
we have considered the maximum power value PT , we get the
inequality (9), which is a sufficient condition for the existence
of a nonempty feasible set.
We proceed now in proving point (b). As said before,
problem [P.2] is nonconvex. However, let us consider the
change of variables
ti = log(1 + api) → pi =
eti − 1
a
, (15)
∀ i = 1, . . . , card(Ece). Relation (15) is a one to one mapping
such that it is always possible to find uniquely the variable
pi from ti and viceversa. Thus, using (15), the optimization
problem in [P.2] becomes equivalent to the following problem
(see [53, p. 130]):
[P.7] min
tc
E
c
e∑
i=1
N ′i
a
eti − 1
ti
s.t.
card(Ece )∑
i=1
N ′i
ti
≤ Lc
0 < ti ≤ Tmax, i = 1, . . . , card(E
c
e),
where tc = [t1, . . . , tcard(Ece )]
T
, and Tmax = log(1+aPT ). It is
now straightforward to check the convexity of the optimization
set, which is given by the intersection of convex sets. We now
have to prove the strict convexity of the objective function.
Let us define
f(tc) =
card(Ece )∑
i=1
N ′′i
eti − 1
ti
(16)
where N ′′i = N ′i/a > 0. Since the function in (16) is separable
in the optimization variables, its Hessian is a diagonal matrix.
Thus, to show the strict convexity of function (16), it is
sufficient to prove that each diagonal element of the Hessian
matrix is strictly positive inside the optimization set. Let
us consider the i-th component. The second order partial
derivative is given by
∂2f(tc)
∂2ti
= N ′′i
t2i e
ti − 2eti(ti − 1)− 2
t3i
= N ′′i
g(ti)− 2
t3i (17)
where g(ti) = t2i eti − 2eti(ti − 1) = eti(ti − 1)2 + eti .
Since ti and N ′′i are positive, we have to analyze only the
positiveness of the function g(ti)− 2. It is easy to verify that
limti→0+ g(ti) = 2, where the notation lim
ti→t
+
0
h(t) means the
right limit of function h(t) around the point t0. Then, if we
prove that g(ti) is monotonic increasing for ti > 0, we have
showed that the second derivative in (17) is strictly positive.
In particular, we have
dg(ti)
dti
= eti
[
(ti − 1)
2 + 1
]
+2(ti−1)e
ti = t2i e
ti > 0, (18)
∀ti > 0. Since the previous arguments hold true for all i ∈
[1, . . . , card(Ece)], we can conclude that the Hessian is positive
definite and the objective function (16) is strictly convex, thus
concluding the proof of point (b).
APPENDIX B
PROOF OF THEOREM 2
To prove point (a), let us consider the two constraints
of problem [P.4]. For simplicity of notation let us assume
that the links (u, v) ∈ Ece are identified by the index
i = 1, . . . , card(Ece). To get a sufficient condition, which
guarantees that the delay constraint in [P.4] is satisfied, we
must find a lower bound of the first constraint with respect
to all the possible power allocations {pki }, subject to the
presence of the power budget constraints that compose the
second constraint. This can be achieved by maximizing the
denominator of the first constraint, for all i, subject to the
presence of the second constraint in [P.4]. Thus, since the
power budget constraints in [P.4] are the same for all i, the
feasibility condition is given by (13), where p∗ = {p∗k}Kk=1 is
the solution of the problem:
max
p
K∑
k=1
log
(
1 + akp
k
)
s.t.
K∑
k=1
pk ≤ PT . (19)
The solution p∗ = {p∗k}Kk=1 of (19) is the well known Water
Filling [56].Using p∗, it is clear that the inequality (13)
holds, thus giving a sufficient condition on the channel values
ensuring the existence of a non-empty feasible set.
To prove point (b), we exploit arguments that are similar
to what we have used in Appendix A. In particular, let us
consider the following change of variables:
tki = log(1 + akp
k
i ) → p
k
i =
(
et
k
i − 1
)
/ak, (20)
∀ i = 1, . . . , card(Ece ), ∀ k = 1, . . . ,K . Relation (20) is
a one to one mapping such that it is always possible to find
uniquely the variable pki from tki and viceversa. Thus, using
(20), the optimization problem in [P.4] becomes equivalent to
the following problem:
[P.8] min
tc
card(Ece )∑
i=1
N ′i
K∑
k=1
et
k
i − 1
ak
K∑
k=1
tki
s.t.
card(Ece)∑
i=1
N ′i
K∑
k=1
tki
≤ L′c
K∑
k=1
et
k
i − 1
ak
≤ PT , i = 1, . . . , card(E
c
e)
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where tc = [t1, . . . , tcard(Ece )]
T and ti = [t1i , . . . , tKi ]. We first
prove the convexity of the set. It is straightforward to see that
all the constraints grouped in the second constraint in [P.8]
are convex. Furthermore, let us define
g(tc) =
card(Ece )∑
i=1
N ′i
K∑
k=1
tki
=
card(Ece )∑
i=1
gi(ti). (21)
Since each function gi(ti) is given by the composition of a
convex function and an affine mapping, gi(ti) is a convex
function (see [53]) for all i = 1, . . . , card(Ece). The overall
sum function g(tc) is then convex, thus making the first
constraint in [P.8] a convex set. The optimization set is then
convex since it is given by the intersection of convex sets.
Consider now the objective function of [P.8], which reads as:
f(tc) =
card(Ece )∑
i=1
N ′i
K∑
k=1
et
k
i − 1
ak
K∑
k=1
tki
=
card(Ece )∑
i=1
wi(ti). (22)
Before proceeding with the proof, we introduce some def-
initions on generalized convexity which are instrumental to
prove that every stationary point is a global minimum. A
differentiable function f(tc) is pseudoconvex at a point t0c
[57], if
(tc − t
0
c)
T∇f(t0c) ≥ 0 ⇒ f(tc) ≥ f(t
0
c) (23)
for any tc ∈ dom f . In [57][pag. 142], it is proved that, if f
is pseudoconvex at t0c , then having ∇f(t0c) = 0 implies that
t0c is a globally optimal point. Hence, if f is pseudoconvex
at every stationary point, then every stationary point is a
global minimum. To exploit this property, we need to prove
that f(tc) is pseudoconvex at every stationary point. More
specifically, consider f(tc) =
card(Ece )∑
i=1
wi(ti) =
card(Ece )∑
i=1
h(ti)
v(ti)
where h(ti) = N ′i
K∑
k=1
et
k
i − 1
ak
and v(ti) =
K∑
k=1
tki . Let us now
show that each function wi(ti) is pseudoconvex ∀ ti ∈ domwi.
Assume that (ti − t0i )T∇wi(t0i ) ≥ 0, i.e.
(ti − t
0
i )
T
(
∇h(t0i )
v(t0i )
−
h(t0i )
v2(t0i )
∇v(t0i )
)
≥ 0. (24)
Since h(ti) is a differentiable convex function and v(ti) is
linear, the following conditions hold:
h(ti) ≥ h(t
0
i ) +∇
Th(t0i )(ti − t
0
i ) (25)
v(ti) = v(t
0
i ) +∇
T v(t0i )(ti − t
0
i ), (26)
for all t0i , ti ∈ domwi. Hence, by using these inequalities in
(24) and since v(ti) > 0, it results(
h(ti)
v(t0i )
−
h(t0i )
v2(t0i )
v(ti)
)
≥ 0 (27)
i.e.
wi(ti) =
h(ti)
v(ti)
≥
h(t0i )
v(t0i )
= wi(t
0
i ) (28)
for any ti, t0i ∈ domwi. Then, from (28) and (23), we
can state that wi(ti) is a pseudoconvex function for ev-
ery i = 1, . . . , card(Ece). Let us now prove that f(tc) =∑card(Ece)
i=1 wi(ti) is a pseudoconvex function at every station-
ary point t0c . Hence assume that (tc− t0c)T∇f(t0c) ≥ 0, where
t0c = [t
0
1, . . . , t
0
card(Ece )
] is a stationary point of f(tc). Let us
denote with S = {t0c ∈ domf : ∇f(t0c) = 0} the set of the
stationary points of f(tc). Observe that since the functions
wi(ti) are uncoupled, the set S is equal to the cartesian
product of the sets Si of the stationary points of each function
wi(ti), i.e. S = S1 × S2 × . . . × Scard(Ece). Hence from the
pseudoconvexity of each function wi(ti) we can state that
(ti − t
0
i )
T∇wi(t
0
i ) = 0 ⇒ wi(ti) ≥ wi(t
0
i ) ∀ti ∈ dom wi
(29)
so that
card(Ece)∑
i=1
wi(ti) ≥
card(Ece )∑
i=1
wi(t
0
i ). Hence, at each
stationary point t0c , we get
(tc − t
0
c)
T∇f(t0c) = 0 ⇒ f(tc) ≥ f(t
0
c) (30)
for any tc ∈ dom f . Then, from (23), f is pseudoconvex at
every stationary point, thus ensuring that every stationary point
of f is a global minimum. This completes the proof of point
(b).
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