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Abstract
Let G be a compact connected Lie group and P ⊂ G be the centralizer of a one-parameter
subgroup in G. We explain a program that reduces integration along a Schubert variety in the flag
manifold G/P to the Cartan matrix of G.
As applications of the program, we complete the project of explicit computation of the degree
and Chern number of an arbitrary Schubert variety started in Zhao and Duan (J. Symbolic Comput.
33 (2002) 507).
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
This paper is concerned with effective computation of integration along Schubert
varieties in a flag manifold G/P , where G is a compact connected Lie group and P ⊂ G
is the centralizer of a one-parameter subgroup in G. Our main results (Theorems 1–3 in
Section 2) present a linkage from the Cartan matrix to the construction of all the machinery
required by computing the integration: the Weyl group W of G, the realization of the
cohomology of G/T as the quotient of a polynomial algebra (where T ⊂ G is a fixed
maximal torus of G), and the corresponding representation of divided differences.
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1.1. Integration along Schubert varieties
We begin our exposition by recalling the classical theory of integration along Schubert
varieties due to Borel (1953, 1967), Bernstein et al. (1973), and Demazure (1974). Let G
be a compact connected Lie group with a fixed maximal torus T and the Weyl group W .
The inclusion T → G induces a fibration
G/T
c
↪→ BT → BG,
where B H denotes the classifying space of the Lie group H (Husemoller, 1975), and where
the fibre inclusion c is equivariant with respect to the standard W -action on both G/T and
BT (Borel, 1967).
Let H ∗(X; k) be the cohomology ring (resp. algebra) of a space X with coefficients in
k = Z (resp. k = R, the field of reals).
Lemma 1. The map c induces a W-equivariant homomorphism of rings
c∗ : H ∗(BT ;Z) → H ∗(G/T ;Z)
with kernel H+(BT ;Z)W , the ideal in H ∗(BT ;Z) generated by W-invariants in positive
degrees; and with a finite cokernel.
If H ∗(G;Z) has no torsion, c∗ is surjective.
The induced map c∗, well known as Borel’s characteristic map, gives rise to an
isomorphism
H ∗(G/T ;R) = H ∗(BT ;R)/H+(BT ;R)W
by Lemma 1. On the other hand, in the context of algebraic geometry, another description
for H ∗(G/T ;Z) based on the partition of G/T into Schubert cells is of crucial importance.
Let l : W → Z be the length function (Bernstein et al., 1973). According to Chevalley,
the space G/T admits a canonical decomposition into (closed) cells, indexed by elements
in W :
G/T = ∪w∈W Xw, dim Xw = 2l(w), (1.1)
with each cell an algebraic variety, known as a Schubert variety in G/T (cf. Chevalley,
1994; Bernstein et al., 1973). Since only even dimensional cells are involved, the cycles
[Xw] ∈ H∗(G/T ;Z) form an additive basis for H∗(G/T ;Z), known as the Schubert
cycles on G/T . The Kronecker dual of [Xw] in cohomology gives rise to the Schubert
class Pw ∈ H ∗(G/T ;Z) associated with w, and the set {Pw | w ∈ W } consists of an
additive basis for H ∗(G/T ;Z).
It is natural to ask for the relationship between these two descriptions of H ∗(G/T ;Z).
More precisely, let c∗ : H ∗(BT ;Z) → H ∗(G/T ;Z) be the Borel characteristic map.
For any f ∈ H ∗(BT ;Z), c∗( f ) ∈ H ∗(G/T ;Z) can be expressed uniquely as a linear
combination of Schubert classes, namely
c∗( f ) =
∑
w∈W
[∫
Xw
f
]
Pw,
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where the coefficients
∫
Xw f ∈ Z can be interpreted either in terms of Kronecker pairing〈, 〉 as∫
Xw
f = 〈 f, Xw〉,
or (in the De Rham theory) as the integration along the Schubert variety Xw as indicated
by the notion. The effective computability of enumerative problems on G/T concerns the
following problem (cf. Duan, 2001; Zhao and Duan, 2002, Observation, 1–3).
Problem 1. Find the correspondences
∫
Xw : H 2l(w)(BT ;Z) → Z, w ∈ W .
Problem 1 was raised and solved independently by Bernstein et al. (1973) and by
Demazure (1974) in 1973 (see Segal (1982) for a short, but elegant introduction to
Bernstein et al. (1973)). We briefly recall their result.
Let ∆∗ ⊂ H 2(BT ;Z) be a set of simple co-roots of G. For a α ∈ ∆∗, let σα :
H ∗(BT ;Z) → H ∗(BT ;Z) be the induced map of the involution on T corresponding
to α. Consider the additive operators Dα : H ∗(BT ;R) → H ∗−2(BT ;R), α ∈ ∆∗, of
degree −2, defined by
Dα( f ) = f − σα( f )
α
, f ∈ H ∗(BT ;R).
Lemma 2 (Bernstein et al., 1973; Demazure, 1974). If w ∈ W has a reduced decomposi-
tion w = σα1 ◦ · · · ◦ σαk with αi ∈ ∆∗, then the composed operator
Dw = Dα1 ◦ · · · ◦ Dαk : H ∗(BT ;R) → H ∗−2k(BT ;R)
depends only on w and not on a specific choice of the decomposition.
Further, if f ∈ H 2k(BT ;Z) then ∫Xw f = Dw( f ).
The operator Dw is known as the divided difference corresponding to w ∈ W . In view
of Lemma 2, Problem 1 is reduced to that of the computability of the Dw .
For the extension of divided differences to the cohomology of the flag variety G/T of
a Kacˇ–Moody group G, see Arabia (1989) and Kostant and Kumar (1986).
1.2. Representation of divided differences
Lemma 2 describes integration along Schubert varieties merely in a coordinate-free
manner. In order to make this plausible result computational manageable in concrete
situations one needs to specify a basis x1, . . . , xn for H 2(BT ;Z) so that
(1) the ring H ∗(BT ;Z) (resp. the algebra H ∗(G/T ;R)) is identified with a polynomial
ring (resp. the quotient of a polynomial algebra); and consequently
(2) the operator Dα admits a representation.
The classical method for finding a basis for H 2(BT ;Z) is due, again, to Borel (1953). It
amounts to, firstly, choosing a “convenient” factorization of the maximal torus T ⊂ G into
n circle subgroups S1, n = dim T —that is, an isomorphism of Abelian groups
T ∼= S1 × · · · × S1(n copies).
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The induced map on classifying spaces (Husemoller, 1975) yields a decomposition of BT
into n-fold products of BS1 = CP∞ (the projective space of complex lines through the
origin in C∞), namely
BT ∼= CP∞ × · · · × CP∞.
This allows one to identify H ∗(BT ;Z) with the free polynomial ring Z[t1, . . . , tn], where
ti is the Kaehler class of the i -th factor space in the product CP∞ × · · · ×CP∞. Next, by
specifying the induced W -action on S1×· · ·×S1, and hence on Z[t1, . . . , tn], one may find
a set of generators p1, . . . , pm for the subring consisting of all W -invariant polynomials.
These suffice, according to Lemma 1, for writing the cohomology in terms of “generators
and relations” as
H ∗(G/T ;R) = R[t1, . . . , tn]/〈p1, . . . , pm〉.
This later equality is also valid over Z if H ∗(G;Z) has no torsion.
Example 1. For the four families of classical matrix groups we have the following results
from Borel (1953).
Case An−1. For the unitary group U(n) of order n, the standard maximal torus T ⊂ U(n)
has the factorization
T = diag{eiθ1 , . . . , eiθn }.
This leads to the identification (note that H ∗(U(n);Z) is torsion free)
H ∗(U(n)/T ;Z) = Z[t1, . . . , tn]/〈ei (t1, . . . , tn), i ≤ n〉,
where ei (t1, . . . , tn) is the i -th elementary symmetric function in t1, . . . , tn .
Case Bn. For the special orthogonal group SO(2n + 1) of order 2n + 1, a factorization for
the standard maximal torus T ⊂ SO(2n + 1) is
T =
(
cos 2πθ1 − sin 2πθ1
sin 2πθ1 cos 2πθ1
)
⊕ · · · ⊕
(
cos 2πθn − sin 2πθn
sin 2πθn cos 2πθn
)
⊕ (1).
As a result
H ∗(SO(2n + 1)/T ;R) = R[t1, . . . , tn]/〈ei (t21 , . . . , t2n ), i ≤ n〉.
Case Cn. For the symplectic group Sp(n) of order n, the standard maximal torus T ⊂
Sp(n) can be factorized as T = diag{eiθ1 , . . . , eiθn }. Consequently
H ∗(Sp(n)/T ;Z) = Z[t1, . . . , tn]/〈ei (t21 , . . . , t2n ), i ≤ n〉.
Case Dn. For the special orthogonal group SO(2n) of order 2n, a factorization for the
standard maximal torus T ⊂ SO(2n) is
T =
(
cos 2πθ1 − sin 2πθ1
sin 2πθ1 cos 2πθ1
)
⊕ · · · ⊕
(
cos 2πθn − sin 2πθn
sin 2πθn cos 2πθn
)
.
Consequently (note that H ∗(SO(2n);Z) has Z2 torsion)
H ∗(SO(2n)/T ;R) = R[t1, . . . , tn]/〈t1 · · · tn; ei (t21 , . . . , t2n ), i ≤ n − 1〉.
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Example 2 (Continuing from Example 1). Representations of divided differences for the
four types of matrix groups.
Let σi , 1 ≤ i ≤ n−1; τn and ρn be the endomorphisms of the ring Z[t1, . . . , tn] defined
respectively by their actions on the generators t1, . . . , tn given below:
(t1, . . . , ti , ti+1, . . . , tn) → (t1, . . . , ti+1, ti , . . . , tn);
(t1, . . . , tn−1, tn) → (t1, . . . , tn−1,−tn);
(t1, . . . , tn−1, tn) → (t1, . . . ,−tn,−tn−1).
Case An−1. With respect to the cohomology of U(n)/T specified in 1 of Example 1, the
divided differences corresponding to the set of simple co-roots
∆∗ = {ti+1 − ti | 1 ≤ i ≤ n − 1} ⊂ H 2(BT ;Z) are
Di ( f ) = f − σi ( f )
ti+1 − ti , 1 ≤ i ≤ n − 1.
Case Bn. With respect to the cohomology of SO(2n + 1)/T specified in 4 of Example 1,
the divided differences corresponding to the set of simple co-roots
∆∗ = {ti+1 − ti ; tn | 1 ≤ i ≤ n − 1} ⊂ H 2(BT ;Z) are
Di ( f ) = f − σi ( f )
ti+1 − ti , 1 ≤ i ≤ n − 1; and
Dn( f ) = f − τn( f )
tn
.
Case Cn. With respect to the cohomology of Sp(n)/T specified in 2 of Example 1, the
divided differences corresponding to the set of simple co-roots ∆∗ = {ti+1 − ti ; tn | 1 ≤
i ≤ n − 1} ⊂ H 2(BT ;Z) are given as that in Case Bn.
Case Dn. With respect to the cohomology of SO(2n)/T specified in 3 of Example 1, the
divided differences corresponding to the set of simple co-roots
∆∗ = {ti+1 − ti ; tn−1 + tn | 1 ≤ i ≤ n − 1} ⊂ H 2(BT ;Z) are
Di ( f ) = f − σi ( f )
ti+1 − ti , 1 ≤ i ≤ n − 1; and
Dn( f ) = f − ρn( f )
tn−1 + tn .
1.3. The problems
It should be emphasized that, during the past two decades, it is the realization of
the divided differences as endomorphisms of the polynomial rings given in Example 2
that led to much important progress in the combinatorial approaches to the enumerative
Schubert calculus in flag manifolds related to matrix groups (Kleiman, 1976, 1987;
Sottile, 2001). This happens, to name but a few cases, in: the theory of Schubert
polynomials initiated by Lascoux and Schu¨tzenberger (1982), Billey and Haiman (1995),
Fomin and Kirillov (1996) and Lascoux et al. (1998); the determinantal formulas for
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the degeneracy locus given by Fulton and Pragacz (Fulton, 1996; Pragacz and Ratajski,
1997; Fulton and Pragacz, 1998); and also the generalizations of the classical Pieri-type
formula for the complex Grassmannians to various flag manifolds (Hiller and Boe, 1986;
Fulton and Pragacz, 1998). One of the obvious obstacles to extending these current studies
from a matrix group to a general Lie group is
Problem 2. What are the analogs of Examples 1 and 2 for a Lie group G apart from the
four families of classical matrix groups?
In particular, what happens to the five exceptional Lie groups?
The present work began with an attempt to perform explicit computations in some classical
numerical invariants associated with geometrical cycles, such as the degrees (equivalently,
the volumes) and the Chern numbers of Schubert varieties (cf. Section 5). Traditionally,
these numbers are computed in differential geometry by the methods of constructing ex-
plicit differential forms and computing the corresponding integration along the manifolds
concerned (see Ko¨jun and Ichiro, 1997a,b for example). It was felt that the divided differ-
ences from Schubert calculus essentially handle integration along Schubert varieties and,
therefore, should find applications in systematical computation of these numbers.
At the early stage of this study we built our computation on the existing results explained
in Examples 1 and 2, which were sufficient for performing these computations for the cases
of matrix groups (cf. Zhao and Duan, 2002). Problem 2 appeared when we tried to extend
these computations from matrix groups to general cases.
Furthermore, we observe that the case by case derivation of the cohomologies
H ∗(G/T ;R) in Example 1 is required because of special features in the choice of a
factorization of the maximal torus in each case. As a consequence, the corresponding
representations of divided differences have to be described or programmed on a case to
case basis (cf. Example 2, or Zhao and Duan, 2002, Remark 1). It is naturally hoped that
there is a method that unifies these representations once and for all for G.
Problem 3. Is there a uniform identification of the cohomology of G/T as the quotient of
a polynomial ring (resp. algebra) such that, with respect to such an identification, divided
differences admit a uniform representation?
2. Main results
It is well known that all compact connected semi-simple Lie groups are classified by
their Cartan matrices. So, conceivably, every invariant or operator related to the geometry
of a Lie group can be in principle reduced to its Cartan numbers (entries in the Cartan
matrix). However, this difficulty can always be addressed via: in what explicit fashion is
the relationship between Cartan numbers and the invariant or the operator expressed?
This arises, in particular, when one wants to find solutions to problems concerning all Lie
groups (e.g. Problems 2 and 3) in the natural generality, rather than for special cases.
In terms of Cartan numbers, we present solutions to Problems 2 and 3 in Theorems 2
and 3 below.
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Let G be compact, connected, semi-simple Lie group with Lie algebra g, a fixed
maximal torus T , and the corresponding Cartan subalgebra t . Choose once and for all
an inner product (, ) on g invariant under Ad(G), and consider the induced metric on t .
Fix a system of simple roots∆ = {β1, . . . , βn} ⊂ t of G (Humphreys, 1972, p. 47). The
Cartan matrix of G is the matrix defined by
C = (ai j )n×n,
where ai j = 2(βi , β j )/(β j , β j ) is the Cartan integer relative to the pair of simple roots
βi , β j ∈ ∆ (only 0,±1,±2,±3 can occur) (Humphreys, 1972, p. 55).
Let Γ be the free Z-module with n generators ω1, . . . , ωn , and let Aut(Γ ) be the group
of automorphisms of Γ . For each 1 ≤ k ≤ n define an endomorphism σk of Γ (in terms of
Cartan numbers) by
σk(ωi ) =
{
ωi if k = i ;
ωi −∑1≤ j≤n ai jω j if k = i. (2.1)
It is straightforward to verify that σ 2k = Id . Therefore σk ∈ Aut(Γ ). Our first result
explains the fashion in which the Weyl group of G is determined by C .
Theorem 1. The subgroup of Aut(Γ ) generated by σ1, . . . , σn is isomorphic to W, the
Weyl group of G.
Since Γ has the additive basis ω1, . . . , ωn , the ringZ[Γ ] of polynomial functions onΓ with
integer coefficients is naturally identified with the free polynomial ring Z[ω1, . . . , ωn]. Let
this ring be graded by dim ωi = 2. The W -action on Γ specified by (2.1) extends to a
W -action on Z[Γ ] = Z[ω1, . . . , ωn], which allows one to form the graded quotient ring
Γ (G) = Z[ω1, . . . , ωn]/Z+[ω1, . . . , ωn]W ,
where Z+[ω1, . . . , ωn]W is the ideal generated by the W -invariant polynomials in positive
degrees.
Definition 1. For each 1 ≤ k ≤ n define an additive operator
Tk : Z[ω1, . . . , ωn ] → Z[ω1, . . . , ωn]
of degree −2 by its action on monomials as
Tk
 ∏
1≤i≤n
ω
ri
i
 = ∏
i =k
ω
ri
i Tk(ω
rk
k ) and
Tk(ωrk) =
∑
s+t=r−1
ωsk · (σk(ωk))t (cf. (2.1)).
Remark 1. One of our referees kindly informed us that the operators Tk can alternatively
be characterized by:
(1) orthonormal property: Tk(ωi ) = δk,i , 1 ≤ i, k ≤ n;
(2) Leibniz-type formula:
Tk(P · Q) = P · Tk(Q) + Tk(P) · σk(Q), P, Q ∈ Z[ω1, . . . , ωn ].
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Observe that the ring Γ (G) and the operators Tk are determined entirely by the Cartan
matrix C of G. Our next two results relate these algebraic constructions to a polynomial
presentation of the cohomology of G/T and the integration along Schubert varieties in
G/T .
The subset {σ1, . . . , σn} ⊂ W consists of precisely all elements of W with length 1
by Theorem 1. Abbreviate the Schubert class Pσi ∈ H 2(G/T ;Z) as Pi , 1 ≤ i ≤ n (cf.
Section 1.1). Then the Pi form a basis for H 2(G/T ;Z). Consider the ring map
c : Z[ω1, . . . , ωn] → H ∗(G/T ;Z)
defined by c(ωi ) = Pi .
Theorem 2. The map c induces a W-equivariant, degree-preserving, injective homomor-
phism
h : Z[ω1, . . . , ωn ]/Z+[ω1, . . . , ωn]W → H ∗(G/T ;Z)
which is an isomorphism in dimension 2, and has only a finite cokernel.
Further, h is an isomorphism if H ∗(G;Z) has no torsion.
As in Section 1.1, integration along a Schubert variety Xw , w ∈ W , defines an additive
map ∫
Xw
: Z[ω1, . . . , ωn](k) → Z
by
∫
Xw f = 〈c( f ), Xw〉, where Z[ω1, . . . , ωn ](k) is the submodule of homogeneous
polynomials in Z[ω1, . . . , ωn ] with degree 2k.
Theorem 3. If w ∈ W has a reduced decomposition w = σi1 ◦ · · · ◦ σik (cf. Theorem 1),
then the composition
Tw = Ti1 ◦ · · · ◦ Tik : Z[ω1, . . . , ωn] → Z[ω1, . . . , ωn]
depends only on w and not on a specific choice of the decomposition.
Further,
∫
Xw f = Tw( f ) for an f ∈ Z[ω1, . . . , ωn](k).
It would be advisable for readers to make comparisons of Theorem 2 with Example 1,
Definition 1 with the descriptions of the Di in Example 2, and to note that Theorems 2 and
3 hold for all compact connected G. In the light of these features, Problems 2 and 3 are
solved by Theorems 2 and 3.
The rest sections of this paper are arranged as follows. Theorems 1–3 are proved in
Section 3. A program for implementing Tw based on Theorem 3 is explained in Section 4.
This program is ready to apply to explicit computations on Schubert varieties. As examples,
the computational problems of finding the degrees of Schubert varieties and the expansion
of the Borel–Hirzebruch class in terms of Schubert classes are discussed in the final section.
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3. The proofs of the theorems
Assume that G is a compact, connected, semi-simple Lie group. We begin by
introducing standard notation and recalling elementary facts.
3.1.
Let p : G˜ → G be the simply connected covering of G, and let T˜ ⊂ G˜ be the maximal
torus that corresponds to the fixed maximal torus T under p. We may use t to denote both
the Lie algebras of T˜ and T since the tangent of p at the unit e ∈ T˜ yields a natural isomor-
phism between them. We remark also that G˜ and G defines the same root systems on t (and
hence the same Weyl group W ); and p induces an algebraic isomorphism G/T = G˜/T˜ .
It will be helpful to picture the two commutative diagrams induced by p:
where exp (resp. exp′) is the exponential map, c˜ is the fiber inclusion of the fibration
BT˜ → BG˜; and where Bp is the map on the classifying spaces induced by p.
Lemma 3. The homomorphism c˜∗ : H ∗(BT˜ ;Z) → H ∗(G/T ;Z)
(1) is an isomorphism in dimension 2; and
(2) induces a W-equivariant injective homomorphism
H ∗(BT˜ ;Z)/H+(BT˜ ;Z)W → H ∗(G/T ;Z)
with a finite cokernel, which is an isomorphism if H ∗(G;Z) has no torsion.
Proof. Since G˜ is simply connected, it is 2-connected. From the homotopy exact sequence
of the fibration G/T = G˜/T˜ c˜→ BT˜ → BG˜ one finds that c˜ is 2-connected. This proves
item (1).
Since both H ∗(BT˜ ;Z) and H ∗(G/T ;Z) are torsion free, and since Ker c˜∗ =
H+(BT˜ ;Z)W ⊂ H ∗(BT˜ ;Z) is a direct summand (Borel, 1967, p. 66), item (2) follows
from Lemma 1. 
3.2.
Fix a set of simple roots ∆ = {β1, . . . , βn} ⊂ t . The corresponding Cartan matrix is
denoted as in Section 2 by C = (ai j )n×n . The action of Weyl group W on t is generated
by the simple reflections σi : t → t in the hyperplanes β⊥i : (βi , x) = 0, 1 ≤ i ≤ n.
Explicitly
σi (β) = β − 2
(
β,
βi
(βi , βi )
)
βi , β ∈ t .
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3.3.
Let e ∈ T˜ be the unit. The unit lattice Λ = exp′−1(e) ⊂ t of G˜ forms a free Z-module.
Since G˜ is simply connected, Λ has the Z-basis{
2βi
(βi , βi )
∣∣∣∣ 1 ≤ i ≤ n} ⊂ t (cf. Brocker and Dieck, 1985, p. 229).
3.4.
Let t∗ = Hom(t,R) be the dual space of t . The group of weights Ω = {b ∈ t∗ | b(Λ) ⊆
Z} will be considered as a free Z-module. By Section 3.3, it has a Z-basis {Ω1, . . . ,Ωn}
specified by
Ω j
(
2βi
(βi , βi )
)
= δ j i ,
where the Ω j ’s are known as the fundamental dominant weights relative to∆ (Humphreys,
1972, p. 67).
3.5.
The action of W on t induces an action on t∗ by
w(b)(v) = b(w−1(v)), (b, v) ∈ t∗ × t .
The effect of this action on Ω is characterized by (cf. Sections 3.2–3.4)
σk(Ωi ) =
{
Ωi if k = i ;
Ωi −∑1≤ j≤n ai jΩ j if k = i. (3.1)
This implies, in particular, that Ω ⊂ t∗ is invariant under the W -action.
Proof of Theorem 1. The assignment ωi → Ωi induces an isomorphism g : Γ → Ω of
free Z-modules which commutes with the σk -actions on both Γ and Ω by (2.1) and (3.1).
Therefore, the subgroup of Aut(Γ ) generated by the σk’s specified by (2.1) is isomorphic
to that of Aut(Ω) specified by (3.1). However, the latter is well known to be isomorphic
to W . 
3.6.
In view of the proof of Theorem 1 we may assume, from now on, that Γ = Ω ⊂ t∗ and
ωi = Ωi . That is, Γ = {b ∈ t∗ | b(Λ) ⊆ Z} is the Z-module of weights which is spanned
by the fundamental dominant weights ω1, . . . , ωn defined by
ω j
(
2βi
(βi , βi )
)
= δ j i .
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Proof of Theorem 2. By Section 3.6, each weight b ∈ Γ gives rise to a homomorphism
[b] : T˜ → S1 that satisfies the commutative diagram
where ϕ(x) = e2π ix . The induced map B[b] : BT˜ → BS1 = C P∞ of [b] on
the classifying spaces gives rise to a 2-cocycle B[b]∗(t) ∈ H 2(BT˜ ;Z), where t ∈
H 2(C P∞;Z) is the Kaehler class. Clearly, the transformation
Γ → Hom (T˜ ; S1) ∼=→ H 2(BT˜ ;Z) (3.2)
via b → [b] → B[b]∗(t) consists of W -equivariant homomorphisms in which the second
one, as indicated, is a W -isomorphism (cf. Borel, 1967).
Since G˜ is simply connected, the basis ω1, . . . , ωn of Γ determines an isomorphism of
Abelian groups
[ω1] × · · · × [ωn] : T˜ → S1 × · · · × S1. (3.3)
From this one finds that [ω1], . . . , [ωn] make up a basis for Hom(T˜ ; S1). Summarizing,
(3.2) is a W -isomorphism.
The polynomial ring extension of (3.2) yields a W -isomorphism
Z(Γ ) = Z[ω1, . . . , ωn] → H ∗(BT˜ ;Z) (3.4)
and, consequently, a W -isomorphism of the graded quotient rings:
Z[ω1, . . . , ωn]/Z+[ω1, . . . , ωn ]W → H ∗(BT˜ ;Z)/H+(BT˜ ;Z)W .
According to Lemma 3, the proof of Theorem 2 will be completed once we show that the
composed W -map
c : Z(Γ ) = Z [ω1, . . . , ωn] (3.4)→ H ∗(BT˜ ; Z) c˜
∗→ H ∗(G/T ; Z) (3.5)
maps ωi to the Schubert class Pi ∈ H 2(G/T ; Z) associated with σi ∈ W, 1 ≤ i ≤ n.
In H 2(G/T ;Z), Pi is characterized uniquely by the σk -actions as
σk(Pi ) =
{
Pi if k = i ;
Pi −∑1≤ j≤n ai j Pj if k = i
(cf. Bernstein et al., 1973, Theorem 3.14). From the W -equivariance of c and from (2.1)
one sees that these constraints are satisfied by c(ωi ). This finishes the proof. 
Proof of Theorem 3. Let ∆∗ = {α1, . . . , αn} ⊂ t∗ be the set of simple co-roots dual to
the set ∆ = {β1, . . . , βn} ⊂ t of simple roots. In Γ the formula expressing the co-root αi
in terms of basis ω1, . . . , ωn is
αi =
∑
1≤k≤n
ai jωk (cf. Humphreys, 1972, p. 68). (3.6)
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Comparing this with (3.1) we get in Γ that
αi = ωi − σi (ωi ).
This equality is also valid in H 2(BT˜ ;Z) under the isomorphism (3.2).
For a monomial f = ∏1≤k≤n ωrkk ∈ H ∗(BT˜ ;Z) = Z[ω1, . . . , ωn] of positive degree
(i.e.∑ rk > 0), we compute
Dαi ( f ) =
f − σi ( f )
αi
=
∏
1≤k≤n ω
rk
k − σi (
∏
1≤k≤n ω
rk
k )
ωi − σi (ωi ) (cf. Section 1.1)
=
∏
k =i
ω
rk
k
 ωrii − σi (ωrii )
ωi − σi (ωi ) (since σiωk = ωk for all k = i by (2.1))
=
∏
k =i
ω
rk
k
 ∑
s+t=ri−1
ωsi · (σi (ωi ))t

= Ti ( f ) (by Definition 1 in Section 2).
That is Dαi = Ti . Theorem 3 now follows from Lemma 2. 
Example 3 (Continuing from Example 1). For the four families of matrix groups the
following comparisons between the two descriptions for the cohomology of G/T given
by Theorem 2 and by Example 1 serve the purpose of illustrating their differences. These
can be directly deduced from the Cartan matrix, which also plays the role of expressing the
set of simple co-roots in Γ in terms of the fundamental dominant weights (cf. Humphreys,
1972, p. 68 or (3.6)).
For brevity, we write ωi ∈ H 2(G/T ;Z) instead of c(ωi ) = Pi .
Case An−1. G = U(n). With appropriate ordering, the class ωi ∈ H 2(G/T ;Z) can be
expressed in terms of t j ’s by
ωi = t1 + · · · + ti , 1 ≤ i ≤ n − 1.
Case Bn. G = SO(2n + 1). With appropriate ordering, the class ωi ∈ H 2(G/T ;Z) can
be expressed in terms of t j ’s by
ωi = t1 + · · · + ti , 1 ≤ i ≤ n − 1; and
ωn = 12 (t1 + · · · + tn).
Case Cn. G = Sp(n). With appropriate ordering, the class ωi ∈ H 2(G/T ;Z) can be
expressed in terms of t j ’s by
ωi = t1 + · · · + ti , 1 ≤ i ≤ n.
Case Dn. G = SO(2n). With appropriate ordering, the class ωi ∈ H 2(G/T ;Z) can be
expressed in terms of t j ’s by
ωi = t1 + · · · + ti , 1 ≤ i ≤ n − 2;
ωn−1 = 12 (t1 + · · · + tn−1 − tn); and
ωn = 12 (t1 + · · · + tn−1 + tn).
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Remark 2 (Giambelli-type Formula on G/T ). Traditionally, the notion of the Giambelli
formula is only appropriate for the complex Grassmannians (Sottile, 2001), and its possible
generalization to other G/P has been posed as a question. For instance, Hiller and Boe
raised the question for the Grassmannians of isotropic subspaces (Hiller and Boe, 1986),
which was answered by Pragacz in Pragacz (1991).
In all of the known cases, the Giambelli-type formula plays the role of expressing an
arbitrary Schubert class in G/P in terms of special Schubert classes, where the so called
special Schubert classes are elements d1, . . . , dn (say) in the ring H ∗(G/P) such that the
following two constraints are met:
(1) each di is a Schubert class;
(2) the set d1, . . . , dn constitutes a minimal set of generators for the ring H ∗(G/P).
In view of Theorem 2, the classes ω1, . . . , ωn may be referred to as “the special Schubert
classes” on G/T . Consequently, every Schubert class Pw of G/T can be expressed as a
polynomial in the ωi ’s, and such an expression may be termed as “the Giambelli formula
for Pw”.
4. The algorithm for implementing Tw
We explain a set of algorithms in our program that implements integration along
a Schubert variety in a generalized flag manifold G/P (cf. Section 5.1). In view of
Theorem 3, the first problem that one encounters is the following. Let l : W → Z be
the length function on W , and set W k = l−1(k). Then W = unionsq0≤k W k .
Problem 4. Present elements in W k in terms of their reduced decompositions, k ≥ 0.
4.1. Conventions
Our algorithms imply that the Cartan matrix is sufficient for solving Problem 4. To
emphasize this point we adopt the following convention throughout this section.
Given a Cartan matrix C = (ai j )n×n of rank n, let t be a real vector space with an affine
basis ∆ = {β1, . . . , βn}. Introduce on t the unique Euclidean metric (, ) such that
2
(
βi ,
β j
(β j , β j )
)
= ai j ; (β1, β1) = 1.
Denote by σi : t → t the reflection in the hyperplane β⊥i through the origin and perpendic-
ular to βi , and call it the simple reflection associated with βi . The subgroup W of isometries
of t generated by σi , 1 ≤ i ≤ n, is clearly a Weyl group whose Cartan matrix is C .
In terms of matrix multiplication we set
β = (1, . . . , 1)C−1
 β1...
βn
 ∈ t .
Geometrically, this is the sum of the fundamental dominant weights relative to ∆ and,
therefore, a regular point in the Weyl chamber corresponding to ∆ (Humphreys, 1972).
The vector β is useful in the next result.
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Lemma 4 (Bernstein et al., 1973, Corollary 2.3). Let us have w ∈ W. Then l(σiw) =
l(w) − 1 if and only if (w(β), βi ) < 0, where σi is the simple reflection associated with
βi ∈ ∆.
4.2. The minimal decomposition of a w ∈ W
Let V be the set of all sequences I = (i1, . . . , id) of ordered positive integers of length
d ≥ 0 with 1 ≤ i1, . . . , id ≤ n. Define g : V → W by
g(i1, . . . , id) = σi1 ◦ · · · ◦ σid ,
and if I0 ∈ V is the unique element of length 0, g(I0) = id . Clearly, g is surjective.
Elements in the set g−1(w) are called the representatives of w.
Introduce a total ordering on V as follows. We say
(i1, . . . , id ) < ( j1, . . . , jm)
if either d < m or d = m and there exists some s ≤ m such that it = jt for all t < s but
is < js . Clearly, any element w ∈ W has a unique representative w(min) ∈ V which is
minimal with respect to this ordering. That is,
w(min) = min{I ∈ V | g(I ) = w}.
It is obvious that:
Lemma 5. For any w ∈ W, g(w(min)) is a reduced decomposition of w.
Definition. For w ∈ W , we call w(min) the minimal representative of w, and call
g(w(min)) the minimal (reduced) decomposition of w.
Algorithm 1. Find the minimal decomposition of a given w ∈ W .
Input: An element w = g(I ) ∈ W for some I = (i1, . . . , id) ∈ V which may not be
minimal.
Output: w(min) ∈ V .
Procedure: Begin with v = I0.
Step 1. Find π = {i | (w(β), βi ) < 0, 1 ≤ i ≤ n} (note that the number (w(β), βi ) can be
evaluated in terms of entries of the Cartan matrix).
Step 2. If π is empty, then stop.
Step 3. Replace v = ( j1, . . . , js) by ( j1, . . . , js, j), where j = min{i ∈ π}.
Step 4. Put w1 =: σ jw. (Now, w1 is an element expressed as product of simple reflections
with l(w1) = l(w) − 1 by Lemma 4.)
Step 5. Set w = w1.
Step 6. Go to step 1.
Clearly, the program stops at v = w(min).
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4.3. Enumeration of elements in W in terms of the minimal decompositions
If k = 0, 1 the answer to Problem 4 is known
W 0 = {id}; W 1 = {σ1, . . . , σn}.
Observe further that every element in W k can be written as σi ◦ w for some (σi , w) ∈
W 1 × W k−1. Thus, the following algorithm based on Algorithm 1 solves Problem 4.
Algorithm 2. Present elements in W k in terms of the minimal decompositions.
Input: The set W k−1(min) = {w(min) ∈ V | w ∈ W k−1} (of minimal representatives of
elements in W k−1) with the ordering inherited from that on V .
Output: The set W k(min) = {w(min) ∈ V | w ∈ W k} with the ordering inherited from
that on V .
Procedure: Begin with S = ∅. Repeat the following steps for all (i, w(min)) ∈ V in
accordance with the ordering on V , where 1 ≤ i ≤ n and w ∈ W k−1.
Step 1. Call Algorithm 1 to (i, w(min)) to obtain the minimal representative v of σi ◦ w.
Step 2. Add v to S if the length of v is k and if v /∈ S.
The program stops at S = W k(min).
4.4. The general case
Since we will be interested in computation in generalized flag manifolds G/Gθ ,
Problem 4 should be considered for the set W (θ) = W/Wθ of left cosets of Wθ in W
(cf. Section 5.1).
Given a subset∆θ of∆, let Wθ be the subgroup of W generated by the simple reflections
associated with elements in∆θ . From Bernstein et al. (1973, Proposition 5.1) we have two
equivalent ways to identify W (θ) with a subset of W .
Lemma 6.
W (θ) = {w ∈ W | (w−1(β), β j ) > 0 for all β j ∈ ∆θ };
= {w ∈ W | l(w′) > l(w) for all w′ ∈ wWθ except for w′ = w}.
Put W (θ)k = W (θ) ∩ W k. Then, as is clear,
W (θ)0 = {id} and W (θ)1 = {σi | βi /∈ ∆θ }.
In general, the following result allows us to construct all elements in W (θ)k from elements
in the product W 1 × W (θ)k−1 .
Lemma 7. Any element in W (θ)k can be written as σi ◦ u with 1 ≤ i ≤ n and
u ∈ W (θ)k−1 .
Proof. It suffices to show that if w ∈ W (θ)k has a decomposition σi ◦ u with 1 ≤ i ≤ n
and l(u) = k − 1, then u ∈ W (θ)k−1.
Assume, on the contrary, that u /∈ W (θ)k−1. By Lemma 6 we find some u0 ∈ Wθ such
that if w′ = u ◦ u0 then l(w′) < k − 1.
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Now w ◦u0 ∈ wWθ but l(w ◦u0) = l(σi ◦w′) < k = l(w). This contradicts w ∈ W (θ),
again, by Lemma 6. 
Algorithm 3. Present elements in W (θ)k in terms of their minimal decompositions.
Input: The set W (θ)k−1(min) = {w(min) ∈ V | w ∈ W (θ)k−1} (of minimal
representatives of elements in W (θ)k−1) with the ordering inherited from that on V .
Output: The set W (θ)k(min) = {w(min) ∈ V | w ∈ W (θ)k} with the ordering inherited
from that on V .
Procedure: Begin with S = ∅. Repeat the following steps for all pairs (i, w(min)) ∈ V
with (σi , w) ∈ W 1 × W (θ)k−1 in accordance with the ordering on V .
Step 1. Find π = { j | (w−1 ◦ σi (β), β j ) < 0, β j ∈ ∆θ } (note that π = ∅ implies that
σi ◦ w ∈ W (θ)k by Lemma 6).
Step 2. Call Algorithm 1 for the (i, w(min)) to obtain the minimal representative v of
σi ◦ w.
Step 3. Add v to S if the length of v is k, v /∈ S, and π = ∅.
The program stops at S = W (θ)k(min).
4.5. The algorithm implementing Tw
If w ∈ W has a reduced decomposition σi1 ◦· · ·◦ σik , 1 ≤ is ≤ n, then Tw = Ti1 ◦· · ·◦Tik
(Theorem 3). Thus, with the solution to Problem 4 discussed in the above, the problem of
implementing Tw is reduced to the special case where w = σi is a simple reflection, which
can be easily programmed, due to the simplicity of Ti (cf. Definition 1 in Section 2).
Remark 3. Among the series of fundamental computational problems on Coxeter groups
surveyed by Stembridge in Stembridge (2001), the following one is the first in the list.
Find a reduced decomposition for a given w ∈ W .
An algorithm for solving this (based on the representation of W on its root space) was
also sketched in Stembridge (2001, Section 1). Obviously, this problem requires less than
our Problem 4 does.
In addition, the actual problem solved in Section 4.4 is more general than what
Problem 4 is concerned with. It is needed by computation in Schubert varieties in a
generalized flag manifold G/P (cf. Section 5.1). It has also been used in our further
programs to compute the intersection multiplicities of two arbitrary Schubert varieties,
and the Steenrod operations on Schubert classes (cf. Duan, 2003b; Duan and Zhao, 2003).
Our algorithm, which starts from the Cartan matrix, has the advantages of minimizing
the input and allowing one to handle various Weyl groups and the like; and is required
for fulfilling the principal strategy of the present work: boiling the integration down to the
Cartan numbers.
For different libraries for computing with Weyl groups, see the addresses listed at the
end of Stembridge (2001) under the title “Software”.
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5. Applications
The program developed in the previous section is ready to apply to perform explicit
computations. As examples, we introduce some classical numerical invariants associated
with Schubert varieties: the degrees and Chern numbers. We explain their geometric back-
grounds, express them as integrations of certain polynomials along Schubert varieties (cf.
Sections 5.2 and 5.3), and tabulate some of the computed results in Tables 1–5, Section 5.4.
5.1. Schubert varieties in generalized flag manifolds
Let θ ∈ t\0 be an element in the Weyl chamber determined by the set of simple roots
∆ = {β1, . . . , βn} (Humphreys, 1972, p. 48). Write I (θ) = (i1, . . . , ik), 1 ≤ i1 < · · · <
ik ≤ n, to denote the statement that
θ ∈ ∩i∈I (θ)β⊥i \ ∪i∈J (θ) β⊥i (cf. Section 3.2)
where J (θ) is the complement of I (θ) in (1, . . . , n). Let Gθ be the centralizer of the one-
parameter subgroup exp(tθ), t ∈ R, in G. The quotient space G/Gθ is a generalized flag
manifold (Borel and Hirzebruch, 1958, 1959, 1960).
Example 4. The geometric realization of the space G/Gθ can be read from the Dynkin
diagram of G (Borel and Hirzebruch, 1958, 1959, 1960).
(1) If θ ∈ t is a regular point, then Gθ is the fixed maximal torus T and G/Gθ is the
ordinary flag manifold G/T .
(2) Let (as usual) the simple roots of G = U(n) be ordered as the vertex in its Dynkin
diagram as follows:
If J (θ) = {k}, then Gθ = U(k) × U(n − k) and G/Gθ is the space of the
Grassmannian of k-plans in Cn .
(3) The Dynkin diagram of the special orthogonal group G = SO(2n) is
If J (θ) = {n}, then Gθ = U(n) and G/Gθ is the space of the Grassmannian of
complex structures on the 2n-Euclidean space R2n (Duan, 2002);
(4) The Dynkin diagram of the symplectic group G = Sp(n) of rank n is
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If J (θ) = {n}, then Gθ = U(n) and G/Gθ is the space of the
Lagrangian Grassmannian of isotropic subspaces on the 2n-Euclidean space C2n
(Pragacz and Ratajski, 1997; Billey and Haiman, 1995).
(5) The Dynkin diagram of the exceptional group F4 is
If J (θ) = {4}, then Gθ = Spin(7) × S1. If J (θ) = {1}, then Gθ = Sp(3) × S1
(Adams, 1996).
(6) The Dynkin diagram of the exceptional group E6 is
If J (θ) = {6}, then Gθ = Spin(10) × S1 (Adams, 1996).
In all constructions from (2) to (7), θ is an edge of the Weyl chamber.
We describe Schubert varieties in G/Gθ in terms of that in G/T . By considering T
as a maximal torus of Gθ the Weyl group Wθ of Gθ , generated by the set of reflections
{σi | i ∈ I (θ)}, is obviously a subgroup of W . Identify the set W/Wθ of left cosets of Wθ
in W with the subset of W :
W (θ) = {w ∈ W | l(w′) ≥ l(w) for all w′ ∈ wWθ },
where l : W → Z is the length function on W (cf. Lemma 6 in 4.4). In terms of the
standard fibration p : G/T → G/Gθ we set
Bw = p(Xw), w ∈ W (θ),
where Xw ⊂ G/T is the Schubert variety associated with w. It is known that the subspace
Bw ⊂ G/Gθ , w ∈ W (θ), is a subvariety, known as the Schubert variety in G/Gθ
associated with w ∈ W (θ) and the union ∪w∈W (θ)Bw dominates G/Gθ via a cell complex
(cf. Bernstein et al., 1973, Section 5).
The following result from Bernstein et al. (1973) allows one to transform integration
along a Schubert variety Bw in G/Gθ to integration along Xw in G/T , and the latter is
handled by our program explained in Section 4.
Lemma 8. The induced map p∗ : H∗(G/T ;Z) → H∗(G/Gθ ;Z) on a homology is
surjective and satisfies
p∗[Xw] =
{[Bw] if w ∈ W (θ);
0 otherwise.
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5.2. The degree of a Schubert variety
A fundamental invariant of a complex projective variety X ⊂ C Pm is its degree, defined
by
deg X =
∫
X
κ(X)k, k = dimC X,
where κ(X) is the restriction of the standard Kaehler form on CPm to X . The importance
of this invariant is seen from its various interpretations (Griffiths and Harris, 1978, p. 171):
(1) If F is a polynomial system onCPm whose zero locus is X , then deg X is the number
of solutions to the system F = 0; G = 0, where G is a general linear system onCPm
of rank m − k.
(2) deg X equals the number of intersection points of X with a general linear subspace
of complementary dimension.
(3) The number k! deg X agrees with the volume of X .
For the historic interest in the problem of computing the degrees of Schubert varieties, we
refer the reader to Kleiman (1976), Lascoux and Schu¨tzenberger (1983) and Duan (2003a).
Proposition 1. Let Bw ⊂ G/Gθ , w ∈ W (θ), be a Schubert variety. Then
deg Bw = Tw
 ∑
i∈J (θ)
ωi
l(w) .
Proof. It was shown in Borel and Hirzebruch (1958, 1959, 1960) that, with respect to
the canonical Kaehler structure on G/Gθ , the Kaehlerian class κ ∈ H 2(G/Gθ ;Z) is
characterized uniquely by the following equation in H ∗(G/T ;Z):
p∗(κ) = c∗
 ∑
i∈J (θ)
ωi
 .
We compute
deg Bw = 〈κ l(w), Bw〉 = 〈κ l(w), p∗[Xw]〉 (Lemma 8)
= 〈p∗κ l(w), [Xw]〉 (by the naturality of Kronecker pairing)
=
〈
c∗
 ∑
i∈J (θ)
ωi
l(w) , [Xw]〉
= Tw
 ∑
i∈J (θ)
ωi
l(w) (by Theorem 3). 
Remark 4. A purely combinatorial description for deg Bw, derived recursively from
Chevalley’s formula (Chevalley, 1994), is well known (cf. Lascoux and Schu¨tzenberger,
1983; Lakshmibai and Gonciulea, 2001, p. 142; Duan, 2003a, Historical remark 1.4). This
method re-sorts essentially all reduced decompositions of w and is, therefore, difficult
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to implement from the computational viewpoint (as we understand, even the problem of
describing the number of all reduced decompositions for a given w ∈ W remains open).
Proposition 1 allows one to evaluate the number deg Bw by using a single reduced
decomposition of w. It can be generalized to find the value deg(Bw, κ ′) of the degree
of Bw with respect to any Kaehler form κ ′ ∈ H 2(G/Gθ ;Z) as follows. If κ ′ =∑
i∈J (θ) aiωi , ai ∈ Z, one has
deg(Bw, κ ′) = Tw
 ∑
i∈J (θ)
aiωi
l(w) .
5.3. The Borel–Hirzebruch class of G/Gθ
In Borel and Hirzebruch (1958, 1959, 1960) they obtained a beautiful method express-
ing the tangential invariant of G/Gθ in terms of the root systems of G and Gθ . Let Γ be
the Z-module of weights of G and consider in Γ the subsets Φ+(Gθ ) ⊂ Φ+(G), where
Φ+(G) is the set of positive co-roots of G relative to ∆, and where Φ+(Gθ ) consists of
those in Φ+(G) that are also roots of Gθ . In the ring Z(Γ ) one may form the product
D = 
β∈Φ+(G)\Φ+(Gθ )
(1 + β∗),
where β∗ ∈ Z(Γ ) is the co-root dual to the root β ∈ Φ+(G)\Φ+(Gθ ). The W -
equivalence Z(Γ ) → H ∗(BT˜ ;Z) = Z[ω1, . . . , ωn ] (cf. (3.4)) maps D to a polynomial
D(ω1, . . . , ωn), which will be termed the Borel–Hirzebruch class of G/Gθ in the
fundamental dominant weights. It was shown in Borel and Hirzebruch (1958, 1959, 1960)
that:
Lemma 9. Let K (G/Gθ ) ∈ H ∗(G/Gθ ;Z) be the total Chern class of the flag manifold
G/Gθ . Then
c∗(D(ω1, . . . , ωn)) = p∗(K (G/Gθ )) ∈ H ∗(G/T ;Z),
where p : G/T → G/Gθ is the projection.
We remark that the equality in Lemma 9 characterizes the total Chern class
K (G/Gθ ) ∈ H ∗(G/Gθ ;Z) uniquely since p∗ is injective by Lemma 8.
Example 5 (Continuing from Example 4). Since the formula that expresses positive
co-roots in terms of the fundamental dominant weights is known, the polynomials
D(ω1, . . . , ωn) can be easily determined in each case.
(1) The Chern polynomial of G2/T is
D(ω1, ω2) = (1 − 2ω1 + ω2)(1 + 3ω1 − 2ω2)
(1 + ω1 − ω2)(1 − ω1)(1 − 3ω1 + ω2)(1 − ω2).
(2) The Chern polynomial of F4/Spin(7) × S1 is (cf. (4), Example 4)
(1 + ω1)(1 − ω1 + ω2)(1 + ω2 − ω3)
(1 − ω1 + ω3)(1 + ω1 − ω2 + ω3)(1 − ω2 + 2ω3)(1 + ω3 − ω4)
(1 + ω4)(1 + ω1 − ω3 + ω4)(1 − ω1 + ω2 − ω3 + ω4)
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(1 − ω2 + ω3 + ω4)(1 − ω1 + 2ω4)(1 + ω1 − ω2 + 2ω4)
(1 + ω2 − 2ω3 + 2ω4)(1 − ω3 + 2ω4).
(3) The Chern polynomial of F4/Sp(3) × S1 is (cf. (5), Example 4)
(1 + ω1)(1 + 2ω1 − ω2)(1 − ω1 + ω2)
(1 + ω1 + ω2 − 2ω3)(1 + ω2 − ω3)(1 + ω1 − ω2 + ω3)
(1 − ω2 + 2ω3)(1 + ω2 − 2ω4)(1 + ω1 − ω2 + 2ω3 − 2ω4)
(1 + ω1 − ω4)(1 + ω3 − ω4)(1 + ω4)(1 + ω1 − ω3 + ω4)
(1 + ω1 − ω2 + 2ω4)(1 + ω2 − 2ω3 + 2ω4).
(4) The Chern polynomial of E6/Spin(10) × S1 is (cf. (6), Example 4)
(1 + ω2)(1 − ω2 + ω4)(1 − ω1 + ω5)
(1 + ω1 − ω3 + ω5)(1 + ω3 − ω4 + ω5)(1 + ω1 − ω2 + ω6)
(1 + ω2 − ω3 + ω6)(1 − ω1 − ω2 + ω3 + ω6)(1 + ω1 + ω2 − ω4 + ω6)
(1 − ω1 + ω2 + ω3 − ω4 + ω6)(1 − ω2 − ω3 + ω4 + ω6)(1+ω3 − ω5 + ω6)
(1 − ω1 + ω4 − ω5 + ω6)(1 + ω1 − ω3 + ω4 − ω5 + ω6)(1−ω4 + ω5 + ω6)
(1 − ω5 + 2ω6).
In Lascoux (1982) the author initiated the following problem. Since H ∗(G/Gθ ;Z)
has the additive basis given by the Schubert cocycles {Pw(θ) | w ∈ W (θ)} Kronecker
dual to the Schubert varieties {Bw ⊂ G/Gθ | w ∈ W (θ)}, the class K (G/Gθ ) can be
written in terms of Pw(θ). This problem was studied for the complete flag manifold
U(n)/T and for the complex Grassmannians U(n)/U(k) × U(n − k) in Lascoux
(1982).
Proposition 2. If D(ω1, . . . , ωn) is the Borel–Hirzebruch class of G/Gθ , then
K (G/Gθ ) =
∑
w∈W (θ)
cw Pw(θ), cw ∈ Z, where cw = Tw(D(ω1, . . . , ωn)).
Proof. Similar to the proof of Proposition 1, we have
cw = 〈K (G/Gθ ), [Bw]〉
= 〈K (G/Gθ ), p∗[Xw]〉 (by Lemma 8)
= 〈p∗K (G/Gθ ), [Xw]〉 (by the naturality of 〈, 〉)
= 〈c∗D(ω1, . . . , ωn), [Xw]〉 (by Lemma 9)
= Tw(D(ω1, . . . , ωn)) (by Theorem 3). 
We call cw the Chern number of the Schubert variety Bw.
5.4. Computational examples
Since the Cartan matrix is the only input, the following computation results in different
cases are obtained by using a single program.
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Table 1
Degrees and Chern numbers of Schubert varieties in G2/T
ω ∈ W Degree Chern number
1 1 1
σ1 1 2 21
σ2 1 2 21
σ1σ2 5 51 10 2151
σ2σ1 3 31 6 2131
σ1σ2σ1 20 2251 26 21131
σ2σ1σ2 18 2132 22 21111
σ1σ2σ1σ2 110 2151111 52 22131
σ2σ1σ2σ1 78 2131131 44 22111
σ1σ2σ1σ2σ1 422 212111 60 223151
σ2σ1σ2σ1σ2 298 211491 36 2232
σ1σ2σ1σ2σ1σ2 720 243251 12 2231
Table 2
Degrees and Chern numbers of Schubert varieties in F4/T with dimension less than 12
ω ∈ W Degree Chern number w ∈ W Degree Chern number
1 1 1 σ1 1 2 21
σ2 1 2 21 σ3 1 2 21
σ4 1 2 21 σ1σ2 3 31 6 2131
σ1σ3 2 21 4 22 σ1σ4 2 21 4 22
σ2σ1 3 31 6 2131 σ2σ3 3 31 6 2131
σ2σ4 2 21 4 22 σ3σ2 4 22 8 23
σ3σ4 3 31 6 2131 σ4σ3 3 31 6 2131
σ1σ2σ1 6 2131 6 2131 σ1σ2σ3 16 24 22 21111
σ1σ2σ4 9 32 12 2231 σ1σ3σ2 19 191 28 2271
σ1σ3σ4 9 32 12 2231 σ1σ4σ3 9 32 12 2231
σ2σ1σ3 12 2231 16 24 σ2σ1σ4 9 32 12 2231
σ2σ3σ2 11 111 12 2231 σ2σ3σ4 16 24 22 21111
σ2σ4σ3 14 2171 20 2251 σ3σ2σ1 23 231 32 25
σ3σ2σ3 13 131 16 24 σ3σ2σ4 15 3151 20 2251
σ3σ4σ3 6 2131 6 2131 σ4σ3σ2 25 52 36 2232
σ1σ2σ1σ3 46 21231 28 2271 σ1σ2σ1σ4 24 2331 12 2231
σ1σ2σ3σ2 98 2172 56 2371 σ1σ2σ3σ4 125 53 90 213251
σ1σ2σ4σ3 101 1011 78 2131131 σ1σ3σ2σ1 72 2332 36 2232
σ1σ3σ2σ3 106 21531 72 2332 σ1σ3σ2σ4 94 21471 68 22171
σ1σ3σ4σ3 24 2331 12 2231 σ1σ4σ3σ2 162 2134 140 225171
σ2σ1σ3σ2 128 27 84 223171 σ2σ1σ3σ4 82 21411 56 2371
σ2σ1σ4σ3 74 21371 52 22131 σ2σ3σ2σ1 104 23131 72 2332
σ2σ3σ2σ3 24 2331 8 23 σ2σ3σ2σ4 72 2332 44 22111
σ2σ3σ4σ3 48 2431 24 2331 σ2σ4σ3σ2 108 2233 64 26
σ3σ2σ1σ3 96 2531 64 26 σ3σ2σ1σ4 110 2151111 76 22191
σ3σ2σ3σ4 107 1071 74 21371 σ3σ2σ4σ3 123 31411 82 21411
σ3σ4σ3σ2 76 22191 52 22131 σ4σ3σ2σ1 226 211131 172 22431
σ4σ3σ2σ3 132 2231111 88 23111 σ1σ2σ1σ3σ2 498 2131831 112 2471
σ1σ2σ1σ3σ4 465 3151311 124 22311 σ1σ2σ1σ4σ3 365 51731 104 23131
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Table 2 (continued)
ω ∈ W Degree Chern number w ∈ W Degree Chern number
σ1σ2σ3σ2σ1 822 21311371 176 24111 σ1σ2σ3σ2σ3 300 223152 40 2351
σ1σ2σ3σ2σ4 865 511731 224 2571 σ1σ2σ3σ4σ3 490 215172 102 2131171
σ1σ2σ4σ3σ2 1249 12491 332 22831 σ1σ3σ2σ1σ3 600 233152 136 23171
σ1σ3σ2σ1σ4 420 22315171 84 223171 σ1σ3σ2σ3σ4 1222 21131471 376 23471
σ1σ3σ2σ4σ3 1228 223071 380 2251191 σ1σ3σ4σ3σ2 620 2251311 212 22531
σ1σ4σ3σ2σ1 940 2251471 204 2231171 σ1σ4σ3σ2σ3 1391 1311071 440 2351111
σ2σ1σ3σ2σ1 520 2351131 96 2531 σ2σ1σ3σ2σ3 762 21311271 176 24111
σ2σ1σ3σ2σ4 920 2351231 248 23311 σ2σ1σ3σ4σ3 300 223152 60 223151
σ2σ1σ4σ3σ2 1522 217611 500 2253 σ2σ3σ2σ1σ3 320 2651 80 2451
σ2σ3σ2σ1σ4 780 223151131 220 2251111 σ2σ3σ2σ3σ4 275 52111 60 223151
σ2σ3σ2σ4σ3 585 3251131 120 233151 σ2σ3σ4σ3σ2 600 233152 136 23171
σ2σ4σ3σ2σ1 1558 21191411 496 24311 σ2σ4σ3σ2σ3 360 233251 48 2431
σ3σ2σ1σ3σ2 1000 2353 208 24131 σ3σ2σ1σ3σ4 915 3151611 260 2251131
σ3σ2σ1σ4σ3 1015 5171291 280 235171 σ3σ2σ3σ4σ3 470 2151471 90 213251
σ3σ2σ4σ3σ2 911 9111 180 223251 σ3σ4σ3σ2σ1 900 223252 268 22671
σ3σ4σ3σ2σ3 709 7091 192 2631 σ4σ3σ2σ1σ3 1400 235271 408 2331171
σ4σ3σ2σ3σ4 1011 313371 252 223271
Table 3
Degrees and Chern numbers of Schubert varieties in F4/Spin(7) × S1
ω ∈ W Degree Chern number
1 1 1
σ4 1 11 111
σ3σ4 1 58 21291
σ2σ3σ4 1 194 21971
σ1σ2σ3σ4 1 463 4631
σ3σ2σ3σ4 1 457 4571
σ1σ3σ2σ3σ4 2 21 1636 224091
σ4σ3σ2σ3σ4 1 803 111731
σ2σ1σ3σ2σ3σ4 2 21 2252 225631
σ1σ4σ3σ2σ3σ4 3 31 3342 21315571
σ3σ2σ1σ3σ2σ3σ4 2 21 2446 2112231
σ2σ1σ4σ3σ2σ3σ4 5 51 6052 22171891
σ4σ3σ2σ1σ3σ2σ3σ4 9 32 9441 3210491
σ3σ2σ1σ4σ3σ2σ3σ4 12 2231 12534 213120891
σ3σ4σ3σ2σ1σ3σ2σ3σ4 21 3171 15105 3151191531
σ2σ3σ2σ1σ4σ3σ2σ3σ4 12 2231 8616 23313591
σ2σ3σ4σ3σ2σ1σ3σ2σ3σ4 33 31111 12954 21311711271
σ1σ2σ3σ2σ1σ4σ3σ2σ3σ4 12 2231 4704 253172
σ1σ2σ3σ4σ3σ2σ1σ3σ2σ3σ4 45 3251 7560 23335171
σ3σ2σ3σ4σ3σ2σ1σ3σ2σ3σ4 33 31111 5568 2631291
σ1σ3σ2σ3σ4σ3σ2σ1σ3σ2σ3σ4 78 2131131 4332 2231192
σ2σ1σ3σ2σ3σ4σ3σ2σ1σ3σ2σ3σ4 78 2131131 1068 2231891
σ3σ2σ1σ3σ2σ3σ4σ3σ2σ1σ3σ2σ3σ4 78 2131131 192 2631
σ4σ3σ2σ1σ3σ2σ3σ4σ3σ2σ1σ3σ2σ3σ4 78 2131131 24 2331
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Table 4
Degrees and Chern numbers of Schubert varieties in F4/Sp(3) × S1
ω ∈ W Degree Chern number
1 1 1
σ1 1 8 23
σ2σ1 1 31 311
σ3σ2σ1 2 21 154 2171111
σ2σ3σ2σ1 2 21 278 211391
σ4σ3σ2σ1 4 22 535 511071
σ1σ2σ3σ2σ1 2 21 394 211971
σ2σ4σ3σ2σ1 8 23 1450 2152291
σ1σ2σ4σ3σ2σ1 12 2231 2391 317971
σ3σ2σ4σ3σ2σ1 16 24 2983 1911571
σ1σ3σ2σ4σ3σ2σ1 40 2351 6485 5112971
σ2σ3σ2σ4σ3σ2σ1 16 24 2441 24411
σ1σ2σ3σ2σ4σ3σ2σ1 72 2332 7596 22322111
σ2σ1σ3σ2σ4σ3σ2σ1 96 2531 10254 213117091
σ1σ2σ1σ3σ2σ4σ3σ2σ1 168 233171 9600 273152
σ3σ2σ1σ3σ2σ4σ3σ2σ1 192 2631 10884 22319071
σ1σ3σ2σ1σ3σ2σ4σ3σ2σ1 528 2431111 12882 21311911131
σ4σ3σ2σ1σ3σ2σ4σ3σ2σ1 384 2731 9084 22317571
σ1σ4σ3σ2σ1σ3σ2σ4σ3σ2σ1 1440 253251 11592 233271231
σ2σ1σ3σ2σ1σ3σ2σ4σ3σ2σ1 528 2431111 4362 21317271
σ2σ1σ4σ3σ2σ1σ3σ2σ4σ3σ2σ1 2496 2631131 5208 233171311
σ3σ2σ1σ4σ3σ2σ1σ3σ2σ4σ3σ2σ1 4992 2731131 1968 2431411
σ2σ3σ2σ1σ4σ3σ2σ1σ3σ2σ4σ3σ2σ1 4992 2731131 264 2331111
σ1σ2σ3σ2σ1σ4σ3σ2σ1σ3σ2σ4σ3σ2σ1 4992 2731131 24 2331
Table 5
Degrees and Chern numbers of Schubert varieties in E6/Spin(10) × S1
ω ∈ W Degree Chern number
1 1 1
σ6 1 12 2231
σ5σ6 1 69 31231
σ4σ5σ6 1 252 223271
σ2σ4σ5σ6 1 657 32731
σ3σ4σ5σ6 1 651 3171311
σ1σ3σ4σ5σ6 1 1260 22325171
σ2σ3σ4σ5σ6 2 21 2556 2232711
σ1σ2σ3σ4σ5σ6 3 31 5781 31411471
σ4σ2σ3σ4σ5σ6 2 21 3888 2435
σ1σ4σ2σ3σ4σ5σ6 5 51 11646 21326471
σ5σ4σ2σ3σ4σ5σ6 2 21 4698 2134291
σ1σ5σ4σ2σ3σ4σ5σ6 7 71 15810 213151171311
σ3σ1σ4σ2σ3σ4σ5σ6 5 51 11274 213118791
σ6σ5σ4σ2σ3σ4σ5σ6 2 21 4575 3152611
σ1σ6σ5σ4σ2σ3σ4σ5σ6 9 32 15930 213351591
σ3σ1σ5σ4σ2σ3σ4σ5σ6 12 2231 21150 213252471
σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 21 3171 23355 33511731
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Table 5 (continued)
ω ∈ W Degree Chern number
σ4σ3σ1σ5σ4σ2σ3σ4σ5σ6 12 2231 13320 233251371
σ2σ4σ3σ1σ5σ4σ2σ3σ4σ5σ6 12 2231 6696 2333311
σ4σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 33 31111 18522 213373
σ2σ4σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 45 3251 10026 21325571
σ5σ4σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 33 31111 7434 213271591
σ2σ5σ4σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 78 2131131 5400 233352
σ4σ2σ5σ4σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 78 2131131 1260 22325171
σ3σ4σ2σ5σ4σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 78 2131131 216 2333
σ1σ3σ4σ2σ5σ4σ3σ1σ6σ5σ4σ2σ3σ4σ5σ6 78 2131131 27 33
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