We present a method for randomizing a formula for bilinear computation of matrix products. We consider the implications of such randomization when the formula itself is approximate, and when the formula is exact but its computation is plagued by numerical error due to finite precision arithmetic. Our theoretical results and numerical experiments indicate that our method can improve performance in both settings for a negligible increase in computational complexity.
Introduction
Suppose A, B ∈ R n×n . In this paper, we are concerned with formulas for computing C = AB that take the form Comparing this to the standard algorithm for matrix multiplication, we can see that U, V and W must satisfy
for all (k, l, k , l , i, j) ∈ [n] 6 [2] , where δ is the Kronecker delta (e.g., δ ki = 1 if k = i and 0 otherwise). The smallest positive integer R for which there exist U, V and W such that (2) holds is referred to as the rank of the computation. We refer to any algorithm of the form (1) for which R < n 3 as "fast," since the asymptotic complexity is smaller than that of standard matrix multiplication, which has complexity O(n 3 ). Examples of computations of the form (1) include Strassen's algorithm for 2×2 matrices [11] , and Laderman's algorithm for 3 × 3 matrices [7] . We present a method for randomizing the computation (1) and consider the implications of this approach in the following two settings where the computation is approximate.
2. For approximate bilinear computations, we show that this approach yields a method which computes the correct matrix product in expectation. We also provide some performance guarantees.
3. For exact bilinear computations in a finite precision environment, we provide numerical evidence that randomization can yield a method that computes a more accurate matrix product in expectation and improve robustness to adversarial examples.
To the best of our knowledge, our paper is the first to consider randomization as a tool for improving approximate fast bilinear computations for matrix multiplication. Various randomization algorithms for the standard matrix multiplication algorithm have been considered in other works; see e.g. [4, 8] . In the setting of an exact fast algorithm with numerical rounding, a patent by Castrapel and Gustafson [3] describe a randomized version of Strassen's algorithm which they claim reduces numerical error. They provide empirical support for this, but no mathematical proof. Our method generalizes their approach by randomly choosing from a wider range of equivalent algorithms. Additionally, our method can be applied to any formula of the form (1).
Randomization of bilinear computation for matrix multiplication 2.1 Setting 1: Approximate algorithm
The formula (1) is also valid if A, B and C are of size mn × mn and a kl , b k l and c ij are replaced by submatrices of size m × m. This is why fast algorithms of the form (1) can be used recursively to compute the product of larger matrices. We therefore present our randomization scheme in the setting when the input matrices are mn × mn with m ≥ 1. Accordingly, suppose f : R mn×mn × R mn×mn → R mn×mn computes the product of two matrices as in (1) with each a kl , b k l and c ij replaced with the corresponding matrix blocks A kl , B k l and C ij , respectively, each of size m × m. Also suppose that U, V and W only satisfy (2) approximately, so that f (A, B) ≈ AB. We will now define a randomized version of f , denoted byf , which has the following property: For all A, B ∈ R mn×mn , E[f (A, B)] = AB. To that end, let {s i (j)} (i,j)∈[3]×[n] be a collection of iid Rademacher random variables, i.e., each satisfying P[
, be independent random permutation functions, each satisfying
, be block diagonal matrices with the jth nonzero block equal to s i (j)I m , where I m is the m × m identity matrix. Also, let P i ∈ R mn×mn , i ∈ [3], be permutation matrices divided into m × m blocks, with blocks on position (π i (j), j), j ∈ [n], equal to I m and all other blocks equal to zero.
We propose the following definition off :
where
Observe that if f was an exact algorithm, then ε = 0 andf (A, B) = AB since the M i 's would cancel out due to orthogonality. Since the cost of applying M i to a mn × mn matrix is O(m 2 n 2 ), computingf (A, B) has the same leading order complexity as computing f (A, B) .
Proof. LetĈ def =f (A, B). Considering the (i, j)th block ofĈ, and going through some tedious but straightforward algebra, we get
If we take expectation of this equation with respect to the random variables {s i (j)}, most terms will vanish: If i = k, l = k and j = l for a given term, then the product of the s i 's will be 1; otherwise, the expectation of that term will be zero due to independence and the fact that each E[s i (j)] = 0. Consequently, we have
where the second equality is true since (4) implies that
We now provide performance guarantees for f andf . We use · to denote the square root of the sum of the square of all elements (i.e., the 2-norm for vectors and the Frobenius norm for matrices and tensors). 6 be the tensor corresponding to an exact computation, and let Y ∈ R
[n]
6 be the approximate tensor with elements given by y klk l ij = R r=1 u klr v k l r w ijr . Proposition 2. We have that
Proof. We have
where the inequality follows from first applying the triangle inequality, then the Cauchy-Schwarz inequality, and finally using sub-multiplicativity of the Frobenius norm. This proves (i). Since the Frobenius norm is invariant under unitary transformations,
Going through the same computations as in (5), but with the extra (1 + ε) −1 term, we therefore get
where the last equality once again uses the unitary invariance of the Frobenius norm. This proves (ii). Fix A, B ∈ B (mn) µ
. Applying the triangle inequality to (6) and using the definition of η, we get
By doing computations almost identical to those in (5), we get the bound
. Combining (7) and (8) and taking supremums appropriately proves (iii).
Points (i) and (ii) in Proposition 2 provide absolute performance guarantees for f andf , respectively. Note that a tighter version of (i) holds, with A replaced by kl A kl 2 2 , where · 2 is the spectral norm. We keep (i) in its current looser form to make it easier to compare to (ii) and (iii). Point (iii) shows that the worst case performance off is no worse than that of f plus a constant. In fact, that constant can be bounded as follows. 
Proof. Let z ∈ R n 3 be the vector with elements (
3 , i.e., containing the elements of (Y − X) in positions for which X has an entry 1 (the element order in z is irrelevant). Note that
where the first equality follows from (4), the first inequality follows from the triangle inequality and the definition of the 1-norm, and the second inequality is a well known relation (see e.g. Equation (2.2.5) in [5] ). Now, note that
Combining (9), (10) , and the fact that |η| ≤ 2|ε| when |ε| ≤ 1/2, gives us the desired bound.
This is also an upper bound to the sup term on the right hand side of the inequality in (iii) of the same proposition. Proposition 3 shows that the size of the additional constant |η|µ 2 Y is not much larger than the bound that we already have on this sup term, and that it will be smaller than that bound if e.g. n ≥ 3 and Y − X < 3 3/2 /2.
A recursive algorithm for approximate bilinear computation
We can extend the result in Proposition 1 to a recursive version off . We denote the recursive algorithm with Q recursions for multiplication of mn Q ×mn Q matrices byF (Q) . Let {s
be a collection of iid Rademacher random variables, and let π
be defined exactly asf in (3) but based on the random variables {s
i } i∈ [3] and defineF
and (F (q) (A, B)) ij is the subblock of size mn q−1 × mn q−1 on position (i, j). If A and B are of size p × p but there is no integer m such that p = mn Q , e.g. if p is prime, then we can simply pad the matrices appropriately [6] .
Proposition 4. For any positive integer Q and for all
A proof of this proposition is provided in the supplementary material.
Setting 2: Exact algorithm in finite precision arithmetic
Let g : R mn×mn × R mn×mn → R mn×mn be a function that computes matrix multiplication according to some fast exact formula (1) in finite precision. Letĝ be defined analogously tof in (3) . Since the algorithm is exact, we have ε = 0. We will use G (Q) andĜ (Q) to denote the deterministic and randomized versions, respectively, of the recursive version of this algorithm. The latter is defined analogously toF (Q) , and the former is defined similarly but with each s 
0024. Despite this, randomization seems to work remarkably well in practice, as we will see in the next section.
Experiments
Additional experiments are provided in the supplementary material. We implement all experiments in Matlab with certain parts implemented in C. All our code is available online at https://github.com/OsmanMalik/ random-approximate-matrix-multiplication.
Setting 1: Approximate algorithm
For these experiments, we create an approximate algorithm of the form (1) by taking the tensors U, V and W corresponding to Strassen's algorithm and perturbing them: For each of the three tensors, we add iid mean zero Gaussian noise with standard deviation 10 −3 to each element in the tensor equal to 1 as well as to five randomly selected elements that are equal to 0.
In the first experiment, we draw two Gaussian matrices A, B ∈ R 80×80 and compute
for n ∈ [10 4 ] and Q ∈ [3] . Here,F
is the ith realization ofF (Q) . Figure 1 shows the results. As expected from Propositions 1 and 4, the quantity in (11) becomes smaller as n increases.
In the second experiment, we draw two Gaussian matrices A, B ∈ R 320×320 and compute
for i ∈ [100] and Q ∈ [5], i.e., the relative error over 100 trials. Figure 2 compares the empirical distribution of (12) using a box plot over these trials to the relative error for the deterministic approximate algorithm, i.e., F (A, B) − AB / AB . In this particular case, randomization does not impact the median error and there is very little variation between trials. As we show in the supplement ( Fig. 6-9 ), randomization can both increase and decrease the error in this setting. However, the difference in error between the randomized and deterministic variants is typically not substantial. Error for deterministic approximate computation compared to the error over 100 realizations of the randomized counterpart.
Setting 2: Exact algorithm in single precision floating point arithmetic
In these experiments, we compare deterministic and randomized versions of Strassen's algorithm, which is exact, when the computations are done in single precision floating point arithmetic. In error computations, we use the double precision product for AB computed using the standard algorithm as the true value of the product.
In the first experiment, we draw two Gaussian matrices A, B ∈ R 80×80 and compute the quantity in (11), but with eachF
] and Q ∈ [3] . Figure 3 shows the results, where we also have included the error for the standard algorithm computed in single precision as a reference. Although it is clear that the randomized algorithms do not converge to the exact correct answer, it seems like their expectations perform better than the standard algorithm. Although the figure only shows the result for a specific random pair (A, B) , we get qualitatively similar results every time we draw a new Gaussian matrix pair. Figures 10-13 in the supplementary material provide additional results for other matrices (A, B) . In the second experiment, we draw two Gaussian matrices A, B ∈ R 320×320 and compute the quantity in (12), but with eachF
i , for i ∈ [100] and Q ∈ [5] . To better understand the impact of the random permutations and the random sign changes, we also compute this quantity for versions ofĜ
where we only use random permutations or random sign functions. We compare these to the deterministic version G (Q) , and also include the error of the standard algorithm computed in single precision as a reference. The algorithm that only uses random permutations corresponds to the method suggested in [3] . Figure 4 , shows the results, which indicate that the expected error does not increase when the algorithm is randomized. As the box plots indicate, there is little variation between trials.
The authors of [1] give two examples of random matrix pairs A, B ∈ R n×n that are adversarial to Strassen's algorithm in a finite precision setting. They are defined as follows: Let a ij ∼ Uniform(0, 1/n 2 ) if j > n/2, otherwise a ij ∼ Uniform(0, 1). Let b ij ∼ Uniform(0, 1/n 2 ) if i < n/2, otherwise b ij ∼ Uniform(0, 1). If we repeat the second experiment with these matrices, we get the results in Figure 5 . They indicate that randomization helps reduce the expected error in this adversarial setting. Interestingly, it seems like the improvement comes from the random signs with little or no contribution from the random permutations. 
Conclusion
In this paper we have suggested an approach for randomizing a bilinear computation for matrix multiplication which does not increase the asymptotic computational complexity. We have considered the implications of this approach in two approximate settings: When the algorithm itself is only approximately correct, and when the algorithm is correct but there nonetheless is error due to numerical rounding. We believe that our results are encouraging, and provide ideas for improving the properties of matrix multiplication in both of the considered settings. An interesting area for future research is to investigate other methods of randomization (e.g. combining the sign changes in this paper with the fast Hadamard transform) and see if such a method can further improve the results. Additionally, one could pick a certain model for numerical rounding and try to derive theoretical results in that setting.
Supplementary Material

A Proof of Proposition 4
Note that the claim is true for Q = 1 due to Proposition 1. Now assume it is true for some Q ≥ 1. We will show that it is also true for Q + 1, i.e., that E[
denote the σ-algebra generated by the random variables {s
where the first equality follows from the smoothing property of expectation (property 10 in [9, p. 348]), the second equality follows from the fact that each s (j) is S-measurable, the third equality follows from the fact that all random variables {s 
B Additional experiments
In this section, we show the results from additional experiments. In the main manuscript, we mentioned one type of adversarial matrices, which we will refer to as type 1 adversarial in this supplement. We will also consider another type of adversarial matrices, which was also given in [1] , and which we will refer to as type 2 adversarial.
Definition 5 (Adversarial matrices [1] ). Consider a matrix pair A, B ∈ R n×n . We say that it is type 1 adversarial if
Uniform(0, 1) otherwise, and
We say that the matrix pair is type 2 adversarial if a ij ∼ Uniform(0, n 2 ) if i < n/2 and j > n/2, Uniform(0, 1) otherwise, and
Here, all the entries are assumed to be independent.
We call matrices "Gaussian" and "uniform" if they contain iid standard normal and Uniform(0, 1) elements, respectively.
First, we repeat the second experiment we did in Section 3.1 with Gaussian, uniform, type 1 and type 2 adversarial matrices. We use the same setup as in the main manuscript: For each experiment, we create an approximate algorithm by perturbing Strassen's algorithm, we draw random matrices A, B ∈ R 320×320 , and then we compute the quantity in (12) for i ∈ [100] and Q ∈ [5] and compare it to the relative error for the deterministic approximate algorithm. Figures 6-9 show the results. In the case of Gaussian matrices (Fig. 6) , the results look very similar to those in the main manuscript, with almost no difference in error between the deterministic and the randomized approximate algorithms. Figures 7-9 (uniform, type 1 and type 2 adversarial, respectively) show that randomization can both increase and decrease the error. Note that both the deterministic and randomized approximate algorithms do particularly poorly on type 1 adversarial matrices.
Next, we repeat the first experiment in Section 3.2 with Gaussian, uniform, type 1 and type 2 adversarial matrices. We use the same setup as in the main manuscript: For each experiment, we draw random matrices A, B ∈ R 80×80 and compute the quantity in (11), but with eachF
i , for n ∈ [10 4 ] and Q ∈ [3] . Figures 10-13 show the results. Based on these results, it seems like increasing the number of recursions lowers the error of the expectation of the computed matrix product. For Gaussian (Fig. 10) , uniform ( Fig. 11 ) and type 2 adversarial (Fig. 13) matrices, it seems like the error of the expected computed matrix product for our randomized algorithm with 1, 2 or 3 recursions is lower than the error for the standard algorithm.
Finally, we repeat the second experiment in Section 3.2 with Gaussian, uniform, type 1 and type 2 adversarial matrices. We use the same setup as in the main manuscript: For each experiment, we draw random matrices A, B ∈ R 320×320 and compute the quantity in (12), but with eachF
i , for i ∈ [100] and Q ∈ [5] . We do the same for variants of the algorithm that only use random permutations or random sign functions. We compare these to the deterministic version G (Q) , and also include the error of the standard algorithm computed in single precision as a reference. Figures 14-17 show the results. For Gaussian matrices (Fig. 14) the results look very similar to those in the main manuscript, with almost no difference in error between the deterministic and various randomized algorithms. For uniform (Fig. 15 ) and adversarial matrices (Fig. 16 and 17) , it seems like our randomized algorithm typically performs as well or better than the deterministic variant, only rarely performing slightly worse. It is interesting to note that it seems like the random permutations contribute little to reducing the error, while using only the random sign functions seems to work as well as the fully randomized algorithm. Error for deterministic exact algorithm compared to the error over 100 realizations for different versions of the randomized exact algorithm. All computations are done in single precision. All matrices are Gaussian of size 320 × 320. Error for deterministic exact algorithm compared to the error over 100 realizations for different versions of the randomized exact algorithm. All computations are done in single precision. All matrices are type 1 adversarial of size 320 × 320. 
