‡ Introduction and Background
With the invention of microarray technology, scientists finally had a means to measure global changes in gene expression between two biological states [1] . This has led to thousands of scientific publications describing long lists of differentially expressed genes in each scientist's favorite experimental system. What has gradually become apparent to biologists is that having a list of differentially expressed genes, while an important first step in understanding the differences between two phenotypes (where phenotype represents the physical manifestation of one or more traits), is often not enough to identify the genes most directly responsible for driving changes in phenotype. While it is true that genes that are differentially expressed between two biological states may be important in explaining those differences, it is also possible that genes whose expression is not changed can also be pivotal in driving phenotypic differences.
For those unfamiliar with biology, a rough analogy may prove useful. Consider a manufacturing setting where there is a supervisor (a "boss" gene) and employees ("slave" genes) under the supervisor's responsibility charged with manufacturing widgets (a particular phenotype, such as healthy liver tissue). A change in phenotype, such as transitioning from healthy liver tissue (manufacturing blue widgets) to cancerous liver tissue (manufacturing red widgets) can be accomplished by: (1) changing the rate that employees work (such as might happen if a supervisor shouts at the employees; this is analogous to differential expression); and/or (2) changing the instructions the supervisor is giving to employees (keeping the volume of instructions constant, but changing the information contained in the instructions; this is analogous to a mutation in the "boss" gene); and/or (3) a combination of scenarios (1) and (2) . In scenario (1) , there is a transition in phenotype because the employees ("slave" genes) begin working faster or slower than they have previously, which produces too many or too few gene products at the wrong time, creating a rippling effect throughout all of the manufacturing, which ends up in a different product (the red widget phenotype) being made. In this situation, the supervisor's instructions to the employees remain constant (manufacture blue widgets) but are spoken with more ("shouting") or less ("whispering") volume. Scenario (1) reflects the kind of information that can be measured in microarray studies, whose sole purpose is to identify genes whose expression changes between two biological states. In scenario (2) , the rate at which employees work remains constant, but they still manufacture a different-employees work (such as might happen if a supervisor shouts at the employees; this is analogous to differential expression); and/or (2) changing the instructions the supervisor is giving to employees (keeping the volume of instructions constant, but changing the information contained in the instructions; this is analogous to a mutation in the "boss" gene); and/or (3) a combination of scenarios (1) and (2) . In scenario (1) , there is a transition in phenotype because the employees ("slave" genes) begin working faster or slower than time, creating a rippling effect throughout all of the manufacturing, which ends up in a different product (the red widget phenotype) being made. In this situation, the supervisor's instructions to the employees remain constant (manufacture blue widgets) but are spoken with more ("shouting") or less ("whispering") volume. Scenario (1) reflects the kind of information that can be measured in microarray studies, whose sole purpose is to identify genes whose expression changes between two biological states. In scenario (2) , the rate at which employees work remains constant, but they still manufacture a differentcolored widget (phenotype), because the instructions they are receiving from their supervisor have changed. Differences in phenotype due to scenario (2) are rarely discovered by producing long lists of differentially expressed genes, because the primary driving force creating a change in phenotype is a change in instruction from the supervisor (such as a mutation in the "boss" gene) to the employees ("slave" genes), not a difference in the manufacturing rate of employees.
For these reasons, computational biologists have begun to develop algorithms that are better at highlighting those genes primarily responsible for driving changes in phenotype, regardless of whether those genes are differentially expressed or not. This is the purpose of the regulatory impact factor analysis (RIFA) algorithm presented here; that is, to highlight those genes most directly responsible for driving changes in phenotype. RIFA provides a computationally tractable way to detect differences in connectivity between genes in two biological states. Figure 1 illustrates the basic premise of connectivity and differences in connectivity between two biological states.
Ú Figure 1 . Two gene networks comprised of the same five genes (a through e) in two different biological states (phenotypes). Each vertex represents a gene, and each edge represents a connection between genes. In standard differential expression studies, each geneʼs expression level is compared to itself between the two biological states but ignores potential relationships between different genes. When even a casual observer compares the two networks above, it is immediately noticeable that the shape of each network is different, a difference driven by a change in connectedness between genes within each biological state.
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Regulatory impact factor analysis (RIFA) is based on seminal work by Hudson, Reverter, and Dalrymple [2] , which introduced three higher-order metrics all computed from basic information obtained in differential gene expression studies. The purpose of these metrics is to use the information present in gene expression studies to quantify the connectedness between differentially expressed genes ("slave" genes, using the analogy above) and a group of gene expression regulator genes, known as transcription factors ("boss" genes, using the analogy above). The three metrics are:
(1) Phenotype Impact Factor HPIFL = 1
Equation (1) (PIF) computes the average expression of the i th gene between two biological states (A and B) and multiplies that result by the differential expression of the i th gene between states A and B. In doing so, the magnitude of the differential expression of a gene is weighted by the overall expression level of the gene. PIF is then used to compute equation (2) (RIF4), which multiples the PIF value for each differentially expressed gene by the differential co-expression (calculated using the Spearman correlation coefficient) between each differentially expressed gene (the "slave" genes in our analogy above) and each transcriptional regulator (the "boss" genes in our analogy above) between states A and B. By summing these calculations over each differentially expressed gene, a prioritized list of the most important regulators driving changes in phenotype between states A and B can be obtained. Equation (2) is designed to provide an answer to the question, which regulator is consistently highly differentially co-expressed with the most abundant differentially expressed genes? Equation (3) (RIF5) is an alternative metric to equation (2) (RIF4), which also seeks to produce a prioritized list of the most important regulators driving phenotypic change. By multiplying the expression of each differentially expressed gene by the correlation between itself and each transcription regulator twice, once in state A and once in state B, the difference in state values can be computed and then summed over each differentially expressed gene to yield an alternative prioritized list of the most important regulators. Equation (3) is designed to answer the question, which regulator has the most altered ability to predict the abundance of differentially expressed genes? Further details of these equations are presented in [3] [4] , but the basic idea behind the use of these metrics in RIFA is straightforward. When gene expression data (from a well-thought-out experiment) is presented to RIFA, the algorithm can use the "echoes of sound off structures" (differential gene expression data) to triangulate the location of the "rifle shot creating the sound" (identify the master gene(s) driving the changes in phenotype).
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The Mathematica Journal 17 © 2015 Wolfram Media, Inc. ‡ The Regulatory Impact Factor Analysis (RIFA) Algorithm RIFA is template driven, meaning the algorithm expects several pieces of user-defined information to be provided in a notebook cell that is used as a template for entering information. As RIFA was designed to process output from AffyDGED [5] , it will be assumed the reader is familiar with AffyDGED as well. The features of RIFA are illustrated using data from a microarray study comparing gene expression profiles of tumorous liver tissue to cirrhotic liver tissue [6] . All microarray data used in this study and presented here is publicly available at NCBI's Gene Expression Omnibus portal (www.ncbi.nlm.nih.gov/geo), using the access number GSE17548. The template cell begins with a command to purposefully reinstall Java, for the express purpose of expanding the memory available to import large datasets into Mathematica.
The remainder of the template cell defines several variables requiring user input.
timecoursedata:
This variable points to the directory containing the microarray gene expression data, in spreadsheet format, to be processed by RIFA. While this variable uses the term "timecourse" as part of its name, it is not necessary for the microarray data to be part of a time course experiment. The spreadsheet format of the data is nonnegotiable and requires strict organization. To aid in instruction, a screen shot of the timecoursedata that will be described throughout this paper is included here (Figure 2 ).
Ú Figure 2 . Formatting of gene expression data for variable <timecoursedata>.
Column A contains unique transcript identification information from the microarray chip used in the study. Columns B through X contain gene expression measurement from samples (or time points) under the same experimental condition of the study. The columns after X contain gene expression measurements from samples (or time points) under the same control condition of the study. For example, in the liver study referenced above, tumor samples from multiple patients were randomly placed into six groups and compared to six groups of cirrhotic liver tissue by AffyDGED. Column B contains the gene expression measurements (transcript abundance, not differential expression) for the first group of tumor samples processed with AffyDGED, column C contains the gene expression measurements from the second group of tumor samples, and so on. In this example, the last column containing tumor (experimental condition) data is column G. Column H is the first column containing gene expression measurements from the first group of cirrhotic (control condition) tissue, column I from the second group of cirrhotic tissue, and so on. Notice how columns B and H contain output from AffyDGED's processing of the first groups of tumor and cirrhotic tissues, respectively.
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samples (or time points) under the same experimental condition of the study. The columns after X contain gene expression measurements from samples (or time points) under the same control condition of the study. For example, in the liver study referenced above, tumor samples from multiple patients were randomly placed into six groups and compared to six groups of cirrhotic liver tissue by AffyDGED. Column B contains the gene expression measurements (transcript abundance, not differential expression) for the expression measurements from the second group of tumor samples, and so on. In this example, the last column containing tumor (experimental condition) data is column G. Column H is the first column containing gene expression measurements from the first group of cirrhotic (control condition) tissue, column I from the second group of cirrhotic tissue, and so on. Notice how columns B and H contain output from AffyDGED's processing of the first groups of tumor and cirrhotic tissues, respectively.
conditiononecol:
This contains a short list defining the first and last column positions within timecoursedata to contain experimental condition data.
conditiontwocol:
This contains a short list defining the first and last column positions within timecoursedata to contain control condition data.
rawtranscriptionreg:
This variable points to the location of a spreadsheet file containing a list (organized into a single column) of known or suspected transcription factor genes present on the microarray chip being used. The file used here was created by parsing the biological process column of the annotation file for Affymetrix's Human Genome U133 Plus 2.0 chip (available at www.affymetrix.com) for genes linked to the transcription process. The probeset identifiers referring to this group of genes were used to build a list of transcription factor genes.
rawdegenes:
This link points to the spreadsheet file containing lists of differentially expressed genes (referenced by their probeset IDs, organized into columns) created by processing the experimental and control groups referenced in timecoursedata (above) with AffyDGED. In the liver example here, there are six columns of differentially expressed genes created by using AffyDGED to compare the six groups of tumorous livers with the six groups of cirrhotic livers.
affyginlocation:
This variable holds the directory location for finding the Affymetrix .gin (gene information) file that provides the necessary information to annotate output from RIFA.
savelocationroot:
This variable holds the location where the user would like the final results of the analysis to be saved.
studyname:
This variable allows the user to name the output files generated by RIFA with study-specific information.
The first tasks completed by RIFA include the loading, parsing, and organization of raw data to facilitate downstream computation. Upon completion of this first section of code, the transcription factor genes (the "boss" genes from the analogy above) are grouped with the differentially expressed genes (the "slave" genes from above) to facilitate calculation of each pairings' Spearman rank correlation coefficient.
RIFA proceeds by calculating the Spearman rank correlation coefficients, which requires that each vector of gene expression measurements be tested for the presence of duplicate entries, which requires special handling to calculate Spearman rho. This is the purpose of the tieCheck module below. Based on the results of tieCheck, the code calls the spearmanControl module to optimize calculation of Spearman rho, taking advantage of function listability and the use of compilable expressions, where appropriate, to maximize speed. Caution: Due to the sheer volume of computation that needs to be completed using the data described in this paper, the next segment of code will likely take 20-40 minutes to complete (depending on the speed of your computer) and consume roughly 28 Gb of RAM. Computations on machines with less RAM will finish but will require significant use of the hard drive, slowing computation considerably. tieresultscond1 = tieCheck@condition1liststocorrelateD; tieresultscond2 = tieCheck@condition2liststocorrelateD; condition1corr = spearmanControl@tieresultscond1, condition1liststocorrelateD; Clear@tieresultscond1, condition1liststocorrelateD; condition2corr = spearmanControl@tieresultscond2, condition2liststocorrelateD; Clear@tieresultscond2, condition2liststocorrelateD;
By pairing (and taking a sampling of) the correlations of the "boss" and "slave" genes between the tumor and cirrhotic livers, a satisfying (but not biologically surprising) pattern reveals itself ( Figure 3 ). It is clear that there are many more strongly positive correlations between the "boss" and "slave" genes in the cirrhotic liver than the tumorous liver. This supports what biologists have known for a long time; that is, gene regulation in tumorous tissue is significantly uncoordinated. Following the correlation calculations, RIFA calculates several important metrics, including PIF, RIF4, and RIF5 of equations (1), (2) , and (3) The resulting plots (Figure 4 ) of PIF (equation (1)), RIF4 (equation (2)), and RIF5 (equation (3)) reveal the bidirectional nature of each of the three metrics. In other words, regardless of the metric used, -8 and +8 are equally influential to the underlying biology. This makes sense when one remembers that gene expression measurements, used in the calculations of the metrics above, are represented on a log 2 scale.
The resulting plots (Figure 4 ) of PIF (equation (1)), RIF4 (equation (2)), and RIF5 (equation (3)) reveal the bidirectional nature of each of the three metrics. In other words, regardless of the metric used, -8 and +8 are equally influential to the underlying biology. This makes sense when one remembers that gene expression measurements, used in the calculations of the metrics above, are represented on a log 2 scale. and negative values should be interpreted as equally important (i.e., a gene that is fourfold down in expression is equally as likely to be important as a gene that is fourfold up in expression.)
After the metric calculations are completed, four files are exported containing all the results in file formats directly usable by Mathematica and Microsoft Excel. One set of files is appended with the phrase "RifSortByAvg" and contains the following information in 
RIFA calculations complete. All data saved to: C:\Users\Wookie\Desktop\
Computational Time: 1541.1711362 seconds
The final output of RIFA is a network graph that associates the most strongly correlated, highest impact PIF scores with the highest impact RIF scores. In this graph, the top 10 most positive and negative average RIF entries, the top 10 most positive and negative RIF4 entries, and the top 10 most positive and negative RIF5 entries are linked to the phenotype of interest with red edges. In other words, the red edges highlight the "boss" genes most responsible for driving changes in phenotype. The nodes of the graph use tooltips to identify the gene represented by the node. The phenotype of interest node is abbreviated "POI." Blue edges are used to highlight the "slave" genes most responsible and most correlated to the "boss" genes for driving changes in phenotype. In this way, the graph highlights the "slave" genes responding to the "boss" genes' orders to change phenotype. Here, the highest 0.5% of positive and the lowest 0.5% of negative PIF scores are connected to transcription regulators (represented by RIF nodes) if they share a Spearman rho value of ±0.9 with the transcription regulator. Three primary lines of evidence show that RIFA is performing to design specifications. Evidence line 1: RIFA was created to provide a Mathematica implementation of the regulatory impact factor algorithm originally described by Hudson et al. to highlight those genes most directly responsible for driving changes in phenotype. During development, RIFA was vetted with the original data used by these authors, to highlight the genes most responsible for driving phenotypic differences between Wagyu and Piedmontese cattle. The most prominent (and well-characterized) phenotypic difference between these breeds of cattle is the increased musculature of Piedmontese animals, which is known to be due to a mutation in the breed's myostatin (GDF8) gene [7] . Using the author's own data, RIFA correctly identifies GDF8 at the bottom (most negative value of -3.02) of its RIF5 output. [8] and attempt to explain why their results do not prioritize SRY, a gene that is arguably one of the most important sex-determining genes known to science [9] . Reanalysis of this same data using normalized gene expression from AffyDGED and an alternative list of gene regulators shows that RIFA does highlight SRY as the fourth most negatively prioritized gene. While being a satisfying result, it also serves to highlight the fact that all algorithms (RIFA included) are sensitive to the quality of the input data provided to them.
Evidence line 3: Keeping in mind the discussion above, a similar reanalysis of data referenced in [10] [11] shows that RIFA highlights CDK8 [12] From the evidence presented, we know that RIFA is performing as expected and can begin to ask if results from other studies make biological sense. If RIFA is working correctly, it should highlight genes that have been linked to cirrhosis and/or cancer in the scientific literature. Keep in mind that not every gene likely to be linked to cirrhosis or cancer has been discovered or characterized yet-which is the value in using a program like RIFA, that is, to find new connections between genes and phenotype. A small sample of output will be reprinted for easier referencing here. Additionally, the output will be reformatted to fit within printable margins by forcing the data in each entry to occupy two or more rows of the table below. 
Length@optemp6D

29
RIFA produces a list of 29 unique gene names that can be searched for in PubMed (www.ncbi.nlm.nih.gov/pubmed). Performing a literature search for these genes in association with liver disease search terms produces the results described in Table 1 . 
HCLA-ISO @36D
RAB18 @37D
Ú Table 1 . Results of a PubMed literature search using the names of the genes above in combination with one or more of the following search terms: "liver cancer," liver cirrhosis," "cancer." Citations listed represent a small sampling of the total hits typically discovered.
Twenty-one of the 29 RIFA output entries with a gene name associated with them yield compelling connections between each gene and the disease phenotype search terms "liver cirrhosis," "liver cancer," and "cancer," suggesting that RIFA is enriching for genes driving the phenotypic changes observed between cirrhotic and tumorous liver tissue.
The remaining eight out of 29 genes do not show evidence in the scientific literature linking them to these disease phenotypes. Explanations for this abound, but it is impossible to rule out the possibility that these genes are, in fact, linked to the disease phenotypes but have not yet been characterized by the scientific community. It is simply impossible to conclude if those eight genes are or are not linked to the disease phenotypes at this time. The same conclusion must also be admitted for the other 25 RIFA output entries that have no gene name associated with them. In other words, RIFA has identified 25 potential new "boss" genes associated with the cirrhotic to tumor transition in liver tissue. These may represent valuable new avenues of research. ‡ RIFA Performance
To gauge the performance of RIFA, several publicly available datasets of different sizes and complexity were analyzed. The first column of Table 2 shows the series accession number for each dataset available at NCBI's Gene Expression Omnibus. Timings were acquired running Mathematica 9.0.1 under Windows 7 (64 bit) using an Intel Core i5-2500K processor overclocked to 4.48Ghz. Total system memory is 32GB. All reported timings use a fresh kernel. Part of unraveling the mystery behind disease centers on identifying those genes most directly responsible for controlling the differences in gene expression that link those differences to disease traits. RIFA's implementation brings to the Mathematica user community a compelling algorithm used by biomedical researchers to intelligently prioritize the thousands of genes present in an organism and tie their behavior to specific traits of interest.
