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Abstract 
 This presentation will clarify CO group responsibility 
and organisation put in place to produce the LHC 
operational applications. It will also present CO 
commitments on the requirements listed in the two 
previous sessions.  
In particular, it will address the present architecture for 
the LHC Beam operational software, the functionality and 
performance expected for the different operation stages 
and the procedures and tests foreseen to reach these 
objectives. 
Finally, current major issues will be presented and 
explained in details. 
RESPONSIBILITIES AND 
ORGANISATION 
The AB Controls group is responsible for 
• Providing core control functionality & applications  
(HWC sequencer, equip state, equip monitoring, 
SDDS,…) in collaboration with AB/OP 
• Producing and maintaining standard facilities 
(Logging, FDs, LASER, JAPC, SIS, BIC, OASIS, 
CCM, …) 
• Developing, maintaining and supporting UNICOS 
based applications (Cryo, QPS, PIC, WIC,..) for 
industrial control system 
• Providing support for modelling of the Controls 
database (SPS, HWC, LEIR, LHC) and for the 
logging and measurement services (Timber, 
Meter). 
 
In addition. AB/CO is responsible to provide the 
development environment, tools and graphical 
components [2] to be used by application developers, 
equipment and MD specialists. A set of tools already 
used by several developers is described below: 
• FESA editor 
• Java dataviewer 
• General purpose graphical beans 
• Java GUI frame 
• LabVIEW development environment 
• UNICOS frame 
• Working sets & Knobs  
• Jython 
• Build and release tools 
To foster collaboration and efficient development a 
special development lab has been created in close 
proximity to the java application team to host the 
operation developers and to provide with continuous 




The AB Controls group is not responsible for 
• Providing equipment expert GUI applications  
(except QPS, CRYO) 
• Providing MD software GUI applications 
 
Nevertheless expert and MD developments can be 
based on the rich tool kit of GUI components and libraries 
already provide by CO. 
 
THE LHC BEAM OPERATION 
SOFTWARE ARCHITECTURE 
 
Three approaches have been put in place to build 
software applications: 
• The Beam based control applications, which cover 
the majority of the applications, are built on top of 
our Java infrastructure 
•  Industrial control PLC/SCADA based applications 
are built on top of the UNICOS frame based on 
PVSS, and finally 
• The Post Mortem data analysis system is based on 
LabVIEW. 
Java Applications Development 
A considerable amount of applications for stage I & II 
is requested. This will be achieved since we have put in 
place a common architecture [3] based on: 
• a solid core functionality 
• a standard equipment access  
• a set of reusable software components, 
• a group of standard facilities 
upon which the LHC applications are being built 
 
This java infrastructure does not come without a serious 
investment. It requires high competence in software 
engineering for the development of the core system. 
Nevertheless it is clear that our initial investment has paid 
back.  
The complex self-contained applications of the past are 
replaced by lightweight GUI applications based on the 
core which are easier to develop and that are less error 
prone. The fig.1 below describes the Controls System 
Core that interacts with the equipment via standard 
interface (JAPC) and that offers services to the 
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Fig 1. LHC Java Applications and Core 
 
 
LHC Java Applications – Organisation 
 
The work is done in a close collaboration with the 
Operations group; we work in a team.  
We have put one single project in place, the LHC 
Software Applications (LSA) project [4], which is 
providing the common architecture (LSA Controls 
System Core, see Fig.1). We aim to use this common 
architecture for several accelerators and their transfer 
lines, such as TT40, TI8, LEIR, SPS, the LHC hardware 
commissioning, LHC sector tests with beam and beam 
operations. 
In addition, we will make use of every possible controls 
or operational milestone including several dry runs to test 
this common architecture before it is deployed for the 
LHC operation. 
APPLICATIONS FOR BEAM OPERATION 
A long list of the application needed for the LHC has 
been produced. It has been grouped into 5 categories, and 
prioritized according to requirement of stages I and II of 
the LHC commissioning. 
The categories are: 




• Standard facilities 
Before the specifics of each category are described, it is 
important to mention that there is an important set of 
systems that must be available at the start-up. These are 
the Vacuum, Post Mortem (PM) Analysis system, Cryo, 
Quench Protection System (QPS), Power Interlock 
Control (PIC) and the Warm magnets Interlock Control 
(WIC). These systems are in a good development path 
and they will be ready for the start-up. In particular: 
• The PM is already connected to power converters 
and to QPS 
• The Beam Interlock Control (BIC) system has 
already been successfully tested in TI8 
• The PIC will be soon tested during the hardware 
commissioning 
The core functionality is in a very advanced stage of 
development where the common functionality necessary 
for the high–level applications is largely available.  An 
important achievement to mention is that the final 
modelling of the database is now completed and the data 
model definition is identical for all the Transfer lines, 
SPS, LEIR and LHC.  
Regarding the equipment applications, the management 
of the settings and the functionality to control and 
measure the equipment parameters are provided by the 
LSA project core, which covers the common functionality 
needed by all high level applications. For the equipment 
under the direct responsibility of the CO group (BIC, Fast 
Magnet Current change Monitor (FMCM) and Safe LHC 
Parameters (SLP)), the work progress is satisfactory and 
there are no obvious problems. 
Coming to the applications for the beam 
instrumentation, the high level applications for the  
critical instrument (BLM, BPM, BCT, BTV) are under 
control and assigned, while the BLM and BPM 
concentrators are taken care by LSA core. 
Within the following 3 months the application 
responsible with the equipment specialists will define the 
operational APIs of critical instrument and a test plan 
(when we need what). This should result in simulation 
equipment servers made available by the equipment 
specialists to ease the testing. 
An interesting point to mention is that the development 
for certain instruments like the Schottky will be covered 
by the LARP collaboration. 
Moving to the big important applications, the orbit 
steering is in an advanced stage of development while 
both the operational and injection sequencers are being 
addressed currently as they are very important tools for 
the exploitation of the LHC operations. 
Finally, all major standard facilities (LASER, Common 
Console Manager, OASIS, Fixed Displays and SDDS 
archiving) have already delivered their first version which 
has been used successfully during the LHC hardware and 
LEIR commissioning, Concerning the management of the 
Software Interlocks for the LHC Era, the first operational 
version of the system will be deployed during the beam 
commissioning of CNGS this year.  
An up-to-date list of all the high level applications for 
beam operation is available and maintained on the 
following web page: 
http://cern.ch/ab-lsa/planning/commissioning.htm 
ISSUES 
Three different types of issues have been identified for 
the production of the LHC application software: 
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Resources 
Major core activities are presently staffed by temporary 
or departing staff, and that includes the system architect 
and core developer of the Java software infrastructure. 
The same application developers are working for the 
development of the applications for LHC hardware 
commissioning, LEIR, CNGS, PS and SPS start-up and 
their availability to develop applications for LHC beam 
operations is reduced. This can be clearly seen from the 
list of the LHC applications, which is not fully staffed 
clearly showing lack of resources. 
Moreover the development of the core system of the 
Java software architecture needs experienced Java 
software developers. 
Remote Access and Security 
Experts and piquet require access to LHC controls from 
outside the main control room. A policy on who has the 
right to modify LHC parameters and from where should 
be defined and implemented. 
Control of certain devices (e.g. Schottky) from other 
institutes is already requested (US-LARP collaboration), 
adding to the requirements for remote access to devices 
for controls. 
We need remote access and role based access policy 
and manpower to implement it and the CNIC policy does 
not provide the answer. 
Time Allocated for Testing 
While TT40/TI8, HWC, LEIR, and SPS ring will be 
used to test the LSA core and applications extensively, the 
tests foreseen in 2006 (CNGS, TI8/TT40, LHC sector 
test) will be the only validation of the LHC software. 
Therefore we need well-coordinated dry runs beforehand. 
Moreover, it is important to have formally allocated 
time during LHC commissioning for the final software 
tests of the deployed software. 
CONCLUSIONS 
A solid architecture on which to base the LHC 
applications exists with main core services and several 
GUI applications already being deployed. 
This architecture has been tested and validated with 
TT40/TI8, LHC hardware commissioning, LEIR and it is 
going to be further validated in the start-up of the SPS, 
during the commissioning of CNGS with beam and, of 
course, with the sector tests with beam. 
We have a complete list of the LHC applications with 
assigned developers but with evident lack of resources for 
several applications. 
There are issues on resources, time for testing, remote 
access and security, which need to be addressed and 
resolved. 
Finally we are convinced that we have the right tools 
for the job and we will be able to do it successfully, 
provided effort is not diverted into lower priority work. 
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