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Abstract
Given a set A ⊂ N let σA(n) denote the number of ordered pairs (a, a′) ∈ A × A such that a + a′ = n.
The celebrated Erdo˝s–Turán conjecture states that if A ⊂ N such that σA(n) 1 for all sufficiently large n,
then the representation function σA(n) must be unbounded.
For each positive integer m, let Rm be the least positive integer r such that there exists a set A ⊆ Zm
with A + A = Zm and σA(n) r . Ruzsa’s method in [I.Z. Ruzsa, A just basis, Monatsh. Math. 109 (1990)
145–151] implies that Rm must be bounded. It is pleasure to call Rm a Ruzsa’s number. In this paper we
prove that all Ruzsa’s numbers Rm  288. This improves the previous bound Rm  5120. Several related
open problems are proposed.
Video abstract: For a video summary of this paper, please visit http://www.youtube.com/watch?v=
hgDwkwg_LzY.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Given a set A ⊂ N let σA(n) denote the number of ordered pairs (a, a′) ∈ A × A such that
a+a′ = n. A is called an asymptotic basis of order two if there is n0 = n0(A) such that σA(n) 1
for each positive integer n  n0. In particular, we call A a basis if σA(n)  1 for all positive
integers n. The celebrated Erdo˝s–Turán conjecture [2,3] states that if A is an asymptotic basis,
then the representation function σA(n) must be unbounded. In 1990, Ruzsa [8] found a basis A
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that is, he constructed a basis A satisfying
∑
nN σA(n)
2 = O(N).
Erdo˝s [1] proved that for the semigroup (N, ·) of positive integers under ordinary multiplica-
tion, if A is a basis for the multiplicative semigroup N, then the representation function σA(n) is
unbounded. Puˇs [7] first established that the analogue of Erdo˝s–Turán conjecture fails to hold in
some abelian groups. Nathanson [4] constructed a family of arbitrarily sparse unique representa-
tion bases for Z, and in [5], he proved that large classes of additive abelian semigroups fail in a
spectacular way to satisfy the Erdo˝s–Turán property.
For a positive integer m let Zm be the set of residue classes mod m. For A,B ⊆ Zm and
n ∈ Zm let σA,B(n) be the number of solutions of equation n = x +y, x ∈ A, y ∈ B . Let σA(n) =
σA,A(n).
Ruzsa’s method [8] implies that there exists a constant C such that for any natural number m,
there exists a set A ⊆ Zm with A+A = Zm and σA(n) C. For each positive integer m, let Rm be
the least positive integer r such that there exists a set A ⊆ Zm with A + A = Zm and σA(n) r .
It is pleasure to call Rm a Ruzsa’s number. In [9], Tang and Chen proved that Rm  768 for
every sufficiently large integer m. In [10], Tang and Chen proved that Rm  5120 for any natural
number m.
In this paper the following results are proved.
Theorem 1. Let p be a prime. Then R2p2  48.
Theorem 2. For any positive integer m we have Rm  288.
By [10, Remark 2] we have Rm  3 for m = 1,3. Now we cannot improve this “trivial”
lower bound. It is interesting now to study the properties of the sequence {Rm}∞m=1. We may call{Rm}∞m=1 Ruzsa’s sequence. I pose two basic problems on Ruzsa’s sequence.
Problem 1. Does Ruzsa’s sequence become a constant sequence from some point on? Are there
infinitely many odd numbers in Ruzsa’s sequence? Are there infinitely many even numbers in
Ruzsa’s sequence?
Problem 2. Find lim infRm, lim supRm and maxRm. Is it true that lim supRm = maxRm?
2. Proofs
For an integer k let
Qk =
{(
u, ku2
)
: u ∈ Zp
}⊆ Z2p.
Lemma 1. (See [8, Lemma 2.1].) Let k, l be two integers and p be a prime with p  k + l. Then
for any (c, d) ∈ Z2p the equation
(c, d) = (u1, v1) + (u2, v2), (u1, v1) ∈ Qk, (u2, v2) ∈ Ql (1)
has solutions if and only if
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(k + l)d − klc2
p
)
= −1.
Furthermore (1) has at most two solutions. If p | (k+ l)d−klc2, then (1) has exactly one solution.
Lemma 2. Let p be an odd prime and m be a quadratic nonresidue of p with m+1 ≡ 0 (mod p),
3m + 1 ≡ 0 (mod p) and m + 3 ≡ 0 (mod p). Put
B = Qm+1 ∪ Qm(m+1) ∪ Q2m.
Then for any (c, d) ∈ Z2p we have 1 σB(c, d) 16, where σB(c, d) is the number of solutions
of the equation (c, d) = x + y, x, y ∈ B .
Proof. We will use Lemma 1 to prove that
Z2p = (Q2m + Q2m) ∪ (Qm+1 + Qm(m+1)). (2)
By Lemma 1 and m being a quadratic nonresidue of p we have that the equation
(c, d) = (u1, v1) + (u2, v2), (u1, v1), (u2, v2) ∈ Q2m (3)
has solutions if and only if
(
4md − 4m2c2
p
)
= −1
if and only if
(
d − mc2
p
)
= 1. (4)
By Lemma 1 and m ≡ −1 (mod p) we have that the equation
(c, d) = (u1, v1) + (u2, v2), (u1, v1) ∈ Qm+1, (u2, v2) ∈ Qm(m+1) (5)
has solutions if and only if
(
(m + 1)2d − m(m + 1)2c2
p
)
= −1
if and only if
(
d − mc2
p
)
= −1. (6)
Thus (2) follows from (4) and (6). So σB(c, d) 1.
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and Lemma 1 both Eq. (3) and Eq. (5) have exactly one solution. If
(
d − mc2
p
)
= 1,
then by the above arguments and Lemma 1 Eq. (3) has no solutions and Eq. (5) has at most two
solutions. If
(
d − mc2
p
)
= −1,
then by the above arguments and Lemma 1 Eq. (3) has at most two solutions and Eq. (5) has
no solutions. So the total of the number of solutions of Eq. (3) and the number of solutions of
Eq. (5) is at most 2.
For each possibility of k, l ∈ {m + 1,2m,m(m + 1)}, since m + 1 ≡ 0 (mod p), 3m + 1 ≡
0 (mod p) and m + 3 ≡ 0 (mod p), by Lemma 1 the equation
(c, d) = (u1, v1) + (u2, v2), (u1, v1) ∈ Qk, (u2, v2) ∈ Ql
has at most two solutions.
Combining all these arguments, the equation
(c, d) = (u1, v1) + (u2, v2), (u1, v1), (u2, v2) ∈ B
has at most 8 × 2 = 16 solutions. That is σB(c, d) 16. 
Proof of Theorem 1. For p = 2,3,5,7, let
A = {0,1,2, . . . , p,2p,3p, . . . , (2p − 1)p},
we have 1  σA(n)  3p − 1  20 for all n ∈ Z2p2 . Now we assume that p  11. Since the
number of quadratic nonresidues mod p is (p − 1)/2  5, there exists a quadratic nonresidue
m such that m + 1 ≡ 0 (mod p), 3m + 1 ≡ 0 (mod p) and m + 3 ≡ 0 (mod p). Let B be
as in Lemma 2. In the following, for (u, v) ∈ B we always assume that 0  u  p − 1 and
0 v  p−1. For n ∈ Z2p2 , 0 n 2p2 −1, write n = c+2pd with p  c 3p−1, c, d ∈ Z.
Then −1 d  p − 1. By Lemma 2 there exist (u1, v1), (u2, v2) ∈ B such that
c ≡ u1 + u2 (mod p), d ≡ v1 + v2 (mod p).
Put
c = u1 + u2 + sp, d = v1 + v2 + tp, s, t ∈ Z.
Since p  c 3p − 1 and 0 u1 + u2  2p − 2, we have s = 0,1,2. So
n = c + 2pd ≡ u1 + 2pv1 + u2 + 2pv2 + sp
(
mod 2p2
)
. (7)
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A1 =
{
u + 2pv ∣∣ (u, v) ∈ B}, A = A1 ∪ (A1 + p).
By (7) we have σA(n) 1.
Now we prove that σA(n)  48. For n ∈ Z2p2 , 0  n  2p2 − 1, write n = c′ + 2pd ′ with
0 c′  2p − 1, c′, d ′ ∈ Z. Then 0 d ′  p − 1. By Lemma 2 and definitions of A and A1, we
have (in the following each #{· · ·} is the number of pairs ((u1, v1), (u2, v2)) with (u1, v1) ∈ B ,
(u2, v2) ∈ B satisfying the condition · · ·)
σA(n) σA1,A1(n) + 2σA1,A1+p(n) + σA1+p,A1+p(n)
= σA1,A1(n) + 2σA1,A1(n − p) + σA1,A1(n − 2p)
= #{n ≡ u1 + 2pv1 + u2 + 2pv2 (mod 2p2)}
+ 2#{n − p ≡ u1 + 2pv1 + u2 + 2pv2 (mod 2p2)}
+ #{n − 2p ≡ u1 + 2pv1 + u2 + 2pv2 (mod 2p2)}
= #{c′ = u1 + u2, d ′ ≡ v1 + v2 (mod p)}
+
{
2#{c′ + p = u1 + u2, d ′ − 1 ≡ v1 + v2 (mod p)} if c < p,
2#{c′ − p = u1 + u2, d ′ ≡ v1 + v2 (mod p)} if c′  p
+ #{c′ = u1 + u2, d ′ − 1 ≡ v1 + v2 (mod p)}

⎧⎪⎨
⎪⎩
#{c′ = u1 + u2, d ′ ≡ v1 + v2 (mod p)}
+ 2#{c′ ≡ u1 + u2 (mod p), d ′ − 1 ≡ v1 + v2 (mod p)} if c′ < p,
2#{c′ ≡ u1 + u2 (mod p), d ′ ≡ v1 + v2 (mod p)}
+ #{c′ = u1 + u2, d ′ − 1 ≡ v1 + v2 (mod p)} if c′  p
 3 × 16 = 48.
This completes the proof of Theorem 1. 
Lemma 3. Let m1 and m2 be two positive integers with m1 < m2  32m1. Then Rm1  6Rm2 .
Proof. By the definition of Rm, there exists A ⊆ Zm2 with 1 σA(n)Rm2 for all n ∈ Zm2 . We
assume that if a ∈ A, then 0 a m2 − 1. Write m2 = m1 + r . Then 0 < r  12m1. Let
B = A ∪
{
a − r
∣∣∣ a ∈ A, a  12m2
}
,
B = {b ∣∣ b ≡ b (mod m1), 0 bm1 − 1, b ∈ B}.
For 0  n  m1 − 1 there exist a, b ∈ A such that n ≡ a + b (mod m2). Since 0  a + b 
2m2 − 2, we have n = a + b or n + m2 = a + b. That is n = a + b or n + m1 + r = a + b. If
n + m1 + r = a + b, then a  12m2 or b  12m2. Say a  12m2. Then n + m1 = a − r + b with
a − r, b ∈ B . Hence σB(n) 1.
Now we consider the upper bound of σB(n). For any n ∈ Zm1 with 0 nm1 −1 we assume
that
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Then
n + km1 = b1 + b2, b1, b2 ∈ B, b1 ≡ b1 (mod m1), b2 ≡ b2 (mod m1).
Since 0 b1 + b2 < 2m2  3m1, we have k = 0,1,2. Then (in the following all b1, b2 ∈ B and
all a1, a2 ∈ A)
σB(n) #
{
(b1, b2)
∣∣ n = b1 + b2}+ #{(b1, b2) ∣∣ n + m1 = b1 + b2}
+ #{(b1, b2) ∣∣ n + 2m1 = b1 + b2}. (8)
Now we deal with each part of the above inequality.
By the definition of B we have
#
{
(b1, b2)
∣∣ n = b1 + b2}
 #
{
(a1, a2)
∣∣ n = a1 + a2}+ #
{
(a1, a2)
∣∣∣ n + r = a1 + a2, a1  12m2
}
+ #
{
(a1, a2)
∣∣∣ n + r = a1 + a2, a2  12m2
}
+ #
{
(a1, a2)
∣∣∣ n + 2r = a1 + a2, a1  12m2, a2 
1
2
m2
}
.
Since n + r m1 − 1 + r = m2 − 1, we have
{
(a1, a2)
∣∣∣ n + r = a1 + a2, a1  12m2
}
∩
{
(a1, a2)
∣∣∣ n + r = a1 + a2, a2  12m2
}
= ∅.
So
#
{
(b1, b2)
∣∣ n = b1 + b2}
 #
{
(a1, a2)
∣∣ n = a1 + a2}+ #{(a1, a2) ∣∣ n + r = a1 + a2}
+ #
{
(a1, a2)
∣∣∣ n + 2r = a1 + a2, a1  12m2, a2 
1
2
m2
}
. (9)
Again by the definition of B we have
#
{
(b1, b2)
∣∣ n + m1 = b1 + b2}
 #
{
(a1, a2)
∣∣ n + m1 = a1 + a2}
+ #
{
(a1, a2)
∣∣∣ n + m1 + r = a1 + a2, a1  12m2
}
+ #
{
(a1, a2)
∣∣∣ n + m1 + r = a1 + a2, a2  1m2
}2
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{
(a1, a2)
∣∣∣ n + m1 + 2r = a1 + a2, a1  12m2, a2 
1
2
m2
}
.
Noting that m1 + r = m2, we have
#
{
(b1, b2)
∣∣ n + m1 = b1 + b2}
 #
{
(a1, a2)
∣∣ n + m1 = a1 + a2}+ 2#{(a1, a2) ∣∣ n + m2 = a1 + a2}
+ #{(a1, a2) ∣∣ n + r + m2 = a1 + a2}. (10)
Also by the definition of B we have
#
{
(b1, b2)
∣∣ n + 2m1 = b1 + b2}
 #
{
(a1, a2)
∣∣ n + 2m1 = a1 + a2}
+ #
{
(a1, a2)
∣∣∣ n + 2m1 + r = a1 + a2, a1  12m2
}
+ #
{
(a1, a2)
∣∣∣ n + 2m1 + r = a1 + a2, a2  12m2
}
+ #
{
(a1, a2)
∣∣∣ n + 2m1 + 2r = a1 + a2, a1  12m2, a2 
1
2
m2
}
.
Noting that m1 + r = m2 and a1 + a2 < 2m2, we have
#
{
(a1, a2)
∣∣∣ n + 2m1 + 2r = a1 + a2, a1  12m2, a2 
1
2
m2
}
= 0
and
#
{
(b1, b2)
∣∣ n + 2m1 = b1 + b2} #{(a1, a2) ∣∣ n + 2m1 = a1 + a2}
+ 2#{(a1, a2) ∣∣ n + m1 + m2 = a1 + a2}. (11)
By (8)–(11) we have
σB(n) 2#
{
(a1, a2)
∣∣ n = a1 + a2 or n + m2 = a1 + a2}
+ #{(a1, a2) ∣∣ n + r = a1 + a2 or n + r + m2 = a1 + a2}
+ #
{
(a1, a2)
∣∣∣ n + 2r = a1 + a2, a1  12m2, a2 
1
2
m2
}
+ #{(a1, a2) ∣∣ n + m1 = a1 + a2}
+ 2#{(a1, a2) ∣∣ n + m1 + m2 = a1 + a2}
+ #{(a1, a2) ∣∣ n + 2m1 = a1 + a2}.
By m1 m2  3m1 and m2 = m1 + r we have r  1m2. If n < r , then n+ 2r < 3r m2. Thus2 3
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{
(a1, a2)
∣∣∣ n + 2r = a1 + a2, a1  12m2, a2 
1
2
m2
}
= 0.
Hence, in the case n < r , we have
σB(n) 2#
{
(a1, a2)
∣∣ n ≡ a1 + a2 (mod m2)}
+ #{(a1, a2) ∣∣ n + r ≡ a1 + a2 (mod m2)}
+ 2#{(a1, a2) ∣∣ n + m1 ≡ a1 + a2 (mod m2)}
+ #{(a1, a2) ∣∣ n + 2m1 ≡ a1 + a2 (mod m2)}
 6Rm2 .
If n r , then n + m1 + m2  r + m1 + m2 = 2m2. Since a1 + a2  2m2 − 2, we have
#
{
(a1, a2)
∣∣ n + 2m1 + r = a1 + a2}= 0.
Thus
σB(n) 2#
{
(a1, a2)
∣∣ n ≡ a1 + a2 (mod m2)}
+ #{(a1, a2) ∣∣ n + r ≡ a1 + a2 (mod m2)}
+ #{(a1, a2) ∣∣ n + 2r ≡ a1 + a2 (mod m2)}
+ #{(a1, a2) ∣∣ n + m1 ≡ a1 + a2 (mod m2)}
+ #{(a1, a2) ∣∣ n + 2m1 ≡ a1 + a2 (mod m2)}
 6Rm2 .
This completes the proof of Lemma 3. 
Lemma 4. For any real number x  29
√
6/3 there exists at least one prime in the interval
(x,
√
3
2x].
Proof. By directly calculation we know that Lemma 4 is true for 29
√
6/3 x  404.
Now we assume that x > 404. We employ a result concerning the function π(x) of
Panaitopol [6]. That is,
π(x) <
x
logx − 1 − (logx)−0.5 , for all x  6
and
π(x) >
x
logx − 1 + (logx)−0.5 , for all x  59.
Thus it suffices to prove that for x > 404,
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(√
3
2
x
)
− π(x) >
√
3/2x
log
√
3/2x − 1 + (log√3/2x)−0.5 −
x
logx − 1 − (logx)−0.5  0.
It is equivalent to prove that
(√
3
2
− 1
)
logx 
√
3
2
− 1 + 1
2
log
3
2
+
√
3
2
(logx)−0.5 +
(
log
(√
3
2
x
))−0.5
.
It is easy to verify that the inequality is true for x = 404. Hence the inequality is true for x > 404.
This completes the proof of Lemma 4. 
Proof of Theorem 2. For m 1156, let A = {0,1,2, . . . ,34,2×34,3×34, . . . ,34×34}. Then
for any n ∈ Zm we have 1 σA(n) |A| 68. So we may assume that m > 1156. Then √m/2 >
29
√
6/3. By Lemma 4 there exists a prime p with
√
m
2
< p 
√
3
2
√
m
2
.
Hence m < 2p2  32m. Thus Theorem 2 follows from Theorem 1 and Lemma 3. This completes
the proof of Theorem 2. 
Supplementary material
The online version of this article contains additional supplementary material.
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