A number of simple pair interaction potentials of the carbon dioxide molecule are investigated and found to underestimate the magnitude of the second virial coefficient in the temperature interval 220 K to 448 K by up to 20%. Also the third virial coefficient is underestimated by these models. A rigid, polarizable, three-site interaction potential reproduces the experimental second and third virial coefficients to within a few percent. It is based on the modified Buckingham exp-6 potential, an anisotropic Axilrod-Teller correction and Gaussian charge densities on the atomic sites with an inducible dipole at the center of mass. The electric quadrupole moment, polarizability and bond distances are set to equal experiment. Density of the fluid at 200 and 800 bars pressure is reproduced to within some percent of observation over the temperature range 250 K to 310 K. The dimer structure is in passable agreement with electronically resolved quantum-mechanical calculations in the literature, as are those of the monohydrated monomer and dimer complexes using the polarizable GCPM water potential. Qualitative agreement with experiment is also obtained, when quantum corrections are included, for the relative stability of the trimer conformations, which is not the case for the pair potentials.
I. INTRODUCTION
For carbon dioxide (CO 2 ), being an important industrial chemical, numerous interaction potentials (IPs) have been proposed, surpassed perhaps only by water in the amount of computer attention it has attracted among the molecular models. There are the parametric fits to the ab initio potential energy surface of the dimer, such as the the IPs of Steinebrunner and coworkers, 1 of Bukowski and colleagues, 2 and of Bock et al. 3 The most successful and widely used IPs, however, have been fitted against bulk properties known from observation, such as the vapor-liquid equilibrium [4] [5] [6] (VLE) or the crystal lattice parameters 7 , and still others against experimental properties of the dilute gas, such as the second virial coefficient. 8, 9 One may ask why this is so, but the ab initio IPs employ a great number of fitting parameters, not always of clear physical origin and, even so, interfacing them with other IPs, for instance when studying mixtures, is technically difficult because suitable combining equations are not known for the many parameters. Moreover, this problem is not unique to the ab initio IPs: also some empirical IPs use truncated series expansions 5, 8, 9 for both angular and radial functions in a way which makes it difficult to interface them with
IPs of radial site-site interactions. Hence, such IPs can find little use outside simulations of the neat liquid. On the other hand, great success has been enjoyed by the simple site-site interaction formula of one Lennard-Jones interaction center, and one atomic point charge, centered on every atomic site 4, 6, 7, 10 . Restricting ourselves to the rigid models, these can all be regarded as descendants of the original 7 IP due to Murthy, Singer and MacDonald (MSM).
These IPs have the very appealing property that they can be readily interfaced ("mixed")
with existing force fields, many of which share the exact same mathematical form.
Nature is not kind enough, however, to allow such a simplified description of the CO 2 molecule at no cost. Even though very good experimental agreement for a wide variety of properties is obtained by the simple, rigid model with three Lennard-Jones centers and one point quadrupole developed by Merker et al., 11 like the EPM-2 model, 10 it suffers from experimental disagreement in more "basic" properties such as the carbon-oxygen bond distance.
With respect to the VLE envelope, the most successful such simple MSM-type model to date is the IP due to Zhang and Duan 6 (ZD). Nevertheless, despite its high accuracy in this property, I report in this Note that the microstructure of the dimer, and the temperature dependence of the second, B 2 (T ), and third, B 3 (T ), virial coefficients are of much poorer quality. It should be pointed out, also, that the results presented in Ref. 6 have been called into question.
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One striking omission from the published CO 2 IPs is that of many-body effects. That the CO 2 molecule lacks an electric dipole moment may have dissuaded investigators from looking in this direction, but in the work leading up to this Research Note, extensive trials indicated that it is not possible with a non-polarizable IP of MSM-type to simultaneously fit B 2 (T ) while keeping the experimental agreement of the VLE envelope, at least not if the experimental bond distance and electric quadrupole moment are to be kept intact. The decision was then made in favor of a polarizable IP, to be described in this Note, but the extra cost that the high-resolution solution of the electric field equations incurs, even for a single polarization site, make simulations of the vapor-liquid coexistence prohibitively expensive for parametrization purposes. Instead, the temperature-dependence of the fluid density at 200 bar was used as a test for the many-body (concentrated phase) and B 2 (T ) for the two-body (dilute phase) properties. Further developments then introduced a three-body dispersion interaction of Axilrod-Teller type, 13 and B 3 (T ) as a parametrization target. As a test of the validity of the IP, numerous other properties are calculated without input into the parametrization procedure. The model introduced in this work goes by the moniker of Gaussian Charge Polarizable Carbon Dioxide (GCPCDO). This is because of its great similarity to the highly successful GCPM water 14 from which it borrows most of the essential equations.
This Note is organized as follows. First, in Section II a description of the mathematical form of the IP is given, and also the details of the calculations and the targeted properties of the parametrization. Then in Section III, the results are presented and discussed. Finally, a brief recapitulation of the main points is given in Section IV.
II. MODEL AND COMPUTATIONAL DETAILS

A. Electrostatic interaction
We compute the interaction between partial charge q α and partial charge q β at a separation of r αβ , through the formula
Here η(r αβ , τ α , τ β ) is a function that assures that the electrostatic interactions remain finite at all separations; for large r αβ it approaches unity. Physically, this corresponds to charges distributed over a finite volume in space and like this we avoid the singularity of the potential at zero charge separation. For point charges, η is identical to unity and Eq. (1) reduces to the classical Coulomb law. We choose the following form for the η-function,
which corresponds the physical case of two Gaussian charge distributions of standard deviations τ α and τ β interacting with each other.
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For now, we shall not concern ourselves with the general case of many-body interaction, as given by both "static" and "dynamic" electron correlation, but exclusively take care of that "static" correlation from the average electric field around each molecule, i. e. electronic induction effects. Furthermore, we do not carry this analysis beyond the dipole induction,
i. e. we consider only the gradient of the electric potential. An induced dipole is hence positioned at the center of mass of molecule l and is given by
where E l is the electrostatic field at that point, α ⊥ the polarizability perpendicular to the molecular axis and α that parallel to the same. Both α ⊥ and α are known from theory 16 and their average agree in magnitude with that ascertained in experiment, 17, 18 but the interpolation between them has been chosen merely for convenience. θ is the angle between the molecular axis and the direction of E l , the electric field at site l. Because of the uncertainty in the precise form of the polarization matrix, and the approximations involved with the rigid rotor, the polarizabilities have been rounded to only two significant digits. In its turn, the electric field is computed as the sum of the contributions due to the permanent charges and that due to the other induced dipoles,
where E q l is the electric field at the center of molecule i due to the all the charges on the other molecules, and E µ l is the electric field at the same point, but due to all the other induced dipoles. These are given by
and
where the tensor T lm is obtained from the Hessian of equation (1), with -following Paricaud et al. 14 -the charge width parameter of the molecular center equal to that of the center atom. If the dipoles are converged, the extra energy of interaction due to the polarization is given by,
B. Dispersion interaction
First of all, the modified Buckingham exp-6 potential is adopted between atoms α and
This represents the pairwise additive part of the dispersion interaction as well as the steric repulsion between atoms. Also for this interaction, a hard-core is introduced at r αβ = 0.57σ αβ to avoid the spurious behavior of this potential at short range. This is the same hard-core cutoff used by Paricaud and coworkers 14 in the GCPM water model. Investigations indicated that the results are not very sensitive to the shortening of this hard-core radius to 0.35σ αβ , but the speed of simulation is. Here ǫ αβ , γ αβ and σ αβ are atomic interaction parameters, related to the well-depth, steepness and position, respectively, of the dispersion interaction.
Second, a modified Axilrod-Teller term is added for all molecular triples. This is the tripledipole dispersion correction to the van der Waals interaction which was first published by For each of the three molecules l, m and n, we define a local coordinate system where the z-axis is normal to the plane of the molecular centers, the x-axis parallel to the bisector of the angle spanned by the two other molecules and the y-axis mutually orthogonal to the x-and z-axes. Hence, the z-axes all coincide between the three local coordinate systems, but the x-and y-axes need not. Assume now that the electronic structure of each molecule is independent and described by a wavefunction that factorizes into separable x-, y-and z-contributions in its local coordinate system, i. e. for molecule l,
We write the third-order perturbation correction to the groundstate energy, W ′′′ 0 , which in Axilrod's notation is (Eq. [5a] in Ref. 20) , 
where
and . . . jk signifies the arithmetic average over j and k. Eq. (11) serves to define the three-body correction to the dispersion energy that we will use.
Formally, the set of matrix elements {H ′ jk } covers all possible excited states but we shall assume contributions to the sum only from the first excited orbital of each symmetry for each molecule. That is, the three lowest excited states of the arbitrary molecule l are assumed
where the asterisk denotes the next higher-energy orbital. Because they share a common orthogonal z-axis, only mixed excited states for x-and y-components between the molecules contribute to the sum over states. Hence, the matrix elements for the sequences of possible excitations are exhaustively given in Table I of Ref. 20 and the explicit form of these matrix elements is provided in Eq. (29) of the same reference, except that the common factor M 2 is no longer applicable because the transition diople moment is no longer the same for the different components.
Instead, given the two molecules l and m, excited in their x and y orbitals, respectively, we write the corresponding matrix element (cf. Eq. [29] in Ref. 20 )
where M xm denotes the expectation value of transition dipole moment along the x-axis of molecule m and γ m the angle defined by the molecules l, m and n with its the apex in molecule m. All the other matrix elements follow by analogy with Ref. 20 . We have written Eq. (13) in a general form with ε being the permittivity of the medium in which the molecules are dispersed. It is most reasonable to take this as the permittivity of free space. Since because of the very short-range nature of the interaction (it tapers off as the inverse ninth power of distance) it is unreasonable to assume that a homogeneous medium of CO 2 molecules can be accommodated between the interacting molecules. The final approximation is to replace the M-factors by the square-root of the corresponding polarizabilities. Collecting the constants of proportionality in the common prefactor of Eq. (11), which is then seen to have dimensions of reciprocal energy, we treat it as a fitting parameter and denote it by 1/ν
proper.
With anisotropic polarizabilities, the sum over states in Eq. (11) does not simplify to the simple form given in the original references 13, 20 and the complicated closed-form expression will not be reproduced here. In any case, since it involves sines and cosines it is not optimal from a computational point of view; it is much more efficient in terms of the total number of floating-point operations to calculate the truncated sum over states directly. To this end, the half-angle formulas are used to rewrite the matrix elements, such as the one in Eq. (13), in terms of dot products and square-roots, which are much more efficient in terms of CPU cycles than trigonometric functions. The polarizabilities are calculated, like before, as the interpolation
where θ is, once again, the angle to the molecular axis. The limiting polarizabilities are taken to be the same as the static ones.
In total, after self-consistent solution of the induced dipoles, the energy of interaction among N molecules is given by
The analytical gradient of this expression is very involved, with the chain-rule giving factors proportional to the gradient of the polarizability. Consequently, when the gradient has been needed, for instance, in energy minimization, it has been calculated numerically using the finite-difference approximation.
C. Parametrization strategy
Gas-phase properties
A number of parameters have not been optimized, but simply assigned from plausible experimental values in the literature. Thus, the bond length is fixed at 1.161Å, midway
between published values of 1.160Å and 1.162Å by experimental groups, 22, 23 and the partial charges on the atoms are chosen to reproduce the experimental quadrupole moment.
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To further reduce the number of free parameters, the charge width of the oxygen atom, τ O , was set equal to 0.610Å, the value of the oxygen atom in GCPM water , 14 and, the corresponding quantity for carbon was scaled according to the ratio of the σ parameters (vide infra). These parameters were not optimized. Moreover, I introduced the additional constraint of γ αα = γ ββ = γ αβ and for the remaining parameters, the following "mixing rules" were adopted for unlike interactions of the modified Buckingham exp-6 potential,
Eq. (16) can be justified with appeal to the London formula, 26 in which the harmonic average of the ionization energy is taken. Normally, it is the geometric average of the polarizabilities in said equation that lends its mathematical form to the combining rule for the ǫ-parameters.
However, the precise form of the mixing rules are of a secondary concern, as they serve mainly to reduce the parameter space that has to be fit, and provided the atomic interaction parameters do not turn out to be very different from each other, the result will be insensitive to reasonable choices of mixing rules.
A test set of potentials with predefined σ values, covering a broad range, but with the ratio, σ C /σ O of the carbon sigma value, σ C , and the oxygen sigma value, σ O , conserved at 1.0483 were investigated. This value was arbitrarily chosen early in the development of the model and never subjected to revision. For each such class of IPs, manual tuning of the ǫ-parameters in trial-and-error fashion was made to obtain a good fit for B 2 (T ) against experimental data and a reasonable binding energy and geometry of the dimer structure. to be very sensitive to this parameter. Thus, it was found that, to fit B 2 (T ), this parameter had to be increased from its initial estimate of 12.75 (taken from GCPM water 14 ) to 15.50.
Later in the development of the model, it was found necessary, with respect to the liquid densities, to include also the three-body dispersion in the energy expression. Because the ν-parameter is completely independent of all dimer properties, including B 2 (T ), it was fitted independently so that B 3 (T ) coincided with the data of Dushek et al., 29 It was not possible to reproduce, with this single parameter, also the data of Holste et al., 30 something which lends credence to the former measurements. The value obtained, ν = 2.82 × 10 4 K, is reasonable in that it is of the same order of magnitude as the Axilrod-Teller coefficient obtained for argon, for which this coefficient is 2.1 × 10 4 K in the appropriate units. 
Bulk simulations
The fluid densities were extracted from isothermal-isobaric Metropolis Monte Carlo simulations 32 for an ensemble of 200 molecules in periodic boundary conditions of cubic symmetry over M = 2.5 × 10 7 steps, run in parallel over five independent Markov chains.
Standard errors of the mean were estimated from the block average method 28 with √ M blocks.
For the modified Buckingham potential, with neglect of interactions beyond the cutoff the energy was corrected by
2 U exp−6 (r)dr and superscripts indicate between which two atom types the interaction is computed. Here ρ is the number density of molecules. The integral in question can be analytically computed, which yields Each trial move consisted of randomly displacing and rotating from one up to four molecules. Interaction cutoffs were introduced at half the box length. For the three-body dispersion, this was interpreted to mean that all interacting molecules had to be within cutoff of each other. Simple mixing 36 with a mixing factor of 10% was used to enforce and speed convergence. Because of increased computational load, the induced dipoles were Two types of bulk simulations were performed. A series of NpT -simulations to determine the density and constant-pressure heat capacity of the model fluid and NV T -simulations to determine the radial distribution functions of the model fluid. Together with the calculation of the virial coefficients, these served to parametrize the model. All parameters except for ν were decided for the potential model lacking the u 3 term, which has no effect on either the dimer binding energy, its geometry or the second virial coefficient. Selection among candidates of this pairwise dispersion model was effected by comparing densities from the NpT -simulation with experiment, although the long-range correction was not fully developed at this time. Subsequent introduction of the long-range correction lead to an increase of the computed densities, later corrected by the introduction of the three-body dispersion interaction. The final parameters, extracted from these tests, are listed in Table   I .
III. RESULTS AND DISCUSSION
A. Virial coefficients between the models; except possibly for the TraPPE IP 38 which-it is interesting to point out-is that of the non-polarizable IPs of MSM-type, which exhibits the best experimental agreement for both B 2 (T ) and B 3 (T ). For the GCPCDO IP, having had this as one of its goals in the parametrization, the fit is very good with the relative error never exceeding 5%.
The results are reported for a select number of temperatures in Table II .
It does seem surprising that IPs that fare very well in reproducing VLE properties should fail so remarkably at reproducing the much "simpler" property B 2 (T ). If B 2 (T ) is overestimated, then a compensating underestimation of B 3 (T ) seems very likely. Direct calculation of B 3 (T ) for the computer models seem to confirm this. However, contrary to the case of B 2 (T ), good quality experimental data are very hard to find for B 3 (T ). Different authors report widely different results, over the same temperature range. In the narrow range around the critical temperature, however, both Holste et al. 30 and Dushek et al. 29 report measure- ments which are in at least slight mutual concordance. In Table III , these measurements are reported and compared with predictions from the IPs. As is evident, the pairwise additive IPs underestimate B 3 (T ) across the whole temperature range.
B. Volumetric properties
To investigate the properties of the many-body potential with more than just three bodies, the density and the heat capacity at constant pressure, both readily extracted from the NpT simulations, serve as indicators. These results are summarized in Table IV with ex- Also shown in Table IV is the constant-pressure heat capacity which was calculated from the fluctuation formula,
where H = U + pV + 5kT /2 is the enthalpy, the last term being the classical kinetic contribution of a linear rigid body and k the Boltzmann constant, p the pressure, U the potential energy, V the volume, N the number of molecules and T the temperature. For a completely fair comparison with the experimental values, also the internal vibrational degrees of freedom should be included. Assuming harmonic behavior, for each normal mode of frequency ν this quantized harmonic contribution to the heat capacity is then
where h is the Planck constant. Taking into account the experimental frequencies 40,41 of the four harmonic normal modes of the CO 2 molecule, this term is added to C p and reported as the corrected values in Table IV . Not surprisingly, this expression compares favorably with the experimental C p extrapolated to vanishing density. 42 For instance, the experimentally ascertained intramolecular contribution is 5.74 J / (K mol) at 250 K, whereas from Eq. (21) one has 5.78 J / (K mol). At 310 K, the experiments indicate 8.58 J / (K mol) and from Eq. (21) we have 8.68 J / (K mol). It is computationally too demanding, at present, to include the quantized vibrations in the bulk simulation of the GCPCDO IP and the approximation of separable internal and external degrees of freedom is expected to be fair.
The general overestimation of the heat capacity, even before the correction for intramolecular degrees of freedom, is due, at least in part, to the assumption of classical translational and rotational degrees of freedom. Especially at high density, free rotation and translation is not possible and the rotational and translational degrees of freedom are in effect partly quantized librational modes. Unlike the intramolecular degrees of freedom, these are highly coupled and there exists no viable computational approximation for their contribution to the heat capacity. The very large overestimation of the heat capacity at 310 K and 200 bar cannot, however, be attributed to this effect alone. Moreover, at this state point the discrepancy in density between real CO 2 and GCPCDO is so large that a more fair comparison (as relates to C p ) is with the experimental C p at 0.79 g / cm 3 density, which is 42 119 J / (K mol), not too far off from the computed value.
No IP for the fluid can be deemed satisfactory if unable to reproduce the experimental fluid structure. Accordingly, at the density and temperature of the neutron-diffraction experiments of Cipriani et al., 43 the atomic pair distribution functions (PDF), g(r), have been computed, and these are shown in Figures 1 and 2 for two different thermodynamic states.
What is experimentally ascertained, however, is not the individual, atomically resolved g(r), agreement with the experimental results.
At 240 K and 1.09 g / cm 3 , the carbon-oxygen distribution function clearly shows more structure at short range, than at 312 K and 0.83 g / cm 3 , where the lack of orientational correlation in the fluid is also apparent in how quickly the atomic carbon-oxygen and oxygenoxygen PDFs decay to unity. Still, however, the carbon-carbon PDF exhibits a slight peak at around 7.5Å indicating a weak second coordination shell, albeit of random order in molecular orientation. The PDFs indicate that the fluid is slightly overstructured at the higher density, where the first peak is overestimated. The better agreement for the computed PDF at the low density is most likely due to the overall lesser contributions from many-body effects at this density. For the pair potential used in Ref. 43 , the first peak is overestimated at both thermodynamics states. Last, it should be pointed out that in the fluid with flexible bonds, a general broadening of the peak structure is expected. This effect is at least responsible for the deviation seen at the very short distances, where the internal scattering vectors contribute. In the rigid model, they are δ-functions and have been omitted for clarity.
C. Clusters
Having established the weakness of the GCPCDO model primarily in its B 4 (T ), i. e. fourbody interaction, we turn to properties of the IP for which only three bodies contribute.
Clusters like these offer excellent tests of the model, due to the availability of quantummechanical reference calculations. It also allows us to pinpoint more clearly the role of many-body effects in the interaction potential.
Dimer and trimers
Both experiment 45, 46 and ab initio simulation 1-3 agree that the equilibrium dimer structure is of C 2h symmetry, with the ab initio simulations indicating that there is a saddle point of C 2v symmetry. The GCPCDO IP reproduces these two dimer states very well, as shown in Table V . As for the geometry of the dimer configurations (see Figure 3) , it is neither better nor worse than the simpler ZD IP, 6 but when it comes to the binding energy of the two states, it is markedly superior when judged against the ab initio IPs: the binding energy Table VI . The two molecules, for both the GCPCDO and BUK IPs, prefer a slipped-parallel conformation at close range, but eventually prefer the T-shaped geometry of the minimum at long range.
The transition is noticeable as a slight trough in the dissociation curve at around 4Å and U refers to the potential well-depth at the specific conformation. See Figure 3 for the definitions of the geometric quantities. is quicker for the BUK IP with an earlier onset.
Another interesting property of the model, which cannot be answered by the BUK IP, is the total dipole of the C 2v configuration. Because the electric field gradients are very inhomogeneous close to the molecule, it might be suspected that only allowing the center atom to polarize is artificially deflating the induced dipole, and like this introducing errors in the short-range interaction. For GCPCDO, the dipole is predicted to be 0. Because of its many-body nature, it is interesting to test the GCPCDO IP on the simplest cluster for which many-body effects contribute, i. e. the trimer. Consequently, energy minimized structures of the trimer have been located. The two most stable conformations are shown in Figures 5 and 6 ; the specific data on each are summarized in Table VII . Both of these trimer conformations have been observed spectroscopically, with the planar C 3h conformation being slightly more abundant. 49, 50 In terms of relative energies, however, neither of GCPCDO or BUK predict the right ordering, but there are two general remarks to be made. The first one is that the inclusion of many-body effects, clearly levels the difference between the two states, the difference in the GCPCDO prediction being less than 0.1 K.
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That many-body effects would alleviate the problem was hinted at already by Bukowski and coworkers 2 in their discussion of this problem and they argued using single-point calculation from higher-order quantum chemical theory that this was the case. Second, the possible role of the zero-point vibrational quanta has to be kept in mind. A first-order estimate of this effect is provided by the harmonic zero-point energy. Indeed, as indicated by Bukowski and coworkers, 2 inclusion of this energy for the BUK IP decreases the difference between the states. Carrying out the same analysis for the GCPCDO IP, however, we find that theory is brought into qualitative agreement with observation. As discussed by Bukowski and collaborators, 2 the harmonic approximation is very strained in the CO 2 trimer but correct evaluation of the zero-point vibrational energy necessitates a numerical solution of believe that these results are indicative of the qualities of the GCPCDO IP.
Water complexes
Because of its transparent physical form, the GCPCDO IP can, through the adoption of suitable "combining rules", be interfaced with other IPs. As a first test of the feasibility of this approach, I have calculated the binding energy and molecular geometry of the [H 2 O−CO 2 ] complex using the successful GCPM water 14 for the water moiety. In addition to the combining rules of Eqs (16) and (17), the γ-parameters were calculated as
For comparison purposes, the complexation of ZD CO 2 and TIP3P water 52 serves as an indicator of the effect of neglected polarization. These results are summarized in Table   VIII . It is important to point out that the potential energy surface of this complex is very Because of uncertainties in the numerical Hessian, E 0 is rounded for the GCPCDO. The geometric variables are defined in Figure 6 for the C 2 minimum and in Figure 5 for the C 3h minimum. because here the true many-body interactions start to play a role. Moreover, contrary to the case of the CO 2 trimer, where none of the moieties is dipolar, the water molecule carries a substantial dipole moment and the electronic induction effects are expected to be more pronounced. It must be pointed out that despite this being a three-body system, no AxilrodTeller potential has been applied. The reason is that while GCPM water has a known polarizability, it has no Axilrod-Teller coefficient. Rather than impose one on the model, I
GCPCDO
have decided to judge it fairly according to its own merits, and these exclude a three-body dispersion interaction. The results are shown in Table IX . The agreement is very good in coordinate system in which the y-axis coincides with the C 2 axis of the water molecule with the positive direction pointing toward the hydrogen atoms, the z-axis is normal to the molecular plane and the x-axis is orthogonal to the y-and z-axes. The centers of mass of the CO 2 molecules are given with respect to this coordinate system, and the orientation of each molecule is expressed in the Euler angles α, β and γ which denote counterclockwise rotation around the x-, y-and z-axes, respectively. U is the energy of that conformation. Indices 1 and 2 denote the two CO 2 molecules. 53 and I find that the minimum is of C s symmetry, but for the ZD 6 /TIP3P 52 model, the global minimum is of C 2 symmetry in a conformation reminiscent of the C 2 trimer. A local minimum of C 2 symmetry is predicted by the GCPCDO/GCPM 14 model at about 208 K above the global minimum. Clearly, polarization changes the relative stability of these two conformations in favor of the C s one and this is captured both by the MP2 calculations of
Danten et al. 53 and by the present work. The peculiarities of the global minima predicted by the IPs are given in Table IX . It is very clear that the many-body effects are responsible for the altered symmetry of the equilibrium structure. Also, the binding energy is vastly overestimated by the non-polarizable IP pair.
IV. CONCLUDING REMARKS
A new, polarizable IP for CO 2 has been introduced and shown to be in excellent agreement dimer properties and excellent-to-passable agreement for the bulk phase. Classical non- complex is in good agreement with ab initio calculation at the MP2/cc-aug-pVTZ level of theory. 53 Absence of polarization changes the symmetry of this complex.
A tough test for all of the molecular CO 2 potentials investigated is the prediction of the virial coefficients. The GCPCDO model handles B 2 (T ) and B 3 (T ), but only because of design, and fails at B 4 (T ) and up. This can still be considered an improvement over the classical, non-polarizable models for which most probably none of the virial coefficients beyond the ideal gas term are in agreement with experiment. Clearly, the interaction among CO 2 molecules is more complicated than a simple pairwise sum over atomic charges and
Lennard-Jones terms. However, it is also more complicated than self-consistent solution of induced dipoles and triple-dipole dispersion interaction. Nevertheless, for systems of three bodies or less, it seems to be highly satisfactory, meaning that the remaining errors relate to many-body effects beyond the third. On the precise causes of the remaining errors in the IP can only be speculated and future computer experiments may provide the answer to what the mechanisms are.
It is in this light that it must be kept in mind that even if in comparison with experiment, the GCPCDO model, with a few exceptions, rests more on qualitative concordance than on many digits of precision, this is the first many-body molecular IP for the CO 2 molecule to be developed and that many areas of inquiry remain to explore. One obvious and immediate improvement to the model would be to distribute the induced dipole over all atoms for a better short-range description of the induced electrostatics.
The Fortran 90 source code for the GCPCDO energy subroutines is available upon request.
