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Introduc¸a˜o
O estudo da Geometria Complexa tem suas raı´zes no trabalho de Riemann e foi motivada pela Ana´lise Com-
plexa. No estudo de func¸o˜es holomorfas de uma varia´vel por exemplo, o conceito de continuac¸a˜o analı´tica
leva naturalmente a` ideia de func¸o˜es multi-valoradas e foi para entender essas func¸o˜es que Riemann introdu-
ziu o que hoje sa˜o chamadas Superfı´cies de Riemann. Na linguagem atual, uma superfı´cie de Riemann e´ uma
variedade complexa de dimensa˜o 1.
Ja´ no caso das superfı´cies de Riemann, podemos observar um fenoˆmeno muito comum na Geometria Com-
plexa, que e´ a ı´ntima relac¸a˜o entre as teorias topolo´gica, analı´tica e geome´trica. O Teorema de Uniformizac¸a˜o
afirma que toda superfı´cie de Riemann pode ser escrita na forma X = X˜/Γ, onde X˜ e´: i) a esfera de Riemann
C∞, ii) o plano complexo C ou iii) o disco unita´rio ∆, e Γ e´ um grupo discreto de automorfismos agindo livre
e propriamente em X˜. Do ponto de vista da Geometria diferencial, esses treˆs casos podem ser caracterizados
pelo fato de admitirem me´tricas de curvatura constante igual a +1, 0 e −1 respectivamente. No caso em que X
e´ compacta, podemos diferenciar os treˆs casos pelo genus g de X: g = 0, no primeiro caso, g = 1 no segundo
e g ≥ 2 no terceiro. O genus tem tambe´m uma interpretac¸a˜o analı´tica: e´ a dimensa˜o do espac¸o das 1-formas
holomorfas globais em X.
No caso das superfı´cies complexas (dim X = 2) compactas tambe´m existe uma classificac¸a˜o, devida ao tra-
balho de Enriques e Kodaira, mas esta e´ mais complicada e ainda parcialmente incompleta. Para dimenso˜es
mais altas, uma classificac¸a˜o completa parece impossı´vel. No entanto, existem algumas te´cnicas provindas do
chamado “ Minimal Model Program”.
Atualmente, a Geometria Complexa e´ uma a´rea bastante ativa, e sua popularidade se da´ possivelmente
devido ao fato de estar na intersecc¸a˜o de va´rios ramos da Matema´tica, como a geometria diferencial, a ana´lise
complexa e a geometria alge´brica. Outro motivo para o interesse esta´ no fato de servir de ferramenta fun-
damental em partes importantes da Fı´sica teo´rica, como por exemplo na Teoria de Cordas. Essas conexo˜es e
ramificac¸o˜es tornam o assunto extremamente interessante e variado, e ao mesmo tempo trazem para a Geo-
metria Complexa uma riqueza de exemplos e de pontos de vista.
Variedades complexas
Uma variedade complexa e´ um espac¸o topolo´gico que e´ localmente modelado em abertos de Cn e cujas cartas
locais diferem por transformac¸o˜es holomorfas.
Alguns exemplos ba´sicos de variedades complexas sa˜o: o espac¸o euclideano complexo Cn, o espac¸o pro-
jetivo complexo Pn, toros complexos X = Cn/L, variedades alge´bricas suaves, etc.
Podemos falar de aplicac¸o˜es holomorfas entre variedades complexas e alguns resultados locais sobre
func¸o˜es holomorfas de va´rias varia´veis se generalizam facilmente.
Princı´pio do Ma´ximo. Se X e´ conexa e f : X → C e´ holomorfa e na˜o constante enta˜o | f | na˜o possui
ma´ximo local em X.
Princı´pio da Identidade. Se X e´ conexa e f , g : X → Y sa˜o holomorfas e f = g em algum aberto na˜o vazio
U ⊂ X enta˜o f = g em X.
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Como consequeˆncia do princı´pio do ma´ximo vemos que em uma variedade compacta e conexa na˜o existem
func¸o˜es holomorfas globais na˜o constantes. Em particular, isso mostra que que nenhuma variedade compacta
X pode ser holomorficamente mergulhada em Cn. Esse ja´ um primeiro exemplo de como a teoria de varie-
dades complexas difere drasticamente da teoria de variedades diferencia´veis, pois, pelo Teorema de Whitney,
qualquer variedade diferencia´vel, compacta ou na˜o, admite um mergulho em algum espac¸o euclideano RN .
Embora na˜o admitam mergulhos no espac¸o afim, uma grande quantidade de variedades compactas ad-
mitem mergulhos em algum espac¸o projetivo complexo. Essas variedades sa˜o chamadas projetivas e sa˜o um
caso particular das variedades de Ka¨hler, das quais falaremos mais adiante.
Do fato de na˜o existirem muitas func¸o˜es holomorfas e´ u´til considerarmos tambe´m as chamadas func¸o˜es
meromorfas em X, que sa˜o “func¸o˜es” dadas localmente como raza˜o de func¸o˜es holomorfas.
Feixes e cohomologia
Uma ferramenta essencial na geometria complexa e´ a teoria de feixes e sua cohomologia, que fornecem uma
linguagem adequada para tratar de problemas formulados em termos de propriedades locais.
Um feixe sobre um espac¸o topolo´gico X e´ uma colec¸a˜o de grupos abelianos F (U), um para cada aberto
U ⊂ X, junto com homomorfismos de restric¸a˜o F (U) → F (V), sempre que V ⊂ U. Os elementos de F (U)
sa˜o chamados sec¸o˜es de F sobre U. Pedimos ainda que sec¸o˜es que concordam na intersecc¸a˜o dos abertos de
uma cobertura possam ser coladas a uma sec¸a˜o na unia˜o desses abertos.
Alguns exemplos ba´sicos de feixes sobre uma variedade complexa X sa˜o: o feixe de func¸o˜es holomorfas
OX , o feixe de func¸o˜es holomorfas que na˜o se anulam O∗X , o feixe de k-formas AkX e os feixes localmente
constantes G, que associam a cada U ⊂ X o conjunto das func¸o˜es localemte constantes em U com valores em
um grupo abeliano G.
Podemos definir um morfismo de feixes φ : F → G como sendo um colec¸a˜o de homomorfismos φU :
F (U) → G(U) que comutam com as restric¸o˜es. Podemos tambe´m definir feixes nu´cleo e imagem associados
a φ e, com isso, definir sequeˆncias exatas de feixes. Uma sequeˆncia de feixes e morfismos F φ−→ G ψ−→ H
sera´ exata em G se para todo elemento em σ ∈ ker φ existe uma cobertura de X por abertos Ui de modo que
σ|Ui ∈ Im φUi . Mais geralmente uma sequeˆncia F 1 → F 2 → · · · sera´ exata se o for em cada F i.
Um exemplo central na Geometria Complexa e´ a chamada sequeˆncia exponencial, dada por
0 −→ Z −→ OX −→ O∗X −→ 0,
onde a Z → OX e´ a inclusa˜o e OX → O∗X e´ a exponencial de func¸o˜es f 7→ exp(2pi
√−1 · f ). A exatida˜o da
sequeˆncia e´ assegurada pela existeˆncia local do logaritmo.
A ideia da cohomologia de feixes e´ associar a cada feixe F em X uma sequeˆncia de grupos abelianos
Hi(X,F ), i = 1, 2, . . ., chamados grupos de cohomologia de X com coeficientes em F , de modo que morfismos
de feixe induzam homomorfismos nos respectivos grupos de cohomologia e tal que para toda sequeˆncia exata
curta 0→ F → G → H → 0 exista uma sequeˆncia exata da forma
0 −→ H0(X,F ) −→ H0(X,G) −→ H0(X,H) −→
−→ H1(X,F ) −→ H1(X,G) −→ H1(X,H) −→ · · ·
...
−→ Hn(X,F ) −→ Hn(X,G) −→ Hn(X,H) −→ · · · .
Ale´m disso, o espac¸o H0(X,F ) e´ naturalmente identificado com o espac¸o das sec¸o˜es globais de F .
Fibrados de Linha e o Grupo de Picard
Um fibrado de linha holomorfo sobre X e´ uma variedade complexa L com uma aplicac¸a˜o holomorfa pi : L→ X
tal que Lx = pi−1(x) e´ um espac¸o vetorial complexo de dimensa˜o 1. Pedimos tambe´m que L seja localmente
7trivial no sentido que existem biholomorfismos ϕU : pi−1(U)→ U ×C para U ⊂ X abertos cobrindo X.
Equivalentemente, dada uma cobertura U = {Ui}, um fibrado de linha pode ser dado por func¸o˜es holo-
morfas que na˜o se anulam ϕij ∈ O∗X(Ui ∩Uj) satisfazendo as condic¸o˜es de cociclo
ϕij · ϕji = I em Ui ∩Uj
ϕij · ϕjk · ϕki = I em Ui ∩Uj ∩Uk
Um exemplo importante e´ o chamado fibrado canoˆnico KX , que e´ o fibrado de n-formas holomorfas em X.
Outro exemplo e´ o chamado fibrado tautolo´gico sobre Pn, cuja fibra sobre uma reta ` ⊂ Pn e´ a pro´pria reta,
vista como subespac¸o de Cn+1.
Dados dois fibrados de linha L e L′, o produto tensorial L⊗ L′ e´ um outro fibrado de linha, e se L∗ denota
o fibrado dual de L (em que as fibras sa˜o L∗x) enta˜o L⊗ L∗ ' OX , o fibrado trivial. Desta forma, o conjunto
de classes de isomorfismo de fibrados de linha holomorfos formam um grupo abeliano, chamado Grupo de
Picard, denotado Pic(X).
A descric¸a˜o de L por cociclos nos permite identificar
Pic(X) ' H1(X,O∗X).
Note que este grupo aparece na sequeˆncia exata longa associada a` sequeˆncia exponencial:
H1(X,Z) −→ H1(X,OX) −→ H1(X,O∗X) −→ H2(X,Z)
A classe de Chern de um fibrado L ∈ Pic(X) e´ sua imagem c1(L) pela aplicac¸a˜o c1 : H1(X,O∗X)→ H2(X,Z)
e e´ um invariante importante de L.
Divisores
Um divisor em X e´ uma soma formal D = ∑ aiYi onde ai ∈ Z e cada Yi ⊂ X e´ uma hipersuperfı´cie irredutı´vel.
Equivalentemente, podemos definir um divisor como sendo uma sec¸a˜o global do feixe quociente K∗X/O∗X ,
onde K∗X e´ o feixe das func¸o˜es meromorfas sobre X. O grupo dos divisores em X e´ denotado por Div(X).
O exemplo ba´sico de divisor e´ o que chamamos de divisor associado a uma func¸a˜o meromorfa f ∈ K(X),
definido por
( f ) =∑ ord( f )Y ·Y,
onde a soma e´ sobre todas as hipersuperfı´cies de X e ord( f )Y e´ um inteiro que mede se f se anula ou se tem
um singularidade ao longo de Y. Um divisor e´ dito principal se D = ( f ) para alguma f ∈ K(X)∗. A ordem e´
aditiva e portanto o conjunto PDiv(X) dos divisores principais e´ um subgrupo de Div(X).
Da sequeˆncia exata de feixes
0 −→ O∗X −→ K∗X −→ K∗X/O∗X −→ 0
obtemos a sequeˆncia exata
H0(X,K∗X) −→ H0(X,K∗X/O∗X) −→ H1(X,O∗X)
‖ ‖ ‖
K(X)∗ Div(X) Pic(X)
e portanto a cada divisor D ∈ Div(X) temos um fibrado de linha associado, denotado por O(D). Vemos
tambe´m que o fibrado O(D) e´ trivial se e so´ se D e´ um divisor principal, de onde obtemos uma inclusa˜o
Div(X)
PDiv(X)
↪→ Pic(X).
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Geometria Hermitiana
A Geometria Hermitiana e´ a extensa˜o natural da Geometria Riemanniana para as variedades complexas. Se
X e´ uma variedade complexa, a estrutura complexa de X induz uma estrutura complexa em cada espac¸o
tangente, isto e´, existe um automorfismo J : TX → TX satisfazendo J2 = −id. Uma me´trica riemanniana g
em e´ dita hermitiana se
g(JX, JY) = g(X, Y),
ou seja, as aplicac¸o˜es Jx : TxX → TxX sa˜o isometrias.
A uma me´trica hermitiana temos uma 2-forma associada, chamada forma fundamental:
ω(X, Y) = g(JX, Y).
O automorfismo J : TX → TX se estende a` complexificac¸a˜o TCX = TX ⊗ C, o que fornece uma
decomposic¸a˜o
TCX = T1,0X⊕ T0,1X,
onde T1,0X e T0,1X sa˜o os autoespac¸os de J associados aos autovalores
√−1 e −√−1 respectivamente.
Essa decomposic¸a˜o induz uma decomposic¸a˜o no fibrado de k-formas:∧k
C X
.
=
∧k(TCX) = ⊕
p+q=k
∧p,q X, onde ∧p,q X = ∧p(T1,0X)∗ ⊗∧q(T0,1X)∗.
Com isso podemos definir os operadores ∂ e ∂¯ que agem nas (p, q)-formas tomando, respectivamente, as
compontentes (p + 1, q) e (p, q + 1) da diferencial exterior d.
O operador ∂¯ satisfaz ∂¯2 = 0 e portanto temos, para cada p ≥ 0, um complexo de feixes
Ap,0X
∂¯−→ Ap,1X
∂¯−→ Ap,2X
∂¯−→ · · ·
chamado complexo de Dolbeaut, e os espac¸os de cohomologia no nı´vel de sec¸o˜es globais
Hp,q
∂¯
(X) =
ker{∂¯ : Ap,q(X)→ Ap,q+1(X)}
Im {∂¯ : Ap,q−1(X)→ Ap,q(X)}
sa˜o chamados espac¸os de cohomologia de Dolbeaut, que sa˜o ana´logos complexos dos espac¸os de cohomologia
de de Rham.
A partir de uma me´trica hermitiana podemos definir o operador de Leftschetz L : α 7→ ω ∧ α e seu adjunto
Λ = ∗−1 ◦ L ◦ ∗, onde ∗ e´ o operador de Hodge. Juntamente com o operador de contagem H, que age em∧k X por multiplicac¸ao por n− k, obtemos uma representac¸a˜o de sl(2,C) na a´lgebra exterior de X.
Essa representac¸a˜o oferece uma outra decomposic¸a˜o do fibrado de k-formas, chamada decomposic¸a˜o de
Lefschetz: ∧k X =⊕
j≥0
Lj(Pk−2j(X)), Pk(X) = ker
(
Λ :
∧k X → ∧k−2 X).
Variedades de Ka¨hler
Uma me´trica hermitiana g e´ dita de Ka¨hler se a forma fundamental ω e´ fechada (dω = 0) ou equivalentemente
se o (1, 1)-tensor J e´ paralelo com relac¸a˜o a` conexa˜o de Levi-Civita de g (∇J = 0). Uma outra definic¸a˜o possı´vel
e´ exigir que a me´trica g pode ser aproximada ate´ ordem 2 pela me´trica hermitiana padra˜o em Cn.
Um variedade e´ dita de Ka¨hler se admite uma me´trica de Ka¨hler. As variedades de Ka¨hler formam uma
classe importante de variedades complexas e conte´m por exemplo os toros complexos e todas as variedades
projetivas.
Nem todas variedade complexa admite me´tricas de Ka¨hler. Existem, por exemplo, obstruc¸o˜es de natureza
topo´logica.
Proposic¸a˜o .1. Seja X uma variedade complexa compacta de dimensa˜o n. Se X admite uma me´trica de Ka¨hler enta˜o
H2k(X,R) 6= 0 para k = 0, · · · , n.
9Um exemplo importante e´ a chamada me´trica de Fubini-Study gFS no espac¸o projetivo Pn. Ela e´ definida
a partir de sua forma fundamental, dada localmente por
ωFS =
√−1
2
∂∂¯ log
(
1+∑
j 6=i
∣∣∣∣ zjzi
∣∣∣∣2 )
em Ui = {zi 6= 0}.
Uma maneira equivalente de definir gFS e´ exigir que a submersa˜o S2n+1 → Pn seja uma submersa˜o rie-
manniana.
A condic¸a˜o de que uma me´trica de Ka¨hler pode ser aproximada pela me´trica padra˜o permite obter relac¸o˜es
entre operadores diferenciais em X cuja definic¸a˜o depende apenas de derivadas primeiras da me´trica, como
por exemplo os operadores ∂ e ∂¯, seus adjuntos ∂∗ e ∂¯∗ com relac¸a˜o a me´trica L2 (veja eq. 1 adiante), os
operadores de Lefschetz L e Λ e etc. Algumas dessas relac¸o˜es sa˜o as chamadas identidades de Ka¨hler
Teorema .2. Se X e´ uma variedade complexa com uma me´trica de Ka¨hler enta˜o valem as seguintes relac¸o˜es de comutac¸a˜o
1. [L, ∂] = [L, ∂¯] = 0 e [Λ, ∂∗] = [Λ∗, ∂¯∗] = 0
2. [Λ, ∂¯] = −√−1∂∗ e [Λ, ∂] = √−1∂¯∗,
3. [∂¯∗, L] =
√−1∂ e [∂∗, L] = −√−1∂¯.
Uma consequeˆncia das Identidades de Ka¨hler e´ o fato de que os Laplacianos ∆∂ = ∂∂∗ + ∂∗∂ e ∆∂¯ =
∂¯∂¯∗ + ∂¯∗∂¯ satisfazem
∆∂ = ∆∂¯ =
1
2
∆,
onde ∆ denota o Laplaciano usual. Em particular, o nu´cleo dos treˆs laplacianos coincide, o que tem impor-
tantes consequeˆncias na Teoria de Hodge de uma variedade de Ka¨hler.
Ainda das Identidades de Ka¨hler obtemos o chamado Teorema “Difı´cil” de Lefschetz que diz que a decomposic¸ao
de Lefschetz passa para a cohomologia.
Teorema .3. Se X e´ uma variedade de Ka¨hler compacta enta˜o
Ln−k : Hk(X,R) −→ H2n−k(X,R)
e´ um isomorfismo para todo k ≤ n e existe uma decomposic¸a˜o
Hk(X,R) =
⊕
i≥0
Li Hk−2i(X,R)p.
Aqui Hk(X,R)p = {c ∈ Hk(X,R) : Λc = 0} e´ o espac¸o das classes de cohomologia primitvas.
Teoria de Hodge
A Teoria de Hodge e´ uma ferramenta analı´tica essencial no estudo da cohomologia de variedades de Ka¨hler.
O objetivo e´ buscar representantes canoˆnicos para cada classe de cohomologia.
Uma me´trica hermtiana em uma variedade compacta induz me´tricas nos fibrados de formas. Com isso
podemos definir um produto hermitiano L2 no espac¸o AkC(X) das formas diferenciais em X
(α, β) =
∫
X
(α, β)vol, α, β ∈ AkC(X). (1)
O resultado central da teoria de Hodge diz que toda forma diferencial pode ser escrita como α = α0 +
∂β+ ∂∗γ com α0 ∂−harmoˆnica, e um resultado ana´logo para ∂¯.
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Teorema .4. Se X e´ uma variedade hermitiana compacta, existem duas decomposic¸o˜es ortogonais
Ap,q(X) = Hp,q∂ (X)⊕ ∂Ap−1,q(X)⊕ ∂∗Ap+1,q(X)
e
Ap,q(X) = Hp,q
∂¯
(X)⊕ ∂¯Ap,q−1(X)⊕ ∂¯∗Ap,q+1(X).
Aqui Hp,q∂ (X) e H
p,q
∂¯
(X) sa˜o, respectivamente, os espac¸os de (p, q)-formas ∂-harmoˆnicas e ∂¯-harmoˆnicas e
quando X e´ de Ka¨hler temos a igualdade Hp,q∂ (X) = H
p,q
∂¯
(X).
Como consequeˆncia, quando X e´ de Ka¨hler, podemos identificar o espac¸o de cohomologia de Dolbeaut
Hp,q
∂¯
(X) com o espac¸o Hp,q(X) das classes de cohomologia de de Rham que sa˜o representa´veis por for-
mas do tipo (p, q) e com isso podemos obter uma outra decomposic¸a˜o na cohomologia de X, a chamada
Decomposic¸a˜o de Hodge.
Teorema .5. Se X e´ uma variedade de Ka¨hler compacta enta˜o existe uma decomposic¸a˜o
Hk(X,C) =
⊕
p+q=k
Hp,q(X) com Hp,q(X) = Hq,p(X).
Dada a existeˆncia da decomposic¸a˜o de Hodge podemos considerar os espac¸os de cohomologia integral
Hp,q(X,Z), definidos como sendo a intersecc¸a˜o de Hp,q(X) com a imagem da aplicac¸a˜o natural Hp+q(X,Z)→
Hp+q(X,C). Olhando para a sequeˆncia exata longa associada a sequeˆncia exponencial podemos ver que
a primeira classe de Chern de um fibrado de linha holomorfo esta´ sempre em H1,1(X,Z). Ale´m disso, o
Teorema das (1, 1)-classes de Lefschetz diz que todo elemento de H1,1(X,Z) e´ da forma c1(L) para algum
L ∈ Pic(X).
Teorema .6. Se X e´ uma variedade de Ka¨hler compacta enta˜o a aplicac¸a˜o Pic(X) → H1,1(X,Z) e´ sobrejetora, isto e´,
todo elemento de H1,1(X,Z) e´ a primeira classe de Chern de um fibrado de linha holomorfo sobre X.
O teorema acima responde parcialmente a famosa Conjectura de Hodge, um dos problemas do mileˆnio
propostos pelo “Clay Mathematics Institute”. A conjectura diz que, se X uma variedade projetiva, enta˜o toda
classe de cohomologia em Hp,p(X,Q) pode ser escrita como combinac¸a˜o linear com coeficientes racionais de
classes fundamentais de subvariedades de X.
Geometria dos Fibrados Vetoriais Complexos
Dado um fibrado vetorial complexo E → X podemos introduzir algumas estruturas geome´tricas em E. Uma
estrutura hermitiana, por exemplo, e´ um produto hermitiano em cada fibra Ex que varia diferenciavelmente
com x.
Um outro objeto natural e´ o que chamamos de conexa˜o, que e´ essencialmente uma maneira de derivarmos
sec¸o˜es de E. Associada a uma conexa˜o ∇ temos sua curvatura F∇, que e´ uma 2-forma com valores no fibrado
de endomorfismos de E.
Existem algumas condic¸o˜es de compatibilidade que podemos exigir de uma conexa˜o. Um resultado im-
portante nesse contexto e´ o seguinte.
Proposic¸a˜o .7. Seja E um fibrado holomorfo com uma estrutura hermitiana. Enta˜o existe uma u´nica conexa˜o em E que
e´ a compatı´vel, simultaneamente, com a estrutura hermitiana e a estrutura holomorfa de E. Essa conexa˜o recebe o nome
de conexa˜o de Chern.
No caso de fibrados de linha holomorfos, a conexa˜o de Chern pode ser usada para construir me´tricas de
Ka¨hler na variedade de base.
Proposic¸a˜o .8. Seja X uma variedade complexa e L um fibrado de linha holomorfo hermitiano sobre X. Se a conexa˜o de
Chern de L tem curvatura positiva F enta˜o ω =
√−1F define uma me´trica de Ka¨hler em X.
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Um outro aspecto importante das conexo˜es e´ que a partir delas (mais precisamente, a partir de sua curva-
tura) podemos definir invariantes cohomolo´gicos, chamados classes caracterı´sticas. Se ∇ e´ uma conexa˜o em
um fibrado E → X de posto r, para cada polinoˆmio sime´trico invariante Pk de grau k em gl(r,C) podemos
definir uma classe de cohomologia [Pk(F∇)] ∈ H2k(X,C), que independe de ∇.
O exemplo mais importante sa˜o as classes de Chern, obtidas tomando como polinoˆmios invariantes os
polioˆmios Pk definidos por
det(I + B) = 1+ P1(B) + P2(B) + · · ·+ Pr(B).
As classes de Chern esta˜o intimamente relacionadas com a geometria diferencial da variedade X. Por
exemplo, se g e´ uma me´trica de Ka¨hler em X e r e´ o seu tensor de Ricci enta˜o a forma de Ricci, definida
por ρ = r(J·, ·), satisfaz ρ ∈ 2pic1(X), onde c1(X) e´ a primeira classe de Chern de X, definida como sendo a
primeira classe de Chern de seu fibrado tangente holomorfo.
Um resultado importante nesse contexto e´ o celebrado Teorema de Calabi-Yau, que diz que, quando X e´
compacta, qualquer (1, 1)-forma real e fechada em 2pic1(X) e´ a forma de Ricci de uma me´trica de Ka¨hler em
X com [ω] especificada. Como consequeˆncia imediata vemos que toda variedade compacta com c1(X) = 0
admite uma me´trica de Ka¨hler-Einstein, i.e., uma me´trica satisfazendo ρ = λω para algum λ ∈ R (neste caso
temos λ = 0).
Topologia de variedades complexas
A existeˆncia de uma estrutura complexa tem fortes consequeˆncias sobre a topologia da variedade. Existem
alguns resultados importantes nesse sentido.
No aˆmbito das variedades na˜o compactas, mais precisamente das variedades de Stein (i.e., subvariedades
fechadas de CN) temos o seguinte resultado.
Teorema .9. Seja X ⊂ CN uma variedade de Stein de dimensa˜o complexa n. Enta˜o os grupos de homologia de X com
coeficientes em Z satisfazem
Hi(X,Z) = 0 para i > n
e
Hn(X,Z) e´ livre de torc¸a˜o.
Este resultado tem consequeˆncias na topologia das variedades projetivas, como por exemplo o famoso
Teorema de Hiperplanos de Lefschetz.
Teorema .10. Seja X ⊂ Pm uma variedade alge´brica de dimensa˜o n. Seja Y = X ∩W a intersecc¸a˜o de X com uma
hipersuperfı´cie alge´brica W que conte´m os pontos singulares de X mas na˜o conte´m X.
Nessas condic¸o˜es, o homomorfismo
Hi(X,Z) −→ Hi(Y,Z)
induzido pela inclusa˜o Y ⊂ X e´ um isomorfismo para i < n − 1 e e´ injetor se i = n − 1. Ale´m disso o quociente
Hn−1(Y,Z)/Hn−1(X,Z) e´ livre de torc¸a˜o.
——————————————————————————————————————————————-
O presente trabalho tem como objetivo apresentar uma discussa˜o detalhada dos resultados citados acima,
ilustrando-os e motivando-os atrave´s de exemplos. Todos os resultados na˜o demonstrados sa˜o acompanhados
de refereˆncias apropriadas. E´ assumido que o leitor tenha conhecimentos ba´sicos de ana´lise complexa, teoria
de variedades diferencia´veis, topologia alge´brica e geometria riemanniana.
O texto e´ fruto de um trabalho de mestrado desenvolvido pelo autor entre os anos de 2010 e 2012 sob a
orientac¸a˜o do Professor Claudio Gorodski no Instituto de Matema´tica e Estatı´stica da Universidade de Sa˜o
Paulo. Gostaria de prestar meus sinceros agradecimentos ao Andrew Clarke e ao Paulo Cordaro pelos apon-
tamentos e correc¸o˜es sugeridas.
Durante a realizac¸a˜o deste trabalho o autor recebeu apoio financeiro da FAPESP e do CNPq.
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Capı´tulo 1
Material Preliminar
Neste primeiro capı´tulo apresentaremos os conceitos que servira˜o de base para o restante do trabalho. Re-
cordaremos os principais resultados sobre func¸o˜es de uma varia´vel complexa e apresentaremos algumas
definic¸o˜es e resultados ba´sicos da teoria de func¸o˜es de va´rias varia´veis complexas.
Na u´ltima sec¸a˜o introduziremos o conceito de variedade complexa, que sera´ o objeto central do estudo
deste trabalho.
1.1 Func¸o˜es holomorfas de uma varia´vel
Uma func¸a˜o f : U → C definida em um aberto U ⊂ C e´ holomorfa se e´ diferencia´vel no sentido complexo, ou
seja, se o limite
f ′(z) = lim
w→z
f (w)− f (z)
w− z
existe para todo z ∈ U.
Escrevendo f = u +
√−1v onde u, v : U → R, f sera´ holomorfa em U se e somente se f for de classe C1 e
satisfizer as equac¸o˜es de Cauchy-Riemann
∂u
∂x
=
∂v
∂y
e
∂u
∂x
= −∂v
∂y
.
Se definirmos os operadores diferenciais
∂
∂z
.
=
1
2
(
∂
∂x
−√−1 ∂
∂y
)
e
∂
∂z¯
.
=
1
2
(
∂
∂x
+
√−1 ∂
∂y
)
,
vemos que as equac¸o˜es de Cauchy-Riemann para f sa˜o equivalentes a equac¸a˜o ∂ f∂z¯ = 0.
Existe ainda uma outra caracterizac¸a˜o das func¸o˜es holomorfas. Daqui em diante vamos supor que todas
as func¸o˜es em questa˜o sa˜o de classe C1.
Identificando C ' R2 via x +√−1y 7→ (x, y), podemos ver uma func¸a˜o complexa como uma aplicac¸a˜o f :
U → R2 e portanto a diferencial de f em um ponto z ∈ U e´ uma aplicac¸a˜o R-linear d fz : TzU ' R2 →
Tf (z)R2 ' R2. Das equac¸o˜es de Cauchy-Riemann vemos enta˜o que f e´ holomorfa se e somente se para todo
z ∈ U, d fz tem a forma
(
a b
−b a
)
, ou seja, se e somente se
d fz J0 = J0d fz, onde J0 =
(
0 −1
1 0
)
.
Note que, segundo a identificac¸a˜o R2 ' C, a ac¸a˜o da matriz J0 em R2 corresponde a` multiplicac¸a˜o por√−1 em C e portanto vemos que f e´ holomorfa se e somente se d fz e´ C-linear para todo z ∈ U.
Um resultado central na teoria de func¸o˜es holomorfas de uma varia´vel e´ a chamada Fo´rmula de Cauchy,
que diz que o valor de uma func¸a˜o holomorfa em um ponto e´ determinado pelos seus valores em um cı´rculo
ao redor deste ponto.
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Teorema 1.1. (Fo´rmula de Cauchy) Seja f : U → C uma func¸a˜o holomorfa e suponha que Br(z0) = {w ∈ C :
|w− z0| < r} ⊂ U. Enta˜o para todo z ∈ Br(z0) temos que
f (z) =
1
2pi
√−1
∫
|w−z0|=r
f (w)
w− z dw ,
onde o cı´rculo |w− z0| = r e´ percorrido uma vez no sentido anti-hora´rio.
A fo´rmula acima pode ser usada para escrever uma se´rie de poteˆncias para f na varia´vel z em torno do
ponto z0 com raio de convergeˆncia positivo. Em particular vemos que toda func¸a˜o holomorfa f : U → C e´
analı´tica em U com respeito a varia´vel z. A recı´proca tambe´m e´ va´lida, isto e´, toda func¸a˜o que e´ analı´tica na
varia´vel z tambe´m sera´ holomorfa.
Recordamos a seguir os principais resultados a respeito das func¸o˜es holomorfas de uma varia´vel.
Proposic¸a˜o 1.2. Princı´pio do Ma´ximo. Se U ⊂ C e´ um aberto conexo e f : U → C e´ holomorfa e na˜o constante enta˜o
| f | na˜o possui ma´ximo local em U.
Proposic¸a˜o 1.3. Princı´pio da Identidade. Se f , g : U → C sa˜o func¸o˜es holomorfas e f = g em um aberto V ⊂ U
enta˜o f = g em U.
Proposic¸a˜o 1.4. Teorema de Liouville. Se f : C→ C e´ holomorfa e limitada enta˜o f e´ constante.
O Teorema a seguir e´ devido a Riemann e como veremos na˜o se generaliza para dimenso˜es maiores que 1.
Teorema 1.5. (Teorema da Aplicac¸a˜o de Riemann) Seja U ⊂ C um aberto simplesmente conexo que na˜o e´ o
plano complexo inteiro. Enta˜o U e´ biholomorfo a` bola unita´ria B1(0), isto e´, existe uma func¸a˜o holomorfa bijetora
f : U → B1(0) tal que sua inversa tambe´m e´ holomorfa.
Note que a hipo´tese U 6= C acima e´ essencial pois, pelo teorema de Liouville, na˜o existe uma func¸a˜o
holomorfa na˜o constante f : C→ B1(0).
1.2 Func¸o˜es holomorfas de va´rias varia´veis
A definic¸a˜o de holomorfia para uma func¸a˜o de n varia´veis complexas e´ dada a partir das equac¸o˜es de Cauchy-
Riemann para cada par de varia´veis reais de Cn.
Definic¸a˜o 1.6. Seja U ⊂ Cn um aberto e f : U → C uma func¸a˜o de classe C1. Escreva f = u +√−1v onde
u, v : U → R e denote por xi = Re zi e yi = Im zi as coordenadas reais em Cn. Dizemos que f e´ holomorfa em
U se satisfaz as equac¸o˜es de Cauchy-Riemann
∂u
∂xi
=
∂v
∂yi
e
∂u
∂yi
= − ∂v
∂xi
em U (i = 1, . . . , n)
Definindo os operadores
∂
∂zi
.
=
1
2
(
∂
∂xi
−√−1 ∂
∂yi
)
e
∂
∂z¯i
.
=
1
2
(
∂
∂xi
+
√−1 ∂
∂yi
)
vemos que f e´ holomorfa se e somente se ∂ f∂z¯i = 0 para i = 1, . . . , n.
Assim como no caso unidimensional ha´ uma caracterizac¸a˜o em termos da diferencial de f . Considere
a identificac¸a˜o R2n ' Cn dada por (x1, . . . , xn, y1, . . . , yn) 7→ (x1 +
√−1y1, . . . , xn +
√−1yn). Segundo esse
isomorfismo, a multiplicac¸a˜o por
√−1 em Cn corresponde a` transformac¸a˜o linear em R2n dada pela matriz
J0 =
(
0 −In
In 0
)
onde In denota a matriz identidade de ordem n.
Das equac¸o˜es de Cauchy-Riemann vemos que f : U → C e´ holomorfa se e somente se d fz J0 = J0d fz para
todo z ∈ U, onde vemos d fz como operador linear em R2n. Equivalentemente, vendo d fz como um operador
em Cn, vemos que f e´ holomorfa se e somente se d fz e´ C-linear para todo z ∈ U.
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A fo´rmula de Cauchy se generaliza naturalmente para func¸o˜es de va´rias varia´veis. Antes de enunciar o
resultado e´ conveniente definirmos os polisdicos em Cn. Dada uma n-upla r = (r1, . . . , rn) com r > 0 e um
ponto w ∈ Cn definimos o polidisco centrado em w de raio r por
Br(w) = {z ∈ Cn : |zi − wi| < ri, i = 1, . . . , n}.
Note que Br(w) e´ simplesmente o produto dos discos abertos em C centrados em wi e com raio ri.
Proposic¸a˜o 1.7. Seja f uma func¸a˜o holomorfa em um aberto U ⊂ Cn. Seja ξ = (ξ1, . . . , ξn) ∈ U e suponha que
Br(ξ) ⊂ U. Enta˜o para todo z ∈ Br(ξ) temos a fo´rmula
f (z) =
(
1
2pi
√−1
)n ∫
|w1−ξ1|=r1
· · ·
∫
|wn−ξn |=rn
f (w1, . . . , wn)
(w1 − z1) · · · (wn − zn)dw1 · · · dwn.
Assim como no caso unidimensional podemos usar a fo´rmula acima para escrever uma se´rie de poteˆncias
para f em torno do ponto ξ, isto e´, em Br(ξ) f se escreve como uma se´rie convergente
f (z) =
∞
∑
i1,...,in=0
ai0···in(z1 − ξ1)i1 · · · (zn − ξn)in .
Vemos portanto que tambe´m no caso multidimesional uma func¸a˜o e´ holomorfa se e somente for analı´tica
nas varia´veis z1, . . . , zn.
Alguns dos resultados enunciados na sec¸a˜o anterior, como o Princı´pio do Ma´ximo, o Princı´pio da Iden-
tidade e o Teorema de Liouville, se generalizam facilmente para o caso de func¸o˜es holomorfas de va´rias
va´riaveis. No entanto, alguns fenoˆmenos observados no caso unidimensional, como por exemplo o Teorema
da Aplicac¸a˜o de Riemann, na˜o teˆm uma contrapartida multidimensional, como mostra o exemplo abaixo.
Exemplo 1.8. Denote por B = B(1,1)(0) = {z ∈ C2 : |z1| < 1, |z2| < 1} o polidisco de raio (1, 1) e por
D2 = {z ∈ C2 : ||z|| < 1} o disco unita´rio em C2. Note que tanto D quanto B sa˜o simplesmente conexos,
mas, como mostraremos a seguir, D2 e B na˜o sa˜o biholomorfos, mostrando que o Teorema da Aplicac¸a˜o de
Riemann na˜o se generaliza para dimensa˜o 2.
Os biholomorfismos do polidisco B sa˜o da forma
ϕ(z1, z2) =
(
e
√−1θ1 z1 − a1
1− a1z1 , e
√−1θ2 z2 − a2
1− a2z2
)
, θi ∈ [0, 2pi), ai ∈ D
ou da forma ψ = σ ◦ ϕ onde σ(z1, z2) = (z2, z1) (veja por exemplo [16], cap. 5). Em particular vemos que
o grupo de biholomorfismos de B age transitivamente, pois escolhendo os paraˆmetros a1 e a2 corretamente
podemos levar qualquer ponto de B na origem.
Suponha que exista um biholomorfismo f : D2 → B. Compondo com um biholomorfismo de B que leva
f (0) em 0 podemos supor, sem perda de generalidade que f (0) = 0. Denote por Aut0(D2) e Aut0(B) os
grupos de biholomorfismos de D2 e B que fixam a origem.
A conjugac¸a˜o por f definiria um isomorfismo entre Aut0(D2) e Aut0(B). No entanto, da descric¸a˜o dos
biholomorfismos de B acima vemos que um elemento de Aut0(B) e´ da forma ϕ(z1, z2) = (e
√−1θ1 z1, e
√−1θ2 z2)
ou ϕ(z1, z2) = (e
√−1θ2 z2, e
√−1θ1 z1) e portanto Aut0(B) e´ abeliano, enquanto Aut0(D2) na˜o o e´, pois conte´m o
grupo unita´rio U(2).
Vemos assim que Aut0(D2) e Aut0(B) na˜o podem ser isomorfos e portanto o biholomorfismo f na˜o pode
existir.
O exemplo acima foi apresentado pela primeira vez por Poincare´ e pode ser facilmente generalizado para
dimenso˜es maiores.
Ale´m de resultados que deixam de ser va´lidos quando passamos de func¸o˜es de uma para va´rias varia´veis
ha´ tambe´m o fenoˆmeno oposto, isto e´, resultados que so´ valem no caso multidimensional. Um exemplo e´ o
Teorema de Hartogs.
Teorema 1.9. (Teorema de Hartogs) Seja f uma func¸a˜o holomorfa em uma vizinhanc¸a de Br(0) \ Br′(0) ⊂ Cn onde
r′i < ri para i = 1, . . . , n e n ≥ 2. Enta˜o f admite uma u´nica extensa˜o a uma func¸a˜o holmorfa f˜ : Br(0)→ C.
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Vamos dar a ideia da demonstrac¸a˜o para o caso n = 2. O caso geral e´ ana´logo. A ideia e´ estender a func¸a˜o
f usando a fo´rmula de Cauchy.
Note que a intersecc¸a˜o de Br(0) \ Br′(0) com um plano z1 = c, |c| < r1 e´ um disco {c} × {|z2| < r2} se
|c| > r′1 ou um anel {c} × {r′2 < z2 < r2} se |c| < r′1.
Defina f˜ : Br(0)→ C por
f˜ (z1, z2) =
1
2pi
√−1
∫
|w2|=r2
f (z1, w2)
w2 − z2 dw2, |z1| < r1, |z2| < r2.
Usando o fato de que o integrando e´ holomorfo em z2 na˜o e´ difı´cil ver que f˜ e´ holomorfa em z2 (veja por
exemplo o Lema 1.1.3. do capı´tulo 1 de [9]) e pelo fato da se´rie de poteˆncias de f convergir uniformemente
para f no cı´rculo |w2| = r2 temos que ∂ f˜∂z¯1 =
1
2pi
√−1
∫
|w2|=r2
∂
∂z¯1
(
f (z1,w2)
w2−z2
)
dw2 = 0, pois f e´ holomorfa em z1.
Assim, f˜ tambe´m e´ holomorfa em z1.
O fato de que f˜ (z1, z2) = f (z1, z2) para (z1, z2) ∈ Br(0) \ Br′(0) segue da fo´rmula de Cauchy em uma
varia´vel e a unicidade de f˜ segue do Princı´pio da Identidade.
O resultado acima certamente na˜o e´ valido no caso n = 1. Considere por exemplo a func¸a˜o f (z) = 1/z
definida no anel {z : 1 < |z| < 2}. Se f admitisse uma extensa˜o holomorfa ao disco {z : |z| < 1} esta teria
que coincidir com 1/z no disco furado {z : 0 < |z| < 1}, pelo Princı´pio da Identidade, mas isso na˜o e´ possı´vel
pois 1/z na˜o se estende nem continuamente a` origem.
O Teorema de Hartogs tambe´m fornece algumas informac¸o˜es sobre as singularidades e o conjunto de zeros
de func¸o˜es holomorfas de mais de uma varia´vel. Por exemplo, se U e´ um aberto em Cn, n ≥ 2 e S ⊂ U e´ um
conjunto discreto, usando o Teorema de Hartogs, podemos ver que qualquer func¸a˜o holomorfa f : U \ S→ C
se estende a U. Em particular, f na˜o possui singularidades isoladas. Esse argumento tambe´m mostra que os
zeros de uma func¸a˜o holomorfa na˜o sa˜o isolados, pois um zero isolado de f seria uma singularidade isolada
de 1/ f .
Tendo definido func¸o˜es holomorfas de va´rias va´riaveis podemos definir o que e´ uma aplicac¸a˜o holomorfa
com valores em Cm.
Definic¸a˜o 1.10. Uma aplicac¸a˜o f : U ⊂ Cn → Cm e´ holomorfa se cada componente f1, . . . , fm : U → C for
uma func¸a˜o holomorfa.
1.3 Variedades Complexas
As variedades complexas sa˜o o ana´logo complexo das variedades diferencia´veis. De maneira sucinta, uma
variedade complexa e´ um espac¸o toplo´gico que e´ localmente modelado em abertos de Cn e cujas cartas locais
diferem por transformac¸o˜es holomorfas.
Vamos tornar isso preciso, recordando primeiro a definic¸a˜o de uma variedade diferencia´vel.
Um atlas diferencia´vel em um espac¸o topolo´gico M e´ uma colec¸a˜o de pares (Ui, ϕi) chamados de cartas onde
os Ui sa˜o abertos cobrindo M, cada ϕi : Ui → Rn e´ um homemorfismo sobre um aberto de Rn e, sempre que
Ui ∩Uj 6= ∅, a transic¸a˜o
ϕi ◦ ϕ−1j : ϕj(Ui ∩Uj)→ ϕi(Ui ∩Uj)
e´ uma aplicac¸a˜o diferencia´vel.
Uma variedade diferencia´vel e´ um espac¸o topolo´gico M, Hausdorff e com base enumera´vel, equipado com
um atlas diferencia´vel maximal. O nu´mero n e´ chamado de dimensa˜o de M.
A definic¸a˜o de uma variedade complexa e´ ana´loga, mas exigimos que as cartas assumam valores em Cn e
que as func¸o˜es de transic¸a˜o sejam holomorfas.
Definic¸a˜o 1.11. Um atlas holomorfo em um espac¸o topolo´gico X e´ uma colec¸a˜o de pares (Ui, ϕi) chamados de
cartas holomorfas onde
(a) Cada Ui e´ um aberto em X e X =
⋃
i Ui
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(b) Cada ϕi : Ui → Cn e´ um homemorfismo sobre um aberto de Cn
(c) Sempre que Ui ∩Uj 6= ∅ a transic¸a˜o
ϕij = ϕi ◦ ϕ−1j : ϕj(Ui ∩Uj)→ ϕi(Ui ∩Uj)
e´ uma aplicac¸a˜o holomorfa.
Uma variedade complexa e´ um espac¸o topolo´gico X, Hausdorff e com base enumera´vel, equipado com um
atlas holomorfo maximal. O nu´mero n e´ chamado de dimensa˜o complexa de X.
Observac¸a˜o 1.12. Identificando Cn ' R2n e usando o fato de que toda aplicac¸a˜o holomorfa e´ diferencia´vel fica
claro da definic¸a˜o que uma variedade complexa de dimensa˜o complexa n e´ uma variedade diferencia´vel de
dimensa˜o 2n.
No entanto, nem toda variedade diferencia´vel M admite uma estrutura complexa. Uma obstruc¸a˜o o´bvia e´
que a dimensa˜o de M deve ser par. Uma outra obstruc¸a˜o e´ a orientabilidade, pois toda variedade complexa
e´ orienta´vel1. De fato, dado um atlas holomorfo (Ui, ϕi) em uma variedade complexa X, a diferencial da
mudanc¸a de coordenadas em um ponto z ∈ ϕj(Ui ∩Uj), vista como uma aplicac¸a˜o diferencia´vel entre abertos
de R2n, tem a forma
d(ϕi ◦ ϕ−1j )z =
(
A B
−B A
)
, A, B ∈ GL(n,R)
e portanto det[d(ϕi ◦ ϕ−1j )z] = (det A)2 + (det B)2 > 0, o que mostra que X e´ orienta´vel.
Em geral, decidir se uma variedade real admite ou na˜o uma estrutura complexa e´ uma tarefa complicada.
Sobre as esferas de dimensa˜o par por exemplo e´ sabido que S2 possue uma u´nica estrutura complexa e que
as esferas S4 e S2n para n > 3 na˜o admitem nenhuma estrutura complexa. A existeˆncia de uma estrutura
complexa em S6 ainda e´ um problema em aberto importante.
Tendo definido uma estrutura complexa podemos falar sobre func¸o˜es holomorfas entre variedades com-
plexas.
Definic¸a˜o 1.13. Dadas duas variedades complexas X e Y, uma aplicac¸a˜o contı´nua f : X → Y e´ holomorfa se
para toda carta (U, ϕ) de X e toda carta (V,ψ) de Y com f (U) ⊂ V, a aplicac¸a˜o ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ( f (U))
e´ holomorfa.
Os resultados locais sobre func¸o˜es holomorfas em Cn se generalizam imediatamente para as func¸o˜es ho-
lomorfas em variedades complexas.
Proposic¸a˜o 1.14. Princı´pio da Identidade. Sejam X e Y variedades complexas com X conexa. Se f , g : X → Y sa˜o
func¸o˜es holomorfas e f = g em um aberto U ⊂ X enta˜o f = g em X.
Proposic¸a˜o 1.15. Princı´pio do Ma´ximo. Seja X uma variedade complexa conexa. Se f : X → C e´ uma func¸a˜o
holomorfa na˜o constante enta˜o | f | na˜o possui ma´ximo local em X.
Como consequeˆncia do Princı´pio do Ma´ximo vemos que uma variedade compacta na˜o possui muitas
func¸o˜es holomorfas.
Corola´rio 1.16. Se X e´ uma variedade complexa compacta e conexa enta˜o toda func¸a˜o holomorfa em X e´ constante.
O resultado acima e´ um primeiro exemplo de como a teoria de variedades complexas difere drasticamente
da teoria de variedades diferencia´veis. No caso diferencia´vel o espac¸o das func¸o˜es suaves em uma variedade
diferencia´vel (compacta ou na˜o) e´ um espac¸o vetorial de dimensa˜o infinita2, ou seja, existem muitas func¸o˜es
suaves globais, enquanto que na categoria holomorfa (no caso compacto e conexo) so´ existem as constantes.
Uma consequeˆncia desse resultado e´ o fato de Cn na˜o possuir subvariedades compactas.
Corola´rio 1.17. Uma variedade complexa compacta e conexa de dimensa˜o positiva na˜o admite um mergulho holomorfo
em Cn para nenhum n ≥ 1.
1Dizemos que uma variedade diferencia´vel e´ orienta´vel se admite um atlas diferncia´vel de modo que o jacobiano das func¸o˜es de
transic¸a˜o tenha sempre determinante positivo.
2Isso se deve ao fato de existirem partic¸o˜es diferencia´veis da unidade.
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Demonstrac¸a˜o. Seja X uma variedade complexa compacta e conexa e suponha que existe um mergulho holo-
morfo f : X → Cn. As composic¸o˜es fi = f ◦ zi de f com as func¸o˜es coordenadas zi : Cn → C, i = 1, · · · , n
definem func¸o˜es holomorfas globais em X e portanto, do corola´rio 1.16, cada fi deve ser constante. Asssim, f
e´ constante e portanto X se reduz a um ponto.
Este e´ um outro exemplo da diferenc¸a entre as teorias das variedades complexas e diferencia´veis. Em con-
traste com o resultado acima, o famoso Teorema de Whitney diz que toda variedade diferencia´vel, compacta
ou na˜o, admite um mergulho suave em algum RN .
A estrutura complexa no fibrado tangente
Dada uma variedade complexa X considere o seu fibrado tangente TX.
Seja ϕ : U → ϕ(U) ⊂ Cn uma carta holomorfa em U ⊂ X. Se p ∈ U, a diferencial dϕp : TpX → Tϕ(p)Cn =
Cn estabelece um isomorfismo linear. Podemos enta˜o transportar a estrutura complexa padra˜o de Cn a TpX,
obtendo assim uma aplicac¸a˜o linear Jp : TpX → TpX satisfazendo J2p = −id. Explicitamente
Jp = d(ϕ−1)ϕ(p) ◦ J0 ◦ dϕp
onde J0 e´ a multiplicac¸a˜o por
√−1 em Cn.
Se ψ : V → ψ(U) ⊂ Cn e´ um outro sistema de coordenadas com U ∩ V 6= ∅ enta˜o ψ = h ◦ ϕ em U ∩ V,
onde h : ϕ(U ∩ V) → ψ(U ∩ V) e´ um biholomorfismo. Do fato de h ser holomorfa temos que J0dhq = dhq J0
para todo q ∈ ϕ(U ∩V) (veja a sec¸a˜o 1.2).
Assim, para p ∈ U ∩V temos
d(ψ−1)ψ(p) ◦ J0 ◦ dψp = d(ψ−1)ψ(p) ◦ J0 ◦ dhϕ(p) ◦ dϕp
= d(ψ−1)ψ(p) ◦ dhϕ(p) ◦ J0 ◦ dϕp
= d(ϕ−1)ϕ(p) ◦ J0 ◦ dϕp,
o que mostra que a definic¸a˜o de Jp independe do sistema de coordenadas.
Vemos assim que TpX e´ naturalmente um espac¸o vetorial complexo, onde definirmos a multiplicac¸a˜o por
um escalar pela fo´rmula (a +
√−1b)v = av + bJpv. Dizemos que Jp e´ a estrutura complexa induzida em TpX e
denotamos por J : TX → TX o endomorfismo de TX definido por J(p, v) = Jp(v).
Em coordenadas, se ϕ e´ dada por {zi = xi +
√−1yi}i=1,...,n, a base
{
∂
∂x1
, . . . , ∂∂xn ,
∂
∂y1
. . . , ∂∂yn
}
de R2n ' Cn
induz pela diferencial dϕp : TpX → Cn uma base{
∂
∂x1
∣∣∣∣
p
, . . . ,
∂
∂xn
∣∣∣∣
p
,
∂
∂y1
∣∣∣∣
p
, . . . ,
∂
∂yn
∣∣∣∣
p
}
⊂ TpX, (1.1)
e a aplicac¸a˜o Jp e´ dada por
Jp :
∂
∂xi
∣∣∣∣
p
7−→ ∂
∂yi
∣∣∣∣
p
,
∂
∂yi
∣∣∣∣
p
7−→ − ∂
∂xi
∣∣∣∣
p
(1.2)
Da pro´pria definic¸a˜o da estrutura complexa induzida, vemos que uma aplicac¸a˜o entre variedades comple-
xas f : X → Y sera´ holomorfa se e somente se d fx JXx = JYf (x)d fx para todo x ∈ X, onde JX e JY denotam as
estruturas complexas induzidas em TX e TY respectivamente.
1.3.1 Exemplos
Apresentaremos a seguir alguns dos exemplos ba´sicos de variedades complexas.
Exemplo 1.18. O exemplo trivial de variedade complexa e´ o espac¸o complexo n-dimensional Cn. Mais ge-
ralmente, qualquer C-espac¸o vetorial V de dimensa˜o finita e´ uma variedade complexa, pois podemos tomar
como carta holomorfa global um isomorfismo C-linear φ : V → Cn, onde n = dimC V.
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Exemplo 1.19. O espac¸o projetivo complexo. O espac¸o projetivo complexo de dimensa˜o n, denotado por Pn,
e´ o conjunto de todas as retas complexas em Cn+1 que passam pela origem. Podemos defini-lo como sendo o
quociente
Pn =
Cn+1 \ {0}
∼ ,
onde u ∼ v se e somente se u = λv para algum λ ∈ C∗.
Consideramos em Pn a topologia quociente dada pela projec¸a˜o canoˆnica pi : Cn+1 \ {0} → Pn que associa
a cada 0 6= v ∈ Cn+1 a sua classe de equivaleˆncia [v] ∈ Pn, isto e´, um conjunto U ⊂ Pn sera´ aberto se e
somente se sua pre´-imagem pi−1(U) for aberta em Cn+1 \ {0}.
Com essa topologia a aplicac¸a˜o pi e´ aberta, pois se V ⊂ Cn+1 \ {0} e´ um aberto enta˜o pi−1(pi(V)) = {λz :
z ∈ V,λ ∈ C∗} e´ aberto em Cn+1 \ {0} e portanto pi(V) e´ aberto em Pn. Isso mostra que Pn tem base enu-
mera´vel, pois a imagem de uma base de abertos de Cn+1 \ {0} sera´ uma base de abertos de Pn. Ale´m disso,
essa topologia e´ Hausdorff. De fato, dados [v], [w] ∈ Pn distintos, os conjuntos {λv : λ ∈ C∗} e {µw : µ ∈ C∗}
sa˜o fechados disjuntos em Cn+1 \ {0} e portanto podemos separa´-los por abertos disjuntos V e W, e assim as
projec¸o˜es pi(V) e pi(W) sa˜o abertos disjuntos separando [v] e [w].
Se v = (z0, . . . , zn) ∈ Cn+1 \ {0} denotamos por [z0 : · · · : zn] ∈ Pn sua classe de equivaleˆncia e os nu´meros
z0, . . . , zn sa˜o chamados coordenadas homogeˆneas de [v]. Note que [z0 : · · · : zn] = [λz0 : · · · : λzn] para todo
λ ∈ C∗.
Para definir coordenadas holomorfas em Pn considere os subconjuntos
Ui = {[z0 : · · · : zn] ∈ Pn : zi 6= 0} ⊂ Pn, i = 0, . . . , n.
E´ claro que os Ui sa˜o abertos em Pn e que Pn =
⋃n
i=0 Ui.
Defina ϕi : Ui → Cn por
ϕi([z0 : · · · : zn]) =
(
z0
zi
, · · · , zi−1
zi
,
zi+1
zi
· · · , zn
zi
)
.
E´ fa´cil ver que ϕi e´ um homemorfismo e que sua imagem e´ todo o Cn. A sua inversa e´ dada por
ϕ−1i (w1, . . . , wn) = [w1 : · · · : wi−1 : 1 : wi+1 : · · · : wn].
A definic¸a˜o de ϕi possue uma motivac¸a˜o geome´trica. Se denotarmos por Hi o hiperplano afim de Cn dado
pela equac¸a˜o zi = 1, uma reta complexa passando pela origem ` = [z0 : · · · : zn] com zi 6= 0 intersectara´ Hi
em um u´nico ponto p = Hi ∩ ` = (z0/zi, . . . , zi−1, 1, zi+1, . . . , zn/zi). Obtemos as coordenadas de ` projetando
p em Cn via (z0, . . . , zn) 7→ (z0, . . . , zi−1, zi+1, . . . , zn).
Para calcular a expressa˜o da mudanc¸a de coordenadas suponha, sem perda de generalidade, que i < j.
Temos enta˜o que ϕj(Ui ∩Uj) = {(w1, . . . , wn) ∈ Cn : wi 6= 0} e usando a expressa˜o acima para a inversa de
ϕj vemos que a mudanc¸a de coordenadas e´ dada por
ϕij(w1, . . . , wn) =
(
w1
wi
, · · · , wi−1
wi
,
wi+1
wi
, · · · , wj−1
wi
,
1
wi
,
wj+1
wi
, · · · wn
wi
)
,
que e´ claramente holomorfa em Cn \ {wi = 0}.
Vemos portanto que o espac¸o projetivo complexo e´ uma variedade complexa. E´ fa´cil ver que a projec¸a˜o
natural pi : Cn+1 \ {0} → Pn e´ holomorfa.
Uma outra descric¸a˜o u´til de Pn e´ como um quociente da esfera S2n+1 por uma ac¸a˜o do cı´rculo S1. Con-
sidere a esfera unita´ria S2n+1 ⊂ Cn+1. Note que dois pontos u, v ∈ S2n+1 definem a mesma reta complexa
se e somente se u = λv com |λ| = 1. Assim, Pn pode ser visto como o quociente de S2n+1 pela relac¸a˜o de
equivaleˆncia u ∼ v⇔ u = λv para algum λ ∈ S1, ou equivalentemente, como o quociente
Pn =
S2n+1
S1
,
onde S1 age em S2n+1 via λ · (z0, . . . , zn) = (λz0, . . . ,λzn).
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Denotando por ρ : S2n+1 → Pn a projec¸a˜o canoˆnica na˜o e´ difı´cl ver que a topologia quociente induzida por
ρ e´ a mesma topologia induzida por pi. Em particular isso mostra que Pn e´ uma variedade compacta, pois e´
a imagem de S2n+1 por uma aplicac¸a˜o contı´nua.
Podemos pensar em Pn como sendo uma compactificac¸a˜o de Cn. Considere o aberto U0 = {z0 6= 0}
definido acima. Note que a carta ϕ0 : U0 → Cn definida acima estabelece um isomorfismo holomorfo U0 ' Cn.
O complementar de U0 e´ o conjunto H0 = {z0 = 0} que e´ biholomorfo ao espac¸o projetivo Pn−1 segundo a
aplicac¸a˜o φ : H0 → Pn−1, [0 : z1 : · · · : zn] 7→ [z1 : · · · : zn].
Vemos enta˜o que Pn pode ser escrito como
Pn = U0 ∪ H0 ' Cn ∪Pn−1,
isto e´, o espac¸o projetivo Pn e´ obtido de Cn atrave´s da junc¸a˜o de uma co´pia de Pn−1. O conjunto H0 e´
chamado de hiperplano no infinito.
Repetindo o argumento acima para o fator Pn−1 obtemos, por induc¸a˜o, uma decomposic¸a˜o
Pn ' Cn ∪Cn−1 ∪ · · · ∪C∪ {p}, (1.3)
onde p e´ um ponto correspondente a p0 = [0 : · · · : 0 : 1] ∈ Pn.
No caso n = 1 vemos que P1 e´ difeomorfo a` compactificac¸a˜o de C por um ponto, e portanto P1 ' S2 como
variedades diferencia´veis.
Lembre que um CW-complexo e´ um espac¸o topolo´gico obtido de co´pias homeomorfas de discos fechados
identificados pela fronteira. Para a definic¸a˜o precisa e os resultados ba´sicos sobre CW-complexos consulte [8].
Na decomposic¸a˜o (1.3), a cada passo colamos um disco fechado de dimensa˜o 2k em Pk−1. O interior desse
disco e´ homeomorfo a C2k e sua fronteira e´ colada em Pk−1 segundo a projec¸a˜o canoˆnica S2k−1 → Pk−1. Isso
mostra que Pn e´ um CW-complexo com uma ce´lula em cada dimensa˜o 0, 2, . . . , 2n, e portanto os grupos de
homologia com coeficientes inteiros de Pn sa˜o dados por
Hi(Pn,Z) =
{
Z se i = 0, 2, . . . , 2n
0 caso contra´rio
Exemplo 1.20. Toros complexos. Um reticulado em Cn e´ um subgrupo de (Cn,+) da forma
L =
{
α =∑
i
niαi : ni ∈ Z, i = 1, · · · , 2n
}
,
onde α1, · · · , α2n ∈ Cn sa˜o linearmente independentes sobre R.
Dado um reticulado L ⊂ Cn podemos considerar o grupo quociente
X =
Cn
L
,
no qual dois elementos z, w ∈ Cn sera˜o identificados se a z− w ∈ L. O conjunto X e´ chamado toro complexo
e veremos a seguir que X e´ uma variedade complexa compacta de dimensa˜o n.
Consideramos em X a topologia quociente induzida pela projec¸a˜o canoˆnica pi : Cn → X, que leva cada
ponto z ∈ Cn na sua classe z + L ∈ X. Da pro´pria definic¸a˜o de topologia quociente a aplicac¸a˜o pi e´ contı´nua.
Ale´m disso pi e´ aberta, pois dado um aberto V ⊂ Cn temos que
pi−1(pi(V)) =
⋃
α∈L
(V + α),
que e´ aberto em Cn e portanto pi(V) e´ aberto em X. Com isso e´ fa´cil mostrar que X e´ de Hausdorff e tem base
enumera´vel.
Note que todo ponto de Cn e´ equivalente a um ponto no paralelogramo fundamental P = {α = ∑i tiαi :
ti ∈ [0, 1], i = 1, · · · , 2n}. Em particular temos que X = pi(P) e portanto, como pi e´ contı´nua, vemos que X e´
compacto.
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Como L e´ discreto, dado um ponto z ∈ Cn podemos escolher uma vizinhanc¸a aberta U de z suficientemente
pequena de modo que U na˜o contenha nenhum outro ponto de z+ L. Desta forma pi|U : U → pi(U) e´ bijetora
e portanto um homeomorfismo. Vemos enta˜o que pi : Cn → X e´ um recobrimento.
Com isso podemos definir cartas holomorfas em X. Cobrimos Cn por abertos Vi de modo que pi|Vi : Vi →
pi(Vi) = Ui sa˜o homeomorfismos e tomamos como cartas em X as inversas ϕi = (pi|Vi )−1 : Ui → Vi.
Se Ui ∩Uj 6= ∅ e´ fa´cil ver que Vj intersecta Vi + α para um u´nico α ∈ L e enta˜o ϕj(Ui ∩Uj) = (Vi + α) ∩Vj
e ϕi(Ui ∩Uj) = Vi ∩ (Vj − α). A mudanc¸a de coordenadas nessa caso e´ dada por
ϕij : (Vi + α) ∩Vj −→ Vi ∩ (Vj − α)
z 7−→ z− α,
que e´ claramente holomorfa e portanto (Ui, ϕi) e´ um atlas holomorfo em X.
Note que a aplicac¸a˜o de recobrimento pi : Cn → X e´ holomorfa, pois sua composic¸a˜o com uma carta
ϕi : Ui → Vi e´ a identidade. Mais ainda, a estrutura complexa acima definida e´ a u´nica que torna pi holomorfa.
Todo toro complexo X = Cn/L e´ difeomorfo a um produto de 2n-co´pias do cı´rculo S1. O difeomorfismo e´
obtido pela passagem ao quociente da aplicac¸a˜o ψ : R× · · · ×R→ Cn dada por ψ(t1, . . . , t2n) = ∑i tiαi, lem-
brando que S1 ' R/Z. Em particular, quaisquer dois toros complexos de mesma dimensa˜o sa˜o difeomorfos.
A estrutura complexa no entanto e´ mais rı´gida, isto e´, podem existir toros complexos de mesma dimensa˜o
que na˜o sa˜o isomorfos como variedades complexas (isto e´, na˜o existe um biholomorfismo entre eles). Esse
fenoˆmeno ja´ ocorre em dimensa˜o 1, como veremos as seguir.
Sejam X = C/L e Y = C/M dois toros complexos unidimensionais e denote por piL : C→ X e piM : C→ Y
as projec¸o˜es canoˆnicas. Seja f : X → Y uma aplicac¸a˜o holomorfa. Compondo com uma translac¸a˜o em Y que
leva f (0) em 0 podemos supor que f (0) = 0.
Como C e´ simplesmente conexo, a aplicac¸a˜o f ◦ piL : C → Y se levanta a uma aplicac¸a˜o F : C → C
satisfazendo piM ◦ F = f ◦ piL e podemos escolheˆ-la de modo que F(0) = 0. Note que F e´ holomorfa pois,
localmente, F = pi−1M ◦ f ◦ piL.
Como f (0) = 0 temos que F(L) ⊆ M. Mais ainda, temos que F(z + α) = F(z) mod M para todo α ∈ L
e portanto dados z ∈ C e α ∈ L existe ω(z, α) ∈ M de modo que F(z + α) − F(z) = ω(z, α). Note que o
membro esquerdo dessa igualdade e´ contı´nuo em z e portanto, como M e´ discreto, temos que ω(z, α) = ω(α)
independe de z.
Derivando a equac¸a˜o F(z+ α)− F(z) = ω(α) em relac¸a˜o a z temos que F′(z+ α) = F′(z) para todo α ∈ M.
Vemos enta˜o que F′ e´ duplamente perio´dica e portanto, pelo Teorema de Liouville, e´ constante. Logo F deve
ser da forma F(z) = γz.
Vemos enta˜o que toda aplicac¸a˜o holomorfa f : X → Y e´ induzida por uma aplicac¸a˜o F : C → C da forma
F(z) = γz + a onde a,γ ∈ C e γL ⊆ M.
Esse fato nos permite construir exemplos de toros na˜o isomorfos. Considere por exemplo os reticulados
L = Z+ ξZ onde ξ = exp(
√−1pi
4 ) e M = Z+
√−1Z e sejam X = C/L e Y = C/M os toros associados.
Se existisse um biholomorfismo f : X → Y existiria um nu´mero complexo γ tal que γL ⊆ M. Em particular
terı´amos que γ ∈ M = Z[√−1] e portanto |γ|2 seria um nu´mero inteiro. Por outro lado terı´amos tambe´m
que γ(1 + ξ) ∈ M e portanto |γ(1 + ξ)|2 = |γ|2|1 + ξ|2 tambe´m seria inteiro, o que na˜o pode ocorrer pois
|1+ ξ|2 = 2+√2.
Exemplo 1.21. No exemplo acima, para definir a estrutura holomorfa no toro complexo X utilizamos apenas
o fato de que pi : Cn → X e´ um recobrimento e que as transformac¸o˜es de recobrimento sa˜o holomorfas.
Podemos generalizar este exemplo para a seguinte situac¸a˜o. Suponha que um espac¸o topolo´gico X seja
recoberto por uma variedade complexa X˜ e denote por pi : X˜ → X a aplicac¸a˜o de recobrimento. Se as
transformac¸o˜es de recobrimento (que sa˜o homeomorfismos entre abertos de X˜) forem holomorfas enta˜o
existe uma u´nica estrutura complexa em X que torna pi holomorfa. As cartas holomorfas sa˜o obtidas pela
composic¸a˜o das cartas em X˜ com inversas locais de pi.
Em particular, se G e´ um grupo agindo em uma variedade complexa X por biholomorfismos e a ac¸a˜o e´
livre e propriamente descontı´nua3 enta˜o a aplicac¸a˜o quociente pi : X → X/G e´ um recobrimento e portanto o
3Uma ac¸a˜o G× X → X, (g, x) 7→ g · x e´ livre se g · x 6= x para todo x em X e todo g 6= e em G e e´ propriamente descontı´nua se dados
x, y ∈ X existem vizinhanc¸as U de x e V de y de modo que o conjunto {g ∈ G : (g ·U) ∩V 6= ∅} e´ finito.
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epac¸o de o´rbitas X/G admite uma estrutura complexa.
1.3.2 Func¸o˜es Meromorfas
Como vimos, uma variedade complexa na˜o possue muitas func¸o˜es holomorfas. No caso compacto e conexo
por exemplo, so´ existem as constantes (Corola´rio 1.16). Sendo assim, somos naturalmente levados a conside-
rar uma classe mais ampla de objetos, que sa˜o as chamadas func¸o˜es meromorfas.
Se X uma variedade complexa, dado um ponto x ∈ X e duas func¸o˜es holomorfas f e g definidas em
vizinhanc¸as U e V de x dizemos que f e g definem o mesmo germe em x, e denotamos f ∼x g, se existe uma
viznhanc¸a W de x com W ⊂ U ∩V tal que f |W = g|W .
O caule de func¸o˜es holomorfas em x, denotado por OX,x, e´ o conjunto das func¸o˜es holomorfas definidas
em torno de x segundo a relac¸a˜o de equivaleˆncia ∼x. A classe de uma func¸a˜o f e´ denotada por fx e e´ chamado
germe de f em x. Esta definic¸a˜o e´ um caso particular do que se chama caule de um feixe, do qual vamos falar
com mais detalhes no pro´ximo capı´tulo (veja o Exemplo 2.16).
E´ fa´cil ver que OX,x e´ domı´nio de integridade. Denotamos por Q(OX,x) o seu corpo de frac¸o˜es.
Definic¸a˜o 1.22. Seja X uma variedade complexa. Uma func¸a˜o meromorfa em X e´ uma aplicac¸a˜o
f : X −→ ⋃
x∈X
Q(OX,x)
tal que para todo x0 existe uma vizinhanc¸a U de x0 e func¸o˜es holomorfas g, h : U → C tal que fx = gxhx .
Em outras palavras, uma func¸a˜o meromorfa e´ dada localmente como raza˜o de duas func¸o˜es holomorfas.
Note que, apesar do nome, uma func¸a˜o meromorfa na˜o e´ de fato uma func¸a˜o, pois seu valor na˜o esta´ defi-
nido nos pontos em que o denominador se anula. No entanto, se fx =
gx
hx
e hx 6= 0 faz sentido calcularmos
f (x) .= g(x)h(x) e o valor na˜o depende dos representantes escolhidos.
O conjunto das func¸o˜es meromorfas em X e´ denotado por K(X). Na˜o e´ difı´cil ver que quando X e´ conexa
K(X) e´ um corpo, chamado corpo de func¸o˜es de X. A chamada Geometria Birracional se ocupa do estudo das
variedades por meio do seu corpo de func¸o˜es. Um resultado central da Geometria Birracioal Complexa e´ o
chamado Teorema de Siegel, que da´ informac¸a˜o sobre a extensa˜o de corpos C ⊂ K(X).
Lembre que, dada uma extensa˜o de corpos K ⊂ L dizemos que α1, . . . , αr sa˜o algebricamente dependentes
sobre K se existe f ∈ K[x1, · · · , xr] tal que f (α1, . . . , αr) = 0 e sa˜o algebricamente independentes caso contra´rio.
O grau de transcendeˆncia da extensa˜o K ⊂ L e´ o nu´mero ma´ximo de elementos algebricamente independentes.
Note que as func¸o˜es constantes podem ser vistas como func¸o˜es meromorfas e portanto obtemos uma
extensa˜o de corpos C ⊂ K(X). O Teorema de Siegel da´ uma limitac¸a˜o para o grau de transcendeˆncia dessa
extensa˜o. Para uma demonstrac¸a˜o consulte [9], cap. 2.
Proposic¸a˜o 1.23. (Teorema de Siegel) Se X e´ uma variedade complexa de dimensa˜o n, o grau de transcendeˆncia de
K(X) sobre C e´ no ma´ximo n.
Capı´tulo 2
Feixes e Cohomologia
E´ muito comum, tanto na Geometria quanto na Ana´lise, encontrarmos problemas que podem ser resolvidos
localmente, mas que nem sempre possuem uma soluc¸a˜o global. Como exemplo deste fenoˆmeno podemos
citar o problema decidir quando uma forma diferencial fechada e´ exata ou ainda o problema relacionado de
existeˆncia de soluc¸o˜es de equac¸o˜es diferenciais parciais.
O conceito de feixe fornece uma linguagem natural para tratarmos esse tipo de problema e a sua cohomo-
logia vem como uma ferramenta para entender as possı´veis obstruc¸o˜es na passagem do local para o global.
2.1 Definic¸a˜o
Considere um espac¸o topolo´gico X. Para cada aberto U ⊂ X denote por C(U) o espac¸o das func¸o˜es contı´nuas
em U a valores complexos. A continuidade e´ uma propriedade local, isto e´, se f ∈ C(U) e V ⊂ U e´ um outro
aberto de X, a restric¸a˜o f |V define uma func¸a˜o contı´nua em V, isto e´, f |V ∈ C(V).
Se ale´m disso X for uma variedade diferencia´vel, podemos definir o espac¸o C∞(U) das func¸o˜es dife-
rencia´veis sobre U a valores complexos. Novamente, como diferenciabilidade e´ uma propriedade local, se
f ∈ C∞(U) e V ⊂ U enta˜o f |V ∈ C∞(V).
Esses sa˜o exemplos de feixes. A ideia do conceito de feixe sobre um espac¸o topolo´gico e´ concentrar em
um so´, objetos que sa˜o definidos por propriedades locais.
Definic¸a˜o 2.1. Um pre´-feixe F de grupos abelianos em X e´ uma colec¸a˜o de grupos abelianos F (U), um para
cada aberto U ⊂ X, com F (∅) = 0 e homomorfismos rV,U : F (U)→ F (V) sempre que V ⊂ U, satisfazendo
S1. rU,U = idF (U)
S2. rW,V ◦ rV,U = rW,U sempre que W ⊂ V ⊂ U
O grupo F (U) e´ chamado de grupo de sec¸o˜es de F sobre U e as aplicac¸o˜es rV,U sa˜o chamadas restric¸o˜es.
Com frequeˆncia, quando o aberto U estiver subentendido, denotaremos rV,U(s) = s|V para s ∈ F (U).
Dizemos que um pre´-feixe F e´ um feixe se satisfizer as duas condic¸o˜es adicionais: para todo aberto U ⊂ X
e toda cobertura por abertos U =
⋃
i∈I Ui temos
S3. Se s, t ∈ F (U) e rUi ,U(s) = rUi ,U(t) para todo i ∈ I, enta˜o s = t,
S4. Se si ∈ F (Ui) sa˜o tais que rUi∩Uj ,Ui (si) = rUi∩Uj ,Uj(sj) para todo i, j ∈ I enta˜o existe s ∈ F (U) tal que
rUi ,U(s) = si.
A condic¸a˜o S3 diz que uma sec¸a˜o e´ determinada pelas suas restric¸o˜es e a condic¸a˜o S4 diz que se temos
sec¸o˜es dadas em uma cobertura de U e elas concordam nas intersecc¸o˜es enta˜o elas se combinam em uma
(u´nica) sec¸a˜o definida em todo U.
Observac¸a˜o 2.2. De maneira ana´loga podemos definir feixes de ane´is (ou de espac¸os vetoriais, de a´lgebras,
etc.). Nesse caso cada F (U) sera´ um anel (um espac¸o vetorial, uma a´lgebra, etc.) e cada restric¸a˜o rU,V um
homomorfismo de ane´is (uma transformac¸a˜o linear, um homomorfismo de a´lgebras, etc.).
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Exemplos
Nos exemplos a seguir X e´ uma variedade complexa. As condic¸o˜es S1-S4 da definic¸a˜o 2.1 sa˜o imediatamente
verificadas.
Exemplo 2.3. O feixe das func¸o˜es diferencia´veis em X, definido por
C∞X (U) = { f : U → C : f e´ diferencia´vel}
com as aplicac¸o˜es de restric¸a˜o C∞X (U) 3 f 7→ f |V ∈ C∞X (V) e´ um feixe, denotado por C∞X .
Observe que C∞X e´ um feixe de ane´is e tambe´m um feixe de C-a´lgebras.
Exemplo 2.4. O feixe das func¸o˜es holomorfas em X, definido por
OX(U) = { f : U → C : f e´ holomorfa}
com as aplicac¸o˜es de restric¸a˜o OX(U) 3 f 7→ f |V ∈ OX(V) e´ um feixe, denotado por OX .
Nesse exemplo tambe´m temos que OX e´ um feixe de ane´is e um feixe de C-a´lgebras.
Exemplo 2.5. O feixe das func¸o˜es holomorfas que na˜o se anulam, definido por
O∗X(U) = { f : U → C : f e´ holomorfa e f 6= 0 em U}
com a operac¸a˜o de multiplicac¸a˜o, e´ um feixe, denotado por O∗X . Note que O∗X e´ apenas um feixe de grupos.
Os exemplos 2.3 e 2.4 acima podem ser generalizados da seguinte maneira.
Exemplo 2.6. Dado um fibrado vetorial complexo1 pi : E → X definimos o feixe de sec¸o˜es (diferencia´veis) de
E por
E(U) = {s : U → pi−1(U) : s e´ diferencia´vel e pi ◦ s = idU}
com as aplicac¸o˜es de restric¸a˜o naturais. Obtemos assim um feixe, denotado por E . Note que quando E =
X×C e´ o fibrado trivial de posto 1, temos que E = C∞X .
Exemplo 2.7. Agora se pi : E→ X e´ um fibrado holomorfo2, definimos o feixe de sec¸o˜es holomorfas de E por
O(E)(U) = {s : U → pi−1(U) : s e´ holomorfa e pi ◦ s = idU}
com as aplicac¸o˜es de restric¸a˜o naturais. Obtemos assim um feixe, denotado por O(E). Quando E = X ×C e´
o fibrado trivial de posto 1 temos que O(E) = OX .
Os dois exemplos anteriores conte´m ainda mais estrutura: dada uma sec¸a˜o s ∈ E(U) e uma func¸a˜o
f ∈ C∞(U) podemos multiplica´-los, e obtemos uma nova sec¸a˜o f s ∈ E(U), ou seja, E(U) e´ um mo´dulo sobre
o anel C∞(U). Analogamente, O(E)(U) e´ um mo´dulo sobre OX(U).
Definic¸a˜o 2.8. Seja A um feixe de ane´is sobre X. Dizemos que F e´ um feixe de A-mo´dulos sobre X se cada
F (U) e´ um A(U)-mo´dulo e as restric¸o˜es F (U) → F (V) sa˜o homomorfismos de A(U)-mo´dulos, onde F (V)
e´ visto como mo´dulo sobre A(U) via
f s = rV,U( f ) · s, f ∈ A(U), s ∈ F (V).
Exemplo 2.9. Se G e´ um grupo abeliano poderı´amos tentar definir um feixe constante, fazendo F (U) = G
para cada aberto ∅ 6= U ⊂ X, F (∅) = 0 e tomando rU,V = idG se V 6= ∅ e rU,∅ = 0. No entanto, desta
maneira na˜o obtemos um feixe: as condic¸o˜es S1-S3 da definc¸a˜o 2.1 sa˜o satisfeitas mas a condic¸a˜o S4 na˜o.
De fato, sejam U, V abertos disjuntos na˜o vazios e W = U ∪ V. Tome g ∈ F (U) = G e h ∈ F (V) = G
elementos distintos de G. Temos que rU∩V,U(g) = 0 = rU∩V,V(h), pois U ∩V = ∅, mas na˜o podemos colar a
nenhuma sec¸a˜o f sobre W, pois terı´amos f = rU,W( f ) = g 6= h = rV,W( f ) = f .
No entanto podemos remediar a situac¸a˜o da seguinte maneira: definimos um feixe em X associando a
cada aberto U ⊂ X o grupo das func¸o˜es localmente constantes em U a valores em G. E´ fa´cil ver que agora as
condic¸o˜es S1-S4 sa˜o satisfeitas. Obtemos assim um feixe, chamado feixe localmente constante associado a G,
denotado por G ou simplesmente G. Os exemplos que aparecera˜o com mais frequencia sa˜o os feixes Z,R e
C.
1Para a definic¸a˜o consulte a sec¸a˜o 3.1.
2Para a definic¸a˜o consulte a sec¸a˜o 3.2.
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2.2 Limites Diretos
Nesta sec¸a˜o definiremos o limite direto de um sistema de grupos abelianos. Este conceito sera´ usado mais
adiante na definic¸a˜o do caule de um feixe e na definic¸a˜o dos grupos de cohomologia de Cˇech.
Definic¸a˜o 2.10. Um conjunto dirigido I e´ um conjunto com uma ordem parcial ≤ tal que para todo i, j ∈ I
existe k ∈ I tal que k ≤ i e k ≤ j.
Exemplo 2.11. Seja X um espac¸o topolo´gico. Dadas duas coberturas abertas U = {Ui}i∈I e V = {Vj}j∈J de X,
dizemos que V e´ um refinamento de U , e escrevemos V  U , se para todo j ∈ J existe i ∈ I tal que Vj ⊂ Ui.
E´ fa´cil ver que  e´ uma ordem parcial. Ale´m disso, se U = {Ui}i∈I e V = {Vj}j∈J , a cobertura W =
{Ui ∩Vj}(i,j)∈I×J e´ um refinamento comum de U e V , isto e´,W  U eW  V .
Desta maneira, o conjunto de todas as coberturas abertas de X com a relac¸a˜o de ordem  e´ um conjunto
dirigido.
Exemplo 2.12. Seja X um espac¸o topolo´gico e x um ponto de X. Dadas duas vizinhanc¸as abertas U e V de x,
temos que U ∩V e´ uma vizinhanc¸a de x contida em U e em V. Assim, o conjunto das vizinhanc¸as abertas de
x com a ordem parcial dada pela inclusa˜o ⊆ e´ um conjunto dirigido.
Definic¸a˜o 2.13. Um sistema dirigido de grupos abelianos e´ uma colec¸a˜o {Ai}i∈I de grupos abelianos, indexada
por um conjunto dirigido com homomorfismos fij : Aj → Ai sempre que i ≤ j satisfazendo
1. fii = idAi
2. fij ◦ f jk = fik sempre que i ≤ j ≤ k
Exemplo 2.14. Se F e´ um feixe sobre X, enta˜o {F (U) : x ∈ U}, com a ordem definida no exemplo 2.12 e as
restric¸o˜es rV,U : F (U)→ F (V), e´ um sistema dirigido de grupos abelianos
Definic¸a˜o 2.15. Um limite direto de um sistema dirigido de grupos abelianos ({Ai}i∈I , fij) e´ um grupo L
definido pela seguinte propriedade universal
1. Existem homomorfismos fi : Ai → L tal que f j = fi ◦ fij sempre que i ≤ j.
2. Se B e´ um grupo abeliano com homomorfismos gi : Ai → B satisfazendo gj = gi ◦ fij sempre que i ≤ j
enta˜o existe um homomorfismo g : L→ B tal que g ◦ fi = gi.
E´ facil ver que, se existir, o limite direto L e´ u´nico a menos de isomorfismo e sera´ denotado por lim−→ Ai.
Para ver a existeˆncia, defina
L =
⊔
i
Ai
/ ∼ (2.1)
onde xi ∈ Ai e´ equivalente a xj ∈ Aj se fki(xi) = fkj(xj) para algum k ≤ i, j, e defina fi : Ai → L o homomor-
fismo obtido compondo a inclusa˜o de Ai na unia˜o disjunta com a projec¸a˜o na classe de equivaleˆncia.
Essa descric¸a˜o nos da´ uma maneira intuitiva de pensar no lmite direto lim−→ Ai: ele e´ formado pelos elemen-
tos dos Ai’s, e identificamos dois deles se ficam iguais a partir de um certo instante. Essa descric¸a˜o deve ficar
mais clara no pro´ximo exemplo.
Exemplo 2.16. O caule de um feixe
Seja F um feixe sobre X e x ∈ X. Como vimos no exemplo 2.14, o conjunto das sec¸o˜es de F sobre abertos
contendo x formam um sistema dirigido de grupos abelianos. O limite direto
Fx = lim−→
x∈U
F (U) (2.2)
e´ chamado caule de F em x.
Tendo em vista a descric¸a˜o (2.1), um elemento de Fx e´ representado por uma sec¸a˜o s ∈ F (U) sobre algum
aberto contendo x, e identificamos duas sec¸o˜es s ∈ F (U) e t ∈ F (V) se existe algum aberto x ∈ W ⊂ U ∩V
tal que s|W = t|W .
Observe que Fx tem o mesmo tipo de estrutura que F , isto e´, se F for um feixe de ane´is enta˜o Fx sera´ um
anel e assim por diante.
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2.3 Morfismos de feixes
Definic¸a˜o 2.17. Um morfismo de (pre´-)feixes φ : F → G e´ uma colec¸a˜o de homomorfismos φU : F (U) →
G(U), um para cada aberto U, que comutam com as restric¸o˜es, isto e´
φU(s)|V = φV(s|V) s ∈ F (U), V ⊂ U.
Note que se φ : F → G e´ um homomorfismo de feixes enta˜o temos homomorfismos induzidos nos caules
φx : Fx → Gx
para todo x ∈ X.
Exemplo 2.18. A exponencial de func¸o˜es f 7→ exp(2pi√−1 f ) define um morfismo exp : OX → O∗X .
Proposic¸a˜o 2.19. Se φ : F → G e´ um homomorfismo de feixes enta˜o a associac¸a˜o
U 7−→ ker(φU : F (U)→ G(U))
define um feixe sobre X, denotado por ker φ e chamado feixe nu´cleo.
Demonstrac¸a˜o. As restric¸o˜es de ker φ sa˜o induzidas pelas restric¸o˜es de F , e portanto ker φ e´ um pre´-feixe.
Seja U ⊂ X um aberto e {Ui}i∈I uma cobertura de U. A propriedade S3 vale em ker φ pois vale em F .
Agora, se si ∈ ker φUi satisfazem si|Ui∩Uj = sj|Ui∩Uj enta˜o, como F e´ um feixe, temos, pela propriedade S4,
que existe s ∈ F (U) tal que s|Ui = si.
A sec¸a˜o φU(s) ∈ G(U) satisfaz φU(s)|Ui = φUi (s|Ui ) = φUi (si) = 0 e portanto, pela propriedade 3, temos
que φU(s) = 0 e portanto s ∈ kerφU , o que mostra que a propriedade S4 vale para ker φ.
Logo ker φ e´ um feixe.
Exemplo 2.20. Considere o homomorfismo exp : OX → O∗X definido no exemplo 2.18. Se U ⊂ X e´ conexo
enta˜o o nu´cleo de exp : OX(U) → O∗X(U) e´ formado pelas func¸o˜es constantes em U com valores inteiros e
portanto o nu´cleo do homomorfismo exp : OX → O∗X e´ o feixe localmente constante Z.
Definic¸a˜o 2.21. Dizemos que φ : F → G e´ injetor se ker φ e´ o feixe nulo.
Um ana´logo da proposic¸a˜o 2.19 na˜o vale para a imagem de um morfismo, isto e´, a associac¸a˜o
U 7−→ Im (φU : F (U)→ G(U))
na˜o define, em geral, um feixe, como mostra o seguinte exemplo.
Exemplo 2.22. Tome X = C∗ e considere o homomorfismo exponencial exp : OX → O∗X . Seja f a func¸a˜o
identidade em C∗. Note que f ∈ O∗X(C∗).
Se U = C∗ − {z : Re z ≤ 0}, podemos definir um logaritmo em U, isto e´, uma func¸a˜o logU ∈ OX(U)
tal que exp(logU) = idU = f |U . Tomando agora V = C∗ − {z : Re z ≥ 0} obtemos logV ∈ OX(V) tal que
exp(logU) = f |V .
Vemos portanto que f |U ∈ Im expU e f |V ∈ Im expV . No entanto, na˜o existe log ∈ OX(U ∪V) = OX(C∗)
com exp ◦ log = f , o que mostra que a condic¸a˜o S4 falha para Im exp. Logo Im exp na˜o e´ um feixe.
Embora a primeira tentativa de definic¸a˜o de Im φ fornec¸a apenas um pre´-feixe, existe uma maneira
canoˆnica de construir um feixe a partir de um pre´-feixe.
Definic¸a˜o 2.23. O feixe associado a um pre´-feixe F , denotado por F+, e´ o feixe definido da seguinte maneira:
as sec¸o˜es de F+ sobre um aberto U sa˜o aplicac¸o˜es s : U → ⊔x∈U Fx tal que para todo x ∈ U existe um aberto
V ⊂ U contendo x e uma sec¸a˜o t ∈ F (V) tal que s(y) = t(y) para todo y ∈ V.
Em outras palavras, as sec¸o˜es de F+ sa˜o elementos que sa˜o dados localmente por sec¸o˜es de F .
No exemplo 2.22, embora na˜o exista uma sec¸a˜o do pre´-feixe W 7→ Im expW sobre C∗ que se restrinja a
identidade em U e V, podemos definir uma sec¸a˜o ι sobre C∗ do feixe associado, fazendo ι|U = idU ∈ Im expU
e ι|V = idV ∈ Im expV .
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Definic¸a˜o 2.24. O feixe imagem de um morfismo φ : F → G, denotado por Im φ, e´ o feixe associado ao
pre´-feixe
U 7−→ Im (φU : F (U)→ G(U)).
Dizemos que φ e´ sobrejetor se Im φ = G.
Exemplo 2.25. A exponencial exp : OX → O∗X e´ um homomorfismo sobrejetor, pois todo aberto U pode ser
escrito como uma unia˜o U =
⋃
Ui com expUi : OX(Ui)→ O∗X(Ui) sobrejetora.
Observac¸a˜o 2.26. Note que, como mostra o exemplo acima, o fato de φ : F → G ser sobrejetor na˜o implica
que φU : F (U) → G(U) e´ sobrejetor para todo U. No entanto, esse exemplo ilustra tambe´m que para um
morfismo ser sobrejetor, basta que φU o seja para um quantidade suficiente de abertos de X. O seguinte lema
torna isso mais preciso
Lema 2.27. Seja φ : F → G um morfismo de feixes e sejam φx : Fx → Gx os homomorfismos induzidos. Enta˜o
a. φ e´ injetor se e somente se φx e´ injetor para todo x ∈ X
b. φ e´ sobrejetor se e somente se φx e´ sobrejetor para todo x ∈ X
Demonstrac¸a˜o. a. E´ claro da definic¸a˜o do feixe nu´cleo que (ker φ)x = ker(φx). Logo, se φ e´ injetora temos que
ker(φx) = 0 e portanto φx e´ injetora.
Para a recı´proca vamos utilizar a seguinte afirmac¸a˜o: se E e´ um feixe tal que todos os seus caules sa˜o
triviais enta˜o E e´ o feixo nulo. De fato: se Ex = 0 existe um aberto U 3 x tal que E(U) = 0. Se Ex = 0 para
todo x, podemos cobrir X por tais abertos e vemos que E(U) = 0 para todo U.
Logo, se ker(φx) = 0 para todo x temos que ker φ e´ o feixe nulo e portanto φ e´ injetora.
b. Suponha φ e´ sobrejetor. Seja x ∈ X e σx ∈ Gx. O germe σx e´ representado por algum σ ∈ G(U), com
x ∈ U. Da definic¸a˜o de feixe associado, as sec¸o˜es de G = Im φ sa˜o dadas localmente por elementos de Im φU .
Assim, podemos supor U suficientemente pequeno de modo que σ = φU(s) para alguma s ∈ F (U). Como φ
comuta com as projec¸o˜es vemos, tomando o limite direto, que φx(sx) = σx e portanto φx e´ sobrejetora.
Suponha agora φx sobrejetora para todo x e sejam U ⊂ X e σ ∈ G(U). Se x ∈ U vemos, da sobrejetividade
de φx, que existe um aberto Ux ⊂ U contendo x e sx ∈ G(Ux) tal que φUx (sx) = σ|Ux e como U = ∪x∈UUx
temos, da definic¸a˜o do feixe imagem, que σ ∈ Im φ(U), mostrando que φ e´ sobrejetora.
Tendo definido os feixes nu´cleo e imagem de um morfismo, podemos definir sequeˆncias exatas de feixes,
Definic¸a˜o 2.28. Dada uma sequeˆncia de feixes e morfismos,
F φ−→ G ψ−→ H
dizemos que essa sequeˆncia e´ exata em G se Im φ = kerψ.
Mais geralmente, um complexo de feixes e´ uma sequeˆncia da forma
· · · −→ F k φ
k
−→ F k+1 φ
k+1
−→ F k+2 −→ · · ·
com φk+1 ◦ φk = 0 para todo k, e dizemos que esse complexo e´ exato se a sequeˆncia F k−1 → F k → F k+1 for
exata em F k para todo k.
Observac¸a˜o 2.29. Uma sequeˆncia da forma 0→ F → G → H → 0 e´ chamada de sequeˆncia exata curta.
Exemplo 2.30. Como vimos, a exponencial de func¸o˜es holmorfas e´ um morfismo sobrejetor e seu nu´cleo e´ o
feixe localmente constante Z. Obtemos assim uma sequeˆncia exata curta
0 −→ Z −→ OX −→ O∗X −→ 0
chamada sequeˆncia exponencial. Voltaremos a falar dela com mais detalhes.
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Exemplo 2.31. O complexo de de Rham
Denote por AkX o feixe das k-formas diferenciais em X. A diferencial exterior define naturalmente um
morfismo de feixes d : AkX → Ak+1X . Como d2 = 0, obtemos um complexo
0 −→ A0X d−→ A1X d−→ · · · −→ AkX d−→ Ak+1X
d−→ · · ·
chamado complexo de de Rham de X.
De maneira ana´loga ao lema 2.27 demonstramos o seguinte
Lema 2.32. Uma sequeˆncia curta de feixes
0 −→ F −→ G −→ H −→ 0
e´ exata se e somente se a sequeˆncia induzida nos caules
0 −→ Fx −→ Gx −→ Hx −→ 0
e´ exata para todo x ∈ X.
Como deve ter ficado claro nos exemplos dados ate´ aqui, a exatida˜o de uma sequeˆncia curta de feixes
0 → F → G → H → 0 na˜o se traduz na exatida˜o da sequeˆncia 0 → F (X) → G(X) → H(X) → 0. A
cohomologia de feixes e´ uma maneira de medir esta falha.
2.4 Cohomologia de Feixes
Dado um feixe F sobre um espac¸o topolo´gico X, podemos deifnir grupos abelianos Hi(X,F ), chamados
grupos de cohomologia de X com coeficientes em F , que carregam informac¸o˜es sobre sequeˆncias exatas en-
volvendo F . Ale´m disso, como no caso de outras teorias de cohomologia (cohomologia singular, cohomologia
de de Rham, cohomologia de Dolbeaut, etc.), o conhecimento dos grupos Hi(X,F ), nos da´ informac¸o˜es sobre
as diversas estruturas de X (topologia, estrutura diferencia´vel, estrutura complexa, etc.).
Existem diversas maneiras de definirmos tais grupos, cada qual com suas vantagens e desvantagens. Nesta
sec¸a˜o apresentaremos duas delas: a cohomologia de Cˇech e a cohomologia via resoluc¸o˜es. A primeira tem
uma natureza combinato´ria e de certo modo mais construtiva, enquanto a segunda possui boas propriedades
formais, o que simplifica drasticamente alguns ca´lculos. A boa notı´cia e´ que poderemos usar esses dois pontos
de vista, pois quando X e´ um espac¸o paracompacto, por exemplo uma variedade, essas definic¸o˜es coincidem.
O objetivo aqui e´ apresentar a cohomologa de feixes mais como uma ferramenta do que como uma teoria
em si. Tudo sera´ feito tendo como objetivo principal as aplicac¸o˜es na geometria complexa. Desta maneira,
alguns resultados te´cnicos sera˜o enunciados sem demonstrac¸a˜o. No entanto, resultados mais elementares ou
aqueles cujas demonstrac¸o˜es sa˜o instrutivas para a compreensa˜o da aplicac¸a˜o da teoria sera˜o devidamente
demonstrados.
2.4.1 Cohomologia de Cˇech
Durante toda esta sec¸a˜o X sera´ um espac¸o topolo´gico e F um feixe sobre X.
Seja U = {Ui}i∈I uma cobertura de X por abertos. Vamos supor daqui em diante que I e´ um conjunto
ordenado. E´ conveniente introduzir a notac¸a˜o
Ui0i1···in = Ui0 ∩Ui1 ∩ · · · ∩Uin , {i0, · · · , in} ⊂ I.
Note que Ui0···îk ···in ⊇ Ui0···in .
Uma n-cocadeia de Cˇech com relac¸a˜o a U e´ uma colec¸a˜o f = ( fi0,··· ,in) de sec¸o˜es de F , uma para cada
Ui0···in com i0 < · · · < in. Note que o espac¸o das n-cocadeias de Cˇech, denotado por Cˇn(U ,F ), e´ o produto
Cˇn(U ,F ) = ∏
i0<···<in
F (Ui0···in) (2.3)
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Existe uma aplicac¸a˜o de cobordo δ : Cˇn(F ,U )→ Cˇn+1(F ,U ), definida por
(δ f )i0···in+1 =
n+1
∑
k=0
(−1)k fi0···îk ···in+1 |Ui0 ···in+1 (2.4)
Definimos os cociclos de Cˇech e os cobordos por
Zˇn(U ,F ) = ker{δ : Cˇn(U ,F ) −→ Cˇn+1(U ,F )} e Bˇn(U ,F ) = Im {δ : Cˇn−1(U ,F ) −→ Cˇn(U ,F )}
respectivamente.
Um ca´lculo direto mostra que δ ◦ δ = 0, isto e´, Bˇn(U ,F ) ⊆ Zˇn(U ,F ).
Definic¸a˜o 2.33. O n-e´simo grupo de cohomologia de Cˇech com coeficientes em F com relac¸a˜o a cobertura U
e´ o grupo
Hˇn(U ,F ) = Zˇ
n(U ,F )
Bˇn(U ,F ) . (2.5)
Quando n = 0, uma cocadeia e´ simplesmente uma colec¸a˜o de sec¸o˜es fi ∈ F (Ui). O espac¸o dos cobordos e´
trivialmente 0, de modo que Hˇ0(U ,F ) = Zˇ0(U ,F ). A aplicac¸a˜o de cobordo nesse caso e´ dada por
(δ f )ij = fi − f j
onde omitimos as restric¸o˜es por convenieˆncia.
Vemos enta˜o que δ f = 0 se e somente se fi = f j em Ui ∩Uj, para todo i, j ∈ I. Pelos axiomas S3 e S4 da
definic¸a˜o de feixe isso ocorre se e somente se fi = f |Ui para alguma sec¸a˜o global f ∈ F (X).
Assim vemos que
Hˇ0(U ,F ) = F (X),
isto e´, no nı´vel 0, o grupo de cohomologia e´ justamente o espac¸o das sec¸o˜es globais de F .
Observe que dependemos da escolha de uma cobertura U de X para definir os grupos de cohomologia
e em geral na˜o ha´ uma maneira canoˆnica de fazer essa escolha. Gostarı´amos portanto de definir grupos de
cohomologia que independem da cobertura U . Isso sera´ feito tomando coberturas mais e mais finas e to-
mando o limite direto dos grupos Hˇn(U ,F ).
Conforme o Exemplo 2.11, o conjunto das coberturas abertas de X e´ um conjunto dirigido: dizemos que
V  U (V e´ mais fina que U ), se para todo j ∈ J existe i ∈ I tal que Vj ⊂ Ui. Isso pode ser codificado,
utilizando o Axioma da Escolha, na existeˆncia de uma func¸a˜o r : J → I tal que Vj ⊂ Ur(j).
Obtemos assim aplicac¸o˜es de refinamento r˜ : Cˇn(U ,F )→ Cˇn(V ,F ), definidas por
(r˜ f )j0···jn = ( fr(j0)···r(jn)|Vj0 ···jn )
Note que r˜ ◦ δ = δ ◦ r˜ e portanto r˜ manda cociclos em cociclos e cobordos em cobordos. Obtemos assim
uma aplicac¸a˜o induzida nas cohomologias
H(r) : Hˇn(U ,F ) −→ Hˇn(V ,F )
Na˜o e´ difı´cil mostrar tambe´m que a aplicac¸a˜o induzida H(r) na˜o depende da escolha de r : J → I. Mais
precisamente, duas aplicac¸o˜es H(r) e H(r′) sa˜o homoto´picas no sentido de a´lgebra homolo´gica (veja [14], cap.
9, lema 3.1). Obtemos assim aplicac¸o˜es Hˇn(U ,F ) → Hˇn(V ,F ) que dependem apenas das coberturas U e V .
Denotaremos essa aplicac¸a˜o por HUV .
Como HUU = id e H
V
W ◦ HUV = HUW quando W  V  U , obtemos assim um sistema dirigido de grupos
abelianos indexado pelo conjunto das coberturas de X.
Definic¸a˜o 2.34. O n-e´simo grupo de cohomologia de Cˇech de X com coeficientes em F e´ o limite direto
Hˇn(X,F ) = lim−→U
Hˇn(U ,F ) (2.6)
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Em grau 0, como Hˇn(U ,F ) = F (X) para toda cobertura U , temos que
Hˇ0(X,F ) = F (X). (2.7)
Em geral, na˜o ha´ uma interpretac¸a˜o ta˜o clara para os grupos de cohomologia de grau mais alto. No
entanto, como veremos mais adiante, para certos feixes, a cohomologia de Cˇech coincide com outras coho-
molgias conhecidas.
Um dos fatos mais importantes sobre a cohomologia de feixes e´ que a associac¸a˜o F 7→ Hˇ•(X,F ) trans-
forma sequeˆncias exatas curtas de feixes em sequeˆncias exatas longas nos grupos de cohomologia.
Dada uma sequeˆncia exata curta
0 −→ F φ−→ G ψ−→ H −→ 0
obtemos naturalmente aplicac¸o˜es nos grupos de n-cocadeias de Cˇech
Cˇn(U ,F ) φ−→ Cˇn(U ,G) e Cˇn(U ,G) ψ−→ Cˇn(U ,H)
que comutam com δ. Obtemos portanto aplicac¸o˜es induzidas nas cohomologias
Hˇn(X,F ) φ
∗
−→ Hˇn(X,G) e Hˇn(X,G) ψ
∗
−→ Hˇn(X,H),
simplesmente considerando as aplicac¸o˜es induzidas nos Hˇn(U , ·) e tomando o limite.
Vamos construir agora aplicac¸o˜es Hˇn(X,H)→ Hˇn+1(X,F ).
Dado um elemento [σ] ∈ Hˇn(X,H) ele e´ representado por algum σ ∈ Cˇn(U ,H) com δσ = 0. Como ψ e´
sobrejetora, existe um refinamento U ′  U e τ ∈ Cˇn(U ′,G) tal que ψτ = r(σ), onde r denota a restric¸a˜o de U
para U ′. Agora temos que
ψδτ = δψτ = δrσ = rδσ = 0,
e portanto δτ|U ∈ kerψU para todo U ∈ U ′.
Da exatida˜o da sequeˆncia em G existe um refinamento U ′′  U ′ e µ ∈ Cˇn+1(U ′′,F ) tal que φµ = δτ e
portanto temos que
φδµ = δφµ = δ2τ = 0
e como φ e´ injetora segue que δµ = 0 e portanto µ define uma classe em Hˇn+1(U ′′,F ) e consequentemente
um elemento [µ] ∈ Hˇn+1(X,F ). E´ facil ver que esta classe de cohomologia independe das escolhas feitas.
Definimos enta˜o ∆ : Hˇn(X,H)→ Hˇn+1(X,F ) por ∆[σ] = [µ].
Proposic¸a˜o 2.35. Sequeˆncia exata longa na cohomologia de Cˇech
A sequeˆncia
0 −→ Hˇ0(X,F ) φ
∗
−→ Hˇ0(X,G) ψ
∗
−→ Hˇ0(X,H) ∆−→
−→ Hˇ1(X,F ) φ
∗
−→ Hˇ1(X,G) ψ
∗
−→ Hˇ1(X,H) ∆−→ · · ·
...
−→ Hˇn(X,F ) φ
∗
−→ Hˇn(X,G) ψ
∗
−→ Hˇn(X,H) ∆−→ · · ·
e´ exata.
2.4.2 Cohomologia via resoluc¸o˜es
A cohomologia de feixes usando resoluc¸o˜es tem um cara´ter mais abstrato que a cohomologia de Cˇech, mas
tem a vantagem de ser computacionalmente mais eficiente. A linguagem mais adequada para definir tal
cohomologia e´ a de funtores derivados em categorias abelianas. No entanto isso exigiria introduzir toda uma
teoria que so´ seria usada na definic¸a˜o e em alguns resultados ba´sicos. Como o objetivo aqui e´ usar a coho-
molgia de feixes como uma ferramenta apenas, usaremos uma abordagem mais ad hoc, via resoluc¸o˜es flasque
ou acı´clicas. Para o tratamento usando funtores derivados consulte [22].
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Definic¸a˜o 2.36. Uma resoluc¸a˜o de um feixe F e´ um complexo de feixes 0 → F 0 → F 1 → · · · junto com um
morfismo F → F 0 de modo que o complexo
0 −→ F −→ F 0 −→ F 1 −→ F 2 −→ · · ·
e´ exato.
Exemplo 2.37. Seja (A•X , d) o complexo de de Rham de X (cf. exemplo 2.31). O nu´cleo de d : A0X → A1X e´
formado pelas func¸o˜es localmente constantes, ou seja, ker{d : A0X → A1X} = R e´ o feixe localmente constante
com caule R.
Agora, pelo lema de Poincare´, para U ⊂ X um aberto contra´til suficientemente pequeno, toda k-forma
fechada α ∈ AkX(U) e´ exata, e portanto obtemos uma sequeˆncia exata de feixes
0 −→ R −→ A0X −→ A1X −→ A2X −→ · · · .
Vemos enta˜o que o complexo de de Rham e´ uma resoluc¸a˜o do feixe localmente constante R.
A cohomologia de um feixe sera´ definida por meio de resoluc¸o˜es por feixes flasque.
Definic¸a˜o 2.38. Um feixe F sobre X e´ flasque se para todo aberto U ⊂ X a restric¸a˜o rU,X : F (X) → F (U) e´
sobrejetora.
Em outras palavras, um feixe e´ flasque se as sec¸o˜es definidas em um aberto de X podem ser estendidas
para todo X.
Definic¸a˜o 2.39. Seja F um feixe sobre X e 0 → F 0 φ
0
→ F 1 φ
1
→ · · · uma resoluc¸a˜o tal que cada F k, k ≥ 0 e´
flasque.
O i-e´simo grupo de cohomologia de X com coeficientes em F , denotado por Hi(X,F ), e´ o i-e´simo grupo
de cohomologia do complexo
F 0(X) φ
0
−→ F 1(X) φ
1
−→ F 2(X) φ
2
−→ · · · ,
ou seja,
Hi(X,F ) = ker{φ
i : F i(X)→ F i+1(X)}
Im {φi−1 : F i−1(X)→ F i(X)} . (2.8)
Todo feixe admite uma resoluc¸a˜o canoˆnica por feixes flasque, tambe´m chamada de resoluc¸a˜o de Godement,
construı´da da seguinte maneira. Dado um feixe F considere o feixe FGod definido por
FGod(U) = ∏
x∈U
Fx,
com as aplicac¸o˜es de restric¸a˜o o´bvias.
E´ claro que FGod e´ flasque e ha´ uma inclusa˜o natural F → FGod, que associa a cada sec¸a˜o σ ∈ F (U)
o elemento induzido σx ∈ Fx. A resoluc¸a˜o canoˆnica e´ definida indutivamente: fazendo F 0 = FGod e3
C1 = FGod/F obtemos uma sequeˆncia exata de feixes
0 −→ F −→ F 0 −→ C1 −→ 0. (2.9)
Definimos enta˜o Fn = CnGod e Cn+1 = CnGod/Cn, obtendo assim sequeˆncias exatas de feixes
0 −→ Cn −→ Fn −→ Cn+1 −→ 0, (n ≥ 1). (2.10)
Compondo as aplicac¸o˜es Fn → Cn+1 e Cn+1 → Fn+1 obtemos Fn → Fn+1, produzindo assim uma
resoluc¸a˜o 0→ F → F 0 → F 1 → · · · de F por feixes flasque.
3Dados feixes F e G de modo que G(U) e´ um subgrupo de F (U) para todo U ⊂ X definimos o feixe quociente F/G como sendo o
feixe associado ao pre´-feixe U 7→ F (U)/G(U).
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E´ um fato que duas resoluc¸o˜es flasque diferentes produzem grupos de cohomologia naturalmente isomor-
fos (isso seguira´ por exemplo da equac¸a˜o (2.12) e da proposic¸a˜o 2.42), de modo que a definic¸a˜o acima faz
sentido.
Assim como no caso da cohomologia de Cˇech temos uma identificac¸a˜o
H0(X,F ) = F (X). (2.11)
Mais precisamente, se 0 → F j→ F • e´ uma resoluc¸a˜o enta˜o H0(X,F ) = j(F (X)). De fato: no nı´vel
das sec¸o˜es globais temos um complexo 0 → F (X) j→ F 0(X) φ
0
→ F 1(X) → · · · e portanto, se σ ∈ F (X),
temos φ0(jσ) = 0, ou seja, jσ ∈ ker φ0 = H0(X,F ). Reciprocamente, dada σ˜ ∈ H0(X,F ) = ker φ0 temos
que σ˜|Ui ∈ ker φ0Ui e, passando a um refinamento se necessa´rio, temos σ˜|Ui = jUiσi para σi ∈ F (Ui). Como j
e´ injetora as σi’s concordam nas intersecc¸o˜es e portanto σ|Ui = σi define um elemento σ ∈ F (X) tal que jσ = σ˜.
Se 0 → A → B → C → 0 e´ uma sequeˆncia exata de feixes e A e´ flasque na˜o e´ difı´cil ver que complexo
induzido nas sec¸o˜es globais 0 → A(X) → B(X) → C(X) → 0 e´ exato e ale´m disso B e´ flasque se e somente
se C e´ flasque. Assim sendo, se F e´ um feixe flasque e 0 → F → F 0 → F 1 → · · · e´ sua a resoluc¸a˜o canoˆnica,
temos que as sequeˆncias exatas (2.9) e (2.10) envolvem apenas feixes flasque e portanto induzem sequeˆncias
exatas nas sec¸o˜es globais. Desta forma o complexo 0 → F (X) → F 0(X) → F 1(X) → · · · e´ exato, de onde
concluimos que
Hi(X,F ) = 0 para todo i ≥ 1 se F e´ flasque. (2.12)
Feixes com cohomologia trivial recebem um nome especial:
Definic¸a˜o 2.40. Um feixe F e´ acı´clico se Hi(X,F ) = 0 para todo i ≥ 1.
Devido a existeˆncia de partic¸o˜es diferencia´veis da unidade, um argumento simples (veja por exemplo [7]
p. 42) mostra que
Exemplo 2.41. Os feixes, C∞X , AkX ou ainda qualquer feixe de sec¸o˜es (diferencia´veis) de um fibrado E sa˜o
exemplos de feixes acı´clicos.
Os feixes acı´clicos aparecem com muito mais frequeˆncia e de maneira bem mais natural que os feixes
flasque. O seguinte resultado mostra que esses podem igualmente ser usados para calcular os grupos de
cohomologia. Para uma demonstrac¸a˜o consulte [22], prop. 4.32.
Proposic¸a˜o 2.42. Seja F → F • uma resoluc¸a˜o de F e suponha que cada F k e´ um feixe acı´clico. Enta˜o Hi(X,F ), e´ o
i-e´simo grupo de cohomologia do complexo
F 0(X) φ
0
−→ F 1(X) φ
1
−→ F 2(X) φ
2
−→ · · · ,
ou seja,
Hi(X,F ) = ker{φ
i : F i(X)→ F i+1(X)}
Im {φi−1 : F i−1(X)→ F i(X)} .
Essa proposic¸a˜o nos permite identificar, para certos feixes, os grupos Hi(X,F ) com os outros grupos de
cohomologia conhecidos.
Exemplo 2.43. Cohomologia de de Rham
Vimos no exemplo 2.37 que o complexo de de Rham (A•X , d) e´ uma resoluc¸a˜o do feixe localmente constante
R. Como os feixes AkX sa˜o acı´clicos, a proposic¸a˜o acima nos diz que
Hi(X,R) =
ker{d : Ai(X)→ Ai+1(X)}
Im {d : Ai−1(X)→ Ai(X)} ,
ou seja, o i-e´simo grupo de cohomologia de X com coeficientes no feixe constante R e´ o i-e´simo grupo de
cohomolgia de de Rham:
Hi(X,R) = HidR(X). (2.13)
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Exemplo 2.44. Cohomologia singular
Se X e´ uma variedade podemos definir as cadeias singulares com coeficientes em Z como sendo somas
formais η = ∑ niφi, onde cada φi : ∆p → X e´ uma aplicac¸a˜o contı´nua definida sobre um simplexo padra˜o
∆p ⊂ Rp+1. O espac¸o das cadeias singulares e´ denotado por Csingp (X,Z).
O espac¸o das cocadeias singulares e´ definido por Cpsing(X,Z) = Hom(C
sing
p (X,Z),Z). A aplicac¸a˜o de
bordo Csingp+1(X,Z)→ Csingp (X,Z) induz uma aplicac¸a˜o de cobordo δ : Cpsing(X,Z)→ C
p+1
sing (X,Z).
Podemos definir o feixe das p-cocadeias singulares Cpsing por
U 7−→ Cpsing(U,Z).
e obtemos assim um complexo de feixes
C0sing → C1sing → · · · → Cpsing → C
p+1
sing → · · · .
Agora, se U ⊂ X e´ contra´til, os grupos de cohomologia singular Hising(U,Z) se anulam para i > 0, o
que quer dizer que a sequeˆncia C0sing(U) → C1sing(U) → · · · e´ exata. Isso mostra que a sequeˆncia acima e´
uma sequeˆncia exata de feixes. O nu´cleo ker δ : C0sing(U) → C1sing(U) e´ formado pelas func¸o˜es localmente
constantes em U a valores inteiros.
Obtemos assim uma sequeˆncia exata de feixes
0→ Z→ C0sing → C1sing → · · · → Cpsing → C
p+1
sing → · · · .
que e´ uma resoluc¸a˜o do feixe localmente constante Z.
Pode-se mostrar que essa resoluc¸a˜o e´ acı´clica (ver [22], teorema 4.47) e portanto, pela proposic¸a˜o 2.42
vemos que
Hi(X,Z) = Hising(X,Z), (2.14)
isto e´, a cohomologia de X com coeficientes no feixe constante Z e´ a cohomologia singular de X com coefici-
entes em Z.
Dados dois feixes F e G sobre um espac¸o topolo´gico X, um morfismo φ : F → G induz naturalmente
homomorfismos hk : Hk(X,F )→ Hk(X,G), construido da seguinte maneira.
Considere F → F • e G → G• resoluc¸o˜es flasque. E´ um fato que podemos escolher essas resoluc¸o˜es de
modo que o morfismo se estenda a morfismos φk : F k → Gk que comutam com as aplicac¸o˜es F k → F k+1 e
Gk → Gk+1 (veja por exemplo [22], cap. 4) e portanto obtemos um diagrama comutativo da forma.
0 −→ F −→ F 0 −→ F 1 −→ F 2 −→ · · ·
↓ φ ↓ φ0 ↓ φ1 ↓ φ2
0 −→ G −→ G0 −→ G1 −→ G2 −→ · · ·
Definimos enta˜o hk[σ] = [φkσ] ∈ Hk(X,G), onde [σ] ∈ Hk(X,F ). Pode-se mostrar ainda que hk esta´ bem
definida e que na˜o depende das extenso˜es φk nem das resoluc¸o˜es escolhidas.
Para a cohomologia via resoluc¸o˜es tambe´m existem sequeˆncias exatas longas associadas a sequeˆncias
exatas curtas de feixes. Para uma demonstrac¸a˜o consulte [22].
Proposic¸a˜o 2.45. Sequeˆncia exata longa na cohomologia via resoluc¸o˜es
Se
0 −→ F −→ G −→ H −→ 0
e´ uma sequeˆncia exata curta de feixes enta˜o existe uma sequeˆncia exata longa
0 −→ H0(X,F ) −→ H0(X,G) −→ H0(X,H) −→
−→ H1(X,F ) −→ H1(X,G) −→ H1(X,H) −→ · · ·
...
−→ Hn(X,F ) −→ Hn(X,G) −→ Hn(X,H) −→ · · · .
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2.4.3 Comparando Hi(X,F ) e Hˇi(X,F )
Nessa sec¸a˜o vamos comparar a cohomologia de Cˇech e a cohomologia definida via resoluc¸o˜es. Veremos
que existe um isomorfismo Hi(X,F ) ' Hˇi(X,F ) quando X e´ um espac¸o paracompacto. Em particular, o
isomorfismo existe quando X e´ uma variedade diferencia´vel, que e´ o caso que nos interessa.
Note que para grau 0, ja´ sabemos da existeˆncia de um isomorfismo H0(X,F ) ' Hˇ0(X,F ), pois os dois
grupos sa˜o naturalmente isomorfos ao espac¸o das sec¸o˜es globais X . Mais adiante usaremos esse fato e induc¸a˜o
em i para obtermos os demais isomorfismos Hi(X,F ) ' Hˇi(X,F ).
Dado um feixe F , nosso objetivo e´ relacionar a cohomologia de Cˇech e a cohomologia definida via
resoluc¸o˜es. Para calcular a segunda, precisamos de uma resoluc¸a˜o acı´clica de F . Uma resoluc¸a˜o natural
e´ a chamada resoluc¸a˜o de Cˇech.
Dada uma cobertura U de X, definimos a partir de F uma sequeˆncia de feixes Cˇ0, Cˇ1, · · · por
Cˇn(V) = ∏
i0,··· ,in∈I
F (Ui0···in ∩V).
Note que o espac¸o das sec¸o˜es globais de Cˇn e´ o espac¸o Cˇn(U ,F ) das n-cocadeias de Cˇech (veja a equac¸a˜o
(2.3)).
De maneira semelhante a` equac¸a˜o (2.4) definimos uma aplicac¸a˜o de cobordo δ : Cˇn(V) → Cˇn+1(V) e
obtemos assim um complexo de feixes
Cˇ0 δ−→ Cˇ1 δ−→ Cˇ2 δ−→ · · · (2.15)
Assim como vimos na sec¸a˜o 2.4.1 o nu´cleo de δ : Cˇ0(V) → Cˇ1(V) e´ o espac¸o das sec¸o˜es de F sobre V.
Assim, obtemos um complexo de feixes
0 −→ F −→ Cˇ0 δ−→ Cˇ1 δ−→ Cˇ2 δ−→ · · · (2.16)
Note que a cohomologia do complexo Cˇ0(X) → Cˇ1(X) → · · · e´ a cohomologia de Cˇech Hˇ•(U ,F ) de F
com respeito a U .
Para uma demonstrac¸a˜o do resultado a seguir consulte [22], proposic¸a˜o 4.17.
Proposic¸a˜o 2.46. A sequeˆncia (2.16) e´ uma sequeˆncia exata de feixes, e portanto o complexo de Cˇech (Cˇ•, δ) e´ uma
resoluc¸a˜o de F .
Temos ate´ agora uma resoluc¸a˜o de F cuja cohomologia no nı´vel das sec¸o˜es globais e´ a cohomologia
de Cˇech Hˇ•(U ,F ). Para garantir que essa cohomologia e´ de fato a cohomologia definida via resoluc¸o˜es,
precisamos garantir que os feixes Cˇk sa˜o acı´clicos, pelo menos para uma quantidade suficiente de coberturas,
para podermos tomar o limite direto.
Definic¸a˜o 2.47. Uma cobertura U = {Ui}i∈I e´ acı´clica para o feixe F se Hk(Ui0···in ,F|Ui0 ···in ) = 0 para todo
k > 0 e todos i0 < . . . < in ∈ I.
Para esse tipo de cobertura temos o isomorfismo desejado.
Proposic¸a˜o 2.48. Se U e´ uma cobertura localmente finita que e´ acı´clica para F enta˜o Hˇi(U ,F ) ' Hi(X,F )
A ideia da demonstrac¸a˜o e´ a seguinte: da resoluc¸a˜o de Cˇech obtemos sequeˆncias exatas curtas de feixes
0 −→ Zˇp −→ Cˇp −→ Zˇp+1 −→ 0,
e portanto temos uma sequeˆncia exata longa associada. Uma parte desta sequeˆncia e´
Hq−1(X, Cˇp) −→ Hq−1(X, Zˇp+1) −→ Hq(X, Zˇp) −→ Hq(X, Cˇp).
Do fato de U ser localmente finita pode-se mostrar que4 Hk(X, Cˇp) ' ∏i0<···<in∈I Hk(Ui0···in ,F ) e como U
e´ acı´clica para F concluı´mos que Hk(U , Cˇp) = 0 para k > 0 e portanto os termos das pontas da sequeˆncia
4Esse isomorfismo segue por exemplo do Teorema 4.4.4. em [5].
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acima se anulam para q > 1. Temos assim que Hq(X, Zˇp) ' Hq−1(X, Zˇp+1) para q > 1 e, como Zˇ0 = F (pelos
axiomas de feixe), temos, para p > 1,
Hp(X,F ) = Hp(X, Zˇ0) ' Hp−1(X, Zˇ1) ' · · · ' H1(X, Zˇp−1) ' H
0(X, Zˇp)
δCˇp−1(X)
= Hˇp(U ,F ).
Corola´rio 2.49. Se F e´ um feixe flasque sobre um espac¸o paracompacto X enta˜o Hˇi(X,F ) = 0 para todo i > 0.
Demonstrac¸a˜o. Como F e´ flasque temos, da equac¸a˜o (2.12), que Hi(X,F ) = 0 para i > 0. Em particular toda
cobertura e´ acı´clica para F e portanto, da proposic¸a˜o acima, segue que Hˇi(U ,F ) = 0 para todo i > 0 e toda
cobertura localmente finita de X. Como X e´ paracompacto, toda cobertura admite um refinamento localmente
finito e portanto, tomando o limite direto, obtemos Hˇi(X,F ) = 0 para i > 0.
Ja´ temos agora os ingredientes necessa´rios para mostrar a existeˆncia dos isomorfismos Hˇi(X,F ) ' Hi(X,F ).
Precisaremos apenas dos seguintes fatos: 1) Em grau zero Hˇ0(X,F ) ' H0(X,F ), 2) Para feixes flasque vale
Hˇi(X,F ) = 0 para todo i > 0 e 3) As duas cohomologias transformam sequeˆncias exatas curtas de feixes em
sequeˆncias exatas longas nos grupos de cohomologia.
Proposic¸a˜o 2.50. Se X e´ um espac¸o paracompacto enta˜o para todo feixe F existem isomorfismos naturais Hˇi(X,F ) '
Hi(X,F ) para todo i ≥ 0.
Demonstrac¸a˜o. Vamos provar o resultado usando induc¸a˜o em i. Se i = 0 ja´ vimos que, dado um feixe S ,
tanto H0(X,S) quanto Hˇ0(X,S) sa˜o naturalmente identificados com o espac¸o das sec¸o˜es globais de S (veja
equac¸o˜es (2.7) e (2.11)). Vemos assim que Hˇ0(X,S) ' H0(X,S) para todo feixe S .
Seja agora F um feixe e considere 0→ F → F 0 → · · · uma resoluc¸a˜o de F por feixes flasque. Denotando
F ′ = F 0/F temos uma sequeˆncia exata curta de feixes 0 → F → F 0 → F ′ → 0. Obtemos assim duas
sequeˆncias exatas longas na cohomologia, uma para a cohomologia via resoluc¸o˜es e outra para a cohomologia
de Cˇech:
0 −→ H0(X,F ) −→ H0(X,F 0) −→ H0(X,F ′) −→ H1(X,F ) −→ 0
↓ ' ↓ ' ↓ '
0 −→ Hˇ0(X,F ) −→ Hˇ0(X,F 0) −→ Hˇ0(X,F ′) −→ Hˇ1(X,F ) −→ 0
onde usamos que H1(X,F 0) = 0 = Hˇ1(X,F 0) pois F 0 e´ flasque. Pelo que vimos acima, as flechas verticais
sa˜o isomorfismos naturais, obtidos da identificac¸a˜o de H0 e Hˇ0 com o espac¸o das sec¸o˜es globais. Vemos
portanto que o diagrama acima e´ comutativo, de onde obtemos o isomorfismo Hˇ1(X,F ) ' H1(X,F ).
Suponha agora que Hˇi(X,S) ' Hi(X,S) para algum i ≥ 1 e para todo feixe S . Dado um feixe F tome,
como acima, feixes F 0 e F ′ com F 0 flasque e de modo que exista a sequeˆncia exata 0→ F → F 0 → F ′ → 0.
Usando o fato que Hk(X,F 0) = Hˇk(X,F 0) = 0 para k = i, i + 1 obtemos, das duas sequeˆncias longas
associadas, as sequeˆncias
0 −→ Hi(X,F ′) −→ Hi+1(X,F ) −→ 0
0 −→ Hˇi(X,F ′) −→ Hˇi+1(X,F ) −→ 0
Da hipo´tese de induc¸a˜o temos que Hˇi(X,F ′) ' Hi(X,F ′) e portanto concluı´mos que Hˇi+1(X,F ) ' Hi+1(X,F ),
terminando a demonstrac¸a˜o.
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Capı´tulo 3
Fibrados de Linha e Divisores
Neste capı´tulo introduziremos os fibrados de linha e os divisores, dois conceitos centrais na Geometria Com-
plexa. Os dois conceitos surgem naturalmente quando estudamos hipersuperfı´cies complexas (i.e., subvari-
edades complexas de codimensa˜o 1). Um divisor por exemplo e´ uma soma formal de hipersuperfı´cies com
coeficientes inteiros. Ja´ os fibrados de linha (que sa˜o fibrados vetoriais complexos de posto 1) aparecem, nesse
contexto, como sendo o fibrado normal da hipersuperfı´cie.
3.1 Fibrados Vetoriais Complexos
Um fibrado vetorial complexo sobre uma variedade diferencia´vel X e´ uma variedade E com uma aplicac¸a˜o
diferencia´vel pi : E→ X satisfazendo as seguintes condic¸o˜es:
1. Para cada x ∈ X a fibra Ex = pi−1(x) e´ um espac¸o vetorial complexo.
2. Existe uma cobertura aberta {Ui}i de X e difeomorfismos
ϕi : pi−1(Ui)→ Ui ×Cr (3.1)
tal que pr1 ◦ ϕi = pi|pi−1(Ui), onde pr1 : Ui ×Cr → Ui e´ a projec¸a˜o na primeira coordenada, e de modo
que ϕi|Ex : Ex → {x} ×Cr e´ um isomorfismo C-linear.
Os difeomorfismos ϕi sa˜o chamados trivializac¸o˜es locais com respeito a cobertura {Ui}i e o nu´mero r =
dimC Ex (que, quando X e´ conexa, na˜o depende de x pela condic¸a˜o (3.1)) e´ chamado posto do fibrado E.
Quando r = 1 dizemos que E e´ um fibrado de linha.
Pela condic¸a˜o 2 temos que as func¸o˜es
ϕij(x) = (ϕi ◦ ϕ−1j )|{x}×Cr
sa˜o transformac¸o˜es lineares inversı´veis, e portanto definem aplicac¸o˜es diferencia´veis
ϕij : Ui ∩Uj → GL(r,C) (3.2)
chamadas func¸o˜es de transic¸a˜o, ou cociclos com respeito a {Ui}i.
Note que os cociclos satisfazem as seguintes condic¸o˜es
ϕij · ϕji = I em Ui ∩Uj
ϕij · ϕjk · ϕki = I em Ui ∩Uj ∩Uk
(3.3)
Exemplo 3.1. O fibrado complexo E = X × Cr com a projec¸a˜o na primeira coordenada pi : X × Cr → X e´
chamado fibrado trivial. Neste caso os cociclos sa˜o constantes iguais a` matriz identidade I ∈ GL(r,C).
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Dados dois fibrados piE : E → X e piF : F → X, um morfismo de E em F e´ uma aplicac¸a˜o diferencia´vel
ϕ : E → F tal que piE = piF ◦ ϕ, a restric¸a˜o ϕx = ϕ|Ex : Ex → Fx e´ linear e seu posto independe de x. Um
isomorfismo e´ um morfismo bijetor. Denotamos por Hom(E, F) o conjunto dos morfismos de E em F e por
End(E) = Hom(E, E) o conjunto dos endomorfismos de E.
Dado um morfismo ϕ : E → F definimos ker ϕ = {v ∈ E : ϕx(v) = 0x se v ∈ Ex}. E´ fa´cil ver que ker ϕ e´
um subfibrado de E. Podemos mostrar tambe´m que a imagem Im ϕ ⊂ F e´ um subfibrado de F.
Dizemos que uma sequeˆncia de feixes e morfismos E
ϕ→ F ψ→ G e´ exata em F se Im ϕ = kerψ. Mais
geralmente uma sequeˆncia · · · → Ei−1 → Ei → Ei+1 e´ exata se e´ exata em cada Ei. Note que 0 → E → F e´
exata em E se e somente se E→ F e´ injetora e E→ F → 0 e´ exata se e somente se E→ F e´ sobrejetora.
Da condic¸a˜o (3.1) vemos que dado um fibrado pi : E → X, uma trivializac¸a˜o pi−1(U) → U × Cr e´ um
isomorfismo entre pi−1(U)→ U e o fibrado trivial sobre U. Por essa raza˜o dizemos que todo fibrado vetorial
complexo e´ localmente trivial.
A proposic¸a˜o a seguir, cuja demonstrac¸a˜o e´ simples, da´ uma condic¸a˜o em termos de seus cociclos, para
que dois fibrados sejam isomorfos.
Proposic¸a˜o 3.2. Dois fibrados E→ X e F→ X de posto r sa˜o isomorfos se e somente se existe uma cobertura U = {Ui}i
de X e func¸o˜es diferencia´veis λi : Ui → GL(r,C) tais que φij = λiψijλ−1j em Ui ∩Uj, onde φij e ψij sa˜o os cociclos de
E e F com relac¸a˜o a` U , respectivamente.
Observac¸a˜o 3.3. Os cociclos determinam o fibrado no seguinte sentido: dada uma cobertura {Ui}i de X e
func¸o˜es diferencia´veis ϕij : Ui ∩Uj → GL(r,C) satisfazendo as condic¸o˜es (3.3) enta˜o
E ' äi Ui ×C
r
(x, v) ∈ Ui ×Cr ∼ (x, ϕij(x) · v) ∈ Uj ×Cr
Isso nos da´ uma maneira bastante pra´tica de descrever os fibrados complexos: precisamos apenas especifi-
car func¸o˜es em abertos de X com valores em GL(r,C) satisfazendo certas condic¸o˜es de compatibilidade. Esta
descric¸a˜o tambe´m e´ u´til quando queremos construir novos fibrados a partir de fibrados conhecidos, como
veremos mais adiante.
A notac¸a˜o E ∼ {(Ui, ϕij)} (ou simplesmente E ∼ {ϕij} quando os abertos estiverem subentendidos)
significa que E e´ o fibrado dado pelos cociclos ϕij com relac¸a˜o a cobertura {Ui}i
Exemplo 3.4. O Fibrado Tangente de uma Variedade Complexa
O fibrado tangente de uma variedade complexa admite naturalmente uma estrutura de fibrado vetorial
complexo, como veremos a seguir.
Seja X uma variedade complexa e TX o seu fibrado tangente. Vimos na sec¸a˜o 1.3 que existe um endomor-
fismo J : TX → TX satisazendo J2 = −id e assim cada TpX pode ser visto como um espac¸o vetorial complexo
se definirmos a multiplicac¸a˜o por escalar via (a +
√−1b) · v = av + bJpv.
Se X =
⋃
Ui e ϕi : Ui → ϕi(Ui) ⊂ Cn sa˜o cartas holomorfas, obtemos trivializac¸o˜es
φi : pi−1(Ui) −→ Ui ×Cn
(p, v) 7−→ (p, (dϕi)p · v)
Em coordenadas φi, leva a base
{
∂
∂x1
∣∣
p, · · · , ∂∂xn
∣∣
p,
∂
∂y1
∣∣
p · · · , ∂∂yn
∣∣
p
} ⊂ TpX na base { ∂∂x1 , · · · , ∂∂xn , ∂∂y1 · · · , ∂∂yn }
de Cn.
E´ claro que φi e´ um difeomorfismo e, pela pro´pria definic¸a˜o de Jp, temos que φi|TpX e´ C-linear. Logo o
fibrado tangente TX → X e´ naturalmente um fibrado vetorial complexo de posto n = dimC X.
Os cociclos com relac¸a˜o a essa trivializac¸a˜o sa˜o dados por
φij : Ui ∩Uj −→ GL(n,C)
x 7−→ d(ϕi ◦ ϕ−1j )ϕj(x),
(3.4)
ou seja, pelo jacobiano da mudanc¸a de coordenadas. Aqui identificamos GL(n,C) como subgrupo de GL(2n,R)
via A +
√−1B 7→ ( A B−B A ).
3.1. FIBRADOS VETORIAIS COMPLEXOS 39
Note que, em relac¸a˜o a` base
{
∂
∂x1
, · · · , ∂∂xn , ∂∂y1 · · · ,
∂
∂yn
}
de Cn, o jacobiano de ϕ = ϕij e´ representado pela
matriz
JRϕij =

(
∂ukij
∂xl
)
k,l
(
∂ukij
∂yl
)
k,l(
∂vkij
∂xl
)
k,l
(
∂vkij
∂yl
)
k,l
 , onde ϕij = (u1ij +√−1v1ij, · · · , unij +√−1vnij).
Existe uma outra maneira de fazer do fibrado tangente um fibrado vetorial complexo, que e´ atrave´s da
complexificac¸a˜o de cada fibra. Vamos relacionar estas duas construc¸o˜es.
Denote por TCX = TX⊗C a complexificac¸a˜o do fibrado tangente, ou seja, a fibra sobre p ∈ X e´ TpX⊗C.
Obtemos assim um fibrado vetorial complexo de posto 2n.
Uma maneira de obter trivializac¸o˜es de TCX e´ simplesmente a complexificar as trivializac¸o˜es de TX, i.e.,
se ϕ(p, v) = (p, φ · v) e´ uma trivializac¸a˜o de TX enta˜o ϕc(p, v⊗ λ) = (p, (ϕ · v)⊗ λ) e´ uma trivializac¸a˜o de
TCX. Mas ha´ uma outra maneira tambe´m natural, que veremos a seguir.
Da base exibida em (1.1) obtemos uma base{
∂
∂x1
∣∣∣∣
p
⊗ 1, · · · , ∂
∂xn
∣∣∣∣
p
⊗ 1, ∂
∂y1
∣∣∣∣
p
⊗ 1, · · · , ∂
∂yn
∣∣∣∣
p
⊗ 1
}
⊂ TpX⊗C
Existe uma outra base natural de TpX⊗C, dada por{
∂
∂z1
∣∣∣∣
p
, · · · , ∂
∂zn
∣∣∣∣
p
,
∂
∂z1
∣∣∣∣
p
, · · · , ∂
∂zn
∣∣∣∣
p
}
, (3.5)
onde
∂
∂zi
=
1
2
(
∂
∂xi
−√−1 ∂
∂yi
)
e
∂
∂zi
=
1
2
(
∂
∂xi
+
√−1 ∂
∂yi
)
. (3.6)
A aplicac¸a˜o J se estende naturalmente a um endomorfismo C-linear J : TCX → TCX fazendo J(v⊗ λ) =
J(v)⊗ λ.
Como J satisfaz J2 = −id temos que cada Jp e´ diagonaliza´vel, com autovalores ±
√−1. Defina
T1,0X = {v ∈ TCX : Jv =
√−1v} e T0,1X = {v ∈ TCX : Jv = −
√−1v} (3.7)
Temos enta˜o que T1,0X e T1,0X sa˜o subfibrados de TCX tais que
TCX = T1,0X⊕ T0,1X (3.8)
e a conjugac¸a˜o complexa v⊗ λ 7→ v⊗ λ permuta os dois fatores.
Note que {∂/∂zi}i=1,...,n e´ uma base de T1,0X e {∂/∂zi}i=1,...,n e´ uma base de T0,1X. Podemos assim obter
trivializac¸o˜es de T1,0X e T0,1X.
As duas construc¸o˜es esta˜o relacionadas: o fibrado tangente TX com a estrutura complexa induzida e´
isomorfo ao fibrado T1,0X. O isomorfismo e´ dado por
TX 3 v 7−→ 1
2
(v−√−1Jv) ∈ T1,0X. (3.9)
segundo o qual a base {∂/∂zi}i=1,...,n se transforma como na equac¸a˜o (3.6).
Os cociclos de TCX sa˜o as complexificac¸o˜es dos cociclos φij de TX (cf. 3.4), ou seja, sa˜o as matrizes JRϕij
vistas como matrizes em GL(2n,C).
Agora, com relac¸a˜o a` base {∂/∂z1, · · · , ∂/∂zn, ∂/∂z1, · · · ∂/∂zn} de R2n⊗C = C2n a matriz de d(ϕi ◦ ϕ−1j )C
fica
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
(
∂ϕkij
∂zl
)
k,l
(
∂ϕkij
∂zl
)
k,l(
∂ϕkij
∂zl
)
k,l
(
∂ϕkij
∂zl
)
k,l
 =

(
∂ϕkij
∂zl
)
k,l
0
0
(
∂ϕkij
∂zl
)
k,l
 , onde ϕij = (ϕ1ij, · · · , ϕnij).
Note que isso mostra que os cociclos de T1,0X sa˜o dados pelo jacobiano complexo da mudanc¸a de coorde-
nadas
JCϕij =
(
∂ϕkij
∂zl
)
k,l
e os cociclos de T0,1X sa˜o obtidos por conjugac¸a˜o dos cociclos de T1,0X.
3.1.1 Sec¸o˜es
Uma sec¸a˜o diferencia´vel de um fibrado complexo pi : E → X e´ uma aplicac¸a˜o que associa a cada ponto
x ∈ X um vetor s(x) na fibra Ex = pi−1(x) de maneira diferencia´vel. Mais precisamente, uma sec¸a˜o diferencia´vel
de E e´ uma aplicac¸a˜o diferencia´vel s : X → E tal que pi ◦ s = idX . Com frequeˆncia iremos omitir o adjetivo
diferencia´vel.
Todo fibrado complexo admite uma sec¸a˜o canoˆnica, a sec¸a˜o nula, definida por s(x) = 0x ∈ Ex para todo x.
As trivializac¸o˜es definem isomorfismos locais ψi|s(Ui) : s(Ui)→ Ui × {0} que colam a um isomorfismo global
s(X) ' X× {0}, mostrando que a imagem da sec¸a˜o nula e´ uma subvariedade de E isomorfa a X.
Usando partic¸o˜es da unidade e´ fa´cil ver que o conjunto de sec¸o˜es de um fibrado e´ um espac¸o vetorial de
dimensa˜o infinita.
Seja s : X → E uma sec¸a˜o. Restringindo s ao aberto de uma trivializac¸a˜o obtemos s|Ui : Ui → pi−1(Ui) e
portanto podemos compor com uma trivializac¸a˜o ϕi definida em Ui. Obtemos assim func¸o˜es s˜i = ϕi ◦ (s|Ui ) :
Ui → Ui ×Cr, que teˆm a forma
s˜i(x) = (x, si(x)) , si : Ui → Cr.
Se x ∈ Ui ∩Uj temos que
ϕ−1i ◦ s˜i(x) = s(x) = ϕ−1j ◦ s˜j(x)
e portanto as func¸o˜es si devem satisfazer si = ϕij · sj em Ui ∩Uj.
Reciprocamente, dadas func¸o˜es si : Ui → Cr satisfazendo si = ϕij · sj em Ui ∩Uj podemos definir uma
sec¸a˜o s : X → E por s(x) = ϕ−1i (x, si(x)) se x ∈ Ui.
Obtemos assim uma correspondeˆncia biunı´voca
{
Sec¸o˜es diferencia´veis
de E ∼ {(Ui, ϕij)}
}
←→

Func¸o˜es diferencia´veis
si : Ui → Cr satisfazendo
si = ϕij · sj em Ui ∩Uj
 (3.10)
Essa correspondeˆncia nos da´ uma outra maneira de pensarmos nas sec¸o˜es de um fibrado complexo: uma
sec¸a˜o e´ uma colec¸a˜o de func¸o˜es vetoriais localmente definidas em X satisfazendo certas condic¸o˜es de compa-
tibilidade (que dependem do fibrado).
3.1.2 Construindo novos fibrados
Usando a observac¸a˜o 3.3 podemos estender aos fibrados vetoriais complexos algumas construc¸o˜es feitas com
espac¸os vetoriais.
Sejam E→ X e F → X dois fibrados vetoriais complexos sobre X de posto r e s respectivamente. Suponha
que E e F sejam trivializados por uma mesma cobertura1 {Ui}i e sejam {ϕij} e {ψij} os cociclos correspon-
dentes.
1Sempre podemos supor isto pois duas coberturas sempre possuem um refinamento comum.
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1. A soma direta E⊕ F e´ o fibrado dado pelos cociclos
φij(x) =
(
ϕij(x) 0
0 ψij(x)
)
∈ GL(r + s,C).
2. O produto tensorial E⊗ F e´ o fibrado dado pelos cociclos
φij(x) = ϕij(x)⊗ ψij(x) ∈ GL(rs,C).
3. O dual E∗ e´ o fibrado dado pelos cociclos
φij(x) = (ϕij(x)t)−1 ∈ GL(r,C).
Utilizando este item e o anterior podemos dar uma estrutura de fibrado vetorial a Hom(E, F) = E∗ ⊗ F
e End(E) = E∗ ⊗ E.
4. A k-e´sima poteˆncia exterior E∧k e´ o fibrado dado pelos cociclos
φij(x) = ∧kϕij(x) ∈ GL(m,C), m =
(
r
k
)
No caso em particular em que k = r,
∧r E = det E e´ um fibrado de linha, chamado fibrado determinante
de E.
5. Se f : Y → X e´ uma aplicac¸a˜o diferencia´vel, definimos o pullback de E por f como sendo o fibrado f ∗E
sobre Y dado pelos cociclos φ(x) = ϕij ◦ f (x) ∈ GL(r,C). Se Y ⊂ X e ι : Y → X denota a inclusa˜o
dizemos que i∗E e´ a restric¸a˜o de X a Y, e a denotamos por E|Y.
Ha´ ainda uma outra construc¸a˜o importante que podemos aplicar aos fibrados vetoriais complexos, que
e´ a projetivizac¸a˜o. Dado um fibrado complexo E de posto r consideremos s : X → E sua sec¸a˜o nula. A
multiplicac¸a˜o fibra a fibra define uma ac¸a˜o livre e pro´pria de C∗ em E \ s(X). Definimos a projetivizac¸a˜o de E
como sendo o quociente
P(E) =
E \ s(X)
C∗ .
A projec¸a˜o pi : E → X define uma aplicac¸a˜o Π : P(E) → X cuja fibra sobre x e´ Π−1(x) = P(Ex) ' Pr−1.
Vemos assim que P(E) e´ um fibrado sobre X com fibra tı´pica Pr−1.
Analogamente ao caso de fibrados vetoriais, a projetivizac¸a˜o de um fibrado complexo de posto r pode
ser dada por meio de cociclos com valores em PGL(r,C), 2 isto e´, aplicac¸o˜es ϕij : Ui ∩ Uj → PGL(r,C)
satisfazendo ϕij · ϕji = I em Ui ∩Uj e ϕij · ϕjk · ϕki = I em Ui ∩Uj ∩Uk.
3.2 Fibrados Holomorfos
Suponha agora que X seja uma variedade complexa. Um fibrado vetorial holomorfo sobre X e´ um fibrado vetorial
complexo pi : E→ X tal que E e´ uma variedade complexa e as trivializac¸o˜es
ϕi : pi−1(Ui)→ Ui ×Cr
sa˜o biholomorfismos.
Equivalentemente, podemos pedir que os cociclos
ϕij : Ui ∩Uj → GL(r,C)
sejam aplicac¸o˜es holomorfas.
Assim como na categoria diferencia´vel, podemos recuperar o fibrado holomorfo E a partir de aplicac¸o˜es
holomorfas ϕij : Ui ∩Uj → GL(r,C) satisfazendo as condic¸o˜es (3.3). Ale´m disso, todas as construc¸o˜es discuti-
das na sec¸a˜o 3.1 tambe´m funcionam na categoria holomorfa, isto e´, a soma direta, o produto tensorial, o dual
e a poteˆncia exterior de fibrados holomorfos ainda sa˜o fibrados holomorfos.
2O grupo PGL(r,C) e´ o quociente de GL(r,C) pelo seu centro, formado pelos mu´ltiplos da identidade.
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Exemplo 3.5. O fibrado tangente holomorfo, o fibrado cotangente e o fibrado canoˆnico
Seja X uma variedade complexa e ϕi : Ui → Cn cartas holomorfas cobrindo X. O fibrado tangente holomorfo
TX e´ o fibrado holomorfo de posto n definido pelos cociclos(
∂ϕkij
∂zl
∣∣∣∣
ϕj(x)
)
k,l
, x ∈ Ui ∩Uj,
onde ϕij = (ϕ1ij, . . . , ϕ
1
ij) e´ a mudanc¸a de coordenadas ϕij = ϕi ◦ ϕ−1j : ϕj(Ui ∩Uj)→ ϕi(Ui ∩Uj).
O fibrado dual ΩX = T ∗X e´ chamado fibrado cotangente holomorfo e suas poteˆncias ΩpX =
∧p ΩX sa˜o os
fibrados de p-formas holomorfas.
Note que KX =
∧n ΩX = det(ΩX) e´ um fibrado de linha, chamado fibrado canoˆnico de X. Este nome
vem do fato de que KX e´ um fibrado de linha naturalmente associado a qualquer variedade complexa, e sua
definic¸a˜o na˜o requer nehuma informac¸a˜o adicional sobre X, como por exemplo a presenc¸a de uma me´trica
riemanniana ou existeˆncia de algum mergulho X → PN .
Da definic¸a˜o do fibrado tangente holomorfo, vemos que TX tem os mesmos cociclos que o fibrado T1,0X
(veja o exemplo 3.4), o que mostra que este fibrado e´ holomorfo e TX ' T1,0X.
Da decomposic¸a˜o (3.8) obtemos uma decomposic¸a˜o no dual TCX∗
.
= TX∗ ⊗ C = (T1,0X)∗ ⊕ (T0,1X)∗. O
espac¸o (T1,0X)∗ e´ formado pelas 1-formas complexas que se anulam em T0,1X, e analogamente para o outro
somando, e do isomorfismo T1,0X ' TX obtemos um isomorfismo (T1,0X)∗ ' ΩX .
A decomposic¸a˜o (3.8) fornece ainda uma decomposic¸a˜o das poteˆncias exteriores∧k
C X
.
=
∧k(TCX)∗ = ⊕
p+q=k
∧p,q X, onde ∧p,q X = ∧p(T1,0X)∗ ⊗∧q(T0,1X)∗, (3.11)
e o isomorfismo (T1,0X)∗ ' ΩX induz isomorfismos ∧p,0 X ' ΩpX .
Note que temos projec¸o˜es naturais Πp,q :
∧k
C X →
∧p,q X.
Um caso particular que nos sera´ u´til mais adiante e´ o caso k = 2. Temos∧2
C X =
∧2,0 X⊕∧1,1 X⊕∧0,2 X (3.12)
O espac¸o
∧2,0 X (resp. ∧0,2 X) e´ formado pelas 2-formas α(·, ·) que se anulam se um dos argumentos
pertence a T0,1X (resp. T1,0X). Ja´
∧1,1 X e´ formado pelas 2-formas que se anulam se ambos os argumentos
pertencem a T0,1X ou ambos a T0,1X.
Os feixes de sec¸o˜es de
∧k
C X e
∧p,q X sera˜o denotados, respectivamente, por AkX,C e Ap,qX . Tambe´m temos
projec¸o˜es Πp,q : AkX,C → Ap,qX .
Em coordenadas, a base {∂/∂z1, . . . , ∂/∂zn, ∂/∂z¯1, . . . , ∂/∂z¯n} induz uma base {dz1 . . . , dzn, dz¯1, · · · , dz¯n}
de TCX∗. Um elemento de Ap,qX sera´ enta˜o uma soma de elementos da forma
α = f dzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧ dz¯jq ,
com f uma func¸a˜o suave.
Os elementos de Ap,qX sa˜o chamados de (p, q)-formas ou formas de tipo (p, q). Da decomposic¸a˜o (3.11)
vemos que uma k-forma complexa se escreve de modo u´nico com uma soma se (p, q)-formas com p + q = k.
Os operadores ∂ e ∂
A diferencial exterior d : AkX → Ak+1X se estende de modo C-linear a d : AkX,C → Ak+1X,C . Note que d aumenta o
grau total da forma em 1, mas na˜o sabemos em geral como ele afeta o bigrau (p, q). Os operadores ∂ e ∂ sa˜o
definidos restringindo d a Ap,q e tomando as partes (p+ 1, q) e (p, q+ 1), respectivamente. Mais precisamente:
∂ : Ap,qX −→ Ap+1,qX e ∂ : Ap,qX −→ Ap,q+1X
sa˜o definidos por
∂ = Πp+1,q ◦ d e ∂ = Πp,q+1 ◦ d. (3.13)
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Em coordenadas, se α = f dzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧ dz¯jq , enta˜o
∂α =
n
∑
k=1
∂ f
∂zk
dzk ∧ dzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧ dz¯jq e ∂α =
n
∑
k=1
∂ f
∂z¯k
dz¯k ∧ dzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧ dz¯jq
e para uma (p, q)-forma qualquer usamos a linearidade de ∂ e ∂.
Note que, da descric¸a˜o em coordenadas acima, temos que d = ∂ + ∂¯, de onde vemos que 0 = d2 =
∂2 + ∂∂¯+ ∂¯∂+ ∂¯2. Como a soma 3.11 e´ direta concluimos vemos que
∂2 = 0, ∂¯2 = 0 e ∂∂¯ = −∂¯∂.
Cohomologia de Dolbeaut
Devido a relac¸a˜o ∂¯2 = 0, temos, para cada p ≥ 0, um complexo de feixes
Ap,0X
∂¯−→ Ap,1X
∂¯−→ Ap,2X
∂¯−→ · · · (3.14)
chamado complexo de Dolbeaut , e os espac¸os de cohomologia no nı´vel de sec¸o˜es globais
Hp,q
∂¯
(X) =
ker{∂¯ : Ap,q(X)→ Ap,q+1(X)}
Im {∂¯ : Ap,q−1(X)→ Ap,q(X)} (3.15)
sa˜o chamados espac¸os de cohomologia de Dolbeaut. De certa forma, eles sa˜o um ana´logo complexo aos
espac¸os de cohomologia de de Rham. Assim como no caso da cohomologia de de Rham, temos um ana´logo
ao Lema de Poincare´, o que mostra que Hp,q
∂¯
(B) = 0 para polidiscos B ⊂ Cn.
Proposic¸a˜o 3.6. ∂¯-Lema de Poincare´. Seja B ⊂ Cn um polidisco. Se α ∈ Ap,q(B) satisfaz ∂¯α = 0 enta˜o existe
β ∈ Ap,q−1(B) tal que α = ∂¯β.
A demonstrac¸a˜o se reduz essencialmente a resolver equac¸o˜es do tipo ∂ f∂z¯k = g para f , onde g : B → C e´
uma func¸a˜o suave dada, e esse tipo de equac¸a˜o sempre pode ser resolvido em B.
No caso unidimensional por exemplo, se g : B(R) ⊂ C → C e´ uma func¸a˜o suave em B(R), uma soluc¸a˜o
para a equac¸a˜o ∂ f∂z¯ = g na bola B(r), r < R e´ dada pela fo´rmula
fr(z) =
1
2pi
√−1
∫
B(r)
g(w)
w− z dw ∧ dw¯,
Considerando uma sequeˆncia rn → R e func¸o˜es ρn : B(R)→ R que valem 1 em B(rn) e 0 fora de B(rn+1),
as func¸o˜es ρn frn convergem para uma soluc¸a˜o da equac¸a˜o em B(R).
Para os detalhes e a demonstrac¸a˜o completa do lema veja por exemplo [7], cap 0.
Sec¸o˜es holomorfas
Podemos tambe´m definir sec¸o˜es holomorfas de um fibrado holomorfo pi : E → X: sa˜o aplicac¸o˜es holomorfas
s : X → E satisfazendo pi ◦ s = idX . Assim como no caso diferencia´vel temos a correspondeˆncia
{
Sec¸o˜es holomorfas
de E ∼ {(Ui, ϕij)}
}
←→

Func¸o˜es holomorfas
si : Ui → Cr satisfazendo
si = ϕij · sj em Ui ∩Uj
 (3.16)
Denotamos por O(E) o feixe de sec¸o˜es holomorfas de E.
Observac¸a˜o 3.7. O feixe O(E) e´ de um tipo especial. Dizemos que um feixe de OX-mo´dulos F sobre X e´
localmente livre se para todo ponto x ∈ X existe uma vizinhanc¸a U de x e um inteiro r tal que F|U ' O⊕rX |U .
Se o inteiro r na˜o depende de x dizemos que F e´ um feixe localmente livre de posto r.
Se E e´ um fibrado holomorfo de posto r, uma trivializac¸a˜o ψ : E|U → U × Cr fornece um isomorfismo
E|U ' U ×Cr e portanto O(E) ' O⊕rX |U , o que mostra que O(E) e´ um feixe localmente livre de posto r.
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Reciprocamente, dado um feixe F sobre X que e´ localmente livre de posto r, podemos cobrir X por abertos
Ui de modo que existam isomorfismos ψi : F|Ui ' O⊕rX |Ui . As composic¸o˜es ψij = ψi ◦ ψ−1j : O⊕rX |Ui∩Uj →
O⊕rX |Ui∩Uj sa˜o dadas por matrizes de func¸o˜es holomorfas e portanto sa˜o cociclos de um fibrado holomorfo E.
E´ fa´cil ver que as duas construc¸o˜es acima sa˜o mutuamente inversas e portanto obtemos uma corres-
pondeˆncia biunı´voca{
Fibrados vetoriais holomorfos
de posto r sobre X
}
←→
{
Feixes de OX −mo´dulos
localmente livres de posto r
}
Por esse motivo denotaremos tambe´m por E o feixe de sec¸o˜es holomorfas de E. Note que, com essa
convenc¸a˜o, o espac¸o das sec¸o˜es holomorfas globais de E e´ H0(X, E).
Diferentemente do caso diferencia´vel, em que o conjunto das sec¸o˜es e´ um espac¸o vetorial de dimensa˜o
infinita, um fibrado holomorfo na˜o admite muitas sec¸o˜es holomorfas. Por exemplo, se E = X × C enta˜o
suas sec¸o˜es holomorfas sa˜o simplesmente func¸o˜es holomorfas globais em X, que devem ser constantes se X e´
compacta. Logo, nesse caso o espac¸o das sec¸o˜es e´ unidimensional.
Pode ocorrer ainda que um fibrado holomorfo na˜o admita nehnuma sec¸a˜o holomorfa na˜o trivial. Veja por
exemplo o Corola´rio 3.13 e a equac¸a˜o (3.22).
Um morfismo entre fibrados holomorfos piE : E → X e piF : F → X e´ uma aplicac¸a˜o holomorfa ϕ : E → F
tal que piE = piF ◦ ϕ e induz uma aplicac¸a˜o linear ϕx = ϕ|Ex : Ex → Fx cujo posto independe de x, e um
isomorfismo e´ um morfismo bijetor. Assim como no caso diferencia´vel temos
Proposic¸a˜o 3.8. Dois fibrados holomorfos de posto r, E → X e F : X → X sa˜o isomorfos se e somente se existe uma
cobertura U = {Ui}i de X e func¸o˜es holomorfas λi : Ui → GL(r,C) tais que φij = λiψijλ−1j em Ui ∩Uj, onde φij e ψij
sa˜o os cociclos de E e F com relac¸a˜o a` U , respectivamente.
Da descric¸a˜o local do operador ∂ (eq. (3.13)), e lembrando que temos um isomorfismo
∧p,0 X ' ΩpX
obtemos o seguinte resultado
Proposic¸a˜o 3.9. O espac¸o das sec¸o˜es holomorfas globais deΩpX (isto e´, das p-formas holomorfas) e´ dado por H
0(X,ΩpX) =
{α ∈ Ap,0(X) : ∂α = 0}.
Da proposic¸a˜o acima, vemos que o nu´cleo de ∂¯ : Ap,0X → Ap,1X e´ o feixe ΩpX das p-formas holomorfas, de
onde obtemos um complexo de feixes
0 −→ ΩpX −→ Ap,0X −→ Ap,1X −→ · · · .
Do ∂¯-lema de Poincare´, temos que o complexo acima e´ exato, e portanto o complexo (Ap,•X , ∂¯) e´ uma
resoluc¸a˜o do feixe ΩpX . Como os feixes Ap,qX sa˜o acı´clicos, obtemos (veja a proposic¸a˜o 2.42) o chamado iso-
morfismo de Dolbeaut
Hp,q
∂¯
(X) ' Hq(X,ΩpX). (3.17)
3.3 Fibrados de linha e o grupo de Picard
Nesta sec¸a˜o estudaremos fibrados de linha holomorfos. Esses fibrados sa˜o importantes por diversas razo˜es. A
primeira delas e´ que estes sa˜o os fibrados holomorfos mais simples, e portanto mais fa´ceis de serem estuda-
dos. Uma outra vantagem e´ que o produto tensorial de fibrados de linha sobre uma variedade X e´ novamente
um fibrado de linha, o que nos permite definir um grupo associado a X: o grupo de Picard Pic(X).
Veremos adiante tambe´m que fibrados de linha esta˜o intimamente relacionados com subvariedades com-
plexas de codimensa˜o 1 (i.e. hipersuperfı´cies) e mais geralmente com divisores. Ale´m disso, sec¸o˜es desses
fibrados permitem definir aplicac¸o˜es X → PN e portanto sa˜o centrais na interface entre a geometria analı´tica
e a geometria alge´brica complexa.
Vamos comec¸ar estudando fibrados de linha sobre o espac¸o projetivo Pn.
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Exemplo 3.10. O fibrado tautolo´gico
Considere o subconjunto de Pn ×Cn+1 definido por
O(−1) = {(`, z) ∈ Pn ×Cn+1 : z ∈ `}
e seja pi : O(−1)→ Pn a restric¸a˜o a O(−1) da projec¸a˜o na primeira coordenada.
Note que pi−1(`) = {`} × `, onde vemos o segundo fator como ` ⊂ Cn+1. Assim a fibra sobre uma reta `
e´ naturalmente isomorfa a `.
Proposic¸a˜o 3.11. O conjunto O(−1) e´ uma subvariedade complexa de Pn ×Cn+1 e pi : O(−1) → Pn e´ um fibrado
de linha holomorfo sobre Pn.
Demonstrac¸a˜o. Vamos provar as duas afirmac¸o˜es simultaneamente.
Considere a cobertura Pn =
⋃n
i=0 Ui, onde Ui = {zi 6= 0} e sejam
ψi : pi−1(Ui) −→ Ui ×C
(`, z) 7−→ (`, zi)
(3.18)
E´ claro que ψi e´ contı´nua. A inversa e´ dada por ψ−1i : (`, w) 7→ (`, (w z0zi , . . . , w, . . . , w
zn
zi
)), onde ` = [z0 :
· · · : zn], e e´ claramente contı´nua. Logo as ψi sa˜o homeomorfismos, que da˜o ao mesmo tempo trivializac¸o˜es
locais e coordenadas em O(−1).
Para ver que o fibrado e as coordenadas sa˜o holomorfos basta notar que os cociclos sa˜o dados por
ψij : Ui ∩Uj −→ GL(1,C) ' C∗
[z0 : · · · : zn] 7−→ zizj
(3.19)
que sa˜o claramente holomorfos.
O fibrado O(−1) e´ chamado fibrado tautolo´gico sobre Pn . Essa nomenclatura vem do fato de que a fibra
sobre uma reta ` ∈ Pn e´ naturalmente identificada com a pro´pria reta `. O dual de O(−1) e´ denotado por
O(1) e, mais geralmente, denotamos
O(k) =

O(1)⊗k = O(1)⊗ · · · ⊗ O(1) se k > 0
OPn = Pn ×C se k = 0
O(−1)⊗k = O(−1)⊗ · · · ⊗ O(−1) se k < 0
(3.20)
Proposic¸a˜o 3.12. Seja L→ X um fibrado de linha holomorfo e L∗ o seu dual. Enta˜o L⊗ L∗ ' OX , onde OX e´ o fibrado
de linha trivial sobre X.
Demonstrac¸a˜o. Sejam {ϕij} os cociclos de L associados a uma cobertura {Ui}. Enta˜o, em relac¸a˜o a mesma
cobertura, o fibrado L∗ e´ dado pelos cociclos {ϕ−1ij }. O produto tensorial enta˜o e´ dado pelos cociclos {ϕij ·
ϕ−1ij ≡ 1}, que sa˜o os cociclos do fibrado trivial.
Corola´rio 3.13. Seja L um fibrado de linha sobre uma variedade compacta X. Se L e L∗ admitem sec¸o˜es na˜o triviais
enta˜o L e´ trivial.
Demonstrac¸a˜o. Sejam s e t sec¸o˜es de L e L∗ respectivamente. Enta˜o f = s⊗ t e´ uma sec¸a˜o de L⊗ L∗ ' OX ,
isto e´, uma func¸a˜o holomorfa global. Como X e´ compacta segue que f e´ constante.
Suponha L na˜o trivial. Enta˜o s(x) = 0 para algum x e portanto f ≡ 0. Mas enta˜o s⊗ t = 0 e pelo princı´pio
da identidade devemos ter s = 0 ou t = 0, ou seja uma das sec¸o˜es deve ser trivial.
A proposic¸a˜o 3.12 nos permite definir um grupo abeliano associado a X
Definic¸a˜o 3.14. O grupo de Picard de X, denotado por Pic(X), e´ o grupo formado pelas classes de isomor-
fismo de fibrados de linha holomorfos cuja operac¸a˜o de grupo e´ o produto tensorial (L, L′) 7→ L ⊗ L′, o
elemento neutro e´ o fibrado trivial OX e a inversa˜o e´ a dualizac¸a˜o L 7→ L∗.
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Em termos de trivializac¸o˜es locais, se L ∼ {ϕij} e L′ ∼ {ϕ′ij}, temos
L⊗ L′ ∼ {ϕij · ϕ′ij} e L∗ = {ϕ−1ij }
Observac¸a˜o 3.15. Da demonstrac¸a˜o da proposic¸a˜o 3.11, vemos que o fibrado tautolo´gico O(−1) e´ dado pelos
cociclos {zi/zj}, com relac¸a˜o a` cobertura padra˜o de Pn. Logo, os fibrados O(k) sa˜o dados pelos cociclos
{zkj /zki }. Note que O(m)⊗O(n) = O(m + n).
Exemplo 3.16. Sec¸o˜es holomorfas de O(k)
Seja s ∈ C[z0, · · · , zn] um polinoˆmio homogeˆneo de grau k > 0. A partir de s podemos definir uma sec¸a˜o
holomorfa global de O(k) sobre Pn da seguinte maneira.
Se Ui = {zi 6= 0} ⊂ Pn, defina si : Ui → C por si([z0 : · · · : zn]) = s
(
z0
zi
, · · · , 1, · · · , znzi
)
. E´ claro que si esta´
bem definida e e´ holomorfa em Ui.
Da homogeneidade de s vemos que
si = s
(
z0
zi
, · · · , 1, · · · , zn
zi
)
=
1
zki
s(z0, · · · , zn) =
zkj
zki
s
(
z0
zj
, · · · , 1, · · · , zn
zj
)
=
zkj
zki
sj
e como zkj /z
k
i sa˜o os cociclos deO(k) com relac¸a˜o a cobertura {Ui, i = 0 · · · , n}, obtemos, pela correspondeˆncia
(3.16) uma sec¸a˜o s ∈ H0(Pn,O(k)).
Reciprocamente, seja t ∈ H0(Pn,O(k)) com k > 0. Fixe s0 ∈ H0(Pn,O(k)) dada por um polinoˆmio
como acima. Note que a raza˜o F = t/s0 define uma func¸a˜o meromorfa em Pn. Compondo com a projec¸a˜o
pi : Cn+1 \ {0} → Pn obtemos uma func¸a˜o meromorfa em Cn+1 \ {0}, F˜ = F ◦ pi. A func¸a˜o G = s0 F˜ e´ holo-
morfa em Cn+1 \ {0} e portanto, pelo teorema de Hartogs (Teorema 1.9), se estende a Cn+1.
Note que F˜ e´ invariante pela ac¸a˜o de C∗ e portanto, da homogeneidade de s0, vemos que G(λz) = λkG(z)
para todo λ ∈ C, z ∈ Cn+1. Olhando para a expansa˜o de G em se´rie de poteˆncias em torno de z = 0 vemos
que G deve ser um polinoˆmio homogeˆneo de grau k, que induz a sec¸a˜o t.
Obtemos assim uma identificac¸a˜o
H0(Pn,O(k)) '
{
Polinoˆmios homogeˆneos
de grau k em Cn+1
}
(3.21)
para k > 0.
Observe que de um lado temos um objeto analı´tico, isto e´, sec¸o˜es holomorfas de um fibrado de linha,
enquanto de outro um objeto alge´brico (polinoˆmios). Esse tipo de correspondeˆncia e´ bastante importante e
muito u´til na geometria complexa, sendo responsa´vel pela transformac¸a˜o da geometria complexa analı´tica em
Pn em geometria alge´brica projetiva. Esses pensamentos podem ser levados mais adiante, levando a resulta-
dos como o teorema de Chow (toda subvariedade complexa fechada de Pn e´ alge´brica) e, em um nı´vel mais
sofisticado a correspondeˆncia GAGA (Ge´ometrie Alge´brique et Ge´ome´trie Analytique) de Serre.
Do corola´rio 3.13 vemos tambe´m que
H0(Pn,O(k)) = 0 para k < 0. (3.22)
Observe que, das equac¸o˜es (3.21) e (3.22), vemos que nenhum dos fibrados O(k), k 6= 0 e´ trivial, pois
dim H0(Pn,OPn) = 1.
A seguinte proposic¸a˜o mostra que o grupo de Picard de X tambe´m pode ser visto como um grupo de
cohomologia.
Proposic¸a˜o 3.17. Existe um isomorfismo natural
Pic(X) ' H1(X,O∗X)
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Demonstrac¸a˜o. Dada uma cobertura U que trivializa um fibrado de linha, os cociclos associados sa˜o func¸o˜es
holomorfas ϕij : Ui ∩Uj → C∗, ou seja, ϕij ∈ O∗X(Ui ∩Uj). Das condic¸o˜es de cociclo (3.3) vemos que δ(ϕij) = 0,
e portanto (ϕij) define uma classe em Hˇ1(U ,O∗X).
Construimos assim um homomorfismo
Pic(X)→ Hˇ1(U ,O∗X).
Pela proposic¸a˜o 3.8 vemos que dois fibrados L e L′ sa˜o isomorfos se e somente se seus cociclos em relac¸a˜o
a alguma cobertura satisfazem ϕij = λiψijλ−1j em Ui ∩Uj com λi ∈ O∗(Ui) e λj ∈ O∗(Uj), ou seja, se somente
se ϕij e ψij diferem pelo cobordo λiλ−1j ∈ O∗(Ui ∩Uj). Isso mostra que o homomorfismo acima e´ injetor se
tomarmos uma cobertura suficientemente fina.
O homomorfismo acima tambe´m e´ sobrejetor: pela observac¸a˜o 3.3, dados cociclos {ϕij} com relac¸a˜o a U
existe um fibrado de linha L que tem {ϕij} como func¸o˜es de transic¸a˜o, e pela proposic¸a˜o 3.8, a classe de
isomorfismo de L independe do representante de {ϕij} em Hˇ1(U ,O∗X).
Temos enta˜o uma colec¸a˜o de homomorfismos Pic(X) → Hˇ1(U ,O∗X) que comutam com as aplicac¸o˜es
Hˇ1(U ,O∗X)→ Hˇ1(V ,O∗X) induzidas por um refinamento V ≺ U . E ale´m disso Pic(X) ' Hˇ1(U ,O∗X) tomando
U suficientemente fina. Assim, tomando o limite direto obtemos
Pic(X) ' lim−→ Hˇ
1(U ,O∗X) = Hˇ1(X,O∗X).
Como Hˇq(X,F ) ' Hq(X,F ) (cf. Proposic¸a˜o 2.50), o resultado segue.
3.3.1 A sequeˆncia exponencial
A exponencial de func¸o˜es holomorfas em um aberto U ⊂ X define um morfismo de feixes OX → O∗X , dado
por
O(U) 3 f 7−→ exp(2pi√−1 f ) ∈ O∗(U),
lembrando que vemos OX como feixe aditivo e O∗X como feixe multiplicativo.
Se U e´ conexo enta˜o o nu´cleo de exp : OX(U) → O∗X(U) e´ formado pelas func¸o˜es constantes em U com
valores inteiros e portanto o nu´cleo do homomorfismo exp : OX → O∗X e´ o feixe localmente constante Z.
A existeˆncia do logaritmo assegura que exp : O(U) → O∗(U) e´ sobrejetora para todo aberto simplesmente
conexo suficientemente pequeno.
Obtemos assim uma sequeˆncia exata de feixes
0 −→ Z −→ OX −→ O∗X −→ 0 (3.23)
chamada sequeˆncia exponencial em X.
A sequeˆncia exata longa associada a` sequeˆncia exponencial
0 −→ H0(X,Z) −→ H0(X,OX) −→ H0(X,O∗X) −→
−→ H1(X,Z) −→ H1(X,OX) −→ H1(X,O∗X) −→
−→ H2(X,Z) −→ · · ·
conte´m algumas informac¸o˜es interessantes sobre X.
Destaquemos a seguinte parte da sequeˆncia
H1(X,Z) −→ H1(X,OX) −→ H1(X,O∗X) −→ H2(X,Z) (3.24)
Primeiramente note que, quando X e´ compacta, a aplicac¸a˜o H1(X,Z) → H1(X,OX) e´ injetora. De fato:
para X compacta temos que H0(X,OX) = C e H0(X,O∗X) = C∗, e exp : H0(X,OX) → H0(X,O∗X) e´ a ex-
ponencial complexa usual, que e´ sobrejetora. Portanto H0(X,O∗X) → H1(X,Z) e´ a aplicac¸a˜o nula, de onde
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segue a injetividade de H1(X,Z)→ H1(X,OX).
A sequeˆncia (3.24) nos da´ uma maneira de calcular o grupo de Picard, Pic(X) = H1(X,O∗X) conhecendo
os grupos H1(X,OX), Hi(X,Z), i = 1, 2, e as aplicac¸o˜es induzidas entre eles. Note que Hi(X,Z) e´ o i-e´simo
grupo de cohomologia singular de X (ver exemplo 2.44), que e´ usualmente calculado por me´todos topolo´gicos
(como por exemplo pela sequeˆncia de Mayer-Vietoris).
A aplicac¸a˜o de cobordo H1(X,O∗X) → H2(X,Z) nos da´ um invariante importante associado aos fibrados
de linha:
Definic¸a˜o 3.18. A primeira classe de Chern de um fibrado L ∈ Pic(X), denotada por c1(L), e´ a imagem de L
pela aplicac¸a˜o de cobordo
Pic(X) = H1(X,O∗X) 3 L 7−→ c1(L) ∈ H2(X,Z).
Existem algumas definic¸o˜es equivalentes da primeira classe de Chern, como por exemplo como sendo a
classe de cohomologia da forma de curvatura de L com relac¸a˜o a alguma me´trica hermitiana. Falaremos disso
no capı´tulo 5.
E´ possı´vel dar uma descric¸a˜o explı´cita da primeira classe de Chern de um fibrado de linha holomorfo
em termos de seus cociclos. Suponha que L seja trivializado sobre uma cobertura U = (Ui)i e sejam ϕij ∈
O∗X(Ui ∩Uj) os cociclos de Cˇech associados. Da sobrejetividade da sequeˆncia exponencial podemos supor,
tomando U suficientemente fina, que ϕij = exp(2pi
√−1 fij). Da condic¸a˜o de cociclo ϕijϕjkϕki = 1 temos que
fij + f jk + fki ∈ Z e pela definic¸a˜o da aplicac¸a˜o de cobordo Hˇ1(X,O∗X) → Hˇ2(X,Z) (veja a Proposic¸a˜o 2.35),
o elemento (ϕij) corresponde a classe de δ( fij) = (zijk) em Hˇ2(X,Z), onde zijk = f jk − fik + fij, e portanto
vemos que
c1(L) =
[
f jk − fik + fij
]
=
[
1
2pi
√−1
(
log ϕjk − log ϕik + log ϕij
)]
∈ Hˇ2(X,Z),
onde log denota um ramo do logaritmo.
Vemos da sequeˆncia (3.24) que para determinar os fibrados de linha holomorfos sobre X, que sa˜o para-
metrizados por H1(X,O∗X), devemos entender a parte desse grupo vinda de H1(X,OX), e sua imagem pela
aplicac¸a˜o c1 : H1(X,O∗X) → H2(X,Z). De certa maneira, podemos ver Pic(X) como sendo constituido de
uma parte contı´nua, associada ao feixe OX , e uma discreta, associada ao feixe Z. A parte contı´nua, isto e´,
a imagem de H1(X,OX) → H1(X,O∗X) e´ chama variedade jacobiana. Algumas de suas propriedades sa˜o
estudadas na sec¸a˜o 4.5
Observac¸a˜o 3.19. Note que quando H1(X,OX) = 0 temos que c1 : H1(X,O∗X) → H2(X,Z) e´ injetora, o que
quer dizer que a primeira classe de Chern determina (a menos de isomorfismo) o fibrado de linha holomofo.
Classicamente, no caso em que dim X = 2, o nu´mero q = dim H1(X,OX) e´ chamado irregularidade da
superfı´cie complexa X.
3.3.2 Construindo aplicac¸o˜es X → PN
Vimos no capı´tulo 1 que uma variedade complexa compacta X na˜o pode ser mergulhada holomorficamente
no espac¸o euclideano Cn (Corola´rio 1.17).
Em vez disso, podemos enta˜o tentar obter mergulhos de X em algum espac¸o projetivo PN . Uma maneira
de construir tais mergulhos e´ por meio de sec¸o˜es de fibrados de linha sobre X. Este sera´ o assunto desta sec¸a˜o.
Seja L um fibrado de linha sobre X.
Definic¸a˜o 3.20. Dizemos que x ∈ X e´ um ponto base de L se s(x) = 0 para toda sec¸a˜o s ∈ H0(X, L). O
conjunto dos pontos base e´ denotado por Bs(L).
Suponha que H0(X, L) tenha dimensa˜o finita e seja s0, . . . , sN ∈ H0(X, L) uma base. Note que Bs(L) =
Z(s0) ∩ · · · ∩ Z(sN) e e´ uma subvariedade analı´tica de X.
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Se U ⊂ X \ Bs(L) e´ um aberto e ψ uma trivializac¸a˜o sobre U, a aplicac¸a˜o
U 3 x 7−→ [ψ(s0(x)) : · · · : ψ(sn(x))] ∈ PN
esta´ bem definida, pois as coordenadas homogeˆneas na˜o sa˜o simultaneamente nulas.
Agora, outra trivializac¸a˜o sobre U sera´ da forma λψ, com λ ∈ O∗X e nesta trivializac¸a˜o a aplicac¸a˜o acima
fica
x 7−→ [λ(x)ψ(s0(x)) : · · · : λ(x)ψ(sn(x))] = [ψ(s0(x)) : · · · : ψ(sn(x))]
Assim, podemos definir a aplicac¸a˜o globalmente, e obtemos
ϕL : X \ Bs(L) −→ PN
Observe que ainda dependemos da escolha de uma base de H0(X, L), mas uma outra escolha produziria
uma aplicac¸a˜o que difere da original por um automorfismo linear de PN .
Mais geralmente poderiamos considerar aplicac¸o˜es induzidas por sec¸o˜es pertencentes a um subespac¸o
Q ⊂ H0(X, L). Dizemos que Q e´ um sistema linear de L e Q = H0(X, L) e´ chamado sistema linear completo de L.
Definic¸a˜o 3.21. Dizemos que um fibrado de linha L e´ amplo se para algum k > 0 e algum sistema linear de
Lk a aplicac¸a˜o induzida X → PN e´ um mergulho e e´ muito amplo se k = 1.
Exemplo 3.22. O mergulho de Veronese
Se X = Pn e L = O(d), vimos que os polinoˆmios homogeˆneos de grau d podem ser vistos como sec¸o˜es
globais de L. Nesse caso Bs(L) = ∅, pois dado p ∈ Pn, alguma coordenada homogeˆnea zk de p e´ na˜o nula e
daı´ zdk e´ uma sec¸a˜o que na˜o se anula em p.
A aplicac¸a˜o induzida e´
ϕO(d) : Pn −→ PN
[z0 : · · · : zn] 7−→ [· · · : zi00 · · · zinn : · · · ]
onde (i0, . . . , in) percorrem todos os multi-ı´ndices com ∑nk=0 ik = d. Vamos denotar por zi0···in as coordenadas
homogeˆneas em PN . Note que o nu´mero dessas coordenadas e´ o nu´mero de monoˆmios de grau d em n
varia´veis e portanto N = (n+dn )− 1.
Para ver que ϕO(d) e´ um mergulho, primeiro reordenamos as coordenadas em PN de modo que ϕO(d)
e´ dada por [z0 : · · · : zn] 7→ [zd0 : zd−10 z1 : zd−10 z2 · · · : zd−10 zn : · · · ]. Assim, em U0 = {z0 6= 0} ⊂ Pn,
[1 : z1 : · · · : zn] 7→ [1 : z1 : z2 · · · : zn : · · · ] e portanto, em coordenadas a aplicac¸a˜o de Veronese e´ dada por
(w1, . . . , wn) 7→ (w1, . . . , wn, . . .), o que mostra que ϕO(d) e´ uma imersa˜o em U0. De modo ana´logo mostramos
que ϕO(d) e´ uma imersa˜o nos demais abertos coordenados de Pn. E´ fa´cil ver tambe´m que ϕO(d) e´ injetora e
como Pn e´ compacto concluı´mos que a aplicac¸a˜o de Veronese e´ um mergulho. Em particular isso mostra que
os fibrados O(d) sa˜o muito amplos.
A aplicac¸a˜o ϕO(d) e´ chamada mergulho de Veronese.
No caso n = 1, d = 2 por exemplo temos que P1 e´ mapeado na curva plana {x21 = x0x2} ⊂ P2, via
[z0 : z1] 7→ [z20 : z0z1 : z22].
Uma propriedade interessante da aplicac¸a˜o de Veronese ϕO(d) e´ que ela transforma hipersuperfı´cies pro-
jetivas de grau d em Pn em sec¸o˜es de hiperplanos da imagem P = ϕO(d)(Pn) ⊂ PN . De fato, uma hi-
persuperfı´cie de grau d em Pn e´ dada pelos zeros de um polinoˆmio homogeˆneo de grau d, que e´ da forma
∑ ai0···in z
i0
0 · · · zinn e portanto sua imagem sera´ dada pela intersecc¸a˜o de P com o conjunto de zeros do polinoˆmio
∑ ai0···in zi0···in , que e´ linear nas coordenadas zi0···in de P
N .
3.4 Divisores
Definic¸a˜o 3.23. Um divisor de Weil D em uma variedade complexa X e´ uma soma formal localmente finita
D =∑ aiYi,
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onde Yi ⊂ X sa˜o hipersuperfı´cies irredutı´veis e ai ∈ Z. Com localmente finita queremos dizer que para todo
x ∈ X existe uma vizinhanc¸a aberta U tal que Yi ∩U 6= ∅ apenas para um nu´mero finito de ı´ndixes i.
Um divisor e´ efetivo se ai ≥ 0 para todo i.
O conjunto de todos os divisores de Weil, denotado por, Div(X) e´ o grupo abeliano livre gerado pelas
hipersuperfı´cies de X, chamado grupo de divisores de X.
Podemos definir uma ordem parcial em Div(X): se D = ∑ aiYi e E = ∑ biYi, dizemos que D ≤ E se ai ≤ bi
para todo i.
Exemplo 3.24. Toda hipersuperfı´cie Y ⊂ X pode ser vista como um divisor de Weil efetivo.
Exemplo 3.25. Divisores principais
Seja X uma variedade complexa e Y ⊂ X uma hipersuperfı´cie irredutı´vel. Dada uma func¸a˜o holomorfa
f em uma vizinhanc¸a de x ∈ Y, ela define um germe f ∈ OX,x. Se g e´ um elemento irredutı´vel de OX,x
induzido pela equac¸a˜o que define Y, a ordem de f em x e´ o maior inteiro m = ordY,x tal que gm divide f em
OX,x ou seja, e´ o maior inteiro tal que a equac¸a˜o
f = gm · h, h ∈ OX,x,
vale em OX,x.
A partir da estrutura alge´brica de OX,x (e´ um anel local, noetheriano e de fatorizac¸a˜o u´nica) podemos ver
que a definic¸a˜o acima independe da escolha da equac¸a˜o g que define Y. Ale´m disso, elementos relativamente
primos em OX,x continuam relativamente primos em OX,y para y suficientemente pro´ximos de x.3 Isso
permite definir a ordem de f ao longo de Y por
ordY( f ) = ordY,x( f ) para algum x ∈ Y.
Mais geralmente, se f e´ meromorfa, podemos escrever f = g/h localmente, e definimos ordY,x( f ) =
ordY,x(g)− ordY,x(h) e em seguida ordY( f ) = ordY,x( f ) para algum x ∈ Y.
Note que a ordem e´ aditiva, isto e´, ordY( f1 f2) = ordY( f1) + ordY( f2) e que ordY( f ) = 0 se e so´ se f e´
holomorfa na˜o se anula identicamente em Y.
Dada uma func¸a˜o meromorfa global f ∈ K(X), o divisor associado a f e´ o divisor de Weil
( f ) =∑ ord( f )Y ·Y,
onde a soma e´ tomada sobre todas as hipersuperfı´cies irredutı´veis de X.
Note que ( f ) pode ser escrito como a diferenc¸a de dois divisores efetivos:
( f ) = Z( f )− P( f ) onde Z( f ) = ∑
ordY>0
ordY( f ) ·Y e P( f ) = ∑
ordY<0
ordY( f ) ·Y.
Os divisores Z( f ) e P( f ) sa˜o chamados, respectivamente, de divisor de zeros e de po´los de f . Note que
Z( f ) ≥ 0 e P( f ) ≥ 0.
Definic¸a˜o 3.26. Um divisor de Weil D e´ dito um divisor principal se D = ( f ) para alguma f ∈ K(X). O
conjunto dos divisores principais em X e´ denotado por PDiv(X).
Observac¸a˜o 3.27. Note que PDiv(X) e´ um subgrupo de Div(X), pois se D = ( f ) e D′ = (g) enta˜o D+D′ = ( f g)
e −D = ( f−1).
Seja Y ⊂ X uma hipersuperfı´cie irredutı´vel. Localmente, Y e´ dada como zeros de func¸o˜es holomorfas, isto
e´, existe uma cobertura X =
⋃
Ui e func¸o˜es holomorfas fi ∈ O(Ui) tais que Y ∩Ui = Z( fi). Se Ui ∩Uj 6= ∅
temos que fi e f j definem a mesma hipersuperfı´cie irredutı´vel e portanto fi e f j diferem por uma func¸a˜o
holomorfa que na˜o se anula, isto e´, fi f−1j ∈ O∗(Ui ∩Uj). Isso nos permite ver Y como uma sec¸a˜o global do
feixe quociente OX/O∗X .
De maneira ana´loga, qualquer divisor de Weil efetivo pode ser visto como uma sec¸a˜o global de OX/O∗X .
No caso de divisores de Weil em geral, na˜o basta considerar feixe das func¸o˜es holomorfas, devido a presenc¸a
de coeficientes negativos, o que motiva a seguinte definic¸a˜o.
3Para uma demonstrac¸a˜o de todos esses fatos consulte o capı´tulo 0 de [7].
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Definic¸a˜o 3.28. Um divisor de Cartier em X e´ uma sec¸a˜o global do feixe K∗X/O∗X , isto e´, um elemento de
H0(K∗X/O∗X). Aqui K∗X e´ o feixe das func¸o˜es meromorfas na˜o identicamente nulas em X.
Ocorre que, no caso das variedades complexas, as definic¸o˜es de divisor de Cartier e de Weil coincidem:
Proposic¸a˜o 3.29. Existe um isomorfismo natural
H0(X,K∗X/O∗X) = Div(X)
Demonstrac¸a˜o. A ideia e´ simples: associar a uma func¸a˜o meromorfa seu divisor. Como a multiplicac¸a˜o por
uma func¸a˜o holomorfa que na˜o se anula na˜o altera o divisor, essa associac¸a˜o fica definida em K∗X mo´dulo O∗X .
Mais precisamente, um divisor de Cartier f = H0(X,K∗X/O∗X) e´ dado em uma cobertura por func¸o˜es
meromorfas fi ∈ K∗X(Ui) com fi f−1j ∈ O∗X(Ui ∩ Uj). Assim, para toda hipersuperfı´cie Y ⊂ X, temos que
ordY( fi) = ordY( f j) e portanto podemos definir ordY( f ) como sendo ordY( fi) para algum i. Associamos a f
o divisor de Weil D = ∑ ordY( f ) ·Y.
Reciprocamente, seja D = ∑ aiYi um divisor de Weil. Existe uma cobertura U = {Uj}j tal que Yi ∩Uj =
Z(gij), onde gij ∈ OX(Uj) e tais func¸o˜es sa˜o u´nicas a menos de elementos de O∗X(Uj). Defina f j = ∏i gaiij ∈
K∗X(Uj). Como Z(gij) ∩Uk = Yi ∩Uj ∩Uk = Z(gik) ∩Uj e Yi e´ irredutı´vel segue que gij e gik diferem por uma
func¸a˜o em O∗X(Uj ∩Uk). Consequentemente f j e fk diferem, em Uj ∩Uk, por um elemento de O∗X(Uj ∩Uk) e
portanto definem uma sec¸a˜o f = H0(X,K∗X/O∗X).
E´ fa´cil ver, pela aditividade da ordem, que tais construc¸o˜es preservam a estrutura de grupo e sa˜o mutua-
mente inversas, dando o isomorfimso desejado.
Devido a proposic¸a˜o acima, na˜o faremos mais distinc¸a˜o entre divisores de Weil e divisores de Cartier e
com frequeˆncia os chamaremos apenas de divisores. Assim, um divisor sera´ tanto uma soma D = ∑ aiYi
como uma sec¸a˜o global de K∗X/O∗X .
3.4.1 A relac¸a˜o entre divisores e fibrados de linha
Nesta sec¸a˜o veremos que os conceitos de divisores em X e de fibrados de linha sobre X esta˜o intimamente
ligados. A ideia ba´sica e´ associar a cada divisor um fibrado de linha. Veremos tambe´m como definir divisores
a partir de fibrados de linha que admitem sec¸o˜es globais.
Seja D ∈ Div(X). Pela Proposic¸a˜o 3.29, D corresponde a uma sec¸a˜o global do feixe K∗X/O∗X , ou seja, a uma
colec¸a˜o de func¸o˜es meromorfas fi definidas em abertos Ui de uma cobertura tais que fi f−1j ∈ O∗X(Ui ∩Uj).
Denotamos por O(D) o fibrado de linha associado aos cociclos ( fij = fi f−1j ).
Se tomarmos outro divisor D′, associado a f ′i , a soma D + D
′ corresponde ao produto fi f ′i e portanto o
fibrado associado a D + D′ e´ dado pelos cociclos
gij =
fi f ′i
f j f ′j
=
fi
f j
· f
′
i
f ′j
,
que sa˜o os cociclos do fibrado O(D)⊗O(D).
Obtemos assim um homomorfismo
Div(X) −→ Pic(X)
D 7−→ O(D). (3.25)
A proposic¸a˜o seguinte mostre que o nu´cleo desse homomorfismo e´ formado justamente pelos divisores
principais:
Proposic¸a˜o 3.30. O fibrado O(D) e´ trivial se e somente se D e´ um divisor principal.
Demonstrac¸a˜o. Suponha primeiro que D = ( f ) e´ um divisor principal. Enta˜o D corresponde a` imagem da
sec¸a˜o global f ∈ H0(X,K∗X) pela aplicac¸a˜o induzida pela projec¸a˜o natural K∗X → K∗X/O∗X . Assim, o cociclo
que define O(D) e´ f / f ≡ 1, o que mostra que O(D) ' OX .
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Reciprocamente, suponha que O(D) ' OX . Pela proposic¸a˜o 3.8 existe uma cobertura U = {Ui} e func¸o˜es
gi ∈ O∗X(Ui) tais que os cociclos (ϕij) de O(D) com relac¸a˜o a U satisfazem ϕij = gig−1j em Ui ∩Uj. Se D e´
dado por { fi ∈ K∗X(Ui)}, enta˜o ϕij = fi f−1j , e portanto temos que fi f−1j = gig−1j de onde segue que
fig−1i = f jg
−1
j em Ui ∩Uj.
Assim, as sec¸o˜es locais fig−1i ∈ K∗X(Ui) se colam a uma sec¸a˜o global f ∈ K(X), definida por f |Ui = fig−1i .
Como as gi’s sa˜o holomorfas e na˜o se anulam temos que ordY( f ) = ordY( fi) se Y ∩ Ui 6= ∅, de onde
vemos que ( f ) = D, e portanto D e´ principal.
A proposic¸a˜o acima mostra que ha´ uma injec¸a˜o
Div(X)
PDiv(X)
↪→ Pic(X). (3.26)
Definic¸a˜o 3.31. Dizemos que dois divisores D, D′ ∈ Div(X) sa˜o linearmente equivalentes se eles representam
a mesma classe em Div(X)/PDiv(X), isto e´, se D− D′ e´ um divisor principal.
Vemos enta˜o que O(D) ' O(D′) se e somente se D e D′ sa˜o linearmente equivalentes.
Exemplo 3.32. Divisores de hiperplano em Pn
Seja H0 ⊂ Pn o hiperplano dado pela equac¸a˜o z0 = 0. Temos que H0 e´ uma hipersuperfı´cie de Pn e
portanto define um divisor de Weil H0 ∈ Div(Pn). Note que H0 ∩U0 = ∅ e H0 ∩Ui 6= ∅ para i = 1, · · · , n e
que
H0 ∩U0 = Z(1) e H0 ∩Ui = Z(z0/zi), i = 1, · · · , n.
onde vemos aqui 1 como a func¸a˜o constante em U0 e z0/zi ∈ OPn(Ui).
Assim, o divisor de Cartier associado a H0 e´ {1 ∈ O∗Pn(U0), z0/zi ∈ O∗Pn(Ui)}, e portanto o fibrado O(H0)
e´ dado pelos cociclos zj/zi ∈ O∗Pn(Ui ∩Uj), que sa˜o os cociclos do fibrado O(1) (ver observac¸a˜o 3.15), ou seja
O(H0) ' O(1).
O mesmo isomorfismo e´ obtido se tomarmos outro hiperplano H ⊂ Pn. Se H e´ dado pelos zeros de uma
equac¸a˜o linear P ∈ C[z0, · · · , zn] enta˜o f = P/z0 define uma func¸a˜o meromorfa global em Pn e ( f ) = H− H0.
Assim H e H0 sa˜o linearmente equivalentes e portanto O(H0) ' O(H). Mostramos enta˜o que
O(H) ' O(1) para todo hiperplano H ⊂ Pn.
Por essa raza˜o, o fibrado O(1) tambe´m e´ chamado de fibrado de hiperplanos sobre Pn.
Exemplo 3.33. Func¸o˜es meromorfas com po´los limitados por um divisor
Seja D = ∑ aiYi um divisor em X e considere o espac¸o.
L(D) = { f ∈ K(X) : ordYi ( f ) ≥ −ai} = { f ∈ K(X) : ( f ) + D ≥ 0}.
Note que se D′ ≤ D enta˜o L(D′) ⊂ L(D) e que L(0) = H0(X,OX) e´ o espac¸o das func¸o˜es holomorfas
globais em X.
Da demonstrac¸a˜o da proposic¸a˜o 3.29 vemos que D corresponde a um elemento f = { fi ∈ K∗X(Ui)} ∈
H0(X,K∗X/O∗X) tal que D = ∑ ordY( f ) ·Y.
Seja g uma func¸a˜o em L(D). Da desigualdade ordYi (g) ≥ −ai temos que gi = g fi ∈ OX(Ui) e essas
func¸o˜es satisfazem gi = fi f−1j · gj. Como fi f−1j sa˜o os cociclos de O(D), as gi’s definem uma sec¸a˜o holomorfa
g f ∈ H0(X,O(D)).
Reciprocamente dada s ∈ H0(X,O(D)), obtemos si ∈ O(Ui) satisfazendo si = fi f−1j · sj. Podemos
enta˜o definir g ∈ K(X) por g|Ui = si/ fi e como as fi’s definem D temos que g e´ holomorfa em X \ D e
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ordYi (g) = ordYi (si)− ordYi ( fi) ≥ −ordYi ( fi) = −ai, ou seja, g ∈ L(D).
Obtemos assim um isomorfismo
L(D) ∼= H0(X,O(D)),
dado pela multiplicac¸a˜o pela sec¸a˜o de K∗X/O∗X que define D.
Exemplo 3.34. Hipersuperfı´cies e func¸o˜es meromorfas em Cn e o Problema de Cousin.
A sequeˆncia exponencial em Cn induz a sequeˆncia exata
H1(Cn,Z) −→ H1(Cn,OCn) −→ Pic(Cn) −→ H2(X,Z).
Como Cn e´ contra´til temos que H2(X,Z) = 0. Ale´m disso, do ∂¯-Lema de Poincare´ (proposic¸a˜o 3.6) e do
isomorfismo de Dolbeaut temos que H1(X,OCn) ' H0,1∂¯ (Cn) = 0 de onde concluı´mos que Pic(Cn) = 0, ou
seja, todo fibrado de linha sobre Cn e´ trivial.
Em particular, se D e´ um divisor em Cn enta˜o O(D) e´ trivial e portanto, pela proposic¸a˜o 3.30, concluı´mos
que D e´ principal. Provamos assim que todo divisor em Cn e´ principal, o que quer dizer que podemos prescrever
zeros e po´los de uma func¸a˜o meromorfa, isto e´, dada uma famı´lia localmente finita de hipersuperfı´cies Yi ⊂ Cn e
inteiros ai existe uma func¸a˜o meromorfa global f ∈ K(Cn) com ordYi ( f ) = ai. Este e´ um problema cla´ssico
na teoria de func¸o˜es analı´ticas e o caso n = 1 foi resolvido por Weierstrass. Considerando o caso particular
em que D = Y e´ uma hipersuperfı´cie, concluı´mos que toda hipersuperfı´ce em Cn e´ dada pelos zeros de uma
u´nica func¸a˜o holomorfa global.
Uma outra consequeˆncia interessante e´ a de que toda func¸a˜o meromorfa em Cn pode ser escrita, globalmente,
como raza˜o de duas func¸o˜es holomorfas. De fato, seja f ∈ K(X) na˜o nula e ( f ) = Z( f )− P( f ) seu divisor. Como
todo divisor e´ principal segue que P( f ) = (h) para alguma h ∈ K(Cn), mas como P( f ) ≥ 0 vemos que na
verdade h ∈ O(Cn). Definindo g = f h temos que (g) = ( f ) + (h) = Z( f ) ≥ 0 de onde vemos que g ∈ O(Cn)
e portanto f = gh e´ raza˜o de duas func¸o˜es holomorfas globais.
Esse resultado foi provado para C2 por Poincare´ em 1883, em um trabalho intitulado “ Sur les fonctions
de deux variables”.
O problema de decidir se todos divisores em uma variedade complexa sa˜o principais e´ chamado Problema
de Cousin e o problem de decidir se as func¸o˜es meromorfas podem ser escritas globalmente como raza˜o de
func¸o˜es holomorfas e´ chamado Problema de Poincare´. Vimos que o primeiro implica o segundo e ambos podem
ser resolvidos em Cn. Note que para tirar essa conclusa˜o so´ usamos o fato de que Pic(Cn) = 0. Obtemos
portanto a seguinte generalizac¸a˜o.
Proposic¸a˜o 3.35. Seja X uma variedade complexa tal que Pic(X) = 0. Enta˜o
1. O problema de Cousin pode ser resolvido em X, isto e´, todo divisor em X e´ principal. Em particular toda hipersu-
perfı´cie e´ dada pelos zeros de uma func¸a˜o holomorfa global.
2. O problema de Poincare´ pode ser resolvido em X, isto e´, toda func¸a˜o meromorfa global em X pode ser escrita como
raza˜o de duas func¸o˜es holomorfas globais.
Grande parte da discussa˜o desta sec¸a˜o, como a definic¸a˜o da aplicac¸a˜o Div(X) → Pic(X) e a proposic¸a˜o
3.30, pode ser resumida na existeˆncia da sequeˆncia exata de feixes
0 −→ O∗X −→ K∗X −→ K∗X/O∗X −→ 0 (3.27)
Olhando para a sequeˆncia longa associada temos
H0(X,K∗X) −→ H0(X,K∗X/O∗X) −→ H1(X,O∗X)
‖ ‖ ‖
K(X)∗ Div(X) Pic(X)
(3.28)
A sequeˆncia acima nos diz que apo´s as identificac¸o˜es Div(X) = H0(X,K∗X/O∗X) e Pic(X) = H1(X,O∗X),
a aplicac¸a˜o D → O(D) nada mais e´ que a aplicac¸a˜o de cobordo H0(X,K∗X/O∗X) → H1(X,O∗X), e que seu
nu´cleo e´ a imagem da aplicac¸a˜o K(X)∗ → Div(X) que associa a cada func¸a˜o meromorfa global seu divisor,
ou seja, sa˜o os divisores principais.
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Capı´tulo 4
Geometria de Ka¨hler
Nesse capı´tulo estudaremos os aspectos me´tricos das variedades complexas. A primeira ideia e´ analisar as
relac¸o˜es entre as me´tricas riemannianas e a estrutura complexa da variedade. Uma primeira condic¸a˜o de
compatibiliadade entre essas duas estruturas (a saber, que a estrutura complexa induzida Jx : TxX → TxX e´
uma isometria) leva a noc¸a˜o de me´trica hermitiana. Essa condic¸a˜o na˜o e´ muito restritiva, pois e´ muito simples
obter uma me´trica hermitiana a partir de uma me´trica riemanniana. Uma outra condic¸a˜o de compatibilidade e´
a chamada condic¸a˜o de Ka¨hler, que pode ser formulada de diversas maneiras equivalentes. A mais geome´trica
delas e´, possivelmente, exigir que o tensor J seja paralelo com respeito a conexa˜o de Levi-Civita. A condic¸a˜o
de Ka¨hler e´ bem mais forte, impondo diversas restric¸o˜es sobre X, quer sobre a estrutura complexa ou ate´
mesmo sobre a sua topologia, mas na˜o e´ ta˜o forte a ponto de limitar muito a quantidade de exemplos. Toda
variedade projetiva, por exemplo, admite uma me´trica de Ka¨hler.
4.1 Me´tricas hermitianas
Se X e´ uma variedade complexa, vimos no capı´tulo 1 que a estrutura complexa de X induz uma estrutura
complexa em cada espac¸o tangente TxX, que na sua totalidade da˜o um automorfismo J : TX → TX tal que
J2 = −id.
Se g e´ uma me´trica riemanniana em X, dizemos que g e´ uma me´trica hermitiana se J e´ uma isometria, isto
e´, se
gx(Jxu, Jxv) = gx(u, v) para todo u, v ∈ TxX.
As me´tricas hermitianas sa˜o o ana´logo natural das me´tricas riemannianas para variedades complexas.
Exemplo 4.1. O produto interno usual em Cn ' R2n, dado por 〈z, w〉 = Re ∑nj=1 zjw¯j e´ uma me´trica hermiti-
ana, pois e´ claramente invariante pela multiplicac¸a˜o por
√−1.
Exemplo 4.2. Se f : X → Y e´ uma imersa˜o holomorfa e g e´ uma me´trica hermitiana em Y enta˜o f ∗g e´ uma
me´trica hermitiana em X.
A partir de uma me´trica riemanniana g sempre podemos definir uma me´trica hermitiana g˜, fazendo
g˜(X, Y) =
1
2
{g(X, Y) + g(JX, JY)}.
Como toda variedade admite uma me´trica riemanniana, segue que toda variedade complexa admite
tambe´m uma me´trica hermitiana.
Observac¸a˜o 4.3. Note que se Y ∈ TX enta˜o Y e JY sa˜o ortogonais com respeito a qualquer me´trica hermitiana,
pois
g(Y, JY) = g(JY, J2Y) = −g(JY, Y) = −g(Y, JY).
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Observac¸a˜o 4.4. Se g e´ uma me´trica hermitiana podemos definir um produto hermitiano em cada espac¸o
tangente, fazendo
h = g +
√−1g(·, J·),
isto e´, h e´ uma forma sesquilinear em (TX, J) positiva definida. Reciprocamente, se h e´ um produto hermitiano
em TX, enta˜o g = Re h e´ uma me´trica hermitiana em X.
Por essa raza˜o, daqui em diante, o termo me´trica hermitiana designara´ tanto um produto hermitiano em
(TX, J) quanto uma me´trica em TX compatı´vel com J.
Definic¸a˜o 4.5. A forma fundamental ou forma de Ka¨hler de uma me´trica hermitiana g e´ a 2-forma
ω = g(J·, ·) (4.1)
Note que ω e´ de fato antisime´trica:
ω(X, Y) = g(JX, Y) = −g(X, JY) = −g(JY, X) = −ω(Y, X).
Ale´m disso ω e´ na˜o degenerada, pois se ω(X, Y) = 0 para todo Y, enta˜o 0 = ω(JX, X) = −g(X, X) e
portanto X = 0, ou seja, ω e´ uma forma quase-simple´tica (uma 2-forma na˜o degenerada).
Lema 4.6. Dois dos tensores J, g e ω determinam o terceiro.
Demonstrac¸a˜o. Se J e´ conhecida, enta˜o g determina ω por (4.1) e ω determina g, pois g = g(J ·, J ·) = ω( ·, J ·).
Suponha agora que temos uma me´trica g e uma forma quase-simple´tica ω. Podemos, em cada espac¸o
tangente, representar ω por uma matriz anti-sime´trica na˜o degenerada S, isto e´,
ω(X, Y) = g(X, SY)
Agora −S2 e´ sime´trica e positiva definida e portanto existe R tal que R2 = −S2 e RS = SR. Defina
J = SR−1. Enta˜o
J2 = S2(R−1)2 = S2(R2)−1 = −S2(S2)−1 = −I
e portanto J e´ uma estrutura complexa, segundo a qual g e´ uma me´trica hermitiana.
O lema acima pode ser resumido na igualdade de grupos de Lie
U(n) = O(2n) ∩GL(n,C) ∩ Sp(n,R)
em que a intersec¸a˜o entre dois grupos quaisquer no membro direito ja´ e´ igual a U(n).
Aqui vemos as matrizes de U(n) e GL(n,C) como matrizes reais de tamanho 2n segundo a identificac¸a˜o
A +
√−1B 7→
(
A B
−B A
)
.
Assim, o grupo GL(n,C) e´ formado pelas matrizes que comutam com a estrura complexa padra˜o J0 emR2n
e U(n) e´ o grupo das matrizes que comutam com J0 preservam a forma hermitiana padra˜o. O grupo Sp(n,R)
e´, por definic¸a˜o, o grupo das matrizes que preservam a forma simple´tica padra˜o de R2n, ω0 = ∑ni=0 dxi ∧ dyi.
4.1.1 Expressa˜o em coordenadas
Tanto a forma fundamental ω quanto a forma hermitiana h = g−√−1ω se estendem de forma C-bilinear a
TCX. Denotaremos tambe´m por ω e h essas extenso˜es. Note que h e´ J-sesquilinear, isto e´,
h(Ju, v) =
√−1h(u, v) e h(u, Jv) = −√−1h(u, v),
mas e´ bilinear com relac¸a˜o a multiplicac¸a˜o por
√−1, isto e´
h(
√−1u, v) = √−1h(u, v) = h(u,√−1v).
Lema 4.7. Em um sistema de coordenadas (x1, · · · , xn, y1, · · · , yn) valem as seguintes relac¸o˜es
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1. h
(
∂
∂xi
, ∂∂xj
)
= h
(
∂
∂yi
, ∂∂yj
)
e h
(
∂
∂xi
, ∂∂yj
)
= −h
(
∂
∂yi
, ∂∂xj
)
= −√−1 h
(
∂
∂xi
, ∂∂xj
)
;
2. h
(
∂
∂zi
, ∂∂zj
)
= h
(
∂
∂z¯i
, ∂∂z¯j
)
= 0 e h
(
∂
∂zi
, ∂∂z¯j
)
= h
(
∂
∂xi
, ∂∂xj
)
.
Demonstrac¸a˜o. 1. A primeira relac¸a˜o segue do fato de h ser J-invariante e de J(∂/∂xi) = ∂/∂yi (cf. eq. 1.2).
Para a segunda relac¸a˜o tambe´m usamos a J-invariaˆncia de h:
h
(
∂
∂xi
,
∂
∂yj
)
= h
(
∂
∂xi
, J
∂
∂xj
)
= h
(
J
∂
∂xi
, J2
∂
∂xj
)
= −h
(
∂
∂yi
,
∂
∂xj
)
e o fato de h ser J-sesquilinear.
2. Lembrando da definic¸a˜o de ∂/∂zi (veja eq. 3.6) e usando a parte 1 temos
h
(
∂
∂zi
,
∂
∂zj
)
=
1
4
h
(
∂
∂xi
−√−1 ∂
∂yi
,
∂
∂xj
−√−1 ∂
∂yj
)
=
1
4
{
h
(
∂
∂xi
,
∂
∂xj
)
−√−1 h
(
∂
∂xi
,
∂
∂yj
)
−√−1 h
(
∂
∂yi
,
∂
∂xj
)
− h
(
∂
∂yi
,
∂
∂yj
)}
= 0,
e analogamente h
(
∂
∂z¯i
, ∂∂z¯j
)
= 0.
Para a segunda relac¸a˜o temos
h
(
∂
∂zi
,
∂
∂z¯j
)
=
1
4
h
(
∂
∂xi
−√−1 ∂
∂yi
,
∂
∂xj
+
√−1 ∂
∂yj
)
=
1
4
{
h
(
∂
∂xi
,
∂
∂xj
)
+
√−1 h
(
∂
∂xi
,
∂
∂yj
)
−√−1 h
(
∂
∂yi
,
∂
∂xj
)
+ h
(
∂
∂yi
,
∂
∂yj
)}
=
1
2
{
h
(
∂
∂xi
,
∂
∂xj
)
+
√−1 h
(
∂
∂xi
,
∂
∂yj
)}
= h
(
∂
∂xi
,
∂
∂xj
)
.
Do lema acima vemos que na expressa˜o do 2-tensor h na base {dzi ⊗ dzj, dzi ⊗ dz¯j, dz¯i ⊗ dzj, dz¯i ⊗ dz¯j}ni,j=1
os termos dzi ⊗ dzj e dz¯i ⊗ dz¯j na˜o aparecem. Portanto, uma me´trica hermitiana e´ dada em coordenadas por
h =∑
ij
hij dzi ⊗ dz¯j, (4.2)
onde hij = h( ∂∂zi ,
∂
∂z¯j
) e´ uma matriz hermitiana positiva definida.
Nessas mesmas coordenadas, a forma fundamental e´ dada por
ω =
√−1
2 ∑ij
hij dzi ∧ dz¯j. (4.3)
De fato, como ∂/∂xi e ∂/∂yi sa˜o vetores reais temos que
ω
(
∂
∂xi
,
∂
∂xj
)
= −Im h
(
∂
∂xi
,
∂
∂xj
)
= −Im hij,
e
ω
(
∂
∂xi
,
∂
∂yj
)
= g
(
∂
∂yi
,
∂
∂yj
)
= Re h
(
∂
∂yi
,
∂
∂yj
)
= Re hij
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de onde vemos que
ω
(
∂
∂zi
,
∂
∂z¯j
)
=
1
4
{
ω
(
∂
∂xi
,
∂
∂xj
)
+
√−1 ω
(
∂
∂xi
,
∂
∂yj
)
−√−1 ω
(
∂
∂yi
,
∂
∂xj
)
+ω
(
∂
∂yi
,
∂
∂yj
)}
=
1
2
{
−Im hij +
√−1 Re hij
}
=
√−1
2
{
Re hij +
√−1 Im hij
}
=
√−1
2
hij,
demonstrando a representac¸a˜o (4.3).
Este ca´lculo mostra tambe´m que ω e´ uma (1, 1)-forma e do fato de (hij) ser hermitiana, vemos que ω e´
real, isto e´, ω = ω.
Exemplo 4.8. No caso em que X = Cn e h = h0 e´ a me´trica hermitiana padra˜o temos que hij = δij, ou seja,
h0 =
n
∑
i=1
dzi ⊗ dz¯i =
n
∑
i=1
dxi ⊗ dxi +
n
∑
i=1
dyi ⊗ dyi
e a forma fundamental
ω0 =
√−1
2
n
∑
i=1
dzi ∧ dz¯i =
n
∑
i=1
dxi ∧ dyi
e´ a forma simple´tica padra˜o em Cn ' R2n, onde usamos as substituic¸o˜es dzi = dxi +
√−1dyi e dz¯i =
dxi −
√−1dyi, de modo que dzi ∧ dz¯i = −2
√−1dxi ∧ dyi.
Essa descric¸a˜o de ω tambe´m nos permite obter uma expressa˜o simples para a forma volume de uma
me´trica hermitiana.
Proposic¸a˜o 4.9. Seja g uma me´trica hermitiana em X e ω a forma fundamental associada. Enta˜o a forma volume de g
e´ dada por
volX =
ωn
n!
. (4.4)
Demonstrac¸a˜o. A igualdade (4.4) pode ser verificada pontualmente. Podemos supor enta˜o que X = Cn e
h = h0 = ∑ dzi ⊗ dz¯i e´ a metrica padra˜o. Temos nesse caso que
ωn0 =
(
n
∑
i=1
dxi ∧ dyi
)n
= n! dx1 ∧ · · · ∧ dxm ∧ dy1 ∧ · · · ∧ dyn = n! volCn ,
de onde o resultado segue.
Note que como consequeˆncia temos que a forma volume volX e´ uma (n, n)-forma.
Se Y ⊂ X e´ uma subvariedade complexa de dimensa˜o d e ω e´ a forma fundamental de X, a forma
fundamental de Y e´ simplesmente a restric¸a˜o de ω a Y, de modo que, pela proposic¸a˜o 4.9, a sua forma
volume e´ volY = (ωd)|Y/d!, de onde obtemos a seguinte consequeˆncia interessante.
Proposic¸a˜o 4.10. (Teorema de Wirtinger) Seja Y ⊂ X uma subvariedade complexa de dimensa˜o d de uma variedade
hermitiana X, ambas compactas. O volume de Y, com a me´trica induzida e´
vol(Y) =
∫
Y
ωd
d!
.
Vemos portanto que o volume de Y e´ dado pela integral de uma forma globalmente definida em X. Esse
fenoˆmeno na˜o ocorre em geral no caso de variedades riemannianas.
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4.1.2 Decomposic¸a˜o de Lefschetz
Na sec¸a˜o 3.2 vimos que se X e´ uma variedade hermitiana enta˜o existe uma decomposic¸a˜o do fibrado de
k-formas ∧k
C X =
⊕
p+q=k
∧p,q X.
Existe ainda uma outra decomposic¸a˜o de
∧k
C X, chamada decomposic¸a˜o de Lefschetz, que e´ obtida cons-
truindo uma representac¸a˜o da´ a´lgebra de Lie sl(2,C) na a´lgebra exterior
∧∗(TX)∗.
Todos os ca´lculos sera˜o pontuais, e portanto vamos supor que X = V e´ um espac¸o vetorial de dimensa˜o
real d = 2n com estrutura complexa I e g = 〈·, ·〉 um produto escalar compatı´vel.
Definimos o operador de Lefschetz por
L :
∧∗ V∗ −→ ∧∗ V∗
α 7−→ ω ∧ α.
Note que L tem grau 2, isto e´, L(
∧k V∗) ⊂ ∧k+2 V∗.
O produto escalar 〈·, ·〉 em V define um isomorfismo V 3 v 7→ 〈 ·, v〉 ∈ V∗ e com isso define naturalmente
um produto em V∗. Temos assim um produto escalar induzido em todas as poteˆncias exteriores
∧k V∗ defi-
nido da seguinte maneira: se {e1, . . . , ed} e´ uma base ortonormal de V∗ declaramos {ei1 ∧ · · · ∧ eik : i1 < · · · <
ik} como base ortonormal de
∧k V∗. Finalmente, temos um produto em ∧∗ V∗ = ⊕k ∧k V∗, pedindo que os
fatores sejam mutuamente ortogonais. Todos esses produtos sera˜o denotados por 〈·, ·〉.
O operador dual de Lefschetz Λ e´ definido como sendo o adjunto de L :
∧∗ V∗ → ∧∗ V∗ com respeito ao
produto 〈·, ·〉, ou seja, e´ o operador Λ : ∧∗ V∗ → ∧∗ V∗ definido pela condic¸a˜o
〈Λα, β〉 = 〈α, Lβ〉 para todos α, β ∈ ∧∗ V∗.
Denotaremos tambe´m por Λ a sua extensa˜o C-linear a
∧∗ VC.
Note que, como L tem grau 2, Λ tem grau −2, isto e´, Λ(∧k V∗) ⊂ ∧k−2 V∗.
Como a estrutura complexa induz uma orientac¸a˜o natural em V, podemos definir o operador de Hodge
∗ : ∧∗ V∗ → ∧∗ V∗, pela fo´rmula
α ∧ ∗β = 〈α, β〉vol
Note que, como os
∧k V∗ sa˜o mutualmente ortogonais, o operador ∗ mapeia ∧k V∗ em ∧d−k V∗.
O operador dual de Lefschetz tem uma descric¸a˜o simples em termos de L e ∗:
Lema 4.11. O dual do operador de Lefschetz e´ dado, em
∧∗ V∗, por Λ = ∗−1 ◦ L ◦ ∗.
Demonstrac¸a˜o. A demonstrac¸a˜o segue diretamente do seguinte ca´lculo
〈α, Lβ〉vol = 〈Lβ, α〉vol = Lβ ∧ ∗α = ω ∧ β ∧ ∗α = β ∧ω ∧ ∗α = β ∧ L(∗α) = 〈β, ∗−1(L(∗α))〉vol.
Finalmente definimos um u´ltimo operador H :
∧∗ V∗ → ∧∗ V∗, dado por
H(α) = (k− n)α se α ∈ ∧k V∗,
ou de modo mais sucinto, H = ∑2nk=0(k− n)Πk.
Temos enta˜o treˆs operadores, L,Λ e H agindo em
∧∗ V∗. Note que se α ∈ ∧k V∗ enta˜o
[H, L]α = (H ◦ L− L ◦ H)α = (k + 2− n)(ω ∧ α)−ω ∧ ((k− n)α) = 2 ω ∧ α = 2Lα,
e tambe´m
[H,Λ]α = (H ◦Λ−Λ ◦ H)α = (k− 2− n)(Λα)−Λ((k− n)α) = −2Λα.
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Para o ca´lculo do comutador [L,Λ] podemos usar induc¸a˜o sobre a dimensa˜o de V, e concluimos que
[L,Λ] = H. Para uma demonstrac¸a˜o desse fato veja [9], prop. 1.2.26. Resumindo temos que
[H, L] = 2L, [H,Λ] = −2Λ e [L,Λ] = H.
Lembre que a a´lgebra de Lie sl(2,C) e´ formada pelas matrizes complexas de trac¸o 0, e tem como base as
matrizes
X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
e B =
(
1 0
0 −1
)
,
com as relac¸o˜es
[B, X] = 2L, [B, Y] = −2Y e [X, Y] = B.
Assim, a associac¸a˜o
X 7→ L, Y 7→ Λ e H 7→ B
define uma respresentac¸a˜o de sl(2,C) em
∧∗ V∗.
Como sl(2,C) e´ semisimples temos, pelo Teorema de Weyl, que toda representac¸a˜o de sl(2,C) e´ a soma
direta de representac¸o˜es irredutı´veis de dimensa˜o finita. Ale´m disso, da teoria de representac¸o˜es de sl(2,C)
(veja por exemplo [21] cap. IV) toda representac¸a˜o irredutı´vel e´ gerada por um conjunto de vetores da forma
{α, Lα, L2α, . . .}, onde α ∈ ∧∗ V∗ e´ um elemento primitivo, isto e´, um autovetor de H tal que1 Λα = 0.
Obtemos assim a decomposic¸a˜o de Lefschetz linear.
∧k V∗ =⊕
j≥0
Lj(Pk−2j), (4.5)
onde Pk = {α ∈ ∧k V∗ : Λα = 0} e´ o espac¸o das k-formas primitivas.
Podemos dizer ainda um pouco mais
Proposic¸a˜o 4.12. 1. Se k > n enta˜o Pk = 0, isto e´, na˜o existem formas primitivas de grau maior que n.
2. A aplicac¸a˜o Ln−k : Pk → ∧2n−k V∗ e´ injetora para k ≤ n.
3. A aplicac¸a˜o Ln−k :
∧k V∗ → ∧2n−k V∗ e´ bijetora para k ≤ n
Demonstrac¸a˜o. As treˆs afirmac¸o˜es seguira˜o da seguinte fo´rmula
[Li,Λ]α = i(k− n + i− 1)Li−1α, para α ∈ ∧k V∗,
cuja demonstrac¸a˜o segue facilmente usando [L,Λ] = H e aplicando induc¸a˜o sobre i.
1. Seja α ∈ Pk, k > n e tome o menor i ≥ 0 tal que Liα = 0. Enta˜o, da fo´rmula acima, temos que
0 = [Li,Λ]α = i(k− n + i− 1)Li−1α, de onde vemos que i = 0 e portanto α = 0.
2. Para mostrar a injetividade vamos mostrar que Ln−kα 6= 0 se α ∈ Pk \ {0}. Tomando novamente o
menor i ≥ 0 tal que Liα = 0, obtemos, repetindo o ca´lculo acima que k− n + i − 1 = 0 (pois como α e´ na˜o
nulo, i ≥ 1). Logo temos que Ln−kα = Li−1α 6= 0.
3. Usando a parte 2, temos a injetividade de Ln−k em Lj(Pk−2j) ⊂ ∧k V∗ e como a soma (4.5) e´ direta, segue
a injetividade em
∧k V∗. Como ∧k V∗ e ∧2n−k V∗ teˆm a mesma dimensa˜o, segue que Ln−k : ∧k V∗ → ∧2n−k V∗
e´ bijetora.
Toda a discussa˜o acima pode ser feita fibra a fibra no fibrado de formas diferenciais de uma variedade
hermitiana. Obtemos assim
Teorema 4.13. Decomposic¸a˜o de Lefschetz para formas diferenciais. Seja X uma variedade hermitiana de dimensa˜o
n e defina os seguintes morfismos de fibrados vetoriais:
1. O operador de Lefschetz
L :
∧k X −→ ∧k+2 X
α 7−→ ω ∧ α.
1Note que os autoespac¸os de H sa˜o justamente os
∧k V∗ ⊂ ∧∗ V∗.
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2. O operador ∗ de Hodge
∗ : ∧k X −→ ∧2n−k X
α ∧ ∗β = 〈α, β〉volX .
3. O operador dual de Lefschetz
Λ = ∗−1 ◦ L ◦ ∗ : ∧k X −→ ∧k+2 X.
Enta˜o existe uma decomposic¸a˜o em soma direta de fibrados vetoriais∧k X =⊕
j≥0
Lj(Pk−2jX),
onde Pk = ker
(
Λ :
∧k X → ∧k−2 X) e´ o fibrado de k-formas primitivas.
Ale´m disso temos que Ln−k :
∧k X → ∧2n−k X e´ um isomorfismo para k ≤ n.
Observac¸a˜o 4.14. A decomposic¸a˜o de Lefschetz para o fibrado
∧k X induz naturalmente uma decomposic¸a˜o
nas sec¸o˜es globais
Ak(X) =⊕
j≥0
Lj(P k−2j(X)), (4.6)
onde P k(X) e´ o espac¸o das k-formas que sa˜o primitivas em cada ponto (podendo se anular em alguns desses
pontos).
Temos ainda que Ln−k : Ak(X)→ A2n−k(X) e´ um isomorfismo para todo k ≤ n.
4.2 Me´tricas de Ka¨hler
Uma me´trica de Ka¨hler em uma variedade complexa e´ uma me´trica hermitiana que satisfaz uma condic¸a˜o
extra de compatibilade com a estrutura complexa. Existem diversas maneiras equivalentes de enunciarmos
essa condic¸a˜o.
Proposic¸a˜o 4.15. Sejam M uma variedade complexa, J : TM → TM a estrutura complexa induzida, g uma me´trica
hermitiana em M e ω a forma fundamental associada. Sa˜o equivalentes
1. J e´ paralela com relac¸a˜o a conexa˜o de Levi-Civita, isto e´, ∇J = 0.
2. ω e´ fechada, isto e´, dω = 0.
3. Para todo x ∈ M existem coordendas holomorfas tais que, nessas coordenadas, hij(x) = δij e ∂hij∂zk (x) =
∂hij
∂z¯k
(x) =
0, ou seja, a me´trica g e´, a menos de termos de ordem maior ou igual a 2, a me´trica padra˜o de Cn. Tais coordenadas
sa˜o ditas normais em x.
Demonstrac¸a˜o. (1⇒ 2). Da fo´rmula intrı´nseca para a diferencial exterior temos
dω(X, Y, Z) = Xω(Y, Z)−Yω(X, Z) + Zω(X, Y)−ω([X, Y], Z) +ω([X, Z], Y)−ω([Y, Z], X). (4.7)
Do fato de ∇ ser compatı´vel com a me´trica temos que
Xω(Y, Z) = Xg(JY, Z) = g(∇X JY, Z) + g(JY,∇XZ),
e analogamente para o segundo e terceiro termos.
Como J e´ paralela temos que ∇X JY = J∇XY. Usando o fato de ∇ ser livre de torc¸a˜o (∇XY −∇YX =
[X, Y]) e o fato de g ser hermitiana, os treˆs primeiros termos de (4.7) ficam
g(J∇XY, Z) + g(JY,∇XZ)− g(J∇YX, Z)− g(JX,∇YZ) + g(J∇ZX, Y) + g(JX,∇ZY)
= g(J[X, Y], Z)− g(J[X, Z], Y) + g(J[Y, Z], X)
= ω([X, Y], Z)−ω([X, Z], Y) +ω([Y, Z], X),
62 CAPI´TULO 4. GEOMETRIA DE KA¨HLER
de onde vemos que dω(X, Y, Z) = 0.
(2⇒ 1) Primeiramente note que para todo X ∈ TM os endomorfismos J e ∇X J anitcomutam. De fato,
J(∇X J)Y + (∇X J)JY = J[∇X(JY)− J∇XY] +∇X(J JY)− J∇X(JY) = 0.
Ale´m disso o operador ∇X J e´ anti-sime´trico, o que pode ser visto derivando na direc¸a˜o X a igualdade
g(JY, Z) + g(Y, JZ) = 0 e usando a compatibilidade de ∇ com a me´trica.
Vamos precisar ainda do seguinte resultado
Lema 4.16. Para todos X, Y ∈ TM vale que (∇JX J)Y = J(∇X J)Y.
Demonstrac¸a˜o. Considere o tensor A(X, Y, Z) = g(J(∇X J)Y − (∇JX J)Y, Z). Nosso objetivo e´ mostrar que
A = 0.
O tensor de Nijenhuis associado a J e´ definido por
N J(X, Y) = [X, Y] + J[JX, Y] + J[X, JY]− [JX, JY], X, Y ∈ TM.
Note que esse tensor e´ trivial, isto e´, N J(X, Y) = 0 para todos X, Y ∈ TM. Uma maneira de ver isso e´ calcular
N J em uma base {∂/∂x1, . . . , ∂/∂xn, ∂/∂y1, . . . , ∂/∂yn} induzida por um sistema de coordenadas holomorfas
e usar a expressa˜o de J em coordenadas (eq. 1.2).
Usando o fato que ∇ e´ livre de torc¸a˜o obtemos uma expressa˜o alternativa para N J :
N J(X, Y) = [J(∇X J)Y− (∇JX J)Y]− [J(∇Y J)X− (∇JY J)X]. (4.8)
A equac¸a˜o acima mostra que A(X, Y, Z) = A(Y, X, Z) e do fato de∇X J e J serem operadores anti-sime´ticos
que anticomutam temos que A(X, Y, Z) = −A(X, Z, Y). Juntando esses dois fatos vemos que
A(X, Y, Z) = −A(X, Z, Y) = −A(Z, X, Y) = A(Z, Y, X) = A(Y, Z, X) = −A(Y, X, Z) = −A(X, Y, Z)
e portanto A = 0.
Para mostrar que ∇J = 0 considere o tensor B(X, Y, Z) = g((∇X J)Y, Z). Temos que mostrar que B = 0.
Do fato de J e ∇X J anitcomutarem temos que B(X, Y, JZ) = B(X, JY, Z) e do lema acima temos que
B(X, Y, JZ) + B(JX, Y, Z) = 0. Juntando essas duas equac¸o˜es vemos tambe´m que B(X, JY, Z) + B(JX, Y, Z) =
0.
A fo´rmula (4.7) pode ser reescrita como dω(X, Y, Z) = B(X, Y, Z)+ B(Y, Z, X)+ B(Z, X, Y) e como estamos
supondo dω = 0 temos que
B(X, Y, JZ) + B(Y, JZ, X) + B(JZ, X, Y) = 0
B(X, JY, Z) + B(JY, Z, X) + B(Z, X, JY) = 0.
Somando as duas equac¸o˜es e usando as relac¸o˜es obtidas acima vemos que 2B(X, Y, JZ) = 0 para todos
X, Y, Z ∈ TM e portanto B = 0.
(3 ⇒ 2) Se x ∈ M e {z1, . . . , zn} sa˜o coordenadas normais em x, temos usando a expressa˜o (4.3) para ω,
que
dω(x) =
√−1
2 ∑ijk
(
∂hij
∂zk
(x)dzk +
∂hij
∂z¯k
(x)dz¯k
)
∧ dzi ∧ dz¯j = 0.
Como x ∈ M e´ arbitra´rio segue que dω = 0.
(2 ⇒ 3) Seja x ∈ M. Fazendo uma mudanc¸a linear de coordenadas podemos supor que hij(x) = δij, e
portanto ω e´ dada por
ω =
√−1
2 ∑ijk
(
δij + aijkzk + aijk¯ z¯k) +O(2)
)
dzi ∧ dz¯j,
onde O(2) denota uma func¸a˜o tal que ela e suas derivadas primeiras se anulam em x.
Note que, como hij = hji temos que aijk¯ = aijk e a condic¸a˜o dω(x) = 0 implica que aijk = akji.
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Vamos procurar uma mudanc¸a de coordenadas holmorfas da forma
zk = wk +
1
2∑lm
bklmwlwm
com bklm = bkml constantes.
Como
dzk = dwk +∑
lm
bklmwldwm,
temos que, a menos de termos de ordem maior ou igual a 2,
2√−1ω =∑
(
dwi +∑ bilmwldwm
) ∧∑ (dw¯i +∑ bipqw¯pdw¯q)+∑ (aijkwk + aijk¯w¯k)dwi ∧ dw¯j
=∑
(
δij +∑
k
(
aijkwk + aijk¯w¯k + bjkiwk + bikjw¯k
))
dwi ∧ dw¯j.
Defina enta˜o bjki = −aijk. Note que essa definic¸a˜o e´ compatı´vel com a escolha bjki = bjik, pois
bjki = −aijk = −akji = bjik,
e ale´m disso temos
bikj = −ajik = −aijk¯,
de onde vemos que, a menos de termos de ordem maior ou igual a 2, hij(x) = δij, provando (3).
Observac¸a˜o 4.17. O tensor de Nijenhuis N J definido acima (eq. 4.8) mede a integrabilidade do endomorfismo
J : TM → TM. Uma estrutura quase complexa em uma variedade diferencia´vel M e´ um endomorfismo J :
TM→ TM satisfazendo J2 = −id. Dizemos que J e´ integra´vel se e´ induzida por uma estrutura complexa em
M.
Na demonstrac¸a˜o acima vimos que se J e´ integra´vel enta˜o N J = 0. O celebrado Teorema de Newlander-
Niremberg (veja [17]) diz que vale a recı´proca: se J e´ uma estrutura quase complexa em M e N J = 0 enta˜o
existe uma u´nica estrutura complexa em M que induz J. Na˜o e´ difı´cil ver que a condic¸a˜o N J = 0 e´ equivalente
a [T1,0X, T1,0X] ⊂ T1,0X e portanto J e´ integra´vel se e somente se T1,0X e´ uma distribuic¸a˜o involutiva.
Definic¸a˜o 4.18. Dizemos que uma me´trica hermitiana e´ uma me´trica de Ka¨hler se uma das condic¸o˜es da
proposic¸a˜o 4.15 e´ satisfeita. Uma variedade X e´ uma variedade de Ka¨hler se X admite uma me´trica de
Ka¨hler.
Exemplo 4.19. A me´trica padra˜o em Cn e´ uma me´trica de Ka¨hler, pois a forma fudamental ω0 =
√−1
2 ∑ dzi ∧
dz¯i e´ claramente fechada. Mais ainda, ω0 e´ exata, pois ω0 =
√−1
2 d(∑i zidz¯i)
Exemplo 4.20. Superfı´cies de Riemann. Uma superfı´cie de Riemann e´ uma variedade complexa de dimensa˜o
1. Se X e´ uma superfı´cie de Riemann, enta˜o X e´ uma variedade diferencia´vel de dimensa˜o 2. Qualquer que
seja a me´trica hermitiana em X, dω e´ uma 3-forma e portanto dω = 0. Logo toda me´trica hermitiana em X e´
de Ka¨hler e portanto toda superfı´cie de Riemann e´ uma variedade de Ka¨hler.
Ja´ em dimensa˜o 2 veremos que existem exemplos de variedades complexas que na˜o sa˜o de Ka¨hler (veja o
exemplo 4.24).
Exemplo 4.21. Toros complexos. No exemplo 1.20 definimos um toro complexo como sendo um quociente
X = Cn/L de Cn por um subgrupo da forma L = {α = ∑i niαi : ni ∈ Z, i = 1, · · · , 2n} onde α1, · · · , α2n ∈ Cn
sa˜o linearmente independentes sobre R. Equivalentemente podemos ver X como sendo o quociente de Cn
pelo grupo gerado pelas 2n translac¸o˜es z 7→ z + αj.
Vimos tambe´m que a projec¸a˜o natural pi : Cn → X e´ um recobrimento e que X admite uma u´nica estrutura
complexa que torna pi holomorfa.
Ale´m disso, as translac¸o˜es sa˜o isometrias de (Cn, h0) e portanto induzem uma me´trica h em X e como h0
e´ de Ka¨hler, h tambe´m e´.
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Mais precisamente: como pi e´ um biholomorfismo local, podemos definir uma me´trica em X localmente.
Em um aberto U = pi(V) tal que pi : V → U e´ biholomorfa defina
h|U = ϕ∗h0, onde ϕ = (pi|V)−1 : U → V.
Em outro aberto U′ = pi(V′) com U ∩U′ 6= ∅ temos que h|U′ = ψ∗h0, onde ψ = (pi|V′)−1. Agora, para
z ∈ V′ ∩ pi−1(U) temos ϕ ◦ ψ−1(z) = z+ α para algum α ∈ L, que e´ uma isometria, e portanto (ϕ ◦ ψ−1)∗h0 =
h0 em V′ ∩ pi−1(U).
Logo, em U ∩U′ temos
ϕ∗h0 = ψ∗(ϕ ◦ ψ−1)∗h0 = ψ∗h0,
e portanto podemos definir h globalmente em X.
A me´trica h e´ hermitiana, pois
hpi(p)(Jpi(p)dpipu, Jpi(p)dpipv) = hpi(p)(dpip J0u, dpip J0v)
= (h0)p(J0u, J0v)
= (h0)p(u, v)
= hpi(p)(dpipu, dpipv),
onde usamos que pi e´ holomorfa e uma isometria local.
A forma fundamental de h e´
ωpi(p)(dpipu, dpipv) = hpi(p)(Jpi(p)dpipu, dpipv) = hpi(p)(dpip J0u, dpipv) = (h0)p(J0u, v) = ω0(u, v),
ou seja, pi∗ω = ω0 e´ a forma simple´tica padra˜o. Logo temos que pi∗(dω) = d(pi∗ω) = dω0 = 0 e como pi∗ e´
injetora segue que dω = 0, ou seja, h e´ uma me´trica de Ka¨hler em X.
Mostramos portanto que todo toro complexo X = Cn/L e´ uma variedade de Ka¨hler.
Decidir se uma variedade X e´ ou na˜o de Ka¨hler em geral na˜o e´ uma tarefa fa´cil. No entanto, a existeˆncia
de uma me´trica de Ka¨hler em X impo˜e fortes condic¸o˜es sobre sua topologia e sua estrutura complexa, o que
acarretam em algumas condic¸o˜es necessa´rias para a existencia de tais me´tricas. Deduziremos algumas delas
ao longo do trabalho.
Como consequeˆncia da condic¸a˜o dω = 0 obtemos uma primeira obstruc¸a˜o.
Proposic¸a˜o 4.22. Seja X uma variedade complexa compacta de dimensa˜o n. Se X admite uma me´trica de Ka¨hler enta˜o
H2k(X,R) 6= 0 para k = 0, · · · , n.
Demonstrac¸a˜o. Como dω = 0 a 2-forma ω define uma classe [ω] = H2(X,R). Essa classe e´ na˜o nula, pois se
ω fosse exata, ω = dη, sua n-e´sima poteˆncia tambe´m seria exata, ωn = d(η ∧ ωn−1). Mas isso na˜o e´ possı´vel
pois, pelo teorema de Stokes terı´amos, ∫
X
ωn =
∫
X
d(η ∧ωn−1) = 0,
enquanto que, pela proposic¸a˜o 4.9, temos∫
X
ωn = n!
∫
X
volX = n! vol(X).
Isso mostra que H2(X,R) 6= 0.
Agora, as formas ωk, k = 1, · · · , n tambe´m sa˜o fechadas e nenhuma e´ exata, pois ωk ∧ ωn−k = ωn =
n! volX , e portanto definem elementos na˜o nulos [ωk] ∈ H2k(X,R).
Observac¸a˜o 4.23. Do resultado acima vemos que a u´nica esfera que pode admitir uma estrutura ka¨hleriana e´
S2 ' P1 e veremos mais adiante que essa estrutura de fato existe. Na verdade, como mencionado no capı´tulo
1, as esferas S2n na˜o admitem sequer um estrutura complexa para n > 3 e n = 2.
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A proposic¸a˜o 4.22 nos permite construir exemplos de variedade complexas que na˜o sa˜o de Ka¨hler.
Exemplo 4.24. Variedades de Hopf
Seja α um nu´mero complexo com 0 < |α| < 1. Temos uma ac¸a˜o de Z em Cn \ {0} definida por
Z×Cn \ {0} −→ Cn \ {0}
(k, z) 7−→ αkz
que e´ livre e propriamente descontı´nua. Obtemos assim uma variedade
Xnα =
Cn \ {0}
Z
,
chamada variedade de Hopf.
Note que, como Z age em Cn \ {0} por biholomorfismos, existe uma u´nica estrutura complexa em Xnα que
torna a projec¸a˜o pi : Cn \ {0} → Xnα holomorfa (veja o exemplo 1.21).
Todo elemento de Cn \ {0} se escreve de modo u´nico como z = rξ, com r > 0 e ξ ∈ S2n−1. Isso da´ um
isomorfismo Cn \ {0} ' R>0× S2n−1. A ac¸a˜o deZ segundo esse isomorfismoo se traduz em k · (r, ξ) = (λkr, ξ)
e portanto e´ trivial no segundo fator. E´ facil ver que no primeiro fator o quociente R>0/Z e´ difeomorfo a S1,
de onde conluimos que Xnα e´ difeomorfa a S1 × S2n−1.
Em particular, para um dado n, as Xnα sa˜o todas difeomorfas. No entanto, a estrutura complexa de Xnα
depende do paraˆmetro α.
Do teorema de Ku¨nneth temos que H∗(Xnα ,R) = H∗(S1,R)⊗ H∗(S2n−1,R) e em particular
Hk(Xnα ,R) =
⊕
p+q=k
Hp(S1,R)⊗ Hq(S2n−1,R).
Para k = 2 obtemos
H2(Xnα ,R) = [H
0(S1,R)⊗ H2(S2n−1,R)]⊕ [H1(S1,R)⊗ H1(S2n−1,R)]
' H2(S2n−1,R)⊕ H1(S2n−1,R),
de onde concluimos que H2(Xnα ,R) = 0 para n ≥ 2.
Assim, pela proposic¸a˜o 4.22, concluimos que nenhuma variedade de Hopf de dimensa˜o maior ou igual a
2 e´ uma variedade de Ka¨hler.
Observac¸a˜o 4.25. Embora na˜o admitam me´tricas de Ka¨hler, as variedades de Hopf podem ser munidas de
uma classe importante de me´tricas hermitianas, as chamadas me´tricas localmente conformes de Ka¨hler (LCK-
metrics). Tais me´tricas podem ser caracterizadas pela equac¸a˜o dω = η ∧ ω, onde η e´ uma 1-forma fechada,
chamada forma de Lee. Veja [4] para um estudo detalhado de tais me´tricas.
Note que, dada uma me´trica hermitiana g, podemos recupera´-la a partir da sua forma fundamental, pois
g(u, v) = g(Ju, Jv) = ω(u, Jv). Podemos enta˜o partir de uma (1, 1)-forma real e tentar definir uma me´trica,
fazendo g = ω(·, J ·). Dessa maneira obtemos uma forma bilinear compatı´vel com J, mas na˜o sabemos se e´
positiva definida. Isso leva a seguinte definic¸a˜o
Definic¸a˜o 4.26. Uma (1, 1)-forma real α e´ positiva se α(v, Jv) > 0 para todo v ∈ TX na˜o nulo, ou equivalente-
mente, se α e´ da forma
α =
√−1
2 ∑ij
hij dzi ∧ dz¯j,
onde (hij) e´ uma matriz hermitiana positiva definida.
Observac¸a˜o 4.27. Note que, usando o isomorfismo TX ' T1,0X, v 7→ 12 (v−
√−1Jv), a condic¸a˜o α(v, Jv) > 0
para todo v ∈ TX na˜o nulo e´ equivalente a condic¸a˜o −√−1α(u, u¯) > 0 para todo u ∈ T1,0X na˜o nulo, pois J
age em T1,0X pela multiplicac¸a˜o por
√−1.
Temos o seguinte resultado, cuja demonstrac¸a˜o e´ imediata.
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Proposic¸a˜o 4.28. Dada uma (1, 1)-forma real e positiva ω em uma variedade complexa X, g = ω(·, J ·) define uma
me´trica hermitiana em X cuja forma fundamental associada e´ ω. Ale´m disso, se ω for fechada, enta˜o a me´trica g e´ de
Ka¨hler.
Exemplo 4.29. A me´trica de Fubini-Study em Pn
Seja pi : Cn+1 \ {0} → Pn a projec¸a˜o natural e Z : U → Cn+1 \ {0} uma aplicac¸a˜o holomorfa definida em um
aberto U ⊂ Pn tal que pi ◦ Z = idU (ou seja, uma sec¸a˜o sobre U do fibrado tautolo´gico O(−1)).
Defina uma (1, 1)-forma em U por
ω =
√−1
2pi
∂∂¯ log ||Z||2
Se W : U′ → Cn+1 \ {0} e´ outra sec¸a˜o enta˜o W = λZ para uma func¸a˜o holomorfa λ : U ∩U′ → C∗ (pois
Z(p) e W(p) pertencem a mesma reta complexa). E portanto
∂∂¯ log ||W||2 = ∂∂¯ log ||λZ||2 = ∂∂¯ logλ+ ∂∂¯ log λ¯+ ∂∂¯ log ||Z||2 = ∂∂¯ log ||Z||2,
onde, para fazer o ca´lculo acima usamos algum ramo do logaritmo e o fato de logλ ser holomorfa e log λ¯
anti-holomorfa.
Como tais sec¸o˜es sempre existem localmente, obtemos uma (1, 1)-forma globalmente definida em Pn,
chamada forma de Fubini-Study, denotada por ωFS.
Note que se Ui = {zi 6= 0} ⊂ Pn e Zi =
(
z0
zi
, · · · , 1, · · · znzi
)
enta˜o,
ωFS =
√−1
2pi
∂∂¯ log
(
1+∑
j 6=i
∣∣∣∣ zjzi
∣∣∣∣2 ), em Ui. (4.9)
Note que ωFS e´ uma (1, 1)-forma fechada. Ale´m disso, como ∂∂¯ = −∂¯∂, segue que ωFS = ωFS e portanto
ωFS e´ real. Logo, para ver que ωFS define uma me´trica de Ka¨hler em Pn, so´ resta verificar a positividade.
Para isso, note primeiramente que pi∗ωFS = ω˜, onde ω˜ e´ a (1, 1)-forma em Cn+1 \ {0} dada por
ω˜ =
√−1
2pi
∂∂¯ log ||z||2 (4.10)
Seja agora A ∈ U(n+ 1). Como A : Cn+1 → Cn+1 e´ holomorfa, A∗ comuta com ∂ e ∂¯ e portanto temos que
A∗ω˜ =
√−1
2pi
∂∂¯A∗(log ||z||2) =
√−1
2pi
∂∂¯ log ||Az||2 =
√−1
2pi
∂∂¯ log ||z||2 = ω˜,
ou seja, ω˜ e´ U(n + 1)-invariante.
Seja agora FA : Pn → Pn a aplicac¸a˜o induzida por A, isto e´, FA[z] = [Az]. Temos enta˜o que pi ◦ A = FA ◦ pi
e portanto pi∗F∗AωFS = A
∗pi∗ωFS = A∗ω˜ = ω˜ = pi∗ωFS e como pi∗ e´ injetora segue que F∗AωFS = ωFS, ou seja,
ωFS e´ U(n + 1)-invariante.
Como U(n+ 1) age transitivamente em Pn, para verificarmos que ωFS e´ positiva, basta fazeˆ-lo num ponto.
Da expressa˜o (4.9) temos que, nas coordenadas wi = zi/z0 em U0 temos
ωFS =
√−1
2pi
∂∂¯ log
(
1+
n
∑
i=1
wiw¯i
)
=
√−1
2pi
∂
(
∑i widw¯i
1+∑i wiw¯i
)
=
√−1
2pi
[
∑i dwi ∧ dw¯i
1+∑i wiw¯i
+
(∑i widw¯i) ∧ (∑i w¯idwi)
(1+∑i wiw¯i)
2
]
.
Calculando no ponto p = [1 : 0 : · · · : 0], cujas coordenadas sa˜o wi = 0, vemos que
(ωFS)p =
√−1
2pi ∑i
dwi ∧ dw¯i,
que e´ claramente positiva (e´ um mu´ltiplo da forma simple´tica padra˜o nas coordenadas wi, w¯i).
Logo ωFS e´ positiva em toda parte e portanto gFS = ωFS(·, J·) define uma me´trica em Pn, chamada me´trica
de Fubini-Study. O produto hermitiano associado sera´ denotado por hFS.
Ha´ tambe´m uma maneira geome´trica de definir a me´trica gFS, exigindo que a restric¸a˜o de pi : Cn+1 \ {0} →
Pn a S2n+1 seja uma submersa˜o riemanniana. Os detalhes dessa construc¸a˜o sa˜o dados na sec¸a˜o 4.3.
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Mais exemplos de variedade de Ka¨hler podem ser obtidos de subvariedades complexas de variedades de
Ka¨hler. Esse fato, enunciado na proposic¸a˜o abaixo, juntamente com o exemplo acima oferecera´ uma classe
importante de exemplos de variedades de Ka¨hler, que sa˜o as chamadas variedades projetivas (veja a sec¸a˜o
4.3).
Proposic¸a˜o 4.30. Se Y ⊂ X e´ uma variedade complexa de uma variedade de Ka¨hler X enta˜o Y tambe´m e´ de Ka¨hler.
Demonstrac¸a˜o. Denote por ι : Y → X a inclusa˜o. Seja g uma me´trica de Ka¨hler em X e ω sua forma funda-
mental.
A restric¸a˜o ι∗g e´ uma me´trica riemanniana em X. Usando o fato que ι e´ holomorfa e´ fa´cil ver que ι∗g
e´ hermitiana e que sua forma fundamental e´ ι∗ω. Como g e´ de Ka¨hler temos que d(ι∗ω) = ι∗(dω) = 0 e
portanto ι∗g e´ uma me´trica de Ka¨hler em Y.
4.2.1 Identidades de Ka¨hler
Em uma variedade Riemanniana (X, g) orientada de dimensa˜o m, considere os espac¸os Akc(X) de formas
diferenciais com suporte compacto. Definimos o operador
d∗ = (−1)m(k+1)+1 ∗ ◦d ◦ ∗ : Akc(X) −→ Ak−1c (X),
que e´ o adjunto formal de d : Akc(X) −→ Ak−1c (X) com a me´trica L2 por g (mais detalhes na sec¸a˜o 4.4. Note
que no caso em que X e´ hermitiana, m = 2n e portanto d∗ = − ∗ ◦d ◦ ∗.
O operador de Laplace e´ enta˜o definido por
∆ = dd∗ + d∗d : Akc(X) −→ Akc(X)
Esses operadores se estendem de forma C-linear a AkC,c(X).
Definic¸a˜o 4.31. Se (X, g) e´ uma variedade hermitiana definimos os operadores
∂∗ = − ∗ ◦∂¯ ◦ ∗ : Ap,qc (X) −→ Ap−1,qc (X)
e
∂¯∗ = − ∗ ◦∂ ◦ ∗ : Ap,qc (X) −→ Ap,q−1c (X),
e os Laplacianos associados ∆∂,∆∂¯ : Ap,qc (X)→ Ap,qc (X), dados por
∆∂ = ∂∂
∗ + ∂∗∂ e ∆∂¯ = ∂¯∂¯
∗ + ∂¯∗∂¯.
Observac¸a˜o 4.32. Nessa definic¸a˜o consideramos a extensa˜o C-linear do operador ∗ para formas complexas.
Essa extensa˜o satisfaz ∗(∧p,q X) ⊂ ∧n−q,n−p X, de modo que de fato ∂∗ leva Ap,q(X) em Ap−1,q(X) e ∂¯∗ leva
Ap,q(X) em Ap,q−1(X).
Os operadores ∂∗ e ∂¯∗ sa˜o adjuntos formais de ∂ e ∂¯ com relac¸a˜o ao produto hermitiano L2 definido por
(α, β) =
∫
X
(α, β)vol , α, β ∈ AkC,c(X). (4.11)
Para mais detalhes e uma demonstrac¸a˜o desse fato consulte a sec¸a˜o 4.4.
Em geral, na˜o ha´ relac¸a˜o entre os treˆs Laplacianos definidos acima. Pore´m, se a me´trica g e´ de Ka¨hler, eles
coincidem a menos de uma constante multiplicativa. Esse fato e´ uma consequeˆncia das chamadas identidades
de Ka¨hler2, relacionando os operadores ∂, ∂¯, ∂∗, ∂¯∗ com os operadores de Lefschetz L e Λ (veja a sec¸a˜o 4.1.2
para a definic¸a˜o desses operadores).
Teorema 4.33. Identidades de Ka¨hler. Se X e´ uma variedade complexa com uma me´trica de Ka¨hler enta˜o valem as
seguintes relac¸o˜es de comutac¸a˜o
2Alguns autores as designam por identidades de Hodge.
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1. [L, ∂] = [L, ∂¯] = 0 e [Λ, ∂∗] = [Λ, ∂¯∗] = 0
2. [Λ, ∂¯] = −√−1∂∗ e [Λ, ∂] = √−1∂¯∗,
3. [∂¯∗, L] =
√−1∂ e [∂∗, L] = −√−1∂¯.
Demonstrac¸a˜o. 1. Como a me´trica e´ de Ka¨hler temos que dω = 0 e portanto ∂ω = ∂¯ω = 0. Assim, para
α ∈ A∗C(X) temos que
∂(L(α)) = ∂(ω ∧ α) = ω ∧ ∂α = L(∂(α)) e ∂¯(L(α)) = ∂¯(ω ∧ α) = ω ∧ ∂¯α = L(∂¯(α))
o que mostra que [L, ∂] = [L, ∂¯] = 0. Tomando o adjunto obtemos 0 = [L, ∂]∗ = −[Λ, ∂∗] e do mesmo modo
mostramos que [Λ, ∂¯∗] = 0.
2. Vamos demonstrar primeiro o resultado para X = Cn com a me´trica hermitiana padra˜o.
Defina os operadores
ek : Ap,qc (Cn) −→ Ap+1,qc (Cn)
α 7−→ dzk ∧ α
e
e¯k : Ap,qc (Cn) −→ Ap,q+1c (Cn)
α 7−→ dz¯k ∧ α
para k = 1, . . . , n e sejam ik e i¯k os respectivos adjuntos pontuais.
Lema 4.34. Os operadores definidos acima satisfazem
a. ekil + ilek = 0 se k 6= l,
b. ekik + ikek = 2 para todo k
c. ek i¯l + i¯lek = 0 para todo k, l.
Demonstrac¸a˜o. Note que todos os operadores sa˜o C∞(Cn)-lineares, e portanto basta mostrarmos as identidades
acima calculando os operadores nas formas dzI ∧ dz¯J , o que segue de ca´lculos elementares (veja por exemplo
[7] p.112).
Defina agora
∂k : Ap,qc (Cn) −→ Ap,qc (Cn)
∂k
(
∑ f I JdzI ∧ dz¯J
)
=∑
∂ f I J
∂zk
dzI ∧ dz¯J
e
∂¯k : Ap,qc (Cn) −→ Ap,qc (Cn)
∂¯k
(
∑ f I JdzI ∧ dz¯J
)
=∑
∂ f I J
∂z¯k
dzI ∧ dz¯J
Note que ∂k e ∂¯k comutam e ambos comutam com el e e¯l . Usando integrac¸a˜o por partes e´ fa´cil ver que.
Lema 4.35. O adjunto de ∂k com respeito a` me´trica L2 (eq. 4.11) e´ −∂¯k e o adjunto de ∂¯k e´ −∂k.
Como consequeˆncia do lema acima temos que [∂k, il ] = −[∂¯∗k , e∗l ] = [∂¯k, el ]∗ = 0 e analogamente [∂¯k, il ] =
[∂k, i¯l ] = [∂¯k, i¯l ] = 0.
Como ∂ = ∑k ∂kek e ∂¯ = ∑k ∂¯kek temos, tomando o adjunto, que
∂∗ =∑
k
(∂kek)∗ =∑
k
(ek∂k)∗ =∑
k
∂∗k e
∗
k = −∑
k
∂¯kik e ∂¯∗ = −∑
k
∂k i¯k.
A forma de Ka¨hler em Cn e´ dada por ω =
√−1
2 ∑k dzk ∧ dz¯k de modo que o operador de Lefschetz se
escrever como L =
√−1
2 ∑k ek e¯k e portanto, tomando o adjunto obtemos uma expressa˜o para o operador dual
Λ = −
√−1
2 ∑k
i¯kik.
Temos portanto que
Λ∂ = −
√−1
2 ∑k,l
i¯kik∂lel = −
√−1
2 ∑k,l
∂l i¯kikel = −
√−1
2
(
∑
k
∂k i¯kikek +∑
k 6=l
∂l i¯kikel
)
.
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Usando o lema 4.34 temos que o primeiro termo da soma acima e´
−
√−1
2 ∑k
∂k i¯kikek = −
√−1
2 ∑k
∂k i¯k(−ekik + 2) = −
√−1
2 ∑k
∂kek i¯kik −
√−1∑
k
∂k i¯k,
e o segundo fica
−
√−1
2 ∑k 6=l
∂l i¯kikel =
√−1
2 ∑k 6=l
∂l i¯kel ik = −
√−1
2 ∑k 6=l
∂lel i¯kik
de onde concluimos que
Λ∂ = −
√−1
2 ∑k,l
∂lel i¯kik −
√−1∑
k
∂k i¯k = ∂Λ+
√−1∂¯∗,
ou seja, [Λ, ∂] = Λ∂− ∂Λ = √−1∂¯∗.
Seja agora X uma variedade com uma me´trica de Ka¨hler h. Fixe x ∈ X e considere coordenadas normais
holomorfas centradas em x definidas em um aberto U (cf. item 3. Proposic¸a˜o da 4.15). Sejam hkl os coeficientes
da me´trica nesse sistema de coodenadas.
Como acima podemos definir os operadores ek : Ap,qc (U) → Ap+1,qc (U), e¯k : Ap,qc (U) → Ap,q+1c (U), seus
adjuntos ik, i¯k e os operadores ∂k, ∂¯k : Ap,qc (U) → Ap,qc (U). Assim, o operador de Lefschetz e´ dado por
L =
√−1
2 ∑k,l hklek e¯l e o seu dual e´ dado por Λ = −
√−1
2 ∑k,l hkl ik i¯l .
Note que os operadores ek, e¯k, ik e i¯k sa˜o alge´bricos, isto e´, na˜o envolvem nenhuma derivada parcial dos
coeficientes das formas diferenciais e os operadores ∂k e ∂¯k sa˜o de primeira ordem, isto e´, envolvem derivadas
parciais de ordem 1. Sendo assim, como hkl(x) = δkl e
∂hkl
∂zi
(x) = ∂hkl∂z¯j (x) = 0, as fo´rmulas obtidas acima para
Λ,∂ e ∂¯∗ sa˜o va´lidas em x e portanto temos que [Λ, ∂](x) =
√−1∂¯∗(x).
Como coordenadas normais holomorfas existem em torno de cada ponto de X concluı´mos que [Λ, ∂] =√−1∂¯∗.
Conjugando a relac¸a˜o acima e lembrando que Λ e´ um operador real obtemos
−√−1∂∗ = √−1∂¯∗ = [Λ, ∂] = [Λ, ∂¯] = [Λ, ∂¯],
terminando a demonstrac¸a˜o de 2.
3. Tomando o adjunto da relac¸a˜o [Λ, ∂¯] = −√−1∂∗ obtemos
√−1∂ = (−√−1∂∗)∗ = [Λ, ∂¯]∗ = −[Λ∗, ∂¯∗] = −[L, ∂¯∗] = [∂¯∗, L],
o que demonstra a primeira relac¸a˜o. A relac¸a˜o [∂∗, L] = −√−1∂¯ e´ obtida por conjugac¸a˜o e usando que L e´
um operador real.
Corola´rio 4.36. Em uma variedade de Ka¨hler os diferentes Laplacianos sa˜o relacionados por
∆∂ = ∆∂¯ =
1
2
∆.
Demonstrac¸a˜o. Primeiramente note que ∂∂¯∗ + ∂¯∗∂ = 0, pois como [Λ, ∂] =
√−1∂¯∗ temos que
√−1(∂∂¯∗ + ∂¯∗∂) = ∂[Λ, ∂] + [Λ, ∂]∂ = ∂Λ∂− ∂Λ∂ = 0,
e conjugando obtemos ∂¯∂∗ + ∂∗∂¯ = 0.
Temos portanto que
∆ = (∂+ ∂¯)(∂∗ + ∂¯∗) + (∂∗ + ∂¯∗)(∂+ ∂¯)
= (∂∂∗ + ∂∗∂) + (∂¯∂¯∗ + ∂¯∗∂¯) + (∂∂¯∗ + ∂¯∂∗ + ∂∗∂¯+ ∂¯∗∂)
= (∂∂∗ + ∂∗∂) + (∂¯∂¯∗ + ∂¯∗∂¯)
= ∆∂ + ∆∂¯.
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Portanto, so´ resta mostrar que ∆∂ = ∆∂¯.
Usando a identidade [Λ, ∂¯] = −√−1∂∗, temos
−√−1∆∂ = ∂(Λ∂¯− ∂¯Λ) + (Λ∂¯− ∂¯Λ)∂ = ∂Λ∂¯− ∂∂¯Λ+Λ∂¯∂− ∂¯Λ∂.
de onde segue, usando a identidade [Λ, ∂] =
√−1∂¯∗ e lembrando que ∂∂¯ = −∂¯∂, que
√−1∆∂¯ = ∂¯(Λ∂− ∂Λ) + (Λ∂− ∂Λ)∂¯
= ∂¯Λ∂− ∂¯∂Λ+Λ∂∂¯− ∂Λ∂¯
=
√−1∆∂
terminando a demonstrac¸a˜o.
O corola´rio acima pode servir tambe´m como uma outra motivac¸a˜o, mais analı´tica, para a definic¸a˜o de
uma me´trica de Ka¨hler. Por um ca´lculo simples sabemos, que para func¸o˜es em Cn, o Laplaciano ∆∂¯ e´ igual
ao Laplaciano usual a menos de uma constante. Essencialmente o mesmo ca´lculo mostra que isso tambe´m
vale em uma variedade plana (X, g). No entanto, como os operadores de Laplace envolvem apenas derivadas
de primeira ordem da me´trica, ainda teremos que ∆ = 2∆∂¯ se g for, a menos de termos de ordem maior ou
igual a 2, a me´trica padra˜o de Cn, o que leva a uma das possı´veis definc¸o˜es de me´rtica de Ka¨hler (item 3.
proposic¸a˜o 4.15).
4.3 Variedades projetivas
Nesta sec¸a˜o estudaremos com mais detalhes alguma propriedades do espac¸o projetivo e de suas subvarieda-
des.
Uma subvariedade complexa do espac¸o projetivo Pn e´ chamada variedade projetiva.
Como o espac¸o projetivo e´ uma variedade de Ka¨hler (exemplo 4.29) temos, como consequeˆncia da proposic¸a˜o
4.30:
Corola´rio 4.37. Toda variedade projetiva e´ de Ka¨hler.
Como consequeˆncia interessante vemos, da proposic¸a˜o 4.22, que se X e´ uma variedade projetiva de di-
mensa˜o d enta˜o os grupos de cohomologia H2(X,R), . . . , H2d(X,R) sa˜o na˜o triviais, o que na˜o pode ser ta˜o
facilmente obtido por me´todos puramente topolo´gicos.
Os exemplos cla´ssicos de variedades projetivas prove´m da Geometria Alge´brica3. Se f e´ um polinoˆmio
homogeˆneo de grau d em n + 1 varia´veis e p = [z0 : · · · : zn] e´ um ponto do espac¸o projetivo, na˜o faz
sentido calcularmos f (p), pois temos que f (λz0, . . . ,λzn) = λd f (z0, . . . , zn) para todo λ ∈ C∗ enquanto
[z0 : · · · : zn] = [λz0 : · · · : λzn]. No entanto podemos dizer quando f (p) = 0 independentemente do
representante de p.
Em outras palavras o conjunto
Z( f ) = {p ∈ Pn : f (p) = 0} ⊂ Pn (4.12)
esta´ bem definido.
Uma variedade alge´brica sera´ um conjunto dado pelos zeros simultaˆneos de polinoˆmios homogeˆneos.
Definic¸a˜o 4.38. Um subconjunto V ⊂ Pn e´ uma variedade alge´brica (projetiva) se existem polinoˆmios ho-
mogeˆneos f1, . . . , fk ∈ C[z0, · · · , zn] tal que V = Z( f1, · · · , fk) = Z( f1) ∩ · · · ∩ Z( fk).
Nem toda variedade alge´brica e´ uma variedade projetiva4, pois pode haver singularidades.
3Na verdade, por um teorema de W.L. Chow toda subvariedade complexa fechada dePn e´ alge´brica e portanto as variedades alge´bricas
esgotam todos os exemplos de variedades projetivas fechadas.
4Inelizmente, essa nomenclatura e´ usual, embora a semelhanc¸a entre os termos possa ser fonte de confusa˜o. No ingleˆs por exemplo o
nome variety e´ usado para designar as variedades alge´bricas, enquanto o nome manifold e´ usado para designar as variedades complexas.
Ocorre que os dois termos sa˜o traduzidos como variedade para o portugueˆs.
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Exemplo 4.39. Denote por [x : y : z] as coordenadas homogeˆneas em P2. A variedade alge´brica em P2
dada pelo polinoˆmio homogeˆneo f = x2z − y3 tem uma singularidade no ponto p = [0 : 0 : 1]. De fato,
tomando as coordenadas u = x/z e v = y/z definidas em U = {z 6= 0} e centradas em p vemos que
Z( f ) ∩U ' {(u, v) : u2 = v3} que e´ singular em u = 0, v = 0.
Quando uma variedade alge´brica e´ de fato uma subvariedade complexa de Pn (e portanto uma variedade
projetiva no sentido acima) dizemos que V e´ suave ou na˜o singular. O seguinte resultado e´ uma consequeˆncia
imediata do teorema da func¸a˜o implı´cita.
Proposic¸a˜o 4.40. Se f ∈ C[z0, . . . , zn] e´ um polinoˆmio homogeˆneo e 0 e´ um valor regular de f : Cn+1 \ {0} → C
enta˜o X = Z( f ) ⊂ Pn e´ suave. Neste caso dizemos que V e´ uma hipersuperfı´cie.
Mais geralmente se f1, . . . , fk ∈ C[z0, . . . , zn] sa˜o polinoˆmios homogeˆneos e 0 e´ um valor regular de ( f1, . . . , fk) :
Cn+1 \ {0} → Ck enta˜o V = Z( f1, . . . , fk) e´ suave. Nesse caso dizemos que V e´ uma intersecc¸a˜o completa.
Exemplo 4.41. Hipersuperfı´ces de Fermat. Considere o polinoˆmio homogeˆneo Fd = zd0 + z
d
1 + · · · − zdn. Note
que ∂Fd/∂zi = ±d · zd−1i na˜o se anula em Cn+1 \ {0} e portanto Fd : Cn+1 \ {0} → C na˜o tem pontos crı´ticos.
Portanto, da proposic¸a˜o acima, temos que Xd = Z(Fd) ⊂ Pn e´ uma hipersuperfı´cie projetiva, chamada
hipersuperfı´ce de Fermat.
Quando n = 2 obtemos uma famı´lia de curvas Xd em P2, chamadas de curvas de Fermat, dadas pela
equac¸a˜o xd + yd − zd = 0. A existeˆncia de pontos racionais em Xd (i.e., pontos em que todas as coordenadas
homogeˆneas sa˜o nu´meros racionais) e´ equivalente a existeˆncia de soluc¸o˜es inteiras da equac¸a˜o xd + yd = zd.
Pelo famoso U´ltimo Teorema de Fermat, demonstrado por Andrew Wiles em 1995, as curvas Xd com d ≥ 3 so´
conte´m os dois pontos racionais [0 : 1 : 1] e [1 : 0 : 1] se d e´ par e ale´m deles o ponto [1 : −1 : 0] se d e´ ı´mpar.
O fibrado tangente e o fibrado canoˆnico de Pn
Nesta sec¸a˜o iremos estudar com um pouco mais de detalhe o fibrado tangente do espac¸o projetivo complexo.
Veremos que ele se insere em uma sequeˆncia exata curta de fibrados holomorfos envolvendo outros fibrados
ja´ conhecidos, o que permitira´ descrever explicitamente o fibrado canoˆnico KPn .
Considere a projec¸a˜o natural pi : Cn+1 \ {0} → Pn. Dado x = pi(z) ∈ Pn, a diferencial (real)
dpiz : Tz(Cn+1 \ {0}) ' R2(n+1) → TxPn
e´ sobrejetora e seu nu´cleo e´ exatamente o espac¸o tangente a fibra pi−1(x) = x ⊂ Cn+1, que e´ identificado com
a pro´pria reta x.
Complexificando os espac¸os tangentes e a diferencial obtemos dpiz : R2(n+1) ⊗ C → TxPn ⊗ C. Como
pi e´ holomorfa, dpiz leva (R2(n+1) ⊗ C)1,0 ' Cn+1 em (TxPn)1,0. Temos portanto uma aplicac¸a˜o C-linear
sobrejetora
dpiz : Cn+1 → (TxPn)1,0,
cujo nu´cleo e´ o subespac¸o complexo x ⊂ Cn+1. Com respeito a base {∂/∂z0, . . . ∂/∂zn} de Cn+1 a aplicac¸a˜o
acima e´ dada por ∂/∂zi 7→ dpiz(∂/∂zi) e o nu´cleo e´ gerado pelo vetor radial Z = ∑ zi ∂/∂zi.
Poderı´amos tentar realizar essa construc¸a˜o fibra a fibra a fim de obter um morfismo de fibrados complexos
Pn × Cn+1 → T1,0Pn, definido por (x, v) 7→ dpiz · v, mas essa tentativa na˜o produz uma aplicac¸a˜o bem
definida, pois embora x = pi(z) = pi(λz) temos que dpiz 6= dpiλz. Derivando a equac¸a˜o pi(z) = pi(λz) vemos
na verdade que λdpiλz · v = dpiz · v e portanto
dpiλz · v = λ−1dpiz · v para λ 6= 0. (4.13)
Vemos portanto que dpiz tem um comportamento homogeˆneo de grau −1 em z. Dessa observac¸a˜o podemos
tornar bem definida a aplicac¸a˜o acima, tomando o produto tensorial do fibrado trival com o fibrado de linha
O(1). Obtemos assim uma sequeˆncia exata envolvendo o fibrado tangente de Pn.
Proposic¸a˜o 4.42. A sequeˆncia de Euler. Existe uma sequeˆncia exata de fibrados holomorfos sobre Pn
0 −→ OPn −→ O⊕n+1Pn ⊗O(1) −→ TPn −→ 0. (4.14)
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Demonstrac¸a˜o. O primeiro passo e´ definir a sequeˆncia de Euler fibra a fibra. Como a fibra de O(1) = O(−1)∗
sobre um ponto x ∈ Pn e´ x∗ = Hom(x,C) temos que a fibra de O⊕n+1Pn ⊗O(1) sobre x e´ Cn+1 ⊗Hom(x,C).
Definimos enta˜o
Px : Cn+1 ⊗Hom(x,C) −→ (TxPn)1,0
Px(v⊗ σ) = dpiz(σ(z) · v)
onde z e´ qualquer elemento de x. Da linearidade de σ e da equac¸a˜o (4.13) vemos que Px independe da escolha
de z.
Da discussa˜o que precede o enunciado vemos que Px e´ sobrejetora e Px(v ⊗ σ) = σ(z)dpiz(v) = 0 se e
somente se v ∈ x ou σ = 0, isto e´, se e somente se v⊗ σ ∈ x⊗ x∗. Em outras palavras o nu´cleo de Px e´ x⊗ x∗,
que e´ a fibra sobre x do fibrado O(−1)⊗O(1) ' OPn .
Fazendo essa construc¸a˜o fibra a fibra obtemos um morfismo sobrejetor P : Cn+1 ⊗O(1) → T1,0Pn com
ker P = O(−1)⊗O(1) ' OPn . E´ claro da definc¸a˜o que Px depende holomorficamente de x. Sendo assim P e´
um morfismo de fibrados holomorfos e como TPn e´ simplesmente T1,0Pn com a estrutura holomorfa obtemos
a sequeˆncia (4.14).
Corola´rio 4.43. O fibrado canoˆnico de Pn e´ isomorfo a O(−(n + 1)).
Demonstrac¸a˜o. O resultado segue aplicando o seguinte lema a` sequeˆncia de Euler.
Lema 4.44. Se 0→ E→ F → G → 0 e´ exata enta˜o det(F) ' det(E)⊗ det(G).
Demonstrac¸a˜o. Como E → F e´ injetora, podemos ver E como subfibrado holomorfo de F. Podemos enta˜o
escolher trivializac¸o˜es de F de modo que seus cociclos sejam da forma ϕij =
(
φij ∗
0 ψij
)
, onde {φij} sa˜o os
cociclos de E e {ψij} sa˜o os cociclos de F/E ' G. Os cociclos de det(F) sa˜o portanto det(ϕij) = det(φij) ·
det(ψij), que sa˜o os cociclos de det(E)⊗ det(G).
Note que, em particular, se F = E⊕ G enta˜o temos que det(F) ' det(E)⊗ det(G) e por induc¸a˜o vemos
que, se F = L1 ⊕ · · · ⊕ Lk e´ uma soma direta de fibrados de linha temos que det(F) ' L1 ⊗ · · · ⊗ Lk.
Usando este fato e aplicando o lema a` sequeˆncia (4.14) obtemos
K∗Pn = det(TPn) ' det(TPn)⊗ det(OPn) ' det(O⊕n+1Pn ⊗O(1)) ' det(O(1)⊕n+1) ' O(n + 1),
e portanto, dualizando, obtemos KPn ' O(−(n + 1)).
O fibrado canoˆnico de variedades projetivas
Podemos usar o corola´rio 4.43 para determinar tambe´m o fibrado canoˆnico de algumas variedades projetivas.
Para fazeˆ-lo precisamos entender como o fibrado canoˆnico de uma subvariedade esta´ relacionado com o fi-
brado canoˆnico da variedade ambiente.
Seja X uma variedade complexa Y ⊂ X uma subvariedade complexa de X. Existe enta˜o uma inclusa˜o
natural TY ⊂ TX entre os fibrados tangentes holomorfos de X e Y. O fibrado normal de Y em X, denotado
por NY|X , e´ um fibrado sobre Y definido pela sequeˆncia exata
0 −→ TY −→ (TX)
∣∣
Y −→ NY|X −→ 0 (4.15)
ou equivalentemente e´ o fibrado quociente NY|X = (TX)|Y/TY.
Note que NY|X e´ um fibrado holomorfo cujo posto e´ igual a codimensa˜o de Y em X. Em particular, se Y e´
uma hipersuperfı´cie, enta˜o NY|X e´ um fibrado de linha.
Observac¸a˜o 4.45. Na presenc¸a de uma me´trica hermitiana em X esta definic¸a˜o de fibrado normal coincide
com a usual. De fato, se equiparmos Y com a me´trica induzida e denotarmos por T ⊥Y ⊂ TX o complemento
ortogonal de TY em TX temos que TX |Y = TY ⊕ T ⊥Y e portanto NY|X = (TX)|Y/TY ' T ⊥Y .
A partir do fibrado normal e do fibrado canoˆnico do ambiente, podemos calcular o fibrado canoˆnico da
subvariedade.
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Proposic¸a˜o 4.46. (Fo´rmula de Adjunc¸a˜o) Se Y ⊂ X e´ uma subvariedade complexa enta˜o existe um isomorfismo KY '
(KX)|Y ⊗ detNY|X .
Demonstrac¸a˜o. Aplicando o Lema 4.44 a` sequeˆncia (4.15) temos que det (TX)|Y ' det TY ⊗ detNY|X e portanto
det TY ' det (TX)|Y ⊗ detN ∗Y|X de onde obtemos KY = det T∗Y ' det (T∗X)|Y ⊗ detNY|X = (KX)|Y ⊗ detNY|X .
Uma hipersuperfı´cie alge´brica pode ser vista como um caso particular de uma hipersuperfı´cie complexa
Y ⊂ X dada pelos zeros de uma sec¸a˜o holomorfa de um fibrado de linha sobre X. No capı´tulo 3 vimos que
se L → X e´ um fibrado de linha holomorfo trivializado sobre uma cobertura {Ui}, uma sec¸a˜o holomorfa
global s ∈ H0(X, L) corresponde uma colec¸a˜o de func¸o˜es holomorfas si : Ui → C satisfazendo si = ψijsj, onde
ψij ∈ O∗X(Ui ∩Uj) sa˜o os cociclos de L. Em particular vemos que se x ∈ Ui ∩Uj enta˜o si(x) = 0 se o so´ se
sj(x) = 0. Com isso podemos definir o conjunto de zeros de s, pela condic¸a˜o
Z(s) ∩Ui = Z(si).
O conjunto Z(s) e´ um subconjunto analı´tico de X. Em geral Z(s) na˜o sera´ uma subvariedade complexa pois,
assim como no caso alge´brico, podem existir pontos singulares.
No caso particular em que X = Pn e L = O(d) uma sec¸a˜o f ∈ H0(X,O(d)) corresponde a um polinoˆmio
homogeˆneo de grau d (veja o exemplo 3.16) e a definic¸a˜o Z( f ) coincide com a definc¸a˜o do conjunto de zeros
de um polinoˆmio homogeˆneo em Pn (eq 4.12).
Lema 4.47. Se Y = Z(s) ⊂ X uma subvariedade dada pelos zeros de uma sec¸a˜o holomorfa s ∈ H0(X, L) enta˜o o fibrado
normal NY|X e´ isomorfo a L|Y. Consequentemente o fibrado canoˆnico de Y e´ dado por KY ' (KX ⊗ L)|Y.
Demonstrac¸a˜o. Sejam ψi : L|Ui → Ui ×C trivializac¸o˜es de L e seja si : Ui → C a representac¸a˜o local de s (isto
e´, ψis(x) = (x, si(x)) para x ∈ Ui). Considere o morfismo de fibrados holomorfos dado por
Ψ : TX
∣∣
Y → L
∣∣
Y, TX
∣∣
Ui∩Y 3 v 7→ ψ
−1
i dsi(v) ∈ L
∣∣
Ui∩Y.
Note que Ψ esta´ bem definida. De fato, em Ui ∩Uj temos que si = ψijsj e portanto dsi = dψijsj + ψijsj.
Restringindo a Y e usando o fato de que Y = Z(s) temos que dsi = ψijdsj e portanto ψ−1i dsi = ψ
−1
j dsj em
Ui ∩Uj ∩Y.
Como s e´ constante em Y segue que Ψ|TY = 0, isto e´, TY ⊂ kerΨ. Do fato de Y ser suave, a diferencial dsi
nunca se anula e portanto Ψ e´ na˜o nula, de onde vemos, por razo˜es dimensionais, que kerΨ = TY.
Obtemos assim uma sequeˆncia exata de fibrados holomorfos
0 −→ TY −→ (TX)
∣∣
Y −→ L
∣∣
Y −→ 0,
que e´ exatamente a sequeˆncia que define NY|X , mostrando que NY|X ' L|Y.
O isomorfismo KY ' (KX ⊗ L)|Y segue da fo´rmula de adjunc¸a˜o (Proposic¸a˜o 4.46).
Corola´rio 4.48. Se X ⊂ Pn e´ uma hipersuperfı´cie suave de grau d enta˜o seu fibrado canoˆnico e´ KX ' O(d− n− 1)|X .
Mais geralmente, se X = Z( f1) ∩ · · · ∩ Z( fk) e´ uma intersecc¸a˜o completa com deg( fk) = dk enta˜o KX ' O(d1 +
. . . + dk − n− 1)|X .
Demonstrac¸a˜o. Uma hipersuperfı´cie de grau d e´ dada pelos zeros de uma sec¸a˜o f ∈ H0(Pn,O(d)). Assim,
pela proposic¸a˜o anterior, temos que KX ' (KPn ⊗O(d))|X . Do corola´rio 4.43 temos que KPn ' O(−n− 1) de
onde vemos que KX ' (O(−n− 1)⊗O(d))|X ' O(d− n− 1)|X .
Para demonstrar o resultado para as intersecc¸o˜es completas vamos usar induc¸a˜o sobre nu´mero k de
equac¸o˜es. Se k = 1 temos que X e´ uma hipersuperfı´cie e o resultado foi provado acima.
Suponha portanto que X = Z( f1) ∩ . . . ∩ Z( fk) ⊂ Pn. Como X e´ uma intersecc¸a˜o completa, temos que
X e´ uma subvariedade de X˜ = Z( f1) ∩ . . . ∩ Z( fk−1) e ale´m disso X e´ dada pelos zeros da sec¸a˜o fk ∈
H0(X,O(dk)|X˜).
Da hipo´tese de induc¸a˜o temos que KX˜ ' O(d1 + . . . + dk−1 − n− 1)|X˜ e da proposic¸a˜o acima concluimos
que
KX ' (KX˜ ⊗O(dk))|X ' (O(d1 + . . . + dk−1 − n− 1)⊗O(dk))|X ' O(d1 + . . . + dk − n− 1)|X .
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Exemplo 4.49. Seja X ⊂ P3 uma qua´rtica suave, isto e´, uma variedade projetiva dada pelos zeros de um
polinoˆmio de grau 4 em P3. Usando a proposic¸a˜o acima vemos que o fibrado canoˆnico de X e´ trivial, pois
KX ' O(4− 3− 1)|X ' OX . A variedade X e´ simplesmente conexa5 e e´ um exemplo particular das chamadas
superfı´cies K3, que sa˜o superfı´cies complexas simplesmente conexas com H1(X,OX) = 0 e fibrado canoˆnico
trivial.
Mais geralmente, qualquer hipersupefı´cie suave de grau n + 1 em Pn tera´ fibrado canoˆnico trivial.
Propriedades geome´tricas de me´trica de Fubini-Study
Vamos terminar essa sec¸a˜o discutindo algumas propriedades geome´tricas da me´trica de Fubini-Study.
Nesta sec¸a˜o denotaremos por (·, ·) o produto hermitiano canoˆnico em Cn+1 e por 〈·, ·〉 = Re (·, ·) a me´trica
riemanniana padra˜o.
Dado um ponto z ∈ Cn+1 \ {0}, seja x ⊂ Cn+1 a reta gerada por z e considere a decomposic¸a˜o ortogonal
Tz(Cn+1 \ {0}) = x⊕ x⊥ com respeito ao produto (·, ·). Denote por X⊥ a projec¸a˜o de X ∈ Tz(Cn+1 \ {0}) em
x⊥.
Defina uma forma bilinear h˜ em T(Cn+1 \ {0})
h˜z(X, Y) =
1
||z||2 (X
⊥, Y⊥), X, Y ∈ Tz(Cn+1 \ {0}). (4.16)
Note que h˜ e´ positiva mas na˜o e´ definida, pois se X ∈ x enta˜o X⊥ = 0 e portanto h˜(X, X) = 0.
Lema 4.50. A (1, 1)-forma η = h˜(J·, ·) associada a h˜ e´ dada por
η =
√−1
2
∂∂¯ log(||z||2). (4.17)
Demonstrac¸a˜o. Note que ambos os membros da equac¸a˜o (4.17) sa˜o U(n + 1)-invariantes e como U(n + 1) age
transitivamente nas esferas de Cn+1 \ {0} basta provarmos que a equac¸a˜o e´ valida em um ponto da forma
p = (r, 0, . . . , 0) com r > 0.
Dados dois vetores X = (a0, . . . , an) e Y = (b0, . . . , bn), as suas projec¸o˜es em p⊥ sa˜o dadas por X⊥ =
(0, a1, . . . , an) e Y⊥ = (0, b1, . . . , bn) e portanto
h˜p(X, Y) =
1
r2
((0, a1, . . . , an), (0, b1, . . . , bn)) =
1
r2
n
∑
j=1
aj b¯j,
ou seja, h˜p e´ 1/r2 vezes a me´trica hermitiana padra˜o h0 em Cn ⊂ Cn+1.
Sendo assim, sua forma fundamental e´ dada por
ηp =
1
r2
h0(J·, ·) = 1r2ω0 =
1
r2
√−1
2
n
∑
j=1
dzj ∧ dz¯j.
Por outro lado, como ∂(1/||z||2) = −(∑i z¯idzi)/|z|4, temos que
∂∂¯ log(||z||2) = ∂
(
1
||z||2
m
∑
j=0
zjdz¯j
)
= − 1|z|4
( m
∑
i=0
z¯idzi
)
∧
( m
∑
j=0
zjdz¯j
)
+
1
||z||2
n
∑
j=0
dzj ∧ dz¯j
e portanto, calculando em p obtemos
√−1
2
∂∂¯ log(||z||2)p =
√−1
2
(
− 1
r4
(rdz0) ∧ (rdz¯0) + 1r2
n
∑
j=0
dzj ∧ dz¯j
)
=
√−1
2
1
r2
n
∑
j=1
dzj ∧ dz¯j = ηp.
5Esse fato segue, por exemplo, de uma versa˜o para grupos de homotopia do Teorema de Hiperplanos de Lefschetz. Uma versa˜o desse
teorema para os grupos de homologia sera´ apresentada no capı´tulo 6
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Note que, conforme a equac¸a˜o (4.10), o membro direito da equac¸a˜o (4.17) e´, a menos de um mu´ltiplo,a
expressa˜o do pullback da forma de Fubini-Study pela projec¸a˜o pi : Cn+1 \ {0}, mais precisamente temos que
pi∗ωFS = 1pi η. Como pi e´ holomorfa (e portanto preserva J) concluimos do lema acima que pi
∗hFS = 1pi h˜.
Em outras palavras, a me´trica de Fubini-Study em Pn e´, a menos de um mu´ltiplo, obtida pela projec¸a˜o por
pi da forma bilinear (4.16).
A me´trica de Fubini-Study admite ainda uma outra decric¸a˜o, em termos da submersa˜o S2n+1 → Pn dada
pela restric¸a˜o da projec¸a˜o pi : Cn+1 \ {0} → Pn a` esfera unita´ria de Cn+1.
Dadas duas variedades riemannianas M e N e uma submersa˜o ρ : M → N, o espac¸o tangente de M em
um ponto p ∈ ρ−1(q) se decompo˜e como Tp M = Hp ⊕ Vp, onde Vp = Tp(ρ−1(q)) = ker(dρ)p e Hp = (Vp)⊥.
Os espac¸os Vp e Hp sa˜o chamados, respectivamente de espac¸o vertical e espac¸o horizontal em p.
Note que, como (dρ)p|Vp = 0, a restric¸a˜o da diferencial (dρ)p : Tp M = Hp ⊕Vp → Tq M ao espac¸o horizon-
tal define um isomorfismo (dρ)p : Hp ' TqN. Dizemos que ρ e´ uma submersa˜o riemanniana se esse isomorfismo
e´ uma isometria para todo p ∈ M.
Considere agora ρ : S2n+1 → Pn a restric¸a˜o da projec¸a˜o pi : Cn+1 \ {0} → Pn a` esfera unita´ria S2n+1 ⊂ Cn+1.
Seja z ∈ S2n+1 e denote por x a reta complexa gerada por z. O espac¸o tangente a` esfera no ponto z e´ dado
por TzS2n+1 = {w ∈ Cn+1 : 〈z, w〉 = 0}, de onde vemos que x⊥ ⊂ TzS2n+1. Ale´m disso o subespac¸o real
gerado por
√−1z esta´ contido no espac¸o tangente, pois 〈z,√−1z〉 = Re (z,√−1z) = Re (−√−1(z, z)) = 0.
Concluimos enta˜o que o epsac¸o tangente da esfera se decompo˜e como uma soma direta de subespac¸os reais
TzS2n+1 = x⊥ ⊕
√−1z.
Na discussa˜o que precede a proposic¸a˜o 4.42, vimos que o nu´cleo de dpiz e´ a pro´pria reta x, de onde
concluı´mos que ker(dρ)z = x ∩ TzS2n+1 =
√−1x. Sendo assim, o espac¸o espac¸o vertical da submersa˜o
ρ : S2n+1 → Pn e´ dado por Vz =
√−1x e o espac¸o horizontal e´ Hz = x⊥, onde S2n+1 esta´ equipada com a
me´trica riemanniana canoˆnica.
Vimos acima que o pullback da me´trica pi · hFS em Pn pela projec¸a˜o canoˆnica e´ a forma bilinear h˜ dada
pela equac¸a˜o (4.16), de modo que ρ∗(pi · hFS) = h˜|S2n+1 . Como no espac¸o horizontal a projec¸a˜o ortogonal
X 7→ X⊥ e´ a identidade, vemos que h˜|Hz = h˜|x⊥ = (·, ·). Em outras palavras, restrita ao espac¸o horizontal, ρ
leva o produto (·, ·) em Hz no produto pi · hFS em TzPn. Tomando a parte real e lembrando que gFS = Re hFS
concluı´mos que dρz e´ uma isometria entre (Hz, 〈·, ·〉) e (TzPn,pi · gFS).
Provamos enta˜o o seguinte resultado
Proposic¸a˜o 4.51. A aplicac¸a˜o ρ : S2n+1 → Pn obtida pela restric¸a˜o da projec¸a˜o canoˆnica e´ uma submersa˜o riemanniana,
onde consideramos S2n+1 com a me´trica induzida de Cn+1 e Pn com a me´trica pi · gFS.
4.4 A decomposic¸a˜o de Hodge
Um resultado central em Geometria Riemanniana e´ o chamado Teorema de Hodge, que prova que em uma
variedade Riemanniana compacta e orientada existe uma bijec¸a˜o entre o espac¸o das k-formas harmoˆnicas e o
k-e´simo espac¸o de cohomologia de de Rham. Em outras palavras, cada classe de cohomologia c ∈ Hk(X,R)
pode ser representada por uma u´nica k-forma harmoˆnica α ∈ c.
Agora, se ale´m disso, X admite uma estrutura de Ka¨hler, a igualdade dos laplacianos permite decompor
ainda uma classe c ∈ Hk(X,C) em componentes de tipo (p, q) com p + q = k, resultando na chamada
decomposic¸a˜o de Hodge. Esta sec¸a˜o se ocupara´ da demonstrac¸a˜o desses fatos.
O caso riemanniano
Comecemos considerando uma variedade Riemanniana (X, g) compacta e orientada de dimensa˜o m. A
me´trica g induz uma me´trica nos fibrados
∧k TX∗ da seguinte maneira: se {e1, · · · , em} e´ uma referencial
ortonormal local e {e1, . . . , em} e´ o referencial dual, declaramos {ei1 ∧ · · · ∧ eik : i1 < · · · < ik} como referencial
ortononormal de
∧k TX∗.
76 CAPI´TULO 4. GEOMETRIA DE KA¨HLER
Denotando essa me´trica por 〈·, ·〉 obtemos uma me´trica L2 no espac¸o das k-formas em X, fazendo
(α, β) =
∫
X
〈α, β〉vol =
∫
X
α ∧ ∗β , α, β ∈ Ak(X).
Considere o operador
d∗ = (−1)m(k+1)+1 ∗ ◦d ◦ ∗ : Ak(X) −→ Ak−1(X),
e o laplaciano
∆ = dd∗ + d∗d : Ak(X) −→ Ak(X)
Uma k-forma α e´ dita harmoˆnica se ∆α = 0.
Lema 4.52. O operador d∗ e´ o adjunto formal de d : Ak(X) −→ Ak+1(X) com respeito a` me´trica L2, isto e´, (α, d∗β) =
(dα, β) para toda α, β ∈ Ak(M). Consequentemente, o laplaciano ∆ e´ auto-adjunto.
Demonstrac¸a˜o. Sejam α ∈ Ak(X) e β ∈ Ak+1(X). Da regra de Leibniz, temos que
d(α ∧ ∗β) = dα ∧ ∗β+ (−1)kα ∧ d ∗ β
Integrando ambos os membros da equac¸a˜o acima e usando o teorema de Stokes vemos que
(dα, β) =
∫
X
dα ∧ ∗β = (−1)k+1
∫
X
α ∧ d ∗ β
Usando que ∗2 = (−1)l(m−l)id em Al(X) temos que ∗ ∗ d ∗ β = (−1)(m−k)kd ∗ β, pois d ∗ β ∈ Am−k(X) e, da
definic¸a˜o de d∗, temos d∗β = (−1)m(k+2)+1 ∗ d ∗ β = (−1)mk+1 ∗ d ∗ β. Juntando essas observac¸o˜es obtemos
(α, d∗β) =
∫
X
α ∧ ∗d∗β = (−1)mk+1
∫
X
α ∧ ∗ ∗ d ∗ β = (−1)mk+1(−1)(m−k)k
∫
X
α ∧ d ∗ β
= (−1)1−k2
∫
X
α ∧ d ∗ β = (−1)1+k
∫
X
α ∧ d ∗ β = (dα, β).
Corola´rio 4.53. Uma forma α e´ harmoˆnica se e somente se dα = 0 e d∗α = 0.
Demonstrac¸a˜o. E´ claro que se dα = 0 e d∗α = 0 enta˜o ∆α = (dd∗ + d∗d)α = 0.
Suponha agora que ∆α = 0. Enta˜o temos que
0 = (∆α, α) = (dd∗α, α) + (d∗dα, α) = (d∗α, d∗α) + (dα, dα) = ||d∗α||2 + ||dα||2,
de onde segue que dα = 0 e d∗α = 0.
Denotando por Hk(X, g) = {α ∈ Ak(X) : ∆α = 0} o espac¸o das k-formas harmoˆnicas (ou simplesmente
por Hk(X) quando a me´trica estiver subbentendida), obtemos enta˜o uma aplicac¸a˜o Hk(X, g) → Hk(X,R),
que associa a cada α harmoˆnica sua classe de cohomologia.
E´ fa´cil ver que esta aplicac¸a˜o e´ injetora. De fato se α ∈ Hk(X) e [α] = 0 enta˜o existe β ∈ Ak−1(X) tal que
α = dβ. Como α e´ harmoˆnica temos que 0 = d∗α = d∗dβ e portanto (α, α) = (dβ, dβ) = (β, d∗dβ) = 0 e assim
α = 0.
Ale´m disso, ha´ uma maneira de distinguir a representante harmoˆnica em uma dada classe de cohomologia
(se esta existir).
Lema 4.54. Se α e´ harmoˆnica enta˜o ||β|| ≥ ||α|| para toda β ∈ [α]. Reciprocamente, se α tem norma mı´nima em sua
classe [α] enta˜o α e´ harmoˆnica. Em outras palavras as formas harmoˆnicas sa˜o as que tem a menor norma em sua classe
de cohomologia.
Demonstrac¸a˜o. Se α e´ harmoˆnica enta˜o d∗α = 0 e portanto, para β = α+ dη ∈ [α] temos
||β||2 = (α+ dη, α+ dη) = ||α||2 + ||dη||2 + 2(α, dη)
= ||α||2 + ||dη||2 + 2(d∗α, η) = ||α||2 + ||dη||2
≥ ||α||2.
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Reciprocamente, se α tem norma mı´nima em sua classe temos, para η ∈ Ak−1(X),
0 =
d
dt
||α+ tdη||2
∣∣∣∣
t=0
=
d
dt
[||α||2 + t2||dη||2 + 2t(α, dη)]
∣∣∣∣
t=0
= 2(α, dη) = 2(d∗α, η),
e como η e´ arbitra´ria segue que d∗α = 0 e portanto α e´ harmoˆnica.
O lema acima nos da´ uma possı´vel maneira de encontrar a u´nica forma harmoˆnica αh em uma dada classe
[α] ∈ Hk(X,R), basta encontrarmos um elemento de norma mı´nima no subespac¸o afim [α] = α+ dAk−1(X) ⊂
Ak(X).
Infelizmente, o argumento acima na˜o e´ ta˜o simples, uma vez que o espac¸o Ak(X) na˜o e´ um espac¸o de
Hilbert com relac¸a˜o ao produto (·, ·) definido acima, e portanto na˜o podemos garantir a existeˆncia de um
elemento de norma mı´nima em α+ dAk−1(X). No entanto podemos remediar essa situac¸a˜o considerando o
completamento Lk(X) de Ak(X) com relac¸a˜o a norma L2 e tomando um elemento de norma mı´nima no fecho
α+ dAk−1(X). Note que ainda temos um problema, pois mesmo que α ∈ Ak(X) so´ podemos garantir que
este elemento esta´ no fecho de α+ dAk−1(X).
Essa e´ a grande dificuldade do teorema de Hodge, a saber, mostrar que o elemento obtido desta maneira
e´ suave, isto e´, pertence a α+ dAk−1(X). O ingrediente principal e´ a chamada regularidade elı´ptica, que de
maneira simplificada diz que se α ∈ Lk(X) e ∆α = 0 (em um sentido fraco) enta˜o na verdade α ∈ Ak(X).
O teorema completo e´ enunciado abaixo. Uma demonstrac¸a˜o pode ser encontrada em [2]
Teorema 4.55. Decomposic¸a˜o de Hodge para formas diferenciais
Seja X uma variedade riemanniana compacta e orientada. Enta˜o existe uma decomposic¸a˜o ortogonal
Ak(X) = Hk(X)⊕ dAk−1(X)⊕ d∗Ak+1(X) (4.18)
Observac¸a˜o 4.56. A hipo´tese de orientabilidade no teorema acima pode ser descartada. Se X e´ na˜o orienta´vel
na˜o possuimos uma forma volume, e portanto na˜o podemos definir o operador de Hodge. Mesmo assim
ainda e´ possı´vel definir o operador d∗, da seguinte maneira: a me´trica riemanniana induz o que se chama uma
densidade em X, e com ela obtemos uma medida µ associada (veja por exemplo [12], cap.XI). Definindo (α, β) =∫
X〈α, β〉dµ obtemos os espac¸os Lk(X). O operador d∗ neste caso e´ o adjunto de d. Definido o laplaciano pela
fo´rmula usual podemos dizer quem sa˜o as formas harmoˆnicas e nesse contexto a decomposic¸a˜o (4.18) continua
va´lida.
Corola´rio 4.57. (Teorema de Hodge)
Se X e´ uma variedade riemanniana compacta e orientada enta˜o existe um isomorfismo
Hk(X,R) ' Hk(X)
Demonstrac¸a˜o. Primeiramente note que ker d ∩ d∗Ak+1(X) = {0} pois se α = d∗β e 0 = dα = dd∗β enta˜o
0 = (dd∗β, β) = (d∗β, d∗β) e portanto α = d∗β = 0.
Temos enta˜o, da decomposic¸a˜o de Hodge, que ker d = Hk(X)⊕ dAk−1(X) de onde vemos que
Hk(X,R) =
ker d
dAk−1(X) =
Hk(X)⊕ dAk−1(X)
dAk−1(X) ' H
k(X)
Corola´rio 4.58. (Dualidade de Poincare´ para a cohomologia com coeficientes reais)
Seja X uma variedade compacta e orientada. Enta˜o o pareamento
Hk(X,R)× Hm−k(X,R) −→ R , ([α], [β]) 7−→
∫
X
α ∧ β
e´ na˜o degenerado. Consequentemente existe um isomorfismo
Hk(X,R) ' Hm−k(X,R)∗
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Demonstrac¸a˜o. Seja [α] ∈ Hk(X,R), precisamos mostrar que existe [β] ∈ Hm−k(X,R) tal que ∫X α ∧ β 6= 0.
Fixe uma me´trica riemanniana em X e seja αh a representante harmoˆnica de α. Como ∆∗ = ∗∆, ∗αh
tambe´m e´ harmoˆnica, e portanto β = ∗α define uma classe [β] ∈ Hm−k(X,R). Da definic¸a˜o do operador ∗
temos que ∫
X
α ∧ β =
∫
X
α ∧ ∗α =
∫
X
(α, α)volX = ||α||2Vol(X) > 0
o que mostra que o pareamento e´ na˜o degenerado.
O isomorfismo Hk(X,R) ' Hm−k(X,R)∗ e´ dado por α 7→ ∫X α ∧ ( · ).
Observac¸a˜o 4.59. Podemos estender de modo C-linear os operadores d, d∗ e ∆ aos espac¸os de k-formas com
coeficientes complexos AkC(X) e o produto interno L2 em Ak(X) se estende a um produto hermitiano em
AkC(X) (mais detalhes na pro´xima sec¸a˜o). Podemos repetir, mutatis mutandis, os argumentos desta sec¸a˜o, e
obtemos uma decomposic¸a˜o de Hodge
AkC(X) = HkC(X)⊕ dAk−1C (X)⊕ d∗Ak+1C (X)
e um isomorfismo de Hodge
Hk(X,C) ' HkC(X) (4.19)
para formas complexas.
O caso hermitiano
No caso em que X e´ uma variedade complexa e compacta com uma me´trica hermitiana podemos aplicar os
pensamentos acima para os operadores ∂ e ∂¯, obtendo assim uma decomposic¸a˜o semelhante a` do teorema
4.55 para os espac¸os Ap,q(X). Como consequeˆncia obtemos um isomorfismo de Hodge para a cohomologia
de Dolbeaut e a dualidade de Serre, um ana´logo complexo da dualidade de Poincare´.
Se g e´ uma me´trica hermitiana em X, temos produtos hermitianos induzidos nos fibrados de formas
complexas
∧k
C X. O operador de Hodge ∗ :
∧∗ X → ∧∗ X se estende de forma C-linear a um operador
∗ : ∧∗C X → ∧∗C X, satisfazendo
α ∧ ∗β = (α, β)vol (4.20)
para toda α ∈ ∧kC X e β ∈ ∧n−kC X. Do fato de vol ser uma forma de tipo (n, n), a igualdade acima mostra que
∗(∧p,q X) ⊂ ∧n−q,n−p X.
Em analogia ao caso riemanniano, podemos definir um produto hermitiano L2 em AkC(X):
(α, β) =
∫
X
(α, β)vol =
∫
X
α ∧ ∗β , α, β ∈ AkC(X).
Com essa definic¸a˜o temos que os espac¸os Ap,q(X) sa˜o dois a dois ortogonais e portanto a soma direta
A∗C(X) =
⊕2n
k=0AkC(X) =
⊕2n
k=0
⊕
p+q=kAp,q(X) e´ ortogonal.
Relembrando a definic¸a˜o dos operadores ∂∗ = − ∗ ∂¯∗ e ∂¯∗ = − ∗ ∂∗ dadas na sec¸a˜o 4.2.1 temos o seguinte
lema.
Lema 4.60. Os operadores ∂∗ e ∂¯∗ sa˜o, respectivamente, os adjuntos formais de ∂∗ e ∂¯∗ com respeito ao produto L2.
Consequentemente os Laplacianos ∆∂ e ∆∂¯ sa˜o autoadjuntos.
Demonstrac¸a˜o. Vamos mostar que ∂∗ e´ o adjunto de ∂. A demonstrac¸a˜o para ∂¯ e´ ana´loga.
Se α ∈ Ap−1,q(X) e β ∈ Ap,q(X) temos que ∂(α ∧ ∗β¯) = ∂α ∧ ∗β¯+ (−1)p+q−1α ∧ ∂(∗β¯) e portanto
(∂α, β) =
∫
X
∂α ∧ ∗β¯ =
∫
X
∂(α ∧ ∗β¯)− (−1)p+q−1
∫
X
α ∧ ∂(∗β¯).
Note que α ∧ ∗β¯ e´ uma forma de tipo (n− 1, n) e portanto ∂(α ∧ ∗β¯) = d(α ∧ ∗β¯). Assim, pelo teorema de
Stokes, a primeira integral acima se anula.
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Usando que ∗2 = (−1)p+qid em Ap,q(X) e o fato que ∂ ∗ β¯ e´ de tipo (n− p+ 1, n− q) temos que ∗ ∗ ∂ ∗ β¯ =
(−1)p+q+1∂ ∗ β¯ e portanto a segunda integral acima fica∫
X
α ∧ ∂(∗β¯) = (−1)p+q+1
∫
X
α ∧ ∗ ∗ ∂ ∗ β¯ = (−1)p+q+1
∫
X
α ∧ ∗ ∗ ∂¯ ∗ β = −(−1)p+q+1(α, ∂∗β),
onde usamos que ∂η = ∂¯η e ∗ = ∗.
Combinando com a primeira equac¸a˜o vemos finalmente que
(∂α, β) = −(−1)p+q−1 · (−(−1)p+q+1(α, ∂∗β)) = (α, ∂∗β).
Definimos os espac¸os de formas ∂¯-harmoˆnicas por
Hk
∂¯
(X) = {α ∈ Ak(X) : ∆∂¯α = 0} e Hp,q∂¯ (X) = {α ∈ Ap,q(X) : ∆∂¯α = 0}
e analogamente os espac¸os de formas ∂-harmoˆnicas Hk∂(X) e H
p,q
∂ (X).
Proposic¸a˜o 4.61. Se X e´ uma variedade hermitiana enta˜o
1. Os espac¸os de formas harmoˆnicas se decompo˜em como
Hk
∂¯
(X) =
⊕
p+q=k
Hp,q
∂¯
(X) e Hk∂(X) =
⊕
p+q=k
Hp,q∂ (X) (4.21)
2. O operador de Hodge induz um isomorfismo
∗ : Hp,q
∂¯
(X) ' Hn−q,n−p∂ (X).
Demonstrac¸a˜o. 1. Vamos demonstrar a primeira decomposic¸a˜o, a demonstrac¸a˜o da segunda e´ ana´loga.
Seja α ∈ AkC(X) e seja α = ∑p,q αp,q sua decomposic¸a˜o em tipos. Se α ∈ Hk∂¯(X) temos 0 = ∆∂¯(α) =
∑p,q ∆∂¯(α
p,q), e como ∆∂¯ leva o espac¸o Ap,q(X) nele mesmo cada ∆∂¯(αp,q) pertence a Ap,q(X). Como a soma
AkC(X) =
⊕
p+q=kAp,q(X) e´ direta segue que cada ∆∂¯(αp,q) = 0, isto e´ αp,q ∈ Hp,q∂¯ (X). Reciprocamente, se
αp,q ∈ Hp,q
∂¯
(X) enta˜o, por linearidade ∆(α) = 0 e portanto α ∈ Hk
∂¯
(X).
2. O isomorfismo segue da igualdade ∗∆∂ = ∆∂¯∗ e do fato de ∗ : Ap,q(X) → An−q,n−p(X) ser um
isomorfismo. Para ver a igualdade acima note primeiro que se α ∈ Ak(X) enta˜o
∂¯ ∗ ∂ ∗ ∗(α) = (−1)k ∂¯ ∗ ∂(α) = (−1)2n−k ∂¯ ∗ ∂(α) = ∗ ∗ ∂¯ ∗ ∂(α)
pois ∂¯ ∗ ∂(α) ∈ A2n−k(X) e ∗2 = (−1)lid em Al(X). Logo ∂¯ ∗ ∂ ∗ ∗ = ∗ ∗ ∂¯ ∗ ∂ e portanto
∗∆∂ = ∗(∂∂∗ + ∂∗∂) = − ∗ ∂ ∗ ∂¯ ∗ − ∗ ∗∂¯ ∗ ∂ = − ∗ ∂ ∗ ∂¯ ∗ −∂¯ ∗ ∂ ∗ ∗ = (∂¯∗∂¯+ ∂¯∂¯∗)∗ = ∆∂¯∗
Como no caso riemanniano temos que que α e´ ∂¯-harmoˆnica se e somente se ∂¯(α) = 0 e ∂¯∗(α) = 0 e, em
analogia ao lema 4.54, podemos mostrar que as formas ∂¯-harmoˆnicas sa˜o as que tem a menor norma em sua
classe de cohomologia de Dolbeaut (veja a equac¸a˜o (3.15) para a definic¸a˜o).
Lema 4.62. Se α e´ uma (p, q)-forma que e´ ∂¯-harmoˆnica enta˜o ||α+ ∂¯η|| ≥ ||α|| para toda η ∈ Ap,q−1(X). Reciproca-
mente, se α tem norma mı´nima em sua classe de cohomologia de Dolbeaut enta˜o α e´ ∂¯-harmoˆnica.
A partir do lema acima obtemos, com as mesmas te´cnicas usadas para demonstrar o teorema 4.55, uma
decomposic¸a˜o de Hodge para as formas de tipo (p, q). Uma demonstrac¸a˜o pode ser encontrada em [2].
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Teorema 4.63. Decomposic¸a˜o de Hodge para (p, q)-formas
Se X e´ uma variedade hermitiana compacta, existem duas decomposic¸o˜es ortogonais
Ap,q(X) = Hp,q∂ (X)⊕ ∂Ap−1,q(X)⊕ ∂∗Ap+1,q(X)
e
Ap,q(X) = Hp,q
∂¯
(X)⊕ ∂¯Ap,q−1(X)⊕ ∂¯∗Ap,q+1(X).
Corola´rio 4.64. Se X e´ uma variedade hermitiana compacta enta˜o existe um isomorfismo
Hp,q
∂¯
(X) ' Hp,q
∂¯
(X) (4.22)
Corola´rio 4.65. Dualidade de Serre para formas harmoˆnicas
Se X e´ uma variedade hermitiana compacta enta˜o o pareamento
Hp,q
∂¯
(X)×Hn−p,n−q
∂¯
(X) −→ C , (α, β) 7−→
∫
X
α ∧ β
e´ na˜o degenerado. Consequentemente existe um isomorfismo Hp,q
∂¯
(X) ' Hn−p,n−q
∂¯
(X)∗
Demonstrac¸a˜o. Se α ∈ Hp,q
∂¯
(X) e´ na˜o nula enta˜o ∗ α ∈ Hn−p,n−q
∂¯
(X) (ver proposic¸a˜o 4.61) e
∫
X α∧ ∗ α = ||α||2 >
0, mostrando que o pareamento e´ na˜o degenerado.
Seja agora X uma variedade complexa compacta. Fixada uma me´trica hermitiana em X temos, combinando
os dois u´ltimos resultados, que Hp,q
∂¯
(X) ' Hp,q
∂¯
(X) ' Hn−p,n−q
∂¯
(X)∗ ' Hn−p,n−q
∂¯
(X)∗. Do isomorfismo de
Dolbeaut (eq. 3.17) obtemos.
Corola´rio 4.66. Se X e´ uma variedade complexa compacta de dimensa˜o n enta˜o Hq(X,ΩpX) ' Hn−q(X,Ωn−pX )∗.
O resultado acima tambe´m e´ conhecido como Dualidade de Serre, e possue uma versa˜o um pouco mais
geral para fibrados vetoriais holomorfos (veja a Observac¸a˜o 5.2).
O caso ka¨hleriano
Consideremos agora X uma variedade compacta com uma me´trica de Ka¨hler g. Em particular g e´ uma me´trica
hermitiana em X e portanto temos as decomposic¸o˜es
AkC(X) = HkC(X)⊕ dAk−1C (X)⊕ d∗Ak+1C (X)
Ap,q(X) = Hp,q∂ (X)⊕ ∂Ap−1,q(X)⊕ ∂∗Ap+1,q(X)
Ap,q(X) = Hp,q
∂¯
(X)⊕ ∂¯Ap,q−1(X)⊕ ∂¯∗Ap,q+1(X)
bem como os isomorfismos Hk(X,C) ' HkC(X) e Hp,q∂¯ ' H
p,q
∂¯
(X).
Em princı´pio, para uma variedade hermitiana qualquer, as decomposic¸o˜es acima na˜o esta˜o relacionadas.
No entanto, como X e´ de Ka¨hler, a igualdade entre os laplacianos ∆∂ = ∆∂¯ =
1
2∆ implica na igualdade entre
os espac¸os
HkC(X) = Hk∂(X) = Hk∂¯(X)
que aparecem nas diferentes decomposic¸o˜es. Esse fato permite relacionar o grupo de cohomologia de de
Rham Hk(X,C) com os grupos de cohomologia de Dolbeaut Hp,q
∂¯
(X).
A ferramenta essencial para fazermos essa comparac¸a˜o e´ o chamado ∂∂¯-Lema.
Lema 4.67. ∂∂¯-Lema. Se X e´ uma variedade de Ka¨hler compacta e α ∈ Ap,q(X) e´ d-fechada sa˜o equivalentes
a. α e´ d-exata, i.e., existe β ∈ Ap+q−1
C
(X) tal que α = dβ.
b. α e´ ∂-exata, i.e., existe β ∈ Ap−1,q(X) tal que α = ∂β.
c. α e´ ∂¯-exata, i.e., existe β ∈ Ap,q−1(X) tal que α = ∂¯β.
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d. α e´ ∂∂¯-exata, i.e., existe β ∈ Ap−1,q−1(X) tal que α = ∂∂¯β.
Demonstrac¸a˜o. Fixe uma me´trica de Ka¨hler em X. Dada α ∈ Ap,q(X) uma forma d-fechada considere a
afirmac¸a˜o
(?) α e´ ortogonal ao espac¸o das (p, q)-formas harmoˆnicas 6.
Vamos mostrar primeiro que (?) ⇔ (a). Se α ⊥ Hp,qd , da decompoisc¸a˜o de Hodge para d temos que α =
dβ + d∗β′. Como α e´ fechada segue que 0 = dα = dd∗β′ e portanto (d∗β′, d∗β′) = (β′, dd∗β′) = 0. Logo
d∗β′ = 0 e α = dβ. A reciproca segue do fato da decomposic¸a˜o de Hodge ser ortogonal.
Usando a decomposic¸a˜o de Hodge para ∂ e ∂¯ obtemos de maneira ana´loga que (?)⇔ (b) e (?)⇔ (c).
As implicac¸o˜es (d) ⇒ (b) e (d) ⇒ (c) sa˜o triviais e para ver que (d) ⇒ (a) basta notar que se α = ∂∂¯β
enta˜o α = (∂+ ∂¯)∂¯β = d(∂¯β). Portanto so´ resta mostrar que (?)⇒ (d).
Suponha α d-fechada e ortogonal ao espac¸o das formas harmoˆnicas. Usando decomposic¸a˜o de Hodge para
∂ temos que α = α0 + ∂β+ ∂∗γ com α0 harmoˆnica. Como α e´ d-fechada, e´ em particular ∂-fechada e portanto
0 = ∂∂∗γ e assim ∂∗γ = 0. Como α e´ ortogonal a`s formas harmoˆnicas temos que 0 = (α, α0) = ||α0||2. Logo
temos que α = ∂β.
Aplicando agora a decomposic¸a˜o de Hodge para ∂¯ a β temos que β = β0 + ∂¯β′ + ∂¯∗β′′ com β0 harmoˆnica.
Temos enta˜o que α = ∂∂¯β′ + ∂∂¯∗β′′. Como α e´ ∂¯-fechada concluimos que 0 = ∂¯∂∂¯∗β′′ = −∂¯∂¯∗∂β′′, onde
usamos que ∂∂¯ = −∂¯∂ e ∂∂¯∗ = −∂¯∗∂ (veja a demonstrac¸a˜o do Corola´rio 4.36).
Concluimos enta˜o que (∂∂¯∗β′′, ∂∂¯∗β′′) = (∂¯∗∂β′′, ∂¯∗∂β′′) = (∂β′′, ∂¯∂¯∗∂β′′) = 0 e portanto α = ∂∂¯β′.
Exemplo 4.68. Seja X uma variedade de Ka¨hler compacta e ω e ω′ duas formas de Ka¨hler em uma mesma
classe c ∈ H2(X,R). Temos enta˜o que ω − ω′ e´ d-exata e portanto, pelo ∂∂¯-Lema, existe uma func¸a˜o ϕ ∈
C∞(X,C) tal que ω = ω′ + ∂∂¯ϕ. Agora, como ω e ω′ sa˜o reais temos que ω = ω = ω′ + ∂∂¯ϕ = ω′ + ∂¯∂ϕ =
ω′ − ∂∂¯ϕ. Vemos enta˜o que ϕ = −ϕ, ou seja, ϕ toma valores imagina´rios puros.
Escrevendo ϕ =
√−1 f para f ∈ C∞(X;R) concluimos que duas formas de Ka¨hler ω e ω′ sa˜o cohomo´logas
se e somente se ω = ω′ +
√−1∂∂¯ f para alguma func¸a˜o real f .
Denote por Hp,q(X) ⊂ Hk(X,C) o conjunto de classes em Hk(X,C) que sa˜o representadas por formas de
tipo (p, q). Se c = [α] ∈ Hp,q(X) com α ∈ Ap,q(X) temos que dα = 0 e consequentemente ∂¯α = 0. Portanto α
define uma classe em Hp,q
∂¯
(X). Obtemos assim uma aplicac¸a˜o Hp,q(X) → Hp,q
∂¯
(X), que associa a cada classe
de de Rham a sua classe de Dolbeaut.
Lema 4.69. A aplicac¸a˜o Hp,q(X)→ Hp,q
∂¯
(X) definida acima e´ um isomorfismo.
Demonstrac¸a˜o. Seja c ∈ Hp,q(X) e α ∈ c uma (p, q)-forma. Se a classe de Dolbeaut de α em Hp,q
∂¯
(X) e´ zero
enta˜o α e´ ∂¯-exata e portanto, pelo ∂∂¯-lema, α e´ d-exata. Logo c = 0 e portanto Hp,q(X)→ Hp,q
∂¯
(X) e´ injetora.
Seja agora a ∈ Hp,q
∂¯
(X) uma classe de Dolbeaut e seja η ∈ a a u´nica representante ∂¯-harmoˆnica. Como
X e´ de Ka¨hler temos que η tambe´m e´ d-harmoˆnica. Em particular η e´ fechada e assim η define uma classe
[η] ∈ Hp,q(X) que e´ levada em a pela aplicac¸a˜o Hp,q(X)→ Hp,q
∂¯
(X) acima.
Proposic¸a˜o 4.70. (Dualidade de Serre em cohomologia) Se X e´ uma variedade de Ka¨hler compacta enta˜o existe um
isomorfismo Hp,q(X) ' Hn−p,n−q(X)∗.
Demonstrac¸a˜o. Usando o lema acima, o isomorfismo (4.22) e a dualidade de Serre para formas harmoˆnicas
(Corola´rio 4.65) temos
Hp,q(X) ' Hp,q
∂¯
(X) ' Hp,q
∂¯
(X) ' Hn−p,n−q
∂¯
(X)∗ ' Hn−p,n−q
∂¯
(X)∗ ' Hn−p,n−q(X)∗.
Teorema 4.71. Decomposic¸a˜o de Hodge para a cohomologia de variedades de Ka¨hler.
Se X e´ uma variedade de Ka¨hler compacta enta˜o existe uma decomposic¸a˜o
Hk(X,C) =
⊕
p+q=k
Hp,q(X) com Hp,q(X) = Hq,p(X). (4.23)
Ale´m disso, essa decomposic¸a˜o independe da me´trica de Ka¨hler escolhida.
6Como X e´ de Ka¨hler, na˜o ha´ necessidade em especificar com relac¸a˜o a qual operador (d, ∂ ou ∂¯) a forma α e´ harmoˆnica.
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Demonstrac¸a˜o. Seja g uma me´trica de Ka¨hler em X. Compondo os isomorfismos (4.19) e (4.22) e usando a
soma direta (4.21) obtemos um isomorfismo
Hk(X,C) ' HkC(X) =
⊕
p+q=k
Hp,q(X) = ⊕
p+q=k
Hp,q
∂¯
(X) ' ⊕
p+q=k
Hp,q
∂¯
(X) ' ⊕
p+q=k
Hp,q(X)
Os isomorfismos acima sa˜o de dois tipos, um que associa a uma classe sua representante harmoˆnica e outro
que associa a uma forma harmoˆnica sua classe. E´ facil ver enta˜o que a composic¸a˜o dos treˆs isomorfismos
acima e´ na verdade uma igualdade, resultando na decomposic¸a˜o desejada.
Como a pro´pria definic¸a˜o dos subespac¸os Hp,q(X) (classes de de Rham representa´veis por formas de tipo
(p, q)) independe da me´trica, a decomposic¸a˜o (4.23) tambe´m idependende da escolha de g.
Para ver que Hp,q(X) = Hq,p(X) basta notar que se c ∈ Hq,p(X) e´ representada por α ∈ Aq,p(X) enta˜o
α ∈ Ap,q(X) e´ uma representante de c ∈ Hp,q(X).
Definic¸a˜o 4.72. Os nu´meros hp,q(X) = dim Hp,q(X) sa˜o chamados de nu´meros de Hodge de X.
Do isomorfismo de Dolbeaut 3.17 temos que hp,q(X) = dim Hq(X,ΩpX).
7 Em particular o nu´mero hp,0(X)
e´ a dimensa˜o do espac¸o de p-formas holomorfas em X.
Corola´rio 4.73. Seja X uma variedade de Ka¨hler compacta e bk(X) = dim Hk(X,C), k = 1, 2, . . . os nu´meros de Betti
de X. Enta˜o
a. hp,q(X) = hq,p(X)
b. bk(X) = ∑p+q=k hp,q(X)
c. bk(X) e´ par se k e´ ı´mpar
d. h1,0(X) = dim H0(X,ΩX) = 12 b1(X) e´ um invariante topolo´gico
e. hn−p,n−q(X) = hp,q(X)
f. hp,p(X) ≥ 1 para p = 1, . . . , n.
Demonstrac¸a˜o. a. Temos a igualdade Hq,p(X) = Hp,q(X) e a conjugac¸a˜o complexa estabelece um isomorfismo
C-antilinear Hp,q(X) ' Hp,q(X).
b. Segue imediatamente da existeˆncia da soma direta (4.23).
c. Usando os itens a. e b., vemos que se k = 2r + 1 enta˜o bk(X) = 2
r
∑
p=0
hp,2r+1−p(X).
d. Dos a. e b. temos que b1(X) = h1,0(X) + h0,1(X) = 2h1,0(X) e a igualdade h1,0(X) = dim H0(X,ΩX)
segue do isomorfismo de Dolbeaut.
e. Da dualidade de Serre temos que Hp,q(X) ' Hn−p,n−q(X)∗. Em particular hn−p,n−q(X) = hp,q(X).
f. Note que a forma de Ka¨hler e suas poteˆncias definem classes na˜o triviais [ωp] ∈ Hp,p(X) para p ≤ n
(veja a demonstrac¸a˜o da Proposic¸a˜o 4.22). Em particular Hp,p(X) 6= 0;
A proposic¸a˜o acima mostra que os nu´meros de Hodge uma variedade de Ka¨hler apresenta diversas sime-
trias. Uma maneira visual de representar estas simetria e´ atrave´s do chamado diamante de Hodge
h0,0
h1,0 h0,1
h2,0 h1,1 h0,2
...
hn,0 · · · h0,n
...
hn,n−1 hn−1,n
hn,n
7Essa identidade pode ser usada para definir os nu´meros hp,q(X) quando X na˜o e´ de Ka¨hler.
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Note que a soma dos nu´meros da k-e´sima linha e´ igual ao k-e´simo numero de Betti bk.
A simetria hp,q = hq,p dada pela conjugac¸a˜o complexa implica que o diamante e´ sime´trico com respeito a
refelxa˜o na reta vertical passando por h0,0 e hn,n. A dualidade de Serre (hp,q = hn−p,n−q) mostra que o diamante
e´ invariante pela rotac¸a˜o de 180o. Compondo essas duas simetrias temos que hp,q = hn−p,n−q = hn−q,n−p, o
que mostra que o diamante de Hodge tambe´m e´ invariante pela relexa˜o na reta horizontal passando por hn,0
e h0,n.
Exemplo 4.74. Seja X uma superfı´cie de Riemann compacta. Em particular X e´ uma variedade diferencia´vel
compacta e orienta´vel de dimensa˜o 2. Assim, pela classificac¸a˜o das superfı´cies, X e´ homeomorfa a uma esfera
com g alc¸as. O nu´mero g e´ chamado genus de X.
A superfı´cie X pode ser representada como um polı´gono P de 4g lados ai, bi, a′i, b′i i = 1, . . . , g com ai
identificado com a′i com orientac¸a˜o oposta e fazemos o mesmo com bi e b
′
i . Com isso, a imagem dos lados
pela aplicac¸a˜o quociente pi : P → X gera livremente o primeiro grupo de homologia com coeficientes inteiros
H1(X,Z).
Temos enta˜o que b1(X) = 2g e portanto, pelo item d. da proposic¸a˜o acima, segue que h1,0(X) = g, isto e´,
o espac¸o das 1-formas holomorfas globais em X tem dimensa˜o g. Em particular, se X e´ homeomorfa a esfera
enta˜o X na˜o tem formas holomorfas globais.
Da discussa˜o acima vemos tambe´m que dim H1(X,OX) = g.
Exemplo 4.75. Nu´meros de Hodge e o grupo de Picard do espac¸o projetivo.
Os grupos de cohomologia de Pn sa˜o H2p(Pn,C) = C para p = 0, . . . , n e Hk(Pn,C) = 0 caso contra´rio.
Portanto, como Hp,p(Pn) 6= 0 vemos que na decomposic¸a˜o de Hodge H2p(Pn,C) = ⊕nk=0 Hk,2p−k(X) o u´nico
termo que aparece e´ Hp,p(Pn) (e este deve ter dimensa˜o 1). Concluimos enta˜o que
hp,q(Pn) =
{
1 se p = q = 1, . . . , n
0 se p 6= q
Em particular vemos que hp,0(Pn) = dim H0(Pn,ΩpPn) = 0 se p ≥ 1, ou seja Pn na˜o possui formas
holomorfas globais.
O conhecimento dos nu´meros de Hodge de Pn nos permite calcular o grupo de Picard Pic(Pn).
Da sequeˆncia exponencial (veja a sec¸a˜o 3.3.1) obtemos a sequeˆncia exata
H1(Pn,OPn) −→ H1(Pn,O∗Pn) −→ H2(Pn,Z) −→ H2(Pn,OPn)
Usando o isomorfismo de Dolbeaut e o fato de que h0,q(Pn) = 0 temos que Hq(Pn,OPn) ' H0,q(Pn) = 0 e
portanto a sequeˆncia acima induz um isomorfismo Pic(Pn) = H1(Pn,O∗Pn) ' H2(X,Z) = Z, ou seja, o grupo
de Picard do espac¸o projetivo e´ isomorfo a Z. Note que o isomorfismo acima e´ a aplicac¸a˜o c1 : Pic(X) →
H2(X,R) (veja a definic¸a˜o 3.18) que associa a cada L sua classe de Chern c1(L). Isso mostra que a classe de
Chern c1(L) determina a estrutura holomorfa de L.
4.5 Toros complexos associados a variedades de Ka¨hler
A existeˆncia da decomposic¸a˜o de Hodge nos permite associar alguns invariantes contı´nuos a variedades de
Ka¨hler compactas. Nesta sec¸a˜o vamos estudar os exemplos das variedade de Jacobi e de Albanese.
4.5.1 A variedade Jacobiana
Definic¸a˜o 4.76. O Jacobiano de uma variedade complexa X, denotado por Pic0(X), e´ o nu´cleo da aplicac¸a˜o
c1 : Pic(X)→ H2(X,Z), ou seja, e´ o espac¸o dos fibrados de linha com primeira classe de Chern nula.
Vimos na sec¸a˜o 3.3.1 que quando X e´ compacta a aplicac¸a˜o H1(X,Z) → H1(X,OX) e´ injetora, de modo
que, da sequeˆncia exponencial, temos a seguinte sequeˆncia exata
0 −→ H1(X,Z) −→ H1(X,OX) −→ Pic(X) c1−→ H2(X,Z),
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de onde vemos que
Pic0(X) = ker c1 = Im (H1(X,OX)→ Pic(X)) ' H
1(X,OX)
H1(X,Z)
.
Quando X e´ uma variedade de Ka¨hler compacta podemos dizer ainda mais sobre a estrutura de Pic0(X).
Antes de seguir vamos relembrar alguns fatos de topologia alge´brica.
Observac¸a˜o 4.77. Se G e´ um grupo abeliano podemos considerar o produto tensorial G⊗ZR, onde vemos aqui
G e R comoZ-mo´dulos. Para um grupo finito de ordem m esse produto e´ trivial, pois g⊗ x = g⊗ (mm−1x) =
(m · g)⊗ (m−1x) = 0⊗ (m−1x) = 0.
Se G e´ finitamente gerado temos, da classificac¸a˜o de grupos abelianos finitamente gerados, que G '
Zr × G˜, com G˜ finito e portanto G⊗R ' Zr ⊗R ' Rr. Temos uma aplicac¸a˜o natural G → G⊗R dada por
g 7→ g⊗ 1, cuja imagem em G⊗R ' R e´ o reticulado Zr.
Podemos aplicar essa construc¸a˜o para os grupos de cohomologia de uma variedade compacta. Obtemos
assim uma aplicac¸a˜o
Hk(X,Z) −→ Hk(X,Z)⊗R ' Hk(X,R)
cuja imagem e´ um reticulado em Hk(X,R).
Observac¸a˜o 4.78. O isomorfismo Hk(X,Z) ⊗ R ' Hk(X,R) exige uma explicac¸a˜o. No nı´vel de co-cadeias
de Cˇech, se U e´ uma cobertura finita, o grupo Cˇk(U ,Z) consiste de um produto finito de co´pias de Z,
enquanto Cˇk(U ,R) e´ um produto do mesmo nu´mero de co´pias de R. Temos portanto um isomorfismo
Cˇk(U ,Z)⊗R ' Cˇk(U ,R), que induz um isomorfismo Hˇk(U ,Z)⊗R ' Hˇk(U ,R). Tomando uma cobertura
finita que e´ acı´clica para ambos os feixes (por exemplo uma cobertura formada por abertos cujas intersec¸o˜es
sa˜o contra´teis) temos Hk(X,Z)⊗R ' Hˇk(U ,Z)⊗R ' Hˇk(U ,R) ' Hk(X,R).
O mesmo argumento acima mostra que Hk(X,Z)⊗ k ' Hk(X, k) se k corpo de caracterı´stica zero
Proposic¸a˜o 4.79. Se X e´ uma variedade de Ka¨hler compacta enta˜o o Jacobiano Pic0(X) = H1(X,OX)/H1(X,Z) e´ um
toro complexo de dimensa˜o h0,1(X) = 12 b1(X).
Demonstrac¸a˜o. Note primeiro que a composic¸a˜o
H1(X,R) −→ H1(X,C) −→ H1(X,OX) ' H0,1(X)
induzida pelas incluso˜es de feixes R ⊂ C ⊂ OX e´ um isomorfismo.
Para ver isso considere um elemento α ∈ H1(X,R). Sua imagem em H1(X,C), tambe´m denotada por α,
satisfaz α = α e portanto, se escrevermos α = α1,0 + α0,1, devemos ter α0,1 = α1,0.
Lema 4.80. A aplicac¸a˜o Hk(X,C) → Hk(X,OX) induzida pela inclusa˜o C ⊂ OX coincide, segundo o isomorfismo de
Dolbeaut H0,k(X) ' Hk(X,OX), com a projec¸a˜o Π0,k : Hk(X,C)→ H0,k(X) dada pela decomposic¸a˜o de Hodge.
Demonstrac¸a˜o. A aplicac¸a˜o natural ϕ : Hk(X,C) → Hk(X,OX) e´ obtida do seguinte diagrama comutativo de
feixes (veja a sec¸a˜o 2.4.2).
0 −→ C −→ A0X,C
d−→ A1X,C
d−→ A2X,C
d−→ · · ·
∩ ‖ ↓ ↓
0 −→ OX −→ A0X,C
∂¯−→ A0,1X
∂¯−→ A0,2X
∂¯−→ · · ·
onde as flechas verticais sa˜o as projec¸o˜es Π0,k : AkX,C → A0,kX .
Para ver que ϕ coincide com a projec¸a˜o Hk(X,C) → H0,k(X) seja c ∈ Hk(X,C) e considere α ∈ c sua
representante harmoˆnica com relac¸a˜o a uma me´trica de Ka¨hler fixada. Da comutatividade do diagrama temos
que α0,k e´ ∂¯-fechada e por definic¸a˜o ϕ(c) e´ sua classe de Dolbeaut, que e´ justamente a componente (0, k) de c
(veja a demonstrac¸a˜o do Teorema 4.71).
Do lema acima, imagem de α pela composic¸a˜o acima e´ Π0,1α = α0,1. Se α0,1 = 0 temos tambe´m que
α1,0 = 0 e portanto α = 0, o que mostra que H1(X,R)→ H0,1(X) e´ injetora. Como dimR H1(X,R) = b1(X) =
dimR H0,1(X) segue H1(X,R)→ H0,1(X) e´ um isomorfismo.
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Agora, da observac¸a˜o 4.77, temos que H1(X,Z) e´ um reticulado em H1(X,R) e portanto, pelo isomorfismo
acima corresponde a um reticulado em H1(X,OX), o que mostra que Pic0(X) = H1(X,OX)/H1(X,Z) e´ um
toro complexo, e sua dimensa˜o e´ dim H1(X,OX) = h0,1(X).
Observac¸a˜o 4.81. Em geral, se na˜o exigirmos que X seja de Ka¨hler, na˜o podemos garantir que Pic0(X) e´ um
toro. Se X e´ uma superfı´cie de Hopf por exemplo (ver Exemplo 4.24) temos que H1(X,Z) ' Z enquanto
H1(X,OX) ' C.
Exemplo 4.82. Se X e´ uma superfı´cie de Riemann compacta de genus g vimos no exemplo 4.74 que h0,1(X) = g
e portanto a variedade Jacobiana de X e´ um toro complexo de dimensa˜o g.
Em particular, se g = 1 , isto e´ se X e´ um toro, enta˜o Pic0(X) tambe´m e´ um toro com a mesma dimensa˜o
de X. Esse toros na verdade sa˜o isomorfos, isto e´, Pic0(X) ' X. Uma demonstrac¸a˜o desse fato sera´ dada na
pro´xima sec¸a˜o.
Exemplo 4.83. Estruturas holomorfas em fibrados de linha. Decidir se um fibrado vetorial complexo admite
uma estrutura holomorfa na˜o e´, em geral, uma tarefa fa´cil. Pode ocorrer por exemplo que um fibrado admita
uma, nenhuma ou ate´ mesmo muitas estruturas holomorfas na˜o isomorfas. Ja´ no caso dos fibrados de linha
sobre variedades de Ka¨hler podemos observar alguns exemplos desse fenoˆmeno.
Em geral, a primeira classe de Chern de um fibrado de linha complexo o determina a menos de isomor-
fismos diferencia´veis. Isso pode ser visto da seguinte maneira.
Considere a sequeˆncia exata
0 −→ Z −→ C∞X −→ (C∞X )∗ −→ 0
induzida pela exponencial de func¸o˜es suaves a valores complexos.
Os fibrados de linha complexos sa˜o classificados, a menos de isomorfismos diferencia´vies, pelo grupo de
cohomologia H1(X, (C∞X )∗) (a demonstrac¸a˜o e´ ana´loga a da proposic¸a˜o 3.17). Olhando para a sequencia exata
longa associada a sequeˆncia exponencial acima temos
H1(X, C∞X ) −→ H1(X, (C∞X )∗) −→ H2(X,Z) −→ H2(X, C∞X )
onde a segunda aplicac¸a˜o e´, por definic¸a˜o, a primeira classe de Chern8.
Como o feixe C∞X e´ acı´clico (veja o exemplo 2.41) temos que H1(X, C∞X ) = H2(X, C∞X ) = 0 e portanto temos
que c1 : H1(X, (C∞X )∗)→ H2(X,Z) e´ um isomorfismo, ou seja, a primeira classe de Chern de L determina sua
classe de isomorfismo diferencia´vel.
O exemplo 4.75 mostra que todo fibrado de linha sobre Pn admite uma u´nica estrutura holomorfa. De
fato, como c1 : Pic(Pn)→ H2(Pn,Z) e´ um isomorfismo, se L e´ um fibrado de linha complexo existe um u´nico
fibrado holomorfo L′ ∈ Pic(X) com c1(L) = c1(L′). Vemos enta˜o que L e L′ sa˜o diferenciavelmente isomorfos
e atrave´s desse isomorfismo podemos transferir a estrutura holomorfa de L′ a L.
Considere agora X uma variedade de Ka¨hler compacta com b1 > 0. Da proposic¸a˜o 4.79, a variedade de
Jacobi Pic0(X) e´ um toro complexo de dimensa˜o b1. Sejam L e L′ dois pontos distintos em Pic0(X). Temos
enta˜o que L e L′ sa˜o fibrados de linha que na˜o sa˜o holomorficamente isomorfos. No entanto, como L e L′ tem
a primeira classe de Chern nula existe, pela observac¸a˜o acima, um isomorfismo diferencia´vel entre eles. Logo
L e´ um exemplo de fibrado de linha que admite mais de uma estrutura holomorfa. Na verdade, vemos que L
admite uma famı´lia a b1 paraˆmetros de estruturas holomorfas, uma para cada ponto do jacobiano de X.
Para obter um exemplo de fibrado de linha que na˜o admite estrutura holomorfa note que a imagem de
Pic(X) → H2(X,Z) e´ formada pelas classes de cohomologia que sa˜o a primeira classe de Chern de algum
8 Note que essa definic¸a˜o e´ compatı´vel com a definic¸a˜o 3.18 para fibrados de linha holomorfos, pois as incluso˜es de feixes OX ⊂ C∞X e
O∗X ⊂ (C∞X )∗ induzem um diagrama comutativo de feixes
0 −→ Z −→ OX −→ O∗X −→ 0
‖ ↓ ↓
0 −→ Z −→ C∞X −→ (C∞X )∗ −→ 0
e portanto as sequeˆncias induzidas na cohomologia tambe´m comutam, mostrando que a composic¸a˜o da aplicac¸a˜o de cobordo c1 :
H1(X, (C∞X )∗)→ H2(X,Z) com a aplicac¸a˜o natural H1(X,O∗X)→ H1(X, (C∞X )∗) e´ a aplicac¸a˜o de cobordo c1 : H1(X,O∗X)→ H2(X,Z).
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fibrado de linha holomorfo. Assim, se esta aplicac¸a˜o na˜o for sobrejetora, qualquer elemento c ∈ H2(X,Z) que
na˜o esteja na imagem sera´ a classe de Chern de um fibrado que na˜o admite estrutura holomorfa.
Considere a sequencia exata Pic(X) → H2(X,Z) → H2(X,OX) induzida pela sequeˆncia exponencial.
Enta˜o a aplicac¸a˜o Pic(X)→ H2(X,Z) na˜o sera´ sobrejetora se e somente se a aplicac¸a˜o H2(X,Z)→ H2(X,OX)
e´ na˜o nula. Agora a aplicac¸a˜o H2(X,Z) → H2(X,OX) ' H0,2(X) e´ a composic¸a˜o da aplicac¸a˜o H2(X,Z) →
H2(X,C) induzida pela inclusa˜o de feixes Z ⊂ C com a projec¸a˜o H2(X,C)→ H0,2(X) e portanto so´ sera´ nula
se H0,2(X,Z) = 0. Nesse caso teremos tambe´m H2,0(X,Z) = 0 e portanto H2(X,Z) = H1,1(X,Z).
Seja enta˜o X uma variedade de Ka¨hler com H2,0(X,Z) 6= 0. Podemos tomar por exemplo X como sendo
um toro complexo de dimensa˜o maior ou igual a 2 pois nesse caso, como os grupos de cohomologia sa˜o livres,
temos que H2,0(X,Z)⊗C = H2,0(X,C) = H0(X,Ω2X) 6= 0 e portanto H2,0(X,Z) 6= 0. Da discussa˜o acima, X
possuira´ um fibrado de linha que na˜o adimte nenhuma estrutura holomorfa.
4.5.2 A variedade de Albanese
Existe um outro toro associado a uma variedade de Ka¨hler compacta, o chamado toro de Albanese.
Comecemos com uma observac¸a˜o.
Lema 4.84. Se X e´ uma variedade de Ka¨hler compacta enta˜o toda forma holomorfa em X e´ fechada.
Demonstrac¸a˜o. Seja α = H0(X,ΩpX) uma p-forma holomorfa. Enta˜o, da proposic¸a˜o 3.9, temos que ∂¯α = 0. Por
outro lado, como α e´ uma forma de grau (p, 0), segue que ∂¯∗α = 0 e portanto ∆∂¯α = 0. Como X e´ de Ka¨hler,
temos, pelo corola´rio 4.36, que ∆α = 2∆∂¯α = 0, ou seja, α e´ harmoˆnica. Em particular α e´ fechada.
Devido a essa observac¸a˜o, temos uma aplicac¸a˜o bem definida
Φ : H1(X,Z) −→ H0(X,ΩX)∗
[γ] 7−→
(
α 7→
∫
γ
α
)
.
Denote por Λ a imagem de H1(X,Z) pela aplicac¸a˜o Φ.
Definic¸a˜o 4.85. A variedade de albanese de X e´ o quociente
Alb(X) =
H0(X,ΩX)∗
Λ
.
Proposic¸a˜o 4.86. Quando X e´ uma variedade de Ka¨hler compacta Alb(X) e´ um toro complexo de dimensa˜o h1,0(X).
Demonstrac¸a˜o. Primeiramente note que, pela dualidade de Poincare´, temos um isomorfismo H1(X,Z) '
H2n−1(X,Z), segundo o qual um elemento [γ] ∈ H1(X,Z) corresponde o seu dual de Poincare´ [ηγ], ca-
racterizado pela equac¸a˜o
∫
γ α =
∫
X α ∧ ηγ, para toda 1-forma fechada α (mais detalhes no final da sec¸a˜o
4.6.2).
Por um argumento similar ao da demonstrac¸a˜o da proposic¸a˜o 4.79, vemos que a composic¸a˜o H2n−1(X,Z)→
H2n−1(X,C)→ Hn−1,n(X) e´ injetora e a imagem de H2n−1(X,Z) e´ um reticulado Γ em Hn−1,n(X).
Da dualidade de Serre (Proposic¸a˜o 4.70) temos que H0(X,ΩX)∗ = H1,0(X)∗ ' Hn−1,n(X) e esse isomor-
fismo e´ compatı´vel com a dualidade de Poincare´, isto e´, a inclusa˜o Λ ⊂ H0(X,ΩX)∗ corresponde a` inclusa˜o
Γ ⊂ Hn−1,n(X). Temos portanto que
Alb(X) =
H0(X,ΩX)∗
Λ
' H
n−1,n(X)
Γ
,
que e´ um toro complexo de dimensa˜o dim H0(X,ΩX)∗ = h1,0(X).
Ha´ uma maneira natural de relacionar X e Alb(X), atrave´s da chamada aplicac¸a˜o de Albanese.
Fixado um ponto base x0 ∈ X definimos
alb : X −→ Alb(X)
x 7−→
(
α 7→
∫ x
x0
α
)
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onde a integral e´ ao longo algum caminhho ligando x0 a x.
Note que a integral depende do caminho escolhido, mas os funcionais obtidos escolhendo-se dois cami-
nhos distintos diferem pela integral em um caminho fechado, e portanto obtemos um elemento bem definido
do quociente H0(X,ΩX)∗/Λ.
Proposic¸a˜o 4.87. A aplicac¸a˜o de Albanese e´ holomorfa e o pullback alb∗ : H0(Alb(X),ΩAlb(X)) → H0(X,ΩX) e´ um
isomorfismo.
Demonstrac¸a˜o. Como a escolha de um outro ponto base so´ muda a aplicac¸a˜o de albanese por uma translac¸a˜o,
basta verificarmos que alb e´ holomorfa em uma vizinhanc¸a de x0, pois daı´ seguira´ que e´ holomorfa em toda
X.
Agora, para x em uma vizinhanc¸a convexa U de x0, a aplicac¸a˜o A : U → H0(X,ΩX)∗ dada por A(x) =
(α 7→ ∫ xx0 α) esta´ bem definida e alb e´ a composic¸a˜o de A com a projec¸a˜o H0(X,ΩX)∗ → Alb(X).
A verificac¸a˜o do seguinte lema e´ imediata
Lema 4.88. Se Y e´ uma variedade complexa e V e´ um C-espac¸o vetorial enta˜o uma aplicac¸a˜o f : Y → V e´ holomorfa se
e somente se ϕ ◦ f : Y → C e´ holomorfa para toda ϕ ∈ V∗.
Tomando Y = U, V = H0(X,ΩX)∗ e ϕα = avalα temos que ϕα ◦ A(x) =
∫ x
x0
α, que e´ holomorfa com
respeito a x. Como todo funcional linear em H0(X,ΩX)∗ e´ da forma ϕα segue do lema que A e´ holomorfa em
U e consequentemente alb e´ holomorfa em U.
Para a segunda parte note primeiro que, como consequeˆncia do teorema fundamental do ca´lculo, a dife-
rencial d(alb)x0 : Tx0 X → T0(Alb(X)) ' H0(X,ΩX)∗ e´ a avaliac¸a˜o em x0, i.e., (d(alb)x0 · v)(α) = αx0(v), ou em
uma notac¸a˜o mais sucinta, d(alb)x0 = avalx0 . Como a escolha de um outro ponto base muda alb pela adic¸a˜o
de uma constante segue que d(alb)x = avalx para todo x ∈ X. 9
Observe que se T = V/Γ e´ um toro complexo enta˜o H0(T,ΩT) ' V∗. Uma maneira de ver isso e´ a
seguinte: equipando V com um produto hermitiano e T com a me´trica induzida, as 1-formas harmoˆnicas em
T sera˜o combinac¸o˜es da forma ∑ hjϕj com cada hj harmoˆnica e ϕj ∈ V∗, mas como T e´ compacta, segue que
cada hj e´ constante.
Temos portanto que H0(Alb(X),ΩAlb(X)) ' (H0(X,Ω)∗)∗ ' H0(X,ΩX) onde o u´ltimo isomorfismo e´ o
funcional de avaliac¸a˜o H0(X,ΩX) 3 α 7→ avalα ∈ (H0(X,Ω)∗)∗.
A demonstrac¸a˜o fica concluı´da notando que o isomorfismo obtido desta maneira nada mais e´ que o pull-
back alb∗. De fato, se ϕ = avalα ∈ (H0(X,ΩX)∗)∗ e v ∈ TxX enta˜o
(alb∗ϕ)x · v = ϕ(dalbx · v) = (d(alb)x · v)(α) = αx(v).
4.6 Teoremas de Lefschetz
Nesta sec¸a˜o demonstraremos dois teoremas sobre a cohomologia de variedades de Ka¨hler compactas devidos
a S. Lefschetz. O primeiro deles, chamado de Teorema “Difı´cil” de Lefschetz (Hard Lefschetz Theorem em
ingleˆs), diz que, em uma variedade de Ka¨hler compacta, a decomposic¸a˜o de Lefschetz para formas diferenciais
passa para a cohomologia. O segundo teorema, chamado Teorema das (1, 1)-classes diz que toda classe de
cohomologia integral e de tipo (1, 1) e´ a classe de Chern de um fibrado de linha holomorfo. Veremos que esse
resultado esta´ relacionado com a Conjectura de Hodge, um dos problemas em aberto mais importantes da
Geometria Alge´brica Complexa.
4.6.1 O Teorema “Difı´cil” de Lefschetz
Na sec¸a˜o 4.1.2 vimos que o espac¸o das k-formas diferenciais em uma variedade hermitiana X admite uma
decomposic¸a˜o
Ak(X) =⊕
j≥0
Lj(P k−2j(X)),
9Isso mostra em particular que d(alb)x e´ C-linear para todo x ∈ X, dando uma maneira alternativa de mostrar que alb e´ holomorfa.
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onde P k(X) e´ o espac¸o das k-formas primitivas e L : α 7→ ω ∧ α e´ o operador de Lefschetz. Se X e´ uma vari-
edade de Ka¨hler compacta, a condic¸a˜o de Ka¨hler permite que essa decomposic¸a˜o passe para a cohomologia.
Este e´ o conteu´do do chamado Teorema “Difı´cil” de Lefschetz, que demonstraremos a seguir.
Seja ω ∈ A1,1(X) uma forma de Ka¨hler em X. Como ω e´ fechada podemos definir o operador de Lefschetz
L : Hp,q(X) −→ Hp+1,q+1(X)
[α] 7−→ [ω ∧ α]
Para definir o adjunto de L primeiramente note que o operador de Hodge age nas formas harmoˆnicas
em X. De fato, vimos na proposic¸a˜o 4.61 que o operador de Hodge establece um isomorfismo Hp,q
∂¯
(X) '
Hn−q,n−p∂ (X), mas como X e´ de Ka¨hler, temos que H∗¯∂(X) = H∗(X) = H∗∂(X) e portanto temos que ∗ :
Hp,q(X) ' Hn−q,n−p(X).
Compondo agora o operador de Hodge com o isomorfismo Hp,q(X) ' Hp,q(X) obtemos isomorfismos no
nı´vel de cohomologia ∗ : Hp,q(X) ' Hn−q,n−p(X). Definimos enta˜o
Λ : Hp,q(X) −→ Hp−1,q−1(X), Λ = ∗−1 ◦ L ◦ ∗
Note que L e Λ sa˜o extenso˜es de operadores reais, de modo que podemos restringir L : Hk(X,R) →
Hk+2(X,R) e Λ : Hk(X,R)→ Hk−2(X,R).
Definimos os espac¸os de cohomologia primitiva por
Hk(X,R)p = {c ∈ Hk(X,R) : Λc = 0} (4.24)
Note que Λ[α] = [Λ(α)] onde no membro direito consideramos o dual de Lefschetz agindo em formas.
Com isso vemos que Hk(X,R)p e´ o espac¸o das classes de cohomologia que sa˜o representa´veis por k-formas
que sa˜o primitivas no sentido usual (veja o Teorema 4.13 e a Observac¸a˜o 4.14).
Teorema 4.89. Teorema “Difı´cil” de Lefschetz. Se X e´ uma variedade de Ka¨hler compacta enta˜o
Ln−k : Hk(X,R) −→ H2n−k(X,R)
e´ um isomorfismo para todo k ≤ n e existe uma decomposic¸a˜o
Hk(X,R) =
⊕
i≥0
Li Hk−2i(X,R)p. (4.25)
Demonstrac¸a˜o. Seja Hkp(X) = {α ∈ Hk(X) : Λα = 0} o espac¸o das k-formas harmoˆnicas primitivas. Do
fato de Hk(X,R)p ser o espac¸o das classes representa´veis por formas primitivas e do isomorfismo de Hodge
Hk(X,R) ' Hk(X), a decomposic¸a˜o (4.25) segue da decomposic¸a˜o
Hk(X) =⊕
i≥0
LiHk−2i(X)p. (4.26)
Para demonstrar a decomposic¸a˜o acima note primeiro que o laplaciano comuta com o operador de Lefschetz,
i.e., [L,∆] = 0. De fato, como X e´ de Ka¨hler temos que ∆ = 2∆∂¯ e portanto [L,∆] = 0 se e somente se
[∆∂¯, L] = 0. Das identidades de Ka¨hler (Teorema 4.33) temos que [L, ∂¯] = 0 e [∂¯
∗, L] =
√−1∂ e portanto
[∆∂¯, L] = [∂¯∂¯
∗, L] + [∂¯∗∂¯, L]
= ∂¯∂¯∗L− L∂¯∂¯∗ + ∂¯∗∂¯L− L∂¯∗∂¯
= ∂¯∂¯∗L− ∂¯L∂¯∗ + ∂¯∗L∂¯− L∂¯∗∂¯
= ∂¯[∂¯∗, L] + [∂¯∗, L]∂¯
=
√−1(∂¯∂+ ∂∂¯)
= 0.
Usando este fato vemos que o isomorfismo de Hodge e´ compatı´vel com a decomposic¸a˜o de Lefschetz para
formas (cf. Observac¸a˜o 4.14), de modo que
Hk(X) = Ak(X) ∩ ker∆ =⊕
i≥0
Li(P k−2i(X) ∩ ker∆) =⊕
i≥0
LiHk−2i(X)p,
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resultando na decomposic¸a˜o desejada.
Da decomposic¸a˜o de Lefschetz para formas temos que Ln−k : Ak(X)→ A2n−k(X) e´ um isomorfismo para
k ≤ n. Como Ln−k∆ = ∆Ln−k podemos considerar a restric¸a˜o Ln−k : Hk(X) → H2n−k(X). A restric¸a˜o e´
claramente injetora. Agora, se β ∈ H2n−k(X) sabemos que β = Ln−kα para alguma α ∈ Ak(X). Temos enta˜o
que Ln−k∆α = ∆Ln−kα = ∆β = 0 e como Ln−k e´ um isomorfismo vemos que ∆α = 0, isto e´, α ∈ Hk(X),
o que mostra que Ln−k : Hk(X) → H2n−k(X) e´ um isomorfismo. Compondo com o isomorfismo de Hodge
concluimos que Ln−k : Hk(X,R)→ H2n−k(X,R) e´ um isomorfismo.
Exemplo 4.90. Seja X uma variedade de Ka¨hler compacta e Y ⊂ X uma hipersuperfı´cie fechada. Denote por
[ηY] ∈ H1,1(X,R) a classe fundamental de Y (cf. eq. 4.28 abaixo) e suponha que ηY seja positiva. Vamos
mostrar que a aplicac¸a˜o
ι∗ : Hk(X,R) −→ Hk(Y,R)
induzida pela inclusa˜o ι : Y → X e´ injetora se k ≤ n− 1.
Como ηY e´ uma (1, 1)-forma real positiva e fechada, ela e´ a forma fundamental de uma me´trica de Ka¨hler
em X (cf. proposic¸a˜o 4.28). O operador de Lefschetz associado e´ dado por LY : [α] 7→ [ηY ∧ α] e pelo teorema
“difı´cil” de Lefschetz Ln−kY : H
k(X,R)→ H2n−k(X,R) e´ um isomorfismo para k ≤ n.
Denote por (·, ·) : Hk(X,R)× H2n−k(X,R)→ R o pareamento de Poincare´ (veja o coro´la´rio 4.58).
Se [α] ∈ Hk(X,R), k ≤ n− 1 e´ tal que i∗α = α|Y = 0 enta˜o, para toda [β] ∈ H2n−k(X,R) temos que
([β], Ln−k[α]) = ([β], [α ∧ ηn−kY ]) =
∫
X
β ∧ ηn−kY ∧ α
=
∫
X
β ∧ ηn−k−1Y ∧ α ∧ ηY
=
∫
Y
(β ∧ ηn−k−1Y ∧ α)
∣∣
Y
= 0,
e portanto, como o pareamento de Poincare´ e´ na˜o degenerado, concluı´mos que Ln−k[α] = 0. Como Ln−k e´ um
isomorfismo segue que [α] = 0, mostrando que i∗ e´ injetora.
Esse resultado pode ser melhorado, resultando no chamado Teorema de Hiperplanos de Lefschetz, que
sera´ demonstrado no capı´tulo 6.
4.6.2 O Teorema das (1, 1)-classes e a Conjectura de Hodge
Durante toda esta sec¸a˜o X sera´ uma variedade de Ka¨hler compacta.
Dizemos que uma classe de cohomologia c ∈ Hk(X,C) e´ integral se ela pertence a` imagem da aplicac¸a˜o
natural Hk(X,Z) → Hk(X,C) induzida pela inclusa˜o de feixes Z ⊂ C. Denotamos por Hp,q(X,Z) o grupo
das (p, q)-formas integrais, isto e´,
Hp,q(X,Z) = Im (Hp+q(X,Z)→ Hp+q(X,C)) ∩ Hp,q(X).
Lema 4.91. Se L e´ um fibrado de linha holomorfo sobre X e c ∈ H2(X,C) denota a imagem de c1(L) pela aplicac¸a˜o
natural H2(X,Z)→ H2(X,C) enta˜o c ∈ H1,1(X,Z).
Demonstrac¸a˜o. Considere o seguinte diagrama comutativo
Pic(X)
c1−→ H2(X,Z) −→ H2(X,OX)
↘ ↗
H2(X,C)
(4.27)
onde as aplicac¸o˜es na primeira linha sa˜o as induzidas pela sequeˆncia exponencial e as flechas diagonais sa˜o
induzidas pelas incluso˜es Z ⊂ C ⊂ OX .
Dado L ∈ Pic(X) temos, da exatida˜o da primeira linha do diagrama, que a imagem de c1(L) em H2(X,OX)
e´ zero. Denote por c a imagem de c1(L) em H2(X,C). Da comutatividade do diagrama vemos que a imagem
de c tambe´m e´ zero em H2(X,OX) e, lembrando que a aplicac¸a˜o H2(X,C)→ H2(X,OX) ' H0,2(X) coincide
com a projec¸a˜o no fator H0,2(X) da decomposic¸a˜o de Hodge (veja o lema 4.80), vemos que c0,2 = 0. Como
c e´ real, i.e., esta´ contida na imagem de H2(X,R) = H2(X,C) temos que c¯ = c e portanto c2,0 = c0,2 = 0,
mostrando que c ∈ H1,1(X), e portanto c1(L) ∈ H1,1(X,Z).
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O lema cima nos diz que ha´ uma aplicac¸a˜o natural Pic(X) → H1,1(X,Z) ⊂ H2(X,C), que associa a cada
fibrado de linha holmorfo sua classe de Chern, vista como um elemento de H2(X,C). E´ natural portanto per-
guntarmos quais elementos de H1,1(X,Z) sa˜o a primeira classe de Chern de um fibrado de linha holomorfo.
A resposta e´ dada pelo Teorema das (1, 1)-classes de Lefschetz.
Teorema 4.92. Teorema das (1, 1)-classes de Lefschetz. Se X e´ uma variedade de Ka¨hler compacta enta˜o a aplicac¸a˜o
Pic(X) → H1,1(X,Z) e´ sobrejetora, isto e´, todo elemento de H1,1(X,Z) e´ a primeira classe de Chern de um fibrado de
linha holomorfo sobre X.
Demonstrac¸a˜o. Considere novamente o diagrama (4.27) e denote por ρ : H2(X,Z) → H2(X,C) a aplicac¸a˜o
induzida pela inclusa˜o de feixes. Dado um elemento c ∈ H1,1(X,Z) temos que c = ρ(α) para alguma
α ∈ H2(X,Z). Como c ∈ H1,1(X) sua componente (0, 2) segundo a decomposic¸a˜o de Hodge e´ zero e portanto,
do lema 4.80, sua imagem em H2(X,OX) e´ zero. Da comutatividade do diagrama vemos que a imagem de
α em H2(X,OX) e´ zero e como a linha e´ exata segue que α = c1(L) para algum L ∈ Pic(X). Temos portanto
que c = ρ(c1(L)) ∈ Im Pic(X)→ H1,1(X,Z).
A Conjectura de Hodge
O Teorema das (1, 1)-classes de Lefschetz responde parcialmente a` famosa Conjectura de Hodge, um dos sete
problemas do mileˆnio do “Clay Mathematics Institute”.
Antes de enunciarmos a Conjectura de Hodge vamos relembrar alguns fatos da topologia alge´brica de
variedades diferencia´veis.
Seja M uma variedade diferencia´vel compacta e orientada de dimensa˜o n e V ⊂ M uma subvariedade
fechada de codimensa˜o k. O dual de Poincare´ de V e´ a classe de cohomologia [ηV ] ∈ Hk(X,R) da k-forma
fechada definida pela equac¸a˜o ∫
M
α ∧ ηV =
∫
V
α|V , (4.28)
para toda (n − k)-forma fechada α (veja por exemplo [3], cap 1, §5). A classe [ηV ] e´ chamada de classe
fundamental de V.
E´ possı´vel ver que a classe fundamental de uma subvariedade e´ integral, isto e´, pertence a imagem da
aplicac¸a˜o natural Hk(X,Z) → Hk(X,R). Uma maneira de ver isso e´ definindo a classe fundamental de uma
outra maneira, atrave´s do chamado pareamento de intersecc¸a˜o (veja por exemplo [7], cap. 0.).
Suponha agora que X seja um variedade de Ka¨hler compacta de dimensa˜o n e V ⊂ X uma subvariedade
complexa e compacta de codimensa˜o p. Note que X tem dimensa˜o real 2n e V dimensa˜o real 2n− 2p.
Lema 4.93. A classe de homologia [V] ∈ H2n−2p(X,Z) e´ na˜o trivial, isto e´, V na˜o e´ um bordo em X.
Demonstrac¸a˜o. Fixe uma me´trica de Ka¨hler em X e seja ω a forma de Ka¨hler. Se V = ∂Ω fosse um bordo em
X terı´amos, pelo teorema de Stokes ∫
V
ωn−p =
∫
Ω
dωn−p = 0,
o que e´ absurdo pois ωn−p = (n− p)!volV .
Da discussa˜o acima, podemos associar a V sua classe fundamental, que sera´ um elemento [ηV ] ∈ H2p(X,Z).
Lema 4.94. Segundo a decomposic¸a˜o de Hodge, a classe fundamental de V e´ de tipo (p, p), isto e´, [ηV ] ∈ Hp,p(X,Z).
Demonstrac¸a˜o. Da decomposic¸a˜o de bigrau para o fibrado de formas (equac¸a˜o 3.11) vemos que
∧2n−2p
C
V =∧n−p,n−p V, pois Λ2n−2p
C
V tem posto 1 e a forma volume de V e´ um elemento na˜o nulo de
∧n−p,n−p V. Para
formas isso significa que A2n−2p
C
(V) = An−p,n−p(V), isto e´, toda forma de grau ma´ximo em V tem bigrau
(n− p, n− p). Sendo assim, a restric¸a˜o de uma forma α ∈ A2n−2p
C
(X) a V so´ na˜o sera´ zero se sua componente
em An−p,n−p(X) for na˜o nula.
Analogamente todo elemento de A2nC (X) e´ de tipo (n, n) e portanto, da equac¸a˜o (4.28) e do fato de V na˜o
ser um ciclo trivial (Lema 4.93) segue que ηV e´ de tipo (p, p) e portanto [ηV ] ∈ Hp,p(X,Z).
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A conjectura de Hodge procura descrever, para uma variedade projetiva, que tipos de classe de cohomo-
logia em Hp,p(X,Z) prove´m de classes fundamentais de subvariedades V ⊂ X.
A primeira conjectura formulada por Hodge dizia que se X e´ uma variedade projetiva enta˜o toda classe
em Hp,p(X,Z) e´ combinac¸a˜o linear com coeficientes inteiros de classes fundamentais de subvariedades de X.
Colocada dessa maneira a conjectura e´ falsa. Um contra-exemplo foi dado por Michael Atiyah e Friedrich
Hirzebruch, em seu artigo “Vector bundles and homogeneous spaces”, no qual construiram um exemplo de
uma classe de torc¸a˜o em Hp,p(X,Z) que, pelo Lema 4.93 por exemplo, na˜o pode ser escrita como combinac¸a˜o
linear de classes fundamentais.
Apo´s o aparecimento desse contra-exemplo a conjectura foi modificada, e passou a dizer que toda classe
em Hp,p(X,Z) que na˜o e´ de torc¸a˜o e´ combinac¸a˜o linear com coeficientes inteiros de classes fundamentais
de subvariedades de X. Com essa formulac¸a˜o a conjectura ainda e´ falsa. Um contra exemplo foi dado pelo
matema´tico hu´ngaro Ja´nos Kolla´r em 1992.
Tendo em vista esses exemplos a formulac¸a˜o atual da conjectura e´ dada em termos da cohomologia com
coeficientes racionais. Denote por Hp,p(X,Q) = Hp,p(X)∩H2p(X,Q). Dizemos que uma classe em Hp,p(X,Q)
e´ analı´tica se pode ser escrita como combinac¸a˜o linear com coeficientes racionais de classes fundamentais de
subvariedades de X.
Conjectura de Hodge. Se X e´ uma variedade projetiva enta˜o toda classe de cohomologia em Hp,p(X,Q) e´
analı´tica.
A soluc¸a˜o da Conjectura de Hodge ainda e´ desconhecida, mas ha´ evideˆncias de que a resposta e´ afirmativa.
Para p = 1 por exemplo temos, como consequeˆncia do Teorema das (1, 1)-classes de Lefschetz.
Teorema 4.95. Seja X uma variedade projetiva enta˜o todo elemento de H1,1(X,Z) e´ a classe fundamental de algum
divisor10 em X.
A demonstrac¸a˜o deste resultado segue quase imediatamente do Teorema das (1, 1)-classes e dos seguin-
tes fatos, cujas demonstrac¸o˜es podem ser econtradas no capı´tulo 1 de [7]: 1) para variedades projetivas, a
aplicac¸a˜o natural Div(X) → Pic(X) e´ sobrejetora, isto e´, todo fibrado de linha holomorfo sobre X e´ da forma
O(D) para algum divisor D. 2) A primeira classe de Chern do fibrado O(D) coincide com a classe funda-
mental de D, isto e´, c1(O(D)) = [ηD].
Aceitando esses fatos, a demonstrac¸a˜o do teorema acima fica fa´cil. Dada uma classe em c ∈ H1,1(X,Z) te-
mos, do Teorema das (1, 1)-classes de Lefschetz, que c = c1(L) para algum L ∈ Pic(X). Da afirmac¸a˜o 1 acima
temos que L = O(D) para algum divisor D e usando a afirmac¸a˜o 2 concluı´mos que c = c1(O(D)) = [ηD].
Do teorema 4.95 e do fato que Hk(X,Q) = Hk(X,Z)⊗Q (veja a observac¸a˜o 4.78), vemos facilmente que
a conjectura de Hodge e´ va´lida para o caso p = 1. Usando o Teorema “Difı´cil” de Lefschetz na˜o e´ difı´cil ver
que o resultado vale tambe´m para p = n− 1.
Ainda na˜o existem resultados gerais para outros valores de p. E´ sabido que a conjectura vale para uma
classe grande de variedades abelianas (i.e. toros projetivos), mas mesmo para essas variedades na˜o ha´ re-
sultados completos. Houve tambe´m tentativas de generalizac¸a˜o da Conjectura de Hodge para variedades de
Ka¨hler, dizendo que, em uma variedade de Ka¨hler compacta, toda classe em Hp,p(X,Q) e´ combinac¸a˜o linear
de classes de Chern de fibrados vetoriais sobre X, mas essa conjectura foi revelada falsa, como mostraram
alguns contra-exemplos devidos a Claire Voisin.
10Se D = ∑ ai [Yi ] e´ um divisor em X definimos a classe fundamental de D por [ηD ] = ∑ ai [ηYi ].
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Capı´tulo 5
Geometria Complexa dos Fibrados
Vetorais
Neste capı´tulo estudaremos com mais profundidade os fibrados vetoriais complexos sobre uma variedade
complexa X, introduzidos no capı´tulo 3.
Um pensamento recorrente na Geometria Diferencial e´ a introduc¸a˜o de estruturas geome´tricas nos fibra-
dos vetoriais sobre uma variedade X. Nesta sec¸a˜o vamos estudar algumas delas, como me´tricas hermitianas,
conexo˜es e curvatura. Analisaremos suas interrelac¸o˜es e como elas podem ser usadas para entender a geome-
tria complexa de X.
Formas diferenciais com valores em um fibrado vetorial
Dado um fibrado vetorial complexo E sobre uma variedade M, o fibrado de k-formas com valores em E
e´ o fibrado vetorial
∧k E = ∧k(TM)∗ ⊗ E e seu feixe de sec¸o˜es e´ denotado por Ak(E). Podemos tambe´m
considerar formas com valores complexos, definindo
∧k
C E =
∧k(TCM)∗ ⊗ E e o feixe associado AkC(E).
Um elemento tı´pico da fibra (
∧k E)x e´ da forma α = ∑ αi ⊗ si onde αi sa˜o k-formas em Tx M e si sa˜o
elementos da fibra Ex. Sendo assim, uma sec¸a˜o α ∈ Ak(E)(U) sera´ da forma α = ∑ αi ⊗ si onde αi sa˜o
k-formas diferencia´veis sobre U e si sec¸o˜es diferencia´veis de E. Note que A0(E) e´ o feixe de sec¸o˜es de E.
Dada uma k-forma complexa usual α ∈ ∧k(TCM)∗ e k vetores v1, . . . , vk podemos calcular α(v1, . . . , vk),
obtendo assim um nu´mero complexo. Agora se α = ∑ αi ⊗ si e´ uma k-forma com valores em E, quando
calculamos α(v1, . . . , vk) obtemos um elemento de E, dado por α(v1, . . . , vk) = ∑ αi(v1, . . . , vk)si.
Se X e´ uma variedade complexa e E um fibrado vetorial sobre X, a decomposic¸a˜o
∧k
C X =
⊕
p+q=k
∧p,q X
induz as decomposic¸o˜es ∧k
C E =
⊕
p+q=k
∧p,q E e AkC(E) = ⊕
p+q=k
Ap,q(E). (5.1)
onde
∧p,q E = ∧p,q X⊗ E e Ap,q(E) e´ seu feixe de sec¸o˜es.
Durante esse capı´tulo vamos considerar apenas formas diferenciais complexas. Sendo assim vamos aban-
donar o subscrito C na notac¸a˜o acima, denotando por Ak(E) os feixes de formas complexas com valores em E.
Existem algumas operac¸o˜es que podemos fazer com formas a valores em um fibrado vetorial:
1) Podemos multiplicar a esquerda uma forma diferencial usual por uma forma com valores em E, obtendo
uma nova forma com valores E, isto e´, existe uma aplicac¸a˜o
∧ : AkX ×Al(E) −→ Ak+l(E)
(η, α⊗ s) 7−→ (η ∧ α)⊗ s.
2) Em geral, se E na˜o possui nenhuma estrutura adicional (como por exemplo uma me´trica hermitiana)
na˜o ha´ uma maneira natural de definir a multiplicac¸a˜o duas formas com valores em E. No entanto, podemos
multiplicar uma forma com valores em E e uma forma com valores em E∗, isto e´, existe um pareamento
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∧ : Ak(E)×Al(E∗) −→ Ak+lX
(α⊗ s, β⊗ ϕ) 7−→ ϕ(s)α ∧ β
3) Se ϕ : E→ F e´ um morfismo de fibrados vetoriais, temos morfismos induzidos nos fibrados de formas
ϕ : Ak(E) −→ Ak(F)
ϕ(α⊗ s) = α⊗ ϕ(s). (5.2)
O operador ∂¯E
Se E = X × Cr e´ o fibrado trivial de posto r, um sec¸a˜o de E e´ simplesmente uma r-upla de func¸o˜es com-
plexas. Consequentemente, uma sec¸a˜o de AkC(E)(U) e´ uma r-upla de k-formas diferenciais complexas
α = (α1, . . . , αr) = ∑ αi ⊗ ei, onde ei e´ sec¸a˜o sobre U que e´ constante igual ao i-e´simo vetor coordenado.
Podemos enta˜o definir a derivada exterior dα = (dα1, . . . , dαr) = ∑ dαi ⊗ ei.
No entanto, para um fibrado vetorial qualquer na˜o podemos adotar tal definic¸a˜o, pois se α = ∑ αi ⊗ si ∈
AkC(E)(U), para qualquer func¸a˜o λ : U → C∗ temos α = ∑ αiλ⊗ λ−1si enquanto
∑ d(αiλ)⊗ λ−1si =∑(d(αi)λ⊗ λ−1si + αidλ⊗ λ−1si)
=∑(d(αi)⊗ si + αidλ⊗ λ−1si)
6=∑ d(αi)⊗ si.
Essa discussa˜o sugere que na˜o ha´ uma maneira natural de definir um operador diferencial d : AkC(E) →
Ak+1
C
(E) que estenda a definic¸a˜o de diferencial exterior usual. No entanto, quando E e´ um fibrado holomorfo,
podemos fazer esta extensa˜o para a parte (0, 1) do operador d, isto e´, o operador ∂¯.
Proposic¸a˜o 5.1. Em um fibrado vetorial holomorfo E existe um operador naturalmente definido ∂¯E : Ap,q(E) →
Ap,q+1(E) que satistfaz ∂¯2E = 0, a regra de Leibniz ∂¯E( f α) = ∂¯( f ) ∧ α+ f ∂¯E(α) e coincide com o operador ∂¯ quando E
e´ o fibrado trivial.
Demonstrac¸a˜o. A definic¸a˜o de ∂¯E e´ feita localmente. Seja U ⊂ X um aberto e s1, . . . , sr ∈ H0(U, E) um
referencial holomorfo de E sobre U. Dada α ∈ Ap,q(E)(U), como {si} e´ um referencial, ela se escreve de
modo u´nico como α = ∑i αi ⊗ si com αi ∈ Ap,qX (U). 1
Defina
∂¯Eα =∑
i
∂¯(αi)⊗ si. (5.3)
Essa definic¸a˜o independe da escolha do referencial holomorfo {si}. De fato, se {s′i} e´ um outro referencial
temos que si = ∑j ψijs′j, onde ψij : U → GL(r,C) e´ holomorfa e α se escreve nesse referencial como α =
∑j(∑i αiψij)⊗ s′j. Assim, o operador ∂¯′E definido usando esse novo referencial e´
∂¯′Eα =∑
j
∂¯(∑
i
αiψij)⊗ s′j =∑
ij
(∂¯αi · ψij + αi ∂¯ψij)⊗ s′j =∑
ij
∂¯αi · ψij ⊗ s′j
=∑
ij
∂¯αi · ⊗ψijs′j =∑
i
∂¯(αi)⊗ si = ∂¯Eα.
Podemos assim definir ∂¯E globalmente: cobrimos X por abertos Ui de modo que existam referenciais
holomorfos sobre cada Ui e definimos ∂¯E|Ui pela equac¸a˜o (5.3). Da discussa˜o acima as definic¸o˜es concordam
em todas as intersec¸o˜es Ui ∩Uj e portanto ∂¯E esta´ bem definido em todo X.
A propriedade ∂¯2E = 0 e a regra de Leibniz para ∂¯E seguem diretamente da expressa˜o local (5.3) e das
propriedades correspondentes do operador ∂¯.
1Mais precisamente: sabemos que α e´ da forma α = ∑j β j ⊗ tj para β j ∈ Ap,qX (U) e tj ∈ A0(E). Como s1, . . . , sr e´ um referencial
existem func¸o˜es univocamente determindas f ij tal que tj = ∑i f
i
j si e portanto α = ∑ij f
i
j β j ⊗ si . Denotando αi = ∑j f ij β j
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A definic¸a˜o de ∂¯E tambe´m pode ser vista de outra maneira. Note que, como ∂¯ se anula nas func¸o˜es
holomorfas, o operador ∂¯ : Ap,qX → Ap,q+1X e´ uma aplicac¸a˜o OX-linear e assim podemos definir
∂¯E = ∂¯⊗ id : Ap,qX ⊗OX E︸ ︷︷ ︸
Ap,q(E)
→ Ap,q+1X ⊗OX E︸ ︷︷ ︸
Ap,q+1(E)
.
Escrevendo essa definic¸a˜o de ∂¯E em termos de trivializac¸o˜es locais obtemos a expressa˜o (5.3) acima.
A discussa˜o feita na sec¸a˜o 3.2 pode ser estendida a esta situac¸a˜o. Para cada p ≥ 0 fixado, o operador ∂¯E
fornece um complexo de feixes Ap,0(E) → Ap,1(E) → Ap,2(E) → · · · . Os grupos cohomologia de Dolbeaut
de E sa˜o definidos como a cohomologia desse complexo no nı´vel das sec¸o˜es globais
Hp,q(X, E) .= Hq(Ap,•(X, E), ∂¯E) = ker(∂¯E : A
p,q(E)→ Ap,q+1(E))
Im (∂¯E : Ap,q−1(E)→ Ap,q(E))
Como consequeˆncia do ∂¯-Lema de Poincare´ (Proposic¸a˜o 3.6) podemos ver que a sequeˆncia de feixes
Ap,0(E) → Ap,1(E) → Ap,2(E) → · · · e´ exata e, pela definic¸a˜o de ∂¯E, temos que ker(∂¯E : Ap,0(E) →
Ap,1(E)) = ΩpX ⊗ E e´ o feixe de p-formas holomorfas com valores em E. Vemos portanto que o complexo
(Ap,•(E), ∂¯E) e´ uma resoluc¸a˜o do feixe ΩpX ⊗ E. Como os feixes Ap,q(E) sa˜o acı´clicos, obtemos o isomorfismo
de Dolbeaut para fibrados vetoriais:
Hp,q(X, E) ' Hq(X,ΩpX ⊗ E). (5.4)
Observac¸a˜o 5.2. Um teorema de dualidade devido a Jean-Pierre Serre diz que o dual topolo´gico do espac¸o
Hq(X,ΩpX ⊗ E) e´ naturalmente isomorfo a Hn−qc (X,Ωn−pX ⊗ E∗), o espac¸o de cohomologia de X com coefici-
entes em Ωn−pX ⊗ E e suporte compacto.
Note que quando X e´ compacta e E = OX e´ o fibrado trivial recuperamos o resultado do corola´rio 4.66.
Diferentemente da demonstrac¸a˜o apresentada na sec¸a˜o 4.4, a demonstrac¸a˜o da Dualidade de Serre pode ser
feita, como em [20], de maneira puramente analı´tica, sem necessitar da introduc¸a˜o de uma me´trica hermitiana
em X.
5.1 Estruturas hermitianas
Dado um fibrado vetorial complexo E sobre uma variedade M, uma estrutura hermitiana em E e´ um produto
hermitiano hx em cada fibra Ex que varia diferenciavelmente no seguinte sentido: se ψ : E|U → U×Cr e´ uma
trivializac¸a˜o enta˜o as func¸o˜es hij(x) = hx(ψ−1x (ei),ψ−1x (ej)) sa˜o diferencia´veis em U.
Se h e´ uma estrutura hermitiana em E diremos que o par (E, h) (ou simplesmente E) e´ um fibrado vetorial
hermitiano.
Dado um fibrado hermitiano (E, h) de posto r, dizemos que um conjunto de sec¸o˜es locais s1, . . . , sr : U → E
e´ um referencial unita´rio se hx(si(x), sj(x)) = δij para todo x ∈ U. E´ fa´cil ver, usando o processo de Gram-
Schmidt, que referenciais unita´rios locais sempre existem.
Observac¸a˜o 5.3. Assim como uma me´trica hermitiana determina referenciais unita´rios locais, os referenciais
locais determinam a estrutura hermitiana. De fato: se r, t ∈ Ex e s1, . . . , sr e´ um referencial local em torno de
x podemos escrever r = ∑ aisi(x) e t = ∑ bjsj(x) e portanto teremos que hx(r, t) = ∑ ai b¯i.
Exemplo 5.4. Seja X uma variedade complexa e J : TX → TX a estrutura complexa induzida. Vimos no
capı´tulo 4 que um produto hermitiano em TX e´ equivalente a uma me´trica riemanniana em X compatı´vel com
J (veja a observac¸a˜o 4.4). Sendo assim uma me´trica hermitiana no fibrado complexo (TX, J) e´ simplesmente
uma me´trica hermitiana em X.
Exemplo 5.5. Se E = U × Cr enta˜o uma estrutura hermitiana em E e´ dada por hx(u, v) = utH(x)v¯, onde H
e´ uma func¸a˜o diferencia´vel H : U → GL(r,C) tal que H(x) e´ uma matriz hermitiana positiva definida para
todo x ∈ U.
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Exemplo 5.6. Do exemplo anterior vemos que se E e´ um fibrado hermitiano qualquer, a estrutura hermitiana
e´ dada, localmente, por func¸o˜es diferencia´veis com valores no espac¸o das matrizes hermitianas positivas
definidas. Mais precisamente, se ψ : E|U → U × Cr e´ uma trivializac¸a˜o enta˜o a me´trica em U e´ dada por
hx(u, v) = ψx(u)tH(x)ψx(v).
Uma outra trivializac¸a˜o sobre U sera´ da forma ψ′ = F ◦ ψ com F(x, v) = (x, ϕ(x) · v) e ϕ : U → GL(r,C).
Com relac¸a˜o a ψ′ a me´trica e´ dada por hx(u, v) = ψ′x(u)tH′(x)ψ′x(v), de onde vemos que
H = ϕtH′ ϕ¯.
Vemos enta˜o que uma maneira alternativa de definir uma estrutura hermitiana em E e´ dar, para cada aberto
de uma cobertura trivializante {Ui}, um func¸a˜o Hi : Ui → GL(r,C) cujos valores sa˜o matrizes hermitianas
positivas definidas e satisfazem a condic¸a˜o de compatibilidade
Hj = ϕtijHi ϕ¯ij (5.5)
Exemplo 5.7. Me´tricas hermitianas em fibrados de linha. Seja L um fibrado de linha holomorfo sobre X. Pela
equac¸a˜o (5.5), uma me´trica hermitiana em L e´ dada por uma colec¸a˜o de func¸o˜es hi : Ui → C∗ satisfazendo
hj = |ϕij|2hi, onde ϕij sa˜o os cociclos de L com relac¸a˜o a cobertura {Ui}.
Dizemos que um conjunto de sec¸o˜es globais s1, . . . , sN ∈ H0(X, L) geram L se para todo x ∈ X algum
sj(x) 6= 0. Dado tal conjunto considere a func¸a˜o
hi(x) =
1
N
∑
α=1
∣∣ϕi(sα(x))∣∣2
onde ϕi e´ uma trivializac¸a˜o local em Ui.
E´ claro que as func¸o˜es acima satisfazem hj = |ϕij|2hi e portanto definem uma me´trica hermitiana h em L.
Dizemos que h e´ a me´trica induzida pelas sec¸o˜es s1, . . . , sN .
Um exemplo importante e´ o do fibrado O(1) sobre Pn. Vimos no exemplo 3.16 que os polinoˆmios lineares
z0, . . . , zn podem ser vistos como sec¸o˜es holomorfas de O(1). Explicitamente, sobre uma reta ` ∈ Pn, a
sec¸a˜o zj(`) ∈ `∗ associa a cada v ∈ ` a sua j-e´sima coordenada. E´ claro que essas sec¸o˜es na˜o se anulam
simultaneamente em nenhum ponto de Pn, de modo que {z0, . . . , zn} ⊂ H0(Pn,O(1)) gera O(1). Temos
enta˜o uma me´trica hermitiana associada, dada por
hi =
1
n
∑
α=0
∣∣∣∣ zαzi
∣∣∣∣2
=
1
1+∑
α 6=i
∣∣∣∣ zαzi
∣∣∣∣2
em Ui = {zi 6= 0} (5.6)
Me´tricas hermitianas induzidas
Uma me´trica hermitiana h em um fibrado complexo E induz um isomorfismo C-antilinear Φ : E → E∗, dado
por Φ(s) = h(·, s) .= s∗. Com isso podemos definir uma me´trica h∗ em E∗ pela fo´rmula
h∗(s∗, t∗) = h(s, t) s∗, t∗ ∈ E∗
Existem tambe´m me´tricas induzidas na soma direta e no produto tensorial de fibrados.
Se (E1, h1) e (E2, h2) sa˜o fibrados hermitianos, definimos a me´trica h1 ⊕ h2 em E1 ⊕ E2 por
(h1 ⊕ h2)(s1 + s2, t1 + t2) = h1(s1, t1) + h2(s2, t2), s1, t1 ∈ E1, s2, t2 ∈ E2
e a me´trica h1 ⊗ h2 em E1 ⊗ E2 pela por
(h1 ⊗ h2)(s1 ⊗ s2, t1 ⊗ t2) = h1(s1, t1)h2(s2, t2), s1, t1 ∈ E1, s2, t2 ∈ E2
Considere agora uma sequeˆncia exata de fibrados complexos
0 −→ F ι−→ E ϕ−→ G −→ 0.
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e suponha que E possui uma me´trica hermitiana h.
Identificando F com sua imagem por ι, podemos veˆ-lo como um subfibrado de E e portanto a restric¸a˜o h|F
define uma me´trica hermitiana em F.
Denote por F⊥ = {s ∈ E : h(s, t) = 0, para todo t ∈ F} o complemento ortogonal de F em E. E´ fa´cil ver
que F⊥ e´ um subfibrado de E e que E = F⊕ F⊥. Sendo assim, o morfismo ϕ se restringe a um isomorfismo
F⊥ ' G e portanto a restric¸a˜o h|F⊥ define uma me´trica em G.
Exemplo 5.8. Considere a sequeˆncia de Euler em Pn (veja a proposic¸a˜o 4.42)
0 −→ OPn −→ O(1)⊕(n+1) −→ TPn → 0.
Tomando o produto tensorial com o fibrado tautolo´gico O(−1) obtemos a sequeˆncia exata
0 −→ O(−1) −→ O⊕(n+1)Pn −→ TPn ⊗O(−1)→ 0.
O fibrado trivial O⊕(n+1)Pn = Pn ×Cn+1 possui uma me´trica canoˆnica constante dada por hx(v, w) = (v, w),
onde (·, ·) e´ o produto hermitiano padra˜o em Cn+1. Da discussa˜o acima, h se restringe a uma me´trica em2
O(−1) ⊂ Pn ×Cn+1 e tambe´m induz uma me´trica em TPn ⊗O(−1) ' O(−1)⊥.
A aplicac¸a˜o ϕ : O⊕(n+1)Pn → TPn ⊗O(−1) e´ obtida tomando o produto tensorial da aplicac¸a˜o O(1)⊕(n+1) →
TPn com idO(−1) e portanto e´ dada, sobre um ponto x ∈ Pn, por v 7→ dpiz(v)⊗ z, para algum z ∈ x.
Podemos supor, sem perda de generalidade, que z ∈ S2n+1 e portanto, usando a proposic¸a˜o 4.51, vemos
que, para v ∈ O(−1)⊥,
|v|2 = pi · hFS(dpiz(v)) = pi · hFS(dpiz(w))|z| = pi · (hFS ⊗ h)(dpiz(v)⊗ z),
o que mostra que a me´trica induzida pelo isomorfismo ϕ : O(−1)⊥ → TPn ⊗O(−1) e´ pi · hFS ⊗ h.
5.2 Conexo˜es
No comec¸o do capı´tulo vimos que na˜o ha´ uma maneira natural de derivar sec¸o˜es de um fibrado. A ideia de
uma conexa˜o e´ prover uma maneira de definirmos tais derivadas. Veremos que podemos impor condic¸o˜es de
compatibilidade de uma conexa˜o com as demais estruturas do fibrado e assim, em alguns casos, veremos que
existem conexo˜es privilegidas.
Definic¸a˜o 5.9. Uma conexa˜o em um fibrado vetorial E e´ um morfismo de feixes ∇ : A0(E) → A1(E) que e´
C-linear e satisfaz a regra de Leibniz
∇( f s) = d f ⊗ s + f∇(s), (5.7)
onde f e´ um func¸a˜o e s e´ uma sec¸a˜o de E, localmente definidas3 .
Dado um campo de vetores localmente definido X podemos avaliar a 1-forma ∇(s) em X, obtendo assim
uma sec¸a˜o ∇(s)(X) .= ∇X(s) ∈ A0(E). Pensamos em ∇X(s) como sendo a derivada direcional, ou derivada
covariante da sec¸a˜o s na direc¸a˜o do vetor X. Note que, por (5.7), temos a regra de derivac¸a˜o
∇X( f s) = X( f ) · s + f∇X(s). (5.8)
2Da demonstrac¸a˜o da proposic¸a˜o 4.42, vemos que a aplicac¸a˜o induzida O(−1) → O⊕(n+1)Pn coincide com a inclusa˜o O(−1) ⊂ Pn ×
Cn+1
3 Observac¸a˜o: Alguns autores definem uma conexa˜o agindo apenas sobre as sec¸o˜es globais de E, isto e´, como uma aplicac¸a˜o C-linear
∇ : A0(E)(X)→ A1(E)(X) satisfazendo a regra de Leibniz. Essa definic¸a˜o e´ equivalente a` definic¸a˜o 5.9, como veremos a seguir.
Se ∇ e´ uma conexa˜o em E temos, em particular, uma derivac¸a˜o no espac¸o das sec¸o˜es globais ∇ : A0(E)(X) → A1(E)(X). Reciproca-
mente, dada uma aplicac¸a˜o ∇˜ : A0(E)(X) → A1(E)(X) que e´ C-linear e satisfaz a regra de Leibniz (5.7), podemos definir uma conexa˜o
no sentido da definic¸a˜o acima da seguinte maneira.
Seja U ⊂ M um aberto e considere s ∈ A0(E)(V), onde V um aberto tal que V ⊂ U. Seja s˜ ∈ A0(E)(X) uma extensa˜o de s que e´
trivial fora de U. Defina enta˜o a aplicac¸a˜o ∇V : A0(E)(V)→ A1(E)(V) por ∇V(s) = ∇˜(s˜)|V . Uma maneira de construir tal extensa˜o e´ a
seguinte: considere f uma func¸a˜o diferencia´vel em X tal que f = 1 em V e f = 0 em M \U e defina s˜ = f s ∈ A0(E)(X).
Note que a definic¸a˜o de ∇V independe da extensa˜o de s. De fato, por linearidade basta mostrar que se s ∈ A0(E) e s|U = 0 enta˜o
∇˜(s)|V = 0 e isso vale pois, se f e´ como acima enta˜o f s = 0 em X e portanto 0 = ∇˜( f s) = d f ⊗ s + f ∇˜(s). Usando o fato de f ser
constante igual a 1 em V obtemos 0 = ∇˜(s)|V .
Temos assim derivac¸o˜es ∇V : A0(E)(V) → A1(E)(V) para cada aberto com V ⊂ U. Cobrindo U por tais abertos podemos definir
∇ : A0(E)(U) → A1(E)(U) e por um argumento ana´logo ao do para´grafo anterior vemos que a definic¸a˜o independe da cobertura
escolhida. Definimos assim um morfismo de feixes ∇ : A0(E)→ A1(E), que e´ uma conexa˜o no sentido da definic¸a˜o 5.9
98 CAPI´TULO 5. GEOMETRIA COMPLEXA DOS FIBRADOS VETORAIS
Exemplo 5.10. Seja E = M × Cr o fibrado trivial. Uma sec¸a˜o de E e´ da forma s = ( f1, . . . , fr), onde cada
f j e´ uma func¸a˜o diferencia´vel localmente definida em M. Pela regra de Leibniz usual temos que ∇s =
(d f1, . . . , d fr) define uma conexa˜o em E.
Se ∇ e ∇′ sa˜o duas conexo˜es em E temos, para toda sec¸a˜o s e func¸a˜o f , que
(∇−∇′)( f s) = d f ⊗ s + f∇(s)− d f ⊗ s− f∇′(s) = f (∇−∇′)(s),
e portanto podemos ver ∇−∇′ como uma 1-forma com valores em End(E). Mais precisamente, ∇−∇ ∈
A1(End(E)) e´ a 1-forma que, avaliada em um vetor tangente X, fornece o endomorfismo s 7→ ∇Xs−∇′Xs.
Reciprocamente, se ∇ e´ uma conexa˜o em E e a ∈ A1(End(E))(M) enta˜o ∇+ a e´ uma conexa˜o em E. Isso
mostra que o espac¸os das conexo˜es em E e´ um espac¸o afim modelado no espac¸o vetorial A1(End(E))(M).
Exemplo 5.11. No caso do fibrado trivial E = X × Cr temos que End(E) = X × gl(r,C) onde gl(r,C) e´ o
espac¸o das matrizes r× r com coeficientes complexos. Sendo assim o espac¸o A1(End(E))(M) e´ formado por
matrizes cujas entradas sa˜o 1-formas em M.
Como a diferencial exterior d define uma conexa˜o em E, vemos que qualquer outra conexa˜o sera´ da forma
∇s = ds + A · s, onde A e´ uma matriz de 1-formas que age em s = (s1, . . . , sr) por multiplicac¸a˜o. Em suma,
vemos que qualquer conexa˜o em E e´ da forma ∇ = d + A.
Utilizando o exemplo acima e as trivializac¸o˜es locais podemos descrever as conexo˜es localmente. Seja ∇
uma conexa˜o em E. Uma trivializac¸a˜o de E sobre um aberto Ui fornece um isomorfismo ψi : EUi ' Ui ×Cr
e portanto temos uma conexa˜o ∇i induzida no fibrado trivial Ui × Cr dada explicitamente por ∇i(s) =
ψi∇(ψ−1i (s)). Do exemplo 5.11 vemos enta˜o que ∇i = d + Ai, onde Ai e´ uma matriz de 1-formas definidas
em Ui. Agora, se s ∈ A0(E)(Ui ∩Uj) temos que ∇(s) = ψ−1j ◦ (d + Aj) ◦ ψj(s) e por outro lado
∇(s) = ψ−1i ◦ (d + Ai) ◦ ψi(s)
= ψ−1j ψ
−1
ij ◦ (d + Ai)ψij ◦ ψj(s)
= ψ−1j ψ
−1
ij ◦ d(ψij ◦ ψj(s)) + ψ−1j ψ−1ij ◦ (Aiψij) ◦ ψj(s)
= ψ−1j ψ
−1
ij ◦ (dψij + ψijd) ◦ ψj(s) + ψ−1j ψ−1ij ◦ (Aiψij) ◦ ψj(s)
= ψ−1j ◦ (d + ψ−1ij dψij + ψ−1ij Aiψij) ◦ ψj(s)
e portanto vemos que as matrizes Ai devem satisfazer as condic¸o˜es de compatibilidade
Aj = ψ−1ij dψij + ψ
−1
ij Aiψij (5.9)
em Ui ∩Uj.
Reciprocamente, dadas matrizes de 1-formas Ai definidas em Ui e satisfazendo as condic¸o˜es (5.9) enta˜o
podemos definir uma conexa˜o em E por ∇|Ui = ψ−1i ◦ (d + Ai) ◦ ψi.
Essa descric¸a˜o da conexa˜o em coordenadas e´ bastante utilizada na fı´sica. No jarga˜o dos fı´scos, a escolha
de uma trivializac¸a˜o e´ chamada de gauge, e a matriz de um formas Ai e´ chamada de potencial vetor.
Conexo˜es induzidas
Se E1 e E2 sa˜o fibrados vetoriais com conexo˜es ∇1 e ∇2 temos conexo˜es naturalamente induzidas na soma
direta E1 ⊕ E2:
∇(s1 ⊕ s2) = ∇1(s1) +∇2(s2) ∈ A1(E1)⊕A1(E2) = A1(E1 ⊕ E2)
e no produto tensorial E1 ⊗ E2:
∇(s1 ⊗ s2) = ∇1(s1)⊗ s2 + s1 ⊗∇2(s2) ∈ A1(E1)⊗A1(E2) = A1(E1 ⊗ E2).
Dado um fibrado vetorial E com uma conexa˜o ∇, existem tambe´m conexo˜es naturalmente induzidas em
E∗ e End(E). Para justificar a naturalidade dessas conexo˜es vamos considerar um contexto um pouco mais
geral.
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Definimos os fibrados
T (r,s)E =
r vezes︷ ︸︸ ︷
E⊗ · · · ⊗ E⊗
s vezes︷ ︸︸ ︷
E∗ ⊗ · · · ⊗ E∗ e TE =
⊕
r,s≥0
T (r,s)E ,
onde adotamos a convenc¸a˜o de que T (0,0) = M×C e´ fibrado trivial. Os casos que nos interessara˜o mais sa˜o
T (0,1)E = E∗ e T (1,1)E = E⊗ E∗ ' End(E).
Para cada par de ı´ndices (i, j) com 1 ≤ i ≤ r e 1 ≤ j ≤ s existe uma aplicac¸a˜o
Ci,j : T (r,s)E −→ T (r−1,s−1)E
s1 ⊗ · · · ⊗ sr ⊗ t1 ⊗ · · · ts 7−→ tj(si) s1 ⊗ · · · sˆi · · · ⊗ sr ⊗ t1 ⊗ · · · tˆi · · · ⊗ ts
chamada contrac¸a˜o.
Note que, no caso r = s = 1 so´ ha´ uma contrac¸a˜o, que nada mais e´ que a avaliac¸a˜o s⊗ t 7→ t(s).
A proposic¸a˜o a seguir mostra que uma conexa˜o em E se estende naturalmente a conexo˜es nos produtos
T (r,s)E . Uma demonstrac¸ao para o caso em que E = TM pode ser encontrada no capı´tulo 2 de [10] e a
demonstrac¸a˜o la´ apresentada pode ser imediatamente adaptada para o caso geral.
Proposic¸a˜o 5.12. Seja ∇ uma conexa˜o em E. Enta˜o ∇ induz uma conexa˜o em cada T (r,s)E (tambe´m denotada por ∇),
que e´ determinada pelas seguintes propriedades.
1. Em T (0,0)E = M×C, ∇ = d e´ a diferencial exterior.
Para todo vetor tangente X ∈ TM temos
2. ∇X e´ uma derivac¸a˜o em TE, isto e´, ∇X(s⊗ t) = ∇X(s)⊗ t + s⊗∇X(t) para todos s, t ∈ TE,
3. ∇X comuta com todas as contrac¸o˜es.
Com essa proposic¸a˜o podemos descrever as conexo˜es induzidas no fibrado dual e no fibrado dos endo-
morfismos.
Corola´rio 5.13. 1. A conexa˜o naturalmente induzida em E∗ e´ dada por
(∇ϕ)(s) = d(ϕ(s))− ϕ(∇(s)), ϕ ∈ A0(E∗), s ∈ A0(E).
2. Segundo o isomorfismo E⊗ E∗ ' End(E), a conexa˜o induzida em End(E) e´ dada por
(∇ψ)(s) = ∇(ψ(s))− ϕ(ψ(s)), ψ ∈ A0(End(E)), s ∈ A0(E).
Demonstrac¸a˜o. 1. Seja C : E⊗ E∗ → T (0,0)E a contrac¸a˜o C(ϕ⊗ s) = ϕ(s). Usando as propriedades da proposic¸a˜o
acima temos, para todo vetor tangente X,
d(ϕ(s))(X) = X(ϕ(s)) = X(C(ϕ⊗ s))
= C(∇X(ϕ⊗ s))
= C(∇X(ϕ)⊗ s) + C(ϕ⊗∇X(s))
= (∇Xϕ)(s) + ϕ(∇X(s)),
e como X e´ arbitra´rio segue que d(ϕ(s)) = (∇ϕ)(s) + ϕ(∇(s)).
2. Segundo o isomorfismo E⊗ E∗ ' End(E) um elemento s⊗ φ e´ levado no endomorfismo (t 7→ φ(t)s)
e portanto a contrac¸a˜o C : E⊗ E∗ ⊗ E → E dada por s⊗ φ⊗ t 7→ φ(t)s corresponde a aplicac¸a˜o de avaliac¸a˜o
End(E)⊗ E→ E. Sendo assim, da propriedade 3. da prosic¸a˜o acima, vemos que
∇X(ψ(s)) = ∇X(C(ψ⊗ s)) = C∇X(ψ⊗ s)
= C(∇X(ψ)⊗ s) + C(ψ⊗∇X(s))
= (∇Xψ)(s) + ψ(∇X(s))
para todo X ∈ TM. Como X e´ arbitra´rio obtemos ∇(ψ(s)) = (∇ψ)(s) + ψ(∇(s)).
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Exemplo 5.14. Se E = M × Cr e ∇ = d + A, a conexa˜o induzida em End(E) = M × gl(r,C) e´ dada por
∇T = dT + [A, T], de fato, usando o item 2. do corola´rio acima temos:
(∇T)(s) = ∇(T · s))− T · (∇(s)) = d(T · s) + A · (T · s)− T · ds− T · (As)
= dT · s + T · ds + A · (T · s)− T · ds− T · (A · s)
= (dT + AT − TA) · s.
Existem ainda conexo˜es induzidas por pullbacks. Possivemente a melhor maneira de definir tais conexo˜es
seja usando a descric¸a˜o local da conexa˜o. Seja E → M um fibrado e f : N → M uma aplicac¸a˜o dife-
rencia´vel. Lembre que os cociclos do fibrado f ∗E→ N com relac¸a˜o a uma cobertura {Ui} sa˜o ϕij = ψij ◦ f em
f−1(Ui ∩ Uj), onde ψij sa˜o os cociclos de E. Se∇ e´ uma conexa˜o E temos matrizes de 1-formas, Ai definidads
em Ui que satisfazem a condic¸a˜o de compatibilidade (5.9). Sendo assim, as matrizes f ∗Ai sa˜o matrizes de
1-formas em f−1(Ui) e satisfazem
f ∗Aj = ϕ−1ij dϕij + ϕ
−1
ij f
∗Aiϕij em f−1(Ui ∩Uj)
e portanto definem uma conexa˜o em f ∗E, denotada por f ∗∇.
Extensa˜o para formas com valores em E.
Assim como a diferencial exterior de func¸o˜es d : A0M → A1M se estende para formas diferenciais de grau mais
alto, uma conexa˜o ∇ em E pode ser estendida a uma aplicac¸a˜o d∇ : Ak(E)→ Ak+1(E) pela fo´rmula
d∇(α⊗ s) = dα⊗ s + (−1)kα ∧∇(s), α ∈ AkX , s ∈ A0(E). (5.10)
Note que, quando k = 0, d∇ : A0(E)→ A1(E) coincide com a conexa˜o original.
Exemplo 5.15. Considere o fibrado trivial E = M×Cr com a conexa˜o∇ = d. Neste caso o fibrado de k-formas
com valores em E e´ simplesmente a soma direta de r co´pias de Ak(M) e a extensa˜o d∇ : Ak(E)→ Ak+1(E) e´
a diferencial exterior em cada componente.
Para uma outra conexa˜o ∇ = d + A, a extensa˜o d∇ : Ak(E) → Ak+1(E) e´ dada por d∇(α) = dα+ A ∧ α,
onde α = (α1, . . . , αr) e´ uma r-upla de k formas e A ∧ α denota a multiplicac¸a˜o da matriz de 1-formas A pelo
vetor α e a multiplicac¸a˜o entre coeficientes e´ a multiplicac¸a˜o exterior.
Da regra de Leibniz usual obtemos uma regra para a derivac¸a˜o do produto de uma k-forma, β ∈ AkX por
uma l-forma com valores em E, t ∈ Al(E):
d∇(β ∧ t) = dβ ∧ t + (−1)kβ ∧ d∇t. (5.11)
5.2.1 Curvatura
A partira da extensa˜o da conexa˜o para formas diferenciais (eq. 5.10) podemos definir a curvartura de uma
conexa˜o.
Definic¸a˜o 5.16. Seja ∇ uma conexa˜o em E. A curvatura de ∇ e´ a aplicac¸a˜o F∇ = d∇ ◦ d∇ : A0(E)→ A2(E).
A curvatura e´ linear no seguinte sentido: se s ∈ A0(E) e f ∈ A0 enta˜o F∇( f s) = f F∇(s). De fato, usando
a definic¸a˜o de d∇ : A1(E)→ A2(E) e a fo´rmula (5.11) temos
F∇( f s) = d∇(∇( f s)) = d∇(d f ⊗ s) + d∇( f∇(s))
= (d∇)2 f ⊗ s− d f ∧∇(s) + d f ∧∇(s) + f d∇(∇(s)) = f d∇(∇(s))
= f F∇(s).
Podemos enta˜o ver a curvatura como uma 2-forma com valores no fibrado End(E): F∇ ∈ A2(End(E))(M)
e´ a 2-forma que avaliada em um par de vetores (X, Y) fornece o endomorfismo s 7→ F∇(s)(X, Y).
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Exemplo 5.17. No fibrado trivial com a conexa˜o ∇ = d a curvatura e´ F∇ = d2 = 0.
Ja´ para a conexa˜o ∇ = d + A, vimos que d∇ : A1(E)→ A2(E) e´ dada por β 7→ dβ+ A ∧ β, e portanto
F∇(s) = d∇(ds) + d∇(As) = d2s + A ∧ (ds) + d(As) + A ∧ (As)
= A ∧ ds + d(A)s− A ∧ ds + A ∧ (As)
= (dA)s + (A ∧ A)s,
onde usamos a regra de Leibniz e o fato de A ser uma matriz de 1-formas.
Vemos enta˜o que a curvatura de ∇ e´ a matriz de 2-formas
F∇ = dA + A ∧ A. (5.12)
Uma conexa˜o em E induz uma conexa˜o em End(E), que se estende a d∇ : A2(End(E)) → A3(End(E))
usando a fo´rmula (5.10). Em particular podemos aplicar d∇ a` forma de curvatura F∇ ∈ A2(End(E))
Proposic¸a˜o 5.18. Identidade de Bianchi. A curvatura satisfaz d∇(F∇) = 0.
Demonstrac¸a˜o. O resultado e´ local, isto e´, se provarmos que d∇(F∇|U) = 0 para abertos U cobrindo M seguira´
que d∇(F∇) = 0.
Seja enta˜o U um aberto de uma trivializac¸a˜o de E. Sendo assim E|U ' U×Cr e segundo esse isomorfismo
∇ = d + A. Vimos no exemplo 5.14 que a conexa˜o induzida em End(E)|U = U × gl(r,C) e´ dada por
∇T = dT + AT − TA e portanto a extensa˜o em d∇ : Ak(End(E)|U)→ Ak+1(End(E)|U) e´ dada por
d∇Θ = dΘ+ A ∧Θ− (−1)kΘ ∧ A,
onde Θ e´ uma matriz de k-formas.
Aplicando a fo´rmula acima para a curvatura F∇|U = dA + A ∧ A (veja o exemplo 5.17) obtemos
∇(F∇|U) = dF∇ + A ∧ F∇ − F∇ ∧ A
= d2 A + d(A ∧ A) + A ∧ dA + A ∧ A ∧ A− dA ∧ A− A ∧ A ∧ A
= d(A ∧ A) + A ∧ dA− dA ∧ A
= dA ∧ A− A ∧ dA + A ∧ dA− dA ∧ A
= 0.
Observac¸a˜o 5.19. Note que no caso de fibrados de linha, o fibrado de endomorfismos e´ trivial, pois End(L) '
L∗ ⊗ L ' OX . Sendo assim, a forma de curvatura de uma conexa˜o ∇ e´ uma 2-forma usual F∇ ∈ A2(M) e
como a conexa˜o induzida em Ak(L∗ ⊗ L) e´ trivial, a identidade de Bianchi diz que dF∇ = 0.
Proposic¸a˜o 5.20. Se ∇ e´ uma conexa˜o em E e F∇ e´ sua curvatura enta˜o
1. A curvatura F∗ da conexa˜o induzida em E∗ e´ F∗ = −Ft∇.
2. Se f : N → M e´ uma aplicac¸a˜o diferencia´vel, a curvatura da conexa˜o pullback f ∗∇ e´ Ff ∗∇ = f ∗F∇.
Se E1 e E2 sa˜o fibrados complexos munidos de conexo˜es ∇1 e ∇2 e se F1 e F2 sa˜o as respectivas formas de curvatura enta˜o
3. A curvatura da conexa˜o induzida em E1 ⊕ E2 e´ dada por F = F1 ⊕ F2.
4. A curvatura da conexa˜o induzida em E1 ⊗ E2 e´ dada por F = F1 ⊗ idE2 + idE1 ⊗ F2.
Demonstrac¸a˜o. 1. Sejam ϕ ∈ A0(E∗) e s ∈ A0(E). Usando o corola´rio 5.13 obtemos
0 = d2(ϕ(s)) = d(∇∗ϕ(s)) + d(ϕ(∇s)).
Da regra de Leibniz e da definic¸a˜o do produto ∧ de uma forma com valores em E e uma forma com valores
em E∗ obtemos as seguintes fo´rmulas
dα(s) = d∇
∗
α(s)− α ∧∇s, para α ∈ A1(E∗), s ∈ A0(E)
dϕ(γ) = ∇∗ϕ ∧ γ+ ϕ(d∇γ), para γ ∈ A1(E), ϕ ∈ A0(E∗)
102 CAPI´TULO 5. GEOMETRIA COMPLEXA DOS FIBRADOS VETORAIS
Vemos enta˜o que
d(∇∗ϕ(s)) = d∇∗2ϕ(s)−∇∗ϕ ∧∇s e d(ϕ(∇s)) = ∇∗ϕ ∧∇s + ϕ((d∇)2s),
e portanto, substituindo na primeira equac¸a˜o, obtemos
0 = d∇
∗2
ϕ(s)−∇∗ϕ ∧∇s +∇∗ϕ ∧∇s + ϕ((d∇)2s) = F∗(ϕ)(s) + ϕ(F∇(s)),
ou seja, F∗(ϕ)(s) = −ϕ(F∇(s)) = −Ft∇(ϕ)(s).
2. Por definic¸a˜o, as matrizes de 1-formas associadas a f ∗∇ sa˜o f ∗Ai, onde Ai sa˜o as matrizes associadas a
∇. Assim, a expressa˜o local de Ff ∗∇ e´
Ff ∗∇|Ui = d f ∗Ai + f ∗Ai ∧ f ∗Ai = f ∗(dAi + Ai ∧ Ai) = f ∗(F∇|Ui ),
de onde segue que Ff ∗∇ = f ∗F∇.
3. A conexa˜o em E1 ⊕ E2 e´ dada por ∇ = ∇1 ⊕∇2. Note que se s1 ∈ A0(E1) ⊂ A0(E) enta˜o ∇(s1) =
∇(s1 + 0) = ∇1(s1). Consequentemente, a extensa˜o de ∇ a formas com valores em E satisfaz d∇(α1) =
d∇1(α1) se α1 ∈ A1(E1) e analogamente para E2.
Sendo assim, a curvatura de ∇ e´ dada por
F(s1 + s2) = d∇(∇(s1 + s2)) = d∇(∇1s1 +∇2s2) = d∇(∇1s1) + d∇(∇2s2)
= d∇1(∇1s1) + d∇2(∇2s2) = F1(s1) + F2(s2)
= (F1 ⊕ F2)(s1 + s2).
4. Lembrando que a conexa˜o induzida em E1⊗ E2 e´ ∇ = ∇1⊗ id2 + id1⊗∇2, temos o seguinte resultado.
Lema 5.21. Se t1 ∈ Ak(E1) e s2 ∈ A0(E2) enta˜o d∇(t1 ⊗ s2) = d∇1 t1 ⊗ s2 + (−1)kt1 ∧ ∇2s2 e analogamente se
s1 ∈ A0(E1) e t2 ∈ Ak(E2) enta˜o d∇(s1 ⊗ t2) = (−1)k+1∇1s1 ∧ t2 + s1 ⊗ d∇2 t2.
Demonstrac¸a˜o. Podemos supor que t1 = α⊗ s1 com α ∈ AkM e s1 ∈ A0(E1). Nesse caso temos
d∇(t1 ⊗ s2) = d∇(α⊗ (s1 ⊗ s2)) = dα⊗ (s1 ⊗ s2) + (−1)kα ∧∇(s1 ⊗ s2)
= dα⊗ (s1 ⊗ s2) + (−1)kα ∧ (∇1s1 ⊗ s2) + (−1)kα ∧ (s1 ⊗∇2s2)
= d∇1 (α⊗ s1)⊗ s2 + (−1)kα ∧ (s1 ⊗∇2s2)
= d∇1 (α⊗ s1)⊗ s2 + (−1)kα⊗ s1 ∧∇2s2
= d∇1 t1 ⊗ s2 + (−1)kt1 ∧∇2s2.
Para demonstrar a segunda afirmac¸a˜o suponha que t2 = α⊗ s2 com α ∈ AkM e s2 ∈ A0(E2). Temos enta˜o que
d∇(s1 ⊗ t2) = d∇(α⊗ (s1 ⊗ s2)) = dα⊗ (s1 ⊗ s2) + (−1)kα ∧∇(s1 ⊗ s2)
= dα⊗ (s1 ⊗ s2) + (−1)kα ∧ (∇1s1 ⊗ s2) + (−1)kα ∧ (s1 ⊗∇2s2)
= (−1)k+1(∇1s1 ∧ α)⊗ s2 + s1 ⊗ (dα⊗ s2 + (−1)kα ∧∇2s2)
= (−1)k+1∇1s1 ∧ (α⊗ s2) + s1 ⊗ d∇2(α⊗ s2)
= (−1)k+1∇1s1 ∧ t2 + s1 ⊗ d∇2 t2.
Usando o lema acima, vemos que a curvatura de ∇ e´ dada por
F(s1 ⊗ s2) = d∇(∇1s1 ⊗ s2) + d∇(s1 ⊗∇2s2)
= d∇1(∇1s1)⊗ s2 −∇1s1 ∧∇2s2 +∇1s1 ∧∇2s2 + s1 ⊗ d∇2(∇2s2)
= d∇1(∇1s1)⊗ s2 + s1 ⊗ d∇2(∇2s2)
= F1(s1)⊗ s2 + s2 ⊗ F2(s2),
ou seja, F = F1 ⊗ idE2 + idE1 ⊗ F2.
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5.2.2 A conexa˜o de Chern
E´ um fato conhecido da Geometria Riemanniana que no fibrado tangente de uma variede riemanniana M
existe uma u´nica conexa˜o, chamada conexa˜o de Levi-Civita, que e´ compatı´vel com a me´trica e e´ livre de
torc¸a˜o4. Em outras palavras existe uma conexa˜o privilegiada em TM.
Veremos que para um fibrado holomorfo E com uma estrutura hermitiana ha´ um fenoˆmeno semelhante, a
saber, existe uma conexa˜o privilegiada em E, chamada conexa˜o de Chern, que e´ determinada pela me´trica e
pela estrutura holomorfa.
Compatibilidade com a me´trica
Considere (E, h) um fibrado hermitiano. A me´trica h nos permite definir uma multiplicac¸a˜o de formas com
valores em E:
h : Ak(E)×Al(E) −→ Ak+lM
h(α⊗ s, β⊗ t) = α ∧ β h(s, t) (5.13)
Note que h e´ sesquilinear e satisfaz h(s, t) = (−1)klh(t, s) para s ∈ Ak(E) e t ∈ Al(E).
Definic¸a˜o 5.22. Uma conexa˜o ∇ em um fibrado hermitiano (E, h) e´ compatı´vel com h se
dh(s, t) = h(∇s, t) + h(s,∇t) (5.14)
para todas sec¸o˜es, s, t ∈ A0(E). E´ comum dizermos tambe´m que ∇ e´ uma conexa˜o hermitiana.
Note que a condic¸a˜o (5.14) e´ equivalente a Xh(s, t) = h(∇Xs, t) + h(s,∇Xt) para todo vetor tangente X.
Exemplo 5.23. Curvatura riemanniana. Seja X uma variedade complexa e g uma me´trica hermitiana em X.
O fibrado tangente real TX admite uma u´nica conexa˜o real5 livre de torc¸a˜o ∇ que e´ compatı´vel com g, i.e.,
que satisfaz Zg(X, Y) = g(∇ZX, Y) + g(X,∇ZY). Essa conexa˜o e´ chamada de conexa˜o de Levi-Civita e e´
determinada pela fo´rmula de Koszul
g(∇XY, Z) = 12
{
Xg(Y, Z) +Yg(X, Z)− Zg(X, Y)
+ g([X, Y], Z)− g([X, Z], Y)− g([Y, Z], X)
}
.
O tensor de curvatura da variedade riemanniana (X, g) e´ definido por6
R(X, Y) = ∇X∇Y −∇Y∇X −∇[X,Y].
Podemos estender ∇ a TCX = TX⊗C de modo C-linear. O tensor de curvatura tambe´m se estende e essa
extensa˜o coincide com a curvatura de ∇, como veremos a seguir.
Seja Z ∈ A0(TCX) e considere ∇Z ∈ A1(TCX). Por simplicidade podemos supor7 que ∇Z = α⊗W onde
α e´ uma 1-forma e W uma sec¸a˜o de TCX. Assim, a derivada covariante e´ dada por ∇XZ = α(X)W.
Da fo´rmula intrı´nseca para a diferencial exterior temos que dα(X, Y) = Xα(Y)−Yα(X)− α([X, Y]). Sendo
assim temos que
F∇(X, Y)(Z) = d∇(α⊗W)(X, Y) = (dα⊗W − α ∧∇W)(X, Y)
= (dα)(X, Y)W − α(X)∇YW + α(Y)∇XW
= [Xα(Y)−Yα(X)− α([X, Y])]W − α(X)∇YW + α(Y)∇XW
= (Xα(Y))W + α(Y)∇XW − (Yα(X))W − α(X)∇YW − α([X, Y])W
= ∇X(α(Y)W)−∇Y(α(X)W)− α([X, Y])W
= ∇X∇YZ−∇Y∇XZ−∇[X,Y]Z
= R(X, Y)(Z).
4Uma conexa˜o em TM e´ livre de torc¸a˜o se satisfaz ∇XY−∇Y X = [X, Y], para todos X, Y ∈ TM.
5Uma conexa˜o real em TX e´ uma aplicac¸a˜o R-linear ∇ : A0R(TX)→ A1R(TX) satisfazendo a regra de Leibniz.
6Veja por exemplo [10] cap. 4.
7Em geral, ∇Z sera´ uma soma de elementos do tipo α⊗W, mas como a conexa˜o e´ linear na˜o ha´ perda de generalidade em supor que
∇Z e´ indecomponı´vel.
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Poderı´amos considerar a extensa˜o de g a um produto hermitiano h no fibrado complexo (TX, J) via
h = g −√−1ω, e pensarmos na conexa˜o de Levi-Civita como uma conexa˜o em (TX, J). No entanto, essa
tentativa na˜o produz em geral uma conexa˜o no sentido da definic¸a˜o 5.9, pois ∇ na˜o sera´ C-linear. Na
verdade, como a estrutura complexa de TX e´ dada pela multiplicac¸a˜o por J, ∇ sera´ C-linear se e somente se
∇JY = J∇Y para todo campo Y, ou seja, se e somente se ∇J = 0. Nesse caso e´ fa´cil ver que ∇ preserva h (pois
preserva g e J), e portanto a conexa˜o de Levi-Civita e´ uma conexa˜o hermitiana em (TX, J, h) se e somente se
a me´trica g e´ de Ka¨hler.
Falaremos com mais detalhes da conexa˜o de Levi-Civita em uma variedade de Ka¨hler no exemplo 5.26.
Compatibilidade com a estrutura holomorfa
Consideremos agora um um fibrado holomorfo E sobre uma variedade complexa X.
Vimos que o feixe de 1-formas com valores em E se decompo˜e como A1(E) = A1,0(E)⊕A0,1(E). Sendo
assim, uma conexa˜o ∇ : A0(E) → A1(E) se escreve como ∇ = ∇1,0 +∇0,1, onde ∇1,0 : A0(E) → A1,0(E) e
∇0,1 : A0(E)→ A0,1(E).
Tomando a parte (0, 1) da equac¸a˜o (5.7) vemos que ∇0,1 satisfaz
∇0,1( f s) = ∂¯ f ⊗ s + f∇0,1(s), f ∈ A0X , s ∈ A0(E),
que e´ a mesma equac¸a˜o satisfeita pelo operador ∂¯E : A0(E)→ A0,1(E) (veja a Proposic¸a˜o 5.1).
Essa discussa˜o motiva a seguinte definic¸a˜o.
Definic¸a˜o 5.24. Dizemos que uma conexa˜o∇ em um fibrado holomorfo E e´ compatı´vel com a estrutura holomorfa
se ∇0,1 = ∂¯E.
Se ale´m de uma estrutura holomorfa o fibrado possuir uma estrutura hermitiana podemos nos perguntar
se existe uma conexa˜o que e´ compatı´vel com as duas estruturas simultaneamente.
Proposic¸a˜o 5.25. Seja E um fibrado holomorfo com uma estrutura hermitiana. Enta˜o existe uma u´nica conexa˜o her-
mitiana em E que tambe´m e´ a compatı´vel com a estrutura holomorfa. Essa conexa˜o recebe o nome de conexa˜o de
Chern.
Demonstrac¸a˜o. Suponha que exista uma tal conexa˜o ∇. Tomando a componente (1, 0) da equac¸a˜o (5.14) e
usando que h e´ conjugado-linear na segunda entrada vemos que
∂h(s, t) = h(∇1,0s, t) + h(s,∇0,1t) = h(∇1,0s, t) + h(s, ∂¯Et),
para todas as sec¸o˜es de E.
Seja σ = {σi} ⊂ H0(U, E) um referencial holomorfo local. Como as sec¸o˜es σi sa˜o holomorfas temos que
∂¯E(σi) = 0 e portanto da equac¸a˜o acima temos que
∂h(σi, σj) = h(∇1,0σi, σj), (5.15)
o que mostra que ∇1,0 e´ determinada por h em U.
Consequentemente, a conexa˜o ∇ = ∇1,0 + ∂¯E e´ determinada, em U por h e pela estrutura holomorfa,
mostrando a unicidade em U e consequentemente em X.
Para ver a existeˆncia, defina ∇1,0 em U pela equac¸a˜o (5.15). Essa definic¸a˜o na˜o depende do referencial
holomorfo escolhido. Para ver isso considere outro referencial holomorfo σ′. Denote por ψ a trivializac¸a˜o
definida por {σi} e por ψ′ a trivializac¸a˜o definida por {σ′i }. Se ψ e ψ′ esta˜o relacionadas por ψ′ = F ◦ ψ com
F(x, v) = (x, ϕ(x) · v) e ϕ : U → GL(r,C) enta˜o os referenciais se relacionam por (σ′)tϕ = σ, onde vemos σ e
σ′ como vetores linha.
Denote por H a matriz Hij = h(σi, σj), por S a matriz Sij = h(∇1,0σi, σj) e por H′ e S′ as matrizes corres-
pondentes usando o referencial σ′. Note que a equac¸a˜o (5.15) em forma matricial fica ∂H = S.
Tomando a parte (1, 0) da regra de Leibniz (5.7) temos que ∇1,0σk = ∑i(∇1,0σ′i ϕik + σ′i ∂ϕik) e portanto
Skl =∑
ij
(
ϕikh(∇1,0σ′i , σ′j )ϕ¯jl + ∂ϕikh(σ′i , σ′j )ϕ¯jl
)
,
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ou em forma matricial S = ϕtS′ ϕ¯+ ∂ϕt H′ ϕ¯. Como H = ϕtH′ ϕ¯ (veja o exemplo 5.6) vemos que se S′ = ∂H′
enta˜o
S = ϕtS′ ϕ¯+ ∂ϕtH′ ϕ¯ = ϕt(∂H′)ϕ¯+ ∂ϕtH′ ϕ¯ = ∂(ϕtH′ ϕ¯) = ∂H,
o que mostra que a equac¸a˜o (5.15) e´ independente do referencial holomorfo.
Com isso podemos definir ∇1,0 globalmente: usamos a equac¸a˜o (5.15) em cada aberto de uma cobertura
trivializante e as definic¸o˜es concordam nas intersecc¸o˜es. Tendo definido ∇1,0, definimos a conexa˜o de Chern
por ∇ = ∇1,0 + ∂¯E que, por construc¸a˜o, sera´ compatı´vel com a me´trica e com a estrutura holomorfa.
Podemos usar a fo´rmula (5.15) para obter uma expressa˜o local para a conexa˜o de Chern. Para isso consi-
dere ψ : E|U → U ×Cr uma trivializac¸a˜o sobre um aberto U.
A trivializac¸a˜o ψ leva a conexa˜o de Chern em uma conexa˜o ∇ = d + A em U × Cr e o operador ∂¯E em
E|U corresponde ao operador ∂¯ usual em U × Cr. Tomando a parte (0, 1) de ∇ e usando a compatibilidade
com a estrutura holomorfa vemos que ∂¯ = ∇0,1 = ∂¯+ A0,1 e portanto A0,1 = 0, ou seja, A e´ uma matriz de
(1, 0)-formas.
Temos portanto que ∇1,0 = ∂+ A em U ×Cr. Como ∂ei = 0 temos que ∇1,0ei = Aei e portanto a equac¸a˜o
(5.15) para o referencial {ei} fica ∂h(ei, ej) = h(Aei, ej). Escrevendo em termos da matriz H = (hij) temos que
∂H = AH, de onde obtemos a expressa˜o local para a matriz A
A = ∂H · H−1. (5.16)
Exemplo 5.26. Conexa˜o de Levi-Civita vs. Conexa˜o de Chern
Seja (X, g) uma variedade de Ka¨hler, J : TX → TX a estrutura complexa induzida e ∇ a conexa˜o de
Levi-Civita em TX. Podemos ver ∇ como uma aplicac¸a˜o R-linear ∇ : TX → A1(TX) que satisfaz a regra de
Leibniz, e´ compatı´vel com g e e´ livre de torc¸a˜o.
Podemos estender ∇ de forma C-bilinear a uma aplicac¸a˜o ∇ : TCX → A1(TCX). Como g e´ de Ka¨hler
temos que ∇ comuta com J e portanto ∇ preserva os auto-espac¸os T1,0X e T0,1X de J. Em particular podemos
considerar a restric¸a˜o ∇ : T1,0X → A1(T1,0M). E´ fa´cil ver que ∇ define uma conexa˜o em T1,0X (o ponto mais
delicado e´ a C-linearidade, que segue do fato de ∇ comutar com J e de J|T1,0X =
√−1id).
Considere o isomorfismo TX ' T1,0X dado por Z 7→ Z1,0 = 12 (Z −
√−1JZ). Vimos que o produto h =
g−√−1ω e´ J sesquilinear e portanto, segundo esse isomorfismo, define um produto hermitiano h em T1,0X.
Como g e J sa˜o paralelos com relac¸a˜o a conexa˜o de Levi-Civita temos que a conexa˜o ∇ : T1,0X → A1(T1,0M)
preserva h.
Vimos tambe´m que o fibrado T1,0X admite uma estrutura holomorfa (exemplo 3.5) e portanto podemos
falar da conexa˜o de Chern de (T1,0X, h).
Proposic¸a˜o 5.27. A conexa˜o ∇ : T1,0X → A1(T1,0M) induzida pela conexa˜o de Levi-Civita coincide com a conexa˜o de
Chern de (T1,0X, h).
Demonstrac¸a˜o. Ja´ vimos que ∇ e´ compatı´vel com h e portanto, para verificar que ∇ e´ a conexa˜o de Chern
so´ falta verifcar que ∇0,1 : T1,0X → A0,1(T1,0M) coincide com o operador ∂¯ de T1,0X, o que e´ equivalente a
mostrar que ∇0,1Z1,0 = 0 se e somente se Z1,0 e´ uma sec¸a˜o holomorfa de T1,0X.
Vamos precisar do seguinte resultado.
Lema 5.28. Uma sec¸a˜o local Z1,0 de T1,0X e´ holomorfa se e somente se [Z, JW] = J[Z, W] para todo campo W ∈ TX.8
Demonstrac¸a˜o. Seja Z ∈ TX e escreva Z = Z1,0 +Z0,1 onde Z1,0 = 12 (Z−
√−1JZ) e Z0,1 = Z1,0. Analogamente,
dado W ∈ TX decomponha W ∈ TX como W = W1,0 +W0,1.
Como J age como a multiplicac¸a˜o por
√−1 em T1,0X e como a multiplicac¸a˜o por −√−1 em T0,1X temos
que JW =
√−1(W1,0 −W0,1) e portanto
[Z, JW] =
√−1[Z1,0 + Z0,1, W1,0 −W0,1]
=
√−1
{
[Z1,0, W1,0]− [Z1,0, W0,1] + [Z0,1, W1,0]− [Z0,1, W0,1]
}
.
8Se L denota a derivada de Lie temos que (LZ J)W = LZ(JW)− JLZW = [Z, JW]− J[Z, W] e portanto o enunciado do lema pode ser
reescrito como: Z1,0 e´ holomorfo se e somente se LZ J = 0.
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Escolha um sistema de coordenadas holomorfas locais e escreva Z1,0 = ∑nj=0 aj
∂
∂zj
e W1,0 = ∑nj=0 bj
∂
∂zj
onde
aj e bj sa˜o func¸o˜es suaves. Note que Z1,0 sera´ holomorfo se e somente se os coeficientes aj forem holomorfos.
Da expressa˜o do colchete em coordenadas temos que9
[Z1,0, W1,0] =
n
∑
i=0
(
n
∑
j=0
aj
∂bi
∂zj
− bj ∂ai∂zj
)
∂
∂zi
∈ T1,0X
e portanto J[Z1,0, W1,0] =
√−1[Z1,0, W1,0]. Como [Z0,1, W0,1] = [Z1,0, W1,0] ∈ T0,1X vemos tambe´m que
J[Z0,1, W0,1] = −√−1[Z0,1, W0,1]. Sendo assim, vemos que
J[Z, W] = J[Z1,0 + Z0,1, W1,0 +W0,1]
=
√−1[Z1,0, W1,0] + J[Z1,0, W0,1] + J[Z0,1, W1,0]−√−1[Z0,1, W0,1],
e portanto [Z, JW] = J[Z, W] se e somente se J([Z1,0, W0,1] + [Z0,1, W1,0]) =
√−1(−[Z1,0, W0,1] + [Z0,1, W1,0]).
Chame esta u´ltima equac¸a˜o de (?).
Escrevendo em coordenadas vemos que
[Z1,0, W0,1] + [Z0,1, W1,0] =
n
∑
k=0
(
n
∑
i=0
ai
∂bk
∂zi
− bi ∂ak∂zi
)
∂
∂zk
+
n
∑
l=0
(
n
∑
j=0
aj
∂bl
∂zj
− bj ∂al∂zj
)
∂
∂zl
,
e usando novamente o fato de que J age como multiplicac¸a˜o por
√−1 em T1,0X e a igualdade ∂ f∂zi =
∂ f
∂zi
,
vemos que a equac¸a˜o (?) e´ equivalente ao sistema
n
∑
i=0
(
−ai ∂bk∂zi + bi
∂ak
∂zi
)
=
n
∑
i=0
(
−ai ∂bk∂zi − bi
∂ak
∂zi
)
∀ k = 1, . . . , n⇔
n
∑
i=0
bi
∂ak
∂zi
= 0 ∀ k = 1, . . . , n.
Como W e´ arbitra´rio vemos que vale (?) para todo W se e somente se ∂ak∂zi = 0 para todo i e todo k, ou seja,
se e somente se os coecientes de Z1,0 sa˜o holomorfos.
Do fato da conexa˜o de Levi-Civita ser livre de torc¸a˜o, o lema acima diz que Z1,0 e´ holomorfo se e somente
se ∇JW Z = J∇W Z para todo W ∈ TX.
Agora note que ∇0,1Z1,0 = 0 se e somente se ∇W0,1 Z1,0 = 0 para todo W0,1 ∈ T0,1X. Escrevendo Z1,0 =
1
2 (Z−
√−1JZ) e W0,1 = 12 (W +
√−1JW) temos
∇W0,1 Z1,0 =
1
4
∇W+√−1JW((Z−
√−1JZ)
=
1
4
{
(∇W Z +∇JW JZ) +
√−1(∇JW Z−∇W JZ))
}
=
1
4
{
(∇W Z + J∇JW Z) +
√−1(∇JW Z− J∇W Z))
}
,
e portanto ∇W0,1 Z1,0 = 0 para todo W0,1 ∈ T0,1X se e somente se ∇JW Z = J∇W Z para todo W ∈ TX, ou seja,
se e somente se Z1,0 e´ uma sec¸a˜o holomorfa de T1,0X, mostrando que ∇0,1 = ∂¯.
As condic¸o˜es de compatibilidade de uma conexa˜o teˆm consequeˆncias na sua curvatura, que passa a assu-
mir valores em subfibrados de A2(End(E)).
Curvatura de uma conexa˜o hermitiana. Um endomorfismo T de um fibrado hermitiano (E, h) e´ dito anti-
hermitiano se h(Ts1, s2) + h(s1, Ts2) = 0 para todas as sec¸o˜es s1, s2 ∈ A0(E). O conjunto dos endomorfismos
anti-hermitianos e´ denotado por End(E, h). Note que se T ∈ A0(End(E, h)) e λ e´ uma func¸a˜o real enta˜o
λT ∈ A0(End(E, h)), o que mostra que End(E, h) e´ um subfibrado real de End(E).
9Para mostrar que [Z1,0, W1,0] ∈ T1,0X poderı´amos tambe´m usar a integrabilidade da estrutura complexa (veja a observac¸a˜o 4.17), que
implica que [T1,0X, T1,0X] ⊂ T1,0X.
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Se ∇ e´ uma conexa˜o hermitiana em (E, h) enta˜o sua curvatura e´ uma 2-forma com valores no fibrado dos
endomorfismos anti-hermitianos, isto e´, F∇ ∈ A2(End(E, h)). Para verificar essa afirmac¸a˜o note primeiro que
da condic¸a˜o de compatibilidade (5.14) e da definic¸a˜o de h agindo em formas com valores em E (eq. 5.13)
temos que
dh(s1, s2) = h(∇(s1), s2) + (−1)k1 h(s1,∇(s2))
para s1 ∈ Ak1(E) e s2 ∈ Ak2(E).
Sendo assim, para s1, s2 ∈ A0(E) temos que
dh(∇(s1), s2) = h(F∇(s1), s2)− h(∇(s1),∇(s2))
dh(s1,∇(s2)) = h(∇(s1),∇(s2)) + h(s1, F∇(s2)).
Somando as equac¸o˜es acima e usando novamente a compatibilidade com a me´trica obtemos
h(F∇(s1), s2) + h(s1, F∇(s2)) = dh(∇(s1), s2) + dh(s1,∇(s2)) = d(dh(s1, s2)) = 0,
mostrando que F∇ ∈ A2(End(E, h)).
Curvatura de uma conexa˜o compatı´vel com a estrutura holomorfa. Seja agora E um fibrado holomorfo
e ∇ uma conexa˜o compatı´vel com a estrutura holomorfa. Restringindo a extensa˜o d∇ : Ak(E) → Ak+1(E) a
um subespac¸o Ap,q(E) com p + q = k obtemos d∇ : Ap,q(E) → Ap+1,q(E)⊕Ap,q+1(E). Como ∇0,1 = ∂¯E, a
componente em Ap,q+1(E) e´ o operador ∂¯E : Ap,q(E)→ Ap,q+1(E).
Denotando por (d∇)1,0 : Ap,q(E) → Ap+1,q(E) a outra componente e usando o fato que ∂¯2E = 0 (veja a
Proposic¸a˜o 5.1) temos que
d∇ ◦ d∇ = ((d∇)1,0 + ∂¯E) ◦ ((d∇)1,0 + ∂¯E) = (d∇)1,0 ◦ (d∇)1,0 + (d∇)1,0 ◦ ∂¯E + ∂¯E ◦ (d∇)1,0.
Sendo assim vemos que F∇ : A0(E)→ A2,0(E)⊕A1,1(E), ou seja F∇ ∈ (A2,0 ⊕A1,1)(End(E)).
Curvatura da conexa˜o de Chern. Seja (E, h) um fibrado hermitiano holomorfo e ∇ sua conexa˜o de Chern.
Do fato de ∇ ser compatı´vel com a me´trica vimos que sua curvatura satisfaz h(F∇(s1), s2) + h(s1, F∇(s2)) = 0.
Como ∇ e´ compatı´vel com a estrutura holomorfa, vimos que F∇ na˜o tem componente (0, 2). Sendo assim,
tomando a componente (2, 0) da equac¸a˜o acima vemos que
0 = h(F2,0∇ (s1), s2) + h(s1, F
0,2
∇ (s2)) = h(F
2,0
∇ (s1), s2),
para todas as sec¸o˜es s1, s2 e portanto F
2,0
∇ = 0, ou seja, F∇ ∈ A1,1(End(E, h)).
Da discussa˜o acima podemos exibir uma expressa˜o local para a curvatura da conexa˜o de Chern.
Escolha uma trivializac¸a˜o de modo que E|U ' U × Cr. De acordo com esse isomorfismo, a me´trica
hermitiana corresponde a uma matriz H : U → GL(r,C) e a conexa˜o de Chern e´ dada por ∇ = d + A onde
A = ∂H · H−1 e´ uma matriz de (1, 0)-formas.
A curvatura dessa conexa˜o e´ dada pela matriz F = dA + A ∧ A que, da discussa˜o acima, deve ser uma
matriz de (1, 1)-formas. Em particular o termo A ∧ A deve se anular e no termo dA = (∂+ ∂¯)A so´ aparece a
derivada ∂¯A. Concluimos enta˜o que a curvatura da conexa˜o de Chern e´ dada, localmente, por
F = ∂¯(∂H · H−1) (5.17)
Exemplo 5.29. Curvatura de fibrados de linha. Seja L um fibrado de linha holomorfo sobre X. Note que o
fibrado de endomorfismos de L e´ trivial, pois End(L) ' L∗ ⊗ L ' OX . Sendo assim, a forma de curvatura de
uma conexa˜o e´ uma 2-forma usual em X.
Seja h uma me´trica hermitiana em L. Um endomorfismo de L e´ dado pela multiplicac¸a˜o por uma func¸a˜o
diferencia´vel λ e esse endomorfismo anti-hermitiano se e so´ se λ¯ = −λ, isto e´, se λ assume valores imagina´rios
puros. Desta forma, a curvatura F da conexa˜o de Chern sera´ uma (1, 1)-forma imagina´ria pura.
Com relac¸a˜o a uma trivializac¸a˜o L|U ' U × C, h corresponde a uma func¸a˜o real positiva, e da fo´rmula
(5.17) acima vemos que a curvatura e´ dada por
F = ∂¯(∂h · h−1) = ∂¯∂ log(h). (5.18)
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Um exemplo importante e´ o do fibrado O(1) com a me´trica induzida pelas sec¸o˜es z0, . . . , zn. Da expressa˜o
local desta me´trica (veja a equac¸a˜o 5.6), vemos que a curvatura F da conexa˜o de Chern e´ dada, em Ui = {zi 6=
0} por
FO(1) = ∂¯∂ log
1
1+∑j 6=i
∣∣∣ zjzi ∣∣∣2 = ∂∂¯ log
(
1+∑
j 6=i
∣∣∣∣ zjzi
∣∣∣∣2 ),
que e´ a mesma expressa˜o da forma de Fubini-Study a menos de um mu´ltiplo (veja a equac¸a˜o 4.9). Mais
precisamente temos que √−1
2pi
FO(1) = ωFS. (5.19)
O exemplo acima sugere um me´todo para buscarmos me´tricas de Ka¨hler em uma variedade a partir de
fibrados de linha sobre ela.
Seja X uma variedade complexa e L um fibrado de linha holomorfo sobre X com uma me´trica hermitiana.
A curvatura F da conexa˜o de Chern de L e´ uma (1, 1)-forma imagina´ria pura e portanto ω =
√−1F e´ uma
(1, 1)-forma real em X. Ale´m disso, da identidade de Bianchi, vemos que ω e´ fechada (veja a observac¸a˜o 5.19).
Sendo assim, para que ω defina uma me´trica de Ka¨hler em X, basta verificarmos a positividade de ω (veja a
Proposic¸a˜o 4.28).
Note que ω =
√−1F sera´ positiva no sentido da definic¸a˜o 4.26 se e somente se F(v, v¯) > 0 para todo
v ∈ T1,0X na˜o nulo (veja observac¸a˜o 4.28). Esse fato motiva a seguinte definic¸a˜o
Definic¸a˜o 5.30. Uma conexa˜o ∇ em um fibrado de linha tem curvatura semi-positiva se F∇(v, v¯) ≥ 0 para
todo 0 6= v ∈ T1,0X e se a desigualdade e´ estrita dizemos que ∇ tem curvatura positiva. De maneira ana´loga
definimos curvtatura semi-negativa e negativa.
Da discussa˜o acima temos o seguinte resultado.
Proposic¸a˜o 5.31. Seja X uma variedade complexa e L um fibrado de linha holomorfo hermitiano sobre X. Se a conexa˜o
de Chern de L tem curvatura positiva enta˜o ω =
√−1F define uma me´trica de Ka¨hler em X.
5.3 Classes de Chern
Nesta sec¸a˜o vamos definir classes caracterı´sticas de um fibrado vetorial complexo e suas principais proprieda-
des. A ideia e´ associar a cada fibrado vetorial complexo E sobre uma variedade M, invariantes cohomolo´gicos,
isto e´, elementos em H∗(M,C).
Nosso foco principal sera´ nas chamdadas classes de Chern. A beleza e a utilidade das classes de Chern
reside no fato destas poderem ser definidas de diversas maneiras equivalentes. Para fibrados de linha por
exemplo ja´ definimos c1(L) ∈ H2(X,Z) como sendo a imagem de L ∈ H1(X,O∗X) pela a aplicac¸a˜o de cobordo
H1(X,O∗X)→ H2(X,Z).
A abordagem apresentada aqui se enquadra na chamada Teoria de Chern-Weil, segundo a qual as classes
caracterı´sticas de E sa˜o calculadas a partir de polinoˆmios invariantes aplicados a` curvatura de uma conexa˜o
em E.
Polinoˆmios invariantes
Seja V um espac¸o vetorial sobre C de dimensa˜o finita. Segundo o isomorfismo Hom(V × · · · × V,C) =
V∗ ⊗ · · · ⊗ V∗, podemos ver uma aplicac¸a˜o k-multilinear sime´trica P : V × · · ·V → C como um elemento da
a´lgebra sime´trica Sk(V∗).
A um elemento P ∈ Sk(V∗) corresponde um polinoˆmio homogeˆneo de grau k em V, P˜ : V → C dado por
P˜(B) = P(B, . . . , B), B ∈ V.
Reciprocamente, dada uma aplicac¸a˜o P˜ : V → C homogeˆnea de grau k, podemos obter P ∈ Sk(V∗) de
modo que P(B, . . . , B) = P˜(B) definindo
P(B1, . . . , Bk) =
1
k!
∂
∂λ1
· · · ∂
∂λk
P˜(λ1B1 + · · ·+ λkBk)
∣∣∣∣
λ=0
.
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Para nossos objetivos vamos considerar o caso em que V = gl(r,C) e´ o espac¸o das matrizes r × r com
coeficientes complexos.
Definic¸a˜o 5.32. Uma forma sime´trica P ∈ Sk(gl(r,C)∗) e´ dito invariante se
P(CB1C−1, . . . , CBkC−1) = P(B1, . . . , Bk), C ∈ GL(r,C), Bj ∈ gl(r,C),
ou equivalentemente, se o polinoˆmio associado P˜ satisfaz
P˜(CBC−1) = P˜(B), C ∈ GL(r,C), B ∈ gl(r,C).
Lema 5.33. Se P˜ e´ um polinoˆmio invariante enta˜o
k
∑
j=1
P(B1, . . . , Bj−1, [B, Bj], Bj+1, . . . , Bk) = 0 (5.20)
para todos B, B1, . . . , Bk ∈ gl(r,C).
Demonstrac¸a˜o. Considere a aplicac¸a˜o exponencial gl(r,C) 3 B 7→ eB ∈ GL(r,C). Como P˜ e´ invariante, temos,
para C = etB, que P(etBB1e−tB, . . . , etBBke−tB) = P(B1, . . . , Bk) para todo t. Da linearidade de P e do fato que
d
dt (e
tBBje−tB)|t=0 = BBj − BjB = [B, Bj] obtemos
0 =
d
dt
P(etBB1e−tB, . . . , etBBke−tB)
∣∣∣∣
t=0
=
k
∑
j=1
P(B1, . . . , Bj−1, [B, Bj], Bj+1, . . . , Bk).
Observac¸a˜o 5.34. A definic¸a˜o e o lema acima podem ser enunciados em um contexto mais geral. Seja G
um grupo de Lie, g sua a´lgebra de Lie e considere Ad : G → GL(g) a representac¸a˜o adjunta de G. Essa
representac¸a˜o induz uma representac¸a˜o em g∗ via (Ad(g) · f )(X) = f (Ad(g−1)X) e se estende por derivac¸a˜o
a uma ac¸a˜o em g∗ ⊗ · · · ⊗ g∗. Essa ac¸a˜o se restringe ao espac¸o Sk(g∗) dos tensores sime´tricos. Neste caso,
dizemos que P ∈ Sk(g∗) e´ invariante se Ad(g) · P = P para todo g ∈ G e P sera´ invariante se e somente se
∑ki=1 P(X1, . . . , adX(Xi), . . . , Xk) = 0 para todos X, X1, . . . , Xk ∈ g.
No caso particular em que G = GL(r,C) e g = gl(r,C) temos Ad(C) · B = CBC−1 e adA(B) = [A, B], e
portanto recuperamos a invariaˆncia acima bem como a sua caracterizac¸a˜o em termos do colchete.
Seja um fibrado vetorial complexo de posto r sobre uma variedade M.
A escolha de uma trivializac¸a˜o ψ : E|U → U ×Cr induz por conjugac¸a˜o um isomorfismo Φ : End(E)|U '
U × gl(r,C), isto e´, Φ(t) = ψ ◦ t ◦ ψ−1. Usando esse isomorfismo podemos calcular uma k-forma sime´trica
P ∈ Sk(gl(r,C)) em uma k-upla de endomorfismos t1, . . . , tk ∈ End(E)(U), fazendo
P(t1, . . . , tk) = P(Φ(t1), . . . ,Φ(tk)),
e obtemos assim uma func¸a˜o P : End(E)|U × · · · × End(E)|U → C.
Note que a definic¸a˜o acima independe da trivializac¸a˜o, pois uma outra trivializac¸a˜o sera´ da forma ψ′ =
F ◦ ψ onde F(x, v) = (x, ϕ(x) · v) com ϕ : U → GL(r,C) de modo que o isomorfismo induzido em End(E)|U e´
dado por Φ′ = ϕ ·Φ · ϕ−1. Como P e´ invariante concluimos que P(Φ(t1), . . . ,Φ(tk)) = P(Φ′(t1), . . . ,Φ′(tk)).
O fato da definc¸a˜o independer da trivializac¸a˜o tambe´m nos permite definir P globalmente e obtemos uma
func¸a˜o bem definida P : End(E)× · · · × End(E)→ C.
Podemos estender P a formas com valores em End(E) e obtemos assim uma aplicac¸a˜o multilinear
P :
∧i1 End(E)× · · · ×∧ik End(E) −→ ∧i1+···+ik (TCM)∗
P(α1 ⊗ t1, . . . , αk ⊗ tk) = (α1 ∧ · · · ∧ αk)P(t1, . . . , tk),
que induz uma aplicac¸a˜o nos feixes de formas com valores em End(E)
P : Ai1(End(E))× · · · × Aik (End(E)) −→ Ai1+···+ikM,C .
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Note que, como P ∈ Sk(gl(r,C)) e´ sime´trica, a aplicac¸a˜o definida acima e´ graduado sime´trica e ale´m disso
β ∧ P(γ1, . . . ,γk) = (−1)l(i1+···+ij−1)P(γ1, . . . , β ∧ γj, . . . ,γk), β ∈ AlM,C. (5.21)
Antes de continuarmos e´ conveniente definirmos a operac¸a˜o
? : Ak(End(E))×Al(End(E)) −→ Ak+l(End(E))
(α⊗ s, β⊗ t) 7−→ (α ∧ β)⊗ (s ◦ t)
e o colchete de dois elementos A ∈ Ak(End(E)) e B ∈ Al(End(E)) por
[A, B] = A ? B− (−1)kl B ? A.
Com essa convenc¸a˜o temos, do lema 5.33, que se P e´ uma forma invariante enta˜o a aplicac¸a˜o induzida nas
formas com valores em End(E) satisfaz
k
∑
j=1
(−1)l(i1+···+ij−1)P(γ1, . . . ,γj−1, [a,γj],γj+1, . . . ,γk) = 0, γj ∈ Aij(End(E)), a ∈ Al(End(E)). (5.22)
Para verificar a fo´rmula acima podemos supor que γj = αj ⊗ tj e a = β ⊗ t. Fixada uma trivializac¸a˜o
local sobre U seja Φ : End(E)|U ' U × gl(r,C) o isomorfismo induzido e denote Bi = Φ(ti), B = Φ(t),
ηi = Φ(γi) = αi ⊗ Bi e A = Φ(a) = β⊗ B.
Temos enta˜o que
P(γ1, . . . , [a,γj]), . . . ,γk)|U def= P(η1, . . . , [A, ηj], . . . , ηk)
= P(η1, . . . , β ∧ αjBBj − (−1)lijαj ∧ βBjB, . . . , ηk)
= P(η1, . . . , β ∧ αjBBj − β ∧ αjBjB, . . . , ηk)
= P(η1, . . . , β ∧ αjBBj, . . . , ηk)− P(η1, . . . , β ∧ αjBjB, . . . , ηk)
= α1 ∧ · · · ∧ β ∧ αj ∧ · · · ∧ αk[(P(B1, . . . , BBj, . . . , Bk)− P(B1, . . . , BjB, . . . , Bk)]
= (−1)l(i1+···+ij−1)β ∧ α1 ∧ · · · ∧ αkP(B1, . . . , [B, Bj], . . . , Bk),
e portanto somando e usando o lema 5.33 obtemos
k
∑
j=0
(−1)l(i1+···+ij−1)P(γ1, . . . , [a,γj]), . . . ,γk)|U = β ∧ α1 ∧ · · · ∧ αk
k
∑
j=0
P(B1, . . . , [B, Bj], . . . , Bk) = 0.
Lema 5.35. Se P e´ uma forma sime´trica invariante e γj ∈ Aij(End(E)) enta˜o, para toda conexa˜o ∇ em E, temos que
dP(γ1, . . . ,γk) =
k
∑
j=1
(−1)i1+···+ij−1 P(γ1, . . . , d∇(γj), . . . ,γk),
onde d∇ denota a extensa˜o de ∇ a A•(End(E)).
Demonstrac¸a˜o. Por linearidade podemos supor que γi = αi ⊗ ti onde αi e´ uma forma diferencial e ti um
endomorfismo de E. Escolha uma trivializac¸a˜o de E sobre U e denote por si = Φ(ti) o elemento de U× gl(r,C)
obtido de ti por conjugac¸a˜o. Denote βi = αi ⊗ si = Φ(γi).
Da definic¸a˜o de P temos que P(γ1, . . . ,γk)|U = (α1 ∧ · · · ∧ αk)P(s1, . . . , sk) e portanto, da regra de Leibniz
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para formas diferenciais temos que
dP(γ1, . . . ,γk)|U =
k
∑
j=1
(−1)i1+···+ij−1α1 ∧ · · · ∧ dαj ∧ · · · ∧ αkP(s1, . . . , sk) + (−1)i1+···+ikα1 ∧ · · · ∧ αkdP(s1, . . . , sk)
=
k
∑
j=1
(−1)i1+···+ij−1 P(β1, . . . , dαj ⊗ sj, . . . , βk) + (−1)i1+···+ikα1 ∧ · · · ∧ αk
k
∑
j=1
P(s1, . . . , dsj, . . . sk)
=
k
∑
j=1
(−1)i1+···+ij−1 P(β1, . . . , dαj ⊗ sj, . . . , βk) + (−1)i1+···+ik
k
∑
j=1
(−1)ij+1+···+ik P(β1, . . . , αj ∧ dsj, . . . βk)
=
k
∑
j=1
(−1)i1+···+ij−1 P(β1, . . . , dαj ⊗ sj + (−1)ijαj ∧ dsj, . . . , βk)
=
k
∑
j=1
(−1)i1+···+ij−1 P(β1, . . . , dβ j, . . . , βk),
onde, na segunda igualdade usamos o fato de P ser multilinear e na terceira igualdade aplicamos a fo´rmula
(5.21).
A conexa˜o induzida por Φ em U × gl(r,C) sera´ dada por ∇T = dT + AT − TA onde A e´ uma matriz
de 1- formas (veja o exemplo 5.14) e a sua extensa˜o para k-formas com valores em U × gl(r,C) e´ dada por
d∇(Θ) = dΘ + A ∧ Θ − (−1)kΘ ∧ A = dΘ + [A,Θ]. Assim, usando a equac¸a˜o (5.22) e o ca´lculo acima
concluimos que
dP(γ1, . . . ,γk)|U =
k
∑
j=1
(−1)i1+···+ij−1 P(β1, . . . , dβ j, . . . , βk)
=
k
∑
j=1
(−1)i1+···+ij−1 P(β1, . . . , dβ j + [A, β j], . . . , βk)
=
k
∑
j=1
(−1)i1+···+ij−1 P(β1, . . . , d∇(β j), . . . , βk)
=
k
∑
j=1
(−1)i1+···+ij−1 P(γ1, . . . , d∇(γj), . . . ,γk)|U ,
terminando a demonstrac¸a˜o.
Corola´rio 5.36. Seja E um fibrado complexo de posto r sobre M, ∇ uma conexa˜o em E e F∇ ∈ A2(End(E)) sua
curvatura. Enta˜o, para qualquer k-forma sime´trica invariante P em gl(r,C), a forma P˜(F∇) = P(F∇, . . . , F∇) ∈
A2kC (M) e´ fechada.
Demonstrac¸a˜o. Da identidade de Bianchi temos que d∇F∇ = 0 e portanto, usando o lema anterior, concluı´mos
que dP˜(F∇) = P(d∇F∇, F∇, . . . , F∇) + · · ·+ P(F∇, F∇, . . . , d∇F∇) = 0.
Vemos enta˜o que, dada uma conexa˜o ∇ em E e um polinoˆmio invariante P˜ de grau k obtemos uma
classe de cohomologia [P˜(F∇)] ∈ H2k(M,C). O lema a seguir mostra que esta classe independe da conexa˜o
escolhida.
Proposic¸a˜o 5.37. Se ∇ e ∇′ sa˜o duas conexo˜es em E e P˜ e´ um polinoˆmio invariante enta˜o [P˜(F∇)] = [P˜(F∇′)].
Demonstrac¸a˜o. Precisamos mostrar que P˜(F∇) e P˜(F∇′) diferem por uma forma diferencial exata.
Vimos na sec¸a˜o 5.2 que ∇−∇′ = A ∈ A1(End(E)). Considere a famı´lia de conexo˜es dada por ∇t =
∇+ tA. Note que ∇0 = ∇ e ∇1 = ∇′, ou seja, ∇t e´ uma curva no espac¸o afim das conexo˜es ligando ∇ a ∇′.
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A curvatura da conexa˜o ∇t e´ dada por Ft = F + d∇(tA) + tA ? tA = F + td∇A + t2 A ? A, onde F e´ a
curvatura de ∇. Lembrando que um elemento Θ ∈ Ak(End(E)) age em B ∈ Al(End(E)) via B 7→ [Θ, B] =
Θ ? B− (−1)kl B ?Θ temos que
d∇
t
A = d∇A + [tA, A] = d∇A + tA ? A + tA ? A = d∇A + 2tA ? A = d
dt
Ft.
Da identidade de Bianchi para cada ∇t temos que d∇t(Ft) = 0 e portanto, do lema 5.35 e da linearidade
de P temos que
kdP(A, Ft, . . . , Ft) = kP(d∇
t
A, Ft, . . . , Ft) = kP
(
d
dt
Ft, Ft, . . . , Ft
)
=
d
dt
P(Ft, . . . , Ft) =
d
dt
P˜(Ft),
de onde concluimos que
P˜(F∇)− P˜(F∇′) = P˜(F1)− P˜(F0) =
∫ 1
0
d
dt
P˜(Ft) = kd
∫ 1
0
P(A, Ft, . . . , Ft)
e portanto P˜(F∇) e P˜(F∇′) definem a mesma classe em H2k(M,C).
Chegamos agora ao ponto que querı´amos. Dado um fibrado E → M de posto r podemos associar a cada
polinoˆmio homogeˆneo invariante P˜ em gl(r,C) um elemento em H2k(M,C). Em outras palavras, obtivemos
uma aplicac¸a˜o linear
(Skgl(r,C)∗)GL(r,C) −→ H2k(M,C),
onde (Skgl(r,C)∗)GL(r,C) denota o espac¸o dos polinoˆmios invariantes de grau k.
Note ainda que essa associac¸a˜o e´ um homomorfismo de a´lgebras, isto e´, a classe associado ao produto de
dois polinoˆmios P˜ e Q˜ e´ o produto da classe associada a P˜ com a classe associada a Q˜. Obtemos assim um
homomorfismo de a´lgebras
(S∗gl(r,C)∗)GL(r,C) −→ H2∗(M,C),
chamado homomorfismo de Chern-Weil.
As classes de cohomologia obtidas dessa forma sa˜o chamadas classes caracterı´sticas de E. Um dos exem-
plos mais importantes de classes caracterı´sticas sa˜o as chamadas Classes de Chern.
Classes de Chern
As classes de Chern sa˜o definidas tomando como polinoˆmios invariantes os polinoˆmios sime´tricos elementares
nos autovalores de uma matriz.
Um polinoˆmio P ∈ C[x0, . . . , xr] e´ dito sime´trico se P(xσ(1), . . . , xσ(r)) = P(x1, . . . , xn) para toda permutac¸a˜o
σ : {1, . . . , r} → {1, . . . , r}. Os exemplos ba´sicos de polinoˆmios sime´tricos sa˜o os chamados polinoˆmios
sime´tricos elementares, definidos por
e0(x1, . . . , xr) = 1
e1(x1, . . . , xr) = ∑
1≤i≤r
xi
e2(x1, . . . , xr) = ∑
1≤i<j≤r
xixj
e3(x1, . . . , xr) = ∑
1≤i<j<k≤r
xixjxk
...
er(x1, . . . , xr) = x1 · · · xr.
E´ um resultado cla´ssico da teoria de polinoˆmios que qualquer polinoˆmio sime´trico P pode ser escrito
como P(x1, . . . , xr) = Q(e1(x1, . . . , xr), . . . , er(x1, . . . , xr)), onde Q ∈ C[x1, . . . , xr], isto e´, P e´ um polinoˆmio nos
e1, . . . , er.
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Usando os polinoˆmios sime´tricos elementares podemos definir polinoˆmios invariantes em gl(r,C) da se-
guinte maneira. Seja B ∈ gl(r,C) uma matriz e sejam λ1, . . . ,λr seus autovalores. Defina os polinoˆmios
P˜k(B) = ek(λ1, · · · ,λr), k = 0, . . . , r,
e P˜k = 0 se k > r.
Note que a definic¸a˜o de P˜k(B) independe de como ordenamos os autovalores justamente por que os ek sa˜o
sime´tricos.
Como os autovalores de uma matriz sa˜o invariantes por conjugac¸a˜o, vemos que os polinoˆmios P˜k(B) sa˜o
invariantes.
Note que os P˜k podem ser caracterizados pela equac¸a˜o
det(I + B) = 1+ P˜1(B) + P˜2(B) + · · ·+ P˜r(B). (5.23)
Para verificar a igualdade acima note primeiro que se B = diag(λ1, . . . ,λr) enta˜o
det(I + B) =
r
∏
j=1
(1+ λj) = 1+ e1(λ1, . . . ,λr) + · · ·+ er(λ1, . . . ,λr)
e portanto a fo´rmula (5.23) vale para matrizes diagonais. Como ambos os membros sa˜o invariantes por
conjugac¸a˜o vemos que (5.23) vale tambe´m no espac¸o D ⊂ gl(r,C) das matrizes diagonaliza´veis e como D e´
denso em gl(r,C) obtemos a igualdade em toda parte.
Note que e0(B) = 1, e1(B) = trB e er(B) = det B.
Definic¸a˜o 5.38. Seja E um fibrado complexo de posto r sobre M e ∇ uma conexa˜o em E. A k-e´sima forma de
Chern de E com respeito a ∇ e´ a forma diferencial
ck(E,∇) = P˜k
(√−1
2pi
F∇
)
∈ A2kC (M),
e a k-e´sima classe de Chern de E e´ classe de cohomologia
ck(E) = [ck(E,∇)] ∈ H2k(M,C),
que pela proposic¸a˜o 5.37 independe de ∇.
A classe de Chern total de E e´ o elemento
c(E) = c0(E) + c1(E) + . . . + cr(E) ∈ H2∗(M,C).
A proposic¸a˜o a seguir resume as principais propriedades das classes de Chern.
Proposic¸a˜o 5.39. As classes de Chern satisfazem as seguintes propriedades:
1. Naturalidade - Se E e´ um fibrado complexo sobre M e f : M → N e´ uma aplicac¸a˜o diferencia´vel enta˜o c( f ∗E) =
f ∗c(E), onde f ∗ : H∗(M,C)→ H∗(N,C) denota o pullback na cohomologia.
2. Fo´rmula de Whitney - Se E e F sa˜o fibrados sobre M enta˜o c(E ⊕ F) = c(E) · c(F) onde · e´ o produto na
cohomologia induzido pelo produto exterior de formas.
3. Normalizac¸a˜o - A primeira classe de Chern do fibrado tautolo´gico sobre P1 e´ dada por c1(O(−1)) = −[ωFS].
Demonstrac¸a˜o. 1. Seja ∇ uma conexa˜o em E e considere a conexa˜o pullback em f ∗E. Na proposic¸a˜o 5.20,
vimos que sua curvatura e´ dada por Ff ∗∇ = f ∗F∇ e portanto
ck( f ∗E) =
[
P˜k
(√−1
2pi
Ff ∗∇
)]
=
[
P˜k
(√−1
2pi
f ∗F∇
)]
= f ∗
[
P˜k
(√−1
2pi
F∇
)]
= f ∗ck(E).
2. Sejam ∇E, ∇F conexo˜es em E e F respectivamente e considere a conexa˜o ∇ = ∇E +∇F. Da proposic¸a˜o
5.20 sua curvatura e´ F∇ = F∇E ⊕ F∇F . Temos enta˜o que
det(I +
√−1
2pi F∇) = det
 I + √−12pi F∇E 0
0 I +
√−1
2pi F∇F
 = det(I + √−12pi F∇E) · det(I + √−12pi F∇F ),
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e portanto c(E⊕ F) = [det(I +
√−1
2pi F∇)] = [det(I +
√−1
2pi F∇E)] · [det(I +
√−1
2pi F∇F )] = c(E) · c(F).
3. Seja ∇ a conexa˜o de Chern em O(1). Usando a equac¸a˜o (5.19) temos que c1(O(1)) = [
√−1
2pi F] = [ωFS].
Considerando a conexa˜o dual em O(−1) e lembrando que F∇∗ = −F∇ (proposic¸a˜o 5.20) concluimos que
c1(O(−1)) =
[√−1
2pi
F∇∗
]
= −
[√−1
2pi
F∇
]
= −[ωFS].
Observac¸a˜o 5.40. As propriedades 1− 3 da proposic¸a˜o acima caracterizam as classes de Chern e podem ser
usadas como uma definic¸a˜o axioma´tica. Veja por exemplo [11], cap. XII.
Observac¸a˜o 5.41. Seja E um fibrado holomorfo sobre uma variedade complexa X. Nesse caso, as formas de
Chern tera˜o tipo (k, k). Esse fato pode ser visto da seguinte maneira. Considere uma me´trica hermitiana
h e seja ∇ a conexa˜o de Chern associada. Na sec¸a˜o 5.2.2 vimos que F∇ ∈ A1,1(End(E)), de modo que
P˜k(F∇) ∈ Ak,k(X).
Se ale´m disso, X e´ uma variedade de Ka¨hler, de acordo com a decomposic¸a˜o de Hodge (4.23), as classes
de Chern sera˜o de tipo (k, k), isto e´, ck(E) ∈ Hk,k(X).
Para fibrados de linha holomorfos ja´ havı´amos encontrado, na sec¸a˜o 3.3.1, uma definic¸a˜o da primeira
classe de Chern como sendo a imagem de L pela a aplicac¸a˜o de cobordo δ : Pic(X) → H2(X,Z) induzida
pela sequeˆncia exponencial. Vimos tambe´m que essa definic¸a˜o pode ser feita na categoria diferencia´vel (veja
o exemplo 4.83) e que nesse caso a aplicac¸a˜o induzida δ : H1(M, (C∞X )∗)→ H2(M,Z) e´ um isomorfismo.
Considerando a aplicac¸a˜o H2(M,Z) → H2(M,C) induzida pela inclusa˜o de feixes Z ⊂ C podemos
comparar as duas definic¸o˜es. Para uma demonstrac¸a˜o do resultado a seguir consulte [9].
Proposic¸a˜o 5.42. Seja L um fibrado de linha complexo sobre M visto como um elemento de H1(M, (C∞X )∗) e considere
a aplicac¸a˜o de cobordo δ : H1(M, (C∞X )∗)→ H2(M,Z). Enta˜o a imagem de δ(L) pela aplicac¸a˜o natural H2(M,Z)→
H2(M,C) e´ −c1(L).
Corola´rio 5.43. Seja ωFS a forma de Fubini-Study em Pn. Enta˜o a classe de cohomologia c = [ωFS] e´ integral, isto e´,
c pertence a imagem da aplicac¸a˜o natural H2(Pn,Z)→ H2(Pn,C).
Demonstrac¸a˜o. Considere o fibrado O(1) sobre Pn. Usando o resultado da proposic¸a˜o acima temos que
c = [ωFS] = c1(O(1)) = −δ(O(1)) ∈ Im H2(Pn,Z)→ H2(Pn,C).
Exemplo 5.44. Fibrados de Linha sobre Pn. No exemplo 4.75 vimos que o grupo de Picard de Pn e´ isomorfo
a Z, onde o isomorfismo e´ dado por δ = −c1 : Pic(Pn)→ H2(X,Z) ' Z. Sendo assim, Pic(Pn) e´ gerado por
uma pre´-imagem de um gerador de H2(Pn,ω).
Lema 5.45. A classe c = [ωFS] gera H2(Pn,Z).
Demonstrac¸a˜o. O grupo de homologia H2(Pn,Z) tem posto 1 e e´ gerado pela classe de P1 ⊂ Pn. Do Teorema
dos Coeficientes Universais para a cohomologia10 temos que H2(Pn,Z) ' Hom(H2(Pn,Z),Z) e o isomor-
fismo e´ dado pela integrac¸a˜o [α] 7→ (V 7→ ∫V α). Assim, para mostrar que [ωFS] gera H2(Pn,Z) basta mostrar
que
∫
P1 ωFS = 1, o que pode ser visto pelo ca´lculo∫
P1
ωFS =
√−1
2pi
∫
C
1
(1+ |w|2)2 dw ∧ dw¯
=
1
pi
∫
R2
1
(1+ x2 + y2)2
dx ∧ dy
= 2
∫ ∞
0
rdr
(1+ r2)2
= 1,
10O Teorema dos Coeficientes Universais para a cohomologia diz que para todo grupo abeliano de coeficientes G existe uma
sequeˆncia exata 0 → Ext(Hi−1(X,Z), G) → Hi(X, G) → Hom(Hi(X,Z), G) → 0. Em particular, se Hi−1(X,Z) e´ livre enta˜o
Hi(X, G) ' Hom(Hi(X,Z), G). Para uma demonstrac¸a˜o consulte [8].
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onde usamos as substituic¸o˜es w = x +
√−1y e (x, y) = (r cos θ, r sen θ).
Como c1(O(1)) = [ωFS], vemos enta˜o que Pic(Pn) e´ gerado por O(1). Em outras palavras, todo fibrado
de linha sobre Pn e´ isomorfo a algum O(k).
Exemplo 5.46. A Classe de Chern de Pn
Definimos as classes de Chern de uma variedade complexa X por ck(X) = ck(Tx). Vamos calcular a classe
de Chern do espac¸o projetivo.
Da sequeˆncia de Euler 0 → OPn → O(1)⊕n+1Pn → TPn −→ 0 temos que O(1)⊕n+1Pn ' OPn ⊕ TPn como
fibrados vetoriais complexos e portanto c(O(1)⊕n+1Pn ) = c(OPn ⊕ TPn).
Da fo´rmula de Whitney temos que c(OPn ⊕ TPn) = c(OPn) · c(TPn) = c(TPn) pois c(OPn) = 1 e como
c(O(1)) = 1 + c1(O(1)) = 1 + ωFS temos, usando novamente a fo´rmula de Whitney, que c(O(1)⊕n+1Pn ) =
(1+ωFS)n+1.
Concluı´mos portanto que a classe de Chern de Pn e´ dada por
c(Pn) = (1+ωFS)n+1.
5.3.1 A Conjectura de Calabi e me´tricas de Ka¨hler-Einstein
Dada uma variedade diferencia´vel X, uma pergunta comum da Geometria Riemanniana e´ se existem “boas”
me´tricas em X, como por exemplo me´tricas com curvatura seccional constante ou me´tricas de Einstein.
No caso de variedades de Ka¨hler, o mesmo tipo de pergunta pode ser feita: quando uma variedade de
Ka¨hler admite “boas” me´tricas? Nesta sec¸a˜o iremos discutir dois resultados nesta direc¸a˜o. O primeiro deles
e´ a chamada Conjectura de Calabi, que diz que, dada uma variedade de Ka¨hler (X, g) com forma de Ka¨hler
ω, podemos encontrar uma outra me´trica g′ de modo que [ω′] = [ω] e g′ tem curvatura de Ricci especificada.
Mencionaremos tambe´m uma segunda conjectura importante, relacionada a` existeˆncia das chamadas me´tricas
de Ka¨hler-Einstein.
Vamos comec¸ar relembrando algumas definic¸o˜es da Geometria Riemanniana. Se (X, g) e´ uma variedade
riemanniana e D e´ a conexa˜o de Levi-Civita em TX, o tensor de curvatura de (X, g) e´ definido por
R(X, Y)Z = DXDYZ− DYDXZ− D[X,Y]Z,
e o tensor de Ricci e´ o tensor
r(X, Y) = tr(Z 7→ R(Z, X)Y)).
Em um ponto x ∈ X o tensor de Ricci pode ser escrito, em termos de uma base ortonormal {e1, . . . , en} de
TxX, como
r(X, Y) =
n
∑
i=1
g(R(ei, X)Y, ei)
O tensor de curvatura satisfaz as seguintes identidades
g(R(X, Y)Z, W) = g(R(Z, W)X, Y)
R(X, Y)Z + R(Y, Z)X + R(Z, X)Y = 0
g(R(X, Y)Z, W) + g(Z, R(X, Y)W) = 0.
(5.24)
Dessas identidades e´ fa´cil ver que r e´ um tensor sime´trico, e portanto tem o mesmo tipo que g. Dizemos
que a me´trica g e´ uma me´trica de Einstein se existe λ ∈ R tal que r = λg.
Suponha agora que (X, g) seja uma variedade de Ka¨hler.
Definic¸a˜o 5.47. A forma de Ricci de (X, g), denotada por ρ, e´ a 2-forma associada ao tensor de Ricci r, isto e´,
ρ = r(J·, ·).
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Em termos de uma base ortonormal {e1, . . . , e2n} ⊂ TxX a forma de Ricci em x e´ dada por
ρ(X, Y) =
2n
∑
i=1
g(R(ei, JX)Y, ei) =
2n
∑
i=1
g(R(Y, ei)ei, JX). (5.25)
Tanto o tensor de Ricci quanto a forma de Ricci podem ser estendidos de forma C-bilinear a TX ⊗C. Em
particular podemos calcular r e ρ em vetores de T1,0X.
No Exemplo 5.26 vimos que a conexa˜o de Levi-Civita em TX induz naturalmente uma conexa˜o ∇ em
T1,0X que coincide com a conexa˜o de Chern. Ale´m disso, pelos ca´lculos feitos no Exemplo 5.23, o tensor de
curvatura R corresponde a` curvatura F∇ de ∇.
Lema 5.48. Se u, v ∈ T1,0X, a forma de Ricci de (X, g) e´ dada por ρ(u, v) = √−1trC(F∇(u, v)).
Demonstrac¸a˜o. Denote por gC a extensa˜o de g a TCX pela fo´rmula gC(u⊗ λ, v⊗ µ) = λµ¯g(u, v). E´ fa´cil ver
que, segundo o isomorfismo ξ : TX → T1,0X, u 7→ 12 (u−
√−1Ju), a restric¸a˜o de gC a T1,0X corresponde a
1
2 h =
1
2 (g−
√−1ω).
Fixe x ∈ X e escolha uma base ortonormal de TX da forma {x1, . . . , xn, y1, . . . , yn} com yi = Jxi. Considere
os vetores zi = ξ(xi) = 12 (xi −
√−1Jxi) ∈ T1,0x X. Da observac¸a˜o acima temos que os zi’s sa˜o dois a dois
ortogonais e gC(zi, zi) = 2. Assim, os vetores ζi =
√
2zi = 1√2 (xi −
√−1Jxi) formam uma base gC-ortonormal
de T1,0x X.
Da discussa˜o feita no Exemplo 5.23, o endomorfismo F∇(u, v) : T1,0X → T1,0X e´ obtido primeiro esten-
dendo R(u, v) : TX → TX a TCX e depois o restringindo a T1,0X. Vemos portanto que
trF∇(u, v) =
n
∑
i=1
gC(F∇(u, v)ζi, ζi) = 2
n
∑
i=1
gC(F∇(u, v)zi, zi)
=
n
∑
i=1
h(R(u, v)xi, xi) =
n
∑
i=1
[
g(R(u, v)xi, xi)−
√−1ω(R(u, v)xi, xi)
]
=
n
∑
i=1
[
g(R(u, v)xi, xi) +
√−1g(R(u, v)xi, yi)
]
=
√−1
n
∑
i=1
g(R(u, v)xi, yi),
onde na u´ltima igualdade usamos o fato de R(u, v) ser antisime´trico (veja eq. 5.24).
Agora, usando a expressa˜o (5.25), as identidades (5.24) e o fato de R(·, ·) comutar com J obtemos
ρ(u, v) =
n
∑
i=1
[g(R(v, xi)xi, Ju) + g(R(v, yi)yi, Ju)]
=
n
∑
i=1
[−g(R(v, xi)yi, u) + g(R(v, yi)xi, u)]
= −
n
∑
i=1
g(R(yi, xi)v, u)
= −
n
∑
i=1
g(R(u, v)xi, yi),
de onde concluimos que ρ(u, v) =
√−1trC(F∇(u, v)).
Lembrando que a primeira classe de Chern de um fibrado complexo e´ dada por c1(E) = [
√−1
2pi trF∇] e que
c1(X) = c1(T1,0X) vemos que
Corola´rio 5.49. A forma de Ricci ρ e´ uma (1, 1)-forma real e fechada e 2piρ representa a primeira classe de Chern de X,
isto e´, 2piρ ∈ c1(X).
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Como consequeˆncia interessante observamos que a classe de cohomologia da forma de Ricci depende
apenas da estrutura complexa de X, e na˜o da particular escolha de me´trica.
Do corola´rio acima e´ natural perguntar quais (1, 1)-formas reais e fechadas em 2pic1(X) podem ser a forma
de de Ricci de uma me´trica de Ka¨hler em X. A seguinte conjectura foi proposta pelo matema´tico italiano Eu-
genio Calabi, nos anos 1950.
Conjectura de Calabi. Sejam X uma variedade de Ka¨hler compacta, g uma me´trica de Ka¨hler em X e
ω sua forma fundamental. Dada uma (1, 1)-forma real e fechada ρ′ ∈ 2pic1(X) existe uma u´nica me´trica de
Ka¨hler g′ em X com forma fundamental ω′ tal que [ω′] = [ω] e cuja forma de Ricci e´ ρ′.
A Conjectura de Calabi foi respondida afirmativamente pelo matema´tico Shing-Tung Yau no final dos
anos 1970, o que, entre outros feitos, lhe rendeu a Medalha Fields em 1983. Hoje o resultado e´ conhecido
como Teorema de Calabi-Yau. A ideia da demonstrac¸a˜o e´ usar o ∂∂¯-lema para transformar o problema em uma
equac¸a˜o diferencial parcial de segunda ordem na˜o linear, chamada equac¸a˜o de Monge-Ampe`re.
Fixe uma me´trica de Ka¨hler g em X e sejam ω sua forma fundamental e ρ a sua forma de Ricci. Dada uma
(1, 1)-forma real e fechada ρ′ ∈ 2pic1(X) queremos encontrar uma me´trica g′ em X com forma de Ricci ρ′ e
forma fundamental ω′ na mesma classe de ω.
Como [ρ] = 2pic1(X) = [ρ′], vemos, do ∂∂¯-lema (cf. Exemplo 4.68), que existe uma func¸a˜o real f em X tal
que
ρ′ = ρ+
√−1∂∂¯ f .
Pode-se mostrar neste caso que as formas fundamentais satisfazem a relac¸a˜o
(ω′)n = Ae fωn,
onde n e´ a dimensa˜o de X e A e´ uma constante positiva.
Como ω e ω′ sa˜o cohomo´logas temos, pelo teorema de Stokes, que
∫
X(ω
′)n =
∫
X ω
n e portanto, lema-
brando que n!volg = ωn, a equac¸a˜o acima diz que
A
∫
X
e f volg = Vol(X).
Esta discussa˜o nos leva a uma segunda versa˜o da Conjecura de Calabi.
Conjectura de Calabi (II). Sejam X uma variedade de Ka¨hler compacta, g uma me´trica de Ka¨hler em X
e ω sua forma fundamental. Seja f ∈ C∞(X;R) e defina A > 0 pela equac¸a˜o A ∫X e f volg = Vol(X). Enta˜o
existe uma u´nica me´trica de Ka¨hler g′ em X com forma fundamental ω′ tal que [ω′] = [ω] e (ω′)n = Ae fωn.
Note que a versa˜o acima ja´ na˜o faz menc¸a˜o a` forma de Ricci. Em vez de prescrever ρ′, podemos pensar no
problema de Calabi como o de encontrar me´tricas de Ka¨hler g′ prescrevendo a forma volume volg′ . De fato,
a forma volume de X pode ser escrita como Fvolg, onde F e´ uma func¸a˜o real e a versa˜o acima da Conjectura
de Calabi diz que se F for positiva e Fvolg tiver o mesmo volume total que a me´trica original enta˜o podemos
encontrar uma u´nica g′ de Ka¨hler com volg′ = Fvolg.
Podemos simplificar o problema um pouco mais. Da condic¸a˜o [ω′] = [ω] obtemos, aplicando novamente
o ∂∂¯-lema, uma func¸a˜o real ϕ em X tal que
ω′ = ω+
√−1∂∂¯ϕ,
que e´ u´nica a menos de uma constante. Assim, se impusermos a condic¸a˜o
∫
X ϕvolg = 0, determinamos ϕ
univocamente. Obtemos assim uma terceira versa˜o da conjectura.
Conjectura de Calabi (III). Sejam X uma variedade de Ka¨hler compacta, g uma me´trica de Ka¨hler em X
e ω sua forma fundamental. Seja f ∈ C∞(X;R) e defina A > 0 pela equac¸a˜o A ∫X e f volg = Vol(X). Enta˜o
existe uma u´nica func¸a˜o ϕ ∈ C∞(X;R) tal que
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(i) ω+
√−1∂∂¯ϕ e´ uma (1, 1)-forma positiva,
(ii)
∫
X ϕvolg = 0,
(iii) (ω+
√−1∂∂¯ϕ)n = Ae fωn em X.
Em termos de um sistema de coordenadas holomorfas z1, . . . , zn a equac¸a˜o (iii) acima pode ser reescrita
como
det
(
hij +
∂2ϕ
∂zi∂z¯j
)
= Ae f det(hij), (5.26)
onde hij = h( ∂∂zi ,
∂
∂z¯j
) sa˜o os coeficientes da me´trica nessas coordenadas.
A equac¸a˜o (5.26) e´ chamada equac¸a˜o de Monge-Ampe`re e a prova da Conjectura de Calabi dada por Yau
consiste mostrar que ela admite uma u´nica soluc¸a˜o suave.
Uma segunda conjectura importante da Geometria Diferencial Complexa diz respeito a` existeˆncia de
me´tricas de Ka¨hler-Einstein.
Definic¸a˜o 5.50. Seja X uma variedade complexa. Uma me´trica g em X e´ dita uma me´trica de Ka¨hler-Einstein
se g e´ ao mesmo tempo uma me´trica de Ka¨hler e uma me´trica de Einstein.
Equivalentemente, uma me´trica g e´ de Ka¨hler-Einstein se g e´ de Ka¨hler e sua forma de Ricci ρ satisfaz
ρ = λω, (5.27)
onde ω e´ a forma fundamental de g e λ ∈ R e´ uma constante.
Dizemos que X e´ uma variedade de Ka¨hler-Einstein se X admite uma me´trica de Ka¨hler-Einstein.
Observe que quando λ = 0 temos que ρ = 0 e portanto r = 0. Neste caso dizemos que a me´trica g e´
Ricci-flat.
Como ω e´ uma (1, 1)-forma positiva (cf. Definic¸a˜o 4.26), a condic¸a˜o (5.27) mostra que se g e´ uma me´trica
de Ka¨hler-Einstein enta˜o vale uma das seguintes condic¸o˜es: a) ρ = 0, b) ρ e´ positiva ou c) ρ e´ negativa (i.e.,
−ρ e´ positiva).
Essas condic¸o˜es se refletem, pelo corola´rio 5.49, em condic¸o˜es na primeira classe de Chern de X. Dizemos
que uma classe de cohomologia c ∈ H2(X,R) e´ positiva, e escrevemos c > 0, se c pode ser representada por
uma forma positiva. Dizemos que c e´ negativa, e escrevemos c < 0, se −c e´ positiva. Como [ρ] = 2pic1(X), a
equac¸a˜o (5.27) implica que c1(X) = λ2pi [ω], de onde obtemos o seguinte resultado.
Proposic¸a˜o 5.51. Se X uma variedade de Ka¨hler-Einstein enta˜o vale uma das seguintes condic¸o˜es:
1. c1(X) = 0
2. c1(X) > 0
3. c1(X) < 0.
Uma pergunta natural e´ se a validade de uma das condic¸o˜es acima e´ suficiente para a existeˆncia de me´tricas
de Ka¨hler-Einstein. No caso c1(X) = 0 a resposta e´ afirmativa, o que segue do Teorema de Calabi-Yau.
Teorema 5.52. Seja X uma variedade de Ka¨hler compacta com c1(X) = 0. Enta˜o existe uma me´trica de Ka¨hler Ricci-
flat g em X. Ale´m disso, se ω denota a forma fundamental de g, enta˜o g e´ a u´nica me´trica Ricci-flat em X com forma
fundamental na classe de ω.
Demonstrac¸a˜o. Tomando ρ′ = 0 ∈ 2pic1(X), o Teorema de Calabi-Yau diz que existe uma u´nica me´trica g em
X com forma de Ricci ρ = 0 e com a classe [ω] especificada.
Observac¸a˜o 5.53. As variedades complexas compactas com c1(X) = 0 sa˜o chamadas variedades de Calabi-Yau
e sa˜o importante na Fı´sica. Em uma das possı´veis formulac¸o˜es da Teoria de Supercordas o espac¸o e´ dado
localmente como um produto M3,1 × X, onde M3,1 e´ o espac¸o de Minkowski e X e´ uma variedade de Calabi-
Yau de dimensa˜o (complexa) 3. A variedade X e´ “pequena” com relac¸a˜o a M3,1, o que explica por que alguns
fenoˆmenos na˜o podem ser observados nos experimentos atuais.
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A condic¸a˜o c1(X) < 0 tambe´m e´ suficiente para a existeˆncia de me´tricas de Ka¨hler-Einstein. O seguinte
resultado foi mostrado independentemente por Thierry Aubin e Shing-Tung Yau.
Teorema 5.54. (Teorema de Aubin-Yau) Se X e´ uma variedade de Ka¨hler compacta com c1(X) < 0 enta˜o X admite,
a menos de uma constante multiplicativa, uma u´nica me´trica de Ka¨hler-Einstein.
No caso positivo, a condic¸a˜o c1(X) > 0 na˜o´ e´ suficiente para existeˆncia de me´tricas de Ka¨hler-Einstein.
Nos anos 1980 descobriu-se uma outra obstruc¸a˜o, que e´ o anulamento do chamado invariante de Futaki, FutX .
Em 1990, Gang Tian mostrou que, quando dim X = 2, o anulamento de FutX e´ uma condic¸a˜o suficiente para
a existeˆncia de me´tricas de Ka¨hler-Einstein e, em 2004, foi provado por X.J Wang e Z.H.Zhu que ela tambe´m
e´ suficiente no caso de variedades to´ricas. No entanto, em 1997, o pro´prio Tian construiu um contraexemplo
para a conjectura, exibindo uma variedade compacta com c1(X) > 0, FutX = 0 mas que na˜o admite nenhuma
me´trica de Ka¨hler-Einstein.
Atualmente acredita-se que a existeˆncia de me´tricas de Ka¨hler-Einstein em variedades com classe de
Chern positiva esteja relacionada com algumas condic¸o˜es de estabilidade no contexto da Teoria de Invari-
antes Geome´trica. Uma discussa˜o sobre o assunto pode ser encontrada em [19].
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Capı´tulo 6
Topologia de Variedades Complexas
Neste capı´tulo vamos estudar alguns aspectos topolo´gicos de variedades complexas. Demonstraremos dois
resultados principais. O primeiro diz respeito a` homologia de subvariedades complexas fechadas de CN ,
as chamadas variedades de Stein, e como consequeˆncia dele obteremos o Teorema de Hiperplanos de Lefs-
chetz, que permite estudar a topologia de uma variedade alge´brica projetiva por meio das suas sec¸o˜es de
hiperplanos. A apresentac¸a˜o dada aqui e´ inspirada no artigo de Aldo Andreotti e Theodore Frankel [1].
A demonstrac¸a˜o do primeiro teorema e´ um dos inu´meros exemplos de aplicac¸a˜o da Teoria de Morse, que
recordaremos a seguir. A refereˆncia cla´ssica e´ o livro de J. Milnor [13]. Para um tratamento mais moderno
consulte o livro de R. Palais e C. Terng [18].
6.1 Teoria de Morse
A ideia da Teoria de Morse e´ estudar a topologia de uma variedade diferenca´vel M olhando para os pontos
crı´ticos de uma func¸a˜o suave f : M→ R.
Vamos recordar algumas definic¸o˜es ba´sicas.
Seja M uma variedade diferencia´vel e fixemos f : M → R uma func¸a˜o diferencia´vel em M. Um ponto
p ∈ M e´ um ponto crı´tico de f se d fp = 0. E´ fa´cil ver que se p e´ um ponto de ma´ximo ou mı´nimo local de f
enta˜o p e´ um ponto crı´tico. A imagem c = f (p) de um ponto crı´tico e´ chamado valor crı´tico de f . Um ponto
regular e´ um ponto que na˜o e´ crı´tico e um nu´mero c ∈ R e´ um valor regular se f−1(c) na˜o conte´m nenhum
ponto crı´tico 1.
Dado c ∈ R defina os seguintes subconjuntos de M
Mc = {x ∈ M : f (x) ≤ c} e Mc− = {x ∈ M : f (x) < c}.
Do teorema da func¸a˜o implı´cita e´ fa´cil ver que se c e´ um valor regular enta˜o Mc e´ uma variedade com
bordo ∂M = f−1(c). O resultado central da Teoria de Morse descreve como a topologia de Mc varia conforma
aumentamos c (Teorema 6.12).
Se p e´ um ponto crı´tico de f definimos o hessiano de f em p como sendo a forma bilinear
Hessp( f ) : Tp M× Tp M −→ R
Hessp( f )(X, Y) = X(Y˜ f )(p),
onde Y˜ e´ uma extensa˜o de Y a um campo local em M.
Note que se X˜ e´ uma extensa˜o de X a um campo local temos que
X˜(Y˜ f )(p)− Y˜(X˜ f )(p) = [X, Y]p( f ) = d fp([X, Y]) = 0.
Em particular isso mostra que X(Y˜ f )(p) = Y(X˜ f )(p) independe da extensa˜o de Y escolhida e que Hessp( f )
e´ uma forma bilinear sime´trica em Tp M.
1Em paricular todo nu´mero c ∈ R \ f (M) e´ um valor regular.
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Observac¸a˜o 6.1. Note que a definic¸a˜o acima so´ se aplica ao pontos crı´ticos de f . Podemos definir o Hessiano
de maneira global com a ajuda de uma conexa˜o.
Seja ∇ uma conexa˜o em TM e considere sua extensa˜o ao fibrado de tensores. Definimos enta˜o o hessiano
de f com respeito a ∇ como sendo o 2-tensor Hess∇( f ) = ∇d f .
Do fato de ∇X agir como derivac¸a˜o e comutar com as contrac¸o˜es temos que X˜(Y˜ f ) = d f (∇X˜Y˜) +
Hess∇( f )(X˜, Y˜) e portanto, se p e´ um ponto crı´tico de f , recuperamos a definic¸a˜o acima: Hess∇( f )(X˜, Y˜)(p) =
X˜(Y˜ f )(p) = Hessp( f ).
Observac¸a˜o 6.2. Se M possuir uma me´trica riemanniana g podemos representar Hessp( f ) por um operador
linear autoadjunto em Tp M, isto e´, existe hessp( f ) : Tp M→ Tp M tal que
Hessp( f )(X, Y) = gp(hessp( f )X, Y), X, Y ∈ Tp M.
Definic¸a˜o 6.3. Um ponto crı´tico p e´ na˜o degenerado se a aplicac¸a˜o bilinear Hessp( f ) e´ na˜o degenerada, ou
equivalentemente se o operador linear hessp( f ) e´ um isomorfismo.
O ı´ndice de um ponto crı´tico na˜o degenerado e´ o indice da forma bilinear Hessp( f ), isto e´, e´ a ma´xima
dimensa˜o de um subespac¸o W ⊂ Tp M tal que Hessp( f )|W×W e´ negativa definida. Equivalentemente o ı´ndice
de p e´ o nu´mero de autovalores negativos de hessp( f ).
Uma func¸a˜o f : M→ R e´ dita uma func¸a˜o de Morse se todos os seus pontos crı´ticos sa˜o na˜o degenerados.
Exemplo 6.4. Considere M = Rn e f : Rn → R a func¸a˜o f (x1, . . . , xn) = −x21− x22− · · · − x2λ+ x2λ+1 + · · ·+ x2n.
Neste caso temos que o u´nico ponto crı´tico de f e´ a origem e como hess0( f ) = diag(−2, . . . ,−2, 2, . . . , 2) (com
−2 aparecendo λ vezes) vemos que o ı´ndice de f na origem e´ igual a λ.
O lema a seguir mostra que exemplo acima serve de modelo local para o comportamento de uma func¸a˜o
em torno de um ponto crı´tico na˜o degenerado de ı´ndice λ. Para uma demonstrac¸a˜o consulte [13].
Lema 6.5. Lema de Morse. Seja p um ponto crı´tico na˜o degenerado de f de ı´ndice λ. Enta˜o existe um difeomorfismo
ϕ : U → ϕ(U) ⊂ Rn definido em uma vizinhanc¸a U de p tal que ϕ(p) = 0 e
f ◦ ϕ−1(x1, . . . , xn) = f (p)− x21 − x22 − · · · − x2λ + x2λ+1 + · · ·+ x2n.
para (x1, . . . , xn) ∈ ϕ(U).
A forma local acima mostra, em particular, que p e´ o u´nico ponto crı´tico de f em U.
Corola´rio 6.6. O conjunto dos pontos crı´ticos na˜o degenerados de f e´ discreto em M.
Existeˆncia de func¸o˜es de Morse para subvariedades do RN
Seja M uma subvariedade de RN e q ∈ Rn \M. Vamos denotar por Lq o quadrado da func¸a˜o distaˆncia a q em
M, isto e´
Lq : M −→ R
Lq(x) =
1
2
||x− q||2.
O fator 12 e´ uma convenc¸a˜o e como veremos simplifica alguns ca´lculos.
O objetivo e´ mostrar que Lq e´ uma func¸a˜o de Morse em M para quase todo q ∈ Rn \M.
Antes de continuar vamos recordar algumas definic¸o˜es e resultados ba´sicos da teoria de subvariedades do
RN .
Dado um ponto p ∈ M, o espac¸o normal a M e´ p e´ o espac¸o νp M = Tp M⊥ e definimos o fibrado normal
de M como sendo ν(M) =
⋃
p∈M νp M. Na˜o e´ difı´cil ver que ν(M) e´ um fibrado vetorial sobre M cujo posto e´
igual a codimensa˜o de M em RN .
Um campo de vetores ξ definido em um aberto U ⊂ M e´ um campo normal se ξ(p) ⊥ Tp M para todo p ∈ U.
Em outras palavras, um campo normal e´ uma sec¸a˜o local de ν(M). Dado um campo normal, definimos o
operador de Weingarten
Aξ : Tp M −→ Tp M
Aξ(v) = −(∇v ξ˜)>(p),
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para p ∈ U, onde u 7→ u> denota a projec¸a˜o ortogonal de RN em Tp M, ∇ e´ a conexa˜o de Levi-Civita em RN
e ξ˜ e´ uma extensa˜o de ξ a um campo local em RN .
O operador Aξ e´ auto-adjunto e portanto podemos associa´-lo a uma forma bilinear sime´trica, chamada
segunda forma fundamental com relac¸a˜o a ξ no ponto p
I Iξ(u, v) = 〈Aξ(u), v〉, u, v ∈ Tp M.
E´ fa´cil ver que a diferencial de Lq em um ponto p ∈ M e´ dada por
(dLq)p · v = 〈p− q, v〉, v ∈ Tp M, (6.1)
e portanto p e´ um ponto crı´tico de Lq se e somente se o vetor p− q e´ normal a M em p.
Lema 6.7. O hessiano da func¸a˜o Lq em um ponto crı´tico p ∈ M e´ dado por hessp(Lq) = I− Aξ , onde ξ = q− p ∈ νp M.
Demonstrac¸a˜o. Sejam X, Y ∈ Tp M e seja Y˜ uma extensa˜o de Y a um campo local em M. Por definic¸a˜o temos
que Hessp(Lq)(X, Y) = X(Y˜Lq)(p). Da fo´rmula (6.1) temos que Y˜(Lq) = (dLq) · Y˜ = 〈I − q, Y˜〉 e portanto
X(Y˜(Lq)) = X〈I − q, Y˜〉 = 〈X, Y˜〉+ 〈I − q, XY˜〉.
Seja ξ˜ uma extensa˜o de ξ = q − p ∈ νp M a uma sec¸a˜o local de ν(M). Como 〈ξ˜, Y˜〉 = 0 temos que 0 =
X〈ξ˜, Y˜〉 = 〈Xξ˜, Y˜〉+ 〈ξ˜, XY˜〉 e portanto
〈I − q, XY˜〉(p) = 〈−ξ˜, XY˜〉 = 〈Xξ˜, Y˜〉 = −〈Aξ(X), Y〉,
onde usamos que Xξ˜ = ∇X ξ˜ e que Y˜ e´ tangente a M.
Combinando as duas fo´rmulas acima obtemos
Hessp(Lq)(X, Y) = X(Y˜Lq)(p) = 〈X, Y〉 − 〈AξX, Y〉 = 〈(I − Aξ)X, Y〉,
e portanto hessp(Lq) = I − Aξ .
A exponencial normal de M e´ a restric¸a˜o exp⊥ : ν(M)→ RN da exponencial Riemannina exp : TRN → RN
ao fibrado normal de M. Note que exp⊥ nada mais e´ que a translac¸a˜o νx M 3 v 7→ x + v ∈ RN .
Definic¸a˜o 6.8. Um ponto q = exp⊥(p, v) na imagem da exponencial normal e´ dito um ponto focal de M com
relac¸a˜o a x se q e´ um valor crı´tico de exp⊥, ou seja, se a diferencial d exp⊥(x,v) : T(x,v)ν(M) → RN na˜o e´ um
isomorfismo.
O lema a seguir mostra que os pontos focais esta˜o intimamente relacionados com os pontos crı´ticos da
func¸a˜o distaˆncia.
Antes de continuarmos observe que a conexa˜o ∇ induz uma decomposic¸a˜o natural do espac¸o tangente a
ν(M) em um ponto (x, v)
T(x,v)ν(M) = Tx M⊕ νx M,
O isomorfismo e´ dado por Tν(M) 3 ddt ξ(t) 7→ ( ddtpi(ξ(t)), ∇
⊥
dt ξ(t)), onde pi : ν(M) → M e´ a projec¸a˜o
natural e ∇⊥dt e´ a derivada covariante induzida pela conexa˜o normal em ν(M).
Dado um vetor z ∈ T(x,v)ν(M) denotaremos por z> sua componente em Tx M e por z⊥ sua componente
em νx M.
Lema 6.9. Um ponto q = exp⊥(p, v) e´ focal se e somente se p e´ um ponto crı´tico degenerado de Lq.
Demonstrac¸a˜o. Primeiramente note que se q esta´ na imagem da exponencial normal, temos que p− q e´ normal
a M em p e portanto p e´ um ponto crı´tico de Lq. Reciprocamente, se p e´ um ponto crı´tico de Lq enta˜o p− q e´
normal a M e portanto q = p + (q− p) = exp⊥p (q− p) esta´ na imagem da exponencial normal.
Seja γ(t) = (X(t), V(t)) uma curva em ν(M) onde X e´ uma curva em M com X(0) = p e X′(0) = u e V e´
um campo normal ao longo de X com V(0) = v.
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Temos enta˜o que
d exp⊥(x,v) ·γ′(0) =
d
dt
(
exp⊥(γ(t))
)∣∣∣∣
t=0
=
d
dt
(
X(t) +V(t)
)∣∣
t=0
= X′(0) +V′(0) = X′(0) +V′(0)> +V′(0)⊥.
Agora, em RN , a derivada covariante de um campo ao longo de uma curva coincide com a derivada usual,
e portanto temos que V′(t) = Ddt V(t) = ∇X′ V˜(t), onde Ddt denota a derivada covariante ao longo de X e V˜ e´
uma extensa˜o local de V.
Vemos assim que V′(0)> = (∇X′ V˜)>(0) = −(AV(X′))(0) = −Av(X′(0)), e portanto
d exp⊥(x,v) ·γ′(0) = X′(0)− Av(X′(0)) +V′(0)⊥ = (I − Av)(X′(0)) +V′(0)⊥.
Tomando agora X(t) = p constante e V(t) = v + tz com z ∈ νx M temos que γ′(0) = (0, z) e portanto
vemos que d exp⊥(x,v) ·(0, z) = z, isto e´, d exp⊥(x,v) se restringe a identidade em νp M. Sendo assim, vemos da
equac¸a˜o acima que d exp⊥(x,v) na˜o sera´ um isomorfismo se e somente se I − Aξ = hessp(Lq) for degenerada,
ou seja, se e somente se p e´ um ponto crı´tico degenerado de Lq.
Corola´rio 6.10. Se q na˜o e´ um ponto focal de M enta˜o Lq : M→ R e´ uma func¸a˜o de Morse.
Corola´rio 6.11. A func¸a˜o Lq e´ de Morse para quase todo q ∈ RN \M.
Demonstrac¸a˜o. Do lema acima vemos que os pontos q ∈ RN \M tais que Lq na˜o e´ de Morse sa˜o exatamente os
valores crı´ticos da exponecial normal exp⊥ : ν(M)→ RN e, pelo teorema de Sard2, esse conjunto tem medida
nula.
6.1.1 O Teorema Fundamental e as Desigualdades de Morse
O resultado central da Teoria de Morse descreve como a topologia dos subnı´veis Ma muda conforme a au-
menta.
Na˜o e´ difı´cil ver, usando o fluxo do gradiente de f , que se [a, b] na˜o conte´m nenhum valor crı´tico enta˜o a
topologia na˜o muda quando passamos de a para b, pois nesse caso o campo gradiente na˜o tem singularidades
em f−1([a, b]).
A situac¸a˜o e´ mais complicada se [a, b] contiver um valor crı´tico. O que ocorre nesse caso e´ que Ma e´ obtido
de Mb pela junc¸a˜o de alc¸as, cujo tipo depende dos ı´ndices dos pontos crı´ticos em questa˜o. Se P ⊂ N sa˜o
variedades com bordo de mesma dimensa˜o n, dizemos que N e´ obtida de P pela junc¸a˜o de uma alc¸a de tipo λ se
existe um fechado H ⊂ N e uma aplicac¸a˜o α : D¯n−λ × D¯λ → H (onde D¯k denota o disco unita´rio fechado em
Rk) satisfazendo as seguintes condic¸o˜es
1. N = P ∪ H,
2. A restric¸a˜o de α a D¯n−λ × Sλ−1 define um homeomorfismo D¯n−λ × Sλ−1 ' H ∩ ∂P
3. A restric¸a˜o de α a D¯n−λ × Dλ define um homeomorfismo D¯n−λ × Dλ ' N \ P.
Note que nesse caso N tem o mesmo tipo de homotopia que P unido com um λ-ce´lula, pois podemos contrair
a imagem do disco fechado D¯n−λ em N.
Teorema 6.12. Teorema Fundamental da Teoria de Morse Seja f uma func¸a˜o de Morse limitada inferiormente em
M e suponha que Ma e´ compacto para todo a ∈ R. Enta˜o
A. Se f na˜o tem nenhum valor crı´tico no intervalo [a, b] enta˜o Mb e Ma sa˜o difeomorfos.
B. Se c e´ o u´nico valor crı´tico no intervalo (a, b) e p1, . . . , pk ∈ f−1(c) sa˜o os pontos crı´ticos no nı´vel c com
indpi = λi enta˜o M
b e´ obtido de Ma pela junc¸a˜o de uma λi-alc¸a para cada pi. Em particular Mb tem o mesmo
tipo de homotopia que Ma unido com uma λi-ce´lula para cada pi.
2O Teorema de Sard diz que se f : M → N e´ uma func¸a˜o suave entre duas variedades enta˜o o conjunto dos valores crı´ticos de f tem
medida nula em M.
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Para uma demonstac¸a˜o consulte [18], capı´tulo 9.
As desigualdades de Morse exprimem a diferenc¸a dos polinoˆmios
Ma(t) =
n
∑
i=0
µi(a) · ti e Pa(t) =
n
∑
i=0
bi(a) · ti,
onde µi(a) e´ o nu´mero de pontos crı´ticos de f de ı´ndice i cujos valores crı´ticos na˜o excedem a e bi(a) =
dim Hi(Ma, k) e´ o i-e´simo nu´mero de Betti do subnı´vel Ma com relac¸a˜o a um corpo de coeficientes fixado k.
Teorema 6.13. Desigualdades de Morse Nas condic¸o˜es do teorema anterior, se a na˜o e´ um valor crı´tico de f , a diferenc¸a
dos polinoˆmiosMa(t) e Pa(t) satisfaz
Ma(t)−Pa(t) = Qa(t)(1+ t), (6.2)
onde Qa(t) e´ um polinoˆmio com coeficientes inteiros na˜o negativos. Consequentemente temos que
b0(a) ≤ µ0(a)
b1(a)− b0(a) ≤ µ1(a)− µ0(a)
...
bk(a)− bk−1(a) + · · ·+ (−1)kb0(a) ≤ µk(a)− µk−1(a) + · · · (−1)kµ0(a)
(6.3)
e finalmente
bk(a) ≤ µk(a). (6.4)
Usando o Teorema 6.12 podemos esboc¸ar a demonstrac¸a˜o do teorema acima. Para tanto vamos relembrar
alguns fatos de topologia alge´brica. Para mais detalhes consulte [8].
Seja X um espac¸o topolo´gico e A ⊂ X um subespac¸o. Denote por C•(X; G) e por C•(A; G) o espac¸o das
cadeias singulares de X e A com coeficientes no grupo abeliano G e seja Ci(X, A) = Ci(X)/Ci(A). Como
o operador de bordo ∂ : Ci(A; G) → Ci−1(A; G) e´ a restric¸a˜o de ∂ : Ci(X; G) → Ci−1(X; G), obtemos um
operador de bordo bem definido no quociente ∂ : Ci(X, A; G) → Ci−1(X, A; G). Os grupo de homologia do
par (X, A) ou homologia relativa de X e A com coeficientes em G sa˜o definidos por
Hi(X, A; G) =
ker ∂ : Ci(X, A; G)→ Ci−1(X, A; G)
Im ∂ : Ci−1(X, A; G)→ Ci(X, A; G) .
Da pro´pria definic¸a˜o de C•(X, A; G) e do operador de bordo obtemos uma sequeˆncia exata de complexos
0 −→ C•(A; G) −→ C•(X; G) −→ C•(X, A; G) −→ 0,
de onde obtemos uma sequeˆncia exata longa relacionando a homologia do par (X, A) com as homologias de
X e A:
· · · → Hi(A; G)→ Hi(X; G)→ Hi(X, A; G)→ Hi−1(A; G)→ Hi−1(X; G)→ Hi−1(X, A; G)→ · · · . (6.5)
No decorrer do argumento vamos supor que G = k e´ um corpo fixado e denotaremos simplesmente por
Hi(X), Hi(A) e Hi(X, A) os grupos de cohomologia com coeficientes em k.
Para demonstrar as desigualdades de Morse vamos analisar como a diferenc¸a ∆a(t) dos polinoˆmios em
questa˜o se comportam nos subconjuntos Ma conforme a passa por um ponto crı´tico.
Como f e´ limitada inferiormente temos que ∆a(t) = 0 para a << 0, pois nesse caso Ma = ∅.
Sejam agora a < b e suponha que nenhum deles e´ um valor crı´tico de f . Nosso objetivo e´ comparar ∆a(t)
e ∆b(t).
1o caso. Suponha que na˜o existe nenhum ponto crı´tico em [a, b]. Neste caso temos que Ma(t) =Mb(t).
Pelo Teorema 6.12 (A) temos que Ma ' Mb e portanto Pa(t) = Pb(t). Sendo assim vemos que ∆a(t) = ∆b(t),
isto e´, a diferenc¸a na˜o muda.
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2o caso. Suponha que exista um u´nico ponto crı´tico em M com valor crı´tico c ∈ (a, b) e seja λ seu ı´ndice.
Neste caso temos queMb(t) =Ma(t) + tλ.
Pelo Teorema 6.12 (B) temos que Mb tem o mesmo tipo de homotopia de Ma unida com uma λ-ce´lula:
Mb ' Ma ∪ eλ. O Teorema de Excisa˜o para a homologia diz que se Z ⊂ A ⊂ X e o fecho de Z esta´ contido
no interior de A enta˜o existem isomorfismos Hi(X \ Z, A \ Z) ' Hi(X, A). Tomando X = Mb, A = Ma e Z o
complementar em Ma de uma vizinhanc¸a tubular de ∂eλ ' Sλ−1 temos que
Hk(Mb, Ma) = Hk(Dλ, Sλ−1) = Hk−1(Sλ−1) =
{
k se k = λ
0 caso contra´rio
onde a primeira igualdade segue do Teorema de Excisa˜o e do fato de Mb \ Z ter o mesmo tipo de homotopia
de Dλ e Ma \ Z ter o mesmo tipo de homotopia de Sλ−1. A segunda igualdade segue facilmente aplicando a
sequeˆncia (6.5) para o par (Dλ, Sλ−1).
Olhando para a sequeˆncia longa associada ao par (Mb, Mb) obtemos
0→ Hλ(Ma)→ Hλ(Mb)→
k︷ ︸︸ ︷
Hλ(Mb, Ma)
δ→ Hλ−1(Ma)→ Hλ−1(Mb)→ 0.
Ha´ duas possibilidades para δ. Se δ e´ a aplicac¸a˜o nula temos a sequeˆncia 0 → Hλ(Ma) → Hλ(Mb) →
Hλ(Mb, Ma)→ 0 e portanto bλ(b) = bλ(a) + 1. Temos enta˜o Pa = Pa + tλ de onde vemos que
∆b(t) =Mb(t)− Pb(t) = (Ma(t) + tλ)− (Pa(t) + tλ) = ∆a(t),
e portanto a diferenc¸a na˜o muda.
Agora, se δ 6= 0, temos uma aplicac¸a˜o sobrejetora Hλ−1(Ma) → Hλ−1(Mb) com nu´cleo unidimensional.
Sendo assim vemos que bλ−1(b) = bλ−1(a)− 1 e portanto Pb(t) = Pa(t)− tλ−1. Sendo assim, a nova diferenc¸a
fica
∆b(t) =Mb(t)− Pb(t) = (Ma(t) + tλ)− (Pa(t)− tλ−1)
= ∆a(t) + tλ−1 + tλ
= ∆a(t) + tλ−1(1+ t).
Em geral, f possui um nu´mero finito de pontos crı´ticos no nı´vel f−1(c), para cada um deles, uma das
alternativas acima se aplica.
Recapitulando o argumento, vimos que a diferenc¸a ∆a(t) e´ zero para a << 0 e, conforme aumentamos
a, somamos a` diferenc¸a anterior um polinoˆmio da forma Q(t)(1 + t) onde Q(t) tem coecientes inteiros na˜o
negativos, de onde obtemos a estimativa do Teorema 6.13.
Para obtermos as desigualdades (6.4) basta compararmos os termos de mesmo grau em (6.2). Se q0, . . . , qn−1
denotam os coeficientes do polinoˆmio Q temos que µ0(a)− b0(a) = q0 ≥ 0 e µi(a)− bi(a) = qi + qi−1 ≥ 0
para i ≥ 1. Para obter as desigualdades (6.3) note que
µk(a)−µk−1(a) + · · ·+ µ1(a) + (−1)kµ0(a) =
= (bk(a) + qk + qk−1)− (bk−1(a) + qk−1 + qk−2) + · · ·+ (b1(a) + q1 + q0) + (−1)k(b0(a) + q0)
= bk(a)− bk−1(a) + · · ·+ b1(a) + (−1)kb0(a) + qk + q0 + (−1)kq0
≥ bk(a)− bk−1(a) + · · ·+ b1(a) + (−1)kb0(a).
6.2 Homologia de variedades de Stein
Uma variedade de Stein e´ uma subvariedade complexa fechada de CN .
Em contraste com as subvariedades do espac¸o projetivo PN , as variedades de Stein nunca sa˜o compac-
tas (veja o Corola´rio 1.17). Se pensarmos em analogia com a Geometria Alge´brica, as variedaes de Stein
correspondem a`s variedades alge´bricas afins.
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Teorema 6.14. Seja X ⊂ CN uma variedade de Stein de dimensa˜o complexa n. Enta˜o os grupos de homologia de X com
coeficientes em Z satisfazem
Hi(X,Z) = 0 para i > n
e
Hn(X,Z) e´ livre de torc¸a˜o.
Demonstrac¸a˜o. A ideia e´ usar a Teoria de Morse para calcular Hi(X, k) para um corpo k e depois aplicar o
Teorema dos Coeficientes Universais para provarmos as afirmac¸o˜es sobre Hi(X,Z).
Do Corola´rio 6.11 podemos escolher q ∈ CN \ X de modo que Lq : X → R seja uma func¸a˜o de Morse.
Ale´m disso, como X e´ fechada, os subnı´veis Xa sa˜o compactos e portanto podemos aplicar o Teorema 6.13.
Afirmac¸a˜o 1: Lq na˜o tem pontos crı´ticos de ı´ndice maior que n e portanto µi(a) = 0 para todo i > n e todo
a ∈ R.
Demonstrac¸a˜o. Seja p ∈ X um ponto crı´tico de Lq. Temos que mostrar que indp(Lq) ≤ n. No lema 6.7 vimos
que hessp(Lq) = I − Aξ , onde ξ = q− p e portanto o ı´ndice de Lq sera´ o nu´mero de autovalores negativos de
I − Aξ .
Denote por J : TX → TX a estrutura complexa induzida pela estrutura complexa padra˜o de CN .
Afirmac¸a˜o 2: O operador de Weingarten anti-comuta com J, isto e´, JAξ = −Aξ J.
Demonstrac¸a˜o. Sejam u, v ∈ TX . Note que, como J e´ uma isometria em cada espac¸o tangente, o vetor Jξ
tambe´m e´ normal a X em p. As segundas formas fundamentais com respeito a ξ e Jξ esta˜o relacionadas por
I IJξ(u, v) = −〈∇u Jξ, v〉 = −〈J∇uξ, v〉 = 〈∇uξ, Jv〉 = −I Iξ(u, Jv),
onde usamos que ∇J = 0, pois a me´trica padra˜o em CN e´ de Ka¨hler.
Aplicando esta identidade duas vezes otemos I Iξ(Ju, Jv) = −I IJξ(Ju, v) = I I−ξ(u, v) = −I Iξ(u, v). Em
particular temos que I Iξ(Ju, v) = I Iξ(u, Jv), e portanto
〈Aξ Ju, v〉 = I Iξ(Ju, v) = I Iξ(u, Jv)
〈JAξu, v〉 = −〈Aξu, Jv〉 = −I Iξ(u, Jv),
mostrando que JAξ = −Aξ J.
Da afirmac¸a˜o 2 vemos que se v e´ um autovetor de Aξ com autovalor a enta˜o Jv e´ um autovetor de Aξ com
autovalor −a, isto e´, os autovalores de Aξ aparecem em pares com sinais opostos. Sendo assim, os autovalores
de I− Aξ aparecem em pares da forma 1± a. Em particular, no ma´ximo n deles sa˜o negativos, de onde vemos
que indp(Lq)) ≤ n, demonstrando a afirmac¸a˜o 1.
A afirmac¸a˜o 1 mostra que Hi(X, k) = 0 para i > n, onde k e´ um corpo de coeficientes fixado. De fato, se
Hk(X, k) fosse na˜o trivial para algum k > n existiria um k-ciclo na˜o trivial K em M. Como K e´ compacto, K
estaria contido em algum subnı´vel Xa e portanto definiria um elemento na˜o nulo em Hk(Xa, k). No entanto,
das desigualdades de Morse, isso implicaria que µk(a) ≥ bk(a) > 0, contrariando a afirmac¸a˜o 1.
O Teorema dos Coeficientes Universais para a homologia (veja por exemplo [8], p.264) diz que existe uma
sequeˆncia exata
0 −→ Hi(X,Z)⊗ k −→ Hi(X, k) −→ Tor(Hi−1(X,Z), k) −→ 0
para i > 0 e portanto, como o termo do meio se anula para i > n, vemos que
a) Hi(X,Z)⊗ k = 0 se i > n,
b) Hi(X,Z) na˜o tem torc¸a˜o se i ≥ n.
A segunda conclusa˜o do enunciado segue do item b) fazendo i = n.
Para demonstrar a primeira conclusa˜o note que de a) vemos que se i > n enta˜o Hi(X,Z) so´ tem elementos
de torc¸a˜o3. Mas, do item b), Hi(X,Z) na˜o tem torc¸a˜o, e portanto devemos ter Hi(X,Z) = 0 para i > n.
3Um elemento de ordem infinita 0 6= x ∈ Hi(X,Z) geraria um subespac¸o na˜o trivial {x⊗ λ : λ ∈ k} ⊂ Hi(X,Z)⊗ k.
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Observac¸a˜o 6.15. A afirmac¸a˜o 2 na demonstrac¸a˜o acima tem como consequeˆncia o fato de que toda subvariedade
complexa de CN e´ mı´nima.
Dada uma subvariedade M ⊂ Rn e um vetor normal ξ ∈ νp M, a curvatura me´dia de M em p na direc¸a˜o
ξ e´, por definic¸a˜o, o nu´mero Hξ(p) = trAξ e dizemos que uma subvariedade e´ mı´nima se Hξ(p) e´ zero para
todo p e toda direc¸a˜o normal ξ.
Na demonstrac¸a˜o acima vimos que se X ⊂ CN e´ uma subvariedade complexa e ξ e´ uma direc¸a˜o normal
enta˜o os autovalores de Aξ aparecem em pares com sinais opostos. Em particular trAξ = 0 e portanto X e´
uma subvariedade mı´nima.
Observac¸a˜o 6.16. Existem algumas definic¸o˜es equivalentes de uma variedade de Stein. Uma delas por exemplo
e´ a seguinte: uma variedade complexa X e´ uma variedade de Stein se Hq(X,F ) = 0 para q > 0 e todo feixe
coerente e analı´tico4 F sobre X.
Uma outra possı´vel definic¸a˜o, mais analı´tica, e´ a seguinte: uma variedade complexa X e´ uma variedade
de Stein se X e´ holomorficamente separa´vel (i.e., para todos p 6= q em X existe uma func¸a˜o holomorfa global
em X tal que f (p) 6= f (q)), holomorficamente convexa (i.e., para todo compacto K o conjunto K¯ = {x ∈ X :
| f (x)| ≤ supK | f |, ∀ f ∈ O(X)} e´ de novo compacto) e se para todo ponto x0 ∈ X existe um aberto U contendo
x0 e func¸o˜es holomorfas globais f1, . . . , fn ∈ O(X) de modo que ( f1|U , . . . , fn|U) formam um sistema de
coordenadas em U.
Um estudo completo sobre as variedades de Stein, inclusive a demonstrac¸a˜o da equivaleˆncia das definic¸o˜es
acima podem ser econtradas no livro [6].
6.3 O Teorema de Hiperplanos de Lefschetz
Uma importante consequeˆncia do Teorema 6.14 e´ o chamado Teorema de Hiperplanos de Lefschetz, que
permite calcular alguns grupos de cohomologia de uma variedade alge´brica X a partir dos respectivos grupos
de um corte de X por uma hipersuperfı´cie.
Teorema 6.17. Seja X ⊂ Pm uma variedade alge´brica de dimensa˜o n. Seja Y = X ∩W a intersecc¸a˜o de X com uma
hipersuperfı´cie alge´brica W que conte´m os pontos singulares de X mas na˜o conte´m X.
Nessas condic¸o˜es, o homomorfismo
Hi(X,Z) −→ Hi(Y,Z)
induzido pela inclusa˜o Y ⊂ X e´ um isomorfismo para i < n − 1 e e´ injetor se i = n − 1. Ale´m disso o quociente
Hn−1(Y,Z)/Hn−1(X,Z) e´ livre de torc¸a˜o.
Demonstrac¸a˜o. Primeiramente note que basta provarmos o resultado no caso em que W ⊂ Pm e´ um hiperplano.
De fato, se W e´ uma hipersuperfı´cie de grau d, o mergulho de Veronese ϕO(d) : Pm → PN transformara´ W
em uma sec¸a˜o de hiperplano W ′ de P = ϕO(d)(Pm), isto e´ W = H ∩ P onde H e´ um hiperplano de PN (veja
o exemplo 3.22). Denotando por X′ e Y′ as imagens de X e Y respectivamente temos que Y′ = X′ ∩ H, isto
e´, Y′ e´ uma sec¸a˜o de hiperplano de X′ e como ϕO(d) e´ um mergulho a aplicac¸a˜o Hi(X′,Z) −→ Hi(Y′,Z) e´
conjugada de Hi(X,Z) −→ Hi(Y,Z) pela aplicac¸a˜o induzida por ϕO(d).
Suponha portanto que W = H e´ um hiperplano e considere o aberto U = Pm \ H. Como W conte´m os
pontos singulares de X temos que X \ Y ⊂ U e´ uma subvariedade complexa fechada de U ' Cm, ou seja,
X \Y e´ uma variedade de Stein. Do Teorema 6.14 vemos enta˜o que
Hi(X \Y,Z) = 0 para i > n e Hn(X \Y,Z) e´ livre de torc¸a˜o. (6.6)
Dualizando o complexo de cadeias relativas C•(X, Y;Z) obtemos um complexo de cocadeias relativas
C•(X, Y;Z) e uma sequeˆncia de complexos 0 → C•(X, Y;Z) → C•(X;Z) → C•(Y;Z) → 0 de onde vemos
que existe uma sequeˆncia exata para a cohomologia relativa
· · · → Hi(X, Y;Z)→ Hi(X;Z)→ Hi(Y;Z)→ Hi+1(X, Y;Z)→ Hi+1(X;Z)→ Hi+1(Y;Z)→ · · · .
Da dualidade de Lefschetz (veja [15], capı´tulo 8) temos que Hk(X, Y;Z) ' H2n−k(X − Y;Z) e portanto, de
(6.6), vemos que Hk(X, Y;Z) = 0 para k < n e Hn(X, Y;Z) e´ livre de torc¸a˜o.
4Um feixe analı´tico e´ um feixe de OX-mo´dulos e um feixe F e´ dito coerente se todo x ∈ X admite uma vizinhanc¸a U tal que existe
uma sequeˆncia exata O⊕pX |U → O⊕qX |U → F|U → 0.
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A sequeˆncia exata acima nos fornece enta˜o as sequeˆncias 0 → Hi(X;Z) → Hi(Y;Z) → 0 para i < n− 1,
mostrando que a aplicac¸a˜o induzida Hi(X;Z)→ Hi(Y;Z) e´ um isomorfismo.
Para i = n − 1 temos a sequeˆncia 0 → Hn−1(X;Z) → Hn−1(Y;Z) → Hn(X, Y;Z), que mostra que
Hn−1(X;Z)→ Hn−1(Y;Z) e´ injetora. Ale´m disso vemos que o quociente Hn−1(Y,Z)/Hn−1(X,Z) e´ isomorfo
a um subgrupo de Hn(X, Y;Z) e portanto e´ livre de torc¸a˜o.
Exemplo 6.18. Cohomologia de hipersuperfı´cies projetivas. Como aplicac¸a˜o do Teorema de Hiperplanos de
Lefschetz podemos calcular os grupos de cohomologia de uma hipersuperfı´cie suave Y ⊂ Pn+1, com a u´nica
excec¸a˜o do grupo do meio Hn(X,Z).
Seja Y ⊂ Pn+1 uma hipersuperfı´cie suave de dimensa˜o n. Aplicando o Teorema de Hiperplanos de
Lefschetz para X = Pn+1 e W = Y vemos que a aplicac¸a˜o Hi(Pn+1,Z) → Hi(Y,Z) e´ um isomorfismo para
i < n. Como Hi(Pn+1,Z) e´ igual a Z em grau par e igual a 0 em grau ı´mpar concluı´mos que Hi(Y,Z) e´ igual
Z se i < n e´ par e e´ igual 0 se i < n e´ ı´mpar.
Da dualidade de Poincare´ temos que Hi(Y,Z) ' H2n−i(Y,Z) e´ igual Z se i > n e´ par e e´ igual 0 se i > n e´
ı´mpar e como esses grupos sa˜o todos livres temos, do teorema dos coeficientes universais para a cohomologia,
que Hi(Y,Z) ' Hom(Hi(Y,Z),Z) ' Z para i > n par e Hi(Y,Z) = 0 para i > n ı´mpar. Concluı´mos assim
que a cohomologia de Y e´ dada por
Hi(Y,Z) =
{
Z se i e´ par
0 se i e´ ı´mpar
(i ≤ 2n, i 6= n).
Vemos portanto que todas as hipersuperfı´cies Y ⊂ Pn+1 possuem a mesma cohomologia em grau i 6= n, ou
seja, as u´nicas informac¸o˜es topologicamente interessantes sobre Y (do ponto de vista da cohomologia) esta˜o
concentradas no grupo do meio Hn(Y,Z).
Em geral, e´ de se esperar que o grupo Hn(Y,Z) dependa do grau da hipersuperfı´cie. No caso n = 1 por
exemplo, a fo´rmula de Plu¨cker para curvas planas (veja por exemplo [7], cap. 2) diz que se Y ⊂ P2 e´ uma
curva plana suave de grau d ≥ 2 enta˜o seu geˆnero e´ g = (d−1)(d−2)2 e portanto o grupo H1(X,Z) e´ um grupo
abeliano livre de posto 2g = (d− 1)(d− 2).
O resultado acima pode ser generalizado para intersecc¸o˜es completas. Se Y = X1 ∩ X2 ⊂ Pn+2 e´ uma
intersecc¸a˜o completa de dimensa˜o n enta˜o, pelo teorema de Hiperplanos de Lefschetz, temos que Hi(Y,Z) '
Hi(X1,Z) para i < dim X1 − 1 = n. Como X1 e´ uma hipersuperfı´cie em Pn+2, a discussa˜o acima mostra que
Hi(X1,Z) ' Hi(Pn+2,Z) para i < n + 1 e por argumento de dualidade ana´logo ao usado acima concluı´mos
que a cohomologia de Y e´ a mesma de Pn+2 para em grau i 6= n.
O mesmo argumento pode ser aplicado para uma intersecc¸a˜o completa qualquer, de onde obtemos o
seguinte resultado.
Proposic¸a˜o 6.19. Seja Y = X1 ∩ · · · ∩ Xk ⊂ Pn+k uma intersecc¸a˜o completa de dimensa˜o n. Enta˜o os grupos de
cohomologia de Y sa˜o dados por
Hi(Y,Z) =
{
Z se i e´ par
0 se i e´ ı´mpar
(i ≤ 2n, i 6= n).
Como consequeˆncia podemos calular o grupo de Picard das intersecc¸o˜es completas.
Proposic¸a˜o 6.20. Seja X ⊂ PN uma intersecc¸a˜o completa de dimensa˜o maior ou igual 3. Enta˜o grupo de Picard de X e´
isomorfo a Z. Mais precisamente, todo fibrado de linha sobre X e´ isomorfo a O(k)|X para algum k ∈ Z.
Demonstrac¸a˜o. Considere a sequeˆncia exata longa associada a sequeˆncia exponencial
H1(X,OX) −→ Pic(X) c1−→ H2(X,Z) −→ H2(X,OX)
Da Proposic¸a˜o 6.19 vemos que H1(X,Z) = 0 e portanto 0 = H1(X,C) = H1,0(X)⊕H0,1(X). Em particular
H1(X,OX) ' H0,1(X) = 0.
Como n ≥ 3 vemos tambe´m que H2(X,Z) = Z e portanto H2(X,C) e´ unidimensional. Como H2(X,C) =
H2,0(X)⊕ H1,1(X)⊕ H0,2(X) e H1,1(X) 6= 0 concluimos que H2(X,OX) ' H0,2(X) = 0.
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Sendo asssim a sequeˆncia acima mostra que c1 : Pic(X)→ H2(X,Z) ' Z e´ um isomorfismo. Para ver que
todo fibrado de linha e´ isomorfo a algum O(k) argumentamos como no exemplo 5.44: como c1(O(1)) = [ωFS]
gera H2(X,Z), o grupo de Picard e´ gerado por O(1).
Uma outra consequeˆncia interessante da discussa˜o acima e´ a seguinte.
Corola´rio 6.21. Nenhum toro complexo de dimensa˜o maior que 1 pode ser mergulhado como uma intersecc¸a˜o completa
em PN .
De fato, um toro complexo X tem H1(X,Z) ' Z2n mas, se existisse um mergulho X → PN tal que sua
imagem fosse uma intersecc¸a˜o completa terı´amos, da Proposic¸a˜o 6.19 e do fato que n ≥ 2, que H1(X,Z) = 0.
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