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Introduction 
In this paper, we first explore an interesting construction called the split extension. 
The split extension is a way of constructing another ring from an arbitrary ring Rand an 
R-module M. This new split extension ring contains an ideal which corresponds naturally 
to the module M: but, we will be primarily interested in the split extension because it 
gives us a nice way of obtaining a new ring from an R-module. It is this correspondence 
that will be exploited in the material to follow. 
Some category theory basics will be necessary knowledge from the perspective of this 
paper, although no truly advanced results will be invoked. The reader should, of course, 
be familiar with the definition of a category and the notation Ob(C), Mor(C) for the 
set of objects, and set of morphisms of the category C. Beyond this, the important 
concepts will be that of: terminal object, slice category (comma category), functor, 
pullback, power, natural transformation/isomorphism, and the definition of an abelian 
group in a category. These concepts are discussed briefly in the next section (except 
abelian group in a category, which is discussed in the last paragraph of this page). Other 
definitions may be invoked once or twice, but will be explained where necessary. One 
can also consult [2], [3] for any of these definitions and for more elaborate discussions of 
them. Also, see [4] or [5] for any algebraic definitions or theorems which are invoked. 
Now for a word on notation. Composition of morphisms will be written using postfix 
notation, so that composites will be read in a "left-to-right" fashion. I.e., if we have 
f : A__.. B, g: B __.. C, then the composite will be written f g : A __.. C and read as "f 
followed by g". This notation is clearly less cumbersome than the g o f notation. Also, 
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we shall employ a particularly convenient notation to express the mapping of a function. 
We will write (! : A-----+ B; a f---' b) to denote that "f is a function from A to B, and f 
is defined by f(a) = b". 
One of the primary concepts appearing in this paper is the notion of an abelian 
group in a category; or more generally, a group in a category. The diagram version of 
the definition of a group in a category as given in [1] or [5] is merely a specific instance 
of a more general concept. Namely, the concept of an "interpretation of an equational 
algebraic theory" in a category. In particular, the notion of a group in a category 
arises via an interpretation of the equational theory of groups. A detailed discussion of 
interpretations of algebraic theories is given in [7]. In particular, the bibliography of this 
paper contains some references which might be of interest. 
Also, it should be noted that all modules will be considered as left R-modules unless 
otherwise stated. 
3 
Review of Categorical Concepts 
1. A terminal object "t" in a category C is an object of C with the property that 
\:/a E Ob(C) there is a unique morphism (f : a-+ t). In other words, C(a, t) is a 
one-point set. 
2. A morphism (f: c-+ d) E Mor(C) is an isomorphism in the categorical sense 
if there is a morphism (g : d -+ c) such that f g = idc and g f = idd. 
3. Given a category C and c E Ob(C), we can form a new category C/c called the 
"slice category of objects over c" or "comma category of objects over c" 
where 
(a) Ob(C/c) = { (f: a-+ c) I a E Ob(C) }· 
I.e. the objects of C/c are the morphisms of C with codomain c. 
(b) A morphism of C / c between (f : a -+ c) and (g : b -+ c) is a morphism 
( ¢ : a -+ b) of C such that 
r/> a ------+ b 
~~ 
c 
commutes. 
So Mor ( C / c) consists of all the morphisms of C that satisfy the above con-
ditions. 
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For example, if Ring denotes the category of rings and ring homomorphisms, and 
R is a ring, then the slice category over R will be denoted by Ring/R. 
4. A functor F between two small categories C and D is a pair of functions (F0 , Fm) 
where (F0 : Ob(C) -t Ob(D)), and (Fm: Mor(C) -t Mor(D)) are the "object 
function" and "morphism function" respectively (we normally write these functions 
without their subscripts and the context should make it clear whether we are 
talking about the "object" or "morphism" function) and they satisfy: 
(a) V (!: c -t d) E Mor(C) we have (FU): F(c) - F(d)). 
(b) V c E Ob(C), F(idc) = idF(c)· 
(c) For any two composable morphisms f, g E Ob(C), we have F(Jg) = F(f)F(g). 
Loosely speaking, a functor is a "morphism of categories". I.e., a correspondence 
between them which preserves the categorical structure (the identity morphisms, 
and composites). 
5. A natural transformation T between two functors (F: C -t D) and (G: C -
D) denoted by (T: F~G) is a function (T: Ob(C) -t Mor(D)) (where T(c) is 
usually denoted by Tc) that satisfies: 
(a) V c E Ob(C), Tc is a morphism from F(c) to G(c). 
(b) V (! : c -t d) E Mor( C) 
F(c) ~ G(c) 
F(f) 1 1 G(f) 
F(d) --;;;-+ G(d) 
commutes. 
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A natural transformation T can also be thought of as a collection {Tc} cEOb(~) of 
morphisms of D indexed by Ob(C), that satisfies the above conditions. Loosely 
speaking, a natural transformation is a "morphism of functors". The morphisms 
Tc are called the "components" of the natural transformation, and T is a natural 
isomorphism if every component Tc is an isomorphism in the categorical sense. 
6. A product of c, d E Ob(C) is an object c x d of C with two morphisms 
11"1 11"2 
c~cxd--+d 
(called the "projections of the product") with the "universal" property that for 
any a E Ob( C) and morphisms (f : a -> c) and (g : a -> d) there is a unique 
morphism (f x g : a -> c x d) such that 
a 
commutes. This notion can be easily extended to finitely many factors, or even 
arbitrarily many factors. A power is a product in which all of the terms are the 
same. 
7. A pullback of (f a -> c), (g b -> c) E Mor(C) is an object b Xe a with 
morphisms 
b ------> c 
g 
such that the diagram commutes and such that the following universal property 
holds: 
For every object d and morphisms 
6 
b---+ c g 
such that the diagram commutes, there exists a unique morphism ( T/ : d --+ b x ca) 
such that the triangles in 
commute. 
d 
b ------t c 
g 
The concepts of product and pullback are particular instances of a more general 
concept. Namely, that of a limit of a functor. The "universal" properties of products 
and pullbacks are expressions of the essentially "canonical" nature of limits of functors. 
Limits of functors are discussed in great detail (and great clarity) in [2]( Chapter 6). 
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The Split Extension 
In this section we are going to define a construction that will be needed later. We 
will also explore an important property of a morphism associated with this construction. 
Definition 1. Given a commutative ring R with identity lR i= OR and a left R-module 
M, we can form another ring called the "split extension of M" (denoted by M ><1 R) as 
follows: 
The underlying set is M x R (cartesian product of sets), with operations defined as: 
1. (m,r)+(n,s)=(m+n,r+s) 
2. (m, r)(n, s) = (s · m + r · n, rs), where "·" denotes the action of Ron M. 
It can be verified that with operations defined as above, M ><1 R is a commutative 
ring with identity element (OM, lR)· In general it also interesting to note that the split 
extension M ><1 R contains an ideal M x {OR} that corresponds naturally to the module 
M; although we will not be exploiting this fact in this paper. 
It is easily seen that (idR: R-+ R) is a terminal object in the slice category Ring/R. 
Also, the category Ring has pullbacks, and pullbacks in Ring can be used to construct 
products in Ring/R. The preceding facts are all well-known and can be generalized 
to other categories. For a discussion of this, see [2] (pg 140 Example 21.2(3), pg 142 
Corollary 21.6, and pg 147 Exercise 21.C). 
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With these facts in mind, let E = M ><l R and consider the morphism 
(w: E--+ R; (m, r) f-t r) E Ob(Ring/R) 
Let us determine the power w2 in the slice category. First of all, we have the following 
pullback square in Ring: 
E --n--> R 
where E xRE is a ring with the restricted operations of the direct product E 2• In other 
words, E x R E is a subring of the direct product. 
Thus, the power w2 in Ring/R has object (w: E xRE--+ R), and projections w1 , w2 . 
The following diagram illustrates this power: 
R ====== R ====== R 
Note that w1 , w2 are in fact morphisms in the slice category since the left/right squares 
9 
in the above diagram commute by definition of w. 
Now that we know what the power 7r2 looks like, we can prove the following propo-
sition. 
Proposition 1. The morphism ( 7r E ---. R ; ( m, r) 1----t r) is an abelian group in 
Ring/R. 
Proof. Consider the following morphisms in Ring/R: 
multiplication: µ 
R R 
inverse: l 
(m, r) 1----t (-m, r) 
R R 
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identity: ¢ 
permute factors: /3 
R R 
As a quick aside observe that 7r is the unique morphism from 7r to idR in Ring/R 
given that 
R .d R 
i R 
commutes. (Recall that idR is the terminal object in Ring/R) 
Note also that µ, l, ¢, /3 E M or(Ring) by construction, and that /3 is characterized 
as the following product: 
11 
With the above observations firmly in our minds, we can proceed with the proof at 
hand. Firstly, we need to explicitly record a few product objects in Ring/R for future 
reference. In particular, we have the following product objects in Ring/R (I.E. pullbacks 
in Ring) 
Note: these are not really the product objects, but the product object domains. The 
actual product object is, in each case, the "projection onto R" morphism. 
R XR E = { (r, (m, r)) Ir ER, m EM} 
ExRR= {((m,r),r) Im EM, rER} 
where each of the above objects is a ring with operations given by the restrictions of the 
operations of the respective direct product. Note that the construction of 7r3 requires 
the use of a multiple pullback. 
With product objects as above, we can easily verify that 7r is an abelian group by 
chasing elements around the following commutative diagrams: 
(a.) associativity 
E x R E --------+ E µ 
12 
(b.) identity 
E ======== E ======== E 
ide ide 
("iso" denotes that two objects are isomorphic in the categorical sense) 
( c.) inverse 
( d.) commutativity 
This completes the proof. 
R ----+ E 
¢ 
µ 
E xRE-----+ E 
~i m, 
D 
13 
The Equivalence of Two Categories of Interest 
Using the split-extension construction and Proposition 1, we can proceed to prove 
an interesting equivalence of categories. Before we begin, we need a nice name for the 
category of abelian groups in Ring/R. Let C denote this category. For the definition of 
the morphisms of this category C, see Definition 4 in Appendix A. The result we wish 
to prove is that C and R-Mod are equivalent. 
Recall that two categories A , B are equivalent in the categorical sense if there are 
functors 
such that 
FG~ l~ and CF~ l~ 
where ~ denotes a natural isomorphism and 1 denotes the identity functor. 
So, let M, N be R-modules, and f: M-+ N E Mor(R-Mod). 
Definition 2. Consider F: R-Mod-+ C defined by: 
1. M 1--r M ~ R (on objects) 
2. (f: M-+ N) 1--r CJ: M ~ R-+ N ~ R; (m, r) 1--r (f (m), r)) (on morphisms) 
In order for the above definition to make sense, we really should verify the following 
proposition. 
Proposition 2. The function ] is a ring homomorphism, and a morphism of abelian 
groups. 
Proof. 1. J((m, r) + (n, s)) 
= f(m+n,r+s) 
= (f(m+n),r+s) 
= (fm+fn,r+s) 
= (fm, r) +(Jn, s) 
= J(m, r) + J(n, s) 
2. f((m, r)(n, s)) 
=f(s·m+r·n,rs) 
= (f(s·m+r·n),rs) 
= (s · fm + r ·Jn, rs) 
= (fm,r)(fn,s) 
= J(m, r)f(n, s) 
We have shown that f E Mor(Ring). 
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3. It remains to be shown that f is a morphism of abelian groups (I.E., f E Mor(C)). 
To this end, we need to show that µM,.Rf =ff µN,.R where ff is the product map 
Recall that in the section on the split extension, explicit descriptions of the product 
objects (_ ><1 R) 2 and the "multiplication" morphisms µ _)qR were given. With 
these descriptions in mind we have: 
15 
(a) 
(b) 
11 µN><R 
( M ><l R) 2 --------. ( N ><l R) 2 ----------+ N ><l R 
(It is easily seen that the product map TJ must act as asserted in (b.)) 
But f is a module homomorphism, therefore (J(m1 +m2), r) = (f(m1)+ J(m2), r). 
Clearly then, µM,.,R] = ] ] µN,.,R and we are done. 
D 
Notice that in Definition 2 the split extensions M><lR and N><lR are being considered 
as objects in the slice category Ring/R, but we have dropped explicit mention of the 
morphisms associated with these abelian groups. In fact the morphisms we are concerned 
with (but are not mentioning) are the "projection morphisms onto R". I.e., the respective 
version of the morphism 7r as described in Prop. l. It is these morphisms that are actually 
the abelian groups in Ring/R , but we are using M ><l R and N ><l R to represent them. 
We can now proceed with the following proposition. 
Proposition 3. F is a functor. 
Proof. 1. Observe that under F: 
(idM : M----+ M) 1--+ (idM: M ><l R----+ M ><l R; (m, r) f-t (m, r)) 
:. F(idM) = idM = idM~R = idF(M) 
2. If we have J: M----+ N and g: N----+ P EM or(R-Mod) then under F: 
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(Jg: M __, P) f--7 (!g: M ~ R-> P ~ R; (m, r) f--7 (g(Jm), r)) 
(f: M-> N) f--7 (J: M ~ R-> N ~ R; (m,r) f--7 (Jm,r)) 
(g: N-> P) f--7 (g: N ~ R-> P ~ R; (n, r) f--7 (gn, r)) 
So Jg: M ~ R-> P ~ R; (m, r) f--7 (fm, r) f--7 (g(fm), r) 
:. F(Jg) =Jg= Jg= Ff Fg 
It follows that F is a functor. 
0 
We now have one of the functors we need to prove the equivalence. The other functor 
we require must map from the category of abelian groups in Ring/R to the category of 
modules over R. In particular, on the object level, it must map an abelian group to an 
R-module. So, before trying to define a functor we need to investigate how to obtain an 
R-module from an arbitrary abelian group. 
Let ( 7f : E -> R) be an abelian group object in Ring/R. Then in particular, 7f E 
M or(Ring). Therefore 7r-1{0R} =Ker 7r = M1f is an ideal of E. In particular M7f is a 
ring, so it is an additive abelian group in the usual group-theoretic sense. 
Now, let <P 
R=R 
denote the "identity" of the abelian group ( 7f : E -> R). We are going to use <P to define 
an action of Ron M1f that will give us the desired R-module. 
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So, define an action R X Mrr ----+ Mrr by: 
r · m = ¢(r)m 
where ¢(r)m represents multiplication in E. Note that we know ¢(r)m E Mrr since 
Mrr is an ideal of E. 
Proposition 4. ( *) defines a unital action of R on Mrr. 
Proof. 1. r · (s · m) = r · ¢(s)m = [¢(r)¢(s)]m = ¢(rs)m =rs· m. 
2. lR · m = ¢(1R)m = lsm = m. 
3. r · (m + n) = ¢(r)(m + n) = ¢(r)m + <P(r)n = r · m + r · n 
4. (r + s) · m = ¢(r + s)m = [¢(r) + ¢(s)]m = ¢(r)m + ¢(s)m = r · m + s · m. 
Thus, ( *) defines a ring action. 
D 
With the above action, we see that Mrr E Ob(R-Mod). With this Mrr construction 
in mind, we can proceed to define the required functor. 
Definition 3. Consider G : C ----+ R-Mod defined by: 
2. (! : (7r : E ----+ R) ----+ ('lf; : F ----+ R)) f----> (J : Mrr ----+ M,p; m f-7 J(m)) (on 
morphisms) 
As with the previous definition, we need to verify some technical details to ensure 
that our definition makes sense. 
Proposition 5. Let J be defined as above. 
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1. J takes values in M1/J. 
2. J is a morphism of R-modules. I.e., it is R-linear. 
Proof. 1. m E M7r = Ker(7r) ===> 1/J(J(m)) = 7r(m) =OR===> f(m) E M1/J = Ker('lj;). 
2. (a) ](m + n) = ](m) + ](n), since f E Mor(Ring) 
(b) M7r ~ E, M1/J ~ F and 
Where¢' 
](r · m) = f(r · m) 
= f(<P(r)m) 
= f(<P(r))f(m) 
= ¢' (r)f(m) (**) 
= r · f(m). 
is the "identity" of the abelian group ( 'ljJ : F --> R). Note that the equivalence 
of <Pf and ¢' asserted in ( **) follows from Lemma 2 which is proved later 
in this paper (For an explicit discussion of this, see Appendix A.2). 
0 
We can now proceed to prove the following proposition. 
Proposition 6. G is a functor. 
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Proof. 1. If ( 7r : E ---> R) E Ob(Q), then the identity morphism on 7r is 
idE: (7r: E---> R) -+ (7r: E---> R). 
Now, under G 
2. If we have the following diagram in C 
E~F~G 
n l l ~ le 
R=R=R 
then we have the composite morphism f g 
Now under G we have the following mappings 
(Jg: E---> G) f-+ (Jg: Mn---> Me; m f-+ g(f(m)) 
(!: E---> F) f-t (7: Mn-+ M~; m f-t f(m)) 
(g: F---> G) f-t (9: M~ --->Me; n f-t g(n)) 
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So 
Jg: M7i--> Me; m f-+ J(m) f-+ g(J(m)) 
... Jg= Jg 
I.E., G(Jg) = GJGg. 
It follows that G is a functor. 
D 
We have the two functors F, G. We can now use these functors to show that R-Mod 
and C are equivalent. 
Proposition 7. The composite functor FG and the identity functor lR-Mod are naturally 
isomorphic. 
Proof. If M is an R module, then 
G(FM) = G(M >4 R) 
where 
7r: M >4 R--> R; (m, r) f-+ r 
is an abelian group in Ring/R. 
G(M >4 R) := 7r-1{0R} 
= {(m,OR) Im EM} 
which we will denote by M x 0. 
To define the natural transformation, consider T : FG~lR-Mod defined on objects 
in R-Mod by 
21 
TM: G(F M)---+ l(M); (m, OR) f-+ m 
I.E. TM : M x 0 ---+ M ; (m, OR) f-+ m 
For this function to work as our natural transformation, we need to know that for 
every module M the function TM is an R-module isomorphism. 
Claim. As defined TM is a module isomorphism. 
Proof. It should be obvious from the definition that TM is bijective. To show that it is 
R-linear we need to recall the definitions of the ring operations of M ><JR, the operations 
of M x 0 as an R-module, and the definition of the "identity" morphism¢ of the abelian 
group (n : M ><1 R ---+ R). With these definitions in mind, we can proceed to verify 
linearity. 
1. 
TM ( (m, OR)+ (n, OR)) = TM(m + n, OR) 
=m+n 
2. 
22 
TM(r · (m, OR)) =TM ( <f>(r)(m, OR)) 
=TM ((OM, r)(m, OR)) 
' 
:. TM is linear, so it is an R-module isomorphism. 
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We can now proceed to show that T is a natural transformation. So, V (f : M --t N) 
E Mor(R-Mod). We have the following diagram: 
M MxO 
TM 
M (m,O) m 
/1 G(F/) 1 1/ I I 
N Nx 0 TN N (Jm,O) ~ fm 
(the mappings of morphisms are indicated by the figure on the right) 
Clearly then, TM f = G(F f) TN and the above diagram is commutative. There-
fore, T is a natural transformation and since each component function is an R-module 
isomorphism, Tis a natural isomorphism. I.E., FG ~IR-Mod· 0 
Proposition 8. The composite functor GF and the identity functor 1~ are naturally 
isomorphic. 
Proof If (7r: E --t R) E Ob(C), then F(G(E)) = F(M1r) = M1r >4 R. 
(recall that M7r = K er7r considered as a module over R- see Prop. 4). 
23 
To define the natural transformation consider <J : G F----=--+ lg defined by 
<Je: Mn ><IR-+ E; (m,r) f-* m+cp(r) 
where 
R~E 
idRll l • 
R=R 
is the "identity" of the abelian group ( 7r : E --+ R). Note that, technically, <Je is a 
morphism between the abelian group objects (p : Mn ><1 R --+ R) and ( 7r : E --+ R) yet 
we will usually omit mention of the morphisms p, 7r and the ring R, and refer to <Je as 
above. 
We need to verify the following claim. 
Claim. As defined, <Je is an isomorphism. (I.e., a bijective ring homomorphism) 
Proof 1. To show <Je is bijective, we need only construct its inverse. 
To this end, we have the function 
<Je: Mn ><IR--+ E; (m, r) 1---> m + cp(r) 
now consider the function 
<J~: E--+ Mn ><1 R; e 1---> ( - [¢(7r(e))] + e, 7r(e)) 
Then we have 
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e f---' ( - [</>(7r(e))] + e, 7r(e)) f---' ( - [</>(7r(e))] + e + ¢(7r(e))) = e 
O"E(O"~(e)) = e, Ve EE. 
This is half of the desired conclusion. For the other half, observe that we also have 
I 
ae aE 
Mn ~ R ------+ E ------+ Mn ~ R 
(m, r) f---' m + </>(r) f---->( - [¢(7r(m + ¢(r)))] + m + </>(r), 7r(m + ¢(r))) 
= ( - [¢(7r(m)) + ¢(7r(¢(r)))] + m + ¢(r), 7r(m) + 7r(¢(r))) 
= ( - [¢(OR)+ ¢(r)] + m + </>(r), OR+ r) 
= ( - </>(r) + m + </>(r), r) 
= (m,r) 
:. O"~(O"E(m, r)) = (m, r), V (m, r) E Mn ~ R. 
It follows that O"E is a bijection. 
2. The function O"E is also a ring homomorphism since 
(a) 
(b) 
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CJE((m, r) + (n, s)) = CJE((m + n, r + s)) 
= m + n + ¢(r + s) 
=m+n+¢(r)+¢(s) 
=m+¢(r)+n+¢(s) 
= CJE((m, r)) + CJE((n, s)) 
CJE((m,r)(n,s)) =CJE((s·m+r·n, rs)) 
= s · m + r · n +¢(rs) 
=mn+s·m+r·n+</>(rs) (t) 
= (m+¢(r))(n+¢(s)) 
= CJE((m,r))CJE((n,s)) 
Note that the equality asserted in (t) follows from Lemma 1, which is proved 
at the end of this section. 
CJE is a ring isomorphism as claimed. 
D 
Now that we know CJE is in fact a ring homomorphism, we can proceed to show that 
CJ is a natural transformation. So, let (!: (7r: E-+ R) -+ (1/J: K-+ R)) E Mor(C). 
Then we have the following diagram: 
26 
E 
<TE 
M1r ><1 R ------- E (m,r) 1-------> ¢( r) + m 
fl F(Gf) 1 lf I I 
K M,µ ><1 R --------t K fTK (Jm, r) r--+ /(¢(r)) + J(m) 
where F(GJ) : M1r ><1 R-+ M,µ ><1 R; (m, r) ~ ( Gf(m), r) = (Jm, r). 
It is important to note that /(¢(r)) + f(m) = ¢'(r) + f(m) given that¢/=¢', 
where ¢' is the "identity" of the abelian group ( 'lj; : K -+ R). As mentioned before, 
this equality follows from Lemma 2 which is proved in Appendix A. 
To complete the proof, an easy diagram chase reveals O"Ef = F(GJ) O"K and the 
above diagram is commutative . 
• •• O" is a natural transformation and since each component function is a ring isomor-
phism, O" is a natural isomorphism. I.E., GF ~lg. D 
Proposition 7 showed that FG ~ IR-Mod and Proposition 8 showed that GF ~ 12. 
We have therefore shown that R-Mod and Care equivalent categories. Given that the 
two categories in questions are equivalent, we know they must have isomorphic skeletons. 
An interesting, albeit probably very difficult, problem would be to attempt to provide 
explicit skeletons for these categories. See [2](§14) for a discussion of skeletons. 
The following lemma was cited above in the proof of the Claim in Proposition 8. 
Lemma 1. For every m, n E M7r, mn =OE. 
Proof. Since 7r : E -+ R is an abelian group in Ring/R, all the operations of the ring E 
are ring homomorphisms. In particular the addition operation 
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is a ring homomorphism, so the restriction of + to M'lr x M'lr is also a ring homomor-
phism. 
Thus V a, b, e, d E M'lr we have 
:. ad+ be= OE. 
+ ( (a, b) ( e, d)) = + ( (a, b)) + ( ( e, d)) 
<=:? + ( ( ae, bd)) = (a + b) ( e + d) 
<=:? ae + bd = ae + ad + be + bd 
So if we let a = d = OE then we have be= OE, V b, e E M'lr. D 
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Appendix A 
The preceding results depended upon the following lemma which is well known, 
but will be proved for completeness' sake. The content of the lemma is essentially the 
equivalence of the two standard definitions of an abelian group in a category. See [1] for 
the definitions in question. Before proceeding, the reader should recall that an abelian 
group in Set (as defined in the categorical way) is merely an abelian group in the usual 
group-theoretic sense. 
Appendix A.I 
Lemma 2. Let C be a category with finite products and a terminal object "t". Then: 
1. c E Ob(Q) is an abelian group in C ~ Va E Ob(Q) the set of morphisms C(a, c) 
is an abelian group in Set. 
2. (!: b--+ c) is a morphism of abelian groups in C ~ Va E Ob(Q) 
(Ja: C(a, b) --+ C(a, c); h e--t hf) 
is a morphism of abelian groups in Set (a group-theoretic homomorphism). 
Proof 
Proof of 1. 
Let c E Ob( C) be an abelian group, and let 
1. µ : c x c --+ c denote the multiplication morphism of c. 
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2. </> : t --+ c denote the identity of c. 
3. i : c --+ c denote the inverse of c. 
4. f3 : c x c --+ c x c denote the "permutation of factors" morphism. 
If a E Ob(C), then C(a, c) E Ob(Set). We want to show that C(a, c) is an abelian 
group in Set. To do this, we need to define the required set functions (I.E. morphisms 
in Set) and show that the relevant diagrams are commutative. To this end, consider the 
following functions (keep in mind that products in Set are merely cartesian products): 
multiplication: 
µ: C(a, c)2 --+ C(a, c); (!, g) ~ (! x g)µ 
where (! x g: a--+ c x c) is the product map off, g. 
identity: 
(/>: {*}--+ C(a, c); * ~ ry</> 
where (TJ : a --+ t) is the unique morphism from "a" to the terminal object "t", and 
{*} denotes a one point set, which is terminal in Set. (this set would perhaps most 
commonly be called the ordinal 1, but I shall shun convention!) 
inverse: 
t:: C(a,c)--+ C(a,c); f ~Ji 
Now that we have some morphisms at hand, we can show that the necessary diagrams 
are commutative. We will omit cumbersome notation where possible to streamline the 
presentation. For example, the image off, g underµ will be written as Jgµ instead of 
(! x g)µ. A careful examination of the context should make it apparent what notation 
is being omitted, thus eliminating any ambiguity. 
1. 
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associativity: 
C(a, c) 3 
(id,µ) 
C(a, c)2 (J, g, h) (J, ghµ) 
(pid) l l· I I 
C(a, c) 2 µ, C(a, c) (Jgµ, h) I----+ f gµhµ' f ghµµ 
Proposition 9. The above diagram is commutative. 
Proof. For this diagram to be commutative we need to verify that f gµhµ = f ghµµ. 
This equality will follow from properties of the morphismµ. In particular, we have 
the following commuting diagram in C: 
3 (id,µ) 2 
c c 
~7 
(µ,id) a 
7 
c2 ------------> c 
µ 
µ 
(See Appendix B.1 for an explanation of the origin of this diagram.) 
We deduce that 
f ghµµ = f gh(id, µ)µ· 
= f gh(µ, id)µ 
= fgµhµ 
the diagram commutes. 
(follows from associativity ofµ) 
0 
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2. commutativity: 
C(a, c) 2 ~ C(a, c) (f, g) >---------+ Jgµ 
id I 
C(a, c) 2 ----=---+ C(a, c) 
- µ -
(g' J) I------+ g J µ 
Proposition 10. The above diagram is commutative. 
Proof. For this diagram to be commutative we need to verify that Jgµ= gJ µ. To 
this end, we have the following commuting diagram: 
µ 
a 
Jgµ lgfµ 
c 
µ 
(See Appendix B.2 for an explanation of the origin of this diagram.) 
We deduce that 
gJ µ = fgf3µ 
=Jgµ, 
where the last equality follows from the commutativity of the outside triangle in 
. ·. the above diagram commutes. D 
3. 
32 
inverse: 
C(a, c) (id,I) C( )2 ----+ _ a,c f (!,Ji) 
1 1· l l 
{*} C(a, c) * w/>, ff iµ 
<i> 
Proposition 11. The above diagram is commutative. 
Proof. For this diagram to be commutative, we need to verify that rJ¢ = ff iµ. To 
this end, we have the following commuting diagram: 
id l 2 
le~ Ycj a/a~µ 
t c 
¢ 
(See Appendix B.3 for an explanation of the origin of this diagram.) 
We deduce that 
where the second equality follows from the commutativity of the outside square in 
. ·. the above diagram commutes. D 
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4. identity: 
(¢,,id) 
{*} x C(a, c) ---------> C(a, c)2 
~ 
C(a, c) 
(*,J) 1----~ ('fl</>, J) 
~/ 
f' 'fl<f>fµ 
Proposition 12. The above diagram is commutative. 
Proof. For this diagram to be commutative we need to verify that f = 'f7¢f µ. We 
have the following commuting diagram: 
(</>,id) 
µ 
f 71cf>fµ 
c 
(See Appendix B.4 for an explanation of the origin of this diagram.) 
We deduce that 
'fl<f>fµ = 'flf(</>,id)µ 
=f 
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where the second equality follows from commutativity of the outside triangle in 
. ·. the above diagram commutes. D 
Commutativity of 
(id,¢) 
C(a,c)2 +------ C(a,c) x {*} 
~ 
C(a, c) 
(J) WP) +--------1 (!, *) 
~/ 
f'f]cpµ, f 
follows similarly. 
We have shown that the diagrams (a) ... (d) commute. Therefore, \ C(a, c), µ, Z, ¢)is 
an abelian group in Set, and this is one half of the desired result. To prove the converse, 
let c E Ob(C) 3 Va E Ob(C), C(a, c) is an abelian group in Set. In other words, C(a, c) 
is an abelian group in the standard group-theoretic sense. We will write the groups 
C(_, c) additively . Also, in the following arguments we will have several groups of the 
form C(_, c). Each of these groups has an associated "multiplication", "identity", and 
"inverse" function. For the sake of clarity, we need to introduce a simple notation to 
keep track of these functions. So, for a E Ob(C) let 
1. µa: C(a, c) 2 -+ C(a, c) denote the multiplication function of C(a, c). 
2. la: C(a, c) -+ C(a, c) denote the inverse function of C(a, c). 
3. <Pa:{*}-+ C(a, c) denote the identity function of C(a, c). 
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4. f3a: g(a, c) 2 -t C(a, c) 2 ; (f, g) 1--t (g, J) 
We are attempting to show that c is an abelian group in C. The first thing we need 
to do is define the necessary morphisms. To this end, consider the following morphisms 
in C: 
multi plication: 
2 2 2 
7f~ + 7f~ : c -t c 
where 7r12 , 7r';/ E C( c2 , c) are the projections of the product 
and 7r12 + 7rz2 is their sum in the group C(c2 , c). 
identity: 
¢>: t -t c. 
where (/> E C(t, c) is the identity of the group. 
inverse: 
l: c -t c. 
where, Z = -idc E C(c, c) denotes the inverse of idc with respect to the binary operation 
of C(c, c). 
Now that we have some morphisms to work with, we can verify that the necessary 
diagrams commute. The following diagrams will be diagrams in the general category C, 
whereas the diagrams which were employed in the first half of this proof were diagrams 
in the nice category Set. Since we were working in Set above, we could work with our 
diagrams on the object level. We have no such luxury in this case, and proving commu-
tativity of diagrams will be necessarily more involved. In fact, to prove commutativity 
of the following diagrams, we will have to invoke a result pertaining to a functor called 
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the Yoneda Embedding. A careful description of this functor, and the way in which it 
will be used, is given in Appendix C. 
1. associativity: 
(id,11l +nl) 
c3 c2 
(<' <'d)1 7r 1 +n2 ,i j" n1 +n~ 
c2 c 
n12 +n~2 
where 
Proposition 13. The above diagram is commutative. 
Proof. Applying the Yoneda embedding to the above diagram we obtain 
Fc3 
("d ~ c2) i ,?fl 7r2 
Fc2 (*) 
( •1'-;:;f ,id) 1 1 ~~ 71"1 71"2 
Fc2 
~2 
Fe 
11"1 11"2 
in Set~0P. Now ( *) is a diagram involving functors and natural transformations. 
So, the lemma in Appendix D tells us that ( *) commutes if and only if \I a E Ob( C) 
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commutes in Set. Where the mappings of the component functions are given by 
composition on the right (see Appendix C). Recalling that C(a, c) is an abelian 
group, we would like to use commutativity of 
C( )3 (id,µa) C( )z _ a,c ---+ _ a,c 
- - (t) 
C(a, c)2 -------+ C(a, c) 
- µa -
to show that ( **) commutes. We could accomplish this by showing that the 
corresponding functions in ( t) and ( **) "act in the same way". Doing this is 
rather involved and requires some care, and the author of this paper was unable to 
completely figure it out before "press time". Thus, we arrive at the fundamental 
incompleteness in this paper. At this point, I will say it can be done, but I don't 
quite know how to do it. The answer to this unresolved matter can probably be 
found in [6] once one completely understands [6]. 
Assuming we have shown that (commutativity of ( t)) ==? (commutativity of ( **)), 
we would have finished the proof of the proposition since then: 
(commutativity of ( **)) ==? (commutativity of ( *)) ==? (commutativity of (1)). 
D 
2. 
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inverse: 
idc XL 
c2 c 
·] j" 7r]' +7r~ 
t 
¢ 
c 
Proposition 14. The above diagram is commutative. 
Proof. Applying the Yoneda Embedding to the above diagram we obtain 
cop 
in Set= . Now, ( *) commutes if and only if Va E Ob(C) 
C(a, c) 
idcXfa 
C(a, c2) ( **) 
""} l ~' 7r1 7r2 a 
C(a, t) C(a, c) 
°¢a 
commutes in Set. Where the mappings of the component functions are given by 
composition on the right. As described in (1), we can use commutativity of 
C(a, c) idXla C( )2 ---+ _ a,c 
l lµo 
{*} 
</>a 
C(a, c) 
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to show commutativity of ( **), and finish the proof of the proposition. D 
3. commutativity: 
------+ c 
Proposition 15. The above diagram is commutative. 
Proof. Applying the Yoneda Embedding to the above diagram we obtain 
-------Fe 
1r~2 +1r22 
in Set~r. Now,(*) commutes if and only if \i a E Ob(C) 
commutes in Set. Where the mappings of the component functions are given by 
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composition on the right. As described in (1), we can use commutativity of 
C(a, c) 2 ~ C(a, c) 
C(a,c) 2 -------t C(a,c) 
- µa -
to show commutativity of ( ** ), and complete the proof of the proposition. 0 
4. identity: 
((/>,id) 
t x c ------+ c2 
i~ /2 2 /'Ir~ +trc 1 2 
c 
Proposition 16. The above diagram is commutative. 
Proof. Applying the Yoneda embedding to the above diagram we obtain 
-("¢,id) 
Ftxc ------t Fc2 
in Set~0P. Now, (*)commutes if and only if \7' a E Ob(C) 
-
C(a,t x c) 
({iJ,id)a 2 
--------t C( a, c ) 
~ ~-2 
iso ~ / 7r~ +7rc 
C(a,c) i 2" 
commutes in Set. Where the mappings of component functions are given by com-
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position on the right. As described in (1) we can use commutativity of 
{ } C( ) (</Ja,id) )2 * x = a, c -------t C(a, c 
~ 
C(a, c) 
to show commutativity of ( **), and finish the proof of the proposition. D 
This proves 1. 
Proof of 2. 
We have as yet not explicitly defined the term "morphism of abelian groups" which 
occurs in the statement of 2. So before proceeding, we will start this section with a 
definition. 
Definition 4. Let b, c E Ob(Q) be abelian groups in C. Then (f : b -t c) E Mor(Q) 
is a morphism of abelian groups if µbf = ff µc. Where µc-J denotes the respective 
multiplication map, and ff is the product map 
c +---- c2 ---t c A.0 ff 2 
7f • 'If~ f 
b2 
Now that we know what a morphism of abelian groups is, we can proceed with the 
proof at hand. So, let b, c E Ob(C) be abelian groups, and (f : b -t c) a morphism 
between them. Assume f is a morphism of abelian groups. Then V a E Ob( C) we 
have the set function (fa : C(a, b) -t C(a, c) ; h 1---> hf). We just proved in Part 1 
that C(a, b), C(a, c) are abelian groups in the usual sense. We now want to prove the 
following proposition. 
Proposition 17. With notation as above, the function (fa: C(a, b) -t C(a, c); h 1---> hf) 
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is a group homomorphism. 
Proof. Leth, k E C(a, b). Before we proceed, notice that we have the following diagrams 
in C: 
b c 
r µb 
b +---- b2 --t b c +---- c2 --t c 
~b/. ~~h~ 
a a 
We know that C(a, b) is an abelian group. In the proof of Part 1 of Lemma 2, we showed 
that the binary operation of this group can be realized in a relatively simple way. In 
fact, the sum of h, kin C(a, b) is the composite morphism (h x k)µb. 
With this in mind, we have 
}a(h + k) = }a((h X k)µb) 
= (h x k)µbf 
= (h X k)f fµc, 
where the last equality follows by the assumption that f is a morphism of abelian groups. 
We can also compute 
}a(h) + }a(k) =hf+ kf 
=(hf X kf)µc 
To prove the proposition we need to show that ( *) = ( **). 
Claim. With notation as above, we have ( *) = ( **). 
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Proof. Consider the following commutative diagrams in C, where unlabelled arrows are 
projections: 
1. 
c +----- c2 ------+ c ,r ,,, r, 
b +----- b2 ------+ b 
~h/. 
a 
2. 
Commutativity of 1 implies that 
c +----- c2 --7 c 
~r,r.; 
a 
is commutative. Thus, it follows from uniqueness of product maps that hf x kf = 
(h x k)f f . 
.". (h X k)f f µc =(hf X kf)µc. 
In other words, (*) = (**). 
This proves the claim. D 
We have shown that V h, k E C(a, b), fa(h + k) = fa(h) + fa(k). Thus, fa is a group 
homomorphism. 
This proves the proposition. D 
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We have shown if f is a morphism of abelian groups then \;/a E Ob(C), fa is an 
abelian group homomorphism. This is one half of the desired conclusion. To prove the 
converse, assume\;/ a E Ob(C), (fa : C(a, b) --+ C(a, c) ; h f-+ hf) is a homomorphism 
of abelian groups. In particular, we are assuming that\;/ a E Ob(C), C(a, b) and C(a, c) 
are abelian groups. Yet, if C(a, b), C(a, c) are abelian groups\;/ a E Ob(C), then b, care 
abelian groups in C (Part 1). With these observations in mind, we can now proceed to 
prove the following proposition. 
Proposition 18. With notation as above, (J : b--+ c) is a morphism of abelian groups. 
Proof. We need to show that µbf = J J µc (as in Definition 4). To this end, consider 
the function (ib2 : C(b2 , b) --+ C(b2 , c) ; h f-+ hf) which is, by assumption, a group 
homomorphism. Then, µb E C(b2 , b), and in fact (Part 1) 
where+ represents the binary operation of C(b2 ,b). 
With ( *) in mind, we can compute 
Yet we also know that 
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This proves the proposition. D 
We have shown that if Va E Ob(C), fa is an abelian group homomorphism, then f 
is a morphism of abelian groups in C. 
This proves 2. 
We have proven Parts 1 and 2 thus, we have proven Lemma 2. D 
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Appendix A.2 
Lemma 2 is invoked in Proposition 5 (and elsewhere) to prove that ¢ f = ¢/. The 
way in which this equality follows from Lemma 2 is discussed in this section. 
Recall, in Section 4 we have abelian groups ( 7f : E -t R) and ( '!/; : F -t R) in Ring/R. 
We also have a morphism of abelian groups (f : ( 7f : E -t R) -t ( '!/; : F -t R)), and 
¢ is the "identity" of ( 7f : E -t R), ¢' the identity of ( '!/; : F -t R). Since f is a 
morphism of abelian groups and idR E Ob(Ring/R), from Lemma 2 we have the group 
homomorphism 
Ring/R(idR, 7r) ~ Ring/R(idR, '!/;) 
h !-----------+ hf 
If we can show that ¢ is the group identity of Ring/R( idR, 7f) and ¢' is the group identity 
of Ring/R( idR, '!/;) then we will be done since then 
jidR(¢) :=<Pf 
=¢' 
because fidR is a group horn. and must preserve the identity elements. 
Recall from part 1 of Lemma 2 that the group identity of Ring/R( idR, 7f) is ry¢, 
where ( TJ : idR -t idR) is the unique morphism to the terminal object idR. In this case, 
TJ = idR. Therefore, ry¢ = ¢ and ¢ is the group identity element. A similar argument 
shows that ¢' is the group identity of Ring/R(idR, '!/;). 
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Appendix B 
For the purposes of appendices B.1-B.4, most diagrams will have morphisms written 
without any infix notation. But for the sake of clarity during arguments, we will usu-
ally write morphisms with all necessary notation when attempting to prove something. 
For example, "x" will be used to denote a product map, and juxtaposition will denote 
composition in postfix notation. 
Appendix B.1 
The following commuting diagram is used in the proof of proposition 1. 
where 
(id,µ) 
c3 c2 
~7 
(µ,id) 
c2 
a µ 
7 
µ 
(id,µ)= 7f~3 x ((7r~3 x 7f33)µ) 
(µ,id) = ((7rf3 x 7r'?,3)µ) x 7f33 
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This diagram is, in turn, derived from the commuting diagram 
3 (id,µ) 2 
c --t c 
(µ.~ 1 lµ 
c2 ----+ c µ 
which expresses the "associativity" of the morphism µ. 
The lower-right arrow in ( *) merely represents the two composites as indicated. 
Therefore the commutativity of the bottom and right-hand triangles should be obvious. 
Yet, the commutativity of the left-hand and top triangles requires some justification. To 
this end, we need to show that both triangles in the diagram 
(id,µ) 
c3 c2 (**) 
l ~h Aghµ) (µ,id) a 
~gµ)h 
commute. 
Proposition 19. With notation as above, we have: 
1. fgh(id,µ) = J(ghµ) 
2. f gh(µ, id)= (Jgµ)h 
Proof. The proof of this proposition uses the important fact that "composition dis-
tributes over products on the left " when composition is written using postfix notation. 
I.E. J(g x h) = (Jg x fh) when defined. 
1. 
2. 
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u x g x h Hid, µ) = u x g x h) ( 7rf3 x ( ( 7rt x 7rs3 ) µ) 
= u x g x h)7rf3 x u x g x h)((7r~3 x 7rs3 )µ) 
= f x ((! x g x h)(7r~3 x 7rt))µ 
= f x ((! x g x h)7rt x (J x g x h)7rs3)µ 
= f x (g x h)µ 
u x g x h)(µ, id)= u x g x h)((7rf3 x 7r~3 )µ x 7rs3 ) 
= (J x g x h){(7rf3 x 7r~3 )µ) x (J x g x h)7r'J3 
3 3 
= ( (J x g x h) ( 7rf x 7r~ ) ) µ x h 
= ((! x g x h)7rf3 x (J x g x h)7r~3 )µ x h 
= (J x g)µ x h 
D 
We have shown that both triangles in ( **) commute. Therefore, all triangles in ( *) 
commute. 
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Appendix B.2 
The following commuting diagram is used in the proof of Proposition 2: 
µ 
a 
Jgµ lgfµ 
c 
µ 
Where the morphism /3 is the product map 
The diagram ( *) is in turn derived from the commuting diagram 
(3 c2 ___ __. c2 
c 
which expresses the "commutativity" of the morphism µ. 
The lower-middle arrow in ( *) represents the two composite morphisms as indicated. 
Thus, the commutativity of the lower two triangles should be obvious. Yet, the com-
mutativity of the top triangle requires some justification. So, we need to show that the 
triangle 
(3 
c2 ___ _, c2 
f~ /;f 
a 
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commutes. 
Proposition 20. With notation as above, we have: f gf3 = gf. 
Proof. We need to show that (f x g)f3 is the product map g x f. 
1. 
2. 
((f x g)f3)7r~2 = (f x g)(f37r~2) 
= (f x g)7r~2 
=g 
2 2 
((f x g)f3)7r~ = (f x g)({37r~ ) 
= (f x g)7r~2 
=f 
So, (f x g)f3 is a morphism from a to c2 and it satisfies the properties of the product 
map g x f. 
Thus, the uniqueness of product maps implies that (f x g)f3 = g x f. D 
We have shown that the triangle ( **) commutes. Therefore, all triangles in ( *) 
commute. 
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Appendix B.3 
The following commuting diagram is used in the proof of Proposition 3: 
idi 2 (*) 
Jc~ Ycj "7"~µ 
t c 
¢ 
where a, 'T/ are unique morphisms to the terminal object t. 
µ. 
This diagram is, in turn, derived from the commuting diagram 
id l 2 c ------+ c 
al 1µ 
t ----+ c 
¢ 
which expresses the fact that i is an "inverse" morphism w.r.t the "multiplication" 
The bottom-right arrow in ( *) represents the two composites as indicated. There-
fore the commutativity of the bottom and right triangles should be obvious. Yet, the 
commutativity of the top and left triangles requires some justification. So, we need to 
show that the two triangles in 
commute. 
id l c ----4 c2 
ai~ah, 
/. 
t 
Proposition 21. With notation as above, we have: 
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1. fa= rJ 
2. f(idl) = f fl 
Proof. 
1. Since fa is a morphism from a tot, and t is terminal in C, it follows from unique-
ness of morphisms to the terminal object that fa= 'r/· 
2. As in the proof in Appendix B.l, we have 
f(id x l) =(!id) x (jl) 
= f x fl 
D 
We have shown that the triangles in ( **) commute. Therefore, all triangles in ( *) 
commute. 
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Appendix B.4 
The following commuting diagram is used in the proof of Proposition 4: 
t x c (¢,id) 2 
~Y;c 
a 
µ 
f ri<Pf µ 
c 
where (¢,id) = (7rixc¢) x 7f~xc and 'Y denotes the isomorphism between t x c and c. 
Explicitly, this isomorphism is 7f~xc from t x c to c, and the product morphism a x idc 
(where a is the unique morphism from c to t) from c to t x c. 
This diagram is, in turn, derived from the commuting diagram 
(¢,id) 
t x c -------+ c2 
c 
which expresses the "identity" property of the morphism ¢. 
The bottom arrow in ( *) represents the composites as indicated. Therefore the 
commutativity of the bottom triangles should be obvious. Yet, we need to verify that 
the top triangle commutes. So, we need to show that 
commutes. 
(¢,id) 
txc---~c2 
~f 
a 
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Proposition 22. With notation as above, we have: rtf(</>, id)= rt</>f. 
Proof. We are again going to use the "distributive property" used in Appendix B.l. 
rtf(</>, id) =(rt X J)((7rixc</>) X 7f~xc) 
=(rt X j)(1fixc</>) X (rt X j)7f~xc 
= ( (rt X J)7fixc)</> X J 
=rt</> x f 
D 
We have shown that the triangle ( **) commutes. Therefore all triangles in ( *) com-
mute. 
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Appendix C 
The following functor is employed in the proof of the second half of part 1. The 
functor maps from the category C to the category of covariant functors Set~0P. One can 
consult [5] (pg 376) for more information on this functor. 
The Yoneda Embedding 
cop 
Consider the functor C ~ Set= defined by: 
(on objects) 
Where Fe : C0 P -+ Set is the covariant functor defined by: 
(a) b f----t C(b, c) (on objects) 
(b) (f: b ----4 d) f----t (J: C(d, c) ----4 C(b, c); g f----t f g) (on morphisms) 
(on morphisms) 
Where g is the natural transformation with component functions defined \;/ x E 
Ob(C) by: 
9x : C(x, b) ----4 C(x, d); h f----t hg 
Technically, it should be proven that the Yoneda embedding is in fact a functor, and 
that the various morphisms in its definition are truly functors and natural transforma-
tions. All of these things are fairly straightforward to show, and their verification will 
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be left to (if I may borrow, and then alter a phrase from Dr. Howard Levine) "that 
elusive creature, the meticulous reader." 
It is an important fact that the Yoneda embedding is a faithful functor(see [3](pg 
61-62) for the definition of "faithful"). In fact, the term "embedding", used in reference 
to a functor, means that the functor is faithful. Faithful functors have the nice property 
that "commutativity of image diagrams" implies "commutativity of domain diagrams". 
That is, if F : C --> D is a faithful functor and 
f a----. b 
~ 
c 
is a diagram in C, then commutativity of 
Ff 
Fa ------7 Fb 
~ ~g 
Fe 
in D, implies commutativity of ( *) in C. In fact, this property follows immediately from 
the definition of faithful. For if Ff F g = Ff g = F h then faithfulness of F implies that 
Jg= h. 
The faithfulness of the Yoneda embedding is the property that will be of use to us 
in this paper. We are going to use the embedding to translate diagrams in the general 
category C into diagrams in the category Set~0P. We will then proceed to show that 
the diagrams obtained in Set~0P commute, thereby demonstrating commutativity of the 
original diagrams in C. 
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Appendix D 
The following technical lemma is needed in the proof of part 1 of Lemma 2. 
Lemma. Let F, G, H, K : C---+ D be functors. Then the diagram 
H---;-+ K 
<T 
commutes if and only if\;/ a E Ob( Q) 
commutes in D. 
Proof. Assume r771 = 7r71 • This means that\;/ a E Ob(C) the component functions r77~ 
and 7r7: are equal. Yet, 
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This is one half of the desired result. Yet at this point, the proof of the converse 
implication should be obvious. D 
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