Abstract-We evaluate the information-theoretic achievable rates of Quantize-Map-and-Forward (QMF) relaying schemes over Gaussian N -relay diamond networks. Focusing on vector Gaussian quantization at the relays, our goal is to understand how close to the cutset upper bound these schemes can achieve in the context of diamond networks, and how much benefit is obtained by optimizing the quantizer distortions at the re lays. First, with noise-level quantization, we point out that the worst-case gap from the cutset upper bound is (N + log2 N) bits/s/Hz. A better universal quantization level found without using channel state information (CSI) leads to a sharpened gap of log2 N + log2(1 + N) + Nlog2(1 + liN) bits/s/Hz. On the other hand, it turns out that finding the optimal distortion levels depending on the channel gains is a non-trivial problem in the general N-relay setup. We manage to solve the two-relay problem and the symmetric N-relay problem analytically, and show the improvement via numerical evaluations both in static as well as slow-fading channels.
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I. IN TRODUCTION
Quantize-Map-and-Forward (QMF) was the first proposed relaying strategy that was proved to achieve the capacity of arbitrary Gaussian networks within a bounded gap [1] . Its merit as a breakthrough approach is not questioned; it is evidenced by the interest it created and the number of other works it inspired. However, what can be questioned is its practicality: a recurrent criticism in the community is that the bounded gap from capacity (15M bits/sec/Hz in [1] improved to 1. 26M in [3] , with M = N +2 being the number of nodes in the unicast network and N being the number of relays) makes this more a result of theoretical interest, rather than a strategy that could be exploited for practical deployments. Opposing this criticism is the observation that the gap proved in [1] , [2] , [3] is worst-case-the actual gap of the scheme from the cutset bound might in practice be smaller. Moreover, the proposed QMF schemes in [1] , [2] and [3] for Gaussian networks use the same quantizer on all relay nodes, which does not depend on the channel parameters. Could CSI-aware optimization of individual quantizers at each relay further sharpen the gap?
To answer the above questions, we evaluate the performance of QMF over specific small networks that may be interesting from a practical viewpoint. The first class of networks where, in our opinion, we may see deployments of such ideas is the N-relay diamond network (see Fig. 1 ). We initially study the information-theoretic achievable rates of QMF with noise-level quantization at all relays (as in [1] , [2] ) in such networks with full-duplex relays, and determine how far they are from the cutset upper bound. Furthermore, focusing QMF relaying on this class of relay networks, we optimize the achievable rate by finding the best quantization distortion level at each relay, and study how much improvement such optimizations can provide. We find that, for the N-relay network and the noise level quantization scheme, the worst-case gap to the cutset bound is (N +10g2 N) bits/s/Hz, which is an improvement (for this class of networks) over the best previous known bound of 1.26 (N + 2) bits/s/Hz [3] . We show that following the reasoning in [3] , a better universal quantizer can be found by optimizing the worst-case gap between the QMF achievable rate and the cutset bound. Without using CSI, the worst-case gap is sharpened to 10g2 N + 10g2(1 + N) + N 10g2(1 + liN) bits/s/Hz. On the other hand, it turns out that CSI-aware quantizer optimization is non-trivial for the general N-relay setup. We completely characterize the optimal choice for the case of 2 relays, as well the case of N -relays with a symmetrical structure where the channels in the broadcast part and the multiple-access part of the network are identical (but can differ between the broadcast and multiple-access parts).
For the CSI-aware quantizer-optimized scheme, we consis tently observe a much smaller gap in our evaluation. For the two-relay case, the gap is reduced to less than 2 bits/s/Hz, as opposed to the worst-case gap of 3 bits/s/Hz in the noise level quantization scheme. The improvements are even more pronounced when there are more than two relays.
Looking deeper into the performance of the two-relay net work, we find that the worst-case gap of QMF occurs mostly for configurations where the multiple access cut becomes the min-cut; the main reason being that QMF does not provide the coherent-combining power gain in this setting. An alternative is to use decode-and-forward relays, since the relays are closer to the source than to the destination.
Our evaluations over slow-fading channels also show similar improvements with quantizer optimization, where the gap to 1 %-outage capacity is roughly 0.5 bitlslHz in the symmetrical Rayleigh-faded scenario.
In the literature, the best known result for the capacity of the two-relay (static) Gaussian diamond network is due to [1] , where it is proved that partial decode-and-forward can achieve the capacity to within 1 bitlslHz. On the other hand, for the N -relay network, if the network has a symmetrical structure, it is shown that amplify-and-forward can achieve the capacity to within 3.6 bits/slHz [4] . However, in fading wireless channels, the above two schemes are not very practical: the partial decode-and-forward scheme requires the source to have global instantaneous CSI of the network, while the amplify-and forward scheme requires the phases of the forward channels.
Therefore, although the above schemes may outperform QMF in specific static channel configurations, QMF indeed does better over fading wireless channels [6] , since with noise level quantization, QMF does not require forward CSI at the relays or global CSI at the source. Even for the quantizer optimized QMF, only the channel strengths of forward chan nels are required at the relays.
The rest of this paper is organized as follows: We first formulate the problem in Section II, evaluate the QMF achievable rate with universal quantization and derive the gap results. Next, in Section III, we present the CSI-aware quantizer-optimized QMF scheme and solve the optimization problem for the two-relay case and the symmetrical N -relay case. Finally, Section IV offers numerical evaluations of the proposed schemes.
II. SYS TEM MODEL AND FORMULATION
,-, O={1,2} on the set of relays. In the nomenclature considered in the paper, the cut corresponding to the shown [2 is {S, AI, A2}.
A. Communication Scenario
The N-Relay diamond network we consider in this paper is shown in Fig. 1 
B. Cutset Upper Bound on Capacity
We denote by n, a partition of the index set [ 1 : N] := {I, 2, ... ,N} of the relay nodes {AI"" ,AN}' Therefore, for any n <;;; [ 1 : NJ , {S} U {Ai: i E n} is a cut of the network (see Fig. 1 for illustration) . Moreover, let Xn := {Xi: i E n}.
The cutset upper bound on the capacity of the network is given by (1) in the following. For the purpose of gap evaluation, we further upper bound it by exchanging the max and mi n signs as follows: I (all logarithms are to the base 2) Ccut= max mi nI(X,Xn;Ync,YIXnc) ) }
C.
QMF Achievable Rates with Universal Quantizers
The achievable rate for QMF relaying over the N-relay diamond network is evaluated using the single-letter charac terization2 in [3] .
where the maximum is taken over all probability distribution P(X)IT i E[l:NJ P (Xi) P (�IYi, Xi ) . Here Yi denotes the quan tizer output of relay Ai. Generating the Gaussian vector quan tization codebook with the following single-letter probability
the above achievable rate is evaluated as
where �J := {�j l j E J}, and R (n; � [l:NJ) is as follows: R (n; �[l:NJ )
Comparing the achievable rate (3) to the upper bound (2), one can observe that the difference lies in I Numerical evaluation of (1) shows that there is no significant gap from the relaxed version in (2) for the range of N considered in this paper. 2The Gaussian version was proved in [2] using lattice vector quantizers.
1) the coherent combining power gain of the transmitting terminals in n 2) the quantization loss at the transmitting terminals in n (the term' -'\" log (1 + Ll. i)
Ll., 3) the quantization loss at the receiving terminals in nc .
Setting the quantizer distortions to be the same as the noise variance, i.e., b.i = 1 Vi E {I, 2, ... ,N}, we essentially recover the noise-level quantization scheme proposed in [1] and the following achievable rate: R (n; b.[l:NJ = (1, ... ,1))
Comparing it with the upper bound (2), we see that the gap is upper bounded by (N + log2 N) bits/slHz.
Following the reasoning in [3] , we can further obtain a better universal quantizer distortion (in the sense of worst case gap) that does not depend on channel coefficients. Setting the quantizer distortions to be the same as b., we have the following achievable rate: is the worst-case gap using the universal quantizer distortion b.* = N.
III. CSI-AwARE QU ANTIZER OP TIMIZATION
If the relays have access to the global CSI of the channel gains (the phases of the channel coefficients are not required), there is scope to optimize the quantizer distortions at the relays. The optimization problem can be stated as:
Ll.
[lN]:C:O 0
We note that this optimization problem is not convex, as within the minimization part of (4), for n = 0, the function R (n; b.[l:NJ) is not concave in b.[I:NJ . Instead, we provide an analytical characterization of the optimizing distortions and the corresponding achievable rates for the 2-relay network, and for the special class of symmetric N-Relay networks.
In the remainder, since the phases of the channel gains do not affect the optimization solution, we assume without loss of generality that they are all real, i.e, hi, gi E JR, Vi E [1 : N] .
A. Solution for the 2-Relay Network
In order to solve the optimization problem in (4) for the case N = 2, we consider the following equivalent formulation:
with RQMF , db.2) = max Ll. ,>o mino R (n; b.l, b.2)' b.2 > O.
We shall first characterize RQMF , db.2) and then optimize it over b.2 to obtain the solution. The following lemma and theorem summarize the main result. For proofs, see [8] . n* in the max-min problem max Ll. , >0 mino R (n; b.l, b.2) is given as follows:
Moreover we always have 0 < 0 1 < 02, and hence the three intervals II, I2, I3 are not empty. (1 + hi)02 :c quantization gives QMF a consistent edge over Amplify Forward (AF). In fact, in certain settings, as shown in Fig.  5 (a) and 5(b), even noise-level QMF beats Amplify-Forward with beamforming (AF-BEAM) and Opportunistic Decode Forward [5] -schemes that require transmit CSI for coherent phase-combining and best-path selection respectively. In the presence of global CSI, quantizer-optimized QMF significantly outperforms the other cooperative diversity schemes, namely AF-BEAM and Opportunistic DF, and is within 0.5 bits/seclHz of the cutset bound. In this sense, it is seen to utilize CSI in a more efficient manner vis-a-vis other schemes. 
