The edge-bandwidth B (G) of a graph G is the bandwidth of the line graph of G. More specifically, for any bijection f : 
Introduction
Let G = (V (G), E(G)) be a simple graph on n vertices. A labeling f is a bijection of V (G) to {1, . . . , n}. When there is no ambiguity, we will simply write B(f ) for B(f, G). The bandwidth of f is B(f, G) := max{|f (u) − f (v)| : uv ∈ E(G)}.
The bandwidth B(G) of G is B(G)
:= min f
{B(f, G)}.
The notion was introduced by Harper in his influential paper [13] in which he determined the bandwidth of the d-dimensional hypercube by solving the corresponding vertex isoperimetric problem in the hypercube. There are several motivations for studying the bandwidth problem: sparse matrix computations, representing data structures by linear arrays, VLSI layouts, mutual simulations of interconnection networks and minimizing the effects of noise in the multi-channel communication of data (see [10, 11, 24, 7] ). The bandwidth problem is NPhard and is inappromaximable by any multiplicative constant even for trees [28] . Bandwidths are known only for a few families of graphs including hypercubes [13] , multidimensional grids [8, 22, 23] , complete trees [16] , and various mesh-like graphs (see [16, 17, 20] ).
The edge-bandwidth was introduced by Hwang and Lagarias [18] . Here we label the edges instead of the vertices, and the bandwidth of an edge-labeling f of a graph G is B (f, G) := max{|f (uv) − f (vw)| : uv, vw ∈ E(G)}.
In other words, it is the maximum difference of labels between a pair of incident edges. When there is no ambiguity, we will write B (f ) for B(f, G). The edge-bandwidth of a graph G is
Naturally, B (G) = B(L(G)), where L(G) is the line graph of G.
In [19] , Jiang et al. reintroduced the notion of edge-bandwidth and studied the relationship between B(G) and B (G). They determined the edge-bandwidth of caterpillars, the complete graph K n , and the balanced complete bipartite graph K n,n . A. Gupta [12] pointed out that the inequality B(T ) ≤ B (T ) ≤ 2B(T ) for a tree T obtained in [19] together with Unger's inappromixation result [28] for bandwidth imply that determining the edge-bandwidth is also NP-hard.
Recently, there has been an increase of interest in the study of edge-bandwidth. Calamoneri et al [9] obtained tight bounds on the edge-bandwidth of complete k-ary trees and bounds on the edge-bandwidth of the hypercube and butterfly graphs. Balogh et al [5] subsequently obtained asymptotically tight bounds on the edge-bandwidth of two dimensional grids and tori, the Cartesian product of two cliques and the hypercube. Sharpening the result of Balogh et al [5] on the two dimensional grids and tori while confirming a conjecture of Calamoneri et al [9] , Pikhurko and Wojciechowski [27] showed that the edge-bandwidth of an m by n grid, where m ≥ n, is 2n − 1. They also showed that the edge-bandwidth of an m by n torus, where m ≥ n, is between 4n − 5 and 4n − 1. In an unpublished manuscript, Akhtar, Jiang, and Pritikin have independently shown that the edge-bandwidth of an m by n grid, where m ≥ n, is between 2n − 2 and 2n − 1, and that the edge-bandwidth of an m by n torus, where m ≥ n, is between 4n − 5 and 4n − 1.
In this paper, we determine the edge-bandwidth of the d-dimensional grids P d n asymptotically when d is fixed and n → ∞, and we obtain lower and upper bounds on the edgebandwidth of the Hamming graph K d n . When n is a fixed positive even integer and d → ∞ our lower and upper bounds match asymptotically.
The Cartesian product of graphs G and H, denoted by G2H, is the graph with vertex set V (G2H) = {(u, v) : u ∈ V (G), v ∈ V (H)} specified by putting (u, v) adjacent to (u , v ) if and only if (1) u = u and vv ∈ e(H), or (2) v = v and uu ∈ E(G). The d-fold Cartesian product G2G2 · · · 2G is denoted by G d . Let P n denote a path on n vertices. 
asymptotically as a function of n.
Theorem 1.1 Let d be a fixed positive integer. We have
where
A simple calculation shows that c(2) = 1. Hence B (P 2 n ) = (1 + o(1))2n, which was obtained by Balogh et al [5] . For another example, c(3) = 3 4 , yielding B (P 
General bounds
The standard techniques for obtaining lower bounds on bandwidth use isoperimetric inequalities. Many vertex and edge isoperimetric problems have been considered in the literature. Given a graph G and a set S ⊆ V (G), let
We call ∂(S) the (vertex) boundary of S. In other words, ∂(S) = N G (S) − S. Given an optimal numbering f of V (G), let S be the set of vertices receiving labels 1, 2, · · · , k. Then the highest label assigned to a vertex in ∂(S) is at least k + |∂(S)|. Let v be the vertex with the highest label in ∂(S). It has a neighbor u in S, whose label is at most k. So
with the smallest label. Its label is at most k − |∂(V − S)| + 1. It has a neighbor y in V − S, whose assigned label is at least k + 1. 
is often referred to as the Harper bound. In general, the Harper bound needs not be sharp and calculating it is difficult (NP-hard).
When the Harper bound is not very useful, it is sometimes useful to consider the iterated boundary (shadow) instead. Given a nonnegative integer q, let
Hence, in particular, ∂(S) = ∂ (≤1) (S). Consider an optimal numbering f of V (G). Let S be the set of vertices receiving labels 1, 2, . . . , k. Let q be any integer such that 1 ≤ q ≤ n. Let v be a vertex in ∂ ≤q (S) with the highest label. Then
Vertex v is at distance at most q from some vertex u in S. Note that f (u) ≤ k. Hence for some edge on a shortest u, v-path, the difference between the f -labels of its two endpoints is at least
Our discussions above apply similarly to a set of edges. We define the boundary of a set S ⊆ E(G) of edges in G by ∂(S ) = {e ∈ E(G) − S : ∃e ∈ S such that e and e are incident}.
The iterated boundary for S is then given, for q ≥ 1, by
e is at distance at most q from some edge of S }. 
The weight function in multidimensional grids
It is easy to see that l(n, d, r) is the number of integer solutions to the equation
. By considering the value of x 1 one can easily derive the following recurrence relation on l(n, d, r), which also appeared in [26] . It is straightforward to derive an exact formula for l(n, d, r) using a generating function. This was done in [26] , we include a short proof for completeness. 
Proof. By prior discussion, l(n, d, r) is the number of integer solutions to
As l(n, d, r) equals coefficient of x r in the above expansion, we have 
. Chapter 4 of Anderson [3] gives a detailed discussion about the function N r (m). In particular, we have . Thus,
For fixed n and d, l(n, d, i) is strictly increasing in i for i ≤
in the formula in Proposition 3.2 for l(n, d, r) then gives us a formula for l * (n, d). When d is fixed and n tends to infinity, the leading term is a multiple of n d−1 whose leading coefficient can be expressed exactly as a sum. We then give a closed form estimate of this leading coefficient using earlier results of Anderson [2] given below.
Let s denote the number of integer solutions to the equation
Furthermore, we can take C 2 = √ 11 and for any small > 0 we can take
− when K is sufficiently large. 
Furthermore, we can take C 2 = 2 √ 11 and for any small > 0 we can take C 1 = 1 − when n is sufficiently large.
Proof. By our earlier discussion, l
) is the number of integer solutions to the equation
The claim follows.
We now give the exact formula for l * (n, d) together with an asymptotic formula for it. There is an exact formula for the coefficient of the leading term in the form of a summation; this coefficient can be bounded using Corollary 3.5. Before we proceed, we need the following routine estimation of binomial coefficients. Recall that if x is a real number and k is an integer then
. Also, it is straightforward to check that e −x ≥ 1 − x for all reals
.
Lemma 3.6 Let k be a positive integer and N, m nonnegative real numbers such that
Proof. For the lower bound, we have . Therefore,
For the upper bound, we have
The last statement follows readily from the lower and upper bounds. 
Also,
Proof. The exact formula for l * (n, d) given above is obtained by setting r =
and m = (
So,
a constant depending only on d and by Corollary 3.5,
Remark 3.8 When n is fixed and d → ∞, using Laplace's method one can show that
. See the concluding remarks section for further discussion.
Next, we show that for all r relatively close to . By Proposition 3.1,
Consider the interval of integers
is the only element at the center of I. The function f (j) is symmetric and unimodal on I with a single peak at
. Let A denote the sum of f (j) over the first t elements of I, B the sum of f (j) over the last t elements of I, and C the sum of f (j) over the middle n − 2t elements of I. The symmetry and unimodality of f (j) imply that A = B and
When n is even, we consider the subcases depending on whether d is even or odd. In each subcase, similar analysis shows that
4 The edge-bandwidth of a multidimensional grid Bollobás and Leader [8] solved the vertex isoperimetric problem in grids. We will use their result to obtain asymptotically tight bounds on the edge-bandwidth of a multidimensional grids. Our result extends that of Balogh et al. on 2-dimensional grids to grids of any dimension. Bollobás and Leader [8] showed that for any k, with 0 ≤ k ≤ |V (P 
Proof. Without loss of generality, suppose wt(u) = r and wt
Since there are at most l * (n, d − 1) − 1 vertices other than u that have u 1 in the first coordinate and there are at most l
Theorem 4.5 Let d be a fixed positive integer. For all positive integers n we have
Proof. First, we define a digraph H from G = P d n by orienting each edge xy from x to y if x < y in the simplicial order. For each vertex x, let E + (x) denote the set of out-edges from
We define a labeling g of E(H) (and of E(G)) using 1, 2, . . . , |E(H)| as follows. Suppose the vertices are u 1 , u 2 , . . . where u 1 < u 2 < · · · in the simplicial order. Starting with 1 we assign the first |E + (u 1 )| consecutive labels to E + (u 1 ), then the next |E + (u 2 )| consecutive labels to E + (u 2 ), and so on. Let e = u i u j and e = u j u k be two incident edges in G at the vertex u j . We consider three cases depending on how e and e are oriented.
Case 1. i < j < k or i > j > k.
By symmetry, we may assume i < j < k. Then we have wt(u i ) = r − 1, wt(u j ) = r, wt(u k ) = r + 1 for some r. By Lemma 4.
Case 2. i < j and j > k.
In this case, we have wt(u i ) = wt(u k ) = r − 1 and wt(u j ) = r for some r. In particular,
Also, e ∈ E + (u i ) and e ∈ E + (u k ). Without loss of generality, suppose i < k. By our definition of g, we have |g(e ) − g(e)| ≤ |
In this case, e, e ∈ E + (u j ), and
We have shown that
) for every pair of incident edges e and e in G. This yields
We now derive a lower bound on B (P d n ) that matches the upper bound in Theorem 4.5 asymptotically when d is fixed and n → ∞. Our proof is based on the method used by Calamoneri et al. [9] and Balogh et al. [5] . We need an easy lemma.
Lemma 4.6 Let n and d be positive integers. Let
Proof. The graph P 
Theorem 4.7 Let d ≥ 2 be a fixed positive integer. Then we have as n → ∞
Proof. Throughout the proof, whenever necessary, we assume that n is sufficiently large. Let g be an edge-labeling of G = P d n with B (g, G) = B (G). Let S denote the set of edges receiving labels 1, 2 . . . , |E(G)|/2. We color the edges in S red and the rest of the edges white.
Let us call a vertex red if all of its incident edges are red, a vertex white if all of its incident edges are white, a vertex mixed if it is incident to both red edges and white edges. Let R denote the set of red vertices, W the set of white vertices, and M the set of mixed vertices. We consider two cases. For convenience, let l * = l * (n, d). 
Each vertex in M − D has degree at least 2d−2. So the total number of edges incident to M is at least (2d−2)|M −D|/2
Note that E(M )∩(E −S) ⊆ ∂(S) and E(M ) ∩ S ⊆ ∂(E − S). Hence, we have either |∂(S)| ≥ dl
Without loss of generality, we may assume that |R| < n d /2; otherwise we switch S with E − S and hence
denote the subgraph of G induced by R and M . Note that S ⊆ E(H). Hence, |S| ≤ |E(H)| ≤ 2d(|R| + |M |)/2 = d(|R| + |M |). On the other hand,
From this we get
By Corollary 3.5, for sufficiently large n we have
For convenience, let M =
Let n be sufficiently large so that n − 1 > d+7 2
. We have
By (2) and (3), we have Σ , j) . In other words,
We may assume that n is sufficiently large so that
Hence,
Let E(∂ (≤q) (R)) denote the set of edges incident to ∂ (≤q) (R). By Lemma 4.6, The edge-bandwidth B (Q d ) was asymptotically determined by Balogh, Mubayi, and Pluhár [5] while the vertex bandwidth B(Q d ) was completely determined by Harper in his paper [13] . We will combine the labelings used in these results to design a labeling that yields an upper bound on B (K d n ). Let us recall the labelings used in [5] and [13] . 
Finally, note that E(∂ (≤q) (R)) ⊆ ∂ (≤q+1) (S). Applying Proposition 2.2 to the line graph L(G), we have
B (g, G) ≥ |∂ (≤q+1) (S)|/(q + 1) ≥ |E(∂ (≤q) (R))|/(q + 1) ≥ d|∂ (q) (R)| − dn d−1 /(q + 1) ≥ d (q − 1)(1 − 2 √ n ) l * /(q + 1) − dn d−1 /(q + 1) = dl * √ n − 2 √ n 1 − 2 √ n + O(n d− 3 2 ) (using q = √ n − 1) = c(d)dn d−1 + O(n d−
Definition 5.1 The vertex-Hales numbering of
V (Q d ) is a bijection h : V (Q d ) → {1, 2, . . . , 2 d } such that h(x) < h(y) if
Theorem 5.2 [13] Let h be the vertex-Hales numbering of
The last equality used standard estimates of binomial coefficients. Next we describe the labeling used by Balogh, Mubayi, and Pluhár in establishing an asymptotically tight upper bound on B (Q d ). For convenience, we will call this numbering the edge-Hales numbering. Our description of the numbering is equivalent to the one used in [5] .
Definition 5.3 [5] The edge-Hales numbering of
Q d is a bijection f : E(Q d ) → {1, 2, . . . , d2 d−1 }
such that for any two edges vw and xy where wt(w) = wt(v) + 1 and wt(y) = wt(x) + 1 we have f (vw) < f (xy) if either (1) h(v) < h(x) or (2) v = x and h(w) < h(y).

Theorem 5.4 [5] Let f denote the edge-Hales labeling of
Now, we combine the two numberings mentioned above to obtain a total numbering on
, which we will call the mixed-Hales numbering of Q d . This numbering is produced by the following algorithm. Intuitively speaking, to obtain the mixed-Hales numbering we process the edges one by one in increasing order of edge-Hales label. The algorithm gives a vertex y an m-label at the earliest opportunity, as soon as we process the first edge in the edge-Hales numbering incident to y. See Figure 1 for the mixed-Hales labeling of Q 3 .
Algorithm 5.5 (The mixed-Hales numbering
Next, we summarize some useful facts about mixed-Hales numbering in the following proposition. In particular, we see that the ordering on V ( 
For each vertex
x ∈ V (Q d )−{0 d , 1 d }, among
For any two edges e, e in Q d , if f (e) < f (e ) then m(e) < m(e ).
For any two edges vw, xy in
For any two vertices
x, y ∈ V (Q d ) − {0 d , 1 d }, if h(x) < h(y), then h(x − ) ≤ h(y − ) and h(x + ) ≤ h(y + ).
For any two vertices, x, y in Q d , if h(x) < h(y) then m(x) < m(y).
Proof 
Theorem 5.10 Let n be a fixed positive even integer. Let d be a positive integer. We have We define iterated shadows of S recursively as following. Let Φ (1) (S) = Φ(S), and inductively define Φ (l+1) (S) = Φ(Φ (l) (S)). For a measurable subset S of [0, 1], let |S| denote its measure. The following proposition is clear from our definitions and discussions above.
Our general approach is again the one used in [9] , [5] , and the proof of Theorem 4.7. Given an optimal edge labeling of E(K . By Theorem 6.3, we need to estimate |Φ (HB(d, k, t))| = α(d, k + 1, t) when v(d, k, t) is near 1 2 . In light of our earlier observation, this means lower bounding P r(X = k + 1) when P r(X ≤ k) is close to 1 2 , where X is a random variable drawn from BIN (d, t) . One could in principle obtain such a lower bound by approximating BIN (d, t) using a normal distribution. But the error analysis in such an approximation is quite involved. Further, when the expected value dt is either too close to 0 or too close to d, a normal distribution approximation becomes infeasible.
Here we use a self-contained and completely combinatorial approach to obtain our estimates. We think our approach is of independent interest. We need a lemma from [21] . then k is close to the expected value np. Thus, we need to lower bound P r(X = k + 1) for those k close to np. Our next lemma says that for if X is a random variable drawn from BIN (n, p) where np is not too small or too large and k is near np then P r(X = k) is lower bounded by In this case, we have t < . Then
When n = 2m + 1 is odd, a similar partition is possible. Here, an orthant corresponding
