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Abstract
We prove the existence of infinitely many geometrically distinct solutions
of a semilinear periodic Schro¨dinger equation. The linear part of the equation
is strongly indefinite and the primitive function of the nonlinearity is sign-
changing.
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1 Introduction
In this paper we are concerned with the following periodic Schro¨dinger equation
{
−∆u + V (x)u = f(x, u), x = (x1, x2, ..., xN) ∈ RN ,
u ∈ H1(RN), N ≥ 2,
(1.1)
where the potential V (x) and nonlinearity f(x, t) are sign-changing functions and
satisfy that
(V) V (x) : RN → R is of C1(RN ) and 1-periodic in x1, ..., xN . Moreover, 0 lies in a
gap of the spectrum of −∆+ V .
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(f1) f ∈ C(RN ×R) is 1-periodic in x1, ..., xN , and there exist constants C > 0 and
p ∈ (2, 2∗) with 2∗ = 2N
N−2
if N ≥ 3, and 2∗ = +∞ if N = 2, such that
|f(x, u)| ≤ C(1 + |u|p−1), for any (x, u) ∈ RN × R.
(f2) lim
t→0
f(x, t)/t = 0 uniformly in x ∈ RN .
The associated variational functional of problem (1.1) is defined by
ϕ(u) :=
1
2
∫
RN
|∇u|2 + V (x)u2dx−
∫
RN
F (x, u)dx, u ∈ H1(RN), (1.2)
where F (x, u) :=
∫ u
0
f(x, s)ds. By the conditions (f1) and (f2), it is easy to see that
ϕ(u) is well defined in H1(RN) and is of class C1. Moreover, for each u ∈ H1(RN),
ϕ′(u)φ =
∫
RN
∇u · ∇φdx+
∫
RN
V (x)uφdx−
∫
RN
f(x, u)φdx, for any φ ∈ H1(RN),
(1.3)
and ϕ′(u) is weakly sequentially continuous, see e.g., [18, Theorem A.2].
We say u ∈ H1(RN) \ {0} is a nontrivial weak solution of (1.1) if ϕ′(u)φ = 0 for
any φ ∈ H1(RN). Two solutions of (1.1), u1 and u2, are called geometrically distinct
if u1 and u2 are still distinct under Z
N−translation, i.e., u1(x) 6= u2(x+ a) for any
a ∈ ZN .
Under condition (V), it is known that the Schro¨dinger operator L := −∆+V (x)
has only continuous spectrum in L2(RN), see [15, Theorem XIII.100]. Since 0 lies
in a gap of the spectrum of L, the Hilbert space X := D(|L|
1
2 ) can be decomposed
into X = X−
⊕
X+ such that the quadratic form:
u→
∫
RN
|∇u|2 + V (x)u2dx
is positive definite on X+ and negative definite on X−, bothX+ and X− are infinite-
dimensional. Such kind of variational problem is usually called strongly indefinite.
Now, we introduce a new inner product on X = D(|L|
1
2 ) by
〈u, v〉 := 〈|L|
1
2u, |L|
1
2 v〉L2, for any u, v ∈ X, (1.4)
where 〈·, ·〉L2 is the usual inner product in L
2(RN). The associated norm for X is
given by
‖u‖ := 〈|L|
1
2u, |L|
1
2u〉
1
2
L2
. (1.5)
By a similar discussion to the appendix in [6], it follows from V (x) ∈ L∞(RN) that
X := D(|L|
1
2 ) = H1(RN) and the norms ‖ · ‖ and ‖ · ‖H1 are equivalent. Moreover,
X+ and X− are also orthogonal with respect to 〈·, ·〉.
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Let
P : X → X− and Q : X → X+ (1.6)
be the orthogonal projections, then (1.2) and (1.3) can be rewritten as
ϕ(u) :=
1
2
(−‖Pu‖2 + ‖Qu‖2)−
∫
RN
F (x, u)dx, (1.7)
and
ϕ′(u)φ = 〈Qu, φ〉 − 〈Pu, φ〉 −
∫
RN
f(x, u)φdx. (1.8)
In order to study this kind of periodic and strongly indefinite variational problem
as above, Kryszewski and Szulkin proposed in [12] a generalized linking theorem by
introducing the so-called τ -topology and τ -upper semi-continuous assumption (see
section 2 for the details), which also improves the methods used in [19, 20] and seems
a powerful tool to deal with the strongly indefinite problems, see also [18, chapter
6]. Based on the generalized linking theorem of [12], Kryszewski and Szulkin proved
also the existence of infinitely many geometrically distinct solutions of problem (1.1)
under τ -upper semi-continuous assumption. Motivated by [12], there are many
results on the existence of multiple solutions for problem (1.1) with some special
nonlinearities, such as, in [8] for asymptotically linear case and in [1] for nonlocal
nonlinearity, etc. For more general results on this kind of problem, we refer the
reader to the papers [2, 3, 5, 7, 9, 13, 16, 17] and the references therein. However, as
in [12], all of the mentioned papers are required the variational functional satisfying
the τ -upper semi-continuity, which then implies that the nonlinear term in (1.1) must
have some kind of positivity, e.g., F (x, u) ≥ 0. In this paper, our problem (1.1) has a
general sign-changing nonlinear term, that is, both f(x, u) and its primitive function
F (x, u) change signs, so the methods developed in [12] does not work in our case.
Recently in [4], the authors developed a linking theorem without assuming τ -
upper semi-continuity, then they proved the existence of a nontrivial solution of
problem (1.1) with certain types of sign-changing nonlinearities. More precisely, let
F˜ (x, u) := 1
2
uf(x, u)−F (x, u), and the following conditions are imposed on f(x, u):
(f3) For some q ∈ (2, 2∗), denote
κ := max{ sup
u∈X\{0}
‖Pu‖Lq
‖u‖Lq
, sup
u∈X\{0}
‖Qu‖Lq
‖u‖Lq
} and µ0 := inf
u∈X\{0}
‖u‖2
‖u‖2
L2
.
In addition, there exist positive constants ρ, D1 and D2 satisfying
2κD2
(
ρq−2 +
1
D1
sup
|t|≤ρ,x∈RN
∣∣ F˜ (x, t)
t2
∣∣)+ sup
|t|≤ρ,x∈RN
∣∣f(x, t)
t
∣∣ < µ0,
such that, for all x ∈ RN and |t| ≥ ρ, there holds
F˜ (x, t) ≥ 0, F˜ (x, t) ≥ D1|t|
q, and |f(x, t)| ≤ D2|t|
q−1.
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Under conditions (V) and (f1)-(f3), a nontrivial solution were obtained for prob-
lem (1.1) in [4]. However, to the authors’ knowledge, there seems to be no any
result on the existence of multiple solutions for a periodic Schro¨dinger equation
with sign-changing nonlinearity. The main aim of this paper is to get infinitely
many geometrically distinct solutions of (1.1) without requiring F (x, u), the primi-
tive function of f(x, u), being nonnegative. For this purpose, we need some further
conditions on f(x, u) as follows:
(f4) For all x ∈ RN and t ∈ R, f(x,−t) = −f(x, t).
(f5) There exist c¯ > 0 and ε0 > 0 such that
|f(x, t+ s)− f(x, t)| ≤ c¯|s|(1 + |t|p−1)
for all x ∈ RN and t, s ∈ R with |s| ≤ ε0.
Note that the condition (f3) was first introduced in [4] to ensure the boundedness
for a (C)c-sequence (see Definition 2.1) of ϕ, (f5) was also used in [12]. There are
many functions satisfying (f1)-(f5), for example, if 2 < r < q < 2
∗, then
f(x, u) = |u|q−2u− λ|u|r−2u,
satisfies conditions (f1)-(f5) if λ > 0 is sufficiently small, see [4, Remark 1.4]. Clearly,
the primitive function of this kind of f(x, u) is sign-changing.
Now, we give the main result of the paper.
Theorem 1.1 If the conditions (f1)-(f5) are satisfied, then problem (1.1) has in-
finitely many geometrically distinct solutions.
Note that, being different from [12], we do not assume that F (x, u) is nonneg-
ative and the nonlinear term f(x, t) satisfies the so called Ambrosetti-Rabinowitz
superlinear condition in our main theorem. Then, it is not expected that the vari-
ational functional ϕ(u) is of τ -upper semicontinuity. As we mentioned above, to
avoid this kind of difficulty, some progress has been made in the papers [4, 10], but
only one solution is obtained in [4], and the variational functional is required to
satisfy a (PS)c condition in [10], which are not our case. So, in order to find the
multiplicity of solutions to our problem (1.1), we need some new strategies. Mo-
tivated by [4, 10, 12], to prove our Theorem 1.1, we construct the pseudogradient
vector fields by a different way from [4, 10, 12] which then avoid the use of τ -upper
semicontinuity. Based on this, we establish two deformation lemmas for bounded
τ -compact sets instead of general level sets, and we introduce the pseudoindexes on
the related classes. Moreover, we used some new method to analyze the structure
of the (PS)-sequence for ϕ(u) and prove a similar result as [12, proposition 4.2] (see
Lemma 2.4).
We think that the ideas presented in this paper may be used to study some more
general variational problems with similar structure.
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2 Preliminaries
We begin this section by giving some notations and definitions. Let
K := {u ∈ H1(RN) : ϕ′(u) = 0} (2.1)
be the set of weak solutions of (1.1) and let
F := K/ZN (2.2)
be the set of arbitrarily chosen representatives ofK under the action of ZN−translation.
By [4, Theorem 1.5], we know that F\{0} 6= ∅ if conditions (f1)-(f3) hold.
Definition 2.1 Let ϕ ∈ C1(X,R). A sequence {un} ⊂ X is called a (C)c-sequence
if sup
n
ϕ(un) ≤ c and (1 + ‖un‖2)‖ϕ′(un)‖X′ → 0 as n→∞.
Definition 2.2 Let ϕ ∈ C1(X,R). A sequence {un} ⊂ X is called a (PS)c-sequence
if sup
n
ϕ(un) ≤ c and ‖ϕ′(un)‖X′ → 0 as n→∞.
Clearly, a (C)c-sequence is a (PS)c-sequence, but only a bounded (PS)c-sequence
is also a (C)c-sequence.
As in [12, section 2], we have the following definition related the so called τ -
topology
Definition 2.3 Let {ej}j≥1 be an orthonormal basis of X−, the τ -topology on X =
X− ⊕X+ is the topology associated with the following norm
‖u‖τ := max{
∑∞
j=1
1
2j
|〈Pu, ej〉|, ‖Qu‖} , u ∈ X,
where P and Q are given in (1.6).
By [12, Remark 2.1(iii)], we know that if {un} ⊂ X is a bounded sequence, then
un
n
→ u in τ−topology ⇔ Pun
n
⇀ Pu weakly in X− and Qun
n
→ Qu strongly in X+.
(2.3)
Following [16], we give now the definitions on admissible homotopy/map.
Definition 2.4 Let A ⊂ X be a closed subset. For T > 0, a map g : [0, T ]×A→ X
is an admissible homotopy if
• g is τ -continuous in the sense that, for {tm} ⊂ [0, T ], {um} ⊂ A,
g(tm, um)
m
→ g(t, u) in τ -topology
whenever tm
m
→ t and um
m
→ u in τ -topology.
6 L.J. Gu, H.S. Zhou
• For any (t, u) ∈ [0, T ] × A, there exists a neighborhood W(t,u) of (t, u) in the
| · | × τ− topology such that
{v − g(s, v) : (s, v) ∈ W(t,u)
⋂
([0, T ]× A)}
is contained in a finite-dimensional subspace of X.
In particular, for a map being independent of t, e.g., g(t, u) ≡ g(u), we have the
following definition.
Definition 2.5 Let A ⊂ X be a closed subset. A map h : A→ X is an admissible
map if h is τ -continuous and, for any u ∈ A, there is a τ -neighborhood Wu of u such
that {v − h(v) : v ∈ Wu
⋂
A)} is contained in a finite-dimensional subspace of X.
For any integer k ≥ 1, let
Sr := {u ∈ X : ‖u‖ = r} and Xk := (
k⊕
j=1
Rfj)
⊕
X−,
where {fj}j≥1 is an orthonormal basis of X+. It follows from [4, Lemmas 3.1] that
Lemma 2.1 Under the conditions (V) and (f1)-(f3), let ϕ be the functional defined
by (1.2), then
(i) There exists r > 0 such that
b := inf
u∈X+
⋂
Sr
ϕ(u) > 0.
(ii) For r being obtained in (i) and any integer k ≥ 1, there exists Rk > r such that
sup
u∈Xk,‖u‖=Rk
ϕ(u) < a := inf
‖u‖≤r
ϕ(u).
(iii) For any δ < +∞, there holds
sup
‖Qu‖≤δ
ϕ(u) < +∞.
Moreover,
lim sup
‖Qu‖→0
ϕ(u) ≤ 0.

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Clearly, a := inf
‖u‖≤r
ϕ(u) ≤ b := inf
u∈X+
⋂
Sr
ϕ(u). By Lemma 2.1(i) and (iii), there
exist r > 0 and δ0 > 0 such that
sup
‖Qu‖≤δ0
ϕ(u) < b := inf
u∈X+
⋂
Sr
ϕ(u). (2.4)
By (3.18) of [4], we know that, if (V) and (f1)-(f3) hold, there exist constants
c1 > 0 and c2 > 0, which depend only on µ0 in (f3), such that
ϕ(u) ≤ c1‖u
+‖2 − c2‖u
−‖2. (2.5)
Hence, (2.3) and (2.5) imply that
Lemma 2.2 Under conditions (V) and (f1)-(f3), let {un} ⊂ ϕc := {u ∈ X : ϕ(u) ≥
c} be any sequence with ‖un − u0‖τ
n
→ 0, then
Pun
n
⇀ Pu0 weakly in X
− and Qun
n
→ Qu0 strongly in X
+. 
In [4, Lemma 3.2], it is proved that any (C)c-sequence of ϕ, see (1.2), is bounded
in X under conditions (V) and (f1)-(f3). As a consequence of [4, Lemma 3.2], we
can easily prove that
Lemma 2.3 Let (V) and (f1)-(f3) be satisfied. If {un} ⊂ X is a (PS)c-sequence of
ϕ, then
sup
n
‖un‖ ≤ C,
for some C > 0 (independent of n). 
So, if {un} is a (PS)c-sequence of ϕ, by Lemma 2.3 we may define
Mc := lim sup
n→∞
‖un‖,
and Mc ≤ C < +∞.
Lemma 2.4 Under conditions (V) and (f1)-(f5), let {um} ⊂ X be a (PS)c-sequence
for (1.2), K and F are defined by (2.1) and (2.2) respectively. If α := inf
u∈K\{0}
‖u‖ >
0, then either
(i) lim inf
m→∞
‖um‖ = 0,
or
(ii) there exist a positive integer l ≤ [M
2
c
α2
], points u¯1, ..., u¯l ∈ F\{0} (u¯i, i =
1, ..., l, are not necessarily distinct), a subsequence of {um} (still denoted by {um})
and sequences {gim} ⊂ Z
N , (i = 1, ..., l) such that
lim
m→∞
‖um −
l∑
i=1
(gim ∗ u¯i)‖ = 0,
where [·] denotes the integer part of a real number and (g ∗ u)(x) := u(x + g) for
g ∈ ZN .
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Proof. By contradiction, if (i) is not satisfied, by Lemma 2.3, {um} is also a (C)c-
sequence, then similar to the proof of Theorem 1.5 in [4] (see also Lemma 1.7 in
[12]) we know that there exist a weak convergent subsequence of {um} (still denoted
by {um}), a sequence {am} ⊂ RN and two constants r, η > 0 such that
‖um‖L2(B(am ,r)) > η,
for all m ∈ N, where B(am, r) = {x ∈ RN : |x − am| ≤ r}. We may choose
{gm} ⊂ Z
N and set vm := (gm ∗ um) such that
‖vm‖L2(B(0,r+
√
N
2
))
> η, for all m ∈ N.
It is easy to see that ‖vm‖ = ‖um‖, so, {vm} is also bounded in X and there is a
subsequence (still denoted by {vm}) converges to some v ∈ X both weakly in X and
strongly in Lsloc(R
N) for s ∈ [2, 2∗). Therefore
v ∈ K\{0}.
Let wm := vm − v, we claim that
lim
m→∞
ϕ′(wm) = 0, (2.6)
and
lim sup
m→∞
‖wm‖
2 ≤ M2c − ‖v‖
2. (2.7)
We prove (2.6) first. Let 〈·, ·〉 be the inner product defined by (1.4), it follows
from (1.8) that, for any h ∈ X with ‖h‖ = 1,
ϕ′(wm)h = 〈(v
+
m − v
−
m), h〉 − 〈(v
+ − v−), h〉 −
∫
RN
f(x, wm)h(x)dx. (2.8)
Since ϕ′(v) = 0 and ϕ′(vm)
m
→ 0 in X ′, these imply that
〈(v+ − v−), h〉 =
∫
RN
f(x, v)h(x)dx, (2.9)
and
〈(v+m − v
−
m), h〉 =
∫
RN
f(x, vm)h(x)dx+ o(1), as m→∞. (2.10)
Then, (2.8) together with (2.9) and (2.10) gives that
ϕ′(wm)h =
∫
RN
(
f(x, vm)− f(x, wm)− f(x, v)
)
h(x)dx+ o(1), as m→∞.
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So, we only need to show that∫
RN
|
(
f(x, vm)− f(x, wm)− f(x, v)
)
h(x)|dx
m
→ 0, for ‖h‖ = 1 uniformly.
Since v is a solution of (1.1), we have −∆v + c(x)v = 0, where c(x) = V (x)− f(x,v)
v
.
It follows from (f1) and (f2) that there exists a δ > 0 such that
|f(x, u)| ≤ δ|u|+ cδ|u|
p−1, (2.11)
thus c(x) ∈ Ltloc(R
N) for some t > N
2
. By Theorem 4.1 of [11], we have v(x)→ 0 as
|x| → ∞. Then, for any ε > 0 and R > 0, BR = {x ∈ R
N : |x| < R}, there holds
∫
RN\BR
|
(
f(x, vm)− f(x, wm)− f(x, v)
)
h(x)|dx
≤
∫
RN\BR
c¯|v|(1 + |wm|
p−1)h+ C
∫
RN\Ω
|v||h|
≤ C|v|2‖h‖2 + C|v|‖wm‖
p−1‖h‖ ≤
ε
2
, if R > 0 large enough, (2.12)
where (f5) and (2.11) are used in the first inequality. Moreover, since both wm
m
→ 0
in Lp(BR) and vm
m
→ v in Lp(BR), it follows from Theorem A.2 of [18] that∫
BR
|
(
f(x, vm)− f(x, wm)− f(x, v)
)
h(x)|dx
≤
∫
BR
|
(
f(x, vm)− f(x, v)
)
||h(x)|dx+
∫
Ω
|f(x, wm)||h(x)| ≤
ε
2
, (2.13)
for m large enough. Since ε is arbitrary, (2.12) and (2.13) show that
∫
RN
|
(
f(x, vm)− f(x, wm)− f(x, v)
)
h(x)|dx
m
→ 0, (2.14)
uniformly for ‖h‖ = 1. Hence (2.6) is proved.
Next we prove (2.7). First from ϕ′(v) = 0, ϕ′(vm)
m
−→ 0, ϕ′(wm)
m
−→ 0 in X ′
and the boundedness of ‖vm‖ and ‖wm‖ we have
‖v‖2 =
∫
RN
f(x, v)(v+ − v−),
‖vm‖
2 =
∫
RN
f(x, vm)(v
+
m − v
−
m) + o(1),
‖wm‖
2 =
∫
RN
f(x, wm)(w
+
m − w
−
m) + o(1).
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So,
‖wm‖
2 + ‖v‖2 − ‖vm‖
2
=
∫
RN
f(x, wm)(v
+
m − v
−
m)−
∫
RN
f(x, wm)(v
+ − v−)
+
∫
RN
f(x, v)(v+ − v−)−
∫
RN
f(x, vm)(v
+
m − v
−
m) + o(1). (2.15)
Since vm
m
⇀ v weakly in X , we have wm
m
⇀ 0 weakly in X and thus
〈wm, v
±〉 → 0 as m→∞. (2.16)
By 〈ϕ′(wm), v±〉
m
−→ 0, we have
〈wm, v
+〉 =
∫
RN
f(x, wm)v
+ + o(1), (2.17)
and
− 〈wm, v
−〉 =
∫
RN
f(x, wm)v
− + o(1). (2.18)
These together with (2.16) imply that
lim
m→∞
∫
RN
f(x, wm)v
± = 0. (2.19)
By the boundedness of ‖wm‖, we have ϕ′(v)w±m = 0, so,
〈v, w+m〉 =
∫
RN
f(x, v)w+m and − 〈v, w
−
m〉 =
∫
RN
f(x, v)w−m. (2.20)
Since wm
m
⇀ 0 weakly in X , then w±m
m
⇀ 0 weakly in X±, and (2.20) shows that
∫
RN
f(x, v)w+m =
∫
RN
f(x, v)(v+m − v
+)→ 0 as m→∞,
and ∫
RN
f(x, v)w−m =
∫
RN
f(x, v)(v−m − v
−)→ 0 as m→∞.
So, ∫
RN
f(x, v)(v+m − v
−
m) =
∫
RN
f(x, v)(v+ − v−) + o(1). (2.21)
Then, it follows from (2.15), (2.19) and (2.21) that
‖wm‖
2 + ‖v‖2 − ‖vm‖
2
Multiple solutions for a Schro¨dinger equation 11
=
∫
RN
(
f(x, wm) + f(x, v)− f(x, vm)
)
(v+m − v
−
m) + o(1) (2.22)
By the boundedness of {‖vm‖} and using (2.14) again, we have
lim
m→∞
{‖wm‖
2 + ‖v‖2 − ‖vm‖
2} = 0, (2.23)
which leads to (2.7) by using the definition of Mc.
Since ‖v‖ ≤ Mc (by the weak lower semicontinuity of norms), there are two
possibilities which may occur:
• If ‖v‖ = Mc, then (2.7) implies that wm
m
→ 0 strongly in X , that is (ii) holds
with l = 1 and u¯1 = v.
• If ‖v‖ < Mc, we may back to the beginning of our proof by simply replacing
{um} and M2c by {wm} and M
2
c − ‖v‖
2, respectively. Then we can set u¯2 ∈ K
with α2 ≤ ‖u¯2‖2 ≤ M2c − α
2. Repeat this procedure at most [M
2
c
α2
] times, we
obtain the conclusion.

Let l ∈ N and A ⊂ X be a finite set, i.e., A contains finite number elements,
define
[A, l] :=
{ j∑
i=1
(gi ∗ vi) : 1 ≤ j ≤ l, gi ∈ Z
N , vi ∈ A
}
.
Then, it follows from [19],(see also [12, 20]), that
Lemma 2.5 ([19], Proposition 2.57)For any l ∈ N, if A ⊂ X is a finite set, then
inf{‖v − v′‖ : v, v′ ∈ [A, l], v 6= v′} > 0.

By Lemmas 2.4, for F defined by (2.2) and ϕ defined by (1.7), we have the
following lemma
Lemma 2.6 Under conditions (V) and (f1)-(f5), if F is a finite set and {um} ⊂ X
is a (PS)c-sequence of ϕ, then there exists lc ∈ N such that
0 ≤ ‖um − [F , lc]‖τ ≤ ‖um − [F , lc]‖ → 0 as m→∞.

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Let
BX+(z, r) := B(z, r)
⋂
X+, B(z, r) := {u ∈ X : ‖u− z‖ < r}, (2.24)
then it follows from Lemmas 2.4-2.6 that
Lemma 2.7 If conditions (V) and (f1)-(f5) hold, F is a finite set, then, for any
c ∈ R and s ∈ (0, µ
4
) with
µ = inf{‖v − v′‖ : v, v′ ∈ [QF , lc], v 6= v
′},
where lc ∈ N is given in Lemma 2.4 and depends only on c, there exists σ > 0 such
that
‖ϕ′(u)‖X′ > σ for any u ∈ ϕ
c\
( ⋃
z∈[QF ,lc]
X−
⊕
BX+(z, s)
)
, ϕc := {u ∈ X : ϕ(u) ≤ c}.
Proof. By contradiction, if such σ does not exist, then there exists a sequence
{um} ⊂ ϕ
c\
( ⋃
z∈[QF ,lc]
X−
⊕
BX+(z, s)
)
, for some s ∈ (0,
µ
4
), (2.25)
such that ϕ′(um)
m
→ 0 in X ′. Then, Lemma 2.6 implies that
‖um − [F , lc]‖ → 0 as m→∞.
So,
‖Qum −Q[F , lc]‖ → 0 as m→∞.
On the other hand, by [12, Remark 1.1 (iv)] , Q and ∗ are commutable, thus
Q[F , lc] = [QF , lc].
So,
‖Qum − [QF , lc]‖ → 0 as m→∞,
which contradicts (2.25). The proof is complete.

3 Two deformation lemmas
In this section, we always assume that (1.1) has only finite geometrically distinct
solutions, i.e., F is finite, and then
δ := sup{‖Qu‖ : u ∈ K} < +∞. (3.1)
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By Lemma 2.1 (iii), we know that
ζ := sup
‖Qu‖≤δ+1
ϕ(u) < +∞. (3.2)
Let
Σ := {A ⊂ X : A is closed and A = −A},
and
Σ˜ := {A ∈ Σ : A is bounded and τ -compact}. (3.3)
Since X is a Hilbert space, let ∇ϕ be given by the formula
〈∇ϕ(u), v〉 = ϕ′(u)v, for all v ∈ X,
then we have
Lemma 3.1 Under conditions (V), (f1)-(f5), let F be a finite set and let M ∈ Σ˜.
Define β¯ := sup
u∈M
ϕ(u) and β := inf
u∈M
ϕ(u), if β¯ > ζ + 1 (ζ is defined by (3.2)), then
there exists a vector field χ1(u) : ϕ
β¯
β−3 → X (ϕ
β¯
β−3 := {u ∈ X : β − 3 ≤ ϕ(u) ≤ β¯})
with the following properties:
(i) χ1(u) is locally Lipschitz continuous and τ -locally Lipschitz τ -continuous on
ϕβ¯β−3.
(ii) χ1(u) is odd with −3 ≤ 〈∇ϕ(u), χ1(u)〉 ≤ 0, for any u ∈ ϕ
β¯
β−3.
(iii) 〈∇ϕ(u), χ1(u)〉 < −1 for any u ∈ E := ϕ
β¯
β−3\{u ∈ X : ‖Qu‖ < δ + 1}, for δ
defined by (3.1).
(iv) There exists σ1 > 0 such that
‖χ1(u)‖ < σ1 for any u ∈ ϕ
β¯
β−3\
( ⋃
z∈[QF ,lβ¯]
X−
⊕
BX+(z,
µ
4
)
)
where µ and lβ¯ are given by Lemma 2.7.
(v) Each u ∈ ϕβ¯β−3 has a τ -open neighborhood, Uu ⊂ X, of u such that χ1(Uu
⋂
ϕβ¯β−3)
is contained in a finite-dimensional subspace of X.
Proof. For any u ∈ E, let
ω(u) =
2∇ϕ(u)
‖∇ϕ(u)‖2
,
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then, there exists a τ -neighborhood of u, Vu ⊂ X , satisfying
‖v − u‖τ < min{
µ
8
,
1
3
}, for any v ∈ Vu, (3.4)
such that
1 < 〈∇ϕ(v), ω(u)〉 < 3, for any v ∈ Vu
⋂
ϕβ¯β−3\{u ∈ X : ‖Qu‖ < δ +
1
2
}.
Indeed, suppose that such Vu does not exist, then there exists a sequence {vn} ⊂
ϕβ−3 := {u ∈ X : ϕ(u) ≥ β − 3} with vn
τ
→ u and lim
n→∞
〈∇ϕ(vn), ω(u)〉 ≤ 1 or ≥ 3.
By Lemma 2.2, vn
n
⇀ u weakly in X , which leads to a contradiction since ∇ϕ is
weakly continuous. So,
N1 = {Vu : u ∈ E}
⋃
{u ∈ X : ‖Qu‖ < δ + 1}
forms a τ -open covering of ϕβ¯β−3.
Since N1 is metric and paracompact, that is, there exists a locally finite τ -open
coveringM1 = {Mi : i ∈ Λ} of ϕ
β¯
β−3 which is finer than N1, where Λ is an index set.
IfMi ⊂ Vui for some ui ∈ E, we take ωi = ω(ui) and ifMi ⊂ {u ∈ X : ‖Qu‖ < δ+1},
we take ωi = 0. Let {λi : i ∈ Λ} be a τ -Lipschitz continuous partition of unity
subordinated to M1, then we define the following vector field in N1
ξ(u) =
∑
i∈Λ
λi(u)ωi, u ∈ N1.
Since the τ -open coveringM1 of N1 is locally finite, each u ∈ N1 belongs to finite
many sets Mi, i ∈ Λ, that is, for any u ∈ N1 the sum ξ(u) has only finite terms. It
follows that, for any u ∈ N1, there exist a τ -open neighborhood Uu ∈ M1 of u and
a constant Lu > 0 such that ξ(Uu) is contained in a finite-dimensional subspace of
X and
‖ξ(v)− ξ(w)‖ ≤ Lu‖v − w‖τ , for any v, w ∈ Uu,
where we used the fact that all norms of a finite-dimensional vector space are equiv-
alent. This gives that ξ(u) is locally Lipschitz continuous and τ -locally Lipschitz
τ -continuous, and we also have
1 < 〈∇ϕ(u), ξ(u)〉 < 3 for any u ∈ E.
Define
ξ˜(u) =
ξ(u)− ξ(−u)
2
,
and let θ ∈ C∞(R) with 0 ≤ θ ≤ 1 be such that
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θ(t) =
{
0, t ≤ δ + 1
2
,
1, t ≥ δ + 2
3
,
where δ is given in (3.1). Now, we define the vector field χ1 as follows
χ1(u) =
{
−θ(‖Qu‖)ξ˜(u), u ∈ N ,
0, ‖Qu‖ ≤ δ + 1
2
,
then, (i)-(iii), (v) follow directly from the construction of χ1(u). By Lemma 2.7,
there exists σ > 0 such that
‖∇ϕ(u)‖ > σ, for any u ∈ ϕβ¯\
( ⋃
z∈[QF ,lβ¯]
X−
⊕
BX+(z,
µ
8
)
)
,
then, ‖ω(u)‖ < 2
σ
:= σ1, for any u ∈ ϕ
β¯
β−3\
( ⋃
z∈[QF ,lβ¯]
X−
⊕
BX+(z,
µ
8
)
)
. This to-
gether with (3.4) gives (iv). 
Definition 3.1 For each A ∈ Σ˜, define H(A) to be the class of maps h : A → X
satisfying
• h is a homeomorphism of A onto h(A) in the original topology, i.e., the topology
induced by ‖ · ‖, of X;
• h is an odd admissible map which maps bounded set into bounded set;
• ϕ(h(u)) ≤ ϕ(u), for any u ∈ A.
Remark 3.1 For any A ∈ Σ˜, H(A) is nonempty since it always contains the iden-
tity. Furthermore, H(A) is closed under composition, i.e., for any A ∈ Σ˜ and
h ∈ H(A), g ∈ H
(
h(A)
)
, there holds g ◦ h ∈ H(A), since h(A) is also bounded and
τ -compact for any h ∈ H(A).
Now, we give our first deformation lemma.
Lemma 3.2 (Deformation Lemma 1) Under conditions (V), (f1)-(f5), let F be a
finite set and let M ∈ Σ˜. If β¯ := sup
u∈M
ϕ(u) > ζ+1 (ζ is defined by (3.2)), then there
exists a map h ∈ H(M) such that h(M) ∈ Σ˜ and h(M) ⊂ ϕβ¯−1.
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Proof. Let χ1(u) : ϕ
β¯
β−3 → X with β := inf
u∈M
ϕ(u) be the vector field given in
Lemma 3.1, we study the following Cauchy problem
{
dη
dt
= χ1(η)
η(0, u) = u ∈M.
(3.5)
By the standard theory of ordinary differential equation in Banach space, we know
that the initial problem (3.5) has a unique solution on [0, Tmax). Now, we claim
that Tmax > 1 for any u ∈ M . In fact, by Lemma 3.1 (ii), if Tmax ≤ 1, for any
t ∈ [0, Tmax) and u ∈M we know that
ϕ(η(t, u)) = ϕ(u) +
∫ t
0
d
dτ
ϕ(η(τ, u))dτ
= ϕ(u) +
∫ t
0
〈∇ϕ(η(τ, u)), χ(η(τ, u))〉dτ
≥ ϕ(u) +
∫ t
0
−3dτ ≥ β − 3Tmax ≥ β − 3, (3.6)
so, η(t, u) ⊂ ϕβ¯β−3 for any (t, u) ∈ [0, Tmax) × M where χ(η(t, u)) is well defined.
If Tmax ≤ 1, then there exist a sequence tm ր Tmax and u ∈ M such that
‖χ(η(tm, u))‖ → ∞ as m → ∞. By (3.4), there exists a sequence {vm} ⊂ X
with ‖vm − η(tm, u)‖τ ≤ min{
µ
8
, 1
3
} for all m ≥ 1 satisfying ∇ϕ(vm) → 0 in X and
θ(η(tm, u)) 6= 0. Then by Lemma 2.6, passing to a subsequence if necessary, we
know that either
(a) there is z ∈ [QF , l] such that vm ∈ X−
⊕(
BX+(z,
µ
8
)
)
,
or
(b) the sequence {vm} enters infinitely many sets of the form X−
⊕(
BX+(z,
µ
4
)
)
where z ∈ [QF , l].
However, both the cases are impossible. If (a) holds, then Qvm → z strongly
in X . Since ‖vm‖ is bounded by Lemma 2.3, we also have Pvm ⇀ y weakly in X .
By the weak continuity of ϕ we know (y + z) ∈ K hence ‖vm − K‖τ → 0 and this
contradicts with θ(η(tm, u)) 6= 0. If (b) holds, we may assume that η(t, u) leaves
X−
⊕(
BX+(z1,
µ
4
)
)
as t = t1 and enters X
−
⊕(
BX+(z2,
µ
4
)
)
as t = t2. Then
‖η(t1, u)− η(t2, u)‖ ≥
1
2
µ. by Lemma 3.1 (ii), there exists σ1 > 0 such that
‖χ1(u)‖ ≤ σ1 for any u ∈ ϕ
β¯\
( ⋃
z∈[QF ,lβ¯]
X−
⊕
BX+(z,
µ
4
)
)
.
So,
1
2
µ ≤ ‖η(t1, u)− η(t2, u)‖ ≤
∫ t2
t1
‖χ1(η(s, u))‖ds ≤ σ1(t2 − t1),
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which is a contradiction since |t1− t2| can be arbitrarily small as t1 and t2 arbitrarily
close to Tmax.
Next, we claim that h(·) = η(1, ·). It is clear that for any t ∈ [0, 1], η(t, ·) is
an odd homeomorphism from M to η(t,M). Furthermore, by almost the same way
as the proof of Lemma 6.8 of [18] we can get that η is τ -continuous and for any
(t, u) ∈ [0, 1]×M there exist a neighborhood W(t,u) of (t, u) in the | · |×τ− topology
such that
{v − η(s, v)|(s, v) ∈ W(t,u)
⋂
([0, 1]× ϕβ¯β−3)}
is contained in a finite-dimensional subspace of X .
Then, we claim that η(1,M) ⊂ ϕβ¯−1, β¯ is given by Lemma 3.2. Suppose there
exists u ∈M such that ϕ(η(1, u)) ≥ β¯− 1, then ϕ(η(t, u)) ≥ β¯− 1 for any t ∈ [0, 1],
since (by Lemma 3.1 (ii)) ϕ(η(t, u)) is nonincreasing in t. So, η(t, u) ∈ E with E
given in Lemma 3.1 (iii), for any (t, u) ∈ [0, 1]×M , then
ϕ(η(1, u) = ϕ(η(0, u) +
∫ 1
0
〈∇ϕ(η(s, u)), χ1(η(s, u))〉ds
< ϕ(η(0, u) +
∫ 1
0
−1ds ≤ β¯ − 1,
which lead to contradiction.
Finally, in order to prove η(1, ·) ∈ H(M), we only need to show that η(1,M)
is τ -compact and bounded. Indeed, the τ -compactness of η(1,M) follows directly
since η(1, ·) is τ -continuous. Thus, Q(η(1,M)) is bounded in X+. On the other
hand, by (3.6) we know ϕ(η(1, u)) ≥ β − 3 for any u ∈ M . Together with (2.5) we
have η(1,M) is bounded.
So, let h(·) = η(1, ·), the proof is complete. 
Definition 3.2 For A ∈ Σ˜ (Σ˜ is defined by (3.3)), define H˜(A) is the set of all
maps h : A→ X satisfying:
• h is a homeomorphism of A onto h(A) in the original topology, i.e., the topology
induced by ‖ · ‖, of X;
• h is an odd admissible map which maps bounded set into bounded set;
• ϕ(h(u)) ≤ ϕ(u) for any u ∈ A
⋂
ϕa−1 and ϕ(h(u)) ≤ a − 1 for any u ∈
A
⋂
ϕa−1, where a is given by Lemma 2.1(ii).
Clearly H(A) ⊂ H˜(A) for any A ∈ Σ˜.
Lemma 3.3 Under conditions (V), (f1)-(f5), let F be a finite set and let M ∈ Σ
be bounded in X, then for any R > ρ := sup{‖u‖ : u ∈ M}, there exists a vector
field χ2(u) : ϕ
ζ+2 → X (ζ is defined by (3.2)) with the following properties:
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(i) χ2(u) is locally Lipschitz continuous and τ -locally Lipschitz τ -continuous on
ϕζ+2.
(ii) χ2(u) is odd and 〈∇ϕ(u), χ2(u)〉 ≤ 0, for any u ∈ ϕ
ζ+2
a−1, where a is given by
Lemma 2.1(ii).
(iii) 〈∇ϕ(u), χ2(u)〉 < −1, for any
u ∈ ϕζ+2a−1
⋂
{u ∈ X : ‖u‖τ ≥ δ0, ‖Qu− [QF , l]\{0}‖ ≥
µ
8
}
⋂
B¯R.
where B¯R = {u ∈ X : ‖u‖ ≤ R}, δ0 is given by (2.4), lζ+2 and µ are given in
Lemma 2.7.
(iv) There exists σ2 > 0 such that ‖χ2(u)‖ < σ2 for any u ∈ ϕζ+2.
(v) Each u ∈ ϕζ+2 has a τ -open neighborhood of u, Uu ⊂ X, such that χ2(Uu
⋂
ϕζ+2)
is contained in a finite-dimensional subspace of X.
Proof. Let
N0 = X
−
⊕ ⋃
z∈[QF ,lζ+2]\{0}
(
BX+(z,
µ
16
)
)
,
and
E = ϕζ+2
⋂
{u ∈ X : ‖u‖τ ≥
δ0
2
}
⋂
{X\N0},
where lζ+2 and µ are given by Lemma 2.7, clearly, there exists σ > 0 such that
‖∇ϕ(u)‖ > σ for any u ∈ ϕζ+2\E. (3.7)
Define
ω(u) =
2∇ϕ(u)
‖∇ϕ(u)‖2
, for u ∈ E
⋂
B¯R.
Similar to Lemma 3.1, by the weak continuity of ∇ϕ and (2.5), for any u ∈ E
⋂
B¯R,
there exists a τ -neighborhood of u, Vu ⊂ X , such that
〈∇ϕ(v), ω(u)〉 > 1, for any v ∈ Vu
⋂
ϕa−1
⋂
E
⋂
B¯R. (3.8)
Clearly, (by the convexity of B¯R) B¯R is τ -closed, so, X\B¯R is τ -open, then
N2 = {Vu : u ∈ E
⋂
B¯R}
⋃
X\B¯R
forms a τ -open covering of E.
Since N2 is metric and paracompact, that is, there exists a locally finite τ -open
covering M2 = {Mi : i ∈ Λ} of E finer than N2. Using a similar partition of unity
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argument as Lemma 3.1, we can construct a pseudogradient vector field on ϕζ+2.
To be specific, take ωi = ω(ui) if Mi ⊂ Vui for some ui ∈ E and take ωi = 0 if
Mi ⊂ X\BR. Let
ξ(u) =
∑
i∈Λ
λi(u)ωi, u ∈ N2,
where {λi : i ∈ Λ} be a τ -Lipschitz continuous partition of unity subordinated to
{Mi}. Since the τ -open covering {Mi} is locally finite, each u ∈ N2 belongs to finite
many sets Mi. Therefore, for every u ∈ N2, the sum ξ(u) is only a finite sum. It
follows that, for any u ∈ N2, there exists a τ -open neighborhood of u, Uu ⊂ N2,
such that ξ(Uu) is contained in a finite-dimensional subspace of X . By the fact that
all norms for a finite-dimensional vector space are equivalent, we know that there
exists Lu > 0 such that
‖ξ(v)− ξ(w)‖ ≤ Lu‖v − w‖τ , for any v, w ∈ Uu.
Then it is easy to see that ξ(u) is locally Lipschitz continuous and τ -locally Lipschitz
τ -continuous. By (3.7) and (3.8), we also have
〈∇ϕ(u), ξ(u)〉 > 1 and ‖ξ(u)‖ <
2
σ
:= σ2, for any u ∈ E
⋂
B¯R
⋂
ϕa−1,
and
〈∇ϕ(u), ξ(u)〉 ≥ 0, for any u ∈ E
⋂
ϕa−1.
Define
ξ˜(u) =
ξ(u)− ξ(−u)
2
,
and taking the following two Lipschitz continuous and τ -Lipschitz τ -continuous cut-
off functions:
θ(u) =
{
1, if ‖u‖τ ≥ δ0,
0, if ‖u‖τ ≤
2δ0
3
,
and
ψ(u) =
{
1, if ‖Qu− z‖ ≥ µ
8
, for any z ∈ [QF , l]\{0},
0, if ‖Qu− z‖ ≤ µ
10
, for any z ∈ [QF , l]\{0}.
Define the vector field χ2 : ϕ
ζ+2 → X by
χ2(u) =
{
−θ(u)ψ(u)ξ˜(u), for u ∈M,
0, for ‖Qu‖ ≤ 2
3
δ0 or ‖Qu− [QF , l]\{0}‖ ≤
µ
10
.
Then, it is easy to see that χ2 is well defined on ϕ
ζ+2 and satisfies the properties
(i)-(v).
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
Before giving our second deformation lemma, we introduce a new class of admis-
sible maps:
Definition 3.3 Let H ⊂ X be a fixed set, define H˜H is the set of all maps h : H →
X satisfying
• h is an admissible odd map and h is homeomorphism in the original topology
of X;
• if A ⊂ H is bounded, then h(A) is also bounded;
• ϕ(h(u)) ≤ ϕ(u) for any u ∈ H
⋂
ϕa−1 and ϕ(h(u)) ≤ a − 1 for any u ∈
H
⋂
ϕa−1, where a is given in Lemma 2.1(ii).
Clearly, for any h ∈ H˜H and A ∈ Σ˜ with A ⊂ H , we have h |A∈ H˜(A).
For A ∈ Σ, we give the definition of Krasnoselskii genus of A, γ(A) (see section
7 of [14]):
γ(A) := min{k ∈ N : ∃ odd continuous map φ : A→ Rk\{0}}; γ(∅) := 0. (3.9)
Motivated by [4, 8, 10], we have the following second deformation lemma.
Lemma 3.4 (Deformation Lemma 2) Under conditions (V), (f1)-(f5), let F be a
finite set and let M ∈ Σ˜. If
b ≤ β¯ := sup
u∈M
ϕ(u) < ζ + 2, with b given in (2.4),
then there exist ǫ > 0, a symmetric τ -open set N with N¯ τ -closed and γ(N¯ ) = 1
and h ∈ H˜(ϕζ+2), such that h(M\N ) ∈ Σ˜ and
h(M\N ) ⊂ ϕβ¯−ǫ,
where a is given in Lemma 2.1(ii).
Proof. Define
N :=
⋃
z∈[QF ,l]\{0}
(
X−
⊕
BX+(z,
µ
4
)
)
= X−
⊕ ⋃
z∈[QF ,l]\{0}
(
BX+(z,
µ
4
)
)
,
where lζ+2 and µ are given in Lemma 2.7. Note [QF , l] is countable and for any
z ∈ [QF , l]
(
X−
⊕
BX+(z,
µ
4
)
)
is contractible, then
γ(N¯ ) = 1.
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Fix an ǫ satisfying
0 < ǫ < min{b− sup
‖u‖τ≤δ0
ϕ(u),
µ
8σ2
}, (3.10)
where σ2 is given in Lemma 3.3 (iv), and let
R = σ2ǫ+ ρ+ 1, ρ := sup{‖u‖ : u ∈M}, (3.11)
Let χ2(u) : ϕ
ζ+2 → X be the vector field given in Lemma 3.3, we consider the
following Cauchy problem
{
dη
dt
= χ2(η)
η(0, u) = u ∈ ϕζ+2.
By the standard theory of ordinary differential equation in Banach space, we know
that the initial problem has a unique solution on [0,∞). Clearly, η(t, u) is odd in
u, furthermore, the similar argument as the proof of Lemma 6.8 of [18] yields that
η is an admissible homotopy. By Lemma 3.3 (ii), we have
d
dt
ϕ(η(t, u)) = 〈∇ϕ(η(t, u)), χ2(η(t, u))〉 ≤ 0, for η(t, u) ∈ ϕ
ζ+2
a−1.
For ǫ given by (3.10) and R given by (3.11), we claim that {η(t, u) : 0 ≤ t ≤
ǫ, u ∈M} ⊂ BR. Indeed, since
η(t, u) = u+
∫ t
0
χ2(η(s, u))ds,
by Lemma 3.3 (iv) we know that, for any t ∈ [0, ǫ] and u ∈M ,
‖η(t, u)‖ ≤ ‖u‖+
∫ t
0
‖χ(η(s, u))‖ds
≤ ‖u‖+
∫ t
0
σ2ds ≤ ρ+ σ2ǫ < R. (3.12)
Then by (3.10), we have
sup
‖u‖τ≤δ0
ϕ(u) < b− ǫ,
that is,
{u ∈ X : ‖u‖τ ≤ δ0} ⊂ ϕ
b−ǫ.
Moreover, by Lemma 3.3 (iv), for t ∈ [0,∞),
‖η(t, u)− u‖ ≤
∫ t
0
‖χ(η(s, u))‖ds ≤
∫ t
0
σ2ds ≤ σ2t.
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Let t = ǫ, this gives
‖η(ǫ, u)− u‖ ≤ σ2ǫ <
µ
8
,
here ǫ < µ
8σ2
is required. Then, for any u ∈M\N , we have
η(ǫ, u) ∈ ϕζ+2
⋂(
X−
⊕ ⋃
z∈[QF ,l]\{0}
(
BX+(z,
µ
8
)
))
.
Next, we claim that η(ǫ,M\N ) ⊂ ϕβ¯−ǫ. If there exists u ∈ M\N such that
η(ǫ, u) ≥ β¯ − ǫ, then, by Lemma 3.3 (iii) we have
ϕ(η(ǫ, u) = ϕ(η(0, u) +
∫ ǫ
0
〈∇ϕ(η(s, u)), χ(η(s, u))〉ds
< ϕ(u) +
∫ ǫ
0
−1ds ≤ β¯ − ǫ,
which is a contradiction.
Finally, by Lemma 3.3 (ii), it is easy to see ϕ(η(ǫ, u)) ≤ ϕ(u) if u ∈ ϕζ+2a−1 and
η(ǫ, ϕa−1) ⊂ ϕa−1. The boundedness of M follows directly from (3.12). Further
more, if M is τ -compact, then M\N , M
⋂
N¯ and η(ǫ,M\N ) are also τ -compact
since η(ǫ, ·) is τ -continuous. Let h(·) = η(ǫ, ·), the proof is complete.

4 Proof of Theorem 1.1
This section is devoted to prove our Theorem 1.1. For this purpose, we introduce
two kinds of pseudo-Z2 indexes.
For A ∈ Σ˜ (defined by (3.3)), we define γ∗(A) as
γ∗(A) := min
h∈H˜(A)
γ(h(A)
⋂
Sr
⋂
X+), A ∈ Σ˜,
where γ is the genus (defined by (3.9)), H˜(A) is defined by Definition 3.2 and r is
obtained in (2.4). The following lemma gives some properties of γ∗. The proof is
basic, so is omitted.
Lemma 4.1 Let A,B ∈ Σ˜.
(i) If γ∗(A) 6= 0, then A 6= ∅.
(ii) If A ⊂ B, then γ∗(A) ≤ γ∗(B).
(iii) If h ∈ H˜(A), then γ∗(h(A)) ≥ γ∗(A).
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Remark 4.1 There are sets of arbitrarily large pseudoindex, γ∗, in Σ¯. For any
k ∈ Z+, let Xk := (
⊕k
j=1Rfj)
⊕
X−, where {fj}j≥1 is an orthonormal basis of X+.
Then, by Lemma 2.1(ii), there exists Rk > r such that
sup
u∈Xk,‖u‖=Rk
ϕ(u) < inf
‖u‖≤r
ϕ(u).
Take
A := {u ∈ Xk : ‖u‖ ≤ Rk},
clearly A is bounded and τ -compact. Then, noting Lemma 2.1(ii) and arguing ex-
actly as Lemma 4.5 of [2] (see also Proposition 7 of [16]), we know that
γ∗(A) ≥ k.
We will need another pseudo-Z2 index defined on Σ˜H with
Σ˜H := {A ∈ Σ˜ : A ⊂ H},
where H ⊂ X is a fixed set. For any A ∈ Σ˜H , we define
γ∗H(A) := min
h∈H˜H
γ(h(A)
⋂
Sr
⋂
X+), (4.1)
where H˜H is defined by Definition 3.3.
We give some basic properties of γ∗H .
Lemma 4.2 A,B ∈ Σ˜H , then
(i) if γ∗H(A) 6= 0 then A 6= ∅.
(ii) γ∗H(A) ≥ γ
∗(A).
(iii) if A ⊂ B then γ∗H(A) ≤ γ
∗
H(B).
(iv) if h ∈ H˜H and h(A) ⊂ H then γ∗H(h(A)) ≥ γ
∗
H(A).
(v) γ∗H(A
⋃
B) ≤ γ∗H(A) + γ(B).
Proof. (i), (iii) and (iv) follow directly from the properties of genus, here we
only give a simple proof of (ii) and (v). Firstly, if h ∈ H˜H , then h|A ∈ H˜(A), so
γ∗H(A) ≥ γ
∗(A), thus (ii) is proved.
Then for any h ∈ H˜H , by the subadditivity of genus we have
γ∗H(A
⋃
B) ≤ γ(h(A
⋃
B)
⋂
Sr
⋂
X+) ≤ γ(h(A)
⋂
Sr
⋂
X+) + γ(h|B(B)),
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Since h|B : B → h|B(B) is a homeomorphism, we have γ(h|B(B)) = γ(B), so
γ∗H(A
⋃
B) ≤ γ(h(A)
⋂
Sr
⋂
X+) + γ(B),
the proof of (v) is complete.

Before giving the proof of Theorem 1.1, we define a mini-max value through γ∗:
ck := inf
γ∗(A)≥k
sup
u∈A
ϕ(u), A ∈ Σ˜,
then ck is well-defined for each k ≥ 1. Moreover,
b ≤ ck ≤ ck+1, for any integer k ≥ 1,
where b is defined by (2.4). Now we are ready to the prove Theorem 1.1.
Proof of Theorem 1.1.
By contradiction, if F (defined by (2.2)) is finite, i.e., (1.1) has only finite many
geometrically distinct solutions, there are two possibilities of ck:
(I) There is an integer k ≥ 1 such that ck > ζ + 1, where ζ is given in (3.2),
(II) For all k ≥ 1, b ≤ ck ≤ ζ + 1.
In what follows, we show that both case (I) and (II) are impossible by using the first
and second deformation lemmas. If case (I) holds, that is, there exists an integer
k ≥ 1 such that
ck > ζ + 1, (4.2)
then, there exists an M ∈ Σ˜ with γ∗(M) ≥ k and
ζ + 1 < sup
u∈M
ϕ(u) < ck +
1
2
.
Hence, by the first deformation Lemma 3.2, there exists h ∈ H(M), thus h ∈ H˜(M),
such that
sup
u∈M
ϕ(h(u)) < ck −
1
2
.
However, by Lemma 4.1(iii) we have γ∗(h(M)) ≥ γ∗(M) ≥ k, so,
ck ≤ sup
u∈h(M)
ϕ(u) < ck −
1
2
,
which is a contradiction, so, case (I) is false.
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If case (I) is impossible, then
b ≤ c¯ := lim
k→∞
ck ≤ ζ + 1. (4.3)
Fix H = ϕζ+1 with ζ given by 3.2 and define
c˜k := inf
γ∗
H
(A)≥k
sup
u∈A
ϕ(u), for A ∈ Σ˜H .
By Lemma 4.2 (ii) we have
c˜k ≤ ck,
so, c˜k is also bounded from above, then for any integer k ≥ 1 we have
b ≤ c˜k ≤ c˜k+1 ≤ c˜ := lim
k→∞
c˜k ≤ c¯ ≤ ζ + 1,
where c¯ is defined by (4.3).
Let ǫ > 0 be given in Lemma 3.4, then there exist k1 ∈ N satisfying
c˜−
ǫ
4
< c˜k1 ≤ c˜, (4.4)
and a set M1 ∈ Σ˜H with γ∗H(M1) ≥ k1 such that
c˜−
ǫ
4
< c˜k1 ≤ sup
u∈M1
ϕ(u) < c˜+
ǫ
4
< ζ + 2, for ǫ ∈ (0, 1).
On the other hand, for any M ∈ Σ˜H , let N be a τ -open set with γ(N¯ ) = 1, by
Lemma 4.2(iii)(v), we have
γ∗H(M) = γ
∗
H
(
(M\N )
⋃
(M
⋂
N¯ )
)
≤ γ∗H(M\N ) + γ(M
⋂
N¯ )
≤ γ∗H(M\N ) + γ(N¯ ) = γ
∗
H(M\N ) + 1
i.e.,
γ∗H(M\N ) ≥ γ
∗
H(M)− 1. (4.5)
Now, we are going to deduce a contradiction whenever γ∗H(M1) in infinite or finite.
If γ∗H(M1) = +∞, then γ
∗
H(M1\N ) = +∞. By Lemma 3.4 with H = ϕ
ζ+1 and
ǫ ∈ (0, 1), there exists h ∈ H˜H such that
sup
u∈M1\N
ϕ(h(u)) < c˜+
ǫ
4
− ǫ = c˜−
3ǫ
4
.
Lemma 4.2(iv) implies that γ∗H(h(M1\N )) ≥ γ
∗
H(M1\N ) = +∞, hence
c˜k1 ≤ sup
u∈h(M1\N )
ϕ(u) < c˜−
3ǫ
4
,
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which contradicts with (4.4).
If γ∗H(M1) = Γ < +∞ with Γ ≥ k1, we have
c˜−
ǫ
4
< c˜k1 ≤ c˜Γ+1 ≤ c˜,
then there exists an M2 ∈ Σ˜H with γ∗H(M2) ≥ Γ + 1 such that
c˜−
ǫ
4
< c˜Γ+1 ≤ sup
u∈M2
ϕ(u) < c˜+
ǫ
4
.
By Lemma 3.4, there exists h ∈ H˜H such that
sup
u∈M2\N
ϕ(h(u)) < c˜+
ǫ
4
− ǫ = c˜−
3ǫ
4
.
On the other hand, by (4.5) we have
γ∗H(h(M2\N )) ≥ γ
∗
H(M2\N ) ≥ γ
∗
H(M2)− 1 ≥ Γ ≥ k1.
So,
c˜k1 ≤ sup
u∈h(M2\N )
ϕ(u) < c˜−
3ǫ
4
,
which also contradicts with (4.4). The proof is complete.

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