This paper proposes an interval-based methodology to model and forecast the price range or range-based volatility process of financial asset prices. Comparing with the existing volatility models, the proposed model utilizes more information contained in the interval time series than using the range information only or modeling the high and low price processes separately. An empirical study of the U.S. stock market daily data shows that the proposed interval-based model produces more accurate range forecasts than the classic point-based linear models for range process, in terms of both in-sample and out-of-sample forecasts. The statistical tests show that the forecasting advantages of the interval-based model are statistically significant in most cases. In addition, some stability tests have been conducted for ascertaining the advantages of the interval-based model through different sample windows and forecasting periods, which reveals similar results. This study provides a new interval-based perspective for volatility modeling and forecasting of financial time series data.
Introduction
Modeling and forecasting the volatility of financial asset prices have become one of the key tasks in studying security valuation, asset allocation, and risk management over the last three decades, and correspondingly, they have attracted growing attention from both academia and practitioners. As volatility cannot be directly observed from the data, the statistical inference in modeling the volatility involves uncertainty. The traditional return-based volatility measure assumes that the volatility is constant (e.g., [1, 2] ). However, a large number of empirical studies suggest that the volatility is both time-varying and highly persistent, which is acknowledged by the development and application of parametric models. This is the case for the popular autoregressive conditional heteroskedastic (ARCH) [3] , generalized ARCH (GARCH) [4] family of models, and the stochastic volatility (henceforth, SV) models [5] . These models have been further developed in volatility forecasting; see Poon and Granger [6] and Francq and Zakoian [7] for an excellent overview.
Many studies on volatility modeling, i.e., GARCH and SV models, employ the daily closing price data, which ignores the path of the price inside the reference period especially in turbulent days with drops and recoveries of the markets, and leads to the volatility forecasts being inaccurate and inefficient [8, 9] . In addition to the closing prices, data of the high and low prices from the same high-frequency time series of individual stocks or exchange-traded futures contracts can also be obtained to form the range data. The range information is a popular technical indicator, and it has been documented to be more informative and efficient than the returnbased volatility measure in previous literature (e.g., [10] [11] [12] [13] [14] [15] [16] [17] ). Chou [13] attempted to combine the dynamic modeling strategy with the sharp insight of Parkinson [10] and proposed a dynamic range-based volatility model, the conditional autoregressive range (CARR) model, which provides sharper volatility estimators compared to the standard GARCH model. Brandt and Diebold [9] showed that the range-based volatility estimator appears robust to microstructure noise such as the bid-ask bounce. Moreover, Martens and van Dijk [15] and Christensen and Podolskij [16] have developed the realized range-based volatility using the highfrequency data and showed that this estimator is consistent and relatively efficient under some specific assumptions. Therefore, an accurate forecasting model for price range is highly useful for volatility estimation in financial market.
Although one can predict the price range only based on the range time series, this ignores the level information due to the high and low prices being differenced out, e.g., the same price range observations in different time periods might have distinct price levels. Cheung [18] and Cheung et al. [19] have pointed out that a proper specification of the range using only its own history may be inferior to a model that jointly describes the behavior of the high and low prices.
To address this issue, this paper considers an interval-based model for the price range forecasts. An interval-valued observation comprises a set of price/return values where the price/return process varies in a given time period, e.g., [low t , high t ], where low t and high t are the daily minimum and maximum prices of some stock or other financial asset. By taking the difference between the high t and low t , one can obtain the price range or range-based volatility. It is important to note that a price interval contains both the level (or trend) and the volatility information. Thus, it is expected that using the interval data will produce more accurate price range and rangebased volatility forecasts than using the range data only, since level and volatility information are usually correlated.
Some existing approaches can model certain attributes of the interval data such as the low and high boundaries, midpoints, and ranges (e.g., [20] [21] [22] [23] [24] [25] ). However, it is inevitable to lose some information by using this attribute information separately in estimation and inference. To efficiently utilize the information of interval data and to model the interval process as a unity, this study employs the linear interval time series model (autoregressive conditional interval (ACI) model) proposed in Han et al. [26] . The ACI model is a parsimonious model for the interval time series data, and it includes a complete asymptotic theory for estimation, inference, and efficiency. The ACI methodology has been further extended by Yang et al. [27] to quantify the impact of some crisis events on the interval-valued price process by introducing the dummy variables to this interval-based models. Also, in Yang et al. [28] , the ACI model is used to explore the relationship between crude oil futures market and U.S. stock market. The present paper introduces this interval-based model to capture and forecast the dynamics of the price range of financial time series. Empirical analysis is used to compare the in-sample and out-of-sample forecasting performances for the price range with other alternative forecasts.
The paper is organized as follows: Section 2 introduces the methodology for modeling the interval-valued time series and gives the corresponding price range forecasting methods. Section 3 presents the data and gives some preliminary analysis for the interval data. Section 4 introduces the design of the in-sample and out-ofsample forecasting competition, including other competing models for the price range forecasts, forecasting evaluation criteria, and statistical testing methods. Section 5 compares the in-sample and out-of-sample forecasting performances for the price range derived from different models by error analysis and statistical tests. Finally, Sec. 6 offers conclusions for this study.
Methodology
For forecasting the price range or range-based volatility, the models begin with an interval autoregressive (AR) model, following the idea of Han et al. [26] , which can study the dynamics of the interval price process.
To examine the short-run dynamic interactions of the interval price process, the following interval-based model is used for the interval-valued time series data
where α 0 ; β 0 ; β i ði ¼ 1; 2; : : : ; pÞ are scalar-valued unknown parameters;
PSH t is the interval stock market index process; Δ is the Hukuhara difference of the interval price process; and u t ¼ ½u Lt ; u Ht is the interval martingale difference sequence with respect to the information set I t−1 , i.e., Eðu t jI t−1 Þ ¼ ½0; 0 almost surely.
The advantage of this model is that it provides an unified framework for deriving some representative point-valued processes. For example, when one is interested in forecasting the price range, one can immediately derive the following point-valued range forecasting model from Eq. (1)
where u r t is an additive innovation term and PSR t denotes the price range. Note that the parameter α 0 cannot be identified in the linear range model as in Eq. (2), because the parameters in Eq. (2) are estimated only by using the range sample, which does not include the level information. Similarly, one can also derive the pointvalued high and low price models. In addition, due to the possible cointegration relationship between the daily high and low price, one can combine this cointegration relationship with our proposed interval-based models; for details see Yang et al. [27, 28] .
To estimate the parameters of these interval-based models, the minimum D K -distance estimation method developed in Han et al. [26] is employed. Different kernel functions in the D K -metric imply different ways of utilizing the sample information on different aspects of the interval process such as the correlation between the range and level information, as well as both the range and level information. This paper will estimate the parameters in the above interval-based models by the two-stage minimum D K -distance estimation method, which yields an estimator with the minimum asymptotic variance among a large class of kernels through an optimal kernel.
Data and Preliminary Analysis
This study employs the following three stock price indices in U.S. stock market: Standard & Poor 500 index (S&P500), Dow Jones Industrial Average (DJIA), and National Association of Securities Dealers Automated Quotations (NASDAQ) from the Wind database. The daily interval-valued stock price index is expressed by ½PSL t ; PSH t , where PSL t and PSH t , respectively, represent the log of the daily low stock price index and the daily high stock price index. Daily price range PSR t is constructed from the corresponding daily high price PSH t and daily low price PSL t . The sample period is from January 3, 2006 to December 31, 2012. Figure 1 presents the plots of the daily log high (PSH t ), log low (PSL t ), price range (PSR t ), first difference of PSH t (denoted as DPSH t ), and first difference of PSL t (denoted as DPSL t ) series of the S&P500 price index in U.S. stock market, and the DJIA and NASDAQ price indices have the similar graph tendency. For the three price indices, it is obvious that no series of PSH t and PSL t looks to be stationary, while the price range series PSR t appears to be quite stable except for few sporadic spikes during the U.S. subprime financial crisis, which is verified by the stationary testing results in Table 1 . The transparently tandem movement in the high and low prices of U.S. stock market indices implies that there may be a long-term cointegration relationship. According to the Johansen cointegration test, trace and maximal eigenvalue statistics as reported in Table 2 reject the hypothesis of no cointegration at the 1% significant level.
Furthermore, Table 3 summarizes some basic statistical analysis of the representative attributes derived from the interval-valued price index processes. In the U.S. stock market, the intraday fluctuation represented by the daily price range PSR t is obviously higher than the interday changes in the daily low and high prices measured by ΔPSL t and ΔPSH t . The range series and the high-low components in first difference appear to have different skewness and peakedness properties. The price range PSR t has a larger kurtosis coefficient and is more leptokurtic than its two components, i.e., PSH t and PSL t . It suggests that some representative pointvalued processes contain only partial information of the intervalvalued process. Therefore, it is expected that modeling the financial time series data under a unified interval-based framework can derive more powerful statistical inference and forecasts.
Forecasting Comparison Design

Alternative Models for Forecasting the Price Range
4.1.1 Naïve Model. The naïve model is a simple model of an interval martingale sequence, which can be viewed as an interval version of a point-valued martingale or random walk model. The point-valued martingale or random walk model often outperforms alternative models in the out-of-sample forecasts of financial and economic time series. For acquiring the price range forecasts, one can first use the naïve model for the interval-valued price index process. That is, the expected interval value of price index at time t þ 1 conditional on all available information set I t up to time t is equal to the actual interval value of price index at time t, i.e., c
No fitting process is required. In particular, the price range time series can be viewed as a point-valued martingale sequence, i.e., d
PSR tþ1 ¼ PSR t . The price range forecasts based on this model will be used as a benchmark to compare forecasting performance of other price range forecasting models.
AR
Model. An AR model is simply a model used to predict the future values based on the previous values of time series. The standard equation for the AR model is written as follows:
where y t is the current value of time series at time t; θ 0 , α i ði ¼ 1; 2; : : : ; pÞ are the model parameters to be estimated by conventional estimation methods for point-valued time series process, such as the conditional least-squares (CLS) or quasi-maximum likelihood estimation method, and the parameter p represents the order of model ARðpÞ. This paper will use two methods to forecast the price range based on the AR model. First, the AR model is used for forecasting the price range time series directly, which could not utilize the information on the high and low price processes. Second, the AR model is used for forecasting the high and low price time series separately, then the difference between the high and low prices is calculated to get the price range forecasts. It is worth noting that the price range forecasts from the first and second methods are denoted as AR and AR HL , respectively. Note that as opposed to the interval model in Eq. (1), the AR model in Eq. (3) does not identify the level parameter α 0 ; this is because the model parameter estimates are from the range sample, which contains no level information. The interval model in Eq. (1), however, utilizes the interval sample data, which contains both the level and range information; thus, more efficient model parameter estimates and more accurate forecasting results are expected, as shown in the subsequent sections.
Design for Comparing Forecasting
Results. This section gives the design description for comparing the performance Fig. 1 Daily lows, highs, and ranges of the interval-valued S&P500 price index of price range forecasts by different models. For this purpose, the study considers the price range forecasts generated from: (a) naïve forecasts based on a random walk speciation; (b) forecasts based on AR speciation of the price range time series directly; (c) forecasts based on AR speciation of the high and low price time series; and (d) forecasts of the daily high and low prices based on the proposed interval-valued model. The interval-based model simultaneously uses both information on the level and range, and it may provide more efficient parameter estimates and accurate forecasts for the price range. Therefore, the comparison between the AR method and the interval-based method will offer some evidence on the advantages and usefulness of incorporating the daily high and low prices in generating the price range forecasts. For capturing the predictability of these models, the study assesses the in-sample and out-of-sample forecasting performance, respectively. For the comparison of the in-sample forecasting performance, the whole sample period is considered, i.e., January 3, 2006 to December 31, 2012. For the comparison of the out-ofsample forecasting performance, forecasting methods are adjusted through different sample-estimating windows. Let d PSR tþh be the generic notation of h-days ahead price range forecast available at time t. The out-of-sample forecasts are produced using a dynamic recursive procedure whereby the coefficients in each model are re-estimated recursively, but without changing the predetermined specification of the corresponding model. When h > 1, some actual observations of the right-hand side variables in various forecasting models would not be available in a real forecasting experiment, so in this case, one can replace the unavailable observations by their forecasts. This empirical study considers an ex-post forecast period of 48 months from the year 2009 to 2012; for details see Table 4 
Forecasting Accuracy Evaluating
Criteria. For the price range forecasts, the performance evaluation of the proposed interval-based forecasting models, the naïve model, and AR model can be accomplished through the following two classes of criteria. The first class of criterion is based on the mean absolute deviation (MAD) and the mean squared error (MSE) measures. Let fPSR t g be the observed daily price range time series and f d PSR t g be the corresponding forecasting price range time series with t ¼ 1; 2; : : : ; n. The MAD and MSE are defined as
The rule of thumb is that a better forecast gives a smaller MAD and MSE.
To confirm whether the superiority of the price range forecasts derived from one model over another is indeed statistically significant, the second class of criterion applied is the modified Diebold-Mariano (MDM) test (Diebold and Mariano [29] ; Harvey et al. [30] ). The advantage of the MDM test is that it is appropriate for comparing one-step ahead and multistep ahead forecasts. Let e it and e jt be the forecasting errors of the forecasts generated from models i and j, respectively. The squared forecasting error is defined as
PSR jt Þ be the loss differential series. Testing whether the performance of the price range forecasting series from model i is different from that of model j is equivalent to testing whether the population mean of the loss differential series d t is zero. Under the assumptions of covariance stationarity and short memory for d t , the null hypothesis of equal forecasting performance can be evaluated by the test method proposed by Diebold and Mariano [29] . For comparing multistep ahead forecasts, Harvey et al. [30] proposed the MDM statistic as follows:
1=2 6Þ
where V h ðdÞ ¼ T −1 ½γ 0 þ 2 P h−1 k¼1 γ k ; γ k is the kth autocovariance of d t ; and h is the forecasting horizon. The modified statistic has an asymptotic t T−1 distribution. Based on the forecasting errors measured by MAD and MSE, this study compares each pair of price Table 4 The estimating and forecasting windows in different comparison programs Note: For comparing the out-of-sample forecasting performance, various sample estimating windows are considered, i.e., half-year, 1 year, 2 years, and 3 years. 
Empirical Results
This section investigates the relative forecasting power for the price range or range-based volatility of various models including the naïve model, AR model based on the price range, AR model based on the high and low prices, and the interval-based model. Comparisons for both in-sample and out-of-sample forecasting performance of these models are conducted. Table 5 reports the MAD and the MSE of in-sample price range forecasts PSR t derived Note: Naïve forecasts are based on a random walk speciation. AR and AR HL denote the corresponding autoregressive model based on the price range or the high and low prices, respectively. Interval denotes the forecasting models from Eq. (1) with lagged order p ¼ 1. Note: h represents h-days ahead out-of-sample price range forecasts. Note: Naïve forecasts are based on a random walk speciation. AR and AR HL denote the corresponding autoregressive model based on the price range or the high and low prices, respectively. Interval denotes the forecasting models from Eq. (1) with lagged order p ¼ 1. from each model. Table 5 suggests that, first, the interval-based model and the AR model based on the price range outperform the other forecasting models in terms of both MAD and MSE. Second, compared with the AR model based on the range information only, the interval-based forecasts are also slightly better in terms of MAD.
In-Sample Forecasting Performance.
To confirm that the superiority of in-sample price range forecasts produced from the proposed interval-based models over other forecasts is indeed statistically significant, the MDM test is applied to each pair of in-sample forecasts. Table 6 shows that the AR forecasts and the AR HL forecasts, which ignores the interaction between the low and high prices, generally yield a significantly larger forecasting error than the forecasts using interval data. Panel (A) of Table 6 shows that the interval-based forecasts display a robust gain of forecasting accuracy over other models at the 1% significant level for most cases, in terms of the test based on MAD. It is important to note that the MAD superiority of AR forecasts over naïve forecasts and AR HL forecasts is significant at 1% level in all cases. On the other hand, the differences in MAD between the AR and interval-based forecasts are found to be insignificant for DJIA and NASDAQ, but the statistics are negative. Similar results are obtained for the MSE comparison.
5.2 Out-of-Sample Forecasting Performance. For comparing the out-of-sample forecasting performance, the forecasts considered here are constructed by the forecasting horizon h ¼ 1. The specific comparison results and testing results corresponding to Design 2 are presented in Tables 7 and 8 .
The forecasting error results in Table 7 reveal that the intervalbased forecasts and AR forecasts are close competitors and are superior to the naïve and AR HL forecasts. Moreover, in terms of MAD and MSE, the interval-based forecasts have a slight edge over the AR forecasts in nearly all cases except the value of MSE for NASDAQ. In all cases, the AR HL method invariably has the worst performance.
To confirm whether the superiority of the interval-based forecasts over other forecasts is statistically significant, Table 8 reports the MDM testing results for each pair of out-of-sample forecasts. Panel (A) of Table 8 shows that MAD superiority of the intervalbased forecasts and AR forecasts over the naïve and AR HL forecasts is significant at the 5% level in all cases. On the other hand, the interval-based forecasting errors of price range PSR t in Design 2 are lower than those of AR method, but the performance deterioration is not statistically significant. It is worth noting that all the statistics in such a case are negative and have low values of probability. In terms of MSE, similar comparison conclusions can be acquired. Panel (B) of Table 8 also shows that MSE superiority of the interval-based forecasts over the naïve and AR HL forecasts is significant at the 10% level in all cases.
The preceding comparison analysis on the in-sample and out-ofsample forecasting performance generally reveals the desirable forecasting power of the interval-based models relative to many others.
Stability Test of Forecasting
Comparison. This section presents the stability tests for various sample-estimating windows and multiple-period ahead forecasts. The testing results are collected in Tables 9-11 . Table 9 reports the forecasting error results in the cases of Design 3, Design 4, and Design 5 with different sample estimating windows, i.e., 1, 2, and 3 years. The comparison results show that the interval-based models have the obvious MAD and MSE superiority over the naïve, AR, and AR HL models in nearly all cases except for the MSE of NASDAQ price range forecasts in Design 5. Moreover, the MDM testing results in Table 10 present some similar conclusions with the previous comparison analysis. Some new evidence on the superiority of interval-based models is that in terms of MAD, this study captures some statistically significant evidence to support the interval-based models. Particularly, it is more obvious in Design 4 for all three price indices in the U.S. stock market, i.e., S&P500, DJIA, and NASDAQ. Table 11 presents the comparison results for the out-of-sample price range forecasts of S&P500 when h ¼ 1; 2; : : : ; 10. In terms of both MAD and MSE in Table 11 , it is clear that for all the forecasting models, the forecasting error has a tendency to increase slightly as h increases, but the gain of the interval-based model over the other point-based models is stable over all h. The similar conclusions can be obtained for DJIA and NASDAQ. It suggests that the proposed interval-based model has forecasting advantages for the price range over the naïve and linear AR models.
In addition to the U.S. stock market data, a comparison was made between the interval model and AR models for time series data from other stock markets and commodity market. A similar pattern from the cases of U.S. stock market is revealed; the details are not presented in the paper yet are available upon request.
Conclusions and Further Research
This paper develops an interval methodology to explore the dynamics of the price range or range-based volatility process. The proposed method utilizes the rich information contained in the interval data. As a result, it produces more accurate price range forecasts than some classic models in time series analysis, e.g., using the range data only or jointly modeling the high and low price processes. The analysis of forecasting performance shows that the forecasting models based on interval-valued time series can significantly improve the price range forecasts derived from the naïve and classic linear range AR models. It suggests that interval-based method can be used to forecast volatility and try other applications in financial markets. In future research, the authors will compare the interval-based model with other more sophisticated models for volatility forecasts. Moreover, the authors will explore the applications of the interval-based models in deriving trading strategy for practitioners. Table 11 The h-period ahead forecasting performance of price range for S&P500 Note: Naïve forecasts are based on a random walk speciation. AR and AR HL denote the corresponding autoregressive model based on the price range or the high and low prices, respectively. Interval denotes the forecasting models from Eq. (1) with lagged order p ¼ 1.
