We study the covariance properties of the equations satisfied by the generating functions of the chiral operators R and T of supersymmetric SO(N )/Sp(N ) theories with symmetric/antisymmetric tensors. It turns out that T is an affine connection. As such it cannot be integrated along cycles on Riemann surfaces. This explains the discrepancies observed by Kraus and Shigemori. Furthermore, by means of the polynomial defining the Riemann surface, seen as quadratic-differential, one can construct an affine connection that added to T leads to a new generating function which can be consistently integrated. Remarkably, thanks to an identity, the original equations are equivalent to equations involving only one-differentials. This provides a geometrical explanation of the map recently derived by Cachazo in the case of Sp(N ) with antisymmetric tensor. Finally, we suggest a relation between the Riemann surfaces with rational periods which arise in studying the Laplacian on special Riemann surfaces and the integrality condition for the periods of T .
In this note we consider the problem of the contributions to the free energy at order h, with h the dual Coxeter number, which arises in the case of Supersymmetric Sp(N ) theories with antisymmetric tensor [1] . Recently, in [2] , Cachazo derived a map from Sp(N ) to a U (N + 2n) theory with one adjoint and a degree n + 1 tree level superpotential. In his construction he observed interesting geometrical questions, such as the unusual phenomenon that vanishing of the period of T through a given cut does not imply that the cut closes on-shell. There are also other unusual properties.
Here we show that the chiral operator T of supersymmetric SO(N )/Sp(N ) theories with symmetric/antisymmetric tensors is an affine connection and so it cannot be consistently integrated along cycles on the Riemann surface. This is the geometrical origin of the discrepancies observed by Kraus and Shigemori. In our construction we will see that covariance forces us to consider the polynomial defining the Riemann surface as a quadratic-differential. By means of such differential we construct an affine connection that added to T leads to a new generating functionT which is now a true one-differential and can be consistently integrated. We then show that, thanks to a remarkable identity, the original equations are equivalent to equations involving only one-differentials. We will conclude by suggesting a relation between the special Riemann surfaces with rational periods introduced in [3] and the integrality condition for the periods of T .
Let us start by considering the N = 1 supersymmetric theory with gauge group Sp(N ) with a chiral superfield in the antisymmetric representation. The classical superpotential is
The generating functions of chiral operators
satisfy the equations
Usually, both T and R are integrated over cycles on the Riemann surface. It follows that both R and T should be one-differentials. Let us show that this is not the case. More precisely, we show that the unique consistent geometric interpretation of (3) is that R be a one-differential and T an affine connection. Actually, note that the unique interpretation consistent with the first equation in (3) is that R be a one-differential. Let us now consider the right hand side of the second equation in (3). This contains the first derivative of the one-differential R. In the intersection between two patches we have
so that the transformation of
In order that [W ′ T ] − = T R + 2R ′ be covariantly defined, we should relax the condition that T be a one-differential. Actually, we should require that T R + 2R
′ be a quadratic differential, that is
Eqs. (5) and (6) give
Recalling that an affine connection on a Riemann surface Σ is a set of functions A, each one defined on a patch, such that in the non-empty intersection
we see that T turns out to be twice an affine connection. As such it cannot be consistently integrated on cycles on the Riemann surface. This explains the discrepancies found between the gauge theory calculations and the ones obtained both by matrix models and loop equation formulations. This also explains why one obtains the geometrical strange effect that the vanishing of the period of T (z)dz is non zero but the cut closes up on-shell. In order to write a covariantized version of Eq. (3) we can use the procedure introduced in [4] in formulating the KdV equation on a Riemann surface, leading to W -algebras, and further developed in [5] to introduce higher order cocycles on Riemann surfaces. Furthermore, it has been shown in [5] that this covariantization is strictly related to uniformization and Liouville theories. Let us shortly review it. Let us consider the negative power of the Poincaré metric
where
H is the inverse of the uniformizing map from the upper half plane to Σ. One can easily check that the negative powers of the Poincaré metric satisfy the higher order generalization of nullvector equations, that is [5] 
with S (2k+1) h the higher order covariant Schwarzian operator
where the number of derivatives is 2k + 1. The univalence of J h · 1 = {h, z} and its derivatives; for example
which is the second symplectic structure of the KdV equation, where now T F is the Fuchsian projective connection [5] .
In the above derivation we used the polymorphic vector fields 1/J
In the present situation we should covariantize the quantity R ′ . However, note that we cannot use the inverse map of uniformization. The reason is that covariant operators constructed in terms of J
−1
H are singlevalued only in the case in which the operator is of order greater than 2. So we need a vector field which also encodes the geometrical information of the underlying Riemann surfaces. To solve this question we notice that y 2 = W ′ 2 + f contains all the geometrical data. Also, note that covariance forces us to consider f as quadratic differential and so y 2 itself is a quadratic differential. It follows that the natural candidate to covariantize the R ′ is to use the vector field 1 y . As in the covariantization reviewed above, the covariantized derivative should be homogeneous in y and map the one-differential R to a quadratic differential. This unequivocally leads to
so that
Let us now rewrite the right hand side of the second equation in (3) in the following form
It follows that
Now note that since both T R + 2R ′ and D z R are quadratic differentials, and R is a onedifferential, it follows thatT
is a well-defined one-differential and can be consistently integrated along cycles on the Riemann surface.
An interesting property of the covariant derivative, is that the analogue of (10) is now y = W ′ − R. Namely, we have
It follows that the second equation in (3) can be equivalently written in the form
We now show that
so that the original equation
which is covariant and involves only one-differentials. Let us give a closer look to Eq.(20). It expresses the fact that the covariant derivative of W ′ is obtained by the negative frequencies of W ′ δT . It can be also written in the form
that is
On the other hand, we have
The second term in the right hand side is the ratio of two polynomials, at the numerator is of order 2n − 2 whereas at the denominator it is of order 2n. Expanding in powers of 1/z, we see that
so that (23) is satisfied and the original equation is equivalent to its covariant form Eq.(21). Let us now consider the case of gauge group SO(N ) with a symmetric tensor. In this case we have
Repeating the above derivation, we now see that consistency implies that now T transforms as −2 times an affine connection, that is
It follows that the correct one-differential to integrate is
whereas the Eqs. (19) and (20) become
and
which is satisfied because now δT = − d dz ln y 2 . It follows that also in this case we have
Let us conclude this note by observing that the above geometrical structure may help in understanding the nature of the integrality condition on the periods of T . In this respect, we note that integrality condition emerged in studying the eigenfunctions of the Laplacian on a Riemann surface. In particular, in [3] it has been shown that eigenvalues with a nontrivial dependence on the complex structure can be obtained as solutions of the equation
This equation is equivalent to
where m j , n j , m ′ j , n ′ j are integers and Ω jk is the Riemann period matrix. In [3] it has been derived a set of solutions of such an equation. The general problem involved in Eq.(33) concerns the properties of the Riemann period matrix and its number theoretical structure leading to periods with rational entries. It can bee shown that such surfaces correspond to branched covering of the torus. It would be interesting whether this is also the case of the Riemann surfaces having integer period for T . In this respect we note that holomorphic affine connections exist only on the torus. In the case of branched covering of the torus this connection has poles but if this originated from the holomorphic one of the base torus, this should reflect in peculiar properties related to the integrality condition.
