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1. INTRODUCTION 
1.1. Multiway Tables 
In many instances, there is interest in assessing the dependence • 
of some characteristic on several factors. A natural procedure is to 
choose levels for each of the factors and to obtain, through observa­
tion or experimentation, responses of the characteristic of interest 
at each combination of the levels of the factors. Such a procedure 
will yield a table of data, multiply — cross classified, one 
classification corresponding to each factor; these will be called 
multiway tables for short. 
Denote the factors by F,, ..., F and let the factor F. be 
^ 1 m 1 
considered with n^ levels (i = 1, m). The response of the 
characteristic under study at the level of factor F^, o?2 of 
factor F„, up to level a of factor F is denoted by 
2 m m 
y 1 < a. < n.; i = 1, m. 1.1-1 
•'a,... ,01 - 1 - 1 i m 
1.2. Data Analysis 
The problem of evaluating the dependence of the response y on 
the m factors considered has only begun when the data 1.1-1 is ob­
tained. 
Some assumptions must be made prior to any analysis. The first, 
and obvious, one is that "important" or relevant factors are all 
contained in F^, ...» F^ or were held constant during the experience, 
or have been controlled (e.g. by randomization). One is forced to 
2 
admit that a multitude of factors is always left out, but these, 
indiviH "ly, can many times be assumed to have negligible importance. 
The effect of these factors is what is called random error or noise. 
So, the first assumption is equivalent to the existence of a function 
f such that 
"m> v...a > 
1 m 1 m 
1.2-1  
where e stands for the noise component. 
Expression 1.2-1, as it is, is intractable. One commonly used 
simplification is to assume 
= ft*!' •••• ' 1-2-2 
1 m i m 
that is, that the random component is additive. 
Knowledge of the function f is the ultimate objective of the 
analysis. However, it is clear that it can never be known exactly. 
(This last statement is impossible to prove, but let it be said here 
that we do not espouse the view that nature is incognizable.) Most 
of the time the knowledge of some approximation is sufficient and 
enlightening. The idea behind data analysis is to find a convenient 
representation for f, that will closely depict the behavior of f, 
according to specified interests. Of course, this representation 
should be the simplest possible on the one hand and on the other 
hand be "close" to the data. 
For a table of data as 1.1-1 a very simple representation is 
of the type 
3 
f • • • 9 V = siCap + ... + 1.2-3 
in which the function f is approximated by m additive functions, 
each depending solely on one factor. Model 1.2-3 is said to be 
additive. It plays a very important role in applications of 
statistics. 
To proceed, consider the table 
depending on two factors only. We do this only for ease of notation; 
at this point, the two-way case 1.2-4 has all the problems encountered 
in multiway tables. 
A criterion of approximation (a nom, or distance function) 
must be agreed upon. The Euclidean norm is by far the most frequently 
used in current applications and will be employed throughout this 
thesis. The procedure of approximating using the Euclidean norm is 
equivalent to minimizing the sum of the squares of the deviations 
and is called least squares. 
Suppose then that the effects of the two factors on the responses 
of table 1.2-4 are to be approximated by additive functions. 
Following the general guideline of getting the simplest possible 
representation, one could try, successively: 
• • • > 
m; p = 1, 1.2-4 
(ii) a + A* 
and/or y^p = ^ + Bp 
4 
(iii) a p + A* + Bp 
(iv) Yop - P + A* + Bp + (AB)^p 
Case (i) is the simplest possibility; if judged adequate, it 
tells that both factors are ineffectual. Cases (ii) inform that only 
one factor has influence and that this is additive. Case (iii) im­
plies additive dependence on both factors. Case (iv) is trivial: it 
just tells that the additivity assumption does not hold. 
Note the reduction achieved for the data in cases (i), (ii) and 
(iii). The mn numbers are represented by one parameter in (i), 
by m or n parameters in (ii), and by m + n parameters in (iii). 
In (iv), since p = 0, = 0, = 0; (AB)^^ = y^ yields zeroes 
for residuals, this representation has mn parameters and gives no 
reduction in the data. This is why it was called trivial. 
A huge amount of work has been done for case (iii) and its 
particular cases (i) and (ii), mainly in statistics, when additivity 
does not hold, then very little used to be tried and the most used 
techniques consisted in obtaining a transformation of the y's, so 
that on the new scale the hypothesis of additivity would be more 
tenable. 
Evidently, when the situation is nonadditive, there still should 
be an attempt made to represent the data, by using some idea as simple 
as that of additivity. There is enough room between cases (iii) and 
(iv) for such an attempt. 
The idea, next to additivity in simplicity, to represent the 
data is that of separability. Recall that a function f(a, P) is 
5 
said to be separable, if there exist functions g = g(a) and h = h(P) 
such that 
f(or, P) = g(a)h(P) 
for every a and p. 
One can then try to approximate f by a certain number of 
separable parts: 
P 
f(a, P) = Ê g-(Q')h (p) 1.2-5 
i=l 1 
Modern computing facilities make it possible to find the least squares 
approximation with this model, mainly for the two-way case. 
Note that the additivity hypothesis is a particular case of 
1.2-5. The number of parameters in 1.2-5 is p(m + n); thus, if 
with a small p an adequate representation is found, then a reduction, 
or simplification of the data is obtained. Note also that as with 
the additivity hypothesis, this of separability will not hold in 
every case. It is no panacea. However, it will always be suitable 
when 1.2-3 holds. In this sense, 1.2-5 is more general. The price 
to be paid, as will be shown later on, is an array of difficult 
statistical problems. 
1.3. Two Approaches for the Analysis of Multiway Data 
Many results can be derived if the random terms in 1.2-2 are 
supposed to be normal and independently distributed, with zero 
2 
mean and variance CT . 
6 
Cochran (1947) has shown that the elementary F-type statistical 
tests are robust against departures from normality. However, they 
are sensitive to nonhomogeneity of variances. Bartlett (1937) 
developed a test for homoscedasticity, which is, however, strongly 
dependent on normality. 
The F-tests and the estimator of the variance, in the two-way 
case without replication, 1.2-4, are biased. So, of course, are 
the estimators of rows and columns effects, respectively 
y*. - ?.. 
y.p - ?.. 
Here, and henceforth, a dot replacing a subscript denotes averaging 
over that subscript, as is the usual convention. 
Tukey (1949) expressed his concern about the problem of as­
suming additivity without evaluating its tenability. He, then, pro­
posed the first test for nonadditivity, applicable for 1.2-4. 
In that paper no model is explicitly shown, but it can be 
shown that the test is actually derived from the model 
+ A* + Bp + 1-3-1 
by an interesting conditional argument. This was made clear by 
Scheffe (1959). 
The idea is to find the least squares estimators of the parameters 
in the additive model 
7 
7*9  ^+ A* + 
given by 
|j. = y 
\ = y». - y. 
B p - y . p - y . .  
and then find the least squares estimate for 6 in the model 
yog = ® Vp 
The conditional estimate of 6 is 
° ° 'Ç Ç 4, Ç 4' 
The corresponding sum of squares is 
SS(S) = (%] 12 ( Z E 2p). 
a. P oi g 
Let the sum of the squares of the residuals for the additive model 
be 
SS(res) ^ " ^ 3^^* 
~ 2 /w 
Then it can be proved that SS(0) is distributed as SS(res) - SS(0) 
2 is distributed as and they are independent. The proof 
can be found in Scheffe (1959, pp. 132-133). 
The power of this test was studied by Ghosh and Sharma (1963) 
and by Hogben (1963) for alternatives of the type 1.3-1. Actually, 
8 
they calculated the power for a few choices of degrees-of-freedom, 
concluding it was good. Since the test was specifically devised 
for alternatives of the type 1.3-1, this result could be expected. 
Tukey's test, under the name "one-degree-of-freedom for non-
additivity" is very well known and frequently used in applications. 
The "one-degree-of-freedom for nonadditivity" can be generalized 
for multiway arrays and for incomplete structures. The extension for 
multiway arrays was studied by Barter and Lum (1962); Tukey (1955) 
presented an application to latin squares. 
Milliken and Graybill (1970) formalized in full generality the 
ideas in this approach, following Scheffe (1959, p. 144). They con­
sidered a model 
y = Xb + Fa + e 
where X is an n x p matrix with rank q, b is a p x 1 vector of un­
known parameters; 5" = (f^) is an n x k raatrix, whose entries are 
known functions of the estimable functions Xb; of course, F is 
unknown, but it is assumed that rank (X, F) = r > q except for a 
null set on the row space of X. 
A test for interaction can be stated as 
H : a = 0 
o 
1.3-2 
a # 0 
Now, if F were a matrix of known coefficients, an exact F test 
for 1.3-1 would be given by 
9 
n - r 
Qo r - q 
where 
Qi = /(i - f(x|F))y' 
"o * - f(x))y - Qi 
and P. . is the orthogonal projector onto the column space of the 
subscript matrix. 
Here, F = F(Xp) is unknown, but if it is replaced by F = F(XP), 
where XP is the least squares approximation to y with the reduced 
model (under H^), then the corresponding forms and are in­
dependent of Xp and, hence, of F and thus 
I ^  
still has, under an F distribution with r - q and n - r degrees-
of-freedom. This fact enables its use to test 1.3-2. 
The procedure outlined above is the most generalized form of 
one stream of development, namely models in which the nonadditive 
part is supposed to depend only on the parameters used to represent 
the additive components. Such a characteristic is evidently very 
restrictive and the only use of these procedures has been in testing 
for the presence of interaction. 
Once interaction, or nonadditivity has been found to be significant, 
then one can seek a transformation of the data, so that in the new 
scale an additive model is appropriate. 
10 
To give an. example of this sort of attitude, Elston (1961) says: 
"The problem relating to additivity in the analysis of variance is 
two-fold. In the first place, we want to know whether we can remove 
any of the nonadditivity present in our data, and in the second place 
we wish to know, given that it can be done, how to do so." 
This procedure has its drawbacks. For instance, usually the 
normality of the residuals, or even the homogeneity of variance 
will be lost. No single transformation of the data is likely to 
make the data additive, normal, homoscedastic. Also, as Kempthome 
(1952, p. 136) points out, in many cases it is better to give the 
results of the analysis in some preimposed, "natural" scale. 
However, another possibility remains. As previously mentioned 
(section 1.2), if nonadditivity is found in some set of data, then, 
perhaps, some representation of the interaction component is possible, 
with a reasonably general sort of model. If achieved, this would 
shed more light in the analysis of the interrelation of the several 
factors. 
For the two-way case, some authors tried this approach. Ward and 
Dick (1952) developed an iterative procedure to calculate the least 
squares solution to model 1.3-1. Much earlier. Fisher and MacKenzie 
(1923) fitted the model 
+ V • 
which is more general than 1.3-1. John Mande1 (1961) generalized the 
model 1.3-1 and more in his papers (1969), (1970) dealing with the 
fit of 
11 
fog = + A. + Bp + :L: + V 
1—1 
with separable nonadditive components. Gollob (1968) obtained the 
least squares fit of the same model, derived from considerations 
of factor analysis. 
Johnson and Graybill (1972) took a particular case of 1.3-3, 
namely for p = 1 and normal homoscedastic errors and developed 
likelihood ratio tests for the hypothesis of no interaction and 
for the hypothesis of equal A^'s in the presence of interaction. 
A description of the work of Mandel, Gollob and Johnson and 
Graybill related to 1.3-3 is given in Chapter 3. 
Both Handel's and Gollob's derivations are heavily tied with 
the two-way case, since they use only matrix terminology. 
The purpose of the present thesis is to extend model 1.3-3 to 
encompass multiway tables. This is given in Chapter 4. A procedure 
for calculating the involved parameters is also included in Chapter 4. 
The development is based on multilinear algebra, which appears to be 
quite intrinsic to the structure. The necessary ideas are given in 
Chapter 2. A numerical example is presented in an appendix. Some 
problems that follow from the general formulation are introduced in 
Chapter 5. 
12 
2. SOME MATHEMATICAL CONCEPTS 
2.1. Singular Value Decomposition 
Two-way arrays can be viewed as matrices. Linear algebra is then 
a useful source for the analysis of two-way tables. 
One technique useful to this presentation is the singular value 
decomposition (SVD) of a matrix. It is a generalization, for arbitrary 
rectangular matrices, of the well-known spectral decomposition of a 
square symmetric matrix. 
In spite of its usefulness, the singular value decomposition is 
not presented in any standard textbook in linear algebra. Therefore, 
it is briefly described here. 
2.1.1. Spectral decomposition of a real symmetric matrix 
Let Y be an m X m matrix, with = Y. Let rank (Y) = r < m. 
Then Y has r nonzero real eigenvalues 9^, i = 1, ..., r . If we 
denote by an eigenvector associated with the eigenvalue 0^, 
then 
n 
Y = E 8 G 2.1.1-1 
i=l 111 
If 8^ f 8j (i # j), then and Cj are orthogonal. But even if 
0^ = 6j (i ^  j), and Cj can be taken so as to be orthogonal. 
Let i= 1, ..., K denote the distinct nonzero values of 
the eigenvalues of Y. Grouping the eigenvectors corresponding to 
the eigenvalue in a matrix 
®i " (^il' 
1 
13 
with n. being the multiplicity of the eigenvalue v., 2.1.1-1 may be 1 1 
written 
K "i 
1 
K 
1=1 
Then,.writing i = 1, ..., K 
K 
Y = E V A . 
i=l 
2.1.1-2 
The matrices A^ are symmetric and idempotent and have the property 
A.Aj =0 i f j 
Expression 2.1.1-2 is called the spectral decomposition of Y. 
In the sequel the form 2.1.1-1 will be more often used. 
Note that if Y is positive semi-definite then its eigenvalues are 
nonnegative. 
2.1.2. Singular value decomposition 
Let now Y be an m X n matrix, with rank (Y) = n. It is, of 
course, impossible to find a single orthogonal matrix, say, 0 so 
that OYO^ is diagonal, since OYO' is, in general, not even defined. 
Is it possible, however, to find an m X m matrix A and an n X n 
matrix B, both orthogonal, such that 
A^YB = 
d. \ 
1 \ 
CP 1 
•d 
r J 
(p CP / 
14 
The answer, in. the affirmative, is provided by the following theorem 
of Eckart and Young (1936). The proof herein is that of Householder 
and Young (1938). For an alternative, constructive proof; the 
reader is referred to Lawson and Hanson (1974). 
Theorem 2.1 
Let Y be an m X n matrix of rank r. Then there exist numbers 
9 ,  > . . . > 9  > 0  an d  t w o  s e t s  o f  o r t h o n o r m a l  v e c t o r s  
1 — — r 
a^ 6 E™; i = 1, ..., m 
b ^ e E  ;  i  =  1 ,  . . . ,  n  
such that 
K 
then 
(i) 
(ii) if A = , • • • 9 ^m) 
B = 9 • • • 9 
\ 
A'YB =1 0 
\ 0 0 > 
2 .1 .2 -1  
2 .1 .2 -2  
.t . 
Proof 
The matrix YY*" is symmetric, positive semi-definite, and of rank 
It has, then, r positive eigenvalues. 
15 
Let au, i = 1, r be a correspondent orthonormal set of eigen­
vectors of YY^. That is, 
YY^a. = 0?a. i = 1, r 2.1.2-3 
1 1 1  
Define 
b. = Y^a. i = 1, ..., r 2.1.2-4 
1 «i 1 
Then b.; i = 1, ..., r is an orthonormal set of eigenvectors of 
Y^Y. 
To prove this proposition, consider Y^Yb^. By 2.1.2-4 
t 1 t t 
Y Yb. = ^  y'^ YY a. . 
1 0 .  1  
1 
But using 2.1.2-3 gives 
@2 
Y^Yb. = 3^- Y^a. = S.Y^a. . 2.1.2-5 
1 EL 1 11 
Again 2.1.2-4 entails 
= e.b .  
Substituting;in 2.1.2-5 yields 
Y^Yb. = e?b. 
1 1 J. 
and b^; i = 1, ..., r are eigenvectors of Y^Y. 
Since we do not assume that the eigenva. are distinct, it is 
still left to prove that the b^'s form an orthonormal set. 
To prove that, take the scalar, or inner, product of b^ and b^ : 
16 
= <#7 1:= 
° ê  ^* i^' ' 
where 6.. is the Kronecker delta. 
iJ 
The set ja^; i = 1, ..., r| is an orthonormal basis for C(Y), 
the column space of Y. Take an orthonormal basis ..., a^ | of 
the orthocomplement of C(Y). Then the set of vectors {a^, ..., a^. 
r+1' 
, ..., a } is an orthonormal basis of and 
Y a^ = 0 i = r + 1, ..., m 2.2.2-7 
Analogously, |h^; i = 1, ..., rj is an orthonormal basis of C(Y^) 
Taking an orthonormal basis for C(Y^) one obtains {b^, ..., b^, 
b .1, ..., b "V, an orthonormal basis for E^. Also, 
r+1 n J 
Y b ^  = 0  i = r + l ,  .. . ,  n  2.1.2-8 
The matrices 
A = (a^, ..., a^) 
and B —  (b ^ J  " n '  
are, by construction, orthogonal. 
Consider now 
A YB = S = (s^j) 2.1.2-9 
For 1 < i < r and 1 < j < r. 
17 
@2 
' eT ° ^  = ®j®ij 2.1.2-10 
J J 
For i > r, a^Y = 0 =0 -9- j 
and for j > r, Yb^ = 0 =0 -V- i 
Thus S is of the form 
S =j 
2.1.2-11 
8- \ 
1 
0 \ 
•6 
r i 
0 0 / 
Since A and B are orthogonal matrices 2.1.2-9 implies 
Y = ASB*^ 2.1.2-2 
which proves 2.1.2-2. 
By expanding the right hand side of 2.1.2-2, one verifies 2.1.2-1, 
completing the proof. Q 
The numbers 8^ > ... >8^^ > 0 are called the singular values of 
the matrix Y. 
2.1.3. Application — approximating a matrix by a matrix of lower rank 
This is a problem treated by Eckart and Young (1936). Consider 
a matrix Y, m X n, with rank (Y) = r. The m X n matrix Z is the best 
rank K approximation to Y if 
11Y - Zll = inf ||Y - Xll 2.1.3-1 
rank(X)=K 
where || • || denotes the Euclidean matrix norm 
| lx| = (tr(xtx)) l /2 = (Z Z 2.1.3-2 
i=l j=l 
18 
The SVD of Y provides the sought for approximation. 
Theorem 2.2 
Let Y be an m X n matrix of rank r and let 
r 
Y = H 0.a.b5 = ASB^ 
i=l ^ ^ ^ 
be the singular value decomposition of Y. 
Then, for K < r, the best rank K approximation to Y is given 
by 
K . 
z = 2 e.a.b. 
i=l ^ ^  ^  
This approximation is unique if 6^ > 8^^^. 
Proof 
The Euclidean norm is orthogonally invariant. Hence 
IY -  z|| = Ha^YB - A^ZbII = lis - w| 
where W = A^ZB 2.1.3-3 
Now, 
lis - w||^ = Xi 
a,p ^ a=l 
To minimize this expression it is clear that we have to choose 
W q  =  O i f o > r o r p > r o r C K / p  2 . 1 . 3 - 5  
op 
r 2 
Then, to minimize ^ (s - w ) we can only choose at most K of 
ao! OO! 
a—L 
the w to be nonzero, since — because of 2.1.3-3, W will be diagonal 
19 
and its rank will be the number of nonzero diagonal elements. A 
minimizing solution consists in making 
w  = s  = 9  a = 1, K 2.1.3-6 
act aa <x 
Therefore, 
•«K 
cp 
cp 
cp 
and, from 2.1.3-3, 
K . 
Z = L 8.a b 
i=l 111 
Regarding the last sentence in the proposition suppose 8^ = 8^^^, 
Then 
1=1 
ana 
t t 
^2 ? ®i^i^i •*" ®K+l\+l\+l 
1=1 
yield the same degree of approximation. • 
In passing, let us note that the sum of squares of residuals of 
the approximation in theorem 2.2 is given by 
r 
IIY - Z||^ = X] 2.1.3-7 
i=K+l 
as can be seen from 2.1.3-4. 
20 
2.1.4. Application; On the extrema of bilinear functionals 
Consider a bilinear functional f with arguments on E™ X E^, 
that is on the cartesian product of the m and n-dimensional Euclidean 
spaces. We will be interested in the extrema of |f] when the arguments 
belong to their respective unit spheres or, equivalently, the extrema 
of 
||a||!||b|| for a f 0, b f 0. 
f may be characterized by a matrix Y, in the sense that there 
exists an m X n matrix Y such that, for any arguments a, b: 
f(a, b) = a^ 2.1.4-1 
We can also write 
f(a, b) = <a, Yb>^ = <Y^a, b>^ 
where the subscripts denote the spaces where the scalar product (one 
inner product) applies. The subscripts will not be used anymore, 
without risk of confusion. 
The norms used in this work will always be given by 
Ijxii = (E for X e E°, 2.1.4-2 
a=l 
that is, the Euclidean norm. 
The procedure followed here is a particular case of the elegant 
approach of M. Riesz (1927). The results will be tied to the singular 
value decomposition. 
21 
Let us agree to substitute the summation convention for cumbersome 
sums: repeated indices in an expression indicate summing over that 
index, throughout its range. 
So, we seek 
sup y b„ = sup <a, Yb> 2.1.4-3 
lta|| = l|b||=l ^ ^  l|a|| = l|b||=l 
Since by the Cauchy-Schwarz inequality 
<a, Yb>2 < llall^llYbll^ < ||Yt|\ 2.1.4-4 
we see that f is bounded. Also, it is immediate that f is continuous. 
The demain, restricted to || a = 1, ||b H =1 is closed. The proof of 
this fact will be given in more general form later on. This domain is 
obviously bounded. Thus the "sup" in 2.1.4-3 is actually attained 
and we may write "max" in its place. 
More can be derived from 2.1.4-4. Since equality in <a, Yb>^ < jjYb 
is attained if, for some ?., 
Xa = Yb 
then, using symmetry of a and b in 2.1.4-3, it is clear that if a*, b* 
is a maximal point the following equations must be obeyed: 
<» = i. •••.-
2.1.4-5 
S S "  v . .  P  =  l .  . . . . »  
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Multiplying each of the first set of equations by a* and adding 
them, multiplying each of the equations in the second set by b* and 
P 
adding them; comparing the results one concludes 
0* may be taken to be positive. Thus 
This proves the 
Theorem 2.3 [M. Riesz (1927)] 
Let f(a, b) = y _a b_ be a bilinear functional on E™ X E^. 
•'ap Of p 
Then, if 
the following equations must be satisfied 
8*a* = y „b* a = 1, ..., m 2.1.4-6 
a ap p 
= Foe** 9 = 1 * • 
To see the relation with the singular value decomposition, first 
write 2.1.4-6 in matrix form (drop the asterisks) 
0a = Yb 
0b = Y^a 
23 
From this we derive by substitution 
2 t 9 a = YY a ! 
2 t 0 b = Y Yb 
2 t t 
Therefore, 9 is the largest eigenvalue of YY (or of Y Y) and a is an 
eigenvector of YY^, b an eigenvector of Y^ corresponding to 9^. 
This proves 
Theorem 2.4 
The maximum of |f(a, b) j = (y^^a^bp | for a€ E™, b€E^ being unit 
(norm one) vectors is 9^, the largest singular value of Y = (y^^). It 
is attained at a, b that yield the first component in the singular 
value decomposition of Y. D 
In the same way, the minimum of jf (a, b)| is the smallest singular 
value of Y, attained at a, b that yields the last term in the singular 
value decomposition of Y. 
2.2. Notes on Multilinear Algebra 
2.2.1. Introduction 
These notes present a few concepts of multilinear algebra that 
are used in the text of this work. These concepts are: tensor product 
of linear spaces, tensors, decomposable tensors and some topological 
properties of the set of decomposable tensors. 
The main use of tensor product terminology will be found in 
Chapter 4. All of Chapter 3 can be seen with this view. It is 
to be noted that tensor product notions could have been avoided in 
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this work, since only tensor products of Euclidean spaces will be 
considered, and these can easily be identified with the space 
generated by linear combinations of Kronecker (direct) product of 
vectors in the component spaces. However, the notation is eased and 
the proofs made concise, paying for the extra effort of understanding 
these few notions. Secondly, one gains generality that, although hot 
used here, may be useful in the future. 
The need for these notes — in opposition to referring the reader 
to some books — is two-fold. First, the subject is only rarely taught 
in standard linear algebra courses, which implies that the typical 
reader will lack any sort of exposure to tensor products. Second, 
on the one hand, the books that deal in depth with the subject are 
often too esoteric for our needs and demand considerable time for 
digesting their material. On the other hand, lighter treatments are 
confined to sections in linear algebra books and are too terse. Texts 
on multilinear algebra include; Greub (1967), Marcus (1973) and parts 
of Atkinson (1972). Among texts in linear algebra including an 
introduction to multilinear algebra are: Lang (1966), Sakate (1975) 
and van der Waerden (1970). 
Let us begin with a few well-known definitions to establish the 
notation. 
2.2.1.1. Definition; linear function Given two vector spaces 
V and W, over a field K, a function f is a rule that to each eleraent 
V of V associates an element w of W. In symbols 
f ; V -> W 
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or, more specifically 
f (v) = w 
The function f is said to be linear if, for every cveK; v, v^, 
VgCV, 
(i) f(orv) = Off(v) 
(ii) f(v^ + Vg) = f(v^) + fCVg) 
If W = K, the field, f is sometimes called a functional. 
2.2.1.2. Scalar products A scalar product is a function 
< , >: V X V -> K 
such that for or e K ; v^, v^, v^eV 
(i) <v^, Vg> = cv^, Vj> 
. (ii) <v^, Vg + v^> = <v^, Vg> + <v^, 
(iii) <av^, v^> = cKv^, v^> 
<v^, av^ = cKv^, v> 
If, in addition, 
(iv) <v^, v> = 0 -V- veV = 0, 
the scalar product is said to be nondegenerate. 
Two vectors v^, v^ are orthogonal with respect to the product 
< • > • > if <v^, v^> = 0. 
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Let now K = C, the field of complex numbers. If we change de­
fining properties (i) and (iii) of <•»•> to 
(!') <Vi> V2> = V]> 
(iii') <orv^, = cx<v^, 
<v^, cifV2> = V2> , 
where the bar denotes the conjugate of the number, then < • > • > is 
called a Hermitian product. 
Of course, if K = R, the Hermitian product is simply a scalar 
product. 
Let K = C (or R), V a vector space over it and < , > a Hermitian 
p r o d u c t .  I f ,  f o r  a n y  v e V  
<v, v> > 0 
and <v, v> = 0 v = 0, 
then <•»•> is said to be positive definite. 
If a vector space V over C is endowed with a positive definite 
scalar product <•>•>, a norm or distance can be defined on it by 
Ilvjl = (<v, 
for any v eV. 
A topology may be defined on V, using this norm. Such a topology 
is said to be induced by the positive definite Hermitian product 
< * J • >. 
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2.2.1.3 Dual spaces Let V be a finite dimensional vector 
space over K. Consider the set of all linear functionals defined on 
V. Denote this set by L. 
For: f^, fgC L let o^f^ °'2^2 functional f 
such that 
f(v) = (a^f^ + = Qf^f^(v) + 
Also define as null element of L the functional 
0 (v) = 0 -V- v e V 
The set L with the addition and the multiplication by scalars as 
defined above and with the null element 0 is itself a vector space. 
It is called the dual space of V and is represented by V*. 
A linear functional f(v) is sometimes represented by <v, f>. 
The symbol is the same used for the scalar product, but this 
double usage poses no harm, since <v, f> follows postulates (ii) 
and (iii) of section 2.2.1.2, as can be verified. However, note that 
one argument is in V, the other in V*. 
The dimension of V* is that of V, for any finite dimensional 
vector space. 
Let now dim V = n and Vj^, .be a basis for V. Let 
w^, ..., be a set of vectors in V* such that 
<Vi, Wj> = i = 1, ..., n; j = 1, ..., n 2.2.1.3-1 
where 6^^ is the Kronecker 6. (It is easy to prove that w^ attending 
conditions 2.2.1.3-1 can be found.) 
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Then the set {wy; j = 1, n] is linearly independent and 
generate V*, thereby constituting a basis. This is called the dual 
basis of i = 1, ..., nj. 
Now let again dim (V) = n, finite, and assume < , > is a scalar 
product on V. Then, given veV, let us define a functional f = f^e V*, 
such that 
f^(v^) = <v, Vj> -V- v^eV 
It is immediate that f is a linear function 
V 
f: V -> V*. 2.2.1.3-2 
Moreover, the function 2.2.1.3-2 is an isomorphism between V and V*. 
Then V* can be identified with V. In fact, if V = the space 
of n-tuples over K, and if the product in < , >, where 
a=l 
and if f is a linear functional, 
f : V -> K 
then there is a unique vector v e V such that 
f(v^) = <v, Vj> -V-v^eV. 
The element f € V* can be represented by the vector v e V. 
2.2.1.4. Direct sums of vector spaces Let i = 1, ..., mj 
be a collection of finite dimensional vector spaces, over the same 
29 
field K, with dim (V^) = n^; i = 1, m. Consider the collection 
V of elements 
V = (v,, ...» V ) 2.2.1.4-1 i m 
with e , together with the operations : 
(i) for aeK 
a(v^, v^) = (cxv^, orv^) 
(ii) (v^^, , + (^12' ' ^ni2^ " (^11 ''' ^12' **•' \l "^m2 
for v^jC V^; j = 1, 2. 
Define 0 = (0^, ..., 0^), with 0^ being the null element of to be 
the null element of V. 
Then V is a vector space and is said to be the direct sum of V^, .. 
V^, ..., V^. It is represented by 
V=Vi©...©V .  1 EH 
The dimension of V is 
m 
dim V = dim (V. ) 
i=l ^ 
In short, the direct sum of « ..«, zs the cartesian product 
m 
X v., together with a vector space structure. 
i=l ^ 
2.2.2. Bilinear functions 
Let and be finite dimensional vector spaces over K. A 
function f with arguments in and taking values in a further 
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vector space W is said to be bilinear if it is linear in each argument, 
holding the other constant. That is, if 
(i) fCavj, Vg) = of (v^, v^) e Vg 
ore K 
f(v^. (YVg) = af(v^, Vg) 
(ii) f(v^j + " f(^ll' ^ 21^. ^(^12' ^ 21^ 
f(Vji, Vj, + V22) = fOll- Vjj) + VJP 
for ^ij^^i' i = 1, 2; j = 1, 2 
Again, if W = K, the field, f is called a bilinear functional. 
As an example, let = V, Vg = V* and for f €V*, veV consider 
<v, f> = f(v) 
which is linear in each argument, hence bilinear. 
To construct a vector space with bilinear functions presents no 
problems. Let B(Vj^, Vg) denote the set of all bilinear functions over 
^1®^2* ) then, fora. Be K: 
afj^ + Pfg 
as the function f such that 
(off^ + pf^) (V]^, v^) = af^(v^, Vg) + pfgCv^, Vg) 2.2.2-1 
and the function 0 by 
0(Vi, Vg) = 0 * (v^, V2)€V^ + 
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It is easy to verify that f E B(V^, Vg) as well as 0(.,.) and thus 
B(V^, Vg) with the operations specified in 2.2.2-1 is a vector 
space. 
2.2.3. Multilinear functionals 
The notions in the last section generalize readily for several 
component spaces. Let {v^; i = 1, ..., mj be finite dimensional 
vector spaces, over the same field K. A function with arguments in 
V, @ ... © V and taking values in a vector space W is said to be 
1 m 
multilinear if it is linear in each argument, fixed the remaining 
arguments. 
In symbols, f is multilinear if for 1 < i < m: 
(i) f(v^, av\, , v^) = af(v^, ..., v^, ..., v^) 
(ii) f(v^, + v^g, v^) = f(v^, ..., v\^, ..., v^) 
"Î" f 2 ) • • • J ^^^2 ' • • • > 
for ae K; v^jC V^, j = 1, 2. 
Let M(V,, ..., V ) be the set of all multilinear functionals 
1 m 
on V, ® ... ©V . That is, f is a member of M if f has domain on 
1 m 
© ... © V^, takes values on the underlying field and is multi­
linear. 
As done for the class of bilinear functions, M can be endowed 
with addition, multiplication by scalars operations and null element 
0(v^, ..., v^) = 0 -V- (Vj^, •••>%). 
becoming a vector space. 
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These operations are, for f^, f^^M, aeK 
(i) f = f^ + fg if 
%> = ••• '  V + •••• V 
for any (v^, ..., v^) € © ... © V^; 
(ii) f = af^ 
^("1 V = •••' V 
for any (v^, ..., + ... + V^. 
It is immediate that f&M, in both (i) and (ii). 
It is instructive to follow a standard procedure for obtaining 
a basis for M. Let dim(V^) = n^, for i = 1, ..., m. Choose any 
basis for each and every say ..., j. 
Suppose that dim(V^) > 1. 
Define the functionals f. for 1 < j. < n., i = 1, ..., m 
for arbitrary (v^, ..., v^) by : 
1 if V. = V. , i = 1, ..., m 
'v...,- 0 otherwise 
2.2.3-1 
These functionals are linearly independent elements of M. It 
is easy to verify that they are multilinear. To verify that they are 
linearly independent, suppose 0 is the null functional. Let 
be scalars such that ; 1 < j. < m; i = 1, ..., m} 
Jl'-'^m 
0 = ^  < f 
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Then, for any argument (v^, ..., v^), 
0(V t ,  V  ) = 0. 1 m 
In particular. 
1 ni 
2.2.3-
for any 1 < j. < n. ; l<i<m. 
—  1 — 1  —  —  
Now, let f be an arbitrary element of M. Because f is multi­
linear, f will be characterized by its values at {(Vi. ,..., v^. ) 
J1 -'m 
= 1,..., n^; i = 1, m|; in fact, let 
^i 
be an arbitrary element of V^, for i = 1, ..., m. Then 
"1 % 
•••• V ° @1] 
•'I m 
"ÇTTTT ••• • •••• V 
•'I m 
2.2.3-
Denote these values by 
Using the definition 2.2.3-1, it follows 
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^ < ' ' 1  V )  
Expressions 2.2.3-2 and 2.2.3-4 prove that the set 2.2.3-1 is 
linearly independent and generate M = M(V^, ..., thereby 
constituting a basis. 
m 
The number of elements in the basis is n = || n.. Therefore, 
i=l ^ 
the dimension of M is determined: 
m 
dim M(V^, V ) = ]~[ dim(V.), 2.2.3-5 
i=l ^ 
as long as dim(V^) > 1, so far as the above proof goes. 
If dim(V^) = 0 for some i, then its only element is the null 
vector. Since 
f(v^, ..., V^ 05 f(Vj^j •••> Qf0j «. «, 
= af(v^, —, 0, ..., v^) for any cr, 
it turns out that 0 is the only element of M, in this case and hence 
dim M = 0. So, 2.2.3-5 holds in general. 
2.2.4. Tensor products of linear spaces 
There are several ways of putting vector spaces together.. The 
direct sum presented in 2.2.1.4 is one of them. Another instance is 
provided by the tensor product, which,.as Halmos (1974, p. 38) puts it, 
is essentially more complicated than the concept of direct sum. 
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Tensor products can be defined in several equivalent ways. The 
classical one, presented in books in physics, is through coordinates 
and the way they transform. This particular one is inappropriate for 
our purposes, for it would take too long to reach the few results we 
need. Another way, more adequate for our purposes, is directly related 
to multilinear functionals. 
Let {V^; i = 1, ..., mj be linear spaces with finite dimensions. 
Denote by vf the dual space of V^. The tensor product of the spaces 
is defined to be the linear space 
M(V* ..., V*) i m 
of multilinear functionals on V*® ... @ V% This product is represented 
by 
2.2.4-1 
From its definition and using results of the last section, it is 
immediate that 
m 
dim(Vj^ ® ... ® dim V^. 2.2.4-2 
More precisely, 2.2.4-2 follows from the fact that dim (V*) = dim(V^) 
and from 2.2.3-5. 
Elements of the tensor product 2.2.4-1 are called tensors. 
Trivial examples of tensor spaces are: 
(i) let V be a (finite-dimensional) vector space over the field K. 
It is easy to associate K x V with V itself. (The attentive reader 
will note that this association is through an isomorphism.) 
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til no 
(ii) let = E and V2 = E , the n^ and ng-dimensional Euclidean 
spaces, respectively. Then, with the same remark in example (i), it 
can be written 
n. n. ^1^2 
^ 1 ® ^ 2 = E ®E =E 2.2.4-3 
2.2.5. Decomposable tensors 
In the sequel, the linear spaces V^, with dimensions n^ (i = 1, ...,m) 
over the same field K will be assumed given. Denote their tensor product 
by 
T = (g) ... 2.2.5-1 
Now fix the vectors v.e V/' and for any set of vectors u. € V*  
x 1' 1 1 
(i = 1, ..., m) define the function 
m 
t(u^, ..., u^) = ]"[ <v^, u> 2.2.5-2 
i=l 
t is a multilinear function on V?® ... ©V*. Hence, t€ T, by the 1 m 
definition of tensor product. 
Tensors like 2.2.5-2 are specified by (v^, ..., v^) and may be 
written as 
t = v^ ® ... (§> v^. 2.2.5-3 
Tensors that can be written in the form 2.2.5-3 are called decomposable. 
The subset D of decomposable elements of t will play an important 
role in Chapter 4. 
It is perhaps interesting to note that if a tensor t is decomposable, 
then it can always be written as a sum of decomposable tensors. In fact, let 
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t = ® ® ® ® 
The vector v. € V. may be written, as 
X 1 •' 
V. = + PV.2 
for some (i = 1, 2) and a, p e K. 
* 
Take arbitrary arguments u. tfV.; i = 1, ..., m. Using definition 
2.2.5-2 and the bilinearity of < • » • >, it follows that 
(v^ ® ... ® (OfV^^ + pv.g) ® ... ® v^) (u^, . u^) 
= (U ' u > 
jfi J J 
= «(11 , u >)<v , u > + p( n <v , u >)<v , u > 
2^1 J J ^ j/i J J 1 
= a (v^ ® ... 0 Vj. ^  0 ... ® v^) (u^, ..., u^) 
+ P (v^ ® ... ® v^2 ® ... ® V^) (u^, ..., u^) 
As (u^, ..., u^) is arbitrary, 
t = ® ... ® v_. ^  ® ... ® v^ + ® ... ® v^2 ® ... ® 
2.2.5-4 
The converse is not true. A sum of decomposable tensors is not 
necessarily decomposable. 
2.2.6. Base representations 
The property in 2.2.5-4 is extended to obtain a basis for T in 
terms of decomposable elements. The procedure is the same as that already 
used in section 2.2.3 to obtain a basis for M. 
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Theorem 2.5 
Let (v.:, ..., V. ; i = 1, ..., m| be bases for the linear 
spaces V,, ..., V . Then the set of tensors 
1 m 
t. . = V, . ® ® v_. j= 1, n^; i = l, .. ., m 
m ' 
forms a basis for 
T = (g) ... ® V^. 
Proof 
The proof that |t. . ; = 1, ..., n^; i = 1, ..., m! is a 
I • • j 
m 
linearly independent set is entirely analogous to that contained in 
section 2.2.3 for M, where now the arguments are in V? + ... + V . 
m 1 m 
The fact that dim T = |~[ n., equal to the number of tensors 
i=l ^ 
t. . completes the proof. • 
2.2.7. Universal property 
The greatest motivation for mathematicians to study the formalism 
of tensor products is that it permits a transposition of a multilinear 
problem into a linear one. 
Suppose a multilinear function 
f: V, © ... ©V W 1 m 
where W is any vector space, is given. Let 
T = ® ® 
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be the tensor product of Vj^, V^. Then it is always possible to 
map (linearly) © ... © into T, by a function g and, then, from 
T to W by a function h, such that 
f = h*g (see Greub (1967, p. 61 ff.)) 
2.2.8. Topological properties of the set of decomposable tensors 
In this section, the field K will be restricted to be either C or 
R, the complex or the real field, respectively. 
The standard topologies in R or C can be used to induce a topology 
for T. 
Using this induced topology, one is able to prove a few very 
important properties, which are necessary for this work. At this 
point, one could, perhaps, compare this development with the related 
work by Feyerhenn (1952, Chapter it) and realize that we have gained 
generality and are able to proceed in an orderly fashion, by resorting 
to tensor product concepts. 
Consider the vector spaces V^, with dim(V^) = n^, i = 1, ..., m, 
over the reals (C would present no problem, but is not needed). 
On each V^, define a norm || *11 
The fact that V. and V* may be identified with each other and with 
the set of n^-tuples over R will be used several times. Thus, 
convergence of a sequence of functionals in V* and of a sequence of 
vectors in will be made indistinguishable. 
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Considering any inner or scalar product in each of the V^, say 
<,%, it is known that the same symbol can be used for <v, f>^ = f(v) 
where v£and f€ V*. Let us take, for definiteness, 
IWHi = + («f. 
I l f l l .  = + «£, 
The sequence of vectors ^ | » or (f^^ V? j is said to converge, 
respectively to v or f, if 
lim IIv^ - vjl =0 
n-xo 
lim 11 f - f II = 0 
n->» ° 
With this in mind, it can be established: 
Lemma 2.6 
Let T = ® ...(§) and 11^ E T} be a convergent sequence of 
tensors. Then, for any fixed set of arguments 
w = (u^, ..., u ) Ê V" © ... © V*, 
L ml m 
the sequence of values 
where t = lim t . 
nrx» " 
Proof 
Since T is itself a finite-dimensional vector space, let us write 
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t (w) = <w, t > 
n n 
Then, viewing <i3, t^> as an inner product, 
1<4», t>l=l<W, < llwll • 
Since 11- tH -* 0 by hypothesis, the result follows. [] 
Lemma 2.7 
Take convergent sequences of vectors 
"in ^  'i 
in each space V^. 
Then the sequence of tensor products converges to the tensor 
product of the limit vectors : 
Vi„® ... ... 
Proof : 
Take any argument (u^, ..., u^) e V* 0 ... @ V*. By definition 
(2.2.5-2), 
m 
("la® ••• ® "m' ° .n, •'"in' "i^ 
1=1 
The rest follows by bilinsarity and continuity of <•>•>; 
m 
^ (VI„ ® . . . ® V ) (UJ U^) = N <VI„, U.> 
rr^ rr*° i=l 
m m 
n v.^, u> - jT <v u.> 
1=1 nr*° 1=1 
= (v^ (g) ... ® v^)(u^, ..., u^), 
which proves the assertion. Q 
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We are now- in position to prove the closure of the set of de­
composable tensors. 
Theorem 2.8 
Let T = (g) ... Ig) and denote by D the set of decomposable 
elements of T. D is a closed set. 
Proof: 
Let us prove that every convergent sequence in D converges to a 
member of D. 
Consider any convergent sequence of decomposable tensors 
t =v- (g)...(§)v . n = 1, 2, ... 
n in mn 
Let now 
° • 11 ,^ 
mn "m 
The vectors 
v. 
m *1 1 A U. — u II 1 — 1, II — 1,2, ••• 
Ikinlli 
are unit vectors (II ~ 
Then 
t = 0 u, (§) ... (g> u . 2.2.8-1 
n n in ^  mn 
One can see that the representation of a given decomposable 
tensor is not unique. So, we take a subsequence of {t^} such that 
f o r  i  =  1 ,  . m :  
(say). 
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The scalar coefficients 8^ then form a convergent sequence. To 
see this, take arguments € V* (i = 1, ..., m) such that 
= 1  2 ,2 ,8 -2  
Then, by the very definition of decomposable tensors 
m 
(^iK ® . ® u^) (w^, .., w^) = "i^ 2,2,8-3 
The sequence 2.2,8-3 converges to 1, because of continuity of < • j • >. 
But, by hypothesis, (t^) is convergent. Using 2.2,8-1, together 
with 2.2.8-3, it follows that {8^1 is convergent, since by lemma 2.6 
t^(w) -> t(w), for fixed w. 
Then, appealing to lemma 2,7, one concludes that the sequence of 
tensors 
®K"IK ® *** ® "mK ®"l ® **• ® "m 2,2,8-4 
where G = lim 6^, 
K-^ 
So, it is verified that 
lim V, ® .,, (g) V = 9u ® ® u in mn i m n-joa 
which belongs to C, ending the proof. 
Another property related to the topology of D is its connectedness. 
This would have been a necessary condition, if differential calculus 
were to be used to find extremal points of functions on D, Even 
though the calculus was avoided in this work, the result is presented 
for completeness. 
44 
Theorem 2.9 
The set D is connected. 
Proof: 
If d^, d^ are two arbitrary elements of D, then so are ad^ and 
Pd^, where à and p are any two real (or complex, if this is the field) 
numbers. 
Varying Of continuously to zero, ad^ will vary continuously to 0. 
From there on the direction of d2, vary 0 continuously from 0 to 1, 
therefore producing a continuous (in fact, polygonal) path in D, 
joining d^ to d^. Q 
There is a stronger version of this result: 
Theorem 2.9' 
If D is the set of decomposable tensors of T = ... (§) V^, 
the tensor product of linear spaces over R, and if dim(V^) >2, 
then the set D, with the zero excluded, is connected. 
Proof: 
Given 
vary v^^^ through a polygonal path not going through zero (this is 
"l possible in E , since n^ > 2) to v^^. Thus d^ is taken through a 
dl - --- ®%l 
... 
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Then, holding the remaining component fixed in d^^^, move to 
^22» reaching 
f2") 
dj = V^2<^V22® 
and repeat the procedure with every component, until the last. D 
Note, since C - {o} is connected, the restriction on the dimensions 
of the |V^} is unnecessary when the field is the complex. 
2.2.9. Representation for the real case 
In this thesis only tensor product of finite dimensional vector 
spaces over the real field will be considered. Therefore, it is ap­
propriate to specialize a little and introduce the Kronecker product. 
n; 
Let V. = E , the n.-dimensional Euclidean space, for i = 1, ..., m. 
and T = ... ® V^. It has been said that T is isomorphic to e", 
where n = n^. Also T is the set of multilinear functionals over 
© ... @ V^. A decomposable element of T is, by definition, 
n °i 
(v^ 0 ... ® v^) (u^, ..., u^) = <Vj_, u> u^, v^ 6 E 
Let now the coordinates of v^^, with respect to some basis, be 
{v\j ; = 1, ..., n^} and those of u^ {u.j ; j. = 1, n^}. 
Then 
"i 
<Vi. 
Then it is immediate that a representation for the tensor product 
of V,, ..., V is given by 
i m 
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- ... • ii = 1. •••. 
This is the so-called Kronecker product of v^, v^. 
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3. A MODEL FOR THE TWO-WAY CASE 
WITH INTERACTION 
3.1. Introduction 
The techniques presented in Chapter 1 to deal with multiply 
classified data with interaction suffer from the fact that the inter­
action components are supposed to depend only on the parameters as­
sociated with the additive components. Perhaps for the recognition 
that this characteristic is too restrictive, the approach is used 
only for the assessment of the presence of interaction, but not for 
prediction. 
Besides the problem of determining the so-called presence of 
interaction (inadequacy of the additive model), there still is 
the need for representing the interaction, when it turns out to be 
significant, by some suitable model.. As it stands in current practice, 
statisticians faced with a multifactor experiment with interaction 
usually only do the following: 
(1) report the fact and abandon further analysis; or 
(2) analyze the effect of each factor at fixed level combina­
tions of the other factors; or 
(3) search (usually in vain) for a transformation of the data 
that will eliminate the interactions. (See, e.g. Snedecor and 
Cochran (1967).) 
Additive models are used because of their simplicity and 
generality. They carry nothing special and when an additive model 
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reveals itself inadequate, another model should be tried to sum­
marize the data. 
To put in other words, faced with data from a multifactor 
experiment the analyst will try to reduce the data to make interpreta­
tions possible. This process should be such that the simplest 
(in some sense) and yet adequate model is to be chosen. It is then 
natural to start with additive models ; the adequacy of the fit 
should be verified. In the case interactions turn out to be significant, 
some reduction of the data might still be possible by including in 
the model terms to represent the interaction. 
For definiteness, consider a two-way situation with data: 
{ Ygyp ; a = 1, ..., m; p = 1, ..., n} 3.1-1 
The additive model is 
»ith A* = B. = 0 
a P 
and being uncorrelated random variables, with zero means and 
2 
same variance a . The least squares estimators of the parameters 
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and the residuals given by 
- y». - y.p + ?.. 
Observing the model 3.1-2, it is obvious that it is a substitution, 
or representation of an unknown function of two variables (a and p), 
by two additive components, one depending only on a, the other 
on p. If this results in adequate representation, then 3.1-2 is 
really a substantial reduction in the data. Interpretations on the 
"effects" of factors A and B are readily available and belong to the 
standard toolbox of practicing statisticians. 
When the additive model is not a good representation for a set 
of data, one can then consider the residuals 3.1-4 and fit a model 
to this array. Of course, an additive model is ruled out; it is 
trivial to verify that all estimates would be zero, reflecting the 
fact that the additive components have been previously extracted. 
But the idea of representing the array y^^ by two functions, one 
depending only on a, the other only on g, can still be used, in a 
multiplicative fashion. Say, 
could be fitted. This sort of model could then be fitted sequentially 
to the successive residuals until there is no more evidence of a 
systematic component. 
In general, if for a function f(a, p) there exist functions 
g = g(a) and h = h(p) such that 
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f(e,P) = g(a)h(P) 
for every a and p, then f is said to be separable. 
Thus, what is proposed is to represent interactions by sums of 
separable functions. This idea is the next, in simplicity, to ad-
ditivity and is worth trying when the additive model fails. 
The procedure to fit 3.1-5 goes back to Fisher and MacKenzie 
(1923). It is relevant to note that those authors were working with 
real data to which they tried first an additive model. Analysis of 
the residuals revealed the additive model inadequate. To quote from 
their paper: "... the summation formula for combining the effects of 
variety and manurial treatment is evidently quite unsuitable for the 
purpose. No one would expect to obtain from a low yielding variety 
the same actual increase in yield which a high yielding variety would 
give ; the falsity of such an assumption is emphasized by the fact 
that the expected values a + b - x calculated on such an assumption, 
are often negative in the unmanured series. A far more natural 
assumption is that the yield should be the product of two factors, 
one depending on the variety, the other on the manure." 
Williams (1952) formulated a model that essentially corresponds 
to any number of separable functions for two-factor interactions. 
Ward and Dick (1952) presented a related model, applicable to 
randomized block designs. They gave an iterative method for obtaining 
the least squares estimators. 
Gilbert (1963) used a model with one component of the type 3.1-5 
for genetical combining abilities. 
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More recently, Gollob (1968) and Mandel (1969) developed a 
method for analyzing two-way tables that consists in fitting several 
separable functions to the interaction. An account of their results 
is given in later sections. 
For a model with just one component 3.1-5 to represent the 
interaction and with the additional assumption of normality of the 
errors Johnson and Graybill (1972) obtained maximum likelihood 
estimators for all the parameters and the likelihood ratio tests for 
the hypothesis of no interaction and for the hypothesis of equality 
of means of one classification when there is interaction. 
3.2. Least Squares Estimators 
Consider the array 3.1-4, of residuals after fitting the additive 
components by 3.1-3. Suppose one fixes an integer p > 0 and wants 
to fit, by least squares: 
with 0->9_>...>0 >0 and 3.2-1 
1 — 2 — — p 
y. (aj^))2 = ^ (bg^h^ = 1 i = 1, ..., P 
a=l P=1 P 
The conditions above are not restrictive, since the scalar 
factors are absorbed by the 6^'s. 
Let; 
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be the m x n matrix of residuals ; 
i = 1, .... p 
"i ' Cp") 
and E = (e^p) 
Then 3.2-1 may be written 
P t 
R = T e.a.b. + E 3.2-2 
i=I ^ ^ ^ 
The following proposition is true : 
Lemma 3.1 
Let R be any m x n matrix. Then rank (R) < 1 if, and only if, 
there exists an m-dimensional vector a and n-dimensional vector b 
such that R = ab^. • 
Since the rank of the sum of two matrices cannot exceed the sum 
of the ranks of the summands, it follows that 
P j. 
rank Q.a.b.) < p, 3.2-3 
1 1 1 — ^  1=1 
because rank (a^b^) = 1. 
The approximation problem 3.2-2 then is solved by the singular 
value decomposition of R, in particular by theorem 2.2. This theorem 
states that the best (least squares) rank p approximation to R is 
given by the sum of p matrices of rank one, determined by the singular 
value decomposition of R, for p < rank (R). 
This is restated in statistical terms : 
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Theorem 3.2 
The least squares estimators of the parameters in 3.2-2 are given 
by 
8^ > ... > 8p: the first p singular values of R; 
a^, ..., a^: normalized eigenvectors of RR^ corresponding 
2 2 
to the roots 0^^, ..., 9^ 
b^, ..., b : normalized eigenvectors of R R corresponding 
2 2 
to the roots 9^, ..., 9^, 
for p < rank (R). • 
Note Mandtl (1969) imposes an additional constraint on 
the vectors {a^; i = 1, pj and |b^; 1 = 1, ..., p|, namely 
that 
I • • 
However, these are unnecessary conditions. 
Let 1^ = (1, ..., 1)(E^. Then, since 
m 
9?a. = RR^a. 
11 1 
and since R is doubly centered ( ^  r^^ = r^^ = 0), then 
0?l^a. = iWa. = 0 
11 1 
and thus aj^^ = l^a^ = 0. 
The same follows for the b^*s. 
54 
3.3. Alternative Derivation of the 
Least Squares Estimators 
The main objective of the present investigation is to extend 
the results obtained by Gollob (1968) and Mandel (1969) to any 
number of factors. 
Although short, direct and enlightening, the derivation of the 
least squares estimators for the two-factors case, presented in the 
last section, is not suitable for the extension envisaged here. Its 
presentation seirved a purpose, since the singular value decomposition 
will remain a useful technique in the chapters to come. 
Another derivation, more in keeping with the notation used in 
the multifactors case, is presented below. It consists of fitting 
expressions of the type 3.1-5 sequentially to the residuals of 
previous fittings. 
To begin let | rj^^ ^ ; a = 1, ..., m; p = 1, ..., n] be the set 
of residuals from the additive model. Consider the set 
D = ^  d ( E^^ ® E^ : d = a®b, ac E™^ bfE^j 
that is, the -set of decomposable elements in E™ ® E^. 
Without loss of generality, the elements of D will be written as 
d = 9a (g) b 
where || a|| = jjblj = 1. 
The problem, then, is to find 6^ > 0, E™, b^c e" with unit 
length such that 
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Ql =Z = H 3.3-1 
is minimized. 
Standard computations then permit us to write 
= <r^, rj> - 20^<r^, ® b^> + 6^ 3.3-2 
Since r^is fixed, minimizing is equivalent to minimizing 
- 26^<r^, a^ (§) b^> . 3.3-3 
Expression 3.3-2 is quadratic in 0, for each a^, b^ fixed, with minimum 
given by 
8^ = <r^, a^0b^>. 3.3-4 
This choice of 0^ leads to 
Qj^ = <r^, r^> - 3.3-5 
So, to minimize Qj^, one has to find a^, b^ maximizing <r^, a^ (§) b^>. 
(8^ can, of course, be chosen to be positive.) 
Using the summation convention. 
<ri, a, X bj> = 
which is a bilinear functional on © E^. 
According to the Riesz theorem 2.4 if the maximum of 3.3-4 is 
given at a^ and b^, then these equations hold: 
56 
« 1 =  
a=l. ...,m 
*1^9 = S ° ^ ° 
Moreover, theorem 2.4 says that is the first component 
in the singular value decomposition of R. 
Now, form the residuals 
and proceed to find the element in D which is closest to r^. 
By the same token, this element nas to satisfy (drop the *): 
û.= l. ....m 3.3r7 
p = 1. .... n 
Proceed on this fashion, as long as the residual is nonzero. 
At the pth step, the least squares approximation satisfies 
% = 
° ^ " 3.3-8 
e = i. 
where 6^ is the largest among all possible solutions to 3.3-8. 
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Theorem 3.3 
Let a^, b^; i = 1, .p] be the successive elements in 
the above sequential procedure. Then (a^; i = 1, . . . , p }  and 
(b^; i = 1, ..., p| are orthonormal sets of vectors. 
Proof : 
Consider the set |a_; i = 1, ..., p}. If the result can be 
proved for this set, it follows for {b^; i = 1, ..., p} by symmetry. 
If 02 > 0, then 
by repeated use of 3.3-8. 
As a consequence of this result, equations 3.3-7 can be written 
in terms of r^^, with 8^ being the second largest solution: 
= (.a) - ) 
3.3-9 
(2) 
and analogously for b^ 
Assume now that for some q > 2 the set {au; i = 1, ...» q] is 
orthonormal. 
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Then, if 8^^^ > 0 (that is, f 0), for any 1 <i < q, it 
follows that (let s = q + 1) 
Now, by hypothesis 
" ^ij for i, j = 1, ..., q 
and by 3.3-9 (extended for j =2, ..., q) 
3-1. ...,q 
Thus, 
s> = r - .% 
= r = 0 
Therefore ja^, ..., a^] orthonormal implies |a^, ,.., a^^^j 
orthonormal, completing the proof by induction. • 
The fact that |a^; i = 1, 2, ...}, |bi; i = 1, 2, ...} are ortho-
normal sets has important consequences. In particular; 
Corollary 3.4 
The set of equations 3.3-8 may be written 
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° " 3-3-10 
P = 1 " 
where only the residuals from the additive model, a = 1, ..., m; 
P = 1, ..., n} appear. Hence, with R = (r^^^) — the residuals arranged 
as an m X n matrix, G^aub^ is the ith component in the singular value 
decomposition of R. 
Proof : 
The first proposition, concerning the system 3.3-10 is proved as 
in 3.3-9. 
The second statement then follows immediately, because 3.3-10 
in matrix form is 
9.a. = Rb. 
11 1 
8.b. = R^a. . 
11 11 
By substituting the second equation in the first, it follows 
e?a. = RR^a. 
11 11 
and thus 6^ is a singular value of R; by construction, the ith singular 
value. 
In conclusion, elements of D can be fitted sequentially to the 
residuals r^^^ • The components of the fitted array 
• 
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P t 
R= Z 8 a 
i=l 
are made of orthogonal components, even though no orthogonality condi­
tions were a priori imposed. 
3.4. Decomposition of the Interaction 
Sum of Squares 
The fitting by least squares of decomposable (or rank 1, if seen 
as matrices) elements to an array of residuals was studied in the 
two last sections. 
The fitted array, after p steps, is 
= I, 
If p = rank (R) then r^ = r^ for all a and p. 
In practice, it is hoped that the first few components will 
represent most of the systematic components, leaving an essentially 
random residual. 
It will be shown that the sum of squares of the residuals of 
the additive model 
" / ' i f ' : '  
2 breaks down according to the successive 6^. In fact, this is a direct 
consequence of theorem 3.2, since the residual after p terms are in­
cluded in the model is 
61 
Thus, the proof of the following theorem is immediate. However, 
an alternative, and also easy, proof — not based on any orthogonality 
property is presented, having the extension ior the multiway case in 
mind. 
Theorem 3.5 
The reduction in sum of squares achieved by the ith fitted 
t 2 
component 8^aub^ is simply 6^, for i = 1, ..., rank (R). (By reduction 
of sum of squares is meant - || r^^ || ^ ). 
Proof : 
By definition 
- ll'i" è 
i i « 
= <r,, r,> - 2<r, , E G^a. ® ^ 9, 
" " - j=i J J J j=l J 
i 
+  2 < E e a  , g ) b ,  E  
j=l J J j'<j 
r 
= <r , r > - 2<E G.a. (S) b., rj^ - E 8.,a., ® b ,> 
i ^ j=l J J J ^ ji<j 3 J J 
i « i i 2 
+ E 0^ = <r r > - 2 E e <a ®b r > + E ©t 
j=l ^ j=l ^ ^ ^ ^ j=l ^ 
But 
<aj®b^. rj> . e, . 
by corollary 3.4 and hence 
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tlll^ =^1' Gj ^i+1 
Thus 
i-1 
II ^1+111^ - Ur, ill'=<^l- -:!> - É i - <r,. r,>+Ëe^.e^ 
^ ^ U 
Following Mande1 (1969), the analysis of variance table may be 
written as 
Source df Sum of squares 
m^ 2 
A  m - 1  n }  ( y  -  y  )  
B  n - 1  m  /   ^ (y a - y ) 
t^ l *° 
A X B (m - l)(n - 1) ^ (y - y - y + y..)^ =%] r, 2 
-p orP ^or. ^
(1) 
(2) 
(P) 8^  
where p = rank (R). 
The interaction sum of squares is therefore partitioned in p 
2 2 
components 9^ . These 9^ are not quadratic functions of r^. 
2 
Of course, only components with significantly large 6^ should 
be kept in the model. Here, a hard problem is found, namely how to 
decide whether a component is significant or not. If the normality 
2 
of the distribution of the errors e _ is assumed, then the 6. QfP 1 
are distributed as the eigenvalues of a matrix with Wishart distribution. 
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(This will be shown later.) The problem resides in the fact that 
the distribution of such eigenvalues is not extensively tabulated. 
Mande 1 (1969) argues that, if = E(S?) for the case where 
2 2 CT = 1 (for fixed m and n), then for general variances, E(9.) = 
1 
2 
This being the case, then 6^/N_ is an unbiased estimator for 
2 
a . For this reason, the numbers are called pseudo degrees of 
freedom. 
Now, having M. tabled for some m and n, one could use the 
2 
"mean squares" 8^/N_ to decide whether the ith component is to be 
kept or not. The procedure consists in keeping in the model the 
first components that have a high value of the corresponding "mean 
square," as compared to the subsequent "mean squares." 
3.5. Distribution of the Eigenvalues 
of Interaction Matrices 
2 
The distribution of the random variables 8^ defined in the 
previous sections has prime importance in fitting the model 3.2-1. 
2 
In particular the parameters M^ = E(9^) should be known to enable 
the use of Handel's procedure. 
2 Of most interest is the distribution of 0^ when there is no 
interaction present; its knowledge could be used to establish a test 
for interaction. 
Suppose, then, that the additive model holds: 
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yo# = ^ + A* + Bp + «ap a = 1, ..., m; p = 1, ..., n 
with s independent, normally distributed with 
Op 
= 0. V(.^ ) = .3.5-1 
Form the residuals 
• y.p + y.. ^ •••' *-
Denote the m x n matrices 
Ï = (y^g) 
Then R may be written as 
" =  « n . - 5 V ^ " n - 5 V '  3 . 5 - 2  
where I is the m x m identity matrix and J is the m x m matrix with 
m  - ' m  
all entries one. 
Let 
F = I - - J m = 1, 2, ... 3.5-3 
m m m m 
It is easy to verify that F^ is idempotent and that its rank is 
given by 
rank(F ) = tr(I - — J)=tr(I)- — tr(J)=m-l. 
m m mm mm m 
Also, for the model 3.5-1 
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E(R) = F^E (Y)F^ = 0 3.5-4 
Now, then 
= S(rop:*'e') 
From 3.5-2, r^ may be written as 
Y=1 & Y5 
where F* = 
Cov(r^.r^,p.) = ES EE 
p p' V v' 
By hypothesis. 
Hence 
p, (i' V  v' 
= a^EE, 6 , 
^ p/ V V • 
(In the last step the idempotency of F^ was used.) 
Mande1 (1970) defines as interaction matrix any m x n array R 
such that 
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E(R) = 0 
and 
=*'9') = ^aa'V' 
where A = (a^,) and B = (b„-.,) are, respectively m- and n-square, QIQr pp 
symmetric idempotent matrices. 
If, moreover, rank (A) = r and rank (B) = s, then R is said to be 
an interaction matrix with r by s degrees-of-freedom. The matrices 
A and B are associated with the interaction matrix R. 
The following theorem is useful in preparing tables for . 
Theorem 3.6 (Mandel (1970) 
Let R be an m X n interaction matrix with r and s degrees-of-
freedom and associated matrices A, m x m, and B, n x n. Then the 
nonzero eigenvalues of RR^ are identical to the nonzero eigenvalues of 
a matrix ZZ^, where Z is r x s and has uncorrelated components z , 
ap 
2 
with mean zero and variance c . 
Since A and B are symmetric and idempotent, there exist ortho 
gonal matrices P and Q such that 
Proof : 
So, 
67 
Of < r and «• < r 
TV " 0 * > r or «' :> r 
_ « 5pp, P < s and p ' < s 
2L,;L, "vpqv'p'tw = p >, P' > s 
Let 
Z = PRQ^. 
Then 
ZZ^ = PRR^P*^ 
Since P is orthogonal, RR*" and ZZ^ have the same nonzero eigenvalues, 
It remains to compute the mean and variance of . 
By definition 
m n 
Then 
C°v(:ae' Zo'p') -
^ '^vv' p,^,' vv rr-i-
p, p. V \> 
Using 3.5-5 one concludes that 
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û'' < r; p, p' < s 
=a'B') " Q« PP 
" 0 (Q? or a'>r) or (P or p'>-s) 
It is obvious that 
E(Z) =0 
Then for a > r or p > s 
P(^ap = O} = 1-
That is, with probability one 
Z = 
"l 0 
0 0 
(Z^ is r X s) 
and also Z^ is a matrix of uncorrelated random variables, with mean 
2 t 
zero and variance a , with the property that Z^Z^ has the same non­
zero eigenvalues of RR^. Q 
Since 
Z = PRQ^ 
then., if the components of R are normally distributed, so are the 
components of Z. 
From the remarks preceding theorem 3.6, it is clear that the 
residuals r . of model 3.5-1 form an interaction matrix with m - 1 
wp 
and n - 1 degrees of freedom. The associated matrices are F and 
m 
^n-
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Recall the definition of the Wishart distribution. Suppose that 
|U^, i = 1, m} are independent p-dimensional normal random 
variables with mean vectors iJ.^ and common variance-covariance matrix 
S. Let M be the matrix 
M = (n., . .. , ). 
1 m 
Then the joint distribution of the elements of the matrix 
is called Wishart with m degrees of freedom. In symbols 
S'-WpCm, Z, M). 
When M = 0, the distribution is a central Wishart, 
Hence, as an immediate consequence to theorem 3-6 if the components 
*9' 
of R = (r g) are normally distributed, then will have a central 
2 
wishart distribution W^(s, G I). 
The following theorem needs no further proof: 
Theorem 3.8 
Let R be an interaction matrix of normally distributed components, 
with r and s degrees of freedom. Then the nonzero eigenvalues of 
t 2 
RR are jointly distributed as those of a central Wishart W^(s, a I) 
random matrix. Q 
The distribution of the eigenvalues of a central Wishart matrix 
was first studied, for the case Z = a^I, by Fisher (1939), Hsu (1940) 
and by Roy (1939). For general positive semi-definite S, the distribution 
was obtained by James (1960). 
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A few percentage points are tabulated, mostly for the largest eigen­
value . 
2 
Of great importance are their means E(9^), but these are not 
known in closed form. Their evaluation by numerical methods presents 
considerable difficulties. As mentioned in the last section, for some 
choices of matrices sizes. Mande1 (1969) obtained a Monte Carlo ap-
2 proximation for E(6^), for i = 1, 2, 3 (the three largest eigen­
values) . 
3.6. A Particular Case 
If the moduZ aaopted has only one interaction component, then 
this specialization allows some more detail in the analysis. If, 
further, the normality of the residuals is assumed, some tests of 
significance can be developed. 
To be precise, consider the model: 
^ ^  + Ga^bp + a = 1, ..., m 
P = 1, —, n 
with ^ A^ = ^  Bp = 0 3.6-1 
a P 
8 > 0 yia^ = 52b? = l 
— T " 
are normal and independently distributed with zero means and 
2 
common variance c . 
This model was dealt with by Johnson and Graybill (1972). 
They obtained : 
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(i) maximum likelihood estimators for the parameters in the 
mode1; 
(ii) likelihood ratio test for the hypothesis 
H : 9 = 0 
This test is equivalent to test the additivity hypothesis, 
(iii) likelihood ratio test for 
Model 3.6-1 is a particular case of the model used by Mandel 
(1969). However, it compares favorably with the model implied by 
Tukey's (1949) "one-degree-of freedom for nonadditivity" or its 
generalizations in the sense that the interaction term does not 
depend on the additive parameters. 
The likelihood function of the parameters in model 3.6-1 is: 
o 
e > 0 
. = A 
m 
3 a 3^ Of* ; f A^, 
L = L(p., A , B , e, a , b ) 
mn/2 
+ + y..) - -*0 
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1 nm/2 , 1 
= (—g) exp|- — 2-r "y.-y^+y..) 
2TTa I 2ct ofg 
- (Bp - y.p +y..) -
1 ™n/2 1 ^ 2 2 
= ( 2^  — fZ-r r_ + nin(M. - y_) 
2-na ^ 2a ap 
+ n IE] (A*-y*. +y..)^+* jEi ®B-y.B+''..>^ 
+ 
op 
- tnn/2 , , 2 2 
= ( g) Gxp| 2 î2-r 
2na I 2a _ ap 
+ " 2] (A^-ya+y..)^+°» 2 (Bp -y.p+y..)^ 
or p 
*<•"5 '.i-.v • <5 •«•.v'l I 
= <i "" "•!- i § -i - Ç •«•.•,.*.) 
But by theorem 2.4 
Ç 'agVpl = ®1 
where 8^ is the largest singular value of R = (r^^). Also, 
8% < Cr(RRt) . 2] 
aP 
Hence, 
mn/2 
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It is easy to verify, by differentiating or otherwise, that 
^Ve'cu ^  (v^v^-ev 3.6-3 
for c > 0, u real. 
Taking u = —^ , v = ^  and c r^ - 9^ in 3.6-2 and using 
2a ^ op P 
3.6-3 results 
mn/2 
L < [ — —=L , 3.6-4 
- r:, - e?) 
The function L will attain this upper bound for the values of 
its arguments given in the following theorem, as can be seen by mere 
substitution. 
Theorem 3.9 (Johnson and Graybill (1972)) 
A set of maximum likelihood estimators for the parameters in 
model 3.6-1 is: 
^  =  y . .  
\ - ?.. 
Bp =y.s - y.. 
9=6^ (largest singular value of R) 
a = (a^) and b = (b^) are the components of first term in, 
the singular value decomposition of R: 9j^a^b^. 
2 1 2 2 2 9 
* = - 9l) = *2 + 
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where 0„ > ... > 9 are the last singular values of R and v = rank (R) = 
2 — — V 
min (m - 1), (n - 1) . • 
Note that — except for the maximum likelihood estimators coincide 
with the corresponding least squares estimators, as expected in the 
normal case. 
The likelihood ratio test for hypothesis (i) is considered in 
this theorem. 
Theorem 3.10 
In model 3.6-1 the a (0 < a < 1) level likelihood ratio test for 
hypothesis (i) is given by the rule: 
The unrestricted maximum of the likelihood function is given 
by 3.6-4: 
reject if A< K; accept otherwise; 
where 
and K is such that 
Proof 
mn 
mn/2 
LW = [ •1 
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With 0=0, model 3.6-1 reduces to the additive two-way model. 
Then the maximum of the likelihood function over this restricted 
set, U), is known to be 
LM = (-^—r"' 
2tt^ r 
The result follows by taking L(u))/LW and simplifying. Q 
In order to be able to use this test, the critical values of 
must be tabulated for the null (0 = 0) case. 
2 2 
By theorem 3,8, the random variables 0, > ... > 9 are 
1 — — v 
2 distributed as the eigenvalues of a matrix with Wishart ^(m - 1, <T I) 
distribution (assume, without loss of generality, that m > i>, to 
avoid unnecessary singularity of the Wishart distribution). 
Using this fact Johnson and Graybill (1972) obtained the joint 
distribution of 
Ui = 0^/(0^ + ... + 0^) i = 1, ..., V 
and then expressed the distribution of A = as an integral. This 
integral becomes unmanageable for numerical integration as m and 
n increase. Thus, those authors used a beta approximation for it, 
as is used for likelihood ratios. This approximation depends on 
2 
the two first moments of 0^, which were calculated by Mandel (1969). 
This resulted in a table of critical values of A for significance 
levels 
Of = 0.10, 0.05, 0.01 and 
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m = 3(1)8(2)12(4)20, 32, 50, 100 
n = 3(1)8(2)12(4)20 
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4. EXTENSIONS TO MULTIWAY CLASSIFICATIONS 
4.1. Introduction 
The approach used in the last chapter for analyzing two-way data 
will be extended for the analysis of data with any number of classifica­
tions. It will be seen that some of the results and techniques 
available to the two-way case do not carry over to multiply-classified 
data. 
For notational reasons the three-way case will be used in this 
presentation; the extension of the results for any number of classifica­
tions will be left to the end. 
Suppose that an array of data 
haPY' ^  ^  ..., m; P = 1, ..., n; y = 1, ..., K| 4.1T1 
is given. 
To analyze 4.1-1, one starts by setting up a model, such as 
' + A, + + S + + (""'PY 
+ + '.PY , 
»">• Ç = Ç Bp = E = E = E <'^ ) = E (AC)^  
= E (AC)„ = E = E ®'^>SY ' E , 
= E = E =0. 4.1-2 
and j®^^! being uncorrelated random variables with zero mean and 
variance . 
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The least squares estimators of the parameters in model 4.1-2 are 
well known. In particular, the three-way interaction is estimated 
by 
° ''cPY ' "«-V " "-fv + **.. + "-P- + 
4.1-3 
Notice that this is also the residual after fitting the components 
that depend only on one or two classifications. Therefore, if one 
assumes that 
- ° 4.1-4 
n 
then 4.1-3 is a random variable with zero mean and variance ka . In 
such a case, the analysis presents no problems, since the data will 
2 
provide an unbiased estimator for a . Two-way interactions may be 
further analyzed by Mandel's technique, presented in the last 
chapter. 
When assumption (4.1-4) does not hold, that is, in the presence 
2 
of three-way interaction, no estimator of c is available from the 
data and the reduction of the data by standard methods is no longer 
possible. It is to this case that this chapter is addressed. 
The main idea in the process is to model the parameters (ABC)^^, 
which is a function of three variables, a, P and y as a sum of a 
number, say p, of decomposable functions. In symbols 
4.1-5 
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Without loss of generality the vectors 
"=1 = "l = 
may be taken to be unit vectors in e"", E^ and E^, respectively and 
4.1-5 may be written 
P 
4.1-6 
Y 
for 0^ > 0, i = 1, ..., p. 
The components in 4.1-6 are to be fitted sequentially by least 
squares. That is; first fit • b^^^ • c_^^^ to the array 
4.1-3. Then form the residuals 
( 2 )  ( 2 )  ( 2 )  
and to these fit a term ®2 a p y ' 
The problem of how many components to add in 4.1-6 will be dis­
cussed afterwards. 
Let y represent the array 4.1-3 strung out as a vector in the 
mnk-dimensional Euclidean space. To be able to follow the sequential 
procedure above, one has first to solve the problem: 
Given yCE™^^ = E™ (%) e'^ ® E^, find a decomposable element 
d such that 
o 
lly - d II = inf l|y - d|| 
d£ D 
where D denotes the class of decomposable elements of E*^ 0 e" ® E^ 
and 11*11 denotes the Euclidean norm in e' mnk 
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4.2. Least Squares Fitting 
Let us establish some additional notation. Given a vector 
yCE™ X X and a vector aCE^^, define y • a to be the vector 
<y • =Ç P = 1. . , n; Y = 1, k. 
TX k 
Analogously, for uCE x E 
(y • WPY 
and so on. (In special instances, the • operation would be called 
"contraction;" no attention to this is needed here.) 
The symbol < .,. > will be used to denote the scalar or inner 
product of two vectors in any space involved (E*", E^, E^, e"™^, 
etc.), given by, e.g. 
m 
<^l> V - E 
O f — i  
4.2-1 
The context should suffice to tell which product is being used. 
The summation convention will be used throughout. According 
to this convention 4.2-1 is written: 
To proceed with the derivations of the equations for finding 
the closest approximation in D to y, consider the residual vector 
r=y-ea(g)b(g)c 4.2-2 
where || a|| = || b}} = || c)| = 1, for a CE™, bCE^, c CE^. 
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The residual r has squared length 
Q = Q(e, a, b, c) = llrjl^ = <r, r> 
= <y, y> - 29<y, a®b®c> + 9^, 4.2-3 
which is to be minimized. Before any minimization procedure is 
tried, the existence of a minimum is to be proved. 
Theorem 4.1 
Let d = 6a(g)b(g)ceD, the set of decomposable tensors in 
T = l§) ® . The function Q defined by 4.2-3 admits a minimum 
over D. 
Proof 
In chapter 2, it is proved that the set D is closed. 
It is immediate that Q is a continuous function. 
Since Q is a sum of squares, 
Q(d) > 0 -V- d€ D 
and so is bounded below. 
The existence of a minimum follows then, by a theorem of Weierstrass. 
• 
Let us start the derivation of necessary conditions for a 
ulXIIXIUIIIU * 
Note, in 4.2-3, that, for a fixed direction in T, say a ® B(G)c, 
Q is a function of 6 only. 
Only directions a b 0 c such that 
<y, a (g) b ® c> > 0 
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need to be considered. For, if not, 
2 • Q(e, a, b, c) = <y, y> - 2e<y, a ® b (g) c> + 6 • 
> <y, y> - 2e<y, - a®b(g)c>+9^ 
That is, if <y, a g) b ® c> is negative, then Q can be improved by 
taking - a ® b (§) c. 
With a®b(§)c fixed, Q is a quadratic function of 9. Its 
minimum is clearly given at 
6^ = <y, a 0 b 0 c> 4.2T4 
and the minimum is 
Q(e^, a<g)b(g)c) = <y, y> - 6^. 4.2-5 
Thus, with fixed a ® b (g) c, 6q is determined. The task ahead is to 
2 determine the "best" direction (the one with largest 6^, according 
to 4.2-5). 
Now, the Cauchy-Schwarz inequality in E"' gives 
Ca, y . b (g) c>^ < II a (I ^  It y • b ® c||^ = ||y • b (g) c|l^ 4.2-6 
with equality only if, for some X, 
\a = y • b (g) c 4.2-7 
Some consequences of 4.2-6 and 4.2-7 may be explored. First, one 
has 
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0^ = <y, a ® b (g) c>^ < 11 y • b (§) c jj^ 4.2-6' 
For any fixed b and c, an a can be found so that equality is 
obtained. Thus, actually, 
max <5r, a @ b ® c>^ = max || y • b ® c || ^  4.2-7 
Expression 4.2-6' could have been written in any of the two symmetric 
forms, interchanging a and b or a and c. Then, from 4.2-7, it follows 
that 
max <y, a (g) b (§) c>^ = max ||y . a (§) b||^ = ||y • a(S)cll^ 
= lly . b (g) c 11^. 4.2-7' 
Denote 
0* = max <y, a ® b (g) c>. 
Consider a*, b*, c^ — unit vectors in E~, E" and E^, respectively so 
that 
<y, a*® b*® c^ 
is maximized. Existence of these vectors is an immediate consequence 
of theorem 4.2-1. 
From the above discussion, it follows that, for scalars 
and 
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X^a* = y • b*®c* 
= y • a* ® c* 4.2-8 
XgC* = y • a* 0 b* 
Using the.first equation of system 4.2-8 
= <a*, \^a^> = <a'^, y • b* (g) = <y, a* 0 b* (§) = 9* 
and analogously for the two other equations, so that 
^1 = ^ 2 = ^ 3 = **' 
Then it follows: 
Theorem 4.2 
For a given array y ^ = 1, ...,m;p = l, ..., n; 
Y = 1, .. ., k], let 0* > 0 and a*6 E™, b*C c*eE^, all unit 
vectors, be such that 
lly -9*a*®b*® c*|| = „ „ 1|y - 03 ® b ® c|| . 
Ilall=llb||=llc|l=l 
Then the following equations are verified: 
0* = <y, a* (X) b* ® c*> 
8*a* = y • b* 0 c* 
4.2-9 
8*b* = y • a* (g) c* 
e*c* = y . a* (g) b* n 
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4.2-9' 
In scalar notation, 4.2-9 may be written 
' * 
P = i, ....n 
Equations 4.2-9 per se are merely necessary for the solution. Of 
all the solutions to 4.2-9, the one associated with the largest 8 
is the solution to the approximation problem considered here. In­
cidentally, this corresponds, in the two-way case, to the need of 
computing the largest eigenvalue of a mat ::ix. 
A side comment on the proof of theorem 4.2-2 is, perhaps, worth­
while. With the formalism adopted here it is plain to see that 
<y, a(g)b®c> = <a, y • b®c> = <a(g)b, y • c>. 
The first equality was used. It is fair to ask: why not use the 
second one? The reason lies in the fact that in the Cauchy-Schwarz 
inequality the equality will not be necessarily attained. It is 
still true that, in E^, 
<a® b, y • < i|a ® bll^lly • c|l^ = jjy • c|l^ 
However, it is known from Chapter 2 that a ® b varies only in a 
subset of E™®E'^, namely the set of decomposable elements. Thus, 
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it is not true in general that for any c one can find a and b such 
that, for some X, 
Xa ® b = y • c. 4.2-10 
But, if 4.2-10 holds, then also 
Xa = y • b (§) c. 4.2-11 
holds. Hence, the least squares approximation in D to y is given by 
the solution to 4.2T9 associated with the largest 0*. 
4.3. On the Impossibility of an Orthogonal 
Condition in the Multiway Case 
In Chapter 2 it was shown that for any matrix, or two-way array 
Y = 2 = 1, ..., m; B = i, n|. there exist la^eE™, 
i = 1, ..., r|, jb^€ e", i = 1, ..., rj, these being orthonormal sets 
of vectors, such that 
Y = 22 
i=i 
where 0 ,>...> 9 > 0. i — — r 
If y denotes the array Y strung out lexicographically as a vector 
in 
y = S ®,-S- ® N 4.3-1 
i=l ^ 
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The original intent, at the onset of the present work, was to 
extend 4.3-1 to multiway arrays, preserving the orthogonality of 
the vectors involved in each space. As it turned out, this is in 
general impossible, as the following considerations show. 
Consider a generic three-way array y "{" 1' ..., m; 
P = l, ...,n;Y = l, ..., kj. Suppose that there exist 8^ > ... > 8^ > 0 
a n d  o r t h o n o r m a l  s e t s  o f  v e c t o r s  j a ^ e  E ° ^ ;  i  =  1 ,  . . . ,  r j , E * ;  
i = 1, ..., rj, jc^éE^; i = 1, ..., r j such that 
X—J.  
Then it follows 
Y 
= j = 1, ..., r 4.3-3 
with analogous expressions for b's and c*s. This brings back the 
comments at the end of Section 4.2. In particular 4.3-3 is identical 
to 4.2-11. The conclusion is: if y can be written in the form 
Tl Ic 4.3-2, then y • a^ must be decomposable in E (g) E (and symmetrically 
for bj^, c^). 
2 2 2 
Now consider the following example in E ® E ® E : 
Y = 1 Y = 2 
p = l  P = 2  P  =  1  P = 2  
a = 1 1 0 1 1 
a = 2 1 1 0 1 4.3-4 
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Write the matrix Cy : 
Recall lemma 3.1, according to which a matrix is decomposable if, 
and only if, its rank is one or zero. But rank (C) <1 if and only 
if its determinant is zero. Then, 
det(C) = (c^ + Cg)^ - c^c.^ = + c^Cg = 1 + c^Cg = 0 
-1  2  2  implies c^ = - Cg , clearly an impossibility, since + Cg = 1. 
Hence det(C) will always be different from zero. 
The above example shows that there exists no unit vector c such 
2 2 that y • c is decomposable over E (g) E . Thus, the array 4.3-4 
cannot be written in the form 4.3-2, with orthogonal cœnponents. 
4.4. Sequential Fitting of Decomposable Elements 
Referring back to 4.1-3, it is patent that y^^ is composed of 
two parts: a systematic one, (ABC)^^^ and a random part 
Assume that (ABC) - may be written, at least approximately, 
opY 
as 
= è e.af (see 4.1-6) 
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The procedure will be sequential; given y = » first find 
the closest decomposable element, G-a/^^bJ^^c^^^ . Then form the 
i 0? p Y 
residuals 
rj: = 
( 2 )  
Find the decomposable element which is closest to r^^ , say 
. Then form the residuals 
2 a P Y 
and so on. 
For notational purposes, let and 4.4-2, 
a circumflex should be written on each of 9, a, b and c to indicate 
"estimate" in contradistinction to 4.1-6. 
At the ith step, according to theorem 4.2, the estimates satisfy 
^ " 
4.4-3 
e.c(i) = 
1 Y ofY a B 
Y = 1, , k 
for i = 1, 2, 
The model fitted up to the pth step is 
p 
y<p) = Ej *i*i ® l»! ® <=1 4.4-4 
The decomposable vectors 
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d. = 0.a. (g) b. ® c. 4.4-5 
1 11 1 1 
that make up 4.4-4 will provide a decomposition of the sum of squares 
due to the three-way interaction, = Hy||The reductions 
ofY ^ 2 
in sums of squares due to the successive dU's, namely 8^^, are ad­
ditive. This result is in 
Theorem 4.3 
Let the fitted model with p components be given by 4.4-4, where 
d^ = (§) b^ (g) c^ are the optimal solutions (largest 9^'s) for 
systems 4.4-3, sequentially. Then the residual sum of squares is 
given by (for p > 2) 
llr^P^ll^ = llr^^^ - ^  0 a ® b ® c 11^= llyll^ - 52 
i=l ^ ^  ^ ^ i=l 1 
Proof: 
Using the bilinearity of < • > • >, it follows (with s = p - 1) : 
s „ s 
l'y- S 8--a. (g)b,. ®c. Il = Ijyll - 2<y, 8;2. (g) b. ® c.> 
i=l " " i=l " " 
s s 
+ <E G.a ® b ® c , 23 G a ® b ® c > 
i=l ^ ^ ^ ^ i=l ^ ^  ^ ^ 
= l l y l l ^  - 2<y, 53 e^a^®b^®c^>+ 53 qJ  
s i-1 
+ 2 5Z- H' ® b ® c , 8 a ® b ® c > 
i=2 j=l 1 1 ^ 1 J J J J 
9 2 
= 11 y 11 + 5^ - 2<y, 8^a^ ® b^ ® c^^> 
s i-1 
- 2 53 <y - 5] G.a ® b ® c , 9 a ® b ® c >. 
i=2 j=i JJ J 1 1 
4.4-6 
But from 4.4-3 
91 
2 
<5^ , (g) ® Cj^ > = 0j^ <y, a^  ^® b^  ® Cj> = 8^  • 
i-1 
<y - S G;* ® b. (g) c., e.a ® b (g) c.> j _2  JJ  J  j j - i  i .  1  
= <r^^\ 0.a. ig) b. ^ c,>= 9 ,<r , a. (g) b. ® c.> = 6?. 
11 1 1 1 1 1 1 1 
Thus, substituting back in 4.4-6, 
= ||yf + t - 20^  - 2 t , ||y||2 _ j, ^2 
i=l ^ ^ i=2 ^ i=l 1 
which proves the proposition. Q 
Theorem 4.3 enables one to write the following "analysis-of-
variance" table: 
Component Denominator Sum of squares 
(1) @1 
(2) 8^ 
(P) 0^ 
Residual 
p 
£ 4. - i 
z ' 
The column labeled denominator is included to call attention to 
2 
the fact that it is intended to include numbers = E(6^) under the 
hypothesis that y is an observation from a multivariate normal 
2 distribution with mean 0 and variance-covariance matrix or I. Then 
2 
E(9^)/M^ could be a sensible indicator of whether the component is 
systematic or random, under the normality assumption. The derivation 
92 
of is very difficult by analytical methods. Estimation by Monte 
Carlo methods is in order, but it is too expensive and will, for the 
most part, be left for a later occasion. 
4.5. A Numerical Method for Calculating 
the Least Squares Approximation 
Consider the problem of obtaining a solution to the system 4.4-3, 
Let us use y generically in place of any r in 4.4-3 and write the 
system as 
4.5-1 
% ' We'v " ' ^ " 
P = 1. ...,n 
Y=l, .... k 
The four types of equations are not independent. Substituting 
the fourth in the second and third results : 
4.5-2 
System 4.5-2 will be the basis for a convergent algorithm that will 
yield a solution to 4.5-1. First the algorithm is described, then 
its convergence proved. 
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Algorithm 4.4 
(1) let i = 1; 
(2) select an arbitrary unit vector in E^, say = (b^ 
(3) form the matrix U = (U^) = (bp 
2 (4) calculate the largest eigenvalue, 9. and the associated 
i J 
normalized eigenvector a. = (a ^) of UU^; 
1 Of ; / 
(5) form the matrix V = (v^^) = 
2 (6) compute the largest eigenvalue, 9. and the corresponding 
normalized eigenvector b^ = (b^ of VV^; 
(7) if 0? 2 " ®i 1 ®» then 0^ ^  8^ g' & ^  
c ^  y • a (g) b; exit ; 
(8) else, i <- i + 1; go to 3; 
(9 ) end. 
The following property is important: 
Lemma 4.5 
The sequence 
0 ,, 
1 if n is odd 
t = 
^ ®n 
2 if n is even 
where 9. -, 9.  are defined in algorithm 4.4, is monotone nondecreasing. 
1,i i 
Proof : 
It was obtained, in expression 4.2T7, that 
max 1 y * a 0 b ® c | = max || y • a (g) b || . 
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For fixed b, say, y • b is a matrix: 
y • ° ° ' " 4-5-3 
The singular value decomposition of U (see Chapter 2) assures 
that 
max llu^a)) = 9 
is given by the largest singular value of U, at a = a*, a normalized 
t 2 
eigenvector of UU corresponding to the root 0 . 
Thus, 
l|y • a(g)b|| < IIy • a* (g) b|| 4.5-4 
Suppose, in algorithm 4.4, that one starts with arbitrary 
normalized vectors a and b . 
o o 
Let 
= lly • % ® b^tl = ly • a^®b^®c^| 4.5-5 
since, in the last equality, it was imposed that 
= ^  ly . a^(S)bJ. c 
o 
o 
Then, in view of 4.5-3 and 4.5-4, at the end of step 4, a 
fortiori 
h = ®i,i = l'y • - i>y • = ^o 
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Fixing now a^, calculating as the eigenvector of cor­
responding to its largest root, where V is described in step 5, one 
gets 
^2 = " tly • > lly • ^ b^|| = t^ 
Returning to step 3, the same argument yields 
S - ^2' 
and so on. The entrance point to the subroutine was arbitrary; there­
fore, the lemma is proved. Q 
As a consequence of lemma 4.5 and of the fact that 
jy • a ® b ® cl < llyjl , 
the sequence {t^j is convergent. A little reasoning on the way jt^'j 
is defined shows that the limit must obey 4.5-1. 
This proposition is therefore true: 
Theorem 4.6 
Algorithm 4.5 yields a sequence which is convergent to a 8 
solution to 4.5-1. The correspondent {a^j, j b^ j (and hence jc^j) 
although not necessarily convergent, will approach the solution set. 
This theorem points out one problem with the algorithm, namely 
that one is not assured that the solution obtained for 4.5-1 is that 
associated with the largest 9. 
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As could perhaps be expected, some computing experiences showed 
that if the maximal 9 is far greater than the next one, then the 
algorithm will very likely converge to the maximal 0. 
4.6 Any Number of Factors 
The results obtained in this chapter are not restricted to 
the three-way case. They do apply to any number of factors, with 
almost no modifications. 
Take the case of a generic number of factors, say K. To avoid 
writing cumbersome expressions, let us admit that all K additive 
components, the (^) two-factors interactions, etc. up to the K (K-1)-
factors interactions have been fitted, analyzed and the corresponding 
residuals formed: 
*1 = 1 "i; i = 1. .... K I 4.6-1 
Theorem 4.2, thanks to the notation used, generalizes readily 
and needs no further proof. 
Theorem 4.2' 
ni n^ 
Let the array 4.6-1 be given. If T = E @ ... (§ E and D is 
the set cf decomposable elements of T, then the "best" (least 
squares) D-approximation to r obeys the equations: 
' ' ° 
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Several D-elements can be fitted in succession, if'one is able, 
at each step, to obtain the solution to 4.6-2 (with the corresponding 
residual) with largest 0. 
The numerical procedure developed in 4.5 gets rather lengthy. 
One variable (the one with largest n^) can be eliminated. Then, 
fixing k - 2 of the remaining optimize one of them. Holding this 
one, and k - 3 of the variables, optimize some other variable. 
The procedure goes cyclically, until no further improvement in 
0 can be obtained. 
The proof that this system works — in the sense that a solution 
to 4.6-2 is obtained, is the same as that of theorem 4.6. 
One can expect that, for k not small, this process will tend to 
be long in time. Numerical errors will likely be of importance. 
So, other methods of computing are needed, certainly with quite 
distinct approach. 
5. SUMMARY AND CONCLUSION 
Common statistical techniques to analyze cross-classified data 
tables assume the effects of the factors to be additive. That is, 
they assume that, apart from a random error, the response is of the 
form (take the two-way case for ease of notation). 
y^p = f (a) + g(p) , Of = 1, ..., m; p = 1, ..., n 5.1 
where f depends solely on the first factor and g only on the second 
factor. 
When 5.1 does not hold, the situation is said to be interactive. 
There are established statistical methods to study the adequability 
of model 5.1. Note that in the event the additive situation pre­
vails, then one has achieved substantial reduction in the data, by 
which mn numbers are represented by m + n numbers. That is not the 
case in the presence of interaction. The usual techniques do not 
apply and frequently the data analyst only reports the fact and 
examines the effect of a factor at each level combination of the 
other factors. 
Goilob (1968) and Mande1 (1969) proposed a model, specifically 
for the two-way case with interaction, namely 
where {a^ = (aj^^), i = 1, ..., p} and jb^ = (b^^^), i = 1, ..., p) 
are orthonormal sets of vectors in E™ and respectively. Earlier, 
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a particular case of 5.2, with p = 1, was proposed by Fisher and 
MacKenzie (1923). 
The fitting by least squares of model 5.2 was made possible by 
modern computers and recent algorithms. The mathematical theory was 
developed as early as 1936, by Eckart and Young. This development 
is done in terms of matrices and their singular value decomposition; 
so it appears tied to the two-way case. 
However, the essential feature of model 5.2 is the bilinearity 
of each interaction component over Indeed it is obvious 
that 5.2 may be entirely written as a sum of bilinear forms and, 
hence, constitutes a generalization of the additive model. Features 
of the additive model include its flexibility (ability to represent 
a wide range of situations) and ease of computation. The bilinear 
model 5.2 is at least as flexible as the additive model, but not so 
easy to compute. Also, the associated distributional properties 
are still to be worked out. 
We found that this representation could be carried over to 
situations with more than two factors. The representation now is 
through sums of multilinear forms over the direct sum of the factor 
spaces. The development is made in terms of tensor products of 
linear spaces, which appears to be the natural language for this 
problem. 
The least squares approximation is characterized in Chapter 4 
by a system of nonlinear equations. An algorithm to compute solu­
tions to these systems is also presented. It is iterative and its 
convergence is proved. Problems with this algorithm is that one is 
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not sure of getting a least squares approximation. Varying the 
initial vector and picking up the appropriate solution seems to be 
adequate. In most trials we made, the least squares solution was 
actually obtained. 
Still more work needs to be done to find a more economical and 
reliable algorithm. The one in Chapter 4 can perhaps be improved 
by an adequate choice of the initial vector. 
Except for Mandel's (1969) tables and Handel's (1970) results 
there are not worked out distributional properties for the two-
way case and none for multiway tables. Tables for the multiway 
case analogous to Mandel's (1969) can be prepared by Monte Carlo. 
This is sure to be costly, but worthwhile. 
With these results and tables, properties of the least squares 
approximations could be studied. 
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8. APPENDIX 
8.1. Introduction 
A small simulation experiment was used with two aims: 
(i) To obtain evidence that algorithm 4.4 is actually feasible 
for applications; 
(ii) To shed some light on distributional properties of the least 
squares estimators presented in Chapter 4, under the assumption of 
normally distributed residuals. 
The data consisted of a 5 x 5 x 5 cross-classified set generated 
as 
y = G^a^ ® b^ ® c^ + 8,a, ® b^ ® c^ + e. 2"2 8.1 
1. 
where e is a pseudo-normal error with unit variance. 
For a^, a^; b^, b^; and c^, c^ the following values were chosen: 
-0.3876013 
-0.5975520 
0.1292004 
0.1938006 
0.6621522 
b, = 
-0.4926336 
0.6079310 
0.4157689 
-0.4576950 
-0.0733708 
c, = 
0.5449892 
-0.4479994 
0.1062268 
0.3833399 
-0.5865559 
^2 = 
-0.5171980 
0.6382447 
-0.0770294 
0.3768945 
-0.4209111 
b„ = 
-0.7820070 
0.3446134 
0.1237075 
0.4771570 
-0.1634703 
c_ = 
0.6428992 
0.0426020 
0.2749751 
-0.3253221 
-0.6351529 
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Note that <a^, ag>, <b^, and <c^, viere purposefully 
chosen to be nonzero, since the orthogonal case is very special. 
Two runs were made; one with 8^ = 10 and Gg = 5» the other 
with 8^ = 4, @2 = 2. 
In each run, the array 8^a^ (gi 0 c^ + GgBg ® b^ 0 = x 
was computed and one hundred vectors with pseudo-normal 
distribution were generated and added to the above array, constituting 
the replicates : 
y. = X + e. . 
•'j. 1 
The parameters pertinent to model 8.1-1 were estimated with the 
algorithm 4.4, modified in a manner to be described below. For each 
replicate, the following results were recorded: 
1) 8^ and 
2) II y 11 ^ (sum of squares of y — SSY) 
3) sum of squares of residual (SSR) 
8.2. Notes on Computation 
The computations were carried out on an IBM-370 model 158 computer, 
with programs written in Fortran IV and compiled with the G-level 
compiler. Only single precision was used. 
Examination of algorithm 4.4 reveals that it is necessary at each 
step to compute the largest eigenvalue of a 5 x 5 symmetrix matrix. 
This was performed with the subroutine EIGRS of the IMSL package. 
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The experience with this sort of computation showed that the 
2 
results for 0 can be accurate only up to four digits. So, the 
parameter TOL, which specifies the tolerance used to end 4.4 was 
set to llyjl^lO The convergence, monitored in previous experiments, 
was quite fast; then, the maximum number of iterations was fixed at 20. 
Since the algorithm will yield only a solution to the system 
4.4-3 and the solution with maximal 9 is the one looked for, it was 
decided to start the algorithm with five- distinct initial vectors. 
These were chosen to be as "apart" as possible: hence, the initial 
vectors employed were mutually orthogonal vectors in E^. Of the five 
resulting 0*s the maximal one was taken as the least squares solution, 
together with the corresponding a, b and c. 
The time to run the hundred replicates was around 440s (execution 
time). This includes all overhead time, like that of calculating e, 
the pseudo-normal deviates, and calculating some statistics and the 
printout. Because this time is an over-estimate, the time for obtaining 
each 0^ and 0^ was less than 0.44s. This is not at all expensive for 
actual applications, when one needs to calculate only once for each 
set of data. 
8.3. Results 
The results are first summarized by their mean, variance, coeffi­
cient of asymmetry and coefficient of kurtosis: 
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Run 1 (0^ = 10, 02 = 5) 
SSR 
Mean 158.2 36.7 97.7 
Variance 701.84 85.28 180.48 
Asymmetry 0.80 1.51 0.18 
Kurtosis 4.56 8.58 3.52 
Run 2 (0^ = 4, 02 = 2) 
4 *2 
SSR 
Mean 40.1 23.6 89.4 
Variance 112.07 26.30 153.93 
Asymmetry 1.26 0.89 0.22 
Kurtosis 5.36 4.12 3.18 
From these results one can draw the following suggestions: 
(i) We infer that 0^ is biased for 0^ and 0^ is biased for 0^; 
both biases are positive; 
(ii) We note the striking similarity of the relations between 
the statistics displayed for SSR to those of the corresponding parameters 
of chi-square distributions with, respectively, 98 and 89 degrees of 
freedom, respectively. 
Because of (ii) the sum of squares of residuals were plotted on 
a chi-square scale (probability plot). The graphs are shown below 
and in both cases show a remarkable agreement with the corresponding 
chi-square distributions. 
From this result, one is tempted to say that at least asymptotically 
(there are 125 observations in each trial) the sum of squares of the 
109 
when the model is correct, is distributed as chi-square. The number 
2 
of degrees-of-freedom seems to depend on 9^ and 0^ and o" . (This 
is consistent with the findings of Mande1 (1969) for the two-way 
case.) 
8.4. Need for More Computations 
In order to be able to test for no three-way (or any multi-
way) interaction, one should have available tables for the expected 
values of the largest 0's when the array is only random, normally 
2 distributed with some variance, say a . 
In principle such tables could be constructed by Monte Carlo 
methods, with the procedure adopted here for the two examples. 
Some difficulties appear. With purely random terms the computa­
tions tended to demand more iterations. Some trials were made, and 
the results were not so clear as those of the examples as to whether 
the maximal 6 had been obtained. 
To get sharp results, the sample size n = 100 would be insufficient 
for the computations for the pure random matrix. Thus the cost would 
be rather high. These computations will therefore be postponed. 
8.5. One Remark 
It would be interesting to present the analysis of a real 
piece of data, instead of, or, perhaps, in addition to, the two 
simulated examples. However, it was impossible to find any example 
of data with three-factor interaction in the standard methods textbooks. 
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What has happened, probably, is that the textbooks give special 
examples which lead to simple interpretations. Therefore, this 
attempt to deal with multiway interactions is needed and — hopefully, 
worthwhile. More time and resources should bê used for further 
work. 
Ill 
Figure 1. Accumulated frequencies of residual sums of squares 
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Figure 2. Accumulated frequencies of residual sums of squares 
