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Abstract
Sharp Riesz–Bernstein-type inequalities are proven for the derivatives of alge-
braic polynomials on general subsets of unit circle. The sharp Riesz-Bernstein
constant involves the equilibrium density of the set in question.
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1. Results
Let C1 denote the unit circle. The inequality
‖P ′n‖C1 ≤ n‖Pn‖C1 (1)
valid for algebraic polynomials of degree at most n was first proved by M. Riesz
[12], but since Pn(e
it) is a trigonometric polynomial of degree at most n, it is
also a special case of the classical Bernstein inequality:
‖T ′n‖ ≤ n‖Tn‖ (2)
for trigonometric polynomials Tn of degree at most n. For a comprehensive
history of these two inequalities, we refer to the manuscript [8]. The following
extension to a subarc was proved in [6]. Let Γβ = Γ[−β,β] = {eit : t ∈ [−β, β]}
be the arc on the unit circle that goes from e−iβ to eiβ while passing through
the point 1. Then, for algebraic polynomials Pn of degree at most n = 1, 2, . . .,
we have for any ζ = eiθ lying inside Γβ the estimate
|P ′n(ζ)| ≤
n
2
(
1 +
cos θ/2√
sin2 β/2− sin2 θ/2
)
‖Pn‖Γβ , (3)
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and this is sharp at every ζ.
The main purpose of this paper is to find and prove the analogue of this on
an arbitrary compact subset of the unit circle. In order to formulate the results
we need some concepts from potential theory, namely that of the equilibrium
measure and of Green’s function. See [1], [2], [11], [13] or [16] for all these
concepts.
If Γ ⊂ C1 is a closed subset of the unit circle of positive logarithmic capacity,
then let νΓ be the equilibrium measure of Γ. It is well known that νΓ is absolutely
continuous with respect to arc measure on any subarc of Γ, and we are going to
denote by ωΓ(ζ) the density of νΓ with respect to arc measure, i.e. on a subarc
of Γ we have
dνΓ(e
it) = ωΓ(e
it)dt.
In what follows “interior” and “inner” are meant with respect to the one-
dimensional topology on the unit circle.
Now the analogue of (3) is
Theorem 1. Let Γ ⊆ C1 be a closed subset of the unit circle. If ζ ∈ Γ is
an inner point of Γ (i.e. an inner point of a subarc of Γ), then for algebraic
polynomials Pn of degree at most n = 1, 2, . . . we have
|P ′n(ζ)| ≤
n
2
(
1 + 2piωΓ(ζ)
)‖Pn‖Γ. (4)
This is sharp:
Theorem 2. If ζ ∈ Γ is an inner point of the closed set Γ ⊆ C1, then there are
polynomials Pn 6≡ 0 of degree n = 1, 2, . . . for which
|P ′n(ζ)| ≥ (1− o(1))
n
2
(
1 + 2piωΓ(ζ)
)‖Pn‖Γ. (5)
As an example, let
Γ = {eit : t ∈ [−β,−α] ∪ [α, β]} (6)
with some 0 ≤ α < β ≤ pi. Then (see [15, (4.5)])
ωΓE (e
iθ) =
1
2pi
| sin θ|√| cos θ − cosα|| cos θ − cosβ| , (7)
so in the special case α = 0 Theorem 1 gives back (3).
Exactly as in [6], the proof of the sharpness requires to write Theorem 1 in an
equivalent form. We may assume that Γ 6= C1, since the Γ = C1 case is just the
classical Riesz inequality (1) (and then ωC1(t) ≡ 1/2pi). Let g(z) = gC\Γ(z,∞)
be the Green’s function with pole at infinity of the complement C \Γ of Γ, and
let g′±(ζ) be the two normal derivatives of g at an inner point ζ of Γ in the
direction of the two normals n± to Γ. With these Theorems 1 and 2 can be
written in the alternative form
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Theorem 3. With the assumptions of Theorem 1 we have
|P ′n(ζ)| ≤ nmax
(
g′+(ζ), g
′
−(ζ)
)‖Pn‖Γ. (8)
Furthermore, this is sharp: there are polynomials Pn 6≡ 0 of degree n = 1, 2, . . .
for which
|P ′n(ζ)| ≥ (1− o(1))nmax
(
g′+(ζ), g
′
−(ζ)
)‖Pn‖Γ. (9)
It will turn out that the maximum is obtained for the normal derivative in
the outward direction.
The estimates (4)–(5) were stated for interior points, but actually they com-
pletely answer the problem of pointwise estimates of the derivative of algebraic
polynomials on closed subsets of the unit circle at any (not necessarily interior)
point. Indeed, let Γ ⊂ C1 be a closed set, and for δ > 0 let Γδ be the set of points
that are of distance ≤ δ from Γ. Unless Γ is the whole circle, for sufficiently
small δ the sets Γδ are strictly decreasing as δ is decreasing. This implies that
for small δ′ < δ we have
ωΓδ′ (e
iθ) > ωΓδ(e
iθ) (10)
for eiθ ∈ Γδ′ . Indeed, νΓδ′ is the balayage of νΓδ onto ΓE′δ (see [13, Theorem
IV.1.6,(e)]), hence on Γδ′ the measure νΓδ′ is strictly bigger than νΓδ . Now (10)
implies that
ω˜Γ(θ) = lim
δ→0
ωΓδ(e
iθ) (11)
exists at every point of Γ (it can be infinite). Since each ωΓδ have integral 1
over the unit circle, it follows from Fatou’s lemma that∫
Γ
ω˜Γ ≤ 1 (12)
(integration is with respect to arc length). Now the expression (1 + 2piω˜Γ(ζ))/2
is precisely the quantity
sup
Pn
|P ′n(ζ)|
n‖Pn‖Γ
as is shown by
Corollary 4. Let Γ ⊂ C1 be a closed set. If ζ ∈ Γ, then for algebraic polyno-
mials Pn of degree at most n = 1, 2, . . . we have
|P ′n(ζ)| ≤
n
2
(
1 + 2piω˜Γ(ζ)
)‖Pn‖Γ. (13)
Conversely, if
γ <
1
2
(
1 + 2piω˜Γ(ζ)
)
,
then there are algebraic polynomials Pn 6≡ 0 of arbitrarily large degree n such
that
|P ′n(ζ)| ≥ nγ‖Pn‖Γ. (14)
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Theorem 1 will be a relatively easy consequence of the following theorem
due to A. Lukashov. For a 2pi-periodic set E ⊂ R let
ΓE = {eit : t ∈ E}
be the set that corresponds to E when we identify (−pi, pi] with C1. The following
far-reaching extension of Bernstein’s inequality is a special case of a result of A.
Lukashov [4].
Theorem A Let E ⊂ R be a 2pi-periodic closed set. If θ ∈ E is an inner point
of E, then for trigonometric polynomials Tn of degree at most n = 1, 2, . . . we
have
|T ′n(θ)| ≤ n2piωΓE (eiθ)‖Tn‖E . (15)
[4] contains this inequality for the special case when real trigonometric poly-
nomials are considered on finitely many intervals. The extension to general
sets (rather than to E ∩ [0, 2pi] consisting of finitely many intervals) is imme-
diate by simple approximation (see the sets Γδ above), and the extension to
complex trigonometric polynomials follows by a standard trick: if Tn is an ar-
bitrary trigonometric polynomial, then for fixed θ there is a complex number τ
of modulus 1 such that τT ′n(θ) = |T ′n(θ)|. Apply (15) to the real trigonometric
polynomial T ∗n = <(τTn) rather than to Tn to get
|T ′n(θ)| = τT ′n(θ) = (T ∗n)′(θ) ≤ n2piωΓE (eiθ)‖T ∗n‖E ≤ n2piωΓE (eiθ)‖Tn‖E .
As a corollary of Theorem 2, we get a simple proof of the fact that (15) is
sharp. Indeed, suppose to the contrary that for some γ < 1 we had
|T ′n(θ)| ≤ γn2piωΓE (eiθ)‖Tn‖E (16)
for all trigonometric polynomials Tn of degree at most n ∈ N , where N is an
infinite subset of the integers. Then the proof of Theorem 1 given below would
yield, instead of (4), the inequality
|P ′n(ζ)| ≤
n
2
(
1 + γ2piωΓ(ζ)
)‖Pn‖Γ, n ∈ N ,
which is not the case by Theorem 2.
If we compare the Riesz–Bernstein factor
n
2
(
1 + 2piωΓ(ζ)
)
in Theorem 1 with the Bernstein factor n2piωΓE (ζ) from Theorem A, we can see
that the former one is smaller than the latter one except in the case when Γ is
the whole unit circle (to this note that 2piωΓ(ζ) ≥ 1 at every inner point ζ ∈ Γ
because of the aforementioned fact that νΓ ≥ νC1 on Γ). Therefore, the fact that
the best constants in (1) and in (2) are 1 both for the trigonometric and for the
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algebraic polynomials was a mere coincidence, in general the Bernstein constant
for trigonometric polynomials is larger than the same for algebraic polynomials.
The preceding fact is also related to a theorem of Szego˝, who proved in [14]
(see also [5, Theorem 3.1.1, p. 675]) the following beautiful extension of Riesz’
inequality 1: if the real part of an algebraic polynomial Pn is at most 1 in
absolute value on the whole unit circle, then
|P ′n(ζ)| ≤ n, ζ ∈ C1.
This seems to be a result pertinent to the whole unit circle, its extension in
the sense of Theorem 1 is not valid (at least not with the same factor). As an
example, let Γ be the set (6) discussed above with β = pi− α, 0 < α < pi/2. By
(7)
1
2
(
1 + 2piωΓ(i)
)
=
1
2
(
1 +
1
cosα
)
(17)
Now P (z) = z/ cosα is a polynomial of degree 1 which has real part in between
−1 and 1 on Γ and which has derivative 1/ cosα at ζ = i. Clearly, this derivative
is at most as large as (17) (the factor from Theorem 1) only when α = 0, i.e.
when Γ is the whole circle.
Proof of Theorem 1. Let E = {t : eit ∈ Γ}. First of all we need the following
fact: Theorem A is also true for half-integer trigonometric polynomials. More
precisely, if
Qn+1/2(t) =
n∑
j=0
aj cos
((
j +
1
2
)
t
)
+ bj sin
((
j +
1
2
)
t
)
, aj , bj ∈ C (18)
is a trigonometric polynomial with half-integer frequencies, then the analogue
of (15) is true:
|Q′n(θ)| ≤
(
n+
1
2
)
2piωΓE (e
iθ)‖Qn‖E . (19)
Indeed, Lukashov’s result from [4] implies this precisely as it implied Theorem
A, or apply [15, Corollary 2.3] and use the complexifying argument mentioned
after Theorem A.
Based on this and on Theorem A, the proof of Theorem 1 is very simple, it
coincides with that of [6, Theorem 1]. Indeed, let Pn be an algebraic polynomial
of degree at most n, and set
Qn/2(t) := e
−in2 tPn
(
eit
)
. (20)
When n is even, then this is a trigonometric polynomial of degree at most n/2,
and for odd n it is a trigonometric polynomial with half-integer frequencies of
degree n/2. For it we have
||Qn/2||E = ||Pn||Γ,
and
Q′n/2 (θ) = e
−in2 θ (−in/2)Pn(eiθ) + e−in2 θP ′n(eiθ)eiθi. (21)
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So
|P ′n(eiθ)| ≤ |Q′n/2 (θ) |+
n
2
|Pn(eiθ)|, θ ∈ E,
and (4) is an immediate consequence of (15) (in the case when n is even) and
(19) (when n is odd), because the second term on the right is ≤ ‖Pn‖Γ.
Proof of Theorems 2 and 3. Let, at a point ζ ∈ Int(Γ), n+ = ζ be the normal
to Γ that points to the exterior of the unit circle, and similarly let n− = −ζ
be the normal that points to the interior. With the notations of Theorem 3 we
show that
1
2
(1 + 2piωΓ(ζ)) = max
(
g′+(ζ), g
′
−(ζ)
)
= g′+(ζ), (22)
which, in view of Theorem 1, verifies the first part of Theorem 3. Since it is
classical (see e.g. [9, II.(4.1)] or [13, Theorem IV.2.3] and [13, (I.4.8)]) that
ωΓ(ζ) =
1
2pi
(
g′+(ζ) + g
′
−(ζ)
)
, (23)
it is sufficient to show that
g′+(ζ)− g′−(ζ) = 1. (24)
This formula is known, for example when Γ consists of finitely many arcs it is
stated in [3, (46)], and in that case it also easily follows from the explicit form
of the Green’s functions given in [10], (5.12). From that finite arc case one can
easily deduce the validity of (24) for general sets by approximation (see e.g. [6,
Lemma 7.1]).
Here is a direct proof. Let νΓ be the equilibrium measure of Γ. The complex
Green’s function
f(z) =
∫
log(z − eit)dνΓ(eit), z ∈ C \ Γ,
is multi-valued, its real part is g(z) = gC\Γ(z,∞) + const, and its derivative
f ′(z) =
∫
1
z − eit dνΓ(e
it)
is a single-valued analytic function outside Γ. At ζ = eit0 we have n+ = e
it0 ,
n− = −eit0 , and with these for an ε > 0 (with some local branch of f around
the point (1 + ε)eit0) write
lim
h↘0
f((1 + ε)eit0 + hn+)− f((1 + ε)eit0)
hn+
= f ′((1 + ε)eit0).
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If we multiply through by n+ = e
it0 and take real parts, then we obtain
∂g((1 + ε)eit0)
∂n+
= <
(
eit0
∫
1
(1 + ε)eit0 − eit dνΓ(e
it)
)
= <
∫
1
(1 + ε)− ei(t−t0) dνΓ(e
it)
=
∫
(1 + ε)− cos(t− t0)
|(1 + ε)− ei(t−t0)|2 dνΓ(e
it)
In a similar manner, since n− = −eit0 , we have
∂g(eit0/(1 + ε))
∂n−
= −
∫
1/(1 + ε)− cos(t− t0)
|1/(1 + ε)− ei(t−t0)|2 dνΓ(e
it)
= −
∫
(1 + ε)− (1 + ε)2 cos(t− t0)
|(1 + ε)− ei(t−t0)|2 dνΓ(e
it),
where we have used that
|(1 + ε)− ei(t−t0)| = |(1 + ε)− e−i(t−t0)|.
Therefore,
∂g((1 + ε)eit0)
∂n+
− ∂g(e
it0/(1 + ε))
∂n−
=
∫
2(1 + ε)− (2(1 + ε) + ε2) cos(t− t0)
|(1 + ε)− ei(t−t0)|2 dνΓ(e
it).
Here the integrand is bounded since
|(1 + ε)− ei(t−t0)|2 ≥ ε2
and
|(1 + ε)− ei(t−t0)|2 ≥ (2 sin(t− t0)/2)2 = 2|1− cos(t− t0)|.
So, in view of Lebesgue’s dominated convergence theorem,
∂g(eit0)
∂n+
− ∂g(e
it0)
∂n−
= lim
ε↘0
(
∂g((1 + ε)eit0)
∂n+
− ∂g(e
it0/(1 + ε))
∂n−
)
=
∫ (
lim
ε→0
2(1 + ε)− (2(1 + ε) + ε2) cos(t− t0)
|(1 + ε)− ei(t−t0)|2
)
dνΓ(e
it)
=
∫
dνΓ(e
it) = 1,
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and (24) has been verified.
Now, to complete the proof of Theorems 2 and 3, it is sufficient to show the
existence of a sequence {Pn} with the property (9). To do this, we can follow
the general procedure outlined in the proof of [6, Theorem 2].
It was proven in [7, Theorem 1.4] that if Γ∗ is a finite family of disjoint C2
Jordan curves, Ω∗ is the unbounded component of its complement and gΩ∗(z,∞)
is the Green’s function in Ω∗ with pole at infinity, then, for any fixed ζ ∈ Γ∗,
there are nonzero polynomials Pn with
|P ′n(ζ)| ≥ (1− o(1))n
∂gΩ∗(ζ,∞)
∂n
‖Pn‖Γ∗ , (25)
where n denotes the normal to Γ at ζ pointing to the interior of Ω∗. Now
consider Γ and an inner point ζ of Γ, and let J be a subarc of Γ that contains
ζ in its interior. We enclose Γ into a set G∗ with the following properties:
• G∗ is a finite family of closed C2 Jordan domains: there are finitely many
disjoint C2 Jordan curves S1, . . . , Sm such that if Gj is the bounded con-
nected components of C \ Sj , then G∗ = ∪mj=1Gj ,
• J is a boundary arc of the boundary ∂G∗,
• the component of G∗ that contains ζ lies in the closed unit disk,
• every point of G∗ is of distance ≤ η from a point of Γ, where η is a given
positive number.
Then the boundary Γ∗ = ∂G∗ = ∪mj=1Sj is a C2 family of disjoint Jordan curves,
see Figure 1. Furthermore, n+ = ζ is the normal at ζ to Γ
∗ pointing to the
interior of Ω∗ := C \G∗.
Figure 1: The set G∗
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If ε > 0 is given, then for sufficiently small η and for the just given construc-
tion we have
∂gΩ∗(ζ,∞)
∂n
≥ (1− ε)
∂gC\Γ(ζ,∞)
∂n+
= (1− ε)g′+(ζ). (26)
In fact, since Γ is part of Γ∗, we have gΩ∗(ζ,∞) ≤ gC\Γ(ζ,∞), and at infinity the
difference gC\Γ(ζ,∞)− gΩ∗(ζ,∞) coincides with log(cap(Γ∗)/cap(Γ)) (see [11],
Theorem 5.2.1), where cap(·) denotes logarithmic capacity. As we shrink Γ∗ to
Γ, the capacity of Γ∗ tends to the capacity of Γ, and so the nonnegative harmonic
function gC\Γ(ζ,∞)− gΩ∗(ζ,∞) tends to zero at infinity (this difference is also
harmonic there). Now we get from Harnack’s theorem ([11], Theorems 1.3.1
and 1.3.3) that this difference tends to 0 uniformly on compact subsets of C\Γ,
and then (26) will be true if Γ∗ is sufficiently close to Γ by [6, Lemma 7.1].
Now apply (25) to this Γ∗. For the corresponding polynomials Pn we can
write, in view of ||Pn||Γ ≤ ||Pn||Γ∗ ,
|P ′n(ζ)| ≥ (1− o(1))n
∂gΩ∗(ζ,∞)
∂n
‖Pn‖Γ∗ ≥ (1− o(1))n(1− ε)g′+(ζ)||Pn||Γ.
Since here ε > 0 is arbitrary, the proof of (9) is complete.
[1] D. H. Armitage and S. J. Gardiner, Classical Potential Theory, Springer
Verlag, Berlin, Heidelberg, New York, 2002.
[2] J. B. Garnett and D. E. Marshall, Harmonic measure, New Mathematical
Monographs 2, Cambridge University Press, Cambridge, 2008.
[3] S. Khrushchev, Rational compacts and exposed quadratic irrationalities, J.
Approx. Theory, 159(2009), 243-289.
[4] A. L. Lukashov, Inequalities for the derivatives of rational functions on
several intervals (Russian) Izv. Ross. Akad. Nauk Ser. Mat., 68(2004), 115–
138; translation in Izv. Math., 68(2004), 543-565.
[5] G. V. Milovanovic, D. S. Mitrinovic and Th. M. Rassias, Topics in Polyno-
mials: Extremal Problems, Inequalities, Zeros, World Scientific Publishing
Co., Inc., River Edge, NJ, 1994.
[6] B. Nagy and V. Totik, Bernstein’s inequality for algebraic polynomials on
circular arcs, Constructive Approx. 37(2013), 223–232.
[7] B. Nagy and V. Totik, Sharpening of Hilbert’s lemniscate theorem, J.
D’Analyse Math., 96(2005), 191–223.
[8] P. Nevai, The incredible but, I swear, true story of n vs. 2n in the Bernstein
Inequality, manuscript.
[9] R. Nevanlinna, Analytic Functions, Grundlehren der mathematischen Wis-
senschaften, 162, Springer Verlag, Berlin, 1970.
9
[10] F. Peherstorfer and R. Steinbauer, Strong asymptotics of orthonormal poly-
nomials with the aid of Green’s function, SIAM J. Math. Anal., 32(2000),
385–402.
[11] T. Ransford, Potential theory in the complex plane, Cambridge University
Press, Cambridge, 1995.
[12] M. Riesz, Eine trigonometrische Interpolationsformel und einige Un-
gleichungen fu¨r Polynome, Jahresbericht der Deutschen Mathematiker-
Vereinigung, 23 (1914), 354–368.
[13] E. B. Saff and V. Totik, Logarithmic potentials with external fields, Grund-
lehren der mathematischen Wissenschaften, 316, Springer Verlag, Berlin,
1997.
[14] G. Szego˝, U¨ber einen Satz des Herrn Serge Bernstein, Schriften der
Ko¨nigsberger Gelehrten Gesellschaft, 5:4(1928), 59–70.
[15] V. Totik, Bernstein-type inequalities, J. Approx. Theory, 164(2012), 1390–
1401
[16] M. Tsuji, Potential Theory in Modern Function Theory, Maruzen, Tokyo,
1959
10
