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Abstract
A family of implicit methods based on intra-step Chebyshev interpolation has been developed to integrate
oscillatory second-order initial value problems of the form y′′(t) − 2g y′(t) + (g2 + w2)y(t) = f(t; y(t)).
The procedure integrates the homogeneous part exactly (in the absence of round-o) errors). The Chebyshev
approach uses stepsizes that are considerably larger than those typically used in Runge–Kutta or multistep
methods. Computational overheads are comparable to those incurred by high-order conventional procedures.
Chebyshev interpolation coupled with the exponential-(tted nature of the method substantially reduces local
errors. Global error propagation rates are also reduced making these procedures good candidates to be used
in long-term simulations of perturbed oscillatory systems with a dissipative term.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
There are a lot of numerical methods for the integration of ordinary di)erential equations, but
most of the integration schemes have been designed to deal with the general initial value problem
dy
dt
= f(t; y(t)); y(t0) = y0; y :R→ Rn
and so, they cannot exploit the special information about a particular ordinary di)erential equa-
tion (ODE). For example, they do not take into account the oscillatory or decay behaviour of
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the solution. This may produce several problems in the integration, so if we use an StDormer–
Cowell method for integrating a two-body problem, the numerical solution obtained plots an in-
wards spiral (see [13]). This is the reason for the recent development of special methods for
particular ODEs. A general framework for these methods in the multistep case can be found in
[14].
One of the proposed methods to solve these diGculties is the Chebyshev method. These meth-
ods were early obtained by Clenshaw [2], and Clenshaw and Norton [3], and re(ned by Nor-
ton [11]. More recently, Panowsky and Richardson [12] and Coleman and Booth [4] proposed
a family of implicit methods to obtain numerical solutions for initial value problems involving
ODEs of the so-called special second-order ODE (which not include the derivative
of y).
However, in spite of the good behavior of these Chebyshev methods, in the long-term predic-
tion of orbits, the error grows linearly or even quadratically as a classical integrator, (see [9]).
This error growth, in the case of satellite orbit integration, is due to the fact that these methods
do not integrate trigonometric functions exactly, as pointed out in [15]. In that paper, a mod-
i(cation that allows integration of the two-body problem with only round-o) error was proposed.
This modi(cation produces excellent results in the long time integration of perturbed
oscillators.
The method presented here is a procedure based in approximations by Chebyshev polynomi-
als that allows the accurate integration of second-order di)erential equations of the
form
d2y
dt2
− 2gdy
dt
+ (g2 + w2)y = f(t; y(t)); y(t0) = y0; y′(t0) = y˙ 0:
We have considered this kind of problem because such equations model a wide variety of situations
in physics, electrical engineering or celestial mechanics. Mathieu equation, DuGng oscillator, or Van
der Pol equation are particular cases of this problem.
In order to have a low computational cost we have looked for a method that integrates directly the
second-order di)erential equation (without transforming it in a (rst-order system). We have required
to our method the property of exact integration of any combination of polynomials and products
of exponentials in one dissipative parameter by trigonometric functions in one frequency, in order
to follow the dynamics that appear in these kinds of problems. However, these properties are not
enough to ensure an eGcient integration over long time intervals. We have found that Chebyshev
interpolation at intra-step nodal points ensures this eGciency. That is due to the superior convergence
rate and minimax error characteristics of this interpolation.
Finally, we should mention that the proposed schemes include several of the Chebyshev methods
that appear in literature. When the dissipative parameter goes to zero, the method reduces to that
proposed by Vigo-Aguiar and Richardson [15]. When both parameters g and w goes to zero, the
method becomes the numerical method for second order equations given by Panovsky and Richardson
[12].
In the following sections, we develop the method and we (nd and expression of the local truncation
error. In the last section, some numerical examples are presented, showing that this procedure appears
to be quite adequate for integrations in a large interval requiring good accuracy.
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2. Derivation of the method
Let us consider the initial-value problem
d2y
dt2
− 2gdy
dt
+ (g2 + w2)y = f(t; y(t));
y(t0) = y0;
y′(t0) = y˙ 0;
(1)
where it is assumed that it represents a single scalar equation, but all the theoretical and numerical
considerations in this paper may be applicable to a second-order system of n di)erential equations
where (1) could be treated in vector form.
We also assume that the function f is real valued and of class C∞ for all t in a certain interval
[t0; b], with b¿ t0.
After applying the variation of parameters method (VOP) to this initial-value problem we obtain
an integral equation upon which the procedure is based, and the general solution to problem (1)
may be written as
y(t) = y0eg(t−t0) cos(w(t − t0)) + 1w e
g(t−t0)(y˙ 0 − gy0) sin(w(t − t0))
+
1
w
egt
∫ t
t0
e−gsf(s) sin(w(t − s)) ds; (2)
where we have intentionally suppressed the second argument of the function f, and in the sequel f(t)
is used to denote f(t; y(t)). This is the fundamental equation from which we derive the integration
procedure. If Eq. (2) is re-evaluated using the intervals [t; t + ] and [t; t − ] we obtain the two
equations:
y(t+) = y(t)eg cos(w) +
1
w
eg(y˙(t)− gy(t)) sin(w)
+
1
w
eg(t+)
∫ t+
t
e−gsf(s) sinw(t + − s) ds (3)
y(t−) = y(t)e−g cos(w)− 1
w
e−g(y˙(t)− gy(t)) sin(w)
+
1
w
eg(t−)
∫ t−
t
e−gsf(s) sinw(t − − s) ds: (4)
The integral in the last equation is rewritten using the dummy variable z = 2t − s to obtain
y(t−) = y(t)e−g cos(w)− 1
w
e−g(y˙(t)− gy(t)) sin(w)
+
1
w
eg(t−)
∫ t+
t
eg(z−2t)f(2t − z) sinw(t + − z) dz; (5)
so that the two integrals in (3) and (5) are extended to the same interval.
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After some operations in order to eliminate the contribution of y˙(t) we obtain the fundamental
expression
y(t + ) + e2gy(t − )− 2egy(t) cos(w)
=
1
w
∫ t+
t
eg(t−s+)f(s) sinw(t + − s) ds
+
1
w
∫ t+
t
eg(s−t+)f(2t − s) sinw(t + − s) ds
=I+ + I− = I; (6)
where I+ and I− obviously denote each of the integrals.
To execute the integrations on the right-hand side of the above equation, we (rst approximate
the integrands by (nite Chebyshev sums. To do that we introduce a new variable  with s = t +
1
2h(+1), −16 6 1, where h is the integration stepsize and is related to  by = h; ∈ [0; 1],
so the integrals are extended to an interval [−1; 2−1] ⊂ [−1; 1] where we may accomplish the
approximation. We obtain
I = I+ + I−
=
h2
2
∫ 2−1
−1
egh(2−−1)=2f
(
t +
1
2
h(+ 1)
)
1
wh
sinw
(
h− 1
2
h(+ 1)
)
d
+
h2
2
∫ 2−1
−1
egh(2++1)=2f
(
t − 1
2
h(+ 1)
)
1
wh
sinw
(
h− 1
2
h(+ 1)
)
d; (7)
where each of the functions
f+() = f
(
t +
1
2
h(+ 1)
)
and f−() = f
(
t − 1
2
h(+ 1)
)
are de(ned on −16 6 1 and have their absolute and uniform in(nite Chebyshev expansions. These
in(nite series are replaced by their (nite-sum approximations as Chebyshev sums over n+1 discrete
points in [−1; 1] (these nodal points are the n+1 extrema of the Chebyshev polynomial of the (rst
kind of degree n; Tn()). The number of nodal points is arbitrary, and we call this n, the degree
of the method. According to Fox and Parker [6] we have
f±() 
n∑
k=0
′′
a±k Tk(); (8)
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where the coeGcients a±k are given by
a+k =
2
n
n∑
j=0
′′
f(tj) cos kj;
a−k =
2
n
n∑
j=0
′′
f(t−j) cos kj (9)
and the double primes indicate that both the (rst and last terms of the summation have to be halved,
where
j = (n− j)=n (10)
and the variables tj and t−j are abbreviations for the expressions
tj = t + 12 h(1 + cos(j)) = t + jh;
t−j = t − 12 h(1 + cos(j)) = t − jh
with
j = 12(1 + cos j); j = 0; : : : ; n: (11)
Thus, the integrals in (7) become
I = I+ + I−  h
2
2
n∑
k=0
′′
a+k R
+
k +
h2
2
n∑
k=0
′′
a−k R
−
k ; (12)
where
R+k =
∫ 2−1
−1
egh(2−−1)=2Tk()
1
wh
sinw
(
h− 1
2
h(+ 1)
)
d;
R−k =
∫ 2−1
−1
egh(2++1)=2Tk()
1
wh
sinw
(
h− 1
2
h(+ 1)
)
d; (13)
so formula (6) may be written as
y(t + h) = 2 eghy(t) cos(wh)− e2ghy(t − h) + I
 2eghy(t) cos(wh)− e2ghy(t − h) + h
2
2
n∑
k=0
′′
a+k R
+
k +
h2
2
n∑
k=0
′′
a−k R
−
k : (14)
To implement the discrete approximation we must calculate the values of y(tj) = y(t + jh) for
j = 0; 1; : : : ; n− 1 [see (9)]. Replacing  by j the above formula takes the following form:
y(t + jh) = 2egjhy(t) cos(wjh)− e2gjhy(t − jh) + Ij; (15)
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where
Ij = I+j + I
−
j 
h2
2
n∑
k=0
′′
a+k R
+
jk +
h2
2
n∑
k=0
′′
a−k R
−
jk (16)
with
R+jk =
∫ 2j−1
−1
egh(2j−−1)=2Tk()
1
wh
sinw
(
jh− 12h(+ 1)
)
d;
R−jk =
∫ 2j−1
−1
egh(2j++1)=2Tk()
1
wh
sinw
(
jh− 12 h(+ 1)
)
d: (17)
Notice that the coeGcients R+jk and R
−
jk are constants that depend on the stepsize h and on the degree
n of the method, and of course, on the parameters g and w. That is,
R+jk = R
+
jk(gh; wh); R
−
jk = R
+
jk(gh; wh):
Setting j = n and using Eq. (15) gives the fundamental equation that steps the solution from t to
t + h with In as in (16), In = I+n + I
−
n :
y(t + h)  2eghy(t) cos(wh)− e2ghy(t − h) + In: (18)
The calculation of In requires knowledge of y(t+ jh) at the nodal points j; j=0; : : : ; n− 1. These
values may be obtained from Eqs. (15) and (16), where the de(nite integrals R+jk and R
−
jk in the
expression for Ij are evaluated in the next section.
3. Calculation of the R+jk and R
−
jk
The critical point to obtain an eGcient algorithm is an adequate form of computation of the
coeGcients. In order to do so, let us consider the integral formula where Pn is a polynomial of
degree n:
∫
ekxPn(x) dx =
ekx
k
(
Pn(x)− P
′
n(x)
k
+
P′′n (x)
k2
− · · ·+ (−1)n P
(n)
n (x)
kn
)
(19)
and instead of a real constant k we consider the complex constant a+ ib, so formula (19) results in∫
e(a+ib)xPn(x) dx
=
e(a+ib)x
(a+ ib)
(
Pn(x)− P
′
n(x)
(a+ ib)
+
P′′n (x)
(a+ ib)2
− · · ·+ (−1)n P
(n)
n (x)
(a+ ib)n
)
:
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If we extend this last formula using Euler’s identity in order to obtain their real and imaginary parts,
we have∫
eax cos(bx)Pn(x) dx + i
∫
eax sin(bx)Pn(x) dx
=
e(a+ib)x
a+ ib
(
(a+ ib)nPn(x)− (a+ ib)n−1P′n(x) + · · ·+ (−1)nP(n)n (x)
(a+ ib)n
)
: (20)
And from this formula (20), if we take the complex number a+ ib in their polar form a+ ib= rei,
where r is the modulus and ∈ [0; 2] the argument, we obtain∫
eax sin(bx)Pn(x) dx
=
eax
rn+1
n∑
j=0
(−1) jrn−j sin(bx − (j + 1))P( j)n (x); (21)
where P( j)n (x) denotes the jth derivative of Pn(x) with respect to x. So, we have
R+jk =
1
wh
∫ 2j−1
−1
egh(2j−−1)=2Tk() sin
(
wh
(
2j − − 1
2
))
d: (22)
Using the transformation (2j − − 1)=2 =  in (22) gives
R+jk =
2
wh
∫ j
0
egh sin(wh)Tk(2j − 1− 2) d: (23)
Now we can apply formula (21) to the integral in (23) with a= gh, b= wh, = = arctan(wh=gh)
and Pk() = Tk(2j − 1− 2). So, we put r =
√
(gh)2 + (wh)2 and we (nd that
R+jk =
2
wh
[
egh
rk+1
(rk sin(wh − )Pk()− rk−1 sin(wh − 2)P′k()
+ rk−2 sin(wh − 3)P′′k () + · · ·+ (−1)k sin(wh − (k + 1))P(k)k ())
]=j
=0
: (24)
After evaluating this expression, as Pk() = Tk(2j − 1 − 2), we have P(m)k () = (−2)mT (m)k
(2j − 1− 2), and as in (11), j = 12(1 + cos j), (nally we obtain
P(m)k (j) = (−2)mT (m)k (−1);
P(m)k (0) = (−2)mT (m)k (2j − 1) = (−2)mT (m)k (cos(j)): (25)
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After some simpli(cations we conclude that for j = 1; : : : ; n and k = 0; : : : ; n the R+jk take the form
R+jk =
2
wh
1
rk+1
[
eghj
k∑
m=0
2mrk−m sin(whj − (m+ 1))T (m)k (−1)
+
k∑
m=0
2mrk−m sin((m+ 1))T (m)k (cos(j))
]
: (26)
In a similar way we can proceed with the coeGcients R−jk . Again, we can apply the same trans-
formation as before and formula (21) to the second integral in (17), now with a = −gh, b = wh,
Pk() = Tk(2j − 1 − 2), and r =
√
(gh)2 + (wh)2. Note that, in order to apply the formula in
(21) for obtaining the integral, we have  = arctan(wh= − gh), so, to avoid confusion, we take
= Q= arctan(w= − g), and the formulae for j = 1; : : : ; n and k = 0; : : : ; n for the R−jk become
R−jk =
2
wh
e2ghj
rk+1
[
e−ghj
k∑
m=0
2mrk−m sin(whj − (m+ 1) Q)T (m)k (−1)
+
k∑
m=0
2mrk−m sin((m+ 1) Q)T (m)k (cos(j))
]
: (27)
Remark. In order to use the same angle  for the expressions for the R+jk and R
−
jk we may use the
identity
sin(wh− n Q) = (−1)n sin(wh+ n); n∈N (28)
and Eq. (27) becomes
R−jk =
2
wh
e2ghj
rk+1
[
−e−ghj
k∑
m=0
(−2)mrk−m sin(whj + (m+ 1))T (m)k (−1)
+
k∑
m=0
(−2)mrk−m sin((m+ 1))T (m)k (cos(j))
]
: (29)
4. Order and local truncation error
The local truncation errors of formulae (15) are determined by the linear operators
Li(y(t); h) = y(t + ih)− 2egihy(t) cos(wih) + e2gihy(t − ih)− Ii (30)
for i = 1; 2; : : : ; n.
In order to facilitate the calculus we work with
e−gihLi(y(t); h) = e−gihy(t + ih)− 2y(t) cos(wih) + egihy(t − ih)− e−gihIi: (31)
J. Vigo-Aguiar, H. Ramos / Journal of Computational and Applied Mathematics 158 (2003) 187–211 195
By the de(nition of the Chebyshev polynomials we have
Tk(cos j) = cos(kj)
and we write cos(kj)=Tk(j) where j=cos(j). Using the approximations in (16) for the integrals
Ii and the expressions in (9) for the a±k we obtain from (31):
e−gihLi(y(t); h) e−gihy(t + ih)− 2y(t) cos(wih) + egihy(t − ih)
− h
2
n

 n∑
j=0
′′
f(tj) QA+ij +
n∑
j=0
′′
f(t−j) QA−ij

 ; (32)
where
QA+ij =
n∑
k=0
′′
Tk(j) QR+ik and QR
+
ik = R
+
ike
−gih;
QA−ij =
n∑
k=0
′′
Tk(j) QR−ik and QR
−
ik = R
−
ik e
−gih:
Theorem 1. The 5rst terms of the right-hand side of formula (32) may be expressed in the form
e−gihy(t + ih)− 2y(t) cos(wih) + egihy(t − ih)
=
∞∑
m=1
22mi h
2m
(2m)!
(
m−1∑
s=0
(−1)sw2s(D − g)2m−2−2sP(D)
)
y(t);
where D is the operator D = d=dt, and P(D) = D2 − 2gD + g2 + w2.
Proof. Assuming that y(t) has as many continuous derivatives as required (in fact, we will extend
the corresponding summations until in(nity), expanding in powers of h according to the Taylor’s
formula and using the operator D we have
e−gihy(t + ih)− 2y(t) cos(wih) + egihy(t − ih)
=
∞∑
m=1
2
(2m)!
2mi h
2m (D − g)2m + (−1)m+1w2m
(D − g)2 + w2 P(D)y(t)
=
∞∑
m=1
2
(2m)!
2mi h
2m
m−1∑
s=0
(−1)sw2s(D − g)2m−2−2sP(D)y(t);
since the rational function in D in the above expression is exact, and the quotient is
(D − g)2m−2 − w2(D − g)2m−4 + · · ·+ (−1)m−1w2m−2
=
m−1∑
s=0
(−1)sw2s(D − g)2m−2−2s:
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Lemma 1. Let QR+ik = R
+
ike
−gih and QR−ik = R
−
ik e
−gih. They can be expressed in the form
QR+ik =
∞∑
m=0
hm
2m+1
Rmik ; QR
−
ik =
∞∑
m=0
(−1)m h
m
2m+1
Rmik
with
Rmik =
[m=2]∑
s=0
(−1)s+m gm−2sw2s
(m− 2s)!(2s+ 1)!
∫ 2i−1
−1
(+ 1)m−2s(2i − − 1)2s+1Tk() d;
where [m=2] denotes the largest integer that is less than or equal to m=2.
Proof. Using formula (17) for the R+ik we obtain
QR+ik = R
+
ike
−gih =
∫ 2i−1
−1
egh((−−1)=2)Tk()
1
wh
sin
(
wh(2i − − 1)
2
)
d
and expanding the integrand in powers of h it holds
QR+ik =
∫ 2i−1
−1
∞∑
m=0
hm
[m=2]∑
s=0
(−1)sgm−2sw2s
(m− 2s)!(2s+ 1)!
(−− 1
2
)m−2s
×
(
2i − − 1
2
)2s+1
Tk() d
=
∞∑
m=0
hm
2m+1
E[m=2]∑
s=0
(−1)s+mgm−2sw2s
(m− 2s)!(2s+ 1)!
×
∫ 2i−1
−1
(+ 1)m−2s(2i − − 1)2s+1Tk() d
=
∞∑
m=0
hm
2m+1
Rmik ;
where the Rmik are obviously as they appear in the formulation of the lemma.
In the same way we can proceed with the QR−ik :
QR−ik =
∫ 2i−1
−1
egh((+1)=2)Tk()
1
wh
sin
(
wh(2i − − 1)
2
)
d
=
∫ 2i−1
−1
∞∑
m=0
hm
[m=2]∑
s=0
(−1)sgm−2sw2s
(m− 2s)!(2s+ 1)!
(
+ 1
2
)m−2s(2i − − 1
2
)2s+1
Tk() d
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=
∞∑
m=0
hm
2m+1
[m=2]∑
s=0
(−1)sgm−2sw2s
(m− 2s)!(2s+ 1)!
∫ 2i−1
−1
(+ 1)m−2s(2i − − 1)2s+1Tk() d
=
∞∑
m=0
(−1)m h
m
2m+1
Rmik
being the Rmik the same as before.
Lemma 2. The QA+ij and QA
−
ij that appear in (32) may be expressed in the form
QA+ij =
∞∑
m=0
Amij(−1)m
hm
2m+1
; QA−ij =
∞∑
m=0
Amij
hm
2m+1
with
Amij =
n∑
k=0
′′
Tk(j)
[m=2]∑
s=0
(−1)sgm−2sw2s
(m− 2s)!(2s+ 1)!
∫ 2i−1
−1
(+ 1)m−2s(2i − − 1)2s+1Tk() d:
Proof. Using the de(nition of QA+ij and the above Lemma 1 we have
QA+ij =
n∑
k=0
′′
Tk(j) QR+ik =
n∑
k=0
′′
Tk(j)
∞∑
m=0
hm
2m+1
Rmik
=
∞∑
m=0
hm
2m+1
n∑
k=0
′′
Tk(j)Rmik =
∞∑
m=0
(−1)m h
m
2m+1
Amij :
In the same way we can proceed with the QA−ij :
QA−ij =
n∑
k=0
′′
Tk(j) QR−ik =
n∑
k=0
′′
Tk(j)
∞∑
m=0
(−1)m h
m
2m+1
Rmik
=
∞∑
m=0
(−1)m h
m
2m+1
n∑
k=0
′′
Tk(j)Rmik =
∞∑
m=0
hm
2m+1
Amij
with the Amij as before.
Theorem 2. The summation terms in formula (32) may be expressed in the form
h2
n
n∑
j=0
′′
(f(tj) QA+ij + f(t−j) QA
−
ij )
=
2
n
∞∑
p=1
h2p
n∑
j=0
′′ 2p−2∑
s=0
(−1)s2p−2−sj
(2p− 2− s)!2s+1 A
s
ijD
2p−2−sP(D)y(t):
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Proof. By (1), and using the operator D as in Theorem 1 we may express f(tj) = P(D)y(t + hj),
and f(t−j)=P(D)y(t− hj) where we will expand the terms y(t+ hj); y(t− hj) in powers of h.
On the other hand, using the expressions for the QA+ij and QA
−
ij from Lemma 2 with the appropriated
subindexes in order to avoid confusion, and rearranging the terms we have
h2
n
n∑
j=0
′′
(f(tj) QA+ij + f(t−j) QA
−
ij )
=
h2
n
n∑
j=0
′′ [( ∞∑
k=0
Akij(−1)k
hk
2k+1
P(D)
)( ∞∑
l=0
1
l!
ljy
(l)(t)hl
)
+
( ∞∑
k=0
Akij
hk
2k+1
P(D)
)( ∞∑
l=0
(−1)l
l!
ljy
(l)(t)hl
)]
=
h2
n
n∑
j=0
′′ ( ∞∑
m=0
hm
m∑
s=0
(−1)s
(m− s)!2s+1 
m−s
j A
s
ijD
m−sP(D)y(t)
+
∞∑
m=0
(−1)mhm
m∑
s=0
(−1)s
(m− s)!2s+1 
m−s
j A
s
ijD
m−sP(D)y(t)
)
=
h2
n
n∑
j=0
′′
2
∞∑
m=0
h2m
2m∑
s=0
(−1)s2m−sj
(2m− s)!2s+1 A
s
ijD
2m−sP(D)y(t)
=
2
n
∞∑
p=1
h2p
n∑
j=0
′′ 2p−2∑
s=0
(−1)s2p−2−sj
(2p− 2− s)!2s+1 A
s
ijD
2p−2−sP(D)y(t):
Lemma 3. If p6 n then
n∑
k=0
′′ n∑
j=0
′′
pj Tk(j)Tk() =
n
2p+1
(1 + )p:
Proof. Firstly we remember that for j = 0; : : : ; n we had j = 12(1 + j) with j = cos j, and
j = (n− j)=n [see (10) and (11)]. For a suitable set of coeGcients, namely Cpl , we have
(1 + x)p =
p∑
l=0
Cpl Tl(x);
since the right-hand side is the expansion in Chebyshev series for the polynomial of degree p,
(1 + x)p. Besides, we have to use the orthogonality property of the Chebyshev polynomials that
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states for k6 n:
n∑
j=0
′′
Tl(j)Tk(j) =


n if k = 0 and l= 0; 2n; 4n; : : : ;
n if k = n and l= n; 3n; 5n; : : : ;
1
2 n if k 	= 0; n and l= k; 2n± k; : : : ;
0 otherwise:
Now we can proceed
n∑
k=0
′′ n∑
j=0
′′
pj Tk(j)Tk() =
n∑
k=0
′′ n∑
j=0
′′
1
2
(1 + j)pTk(j)Tk()
=
1
2p
n∑
k=0
′′ n∑
j=0
′′ p∑
l=0
Cpl Tl(j)Tk(j)Tk()
=
1
2p
n∑
k=0
′′
Tk()
p∑
l=0
Cpl
n∑
j=0
′′
Tl(j)Tk(j)
=
1
2p
1
2
n
p∑
k=0
Cpk Tk() =
n
2p+1
(1 + )p:
Lemma 4. Let be the coe;cients
Cimp =
1
p!
[(2m−2−p)=2]∑
s=0
(−1)s(−g)2m−2s−p−2w2s

 2mi
(2m)!
(2m− 2− 2s)!
(2m− 2− 2s− p)!
− 1
n
1
(2m− p− 2− 2s)!(2s+ 1)!22m−p−1
×
∫ 2i−1
−1
n∑
k=0
′′ n∑
j=0
′′
pj Tk(j)Tk()(+ 1)
2m−p−2−2s(2i − − 1)2s+1 d

 :
For p6 n we have Cimp = 0.
Proof. Using Lemma 3, the coeGcients Cimp may be expressed as
Cimp =
1
p!
[(2m−2−p)=2]∑
s=0
(−1)s(−g)2m−2s−p−2w2s
(
2mi
(2m)!
(2m− 2− 2s)!
(2m− 2− 2s− p)!
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− 1
(2m− p− 2− 2s)!(2s+ 1)!22m−p−1
×
∫ 2i−1
−1
1
2p+1
(+ 1)2m−2−2s(2i − − 1)2s+1 d
]
and applying to the integral the generalized formula for the Beta function,∫ b
a
(b− x)p−1(x − a)q−1 dx = (b− a)p+q−1B(p; q)
and simplifying it we obtain
Cimp =
1
p!
[(2m−2−p)=2]∑
s=0
(−1)s(−g)2m−2s−p−2w2s
(
2mi
(2m)!
(2m− 2− 2s)!
(2m− 2− 2s− p)!
− (2i)
(2m−2s−1)+(2s+2)−1
(2m− p− 2− 2s)!(2s+ 1)!22m)B(2m− 2s− 1; 2s+ 2)
)
= 0:
Theorem 3. When n is even, the method of degree n presented here has at least order n+ 2, and
for n odd, it has at least order n+ 1, being
Ln(y(t); h) 


−1
22n(n+ 2)(n2 − 1)(n2 − 9)(n− 1)! h
n+4Dn+2P(D)y(t) if n is even;
1
22n−1n(n2 − 4)(n+ 1)! h
n+3Dn+1P(D)y(t) if n is odd:
Proof. Using Theorems 2 and 3 and choosing the adequate indices, formulae (32) may be expressed
in the form
e−gihLi(y(t); h)
∞∑
m=1
2h2m

 2mi
(2m)!
m−1∑
s=0
(−1)sw2s(D − g)2m−2−2s
− 1
n
n∑
j=0
′′ 2m−2∑
s=0
(−1)s2m−2−sj
(2m− 2− s)!2s+1 A
s
ijD
2m−2−s

P(D)y(t);
where the expression between parenthesis inside the (rst summation may be considered as a poly-
nomial in D of degree 2m− 2, and so, expanding it in powers of D we obtain
e−gihLi(y(t); h)

∞∑
m=1
2h2m
2m−2∑
p=0
1
p!

 2mi
(2m)!
[(2m−2−p)=2]∑
s=0
(−1)s(2m− 2− 2s)!
(2m− 2− 2s− p)! (−g)
2m−2s−p−2w2s
−1
n
n∑
j=0
′′
(−1)2m−p−2
22m−p−1
pj A
2m−p−2
ij

DpP(D)y(t)
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and using the corresponding formula for the A2m−p−2ij as in Lemma 2, it results
e−gihLi(y(t); h)

∞∑
m=1
2h2m
2m−2∑
p=0
[
1
p!
(
2mi
(2m)!
[(2m−2−p)=2]∑
s=0
(−1)s(2m− 2− 2s)!
(2m− 2− 2s− p)! (−g)
2m−2s−p−2w2s
− 1
n
n∑
j=0
′′
(−1)2m−p−2
22m−p−1
pj
(
n∑
k=0
′′
Tk(j)
[(2m−p−2)=2]∑
s=0
(−1)sg2m−p−2−2sw2s
(2m− p− 2− 2s)!(2s+ 1)!
×
∫ 2i−1
−1
(+ 1)2m−p−2−2s(2i − − 1)2s+1Tk() d
))
Dp
]
P(D)y(t)
=
∞∑
m=1
2h2m
2m−2∑
p=0
(CimpD
p)P(D)y(t);
where the coeGcients Cimp have the form of the term between brackets and the same as in Lemma
4. So, the (nal expressions for the Li(y(t); h) are
Li(y(t); h)
 eghi
∞∑
m=1
2h2m
2m−2∑
p=0
(CimpD
p)P(D)y(t)
=

 ∞∑
j=0
gnni
n!
hn



 ∞∑
m=1
2h2m
2m−2∑
p=0
(CimpD
p)P(D)y(t)


=2
∞∑
m=2
hm

[m=2]∑
s=1
1
(m− 2s)! g
m−2sm−2si

2s−2∑
p=0
CispD
p



P(D)y(t):
According to Lemma 4 and the above formula, the coeGcient of type Cisp that is null with the
maximum p occurs when 2[m=2]− 2 = n, or equivalently, [m=2] = (n+ 2)=2. Thus, if n is even, it
will be at least m= n+ 2, and consequently, this must be at least the order of the method. And, if
n is odd, the order of the method will be at least m= n+ 1.
When n is even, we have
Li(y(t); h)  2hn+4(Ci[(n+4)=2]n+1Dn+1 + Ci[(n+4)=2]n+2Dn+2)P(D)y(t)
202 J. Vigo-Aguiar, H. Ramos / Journal of Computational and Applied Mathematics 158 (2003) 187–211
and, in particular for i = n, using the expression for the corresponding Cimp we obtain
Ln(y(t); h)
 2hn+4(Cn[(n+4)=2]n+1Dn+1 + Cn[(n+4)=2]n+2Dn+2)P(D)y(t)
=hn+4

 2g
(n+ 1)!

 1
22n
∫ 1
−1
n∑
k=0
′′ n∑
j=0
′′
n+1j Tk(j)Tk()(1− 2) d−
(n+ 2)!
(n+ 4)!

Dn+1
+
2
(n+ 2)!

(n+ 2)!
(n+ 4)!
− 1
2n
∫ 1
−1
n∑
k=0
′′ n∑
j=0
′′
n+2j Tk(j)Tk()(1− ) d

Dn+2

P(D)y(t):
Operating as in Lemma 3 with the summations and simplifying it, it follows that the coeGcient of
Dn+1 is null, while the coeGcient of Dn+2 results in
−2
(n+ 2)!2n+4
[
Cn+2n+2
∫ 1
−1
(Tn−2()− Tn+2()) d− Cn+2n+1
∫ 1
−1
(Tn−1()− Tn+1()) d
]
: (33)
Notice that the coeGcients Cn+2l appear in the expansion as series of Chebyshev polynomials,
(1 + x)n+2 =
∑n+2
l=0 C
n+2
l Tl(x), and the two coeGcients required are obtained by observing that
xr = 21−rTr(x) + polynomial of degree (r − 2).
Thus,
(1 + x)n+2 = 21−(n+2)Tn+2(x) + (n+ 2)21−(n+1)Tn+1(x) + polynomial of degree n
and consequently,
Cn+2n+2 =
1
2n+1
and Cn+2n+1 =
n+ 2
2n
:
To solve the integrals in (33) we use the relations∫
T0() d= T1(),∫
T1() d= 14(T0() + T2()),∫
Tk() d = 12([1=(k + 1)]Tk+1()− [1=(k − 1)]Tk−1()); k¿ 2
and the formulae obtained as a result of the recursion formula for the Chebyshev polynomials,
Tk()− 2Tk−1() + Tk−2() = 0, with starting values T0() = 1, and T1() = :∫
T0() d= 14(T0() + T2()),∫
T1() d= 112(T3() + 3T1()),∫
T2() d = 116(T4()− T0()),∫
Tk() d= 14([1=(k + 2)]Tk+2()− [1=(k − 2)Tk−2()); k¿ 3.
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After some simpli(cations, we obtain the coeGcient of Dn+2, that is,
−1
22n(n+ 2)(n2 − 1)(n2 − 9)(n− 1)!
and (nally
Ln(y(t); h)  −122n(n+ 2)(n2 − 1)(n2 − 9)(n− 1)! h
n+4Dn+2P(D)y(t):
When n is odd we proceed in a similar way, being
Li(y(t); h)  2hn+3(Ci[(n+3)=2] n+1Dn+1)P(D)y(t)
and, in particular for i = n, using the expression for the corresponding Cimp, it becomes
Ln(y(t); h) 2hn+3(Cn[(n+3)=2] n+1Dn+1)P(D)y(t)
= hn+3

 2
(n+ 1)!

(n+ 1)!
(n+ 3)!
−
− 1
2n
∫ 1
−1
n∑
k=0
′′ n∑
j=0
′′
n+1j Tk(j)Tk()(1− ) d

Dn+1

P(D)y(t):
Operating again as in Lemma 3 with the summations and simplifying it, we may express the coef-
(cient of Dn+1 as
2
(n+ 1)!
(
− 1
2n
n
2n+2
Cn+1n+1
∫ 1
−1
(Tn−1()− Tn+1())(1− ) d
)
and being
Cn+1n+1 =
1
2n
and using again the above integral formulae, the coeGcient of Dn+1 results in
1
22n−1n(n2 − 4)(n+ 1)!
and (nally
Ln(y(t); h)  122n−1n(n2 − 4)(n+ 1)! h
n+3Dn+1P(D)y(t):
Remark. The above formulae for the truncation error shows that the method integrates exactly,
except that concerning the machine round-o) error, any solution of (1) belonging to the space
〈egt cos(wt); egt sin(wt); t0; t1; t2; : : : ; tn〉, being n the degree of the method. It is also shown that
the method is more accurate when n is even, and thus, this will be our election in the numerical
examples.
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5. Procedure for n = 1
The method corresponding to n=1 results in general [see Example 6.1] in a low accuracy algorithm
for most applications, but it is presented here just to illustrate the structural aspects of the procedure.
In the case of n= 1, according to (10) and (11) we have
0 = ; 0 = 0; t0 = t;
1 = 0; 1 = 1; t1 = t + h;
t−1 = t − h;
and so, there is only one equation [see (18)],
y(t + h) = 2egh cos(wh)y(t)− e2ghy(t − h) + I1; (34)
where
I1  h
2
4
(a+0 R
+
10 + a
+
1 R
+
11 + a
−
0 R
−
10 + a
−
1 R
−
11) (35)
and
a+0 =f(t) + f(t + h);
a+1 =−f(t) + f(t + h);
a−0 =f(t) + f(t − h);
a−1 =−f(t) + f(t − h): (36)
Using formulae (26) and (27) we obtain
R+10 =
2
whr
(egh sin(wh− ) + sin());
R+11 =
2
whr2
(egh(−r sin(wh− ) + 2 sin(wh− 2)) + r sin() + 2 sin(2));
R−10 =
2e2gh
whr
(e−gh sin(wh− Q) + sin( Q));
R−11 =
2e2gh
whr2
(e−gh(−r sin(wh− Q) + 2 sin(wh− 2 Q)) + r sin( Q) + 2 sin(2 Q)):
After substituting these terms, the expression for I1 may be easily formed, and using the identity in
(28) in order to have only the angle , we obtain
I1 hwr2 [(e
2ghr sin()− e2gh sin(2) + egh sin(wh+ 2))f(t − h)
+ (−2eghcos(2) sin(wh)− 2eghr cos(wh) sin() + (e2gh − 1) sin(2))f(t)
+ (egh sin(wh− 2) + r sin() + sin(2))f(t + h)]: (37)
J. Vigo-Aguiar, H. Ramos / Journal of Computational and Applied Mathematics 158 (2003) 187–211 205
But having in mind that tan() = w=g, we can use that to express the trigonometric functions in
the above formula in terms of w and g. It results
cos() =
g√
g2 + w2
; sin() =
w√
g2 + w2
;
cos(2) =
g2 − w2
g2 + w2
; sin(2) =
2gw
g2 + w2
: (38)
On the other hand, replacing the functions of h that appear in (37) by their corresponding Taylor
expansions to order three, with r = h
√
g2 + w2, leads to
I1 h
2
6(g2 + w2)
[(g2 + 8g3h+ w2)f(t − h)
+ (4g2 − 2g3h+ 4w2 + 6ghw2)f(t) + (g2 + w2)f(t + h)]: (39)
Expanding the functions e2gh; egh cos(wh) in (34) in the same way, we (nally obtain
y(t + h)
(
2 + 2gh+ h2(g2 − w2) + h3
(
g3
3
− gw2
))
y(t)
−
(
1 + 2gh+ 2g2h2 +
4
3
g3h3
)
y(t − h)
+
h2
6
[(
1 + gh
8g2
g2 + w2
)
f(t − h) +
(
4 + gh
6w2 − 2g2
g2 + w2
)
f(t) + f(t + h)
]
;
that is, a unique implicit equation that has to be solved to obtain the solution y(t+h) we are looking
for.
6. Numerical results
Eq. (18) together with Eqs. (15) for j = 1; : : : ; n − 1 generally result in an implicit system of n
equations and n unknowns where the unknowns are the y(t+ jh) in every intermediate step. These
y(t + jh) are used as the appropriate y(t − n−jh) in the next step, except for the (rst step: as the
procedure is not self-starting the initial y(t − jh) must be obtained in some other way. Of course,
these methods su)er the disadvantages of all implicit methods: when f(x; y) is nonlinear in y, a
system of nonlinear equations must be solved at each step by some iterative procedure.
It has to be noticed that if f=f(t), there is no such implicit method, and the solution is provided
just by Eq. (19) where the In has to be approximated by the corresponding formula as in (16). On
the other hand, if f(t; y) is linear in the variable y, then the resulting system is also linear, and a
waste amount of methods are available to solve it.
There are a lot of problems where the method may be applied directly, and some others where,
slightly modi(ed, the method becomes suitable for them. To test the eGciency of the method that
will be named CHEBYn (n refers to the degree of the method) we have selected a few examples
that previously have been discussed in literature.
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Table 1
Data from Example 6.1. in [0,1]
Method NST NFCN Relative error
HERSCH 25 50 1 · 10−5
LSODE 2815 3174 2 · 10−5
DOPRI5 785 4711 2 · 10−5
RADAU5 550 2546 2 · 10−5
CHEBY1 1 8 1 · 10−16
Table 2
Date from Example 6.1. in [0,100]
Method NST NFCN Absolute error
LSODE 262094 386649 1:34 · 10−3
CHEBY24 9 450 1:84 · 10−11
Example 6.1. The (rst example to be presented here has been taken from Denk [5] and consists in
the initial value problem:
y′′(t) + k2y(t) = k2t; y(0) = 10−5; y′(0) = 1− k10−5 cot(k)
where k = 314:16, and has the exact solution
y(t) = t + 10−5(cos(kt)− cot(k) sin(kt)):
In order to apply the method to the problem we take g= 0, w = k, and f(t; y(t)) = k2t. For this f
the formula for the truncation error shows that even for the minimum degree of the method, n= 1,
it results in an error only due to round-o).
Performing the integration in the interval [0; 1] with a stepsize equal to the total length of the
interval and n= 1, we obtain an error of order 10−16, that is, the machine-precision number. Com-
paring the former with the results for the same problem in [5], our code appears to be the most
eGcient integrator.
The results are shown in Table 1 below, where NST refers to the number of integration steps and
NFCN to the number of function evaluations.
Compared with the method HERSCH, CHEBY1 needs only 4% of the integration steps and 1:6%
of the number of function evaluations.
The problem has been integrated over the interval [0; 100] using CHEBY24 and the well-known
code LSODE, with the same accuracy for the two procedures in the calculations. As we know the
exact solution, the absolute errors may be obtained, and they are shown in Table 2 along with the
number of integration steps and the number of function evaluations.
As we had mentioned in the Introduction, the Chebyshev procedures use stepsizes considerably
larger than those used in multistep methods. For the interval [0; 100] a stepsize h=11:11 was chosen.
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Fig. 1. Accuracy of Chebyshev methods.
Example 6.2. The second example is the initial-value problem
y′′ + 100y = 99 sin(t); y(0) = 1; y′(0) = 11;
which has exact solution
y(t) = cos(10t) + sin(10t) + sin(t):
This problem has been used as a test by M. Calvo et al. [1]. We have used it to determine the
absolute error as function of the degree of the method, n, and stepsize, h. Once the degree was
selected (n = 10; 16; 20; 24) the procedure was executed for di)erent stepsizes (h = 5; 10; 20; 25) in
the interval [0; 1000].
The results are shown in Fig. 1. It should be noticed that these curves give an idea about the
accuracy that can be obtained for a given n for di)erent values of h.
We also present the numerical results for various CHEBYn with n = 10; 16; 20 compared with
the result obtained with the code proposed by M. Calvo et al. [1], named RK[8(5),10,9] (explicit
Runge–Kutta pair with algebraic orders seven and (ve).
In Fig. 2 we show the eGciency curves for these codes, where we have plotted the polygonals
joining the points (NFCN∗1000; log10 |error|), that is, the logarithm of the absolute error versus the
computational cost measured by the number of function evaluations. Fig. 3 shows a more detailed
plot of eGciency comparison curves for some CHEBYn procedures.
Example 6.3. This example corresponds to the mechanical oscillator modelled by the equation
my′′(t) + dy′(t) + cy(t) = F(t)
with initial conditions y(0) = 1; y′(0) = 0, where the mass m is taken to be m = 1, the damping
coeGcient d= 1, the spring constant c = 10000:15, and the driving force F(t) = cos(10t).
For t =  in Figs. 4 and 5 we show the number of function evaluations, NFCN, and the cor-
responding number of integration steps, NST, versus the relative error for di)erent codes: HERSH
[5] (multistep method), LSODE [8] (multistep method), DOPRI5 [8] (explicit one-step method),
RADAU5 [7] (implicit one-step method), and the proposed CHEBY16.
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Fig. 2. EGciency comparison curves.
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Fig. 3. EGciency comparison curves for CHEBYn.
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Fig. 4. Number of integration steps versus relative error.
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Fig. 5. Number of function evaluations versus relative error.
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Fig. 6. Number of integration steps versus relative error for di)erent values of n.
In these (gures we observe that CHEBY16 produces excellent results, needing only a few steps
and less evaluations of the function to obtain the same accuracy as the other codes.
In Figs. 6 and 7 we have printed the data for CHEBYn for the indicated values of n. We observe
that varying n, the number of function evaluations remains practically constant, while the number
of steps reduces.
Example 6.4. The last example we have considered refers to the Mathieu equation:
y′′ + 20y′ + (1+ 02 + 2 cos(2t))y = 0; (40)
which corresponds to an oscillator whose elasticity is a sinusoidal function of time.
Doing the transformation y = e0tz, this equation becomes z′′ + (1 + 2 cos(2t))z = 0, which is a
Hill-type equation. Equations of this type appear in many physical and engineering problems such
as stability of a transverse column subjected to a periodic longitudinal load, lunar motion, and the
excitation of certain electrical systems. There are transition curves separating stable an unstable
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Fig. 7. Number of function evaluations versus relative error for di)erent values of n.
Table 3
Data from Example 6.4. in [0,1000]
Method NFCN Processor time Absolute error
LSODE 28513 45.92 1:38 · 10−1
CHEBY8 28800 22.2 5:68 · 10−5
solutions of this equation, in this example we integrate a near transition curve (for more details see
[10, p. 60], or [14]).
In order to carry out the numerical integration of Eq. (40) over the interval [0; 1000], we have
chosen parameters and initial values:
0=−10−4; 1= 0:9; 2= 10−3; y(0) =−1:5; y′(0) = 1:
The comparison data were obtained using the procedures LSODE and CHEBY8, where the stepsize
for the latest was determined so that the two methods gave nearly equal number of function evalua-
tions. The number of function evaluations (NFCN) along with the processor timings and the absolute
errors are displayed in Table 3. Although the number of function evaluations is similar, CHEBY8
needs about half of the processor time than LSODE to obtain an accuracy clearly superior.
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