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ABSTRACT 
Some identities resulting from the Cayley-Hamikon theorem are derived. Some 
applications include: (a) for k = 1,2 ..... n - 1 a condition is found for a pair (A, B) of 
symmetric operators acting in Euclidean -space to have common invariant k-subspace 
(provided that A does not have multiple eigenvalues); 09) it is shown that the field of 
rational invariants of (A, B) is isomorphic to a subfield of a rational function field with 
n(n + 3)/2 generators consisting of elements ymmetric with respect o the permuta- 
tion group Pn; (c) it is shown that any rational invariant of (g + 2) symmetric operators 
A, B, C l, C 2 ..... Cg can be expressed as a rational function of invariants of one or two 
operators that are taken for pairs (A, B), (A, C1), (A, C2) ..... (A, Ca), (A, B + Cl), 
(A, B + C2) ..... (A, B + Cg). 
It is well known that the ring of the polynomial invariants of a linear 
operator A, acting on a vector n-space L [a polynomial f i s  called an invariant 
fff f (A )= f (DAD -1) for any regular linear operator D: L ~ L] is a poly- 
nomial ring generated by the coefficients of the characteristic polynomial of 
A. The analogous tatement regarding the ring of polynomial invariants of a 
pair (A, B) of operators (i.e. that the ring is generated by the coefficients of 
the polynomial xt' of two variables 
't ' (h,/~) = det(A + XB - I~E), (2) 
where E is identity) is not true even in the case where L is Euclidean 3-space, 
A and B are symmetric, and D is orthogonal. For example, let 
[20 i] A= 0 2 
3 4 - 
o il B= 0 -2  , 
1 2 
7,= 0 -10  , /~= 0 3 . 
0 1 0 0 - 
(2) 
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We have det(A + B 2) = - 88, det(A+/~z) = _ 84, although det(A + ~B - 
/~E) = det(A+ ~/3 -  gE) = ( - / z  - 2X + 2)(/x 2 - 9~ 2 +6g +42~, - 41). The 
question of whether the coefficients of (1) generate the field of rational 
invariants of (A, B) is open: it has not been proved whether det(A + B 2) can 
be expressed as a rational flmction of the coefficients of if' as defined above 
where both numerator and denominator vanish for (A, B) and (A, B) of (2). 
Quite a few papers devoted to the problem of rational invariants of many 
operators have been published uring recent years (see [1]-[4], for example). 
But many questions in this area are still open. 
In this paper we consider symmetric operators acting in Euclidean -space 
L. In the first part some formulas resulting from the Cayley-Hamilton 
theorem are derived. The second part comprises ome of their applications. 
Thus, for k = 1,2 ..... n -  1 a condition is found for a pair (A, B) to have 
common invariant k-subspace (provided that A does not have multiple 
eigenvalues); it is shown that the field of rational invariants of (A, B) is 
isomorphic to a subfield of a rational function field with n(n  +3) /2  genera- 
tors consisting of all rational functions left fixed by a certain action of the 
symmetric group S,; and it is shown that a rational invariant of an arbitrary 
number of operators can be expressed as a rational function of invariants of 
one and two operators (and, therefore, the trace of any polynomial of 
operators i a rational function of traces of monomials of only two operators). 
For each k = 0,1,2 .... define a mapping rr k of the set of polynomials of 
one variable into the set of polynomials of k + 1 variables as follows: 
~r ° = id, 
, i t k (w(z ) )  w(k-1) (Z l  ' Z 2 . . . . .  Zk_ 1, Zk)- -  w(k - I ) (Z l ,  Z 2 . . . . .  Zk_ 1, Zk+l )  
Z k - -  Zk+ 1 
(3) 
[the symbol w (m) is used for qTm(w)]. Expressions like (3) are often encoun- 
tered in numerical analysis under the name of finite differences of order k. 
The following statements are true: 
(a) Each mapping ~r k is linear. 
(b) The polynomial w (k) is symmetric. 
(c) w(k)(zl ,  z2 . . . . .  zk, zk )= 8---~-w(k-1)l z , z2 . . . . .  zk). 
az k ~ i 
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(d) w(k)(ai ,  a~ . . . . .  Otik, aik+l )= 0 if a i are zeros of w and all indices 
i 1, i2 . . . . .  ik, ik+ 1 are different. 
(e) ( z " ) ( t ) ( z l ,  z2 . . . . .  z k, Zk+l )  = Zk+l (Zn-1) (k ) (Z l  , Z 2 . . . . .  Zk ,  Zk+ 1)"I- 
( Z" -  X )(k-1)( Zl, z~ . . . . .  Zk-1, Zk). 
Proofs of (a)-(e) are omitted: each of them is a simple exercise. 
Let a, b be two elements of an arbitrary associative algebra and t be a 
commuting variable. Denote the coefficient of t t of the expansion of (a + 
tb ) k + l by a symbol ( a k, bl). The  identity ( a + tb ) k + l = ( a + tb )( a + tb ) k + l-1 
g ives  
{ a k ' b t } = a(a  k-  1, b t) + b{ a k ' b l -1 ) .  (4) 
Let A, B be two symmetric operators acting in Euclidean n-space, and 
' I '(X, g)  = det(A + XB - #E)  = q'o(g) + X'tq(~) + - . .  + h" I ' , (~) ,  (5) 
where 
~i(g  ) =" Cio "4- C i lg  "4- • • • "4- C i ,n_ i~t  n - i  (6) 
(i = 0,1,2 . . . . .  n). Since W(X, A + ~,B) = 0 (by the Cayley-Hamilton theorem), 
we can set the coefficients of ~o, ~1 . . . . .  X ~ equal to zero and obtain 
~ co~A~ = O, 
s=0 
n- I  n 
cl~A s+ ~ Co~t lA* - l ,B}=O,  
s=0 s=l  
n-k  n -k+1 
ck~a s+ Y'. c rA , - '  B )+. . .  + c SA s-k k- l , sk  ' O, sk , B k) = O, 
s=0 s=l  s fk  
C,o -Cn_ l , lB+Cn_z ,zBg"+ . . .  +C0, nB"=0.  
(7) 
Let a i (i = 1,2 . . . . .  n) be eigenvalues of A; ex, e z . . . . .  e n, respective (unit) 
eigenvectors; and (xii), a matrix of B with respect to this basis. Then the 
20 
BORIS RAYKHSHTEYN 
operator identities (7) give the following scalar identities: 
%( . , )=0,  (8o) 
~tIPl( Oti )~ij + ~trO(1)( Oli' Olj)Xil = O, (81)  
s~ l  
~,k(a , )8 , i+  - . .  
81,$2,...,Sk-1=1 
%('~,  )~,i + " '"  
$1, $2' ' " ,$n-1  ~ 1 
. . . . .  .,o ,)x. x,l, ....s° l,j=o. 
In order to prove that (80)-(8n) hold we need the following statements: 
(f) ( Akei, el) = a~Si [which is obvious], 
(g) ( (A k, B)ei, e i )=(zk÷l)O)(a i ,  ai)xi j  [which can be proved by induc- 
tion on k and reference to (e)], 
n (~k+l~(1)(~ Oil, ,O~st l)XislXsxsz 01) (( Ak, Bt)ei, e i) = Esl, 82 ...... ,_tfP. ~ , ,~i, °tsl . . . .  
• • • x~z_ll) [which can be proved by a two step induction: first, putting l = 2 
and performing induction on k with reference to (e) and (g); then, inducting 
on k+l ] .  
Now, (8 o) is obvious, and (4), (7), (f), (g), and 0a) lead to (8a)-(8n). 
We have obtained n2(n + 1)/2 equalities (8). But they are not indepen- 
dent. First of all, each of (8t)-(8~) with i ~ ] is a consequence of (81)-(8~) 
with i = j. Indeed it is obvious for (81). Suppose that we have already proved 
it for (81), (82) .. . . .  (8k-t)" Let us prove it for (8 k). For this purpose transform 
each of the ~l~ok)(ai, ai  ' ot~l . . . . .  a~k_l ) encountered in the sum 
znl,~2 ...... k 1 =l~°(k)(ai' ai' a~l . . . . .  a~k_l)xi,~ ; . .  x~ , using the definition (3) 
and the inductive assumption. After smtpie but-te'dious transformations we 
~11 obtain what we want. 
We have now reduced the system (8) to n 2 equalities: each group (8k) 
contains n equalities. But these n z relations are still not independent. We shall 
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prove that (8~) contains only n - I independent equations: (83), n - 2 . . . . .  (8,) 
contains one independent equality. In other words, we shall prove (on the 
first step) that if there is another pair (A, B) with ~ and x~i' where ffi = a~ 
(i = 1,2 . . . . .  n), and all of (81) and first n -  1 of (82) as equations with 
unknowns x~j are satisfied by xij, th__en the last equation of (8~) is also satisfied 
by xij- Indeed, ai = ai implies @o = @o. Since @l(al)+@0tl~(ai, a~)~ij = 0 
[because (81) is satisfied by (A, B)] and ~l(ai)A-~0(1)(~/, ffi):~ii = 0 [by an 
analogy of (81) for (A, B)], we conclude that ~ l (a i )= @l(ai) (i = 1,2 . . . . .  n). 
Besides, deg@ 1 ~< n - 1, deg~ 1 ~< n - 1, so ~1 = @1. Next, we have @z(ai)+ 
xIt~ 1)( ai  ' ai)xii n (2) . . . .  2 +E~=i@~ (ai,ai,  a~)xi~ = O (i = 1,2 . . . . .  n - 1) and @2(ffi)+ 
• ~(~, ,  ~,)e,, + ET= -~2~ . . . .  1@~ (a i, a i, as)Xis = 0 (i = 1,2 . . . . .  n). Hence, Tgz(ffi) = 
't'2(a,) (i = 1,2 . . . . .  n - 1) and ~z = 't'z (because deg~ 2 ~< n - 2,deg @ 2 ~< n 
- 2). If we had had @2(an)+ @~l)(a,,, a,)Y,n, , +En=~@0~2~(a., -2 a n, as)Xns ~ O, 
we would have obtained, after comparison with the equality @2(ft,)+ 
~l)(~n,~n)'X..._nn +ET_lxIto(2)(an, an,  as)X2s = 0, that ~z(a , )~:  @z(a,). This 
contradicts @2=@2. We have the same situation with Equations (8k): 
(81)-(8k_1) give @1 = @1, @2 ='t '2 . . . . .  @k_ l=@k_ l  . Equalities 1 through 
n - k + 1 of (8~), compared with n - k + 1 equalities for (A, B), lead to the 
equalities @k(ai) = @~(ai) (i = 1,2 . . . . .  n - k + 1). Since deg@~ ~< n - k, 
deg @~ ~< n - k, the last relations entail @~ = @k. The supposition that (A, B) 
does not satisfy any of remaining equations (8~) would contradict o @~ = @~. 
Thus, we reduced the system (8) to the system 
@l(a,)+@tol~(ai,oq)xi,=O ( i=1 ,2  . . . . .  n) ,  (91) 
@~(a,)+ @~l~(a,, a,)x,, + E @0'~(a,, a,, a~)x,~ = 0 
s=l  
( i=1 ,2  . . . . .  n - l ) ,  (92) 
@k(a,) + @~ l(a,, a,)x,, + .-. 
+ 
$1,$2,..-,$k_1~1 
@~ok~( a~, a i ,  a~, . . . . .  a~k , )x .~xs ,~2 " " " x~k_~ = 0 
(i = 1,2 . . . . .  n -k+l ) ,  (9k) 
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Xttn(Otl) q- xI/(1)1(0/1, O/1)Xll q - ' ' "  
"~ ~ xI¢(n)(£1ll, ~1, Ors i ..... OIs._I)XXsl, Xslss'''XSn_ll~'O (9n) 
$1,82 , . . . ,$n -1~1 
This system contains n(n +1) /2  equations, as many as the number of 
independent variables x~j. 
APPLICATIONS 
1. 
TrIv.OmEM 1. The coefficients, in the homogeneous polynomial of  five 
variables 
¢¢(tl, t2 , t3 , )~,p)=det( t la  +t2a2 +taA3 + XB-gE) ,  (10) 
of the terms in I~t~ -~ ( i=0 ,1 ,2  . . . . .  n - l ) ,  )~#~t~ - i -1  ( i=0 ,1  .... ,n - l ) ,  
• . . . ) t3 , , i l t j÷k~n_ i_ j _k_  3 )~21~'t~t~-'-~-z ( i , j=0 ,1  . . . . .  n -2 ;  i + j<~ n-  2), and ,,e,~l~z~3 
(i, j, k = 0,1 . . . . .  n - 3; i + j+  k ~< n - 3) form a rational basis of  invariants 
of the pair ( A, B ). 
Proof. We shall describe an algorithm that enables one to express any 
rational invariant I(A, B) as a rational function of the invariants mentioned in 
the statement of the theorem. The numerator and denominator of I are 
polynomials of entries of A and B, i.e. of (aij) and (bij). Choose a basis of L 
consisting of eigenvectors e~ of the operator A(Ae i = a~e i, i = 1,2 . . . . .  n). 
Then I becomes a rational function I (d i, xii ), where xii are entries of a matrix 
of the operator B with respect to this basis. All variables a i and x~j are 
independent. Show that I may be considered a rational flmction (whose 
coefficients are functions of ai) of Xs~Xs~,a'''X~k_~skXsksl, where all indices 
s 1, s 2 ..... s k are different. Indeed, replacing e 1 by -e  1 and keeping all e i 
(i > 1) unchanged, we do not change a i, x11, and xij (i, j~  1), but we replace 
xli ( j>  1) by -X l f  Since i remains unchanged, both numerator and de- 
nominator either remain unchanged or are multiplied by - 1. In the last case 
we multiply both numerator and denominator of i by x m. Then the index 1 is 
counted an even number of times in each term of the numerator and 
denominator. Next we repeat the procedure with the vector e z and index 2 
(multiplying the numerator and denominator by xza, if there are an odd 
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number of indices 2 in each term), and so on, up to index n - 1. Then we 
shall have index n cotmted an even number of times also, because the total 
number of indices in each term is even. Further, we have 
XSlS2X$2$3 * • • XSk_ lSkXSk$1 
k - 1 fac tors  
N 
(x, 
12 23  31  13  34  
(11) 
Therefore, 
(i) i may be represented as a fraction whose numerator and denominator 
are polynomials of x. ,  x~i, and xiix~xk~ with coefficients that are polynomials 
Of  0t i . 
Finally, let 
A~ = A~(to, tt, t2, t3) = toE + t lA + tzA ~ + t3A 3 (12) 
be an operator depending on four parameters, and 
¢p(to, tl, ts, ta, ~,, g)  = det(A + )tB - gE)  = ' I ' ( t  x, t 2 , t a, )t, g - to) 
= ¢Po(to, tt, t2, t3, g )+ MPl(to, tl, ts, t3, g )+ ---  
+ ~t%Pn(t o, tl, t2, t3, g) ,  (13) 
where @ was defined in (10). For any values of t o, t 1, t 2, t 3, the numbers xii 
satisfy equations imilar to (9) where ~i(g)  are replaced by q~i(to, t 1, t 2, t 3, g), 
and a i by 
ti, = t o + txa i + t~a~ + t3a ~, (14) 
i=1 ,2  . . . . .  n. Let t o = -a  i, t l= l ,  t2 = t3 = 0; then qo~l)(- a i , l ,0 ,0 ,0 ,0 )~ 0
[because of (c)], and the analogue of (91) gives 
¢P1( - ai, 1,0,0,0)  
- -  o 
x .  = ¢p~ol) ( _ a i ' l ' 0 '0 '0 '0  ) 
(15) 
Next, fix i and j ( i~ : ] )  and let t o = a,aj, t 1= - (a  i + a j), t 2 = 1, t 3 =0.  
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Consider the analogue of (92) with index i. Since (14) gives 5 i = 5 j= 0, 
&k ~ 0 (k ~ i,j), we have Cp(o2)(aiai, - (a  i + aj), 1,0,0,0,0) ~ 0. On the other 
hand, we have, according to (d), q~(oa)(aiai,-(a i + aj) , l ,0,0,0,5~)= 0 ff 
s ~ i, j. Thus, 
q~2(a,a i, - (a, + a j ) , l ,0 ,0)  + q0?)(aiai, - (a, + ai), 1,0,0,0)x/al 
+ ¢p(02)(oqot/, --(oq + ai),l,0, O,O,O)(x~i + X/2i) = 0, 
and 
I qo2(aia j, - (a ,  + aj), 1,0,0) ] 
+ q~(ll'(aiai, - (a, + a j ) , l ,0 ,0 ,0 )x .  [
x~i=-x~,+ ¢p(oZ)(a,ai--------,---(a--+ai),l,O,O,O,O~ J" 
(16) 
Denote the right side of this equality [after substitution of (15) for x.]  by the 
symbol P(a.). P is a rational function whose coefficients are known poly- 
nomials of invariants listed in the statement of Theorem 1. Finally, fix i. j, k 
(i:~j~ j~k ,  k:~i), and let t0=-a~aiak ,  t l=aiai+ajak+akai,  t2= 
-- (a, + a i + as) , t3 = 1. As above, we have ¢p(o3)(t0, l t2, t3,0,0,0, 0) ~ 0 (since 
c~,=a,=c ik=0,  51:~0 ff l~:i,],k) and ¢p(03)(i0,~l,~2,~3,0,0, S t ~)=0 if 
l ~ s and at least one of them is not equal to i, j, or k [because of (d)]. So the 
ith equation of (93) gives 
~)3(to' tl '  t2' t3'0) "1- ~O(1)(to, tl '  t2' ts'O'O)xii 
+ E 
s=l 
-1- ~ qg(3)(to,tl,t2,t3,0,O,~s,Ots)X2sXss 
which enables us to represent x~ix~x~i as a rational function Q(au) whose 
coefficients are known polynomials of invariants listed in the statement of 
Theorem 1. After substitution of (15), P(a.), and Q(au) in i, we shall express 
i as a rational ftmction of a i. This function may not be symmetric with 
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respect o all permutations of indices 1, 2 . . . . .  n but since i(a~, xii ) is symmet- 
ric on any pair of indices, and all coefficients of (10) are invariants, we can 
"average" the nonsymmetric expression over all permutations and obtain 
equivalent symmetric function. This last function may be expressed in terms 
of coefficients of q~o. 
Follow carefully what coefficients of the polynomial (10) come into the 
derived formulas. First of all, all coefficients of ~it~-i (e.g. the coefficients of 
the characteristic polynomial q0oo of A) do. The polynomial rP0(t 0, t 1, t 2, t 3,/~) 
as a polynomial of/~ has zeros t o + tla i + tza2i + t3a ~, so its coefficients are 
known polynomials of coefficients of q~oo. Next, in (15), P(au), Q(au), and 
the terms rpl( - a i, 1, 0, 0, 0), q~l~(aia ~, - (a  i + ai), 1, O, O, 0), and 
qg~2~(to, il, tz, t3,0, 0, ~)  occur. To find ¢pl(to, t~,0,0,/~), it is sufficient o know 
the coefficients of ~/~it~-~-I in the polynomial (10). Using them we can 
calculate xii from (15), all q91(t o, t 1, tz, t 3, ai) (i = 1,2 ....  n) from an analogue 
of (91) for the operator (12), and, lastly, q01(t o, t 1, t 2, t 3,/x) (as a polynomial of 
degree ~< n - 1 at/x). We already know q01, q0~ 1~, and q0~ 2~ mentioned above. 
To compute qgz(ot i otj -- (or i q- or j), 1, 0, 0) it is sufficient o have the coefficients 
of ~z#'t[t~-'- i -z in (10). After computing x~j [see (16)], we can find 
~Pz(to, tl, t2, t3, al) (i = 1,2 . . . . .  n - 1) [using analogues of (92)] and express the 
polynomial q02(t o, t 1, t 2, t 3,/~) as a polynomial in/x of degree ~< n-  2. This 
enables us to compute all q0~ 1~. that are encountered in our formulas. Lastly, 
using the coefficients of k3~t[t~t~-'- i -k of (10), we can find q~3 that occurs 
in the expression for Q(au). The proof of Theorem 1 is finished. • 
. 
THEO~M 2. I rA  does not have multiple eigenvalues, then its eigenvec- 
tots belong to the cone ( Bx, x) = 0 i f f  the coe3Cj~cients of  ~ in (1) are all zeros. 
Proof. It follows immediately from (91). • 
° 
Suppose again that all eigenvalues of A are different. Let 1 ~< k ~< [n/2] ,  
where 
I2 ]  =/n /2  ff n is even, 
~(n -1) /2  ff n i sodd .  
If ele z . . . . .  e n are eigenvectors of A and eil, eiz . . . . .  e~k span an invariant 
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k-subspace of B, then xi, ' , = 0 (p = 1,2 .. . . .  k, v ~: i 1, i 2 . . . . .  ik), 
k 
z x?):0 
p~l  e~: i l , i2 , . . . , i  k
and 
VI ~ ( ~ x2 ]=0 (17) 
( i l ,  i2 . . . . .  ik) p=l  \v :~ i l , i2  . . . . .  ik i~,,v ] 
[the symbol (i 1, i 2 .. . . .  ik) runs through all combinations of n integers 1, 2 .. . . .  n 
taken k at a time]. Conversely, if (17) holds, then for certain ix, i 2 . . . . .  i k the 
span of ei~, ei~ .. . . .  eik is an invariant k-subspace of B. On the other hand, the 
left side of (17) is symmetric with respect o any permutation of indices and 
can be expressed (using the technique developed in the proof of Theorem 1) 
as a rational function of coefficients in 
det(t iA + tzA 2 + )~B - t~E) (18) 
of/zit~ -~, )~#it~-i-i, and )~2~itilt~-~-J-z. Note that the denominator of this 
fraction is a function of the characteristic polynomial of A which vanishes 
only if A has multiple zeros. So for each k there exists a polynomial of 
coefficients of (18) that vanishes if and only if A and B have a common 
invariant k-subspace. It is interesting to note that, as the example (2) at the 
beginning of the paper shows, coefficients of (1) do not detect decomposable 
and nondecomposable pairs [since (A, B) is decomposable and (A, B) is not], 
but coefficients of (18) do. 
4. Description o f  a construction o f  a field isomorphic to the field R o f  
rational invariants o f  a pair (A, B) 
Consider a field H generated by n(n  2 + 11) /6  formal symbols 
2 • • __  eti, Xii, Xii, XiiXikXki (~, 1, k - 1,2 . . . . .  n; i :~ J, 1"~: k, k :~ ~,. Xi jz _- X~,2 
Xi jX jkXk i  = X~kXk iX i j  = Xk iX i jX~k , X i j  = Xji ) with identities (Xi jXikXki) 2 = 
X2 yZ yz  ~F./k..k~. The subfield H 'c  H consisting of all elements invariant with 
respect o the symmetric group S n is isomorphic to R. (A proof, as a matter of 
fact, is contained in the proof of Theorem 1 in Section 1.) Note that H is 
isomorphic to a rational function field generated by n(n  + 3)/2 elements a~, 
Xii, X~i (1 < j<~ n), X~jXikXkl (1 < j<  k ~< n). The question whether the field 
R is a rational function field is open. In Reference [5] it is shown that a 
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subfield of a field of rational functions consisting of elements ymmetric with 
respect o a subgroup of a symmetric group is not always a rational function 
field itself. But the author of [5] considered a cyclic subgroup, which is very 
often a source of troubles. In our case we have the group S,. 
. 
THEOmeM 3. Any rational invariant of  g +2 symmetric operators 
A, B, C 1, C~ .... , Cg can be expressed as a rational function of  invariants of  one 
or two operators that are taken for pairs ( A, B), ( A, C1), ( A, Cz) .... ,( A, C a), 
( A, B + C~), ( A, B + C~) ..... ( A, B + Ca). The following coefficients are in- 
volved in corresponding formulas: groups 1-4 (Theorem 1)for a pair ( A, B); 
groups 2-3 for pairs (A, C z) .... , (A, Cg); group 3 for pairs (A, B + 
C~) ..... ( A, B + Cg) (and, hence, we need a determinant of  the type (10)for a 
pair ( A, B); the type (18) for all remaining pairs). 
Proof. Let ai, xij be as defined above; (yfj), matrices of Cp in the basis 
consisting of eigenvectors of A (p = 1,2 .. . . .  g). Similarly to (i), we can prove 
that for any invariant I of g + 2 operators the corresponding/unction  can be 
represented as a fraction whose numerator and denominator are polynomials 
(X ~2, (with coefficients depending on ai) of x i i , ,  ii, XijXikXki, y~, yfjXij, ,,P~,,P2 ~ij  ~i j  ' 
y~jXjkXki ' , , P l , ,P2~ *,PI, ,P2,,P3 u,j Ujk "k*, v,j ~,jk Uk~ (i, ~ k = 1,2 .. . . .  n; i = j, j=  k, k * i; Pl, P~, P3 
= 1,2 .... ,g). Using coefficients of (10), we can express xii, (xij) ~, X,jXikXki as 
is shown in the proof of Theorem 1. To express V/~ (in terms of the coefficients 
mentioned above) it is sufficient to have the coefficients of group 2 of a 
determinant of the type (18) for a pair (A, Cp) on hand. Since Vfilyt'~ = 
(uS /x , j ) (vS?x , j ) / (x , j )  ~, ~ _ ~ ~ ~ ~ = V jX~Xk~ -- (V jX~j)(X,jXjkXk~)/(X,j) , V j Vjk Xk~ 
[(Yf/x,j)(U~k~x~k)/(x,i) '] [x,jxjkxk,/(xj~)~], Y~/Yfk~U~ 
(gfj~xq)(g~x~)(g#?Xk~)/xijx~xkl, in order to complete the proof we need to 
take care of expressions y~xij. Note that gf ix i j=½[(gf i+xi j )2-(y~) z -  
(x~j)2]. Besides (xij) ~, which we already know, we need the coefficients of 
group 3 of the type (18) for pairs (A, Cp) and (A, B + Cp). The coefficients of 
group 2 for pairs (A, C,) allow us to calculate g~i, which completes the proof. 
Moreover, to find y~xii we do not need coefficients of group 3 for pairs 
(A, Cp) and (A, B + Cp) separately. Since (16) is linear with respect o rp 2, it 
is sufficient to have differences of corresponding coefficients. Suppose we 
have a system S of generators of R for g +g operators (g >I 0) and add a 
(g + 3)rd operator Cg + 1. In order to get a system of generators of R for g + 3 
operators it is sufficient o join n coefficients of group 2 for a pair (A, Cg+l ) 
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and n(n - 1)/2 differences of coefficients of group 2 for pairs (A, B + Cg+l ) 
and (A, Cg+l ) to S. So the last obstacle, which is not yet overcome, to 
completing a theory is to prove (ff it is true) that the field R for two operators 
is the rational function field with n(n + 3)/2 generators. 
6. 
COROLLARY. Any rational invariant of g +2 symmetric operators 
A, B, C1, C 2 .. . . .  Cg acting in Euclidean -space is a rational function of traces 
of monomials, each of which is generated by a pair of operators that is taken 
from a set ((A, B),(A, C1) ... . .  (A, Cg),(A, B + C1) . . . . .  (A, B + Ca) . 
I take advantage of the opportunity to express my deep gratitude to 
Professor ]oel Cunningham for valuable discussions and assistance in cor- 
recting the manuscript. 
REFERENCES 
1 I.N. Herstein, Notes from a Ring Theory Conference, CBMS, ~9, Amer. Math. 
Soe., 1971. 
2 C. Procesi, The invariant theory of n × n matrices, Adv. in Math. 19 (1976). 
3 E. Formanek, The center of the ring of 3×3 generic matrices, Linear and 
Multilinear Algebra 7 (1979). 
4 S.A. Amitzur, On the characteristic polynomial of a sum of matrices, Linear and 
Multilinear Algebra 8 (1980). 
5 R.G. Swan, Invariant rational functions and a problem of Steenrod, Invent. Math. 
7 (1969). 
Received 1 1une 1981; revised 27 August 1982 
