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Abstract
An important feature of Bayesian statistics is the op-
portunity to do sequential inference: the posterior dis-
tribution obtained after seeing a dataset can be used
as prior for a second inference. However, when Monte
Carlo sampling methods are used for inference, we only
have a set of samples from the posterior distribution.
To do sequential inference, we then either have to eval-
uate the second posterior at only these locations and
reweight the samples accordingly, or we can estimate a
functional description of the posterior probability dis-
tribution from the samples and use that as prior for
the second inference. Here, we investigated to what ex-
tent we can obtain an accurate joint posterior from two
datasets if the inference is done sequentially rather than
jointly, under the condition that each inference step is
done using Monte Carlo sampling. To test this, we eval-
uated the accuracy of kernel density estimates, Gaus-
sian mixtures, vine copulas and Gaussian processes in
approximating posterior distributions, and then tested
whether these approximations can be used in sequential
inference. In low dimensionality, Gaussian processes
are more accurate, whereas in higher dimensionality
Gaussian mixtures or vine copulas perform better. In
our test cases, posterior approximations are preferable
over direct sample reweighting, although joint inference
is still preferable over sequential inference. Since the
performance is case-specific, we provide an R package
mvdens with a unified interface for the density approx-
imation methods.
Introduction
In Bayesian statistics, unknown variables are given a
probability distribution that specifies our knowledge
about the variables. This distribution can then be up-
dated based on available data using Bayes’ theorem.
An important advantage of this approach is that infer-
ence can be done sequentially; that is, when we have
obtained a posterior distribution after seeing a first
dataset, we can use this posterior as prior for inference
with a next dataset.
For complex models, Bayesian inference is often
achieved with some variant of Monte Carlo sampling.
This allows us to obtain samples from posterior distri-
butions which would otherwise be intractable. When
we want to use the Monte Carlo sampling results for
sequential inference, we only have this set of samples
to use as prior. We can use these samples directly for
sequential inference, by reweighting them accordingly,
but the sequential posterior will then only be evaluated
at those sample points, which may not be accurate. Al-
ternatively, we can estimate a functional representation
of the first posterior, and use this functional represen-
tation as prior for the second inference, and proceed
with any Monte Carlo sampling scheme as usual.
Estimating functional forms of posterior distribu-
tions from Monte Carlo samples is an established part
of Bayesian analysis [1], and has been used, for exam-
ple, in the context of estimating orbital eccentricities
in astronomy [2]. In our modeling of biological systems
[3, 4], we found that inference with multiple datasets
can be computationally very demanding, and we won-
dered whether sequential inference could allow a more
efficient means of obtaining the joint posterior. More
specifically, we wondered whether we can obtain an ac-
curate joint posterior P (x|y1, y2) from two datasets,
by first sampling the posterior of one dataset and then
performing sequential inference with the second dataset
using an approximation of the first posterior as prior:
P (x|y1, y2) ≈ P (y2|x)Pˆ (x|y1)
P (y2)
.
Here x is a vector of the variables of interest, y1 and y2
are two datasets, and Pˆ is an approximation of the pos-
terior of the first dataset obtained from Monte Carlo
samples (see Methods section). Throughout this arti-
cle we assume that datasets are independent given the
model.
Estimating a functional approximation of the poste-
rior distribution from samples can be done with vari-
ous methods. Broadly, this might be done in two ways.
One option is to treat the posterior distribution ap-
proximation task as a general density estimation prob-
lem, where we estimate the density function only from
the location of the samples. Several popular density
estimation methods include kernel density (KD) esti-
mation [5], Gaussian mixtures (GM) [6] and copulas or
vine copulas (VC) [7]. An alternative option is to treat
the posterior distribution approximation task as a re-
gression problem, since alongside the sample positions,
we usually also have the relative value of the posterior
probability at the sample locations. This has the ad-
vantage of using additional information regarding the
posterior distribution, but presents its own challenges
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as well. In particular, the regression function must in-
tegrate to one for it to be a proper density function. It
can be challenging to meet this constraint while fitting
a function through many sample points. One regres-
sion method with sufficient flexibility to achieve this is
Gaussian process (GP) regression [8].
To test our question of whether sequential infer-
ence can be done by estimating a functional approx-
imation of the first posterior, we will consider each of
the aforementioned methods (density estimation with
KDs, GMs and VCs, and regression with GPs). We
first test their performance in approximating a known
density, then test their accuracy in approximating a
posterior distribution from Monte Carlo samples, and
subsequently test their performance in sequential infer-
ence. Finally, we test whether sequential inference of
two datasets is computationally faster than inference
with the two datasets jointly.
Besides in sequential inference, posterior distribution
approximations are also used in several other areas of
Bayesian computation. First, in Monte Carlo sampling
itself, a proposal distribution is used, and sampling is
most efficient when the proposal distribution resem-
bles the true target probability density. There have
been many efforts to create efficient proposal distribu-
tions, including using some of the density approxima-
tion methods that we consider here, for example with
vine copulas [9] and Gaussian processes [10]. Second,
posterior distribution approximations have been used
in schemes for parallelizing MCMC inference [11]. In
this case the inference is split into parts, and the re-
sulting subposteriors are combined using a posterior
distribution approximation to recover the full poste-
rior. Third, in the area of Bayesian filtering [12], a
posterior distribution is updated when new data arrives
over time, which also relies on posterior distribution ap-
proximations. In the present study, we explicitly test
the accuracy in approximating posterior distributions,
and, apart from the use of such approximations in se-
quential inference, the results presented here may be
relevant for these other areas as well.
Methods
To use the posterior obtained from Monte Carlo sam-
pling in sequential inference, we need to approximate
the distribution
P (x|y) = P (y|x)P (x)
P (y) ≈ Pˆ (x),
where x is the D-dimensional variable of interest and
y represents the inference data. In the notation of the
approximation Pˆ (x) we have dropped the conditioning
on y for brevity.
The approximation Pˆ (x) needs to be constructed
from samples xi that have been drawn from the poste-
rior P (x|y). The approximations can be achieved using
density estimation or through regression, see Fig 1. In
all subsequent equations, N is the number of Monte
Carlo samples and xi is the D-dimensional value of
the ith sample. While i indexes the samples, j indexes
the dimensions, so note that xj (non-bold, and indexed
by j) refers to the jth element of the D-dimensional
value of x. For the regression methods, we assume
that the relative, unnormalized probability is avail-
able, and it is represented by pi for sample i, (that
is, pi = P (y|xi)P (xi)).
Density estimation
The density estimation methods use the sample posi-
tions, xi, to reconstruct an approximation to the prob-
ability density function. Below we briefly introduce
three density estimation methods: kernel density esti-
mation, Gaussian mixtures and vine copulas, with sev-
eral variations. Fig 2 shows an example of each method
in a bivariate case.
Kernel density estimate
The kernel density estimate approximation is given by
PˆKD(x) =
1
N
N∑
i=1
K(x− xi),
where K(x − xi) is a kernel function. We take the
kernel function to be a multivariate normal distribu-
tion N (0,Σ). When D ≤ 4 we estimate a full covari-
ance matrix using multivariate plug-in bandwidth se-
lection [13]. When D > 4 we estimate a diagonal co-
variance matrix with the diagonal entries estimated us-
ing univariate plug-in bandwidth selection [14], scaled
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Figure 1: Reconstructing a probability density
function by density estimation or regression.
Density estimation uses the sample location, while re-
gression uses both the sample location and the unnor-
malized, relative probability to reconstruct a normal-
ized probability density function. The example func-
tion is a t-distribution with ν=4 centered at 7.5.
2
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
−2 0 2 4 6 8
−1
0
−8
−6
−4
−2
0
2
−2 0 2 4 6 8
−1
0
−8
−6
−4
−2
0
2
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
−2 0 2 4 6 8
−1
0
−8
−6
−4
−2
0
2
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
0.0 0.2 0.4 0.6 0.8 1.0 0 2 4 6 8 10
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
0.0 0.2 0.4 0.6 0.8 1.0 0 2 4 6 8 10
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
KDE GMM
KDE GMM
(Vine) copula
Inverse transform
Transform to [∞,∞]Untransformed Transform to U[0,1] using:
Parametric mixture ECDF (+pareto)
Inverse transform
Figure 2: Density estimation methods applied to a bivariate example. At the top, we start with samples
obtained through Monte Carlo sampling from the posterior of two variables. The two variables are βkill and γ from
the (bounded) Lotka-Volterra example discussed later. On the left, a kernel density estimate or a Gaussian mixture is
fitted to the samples. In the middle, the variables are first transformed to an unbounded domain (in this case through
a scaled logit transform) before a KD or GM is fitted. On the right, the variables are transformed to have uniform
marginal distributions between 0 and 1, using either a parametric mixture or an empirical cumulative distribution
with Pareto tails. Subsequently, a copula function is fitted to the transformed variables. Finally, on the bottom row,
new samples are drawn from each of the approximations. Where necessary, the new samples are transformed with
the inverse of the original transformation. In each case the distribution of the new samples is similar to the original
sample distribution, but slight differences between the approximations can be observed as well.
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by a factor N−1/(D+4) based on the normal reference
rule [5].
Gaussian mixture
The Gaussian mixture approximation is given by
PˆGM (x) =
G∑
g=1
cgN (x|µ = µg,Σ = Σg),
where cg, µg and Σg are the proportion, mean and
covariance of the gth component, G is the number of
mixture components, and
∑
cg = 1. We use a full co-
variance matrix, and the parameters c, µ and Σ are es-
timated using expectation-maximization. The number
of components is selected by minimizing the Bayesian
information criterion (BIC).
Truncated gaussian mixture
When the prior probability distribution P (x) is
bounded, we can use truncated Gaussians with known
bounds in the mixture:
PˆTGM (x) =
G∑
g=1
cgNT (x|µ = µg,Σ = Σg, a = a, b = b),
where a and b are the known lower and upper bounds
respectively. The parameters are estimated using
expectation-maximization and the number of compo-
nents selected by minimizing the BIC.
Vine copula
With copulas, the multivariate distribution is decom-
posed into marginal distributions and a description of
the dependency structure. The copula density approx-
imation is then given by
Pˆcop(x) = c(F1(x1), ..., FD(xD))
D∏
j=1
fj(xj),
where c is a copula function, fj is the marginal proba-
bility density function for dimension j, and Fj the cor-
responding marginal cumulative density function. Var-
ious different families of copula function exist; by using
the R package VineCopula [15], we evaluate various
commonly used families and their rotations and select
the optimal function by minimizing the Akaike infor-
mation criterion (AIC).
For D > 2; a multi-dimensional copula function
could be used, but we instead model the approximation
using regular vine copulas [16], given by the equation
Pˆvc(x) =
D−1∏
l=1
D−l∏
k=1
ck,(k+l)|(k+1),...,(k+l−1)
D∏
j=1
fj(xj),
where the first two products are the pair-copulas and
the third product contains the marginal densities as be-
fore. The bivariate pair-copula functions are selected
as before by minimizing the AIC, and the vine struc-
ture is selected using a maximum spanning tree with
Kendall’s tau edge weights [17].
For the marginal distribution and density functions,
common choices include empirical distribution func-
tions and parametric distributions. We consider these
two options, as well as using Pareto tails and paramet-
ric mixtures:
• Empirical distribution marginal An empirical
marginal distribution function is given by
Fj(xj) =
1
N
N∑
i=1
1xi,j≤xj ,
where 1xi,j≤xj is the indicator function. A corre-
sponding density function is constructed using a
1-dimensional kernel density estimate
fj(xj) =
1
N
N∑
i=1
N (xi,j , σj),
where σj is estimated using plug-in bandwidth se-
lection.
For the quantile function (the inverse of the cu-
mulative distribution function) we use a linear in-
terpolation of the empirical distribution function.
When the prior has bounded support, samples are
mirrored across the boundary to improve the esti-
mate near the boundaries.
• Pareto tails Since an empirical distribution can be
inaccurate in the tails, we also consider augment-
ing the empirical density with Pareto tails. The
distribution is then split in three parts, a body
described by the empirical distribution function
and kernel density estimate as before, and two
tails described by a generalized Pareto distribu-
tion (GPD). An important choice is where to put
the threshold beyond which data are used to fit
the tail distribution [18]. We use the simple rule
of thumb of using 10% of the samples to estimate
a tail [19]. Since we have a tail on each side, we
use the middle 80% of the samples for the body,
and the upper and lower 10% of the samples to
estimate the Pareto tail on each side:
Fj(xj) =

q − qFj,ξj,1(
tj,1 − xj
σj,1
) if xj ≤ tj,1
(1− q) + qFj,ξj,2(
xj − tj,2
σj,2
) if xj ≥ tj,2
Fj,ECDF(xj) otherwise,
where
Fξ(z) = 1− (1 + ξ − z)−1/ξ
is the GPD function, q is the quantile used for
the threshold (q = 0.1 for the 10% rule), and tj,1
and tj,2 are the lower and upper qth quantile of xj
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respectively. Fj,ECDF(xj) is the empirical distribu-
tion function as before. To ensure continuity in the
density function between the Pareto tail and the
ECDF body, we set σj = q/fj,KD(tj). The shape
parameter ξj is estimated by maximum likelihood,
separately for each tail. The density function of
the tails is given by the GPD density, scaled by q:
fξ(z) =
q
σj
(ξz + 1)−(ξ+1)/ξ.
In the case of bounded support, we do not use
a Pareto tail unless the empirical density at the
boundary is less than a threshold  (which we set
to 1/N). While a GPD can handle a bounded sup-
port (by taking ξ < 0), we find this often leads to a
poorer approximation than an empirical estimate
with mirroring across the boundary.
• Parametric mixtures The marginal densities can
also be approximated with mixtures of parametric
distributions. For unbounded variables we use a
mixture of normals:
fj(xj) =
G∑
g=1
cgN (xj |µ = µg, σ2 = σ2g).
When there are known bounds, we use gamma
distributions (when there is only a lower or up-
per bound) or beta distributions (when there is
both a lower and upper bound) instead of nor-
mal distributions; these distributions are scaled,
shifted and/or reflected to match the bounds.
The parameters are estimated using expectation-
maximization, and we select the number of com-
ponents by minimizing the BIC.
Regression
When the relative probability density at the sample
positions is available, the density function can be es-
timated by regression. Typically, only the relative,
unnormalized probability density will be available. In
these cases it will then be necessary to normalize the
regression function to ensure that it integrates to one
over the prior domain.
When an estimate of the marginal likelihood P (y) is
available in addition to the samples, then the proba-
bility values can be normalized before entering the re-
gression. If the approximation is accurate, this would
ensures that the regression function is properly normal-
ized as well, but we don’t further explore this option of
normalization with a known marginal likelihood here.
Gaussian process
As regression method we employ Gaussian process re-
gression, since it provides flexibility for approximating
arbitrary density functions, and it handles multivariate
regressors naturally. In order to handle unnormalized
input densities, we multiply the Gaussian process pre-
dictive distribution with a scaling parameter. By cal-
culating the integral of the predictive distribution (see
below), we can constrain the distribution to integrate
to one by setting the scaling parameter to the recipro-
cal of the integral.
The behavior of Gaussian processes is characterized
by their mean and covariance functions. We set the
mean function to be zero everywhere, as we expect the
probability to go to zero in regions where we do not
have any samples. The predictive mean of the Gaussian
process function based on the input samples X is then
given by:
PˆGP (x) =
1
Z
K(x, X)K(X,X)−1p,
where Z is the normalizing constant (see below) and
K(X1, X2) is the matrix obtained by applying the co-
variance function k(x1,x2) to all pairs of X1 and X2
(see e.g. [8] for more details on Gaussian processes).
As covariance function we consider two commonly
used kernels, the squared exponential
kSE(x,x∗) = exp(
r2
2l2 )
and the MatÃľrn kernel with ν = 3/2
kMat32(x,x∗) = (1 +
√
3r
l
) exp(− (
√
3r)
l
),
where r is the Euclidean norm |x − x∗| and l a length
scale parameter. The parameter l is optimized by min-
imizing the root mean square error of PˆGP (x) in 5-fold
cross-validation.
In order to normalize the Gaussian process predictive
distribution such that it integrates to 1, it is necessary
to calculate the integral:
Z =
∫ ∞
−∞
K(x∗, X)K(X,X)−1pdx∗.
Solving K(X,X)−1p = α, we have
Z =
∫ ∞
−∞
K(x∗, X)αdx∗
=
∫ ∞
−∞
N∑
i=1
k(x∗,xi)αidx∗
=
N∑
i=1
αi
∫ ∞
−∞
k(x∗,xi)dx∗
In the case of the squared exponential kernel k(x∗,x) =
exp(− |x∗−x|2l2 ), we have∫ ∞
−∞
k(x∗,x)dx∗ = (
√
2pil2)D
and
Z = (
√
2pil2)D
N∑
i=1
αi.
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For any isotropic kernel k(x∗,x) = h(|x∗ − x|) we
can transform to polar coordinates to get∫ ∞
−∞
h(|x∗ − x|)dx∗ = ωD−1
∫ ∞
0
h(r)rD−1dr,
where r = |x∗ − x| and ωD−1 is the surface area of a
(D−1)-sphere with unit radius, which can be calculated
as
ωD−1 =
2piD/2
Γ(D2 )
.
For the MatÃľrn kernel with ν = 3/2 this gives∫ ∞
−∞
h(|x∗ − x|)dx∗ = 2pi
D/2
Γ(D2 )
( l√
3
)D(1 +D)Γ(D).
A downside of using Gaussian processes for proba-
bility densities is that they do not naturally allow for
a constraint that the function is non-negative every-
where. As a result, negative probability densities can
occur. This could be circumvented by transforming
the densities (for example by log transform (as done
in [20]) or logistic transform (as done in [10])), but
then the predictive function can no longer be normal-
ized to integrate to one in the untransformed space.
We found that, in our test cases, constraining Z to be
positive during the optimization of l prevented large
negative densities, and any remaining negative densi-
ties were typically very small and were pragmatically
set to zero.
Importance reweighting
As reference for the approximation methods, instead of
constructing an approximate distribution function, we
can also use the Monte Carlo samples from the initial
inference directly and reweight them given the likeli-
hood of the second dataset. That is, the samples are
given weights
wi = P (y2|xi)/
N∑
i=1
P (y2|xi),
where y2 indicates the data in the second inference and
xi are the sample positions from the first inference as
before. This can be viewed as importance sampling
from the joint posterior distribution with the posterior
of the first dataset as proposal distribution, with the
fixed set of samples.
Transformations for bounded variables
Some of the approximation methods can explicitly han-
dle a bounded support. In the other cases, we can
use rejection sampling to discard samples outside the
prior support. Alternatively, the variables can be trans-
formed to an unbounded domain before applying the
posterior approximation methods. We consider a log
transform (when there is only a lower or upper bound)
or a logit transform (when there is both a lower and
upper bound), and scale, shift or reflect the variables
as necessary. The probability density function is cor-
rected for the transformation by multiplying with the
derivative of the transform.
Marginal likelihood estimation from pos-
terior approximation
When the approximation of the posterior distribution
function can be normalized such that it integrates to
one (as is the case for all methods used here), we can
use the approximation to obtain an estimate of the
marginal likelihood. Since Pˆ (x) ≈ P (x|y), and
P (x|y) = P (y|x)P (x)
P (y) ,
we can use a linear regression of the approximation
probability density against the unnormalized posterior
probability at each sample position and obtain an es-
timate Pˆ (y) of the marginal likelihood from the slope
of the regression. Depending on the setting, it may be
beneficial to log transform the probabilities:
log Pˆ (x) = log(P (y|x)P (x))− log Pˆ (y)
and get an estimate of the log marginal likelihood from
the intercept of the regression.
Monte Carlo sampling
As Monte Carlo sampling algorithms, we made use
of three variants: parallel tempered Markov chain
Monte Carlo (PT-MCMC) [21] with automated pa-
rameter blocking [22], sequential Monte Carlo (SMC)
with MCMC proposal distributions [23], and nested
sampling [24]. Marginal likelihood estimates were ob-
tained by thermodynamic integration (when using PT-
MCMC), by the resampling weights (when using SMC)
and by sampling the mass ratios (when using nested
sampling). The sampling and marginal likelihood esti-
mation were done using the Bayesian inference software
package BCM [25].
Implementation - mvdens
Implementations of the density approximation meth-
ods are available as an R package mvdens at
http://ccb.nki.nl/software/mvdens.
Results
Approximating a known target density
To test whether the density approximation methods
can adequately describe a multivariate density func-
tion, we first attempted to reconstruct a known target
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distribution. We used a mixture of two multivariate
Gaussians,
P (x) = 23N (µ1,Σ1) +
1
3N (µ2,Σ2),
with random covariance matrices and µ1 = µ2 = 0 for
the first test case. Fig 3A (left panel) shows 300 random
samples drawn from this distribution for D = 2. We
then compared how well the approximation methods
can reconstruct this density using an increasing number
of samples, and at increasing dimensionality (Fig 3A,
right panels).
In the low-dimensional setting, Gaussian processes
give the best approximation. Since the Gaussian pro-
cesses can use the relative probability density at the
sample positions, they have more information to create
a good approximation, which allows a very good re-
construction already with few samples. In the higher-
dimensional setting however, the Gaussian processes do
not perform as well, likely due to having only a sin-
gle length scale parameter l. Fitting such a regression
through high dimensional multivariate sample points
leads to an overdispersed distribution, which is limit-
ing the performance.
At D=10, the Gaussian mixture approximation
achieves higher accuracy than all other approaches, in-
cluding Gaussian process regression. Among the den-
sity estimation methods, it is to be expected that
the Gaussian mixture approximation is most accurate,
since it has the same functional form as the target den-
sity.
To test the performance of the approximation meth-
ods in a multimodal setting, we separated the two
Gaussians in space by setting µ2 = µ1 + 10 in every di-
mension (see Fig 3B). All methods do at least slightly
worse than in the unimodal case, as evidenced by the
lower Spearman correlations (note that the RMSE can-
not be directly compared between the unimodal and
multimodal case because the mean density is different).
In particular the vine copulas do significantly worse.
This is likely due to the fact that the available copula
functions are designed to describe the shape of a sin-
gle mode, and are not necessarily suited for describing
multimodal distributions. The behavior of the Gaus-
sian mixture and Gaussian process approximations is
similar to their behavior in the unimodal setting.
In the Gaussian mixture approximations, jumps in
the performance are apparent (e.g. between 100 and
200 samples for D=10). These jumps occur when the
number of samples is sufficiently large for the Gaus-
sian mixture approximation to identify that the tar-
get distribution is a mixture of two Gaussians rather
than a single Gaussian distribution. For the GP ker-
nels, the squared exponential kernel has better per-
formance than the heavier-tailed Mate´rn kernel in
this case, which is to be expected given the expo-
nential target distribution. For vine copulas, using
Pareto tails gives better performance than using only
an ECDF/KD marginal, especially for lower numbers of
samples. However, even with Pareto tails, the empirical
marginals are outperformed by parametric marginals in
this case.
Approximating a posterior distribution
To test how the methods perform in approximating
a posterior density function, we turned to a dynamic
model of a predator-prey system. Specifically, we used
a modified Lotka-Volterra system to model the inter-
actions between the Canadian lynx and the showshoe
hare [26]. This system was chosen because of the avail-
ability of several datasets, a modest number of parame-
ters (5 dynamic parameters and 2 initial conditions for
each dataset), and non-linearity in the system which
likely leads to non-linearity in the posterior probability
distribution of the parameters, making for a meaningful
test case.
The model is given by the differential equations
dx
dt = αx− (βkill + βstress)xy
dy
dt = δxy − γy
,
where x represents the hare population and y the lynx
population. The populations are measured by their
density, i.e. the number of individuals per area in ar-
bitrary units. In the standard Lotka-Volterra model,
there is a single parameter β for the effect of preda-
tion. We have split this effect into two parts, βkill and
βstress, because it has been shown that at high lynx
densities, the hares not only die from increased pre-
dation, but also produce less offspring, which appears
to be due to stress induced by the constant threat of
predation [26, 27]. The modeled natality (number of
offspring per adult female in one breeding season) is
given by 2 · exp (α− βstressy).
All of the parameters should be positive. To simplify
the inference and approximations, we first infer the pa-
rameters on log scale, so that there are no discontinu-
ities in the posterior density (we lift this restriction of
unbounded priors later). As prior we take a diagonal
multivariate normal distribution. When wide priors are
used, unrealistic parameter values can be found, corre-
sponding to oscillations through the data points at very
high frequency; we therefore restricted the prior to a
relatively narrow distribution so that only the correct
oscillation with a period of roughly 10 years is obtained.
We used two datasets to infer the parameters. The
first dataset is the Hudson Bay Company data of lynx
pelt records [28], which we will refer to as the lynx data;
in particular we used the McKenzie River station data
from 1832 through 1851. The second dataset is a study
of a hare population and its reproductive output [29],
from 1962 through 1976, which we will refer to as the
hare data. Note that the lynx data only contains mea-
surements of the lynxes while the hare data only con-
tains measurements of the hares. For the likelihood
we take normally distributed error with fixed σ of 0.15
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Figure 3: Comparison of the approximation methods for reconstructing a Gaussian mixture with in-
creasing dimensionality. The density approximation was trained on the indicated number of training samples size,
and the accuracy was evaluated by testing on 500 new samples regardless of training size. This procedure was repeated
100 times and the lines indicate the median Spearman correlation and root mean square error (RMSE) over these
iterations.
for the normalized densities and 2.0 for the untrans-
formed natality. The data are obtained from different
geographical regions and in different time periods. It
is therefore safe to assume that the datasets are inde-
pendent. The model describes the common predator-
prey interaction irrespective of the geographical region
and time period. The differences between the datasets
are modeled by having separate variables for the initial
conditions; i.e. the 5 dynamics parameters are com-
mon to the datasets, and for each dataset there are 2
additional parameters for the initial conditions.
We fitted the model to each dataset separately and
to the two datasets together; Fig 4 shows the data and
the posterior predictive distributions. The model can
adequately describe these datasets, both separately and
jointly, as evidenced by the good overlap of the poste-
rior predictive distribution and the observed data.
Fig 5A-C shows several aspects of the posterior ob-
tained after seeing the lynx data. The posterior dis-
tribution is unimodal and has moderate and somewhat
non-linear correlations.
We then tested by cross-validation how well the ap-
proximations can describe the posterior distribution of
the two datasets (see Fig 5D). As with the Gaussian
mixture test case at similar dimensionality, the Gaus-
sian mixture approximation gives good cross-validation
performance. In this case, a vine copula with mixture
marginals also produces a good approximation of the
posterior (Spearman correlation ρ ≈ 0.9 at a sample
size of 1,000).
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lynx density (number of animals per surface area) and the hare data provides an estimate of hare density and natality.
Black dots indicate the data, the thick blue line is the median and the shaded blue area the 90% confidence interval
of the posterior predictive. The original data was normalized by dividing by the maximum observed value.
Sequential inference
Having obtained reasonably accurate approximations
of the posterior densities, we can test how they perform
in sequential inference. To do this, we approximated
the posterior from the lynx dataset with all methods
using 1,000 samples, and use these approximations as
prior for inference with the hare dataset. If the ap-
proximations are accurate, the resulting posterior of
the second inference should give the same result as a
joint inference with the two datasets together.
Fig 6A shows the marginal probability density of one
of the parameters, βkill, from the datasets separately,
the true joint, and with two approximation methods
(importance reweighting and a gaussian mixture). As
expected, importance reweighting provides a very poor
approximation; a single sample receives almost all of
the weight and the true joint posterior cannot be ac-
curately estimated from essentially one sample. The
Gaussian mixture approximation on the other hand
provides a sequential posterior that is visually almost
indistinguishable from the true joint. To quantify the
performance, we calculated the Kolmogorov-Smirnov
statistic for the marginal distribution of each of the pa-
rameters, based on the marginal empirical cumulative
distributions (see Fig 6B and C). Both Gaussian mix-
tures and vine copulas give sequential posteriors that
are closest to the true joint. Gaussian processes and the
KD approximation perform worse, as expected given
their poorer cross-validation performance.
Marginal likelihood estimation
We can use the posterior distribution approximations
to obtain an estimate of the marginal likelihood directly
from the Monte Carlo samples (see Methods section).
Table 1 shows the estimates obtained from three dedi-
cated marginal likelihood estimation algorithms, com-
pared to the estimates obtained directly from the sam-
ples using the posterior approximations. The posterior
approximations that performed well in cross validation
and sequential inference also provide accurate marginal
likelihood estimates.
Table 1: Log marginal likelihood estimates (±
estimation variance if available).
Method Lynx data Hare data
Thermodynamic integration 0.46± 0.92 −34.7± 1.4
Sequential Monte Carlo 0.57± 0.42 −34.7± 0.36
Nested sampling 0.77± 0.65 −34.4± 0.64
Kernel density estimate 4.60 −29.1
Gaussian mixture 0.80 −34.5
Vine copula - mixture 1.20 −34.3
Gaussian process - SE 5.19 −28.8
Bounded priors
In practical applications, it is often the case that the
prior probability distribution has a bounded domain,
due to known constraints in any of the variables of in-
terest. Some of the approximation methods can handle
bounded distributions directly. Alternatively, the vari-
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Figure 5: Lynx and hare dataset posterior ap-
proximation. (A) Marginal posterior densities after
seeing the lynx data, the graphs are constructed using
kernel density estimation with plug-in bandwidth selec-
tion. (B) Correlations between the parameters in the
lynx posterior. (C) Scatter plot of the samples for one
parameter combination. (D) Approximation accuracy
as a function of sample size. Spearman correlation and
root mean square error were calculated by taking the
median over 100 iterations of repeated random subsam-
pling validation, the training size (after subsampling)
is indicated and a test size of 500 samples was used. 3.
ables can be transformed to an unbounded domain (see
Methods section). To test these options, we take the
same predator-prey model, now inferring the param-
eters on natural scale and with uniform priors, thus
resulting in hard bounds on both the prior and the
posterior distribution. As before, the prior is chosen
such that only the correct oscillation with a period of
10 years is obtained.
Fig 7A-C shows several aspects of the posterior
distribution of the lynx data, as before in the log-
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Figure 6: Sequential inference performance.(A)
Marginal density of one of the parameters (for clarity,
only the GM approximation and importance reweight-
ing result is shown). The dashed lines indicate the
posterior of the two datasets separately, and the black
line is the true joint. Other colors are the same as
in C. (B) Empirical cumulative distribution of the
same parameter, showing all approximation methods.
(C) Kolmogorov-Smirnov statistics for the comparison
of the marginal distributions of the true joint to the
marginals of the posterior obtained after sequential in-
ference with each of the approximation methods. Each
dot indicates one of the parameters.
transformed setting. It is clear that the bounds on
the prior distribution leads to a large discontinuity in
the posterior probability distribution at the bounds
for most parameters. The sequential inference test
(Fig 7D) shows that for KDs and GMs, it is benefi-
cial to specifically handle these boundaries; either by
variable transformation or using truncated Gaussians
in the case of Gaussian mixtures. For vine copulas,
the marginal transformations can handle bounded do-
mains, but the performance is nevertheless worse than
in the unbounded situation before.
Efficiency of sequential versus joint infer-
ence
One of the motivations for using posterior approxima-
tions and sequential inference was that it may allow
a computationally faster evaluation of the joint pos-
terior. For evaluating the posterior of a first dataset,
the likelihood of the second dataset does not need to
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Figure 7: Sequential inference with bounded pri-
ors. (A) Marginal posterior densities after seeing the
lynx data; compare with Fig 5A. (B) Correlations be-
tween the parameters in the lynx posterior. (C) Scatter
plot of the samples for one parameter combination. (D)
Sequential inference accuracy; same as in Fig 6, with
the addition of transformed and truncated variations.
be evaluated and vice versa. More importantly, some
of the parameters may only be relevant for one of the
datasets and could thus be dropped from the inference,
thereby reducing the dimensionality of the inference.
To test this, we compared the accuracy of the poste-
rior obtained from a joint inference to the posterior
obtained by sequential inference, given a fixed total
number of model evaluations. These posteriors are in
turn compared to a “ground-truth” obtained from the
joint inference with 100-fold more model evaluations.
As test system we used the unbounded Lotka-Volterra
system described above. In this case the two separate
inference steps in the sequential inference route contain
only 7 parameters (5 kinetic parameters + 2 initial con-
ditions), whereas the joint inference has 9 parameters
(5 kinetic parameters + 2*2 initial conditions), so the
sequential inference should have an advantage in sam-
pling efficiency due to the lower dimensionality. We
used Gaussian mixtures as posterior approximations.
Fig 8 shows the mean and standard deviation of the
joint posterior distribution of the five kinetic parame-
ters obtained in 10 separate runs. It is clear that se-
quential inference by sample reweighting introduces a
large bias and variance and is not a viable means of ob-
taining the joint posterior. Using a Gaussian mixture
approximation after the first inference greatly improves
the accuracy compared to sample reweighting. Never-
theless, the posterior obtained from sequential infer-
ence is less accurate than the posterior obtained from
joint inference. For example, for the parameter βkill,
the sequential inference introduces either more variance
(when the lynx dataset is used first), or a slight bias
(when the hare dataset is used first). During sequen-
tial inference, the increased sampling efficiency in the
individual inference steps does not outweigh the error
introduced by the intermediate posterior approxima-
tion.
Time complexity
The approximation methods differ in the computa-
tional cost of training and evaluation. Table 2 lists
the time complexity of each method.
Table 2: Time complexity of training and evalu-
ation of the approximation methods. Evaluation
is the cost of evaluating one new sample. N = number
of Monte Carlo samples used for the estimation, D =
dimensionality, G = number of mixture components.
Method Training Evaluation
Kernel density estimate N2D ND
Gaussian mixture G2ND3 GD2
Vine copula - ecdf N2D +ND2 ND +D2
Vine copula - mixture G2ND +ND2 GD +D2
Gaussian process N3 +D ND
Typically, the number of Monte Carlo samples N
will be (much) larger than the dimensionality D. Since
Gaussian mixtures and vine copulas with mixture
marginals do not depend on the number of samples
during evaluation, they can achieve the fastest perfor-
mance when a large number of evaluations are needed
in the sequential inference. Kernel density estimates,
Gaussian processes and vine copulas with empirical
marginals do depend on the number of samples and
can thus be significantly slower when a large number
of samples is used.
Gaussian processes have cubic scaling with respect to
the number of samples for the training, which severely
limits the number of samples that can be used. While
there are approximation methods available for GPs
with large input sizes [8], the use of GPs for poste-
rior approximation appears to be best suited for low N
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100-fold more model evaluations.
and D.
Failure case
To illustrate the present limits of this approach to se-
quential inference, we also discuss a case where the ap-
proximations fail to provide an accurate posterior.
A more challenging test case is given by a model of
biological signaling in cancer cells. The goal here is to
explain how different breast cancer cell lines respond
to kinase inhibitors by modeling how the signal arising
from oncogenic driver mutations is propagated through
a signaling network. These models are constructed us-
ing feecback-Inference of Signaling Activity and are de-
scribed in more detail in [4, 3]. Here we will use a
small test model, which is shown graphically in Fig 9A
and the resulting equations are given below. Briefly,
the model contains four observed variables, namely the
ERBB2 amplification status, PIK3CA mutation status
and phosphorylation of AKT and PRAS40 (represented
by m, n, p and q respectively). The amplification and
mutation status is known with certainty, so the vari-
ables are directly set to 1 if the amplification or muta-
tion is present and 0 otherwise. The remaining three
variables, PI3K activation, AKT activation and PRAS
activation (represented by x, y and z respectively) are
latent variables, and the inhibitor concentration w is
given.
The model is described by the equations
x = f(b1 + a1m + a2n) · g(w)
y = f(b2 + a3x)
z = f(b3 + a4y)
P (p|y) = t(p|µ = y, σ = 0.2, ν = 3)
P (q|z) = t(q|µ = z, σ = 0.2, ν = 3),
where
f(x) = 1.0/(1.0 + exp(−9.19024(x− 0.5)))
g(w) = k + (1− k)/(10s(w−h) + 1)
and t is Student’s t-distribution with fixed ν = 3 and
σ = 0.2. The remaining 10 variables are scalar param-
eters to be inferred.
To test whether the sequential inference gives a good
approximation also in this setting, we study sequential
inference by incorporating parts of a dataset sequen-
tially. The dataset contains measurements of protein
phosphorylation without drug treatment (referred to as
the pre-treatment data), as well as after 30 minutes of
drug treatment (referred to as the on-treatment data),
in eight cell lines (see Fig 9B). The drug concentration
w is 0 in the pre-treatment setting and 1 µM in the
on-treatment setting.
We first test sequential inference in the same way
as for the lynx-hare model, by splitting the data by
observable. That is, we first infer the posterior with
observations of p, and subsequently update the poste-
rior with observations of q. As can be seen in Fig 9C,
sequential inference performs well in this case. The ob-
servations of q are correlated with p, and so the first
12
posterior is only slightly refined by the further inclusion
of q (in most dimensions).
A potentially more useful sequential inference would
be to split the dataset in a pre-treatment and on-
treatment set. That is, we would first use the observa-
tions of both p and q for w = 0 and then for w = 1.
Such a split would provide a potential speedup as dis-
cussed in the section of sequential inference efficiency,
as it would allow us to drop the drug effect parameters
for the first inference. The accuracy of the sequential
inference when split in this way is shown in Fig 9D. Un-
fortunately, none of the approximation methods gives
posterior distributions that agree with the joint infer-
ence. For several parameters the resulting empirical
distributions always have a large discrepancy. Fig 9E
shows this in more detail for one of the parameters.
When investigating this poor performance, we found
that this is due to the pre- and on-treatment parts of
the data inducing widely different posteriors. As shown
in Fig 9F, the pre- and on-treatment data are essen-
tially contradictory for the parameters b2 and a3: the
on-treatment data indicates low values for both param-
eters, whereas the pre-treatment data indicates higher
values. The model can still reconcile these data, as
the joint inference shows that a high strength a3 is fa-
vored when both datasets are included. To recover this
joint posterior using approximations would require that
the approximations are highly accurate in the tails of
the posterior of the pre-treatment data. But standard
Monte Carlo methods, and by extensions the approxi-
mation methods based on them, are typically not well
suited for estimating the tails of a distribution, since
most samples will be concentrated in the body of the
distribution. Sequential inference with posterior ap-
proximations therefore seems to be unsuitable when the
separate datasets give rise to strongly divergent poste-
rior distributions.
Discussion
When using sequential Bayesian inference in combina-
tion with Monte Carlo sampling, we are restricted to
using samples from a first inference as prior for a sec-
ond inference. This can be done by directly reweighting
the samples, or by approximating a functional form of
the posterior distribution from the Monte Carlo sam-
ples. We have explored the use of several such approx-
imation methods, and we found that they can allow
more accurate sequential inference than direct sample
reweighting.
The approximation methods have different strengths
and weaknesses. Gaussian processes are highly efficient
in low dimensionality, but they deteriorate in higher di-
mensions, at least when using isotropic kernels. Both
Gaussian mixtures and vine copulas can give good ap-
proximations also in higher dimensions. Vine copulas
do not work well for multimodal distributions however.
Kernel density estimation appears to be less efficient
than the other methods. Finally, none of the approxi-
mation methods we tested are adequate in the far tails,
although this is more likely to be a limitation of the
Monte Carlo sampling rather than the approximation
methods, as by definition the tail only contains a small
part of the Monte Carlo samples.
Further extensions to the posterior approximation
methods can be considered. Using mixtures of t-
distributions could improve upon Gaussian mixtures
in estimating the tails of the distributions [30, 31]. For
vine copulas, the approximation of the marginal dis-
tributions can have a strong effect on the accuracy.
Further improvements for marginals using Pareto tails
could be achieved by estimating an optimal Pareto tail
threshold instead of using a fixed value, and estimat-
ing the body and tail distributions together [32, 33].
Given the good performance of Gaussian process re-
gression in lower dimensions, it would be interesting to
explore how this can be better extended to higher di-
mensions. Using anisotropic kernels will likely be ben-
eficial, but this introduces additional parameters that
need to be optimized during the regression. To make
this computationally feasible it would be necessary to
use approximations to the GP, e.g. [8, 34]. For kernel
density estimates, sparse covariance matrices merits ex-
ploration as well, for example the method proposed by
Liu et al. [35].
An alternative approach could be to use variational
inference rather than Monte Carlo sampling. In the
present context of sequential inference it would make
sense to estimate a functional form of the posterior
directly during inference (i.e., do variational infer-
ence), rather than first sampling and then estimating
a functional form of the posterior from the samples.
There has been recent progress in variational inference
with Gaussian mixtures with full covariance matrices
[36, 37]. Given that Gaussian mixtures can provide
good approximations in our test cases, this would be
an interesting avenue to explore further, although the
matrix computations involved in these variational infer-
ence methods still pose challenges in higher dimensions.
There are various reasons why it might be useful to
do sequential inference. Sequential inference can be
conceptually appealing: all information relevant for the
model is stored in the posterior distribution, allowing
the modeler to discard a dataset after the inference.
Additionally, sequential inference allows us to update
the posterior of an existing model when new data or
samples become available, even when the initial data is
no longer available. This can also be useful when an in-
ference task was computationally demanding, in which
case it may be impractical to redo a joint inference
when additional data becomes available. Sequential in-
ference may also allow faster inference when a subset
of variables is not relevant for one of the datasets.
Nevertheless, sequential inference using intermediate
posterior approximations from Monte Carlo samples is
an approximation to the joint inference which can intro-
13
A B
D
C
E
F
x
y w
m
n
z
p
q
strength_PI3K_AKT (a3)
P
ro
ba
bi
lit
y 
de
ns
ity
base_AKT (b2)
st
re
ng
th
_P
I3
K
_A
K
T 
(a
3)
 1 
 1 
 1 
 2 
 2 
 4 
 6 
0.0 0.1 0.2 0.3 0.4 0.5 0.6
−1
.0
−0
.8
−0
.6
−0
.4
−0
.2
0.
0
 4 
 8 
 8 
 8 
 12 
 16 
 4 
 8 
 12 
 16 
Pre−treatment
On−treatment
Joint
−1.0 −0.8 −0.6 −0.4 −0.2 0.0
0
1
2
3
4
5
B
T5
49
H
C
C
19
54
M
C
F7
M
M
23
1
M
M
45
3
M
M
46
8
S
K
B
R
3
T4
7D
B
T5
49
H
C
C
19
54
M
C
F7
M
M
23
1
M
M
45
3
M
M
46
8
S
K
B
R
3
T4
7D
0.0
0.2
0.4
0.6
0.8
1.0
0.0
0.2
0.4
0.6
0.8
1.0
0.0
0.2
0.4
0.6
0.8
1.0
0.0
0.2
0.4
0.6
0.8
1.0
p-
A
kt
_S
47
3 
(p
)
p-
P
R
A
S
40
_T
24
6 
(q
)
Pre-treatment data On-treatment data
K
−S
 s
ta
tis
tic
0.0
0.2
0.4
0.6
0.8
1.0
Im
po
rta
nc
e
re
w
ei
gh
tin
g
K
D
E
K
D
E
−t
ra
ns
fo
rm
ed
G
au
ss
ia
n 
m
ix
tu
re
G
M
−t
ra
ns
fo
rm
ed
G
M
−t
ru
nc
at
ed
V
in
e 
co
pu
la
E
C
D
F
V
in
e 
co
pu
la
E
C
D
F+
pa
re
to
V
in
e 
co
pu
la
m
ix
tu
re
G
au
ss
ia
n 
pr
oc
es
s
sq
ua
re
d 
ex
po
ne
nt
ia
l
G
au
ss
ia
n 
pr
oc
es
s
m
at
er
n3
2
K
−S
 s
ta
tis
tic
0.0
0.2
0.4
0.6
0.8
1.0
Im
po
rta
nc
e
re
w
ei
gh
tin
g
K
D
E
K
D
E
−t
ra
ns
fo
rm
ed
G
au
ss
ia
n 
m
ix
tu
re
G
M
−t
ra
ns
fo
rm
ed
G
M
−t
ru
nc
at
ed
V
in
e 
co
pu
la
E
C
D
F
V
in
e 
co
pu
la
E
C
D
F+
pa
re
to
V
in
e 
co
pu
la
m
ix
tu
re
G
au
ss
ia
n 
pr
oc
es
s
sq
ua
re
d 
ex
po
ne
nt
ia
l
G
au
ss
ia
n 
pr
oc
es
s
m
at
er
n3
2
Figure 9: Sequential inference in the breast cancer signaling model. (A) Signaling model in Systems Biology
Graphical Notation format. (B) Data and posterior predictive distributions. Black dots indicate the data and the
blue shaded area is the 90% confidence interval of the predictive mean. ”p-Akt S473” is the measurement of p and
”p-PRAS40 T246” is the measurement of q. (C) Performance in sequential inference when the data is split by first
using the measurement of p and then q (i.e. first use the data shown in the top two graphs in (B), and then the bottom
two). (D) Performance in sequential inference when the data is split by pre-treatment and on-treatment (i.e. first use
the data shown in the left two graphs shown in (B), and then the right two). (E) Density of one of the parameters as
inferred by joint inference (black line) and through sequential approximation split by treatment (colored lines). (F)
Contour plot of the bivariate posterior density of two of the parameters obtained from either dataset alone or the true
joint.
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duce bias or additional variance in the joint posterior
estimates. In our Lotka-Volterra test case the posterior
obtained from sequential inference was accurate, but a
joint inference was still slightly more efficient. In the
test case of signaling in cancer cells, sequential inference
introduced a large bias and hence resulted in wrong
joint posterior estimates. Whenever Monte Carlo sam-
pling is used for inference with multiple datasets, joint
inference appears to be preferable over sequential in-
ference.
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