A new method is presented for low-complexity near-maximum-likelihood (ML) decoding of low-density paritycheck (LDPC) codes over the additive white Gaussian noise channel. The proposed method termed belief-propagation-list erasure decoding (BP-LED) is based on erasing carefully chosen unreliable bits performed in case of BP decoding failure. A strategy of introducing erasures into the received vector and a new erasure decoding algorithm are proposed. The new erasure decoding algorithm, called list erasure decoding, combines ML decoding over the BEC with list decoding applied if the ML decoder fails to find a unique solution. The asymptotic exponent of the average list size for random regular LDPC codes from the Gallager ensemble is analyzed. Furthermore, a few examples of irregular quasi-cyclic LDPC as well as randomly constructed regular LDPC codes of short and moderate lengths are studied by simulations and their performance is compared to the tightened upper bound on the LDPC ensemble-average performance and the upper bound on the average performance of random linear codes under ML decoding. A comparison of the BP decoding and BP-LED performance of the WiMAX standard codes and performance of the near-ML BEAST decoding are presented. The new algorithm is applied to decoding a short nonbinary (NB) LDPC code over extensions of the binary Galois field. The obtained simulation results are compared to the tightened upper bound on the ensemble-average performance of the binary image of regular NB LDPC codes. Index Terms-Channel coding, low-density parity-check codes, maximum-likelihood decoding, iterative decoding. on Information Technologies, Mechanics and Optics, St.-Petersburg, Russia.
reason for this popularity of LDPC codes is their near-Shannon limit performance. Although there exist asymptotic ensembles of LDPC codes approaching capacity under belief propagation (BP) decoding, performance of finite length LDPC codes under BP decoding is inferior to their performance under maximum-likelihood (ML) decoding. Moreover, the performance gap between ML and BP decoding increases when signal-to-noise ratio (SNR) grows. The ML decoding performance of long LDPC codes is rather close to the ML performance of general linear codes, yet the existing ML decoding algorithms have feasible computational complexity only for codes of rather small length of about 200 bits or less. In many applications, especially where the transmitted data is unique and cannot be re-sent (for example, satellite-toearth communications, damaged storage media, etc.), both the time complexity and decoding error performance are of high importance. While the BP decoder is computationally efficient, it is desirable to boost the BP error performance by postprocessing in an off-line regime. Thus, combining the BP decoding with additional decoding techniques can lead to good performance/complexity trade-offs.
Typically, LDPC codes under BP decoding suffer from the so-called error floor phenomenon, which is caused by both sub-optimality of the decoding algorithm and by structural properties of the codes.
There exists a variety of techniques for lowering the error floors, and they are usually based on identifying and removing specific structural configurations of the code Tanner graph called trapping sets [2] . This can be done by modifying both the code parity-check matrix (without changing the code) and the iterative decoding algorithm. For example, in [3] , a list of trapping sets is computed and stored in a look-up table. If the BP decoder fails, then a post-processing based on the list of known trapping sets is performed. Techniques combining the trapping set detection with code shortening or bit-pinning are presented in [4] and [5] . A technique based on eliminating small trapping sets by adding extra checks to the code paritycheck matrix is studied in [6] . A method for eliminating small trapping sets when constructing an LDPC code is considered in [7] . The proposed method is applicable to both regular and irregular LDPC codes.
Another approach to improving the performance of BP decoding stems from the information set decoding. The most efficient methods for near-optimal decoding of linear codes are based on multiple attempts for finding an error-free information set and subsequent reconstruction of a codeword 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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by re-encoding [8] [9] [10] . To the best of our knowledge the Box-and-Match algorithm (BMA) [9] has the best efficiency in this class of algorithms. Its decoding complexity is affordable for codes of rate R = 1/2 at length n = 192. The frame error rate (FER) of 10 −3 is achieved at signal-to-noise ratio per bit (SNRb) ≈ 2.21 dB. The BMA requires up to 4,346,750 candidate codewords and computing their metrics. To achieve the same FER at the same code rate by using the WiMAX codes [11] with BP decoding, the required code length should be around 1000 bits. ML decoding for codes of such lengths is infeasible. However, a post-processing based on ideas similar to those used by the BMA can be efficiently applied to the results of BP decoding.
In [12] and [13] , a post-processing in the form of bitguessing is applied to the output of the BP decoder in case of its failure. In particular, in [12] , the bits that participate in the largest number of unsatisfied checks are guessed, and BP decoding is repeated for each guessing attempt. An improved algorithm for selecting the bits to be guessed is suggested in [13] . There, the post-processing step is performed in stages. That technique leads to better than in [12] performance of near-ML decoding at the cost of higher computational complexity. A method for decoding of binary LDPC codes by combining BP decoding with the ordered statistics decoding (OSD) [10] is studied in [14] and [15] . The same technique for nonbinary (NB) LDPC codes over extensions of the binary Galois field is considered in [16] where a modification of OSD (termed most reliable basis (MRB) decoding) [17] is used. In those papers, a preliminary BP decoding step allows to avoid computationally expensive OSD (MRB) decoding if BP decoding was successful. Thus, the average decoding complexity could be reduced, although the worst-case complexity is still high.
Reconstruction of a codeword from a subset of its symbols is equivalent to decoding over a binary erasure channel (BEC). It was shown in [18] that ML decoding of an [n, k] LDPC code (where n is the code length and k is the number of the information symbols) with ν = (n) erasures is equivalent to solving a system of linear equations of order ν, that is, it can be performed via the Gaussian elimination with time complexity at most O(ν 3 ). By taking into account the sparsity of the parity-check matrix of the codes, the complexity can be lowered to approximately O(ν 2 ) (see overview and analysis in [19] and the references therein). Practically feasible algorithms with thorough complexity analysis can be found in [20] .
Low-complexity suboptimal decoding techniques for LDPC codes over a BEC are often based on the following two approaches. In the first approach, redundant rows and columns are added to the original code parity-check matrix (see, for example, [21] , [22] ). In the second approach, a post-processing is used in case BP decoding fails [23] [24] [25] . This postprocessing consists of solving a system of linear equations of the reduced order (< ν). In this paper, we propose a novel approach to solving this system of equations, termed list erasure decoding (LED) algorithm. In the LED algorithm, a basis of a linear space of solutions is constructed if the solution of the system is not unique.
The idea to reduce the problem of the decoding of an LDPC code over the AWGN channel to the decoding of erasures has first appeared in [26] . In that work, BP decoding is followed by introducing artificial erasures and their subsequent decoding over the BEC, thus yielding a near-ML decoding algorithm. The performance of the decoding algorithm in [26] strongly depends on the efficiency of the procedure that converts the AWGN channel into the BEC or, in other words, the procedure for selecting the bits, which are to be erased. The channel transformation can be considered successful only if non-erased bits of the input vector are error-free.
In this paper, we propose a new decoding algorithm, which uses the ideas similar to [12] and [26] , but differs significantly both in a strategy for introducing erasures and in an erasure decoding algorithm. The new LED algorithm, which is applied to the result of the BP decoding in case of its failure can, in principle, be combined with any type of soft decoding on the AWGN channel. A distinguishing feature of the LED algorithm is an additional search step over a fixed size list of unresolved bit positions which is applied if the ML decoder (over the BEC) fails to find a unique solution.
The proposed algorithm, called BP-LED, is tested on the random regular LDPC codes from the Gallager ensemble [27] , on the irregular quasi-cyclic (QC) LDPC codes optimized by using the technique in [28] , and on codes used in the WiMAX standard [11] . Both binary LDPC codes and binary images of NB LDPC codes are studied. Simulation results are presented.
In order to evaluate the error performance of the BP-LED algorithm, we compare it to the error performance of ML decoding. For short codes of length about 100 bits, ML decoding is performed by the ML BEAST decoder [29] . However, for codes of length of a few hundred bits, the ML decoding complexity is too high, and therefore we compare the BP-LED performance with the theoretical bounds.
For random codes in the Gallager ensemble [27] , similar to [30] , we compute a precise distance spectrum of the average code in the ensemble and substitute it into the tangentialsphere bound (TSB) [31] , which we call the Poltyrev bound. Since the Poltyrev bound is very tight for short codes [32] , such a comparison can be used to estimate the gap between the simulated performance under certain decoding procedure and the potentially achievable performance. The spectrum (more precisely, its generating function) for the ensemble of random regular LDPC codes is known from the original work of Gallager [27] (see also [33] , [34] for extension of the Gallager result to broader classes of codes and for overview of approaches to computing spectra of finite length LDPC codes). Finding weight enumerators from their generating functions sometimes is computationally hard. We use technique from [35] to compute the average spectrum coefficients from the known generating function recurrently with linear complexity.
For long codes, the Poltyrev bound is not optimal since it does not converge to the random coding exponent [31] . Indeed, any known technique for estimating error probability via a spectrum of a linear code can be used (see e.g. [36] ). For example, an algorithm for estimating the FER of ML decoding in [37] is based on splitting a code into two subcodes and applying different bounds to each of these subcodes. However, the difference between the Poltyrev bound and the bound in [37] is not significant (it corresponds to the difference in the coding gains of less than 0.1 dB), and it is much smaller than the gap between the performance of practical codes (see, e.g. [11] ) and the theoretically achievable performance. Therefore, the Poltyrev bound for codes of length below 1000 bits is tight enough to make conclusions regarding the closeness of the improved BP decoding performance to that of ML decoding.
The rest of the paper is organized as follows. Necessary definitions are given in Section II. Main ideas leading to LED-based decoding and their relations to known informationset based decoding algorithms are given in the same section. Description of the LED algorithm over the BEC is presented in Section III. A technique for replacing unreliable symbols by erasures (transformation of the AWGN channel to a BEC) and the BP-LED algorithm are explained in the same section. Section IV is devoted to the analysis of this new algorithm. The asymptotic estimate on the list size of the LED algorithm on the BEC is presented. A recurrent procedure for computing the exact ensemble average spectrum of the Gallager codes is given. The obtained spectrum is used to tighten the known finite-length bounds on the error probability of ML decoding. Complexity analysis is presented in Section V. The paper is concluded by the discussion of the simulation results and their comparison to the bounds on the error probability of ML decoding in Section VI. The known bounds on the error probability of ML decoding are revisited in the Appendix.
II. PRELIMINARIES
In this section, first, we present some notations. Second, we explain the main ideas behind the new LED-based decoding algorithm.
A. Ensemble of Random Codes
We analyze the potential efficiency of the suggested approach using conventional random coding techniques. The Gallager ensemble is chosen since there exist good codes in this ensemble and we can simplify analysis by exploiting its well-studied properties.
Consider the Gallager ensemble of (J, K )-regular LDPC codes of length n and dimension k [27] . In this ensemble, an r × n random parity-check matrix H consists of J strips H i of width M = r/J rows each, i = 1, 2, . . . , J , r = n − k, that is, has the following form
where
is of size M × n, M = r/J , a K = (a, a, . . . , a) K and all the matrices H i , i = 2, 3, . . . , J , are random permutations of the columns of H 1 . The code rate R ≥ 1 − J/K . The ensemble of binary images of the nonbinary (NB) Gallager codes is given by (1) , where all nonzero elements are randomly replaced by elements of an extension of the binary Galois field.
B. Introduction to LED-Based Decoding
ML decoding of general codes over the AWGN channel can be efficiently performed by using trellis-search or tree-search algorithms such as sequential decoding, Viterbi decoding, BEAST decoding [29] . The asymptotic complexity of these decoding procedures is about n exp{0.1n}, and, thus, ML decoding is too complex to be used in practice for n > 100. The near-ML BMA [9] can handle length n up to 192 bits. For larger lengths, known near-ML decoding algorithms are not feasible.
"Classical" information set (IS) based decoding techniques usually rely on searching for an error-free information set. When used on a binary symmetric channel (BSC), such decoding method requires exponential number of re-encoding attempts. On the AWGN channel, symbol reliabilities can be used as a prompt for choosing the IS. Additionally, in OSD and the BMA [9] , [10] the low-weight combinations of symbol inversions on the chosen IS positions are employed to catch small error patterns in the IS.
Both OSD and the BMA select s most reliable positions (s = k for OSD and s > k for the BMA). Decoding attempts of the order-i algorithm are performed via searching for possible i erroneous positions among s most reliable positions. Time complexity is roughly k i for the OSD algorithm. For the BMA time and space complexity is (after optimization over s) about s i/2 . For the longest simulated code (192,96) near-ML decoding performance is achieved with s = 117, i /2 = 4. The number of the processed candidates is equal to 4,346,750. By taking into account that parameters s, k, i grow linearly with n, one cannot expect that the BMA can be used in practice for codes of length n > 200.
If these techniques are applied to LDPC codes then preliminary BP decoding reduces the average complexity of decoding [14] [15] [16] , yet the worst-case complexity remains high. In this work, we use sparsity of the parity-check matrices of LDPC codes in a post-processing step, which allows for near-ML decoding with complexity significantly lower than that of ML decoding.
Main sparsity-based simplifications are as follows: 1) We use BP decoding as a preliminary step. There are at least two reasons for that. First, it reduces the overall average complexity since in most cases the BP decoder makes the correct decision. Second, it helps to pick some of the most reliable positions which will be used as a basis for the post-processing step (see subsection III-B). 2) Non-reliable positions are erased and ML decoding for correction of erasures is performed by solving a system of linear equations. Parameters of the decoder are selected in such a way that the number of erasures exceeds the erasure correcting capability of the code and a unique solution does not exist. We use the list erasure decoder (LED) to obtain a complete list of valid codewords for a given hard decisions in non-erased positions (see subsection III-A). The BP decoding followed by LED produces a linear space of solutions. Searching for the best solution is similar to OSD but applied to a much shorter code than the original one. However, this search fails to find an ML solution if there are hard decision errors in the non-erased positions. In order to avoid such cases we do the following:
3) We use a few candidates for the most reliable information sets. Let N denote the number of candidates. All these candidates have a fixed common portion of "absolutely reliable" positions. Other positions are obtained by applying special (overlapping) masks I i , i = 1, . . . , N, to the rest of positions (see subsection III-C). The structure of the algorithm is shown in pseudo-code form as Algorithm 1.
Algorithm 1 Main Steps of Decoding of an LDPC Code on the AWGN Channel
Input: the vector of LLRs r 1: BP decoding if BP fails then for i = 1 : N do 2: Convert AWGN channel to BEC using input LLRs, BP-estimated LLRs, and mask I i 3: Apply LED to find a basis of the space of candidate solutions 4: Perform a limited search in the subcode of solutions for the best one (in sense of the minimum Euclidean distance to r) end for end if Return: the best found candidate The implementation of Steps 2 and 3 is described in subsections III-B and III-A, respectively. Selection of the parameters of the decoder is based on the estimate of the list size derived in subsection IV-A for the Gallager ensemble of regular LDPC codes.
III. DECODING ALGORITHM
In this section, we explain implementation of steps 2 -4 of the Algorithm 1.
A. LED: List Decoding Over a BEC
Let H = (h 1 , h 2 , . . . , h n ) be an r × n parity-check matrix of a binary linear [n, k, d min ] block code, r = n − k, where h i denotes the i -th column of H. We use notation H I for the submatrix of H, whose columns are indexed by the set I ⊆ {1, 2, . . . , n}. Consider a BEC with erasure probability ε > 0. The ML decoder corrects any pattern of ν erasures if ν ≤ d min − 1. If d min ≤ ν ≤ n − k then the ML decoder can correct some erasure patterns. The number of such correctable patterns depends on the code structure.
Let y = (y 1 , y 2 , . . . , y n ) be a received vector, where y i ∈ {0, 1, φ}, and the symbol φ represents erasures. We denote by e = (e 1 , e 2 , . . . , e n ) a binary vector, such that
for all i = 1, 2, . . . , n. Let I (e) be a set of nonzero coordinates of e, |I (e)| = ν, and z = (z 1 , z 2 , . . . , z ν ) be a vector of unknowns located in positions indexed by the set I (e). Letỹ be the vector y with unknowns z i in positions I (e).
Consider a system of linear equationsỹ H T = 0 which can be reduced to
where s(e) = y I c (e) H T I c (e) is a syndrome vector computed using non-erased positions of y and
If the code rate R approaches the BEC capacity
In that case, with high probability, the dimension L of the linear space of solutions of (3) is positive.
If L > 0, by using Guassian elimination and column and row permutations, the submatrix H I (e) can be represented in the form shown in Fig. 1 . Here, by ρ A we denote the rank of the system of linear equations left after Gaussian elimination. It is easy to see that the first ρ − ρ A positions are uniquely determined and the other L +ρ A positions satisfy ρ A equations and cannot be determined uniquely. By assigning arbitrarily values to L of these positions, we uniquely determine the remaining ρ A positions. A set I AA of the corresponding L Algorithm 2 LED Algorithm for Decoding of LDPC Code on the BEC Channel Input: y = (y 1 , · · · , y n ) ∈ {0, 1, φ} n .
Step 1: while there is a check j with one erased position y i do y i ← s j ; 
Step 4: Return c and I AA .
columns of the submatrix A is called arbitrarily assigned (AA) positions.
Definition 1: List erasure decoder (LED) is a decoder for the BEC, which for a given input x with ν erased positions, outputs a list L of codewordsĉ coinciding with the input word on all non-erased coordinates.
A possible implementation of the LED is presented as Algorithm 2. In this algorithm, a row is called a pivot if it is chosen to eliminate nonzero elements in other rows in a position which we call a leader.
The algorithm combines BP decoding over the erasure channel and the Gaussian elimination steps. While there exists a row with one erasure, the BP decoding step is performed. If there are no rows with one erasure, and there is a row which was not used as a pivot yet, the Gaussian elimination step with respect to the leader is performed. Then, the algorithm switches back to the BP decoding step. These alternating steps are performed until neither rows with one erasure nor unused pivots are left.
B. Conversion of Decoding Over an AWGN Channel Into Decoding Over a BEC
In [26] , the main criteria for bits to be erased is the number of unsatisfied parity checks and low bit reliability values. The authors present therein a set of thresholds which depend both on the code structure and on the channel SNRb. The corresponding bit is erased if the number of unsatisfied checks and the reliability value exceed the chosen thresholds.
We use a different strategy to transform the original problem of decoding over an AWGN channel into a decoding problem over a BEC. It was noticed in [14] that if the OSD algorithm is applied in the case of the BP decoder failure, then by using the reliability values obtained in the last iteration of the BP decoder, a very limited gain can be obtained. The reason for this phenomenon is that if BP decoding fails then with high probability the obtained estimates of the reliability values are wrong. An overview of various techniques for processing BP reliability values for their further use in the near-ML decoding can be found in [16] .
In our approach, the highest reliability values are assigned to the symbols, which have high initial LLR values, and their reliability values are confirmed at each iteration of the BP decoding. If it turns out that such a symbol is erroneous, then with high probability it is an ML (or MAP) decoding error.
It is well known that only g/4 iterations of the BP decoding can be considered independent, where g is the girth of the Tanner graph. At the same time, typically g takes on rather small values (6-10). We found empirically that good estimates of reliability values are obtained after approximately g iterations. In our approach, first we calculate the minimum absolute values of bit reliability values (over first g iterations). Next, we sort them in the increasing order. The L 1 least reliable bits are erased.
Our approach is verified by the experimental results shown in Fig. 2 . Therein, we demonstrate the distribution of the erroneous hard decisions in the ordered (in ascending order of reliabilities) code positions. Only the frames, for which the BP decoding leads to the decoding error, are taken into account. The simulation parameters are: SNRb = 2.5 dB, n = 520, maximum number of iterations 50. As it can be seen from the plot, the preliminary BP decoding step noticeably reduces the probability of the hard decision errors within the 50% of the most reliable positions (for code rate R = 1/2), thus leading to a lower overall decoding error probability.
After erasing the L 1 least reliable bits, we introduce L 2 additional erasures by using a set of masks
We use pseudo-random pre-selected binary sequences of length 2L 2 and weight L 2 as masks. In our simulations, these masks were obtained by a proper shortening
We selected this subcode due to its unique properties: it is constant-weight subcode with pseudo-random behavior and good covering properties. According to our observations, the impact of pseudo-random mask properties on the overall decoding performance is insignificant. A possible gain in SNRb from the optimization of mask generating procedure does not exceed 0.05 dB. For this reason, we chose one reasonably good class of pseudo-random sequences with deterministic generating procedure.
The masks are applied to the next 2L 2 least reliable entries (after L 1 positions have already been erased). This step in the algorithm is similar to the bit flipping step in the decoding algorithms such as in [9] and [10] . The choice of the parameters L 1 and L 2 depends on the code length and the code rate. In our simulations, we choose the total number of erasures L 1 + L 2 to be:
where α ∈ [1.0 1.10] for long codes and can be increased up to α = 1.5 for short codes of length around 100 bits, β ∈ [0.15 0.25].
The parameter α determines the list size, and thereby the decoding complexity, whereas the parameter β corresponds to the diversity of erasures with respect to BP decoder prediction. In our simulations, we restrict the list sizes by the range from 2 8 up to 2 16 . This choice of parameters matches well with the estimate of the average list size (9) in Theorem 1 below. In Fig. 3 the average list size (9) is plotted as a function of α for the Gallager ensemble of LDPC codes of length n = 576 and rate R = 1/3; 1/2; 2/3. It follows from the presented plots that for α ∈ [1.0 1.10], the average list size varies from 2 4 to 2 30 . Notice that for α > 1.05 rather large list sizes are expected.
However, we artificially restrict the number of candidates as it is mentioned above.
The BP-LED algorithm can also be applied to decoding of NB LDPC codes over extensions of the binary Galois field. It was found experimentally that for the (2, 4)-regular LDPC code of length 16 over G F (2 8 ) (128 bits) constructed in [38] , the choice α = 1.4 gives the best FER performance. In our experiments, β was typically chosen to be 0.25.
C. BP-LED: LED-Based Algorithm for an AWGN Channel
In this section, we show how the LED algorithm can be used for decoding of LDPC codes on an AWGN channel with binary phase shift keying (BPSK) signaling. Let C = {c j } j =0,1,··· ,2 k −1 be a binary [n, k, d min ] LDPC code. Assume that C is used with BPSK and coherent detection to communicate over an AWGN channel. The binary code
where E s is the signal energy. In the sequel we assume that E s = 1. Thus the codewords
Assume that v 0 is transmitted. Then the discrete-time received signal is r = v 0 +n, where the noise vector n consists of independent zero-mean Gaussian random variables with variance σ 2 = N 0 /2. The signal-to-noise ratio per information bit SNRb
Assume that v = (v 1 , v 2 , . . . , v n ) and r = (r 1 , r 2 , . . . , r n ) are the transmitted and the received vectors, respectively. Let J max ≤ 2 L be the maximal number of allowed candidate solutions, and μ(·) be a decoding metric. We use the Euclidean distance between the channel output r and 2c − 1 as the decoding metric μ(c), where c is a candidate codeword. Alternatively, we can maximize the scalar product of r and 2c − 1.
The new BP-LED decoding algorithm is presented as Algorithm 3. In Algorithm 3, first, ν = L 1 + L 2 input symbols are erased (see below). Then the LED algorithm is used for correcting of ρ − ρ A erasures and for making a list I AA of the AA positions (see Fig. 1 ).
The high-level idea of the proposed decoding algorithm is as follows. The algorithm consists of the three main steps: 1) BP decoding.
2) In case of BP decoding failure, the unreliable positions are erased and LED is applied. 3) In case of the LED failure to find a unique solution, exhaustive search over a list of J max candidate codewords is carried out. These three steps are implemented as the following three subroutines in Algorithm 3.
• (v, x) = BPDECOD(r), wherev and x are vectors of hard decisions and of symbol reliabilities, respectively, produced by the BP decoder. As it is mentioned above, in order to avoid overestimates due to cycles in the Tanner graph, x is computed as the minimum of the absolute values of the symbol reliabilities in the first g iterations.
• (c, I AA ) = LED(ξ ), where ξ is a vector v with zeros on ν erased positions, and c is a vector of hard decisions with erasures in L AA positions. Function LED is as discussed in Section III-A. • c j = CANDIDATE(c, I AA , j ). This subroutine generates the j -th candidate codeword from the full list of solutions of (3). This is done by constructing a list W of J max binary words of length L = |I AA | = log 2 |L| ordered according to the ascending order of their weights. Then, the j -th candidate is obtained by flipping AA bits in positions determined by the ones of the j -th element in W.
Algorithm 3 BP-LED Algorithm for Decoding of LDPC Code on the AWGN Channel
Input: the vector of LLRs r = (r 1 , . . . , r n ) ∈ R n . Let μ opt ← ∞.
Step 1: (v, x) = BPDECOD(r);ĉ = (v + 1)/2; ifĉH T = 0 then goto Step 6; end if
Step 2: ξ ←v with zeros on L 1 least reliable positions in x. for i = 1 to N do
Step 3: Use mask M i to erase L 2 non-erased positions in ξ .
Step 4:
Initialize AA positions in c 0 by hard decisions from r.
Step 5: for j = 1 to J max do Compute codeword c from c and c j −1 ; if μ(c ) < μ opt then letĉ ← c ; μ opt ← μ(c ); end if Generate next candidate c j = CANDIDATE(c, I AA , j ); end for end for
Step 6: Returnĉ.
IV. ESTIMATES ON THE ALGORITHM PERFORMANCE
In this section, we analyze the BP-LED algorithm from two points of view. First, we study the asymptotic behavior of the ensemble average list size (number of solutions of (3)) in the LED algorithm. We show that with high probability the average list size is equal to 1 even if the number of erasures is close to the number of the redundant symbols. Thus, one can expect that for finite lengths the BP-LED algorithm will have a reasonable complexity when the number of erasures is close or even exceeds the code correcting capability.
Second, we estimate the finite-length error probability of the BP-LED decoding for the Gallager ensembles of binary regular LDPC codes and binary images of the NB regular LDPC codes. Although we apply the known lower [39] and the union-type upper [31] bounds on the error probability of ML decoding, the novelty of our approach is in a way of computing the ensemble average spectra of the regular LDPC codes.
By using a new recurrent procedure we compute the exact spectra for the Gallager ensembles of LDPC codes with linear complexity. This allows to significantly tighten the union-type bound for code lengths of a few thousands of bits.
A. Analysis of the LED Algorithm on BEC
In this subsection, we estimate the average size of the list L of candidate solutions in the system (3) . Denote by T a random variable, which represents this number of solutions. A set of solutions of
represents a coset of solutions of (3). Next we analyze (4) instead of (3) since all cosets have the same number of solutions. Denote by H I (e),1 a submatrix of H I (e) of size M × ν consisting of its first M = r/J rows. Next, we state the following lemma. Lemma 1: Consider the Gallager ensemble of (J, K )regular binary LDPC codes of length n and redundancy r = n J/K 1 over the BEC with erasure probability ε > 0. Then, the conditional probability that a row in H I (e),1 has zero weight given that there are ν 1 erasures and N 0 < M rows have zero weight does not grow with N 0 and is upperbounded by 1 − ν n K .
Proof: Let w i denote the weight of the i -th row of H I (e),1 , where i = 1, 2, . . . , M. Then, the probability p 0 that the i -th row has zero weight given that ν > 0 erasures occurred can be estimated as
The conditional probability that N 0 < M rows i 1 , . . . , i N 0 of H I (e),1 have weight zero is given by:
It is easy to see that
where the last transition is due to
We conclude that the probability in (7) does not grow when the number of conditions increases, that is the following chain of inequalities holds
In what follows, we present the main theoretical result of this work.
Theorem 1: Consider the Gallager ensemble of (J, K )regular binary LDPC codes of length n and redundancy r = n J/K 1 over the BEC with the erasure probability ε > 0. If there are ν 1 erasures, then the ensemble average list size in LED, E[T |ν], is upper-bounded by
Proof: Consider a random vector 1 . Pr(s i j = 0|s
where s
. For the choice of a random vector z and a random paritycheck matrix from the Gallager ensemble, the probability of a zero syndrome component s i is
where i ∈ {1, 2, . . . , M}. It follows from (11) that Pr(s i = 0|ν) = Pr(s i = 0|w i = 0, ν)Pr(w i = 0|ν) + Pr(s i = 0|ν, w i > 0)(1 − Pr(w i = 0|ν)). (12) By substituting (11) into (12) , and by applying Lemma 1, we obtain
In what follows, we show that
Consider the probability Pr(s i = 0|s j = 0, ν), i, j ∈ {1, 2, . . . M}, i = j . By using the arguments similar to those in (13) , it is easy to obtain Pr(s i = 0|s j = 0, ν) = 1 + Pr(w i = 0|s j = 0, ν) 2
. (14) The conditional probability in the RHS of (14) can be represented as
Substitution of (11) into (15) yields
Pr(w i = 0|w j , ν)Pr(w j |ν).
In (16), we took into account that Pr(w i = 0|s j = 0, w j , ν) = Pr(w i = 0|w j , ν).
Since Pr(w i = 0|ν) does not depend on i , from (16), by using Lemma 1 and (13), we obtain Pr(w i = 0|s j = 0, ν) = Pr(w i = 0|ν) Pr(w i = 0|w j = 0, ν) + 1 2Pr(s j = 0|ν)
≤ Pr(w i = 0|ν) Pr(w i = 0|ν) + 1 2Pr(s j = 0|ν) = Pr(w i = 0|ν) . (14), we conclude that Pr(s i = 0|s j = 0, ν) ≤ Pr(s i = 0|ν).
From the last inequality and

By using similar arguments it is easy to show that
Pr(s i j = 0|s
Then, from (10) we obtain
Next, consider the submatrices H I (e),i , i = 2, 3, . . . , J , consisting of rows (i − 1)M + 1, . . . , i M, respectively. Recall that the strips are obtained by the independent random permutations. If ν erasures occurred then the probability that a 
Notice that analogous to the derivations in [27] we ignore the fact that parity checks of H I (e) are linearly dependent. If ν is large enough (i.e. grows linearly with n) then a number of linearly dependent rows in H I (e) is of order J and can be neglected.
Given that ν erasures occurred, we introduce a random variable χ(z) which is equal to 1 if z is a solution of z H T I (e) = 0, and is equal to 0 otherwise. More formally, 
It is interesting to find a critical (largest) value of α, such that ϕ(α, J, K ) = 0 or, in other words, to find the relative number of erasures such that the average list size does not exceed 1.
We expect that for sparse matrices it holds α < 1. Examples of critical values of α for some code rates R = 1 − J/K and for some values of K are shown in Table I . We can see that α is close to 1 even for rather sparse parity-check matrices. This suggests that the allowable fraction of erasures ν/n can be chosen close to 1 − R.
B. Computing the Ensemble Average Spectra of the Gallager LDPC Codes
In Section VI, we compare the performance of the BP-LED algorithm with the performance of ML decoding over an AWGN channel. For short codes (n is about 100) the comparison is made with the simulated ML decoding performance. However, for codes of length larger than 500 we compare the BP-LED performance with bounds on the ML decoding error probability.
By using the technique in [30] we compute the exact spectrum coefficients for the Gallager ensembles of binary regular LDPC codes and binary images of NB regular LDPC codes. By substituting the computed coefficients into the existing bounds on the error probability of ML decoding, we obtain tightened bounds on the ensemble average ML decoding error probability, which we further use for comparison with BP-LED performance.
In our derivations we use the generating function of a sequence of coefficients of the ensemble average code spectrum. In a general case, the generating function f (s) for a sequence of numbers a 0 , a 1 , . . . . is defined as follows:
where s is a formal variable.
Consider the Gallager ensemble of (J, K ) regular LDPC codes given by (1) . Similarly to the derivation in [27] , we compute the generating function of the number of binary sequences x of weight w and length n satisfying the equality
where i ∈ {1, 2, . . . , J }. It is given by
where g(s) = K i=0 g i s i = (1 + s) K + (1 − s) K /2, g i = K i if i is even, and g i = 0 otherwise. From (20) , we obtain the recurrent relation
The probability that (19) is valid for a random x of length n and weight w is equal to
for each of the matrices H i . The average number of codewords of length n and weight w is given by
where p(w) J is the probability that x satisfies (19) for all i = 1, 2, . . . , J simultaneously, and E{ · } denotes the expected value of a random variable. Similarly, average spectra for binary images of NB LDPC codes over G F(2 m ), m ≥ 2 can also be computed via the generating function
where f (ρ) = (1 + (q − 1)ρ) K + (q − 1)(1 − ρ) K /q (see [27, Ch. 5] ) and
Since the generating function G(s) is represented in a form of a degree of another function, the computation of spectra is reduced to a recursion similarly to the binary case in (21) -(22) (see [30] for details). For completeness, in the Appendix, we present expressions for Shannon's and Poltyrev's bounds, which are further used in conjunction with the exact ensemble average spectra for numerical analysis of the BP-LED algorithm.
V. ALGORITHM COMPLEXITY ANALYSIS
There are two main reasons for failures in Algorithm 3. First, an erroneous bit can be mistakenly identified as reliable, and in that case it is not erased in Steps 2 and 3 of the algorithm. The probability of an error of this type can be reduced by increasing the number of erased positions (parameter α) or the number and size of covering masks (parameters N and β). Second, the list size is too large, and for this reason the correct decision is not found in Step 5 because of the decoding complexity restrictions. This source of errors is controlled by the number of allowed reconstruction attempts J max .
The overall decoding complexity κ(n, α, N, J max ) for the (n, k)-code can be expressed as κ(n, k, α, N, J max ) = κ BP + κ LED (α(n − k)) + κ CAND , (29) where κ BP is BP-decoding complexity (subroutine BPDECOD), κ LED (α(n − k)) is LED decoding complexity when α(n − k) code symbols are erased (subroutine LED), and κ CAND is complexity of generating candidates (subroutine CANDIDATE) and computing their metrics.
According to the presented above Algorithm 3 the parameters N, α, and J max are fixed, while κ BP , κ LED , and κ CAND depend on the channel condition.
In what follows, we first demonstrate empirically that the average complexity can be approximated as a linear function of a code length. Then, we analyze the worst-case complexity and compare it to the complexity of other algorithms approaching ML decoding performance.
A. Average Complexity
The average complexity depends on the channel condition. In the case of extremely high signal-to-noise ratio, κ BP in (29) can be noticeably large since the other steps are not performed if in the BP decoding the zero syndrome is obtained. We use a conventional BP decoding with a very small modification needed for computing a worst-case metric over the first g decoding iterations. The linear-time complexity of the BP decoding is well known. Therefore, it is enough to analyze complexity of newly introduced steps: the LED algorithm and the search over the candidates from the list. The complexity of the LED algorithm is equal to the complexity of solving a corresponding system of linear equations. Both the number of unknown variables and the number of equations are proportional to the code length. Therefore, the complexity of reducing the corresponding system of equations to the shape shown in Fig. 1 is O(n 3 ) , and for large n this step can be prohibitively complex.
Notice however, that a substantial part of variables are excluded by BP-step (Step 1) of Algorithm 3 with small (not growing with n) number of operations per variable. To estimate the behavior of the complexity of LED as a function of code length n we simulated a sequence of random (3,6)-codes of different lengths at SNRb= 2.25 dB. The simulations were performed on a desktop computer with Intel Core i5 processor. Only the blocks, where the BP decoding has failed, were taken into account. Simulation results are presented in Fig. 4 . A polynomial approximation of the average complexity κ LED (over different codes from the Gallager ensemble) as a function of n is κ LED = 1.07 × 10 −6 n 2 + 4.27 × 10 −4 n − 0.00385.
We conclude from (30) that the complexity of LED is a quadratic function of the code length. Since the coefficient of n 2 is very small, the behavior of the complexity function in practice is close to linear. Next, we consider Step 5, whose most complexity-intensive ingredient is computing Euclidean metric value for each candidate from the list. Consider the reduced system of linear equations after it is processed by the LED algorithm as shown in Fig. 1 . The last L code symbols (AA symbols) can be arbitrary assigned in at most J max ways, and for each assignment other ρ A variables are uniquely computed from the AA symbols. For the first assignment, we select the corresponding hard decision values. The complexity of computing the metric value is proportional to L = ν − ρ < r . Additionally, the syndrome has to be modified. The overall complexity of the first attempt is proportional to Lρ A and therefore we can expect that it will be approximated by a quadratic function of a code length.
Each of the next (J max − 1) attempts consists of inversion of a few bits in the AA positions. Thus, the complexity of the next attempts is much lower, and it is mainly determined by a modification of at most ρ A syndrome components and the corresponding bits in a parity-check part of the tentative solution. It follows that the complexity of Step 5 grows approximately linearly with the code length, which is confirmed by simulation results shown in Fig. 4 . Polynomial approximation of the average complexity of this step is κ CAND = 4.73 × 10 −6 n 2 + 6.74 × 10 −3 n − 0.0674. (31) Complexity of Steps 4 and 5 fully depends on the structure of the code parity-check matrix, and LDPC codes with sparse parity-check matrices are beneficial in this sense.
There are additional ways to decrease the average decoding complexity. Similarly to [9] and [16] , additional steps can be introduced into the decoding procedure in order to terminate decoding before the maximum number of masks or the maximum number of list candidates were examined. If at some intermediate step a codeword, which is very close to the received sequence, is found (the Euclidean distance is less than a predetermined threshold T stop ), then the decoding procedure is interrupted and the corresponding tentative solution is selected as the final decision. For a given SNRb we can adjust T stop in such a way that the average complexity is minimized without degradation of the FER performance.
B. Worst-Case Complexity
BMA is so far the most efficient known near-ML decoding algorithm which can be applied to any linear code. However, this technique is not applicable to the code lengths larger 200 bits. The BP-LED algorithm is efficient only for LDPC codes but it can also be efficiently applied to decoding of the moderate length codes (n ≈ 1000 bits). For this reason, we compare the BP-LED algorithm with OSD-based hybrid decoding algorithms as in [14] [15] [16] [17] .
We recall that the main idea of the algorithms in [14] [15] [16] [17] , in the case of the BP decoding failure, is to select the most reliable basis (MRB) of size equal to or slightly larger than the code dimension k, and then to perform an exhaustive search for error combinations of weight up to i located in these most reliable positions. The parameter i OSD is called the reprocessing order.
Let us revise formula (29) for the decoding complexity and write a similar relation for the computational complexity κ OSD (n, k, i OSD ) of hybrid decoding combining BP and OSD algorithms as, for example, in [16] 
where κ BP denotes the BP-decoding complexity, κ SYS (n, k) is the complexity of representing the code parity-check matrix in a systematic form with respect to the most reliable positions and κ OSD CAND is the complexity of generating and computing reliabilities for all candidate error patterns. Notice that the implementation of the BP decoding is the same for both approaches, and the complexity of the LED decoding is close to that of reducing the code parity-check matrix to a systematic form. Moreover, the total contribution of the first two terms both in (29) and in (32) is small compared to the third term which is proportional to the number of processed candidates.
The number of processed candidates for the BP-LED algorithm is equal to
where N is the number of LED decoding trials and J max is the size of a candidate list. The number of candidates for OSDbased algorithms can be estimated as
where the reprocessing order i OSD can be estimated by equating the FER performance of BP-LED and the OSD-based algorithm in [16] . Instead of simulating an OSD-based algorithm we estimate i OSD for given k, SNRb, and required FER. We simulate the corresponding AWGN channel and find the minimum i such that the probability of more than i hard decision errors occurring in k most reliable positions out of n is approximately equal to the required FER. Computational results are summarized in Table II. Notice that, for n = 128, the resulting parameter i OSD coincides with the parameter i OSD found by equating the simulated FER performance of BP-LED and BP-OSD algorithm in [16] . From the presented results we can conclude that the gap in complexity between the BP-LED and BP-OSD increases with the code length. 
VI. DISCUSSION AND SIMULATION RESULTS
In this section, we compare the simulated FER performance of BP decoding with that of the BP-LED algorithm. We also compare the simulation results with the tightened theoretical upper bounds for binary random linear codes and for the Gallager ensembles of binary regular LDPC codes and binary images of regular NB LDPC codes under ML decoding.
The experimental analysis of the efficiency of the BP-LED algorithm is performed for the following types of codes: 1) rather short codes of length n = 96 and 128, for which ML decoding can be simulated; 2) moderate-length codes with n = 576, for which neither IS-based techniques nor other ML-decoding techniques can be applied; 3) relatively long codes with n = 1152 in order to look for upper limits on the code length, for which the BP-LED algorithm can be efficient under reasonable complexity constraints. The parameters of the tested codes and the corresponding parameters of the BP-LED algorithm are collected in Table III. We use the following heuristic arguments for selecting sets of decoder parameters (α, β, N, J max ). For a particular code we first have chosen α in such a way that the average dimension ρ A of the list of solutions is around 30 -40 in cases when the BP decoder fails. Next, we adjust β to maximize the probability of "trapping" by erasures all hard decision errors in the received vector. Values of parameters N and J max are restricted by the decoding complexity. We observe that N should be above 2 log 2 J max .
In all simulations the BP-LED algorithm was used in cases when the BP decoder with 100 iterations fails to find a valid codeword. The same BP decoder with 100 iterations was used as a benchmark to judge about efficiency of the BP-LED algorithm. All simulations were run until at least 100 codeword errors occur.
A. Short Codes
Simulation results for the (96,48) code are presented in Fig. 5 . We compare these results with the theoretical bounds and with the ML decoding implemented by using the BEAST algorithm [29] . It follows from the comparison with random coding bounds that the BP-LED decoded (4,8)-regular code performance is only about 0.5 dB worse than that of the average general linear code at FER ≈ 10 −3 . We can also see that the BP-LED decoding performance for this code is even slightly better than the average ML decoding performance over the Gallager ensemble of (4,8)-regular LDPC codes. The same code, when used under the BP decoding, loses more than 1 dB compared to the achievable performance.
The FER performance of the BP-LED algorithm with N J max = 15 · 2 10 decoding attempts coincides with the ML decoding performance of the BEAST algorithm.
Comparison of the simulated ML decoding performance with the finite-length estimates on the ensemble average error probability computed by substituting the exact ensemble average spectra (subsection IV-B) into (37)- (38) shows that these estimates appear to be very informative for short codes. [38] , where the following notations are used: "Shannon bound" denotes the bound (35) , "Random code" denotes the bound (37) computed for ensemble of linear codes, "NB LDPC (2,4)-regular" denotes the bound (37) computed for the Gallager ensemble of binary images of the (2,4)-regular NB LDPC codes, "BP+MRB(4)" denotes simulation results from [16] of BP decoding followed by most reliable basis (MRB) decoding of order 4 [17] .
This supports the conjecture that when (for longer codes) the simulation results are worse than the theoretical estimates, the main reason is low decoding efficiency, and not the poor potential ML decoding performance of codes.
In order to simulate the BP-LED decoding for NB LDPC codes over the extensions of the binary field, we recompute probabilities of the bit values via probabilities of the symbol values of GF(q), q = 2 m , as follows:
where Pr(b i = λ) is the probability of the q-ary symbol b i to be equal λ, Pr(b i, j = l), l ∈ {0, 1}, j = 1, 2 . . . , m, is the probability that the j -th bit in the binary representation of b i is equal to l, and b i = (b i,1 , . . . , b i,m ) is the binary representation of b i . The simulation results for the LED-based decoding of the rate R = 1/2 nonbinary LDPC code of length n = 16 over G F(2 8 ) [38] are shown in Fig. 6 . These results are compared with the FER performance of the generalized BP decoding [40] Notice that potential performances of NB LDPC codes are very close to that of general linear codes. Losses from BP decoding are also much less than for binary code. It means that the BP decoding performance for NB LDPC codes is much closer to their ML decoding performance, and the expected gain is smaller. This is supported by the results in Fig. 6 .
We also observe that the performance of the BP-LED algorithm with N J max = 15 · 2 14 decoding attempts coincides with the corresponding random coding bound for the binary image of the (2,4)-regular LDPC codes over GF (2 8 ). The corresponding FER curve also coincides with the results in [16] for the same code used in conjunction with the BP-MRB decoding [17] . Moreover, the results in [9] obtained for the [128, 64, 22] BCH code under the BMA decoding are very close to the error probability bound for general random linear codes. Thus, the performance loss (due to reduction in complexity) is not large.
In case J max = 2 8 the coding gain of the BP-LED algorithm with respect to BP decoding is rather large and achieves about 0.5 dB for moderate SNRb values.
B. Moderate-Length LDPC Codes
In Fig. 7 , we analyze efficiency of the BP-LED algorithm applied to randomly selected regular LDPC codes from the Gallager ensemble. To avoid occasional selection of very bad codes, the best codes among 100 random codes (with respect to their BP decoding performance at SNRb = 2.5 dB) were chosen. Simulation results show that more sparse (3,6)-regular codes significantly outperform (4,8)-regular codes both in the case of BP decoding and when the BP-LED algorithm is used. At the same time, according to the random coding bounds, the expected ML decoding performance of the (4,8)regular codes is much better than the same performance of the (3,6)-regular codes. These observations suggest that the decoding complexity constraints do not allow for approaching the ML decoding performance for dense parity-check matrices.
In order to show that the chosen codes are on a par with the best LDPC codes used in communication standards, the code length n = 576 is selected to match the codes length used in the WiMAX standard [11] . All parity-check matrices of the simulated binary irregular LDPC codes were constructed by using the optimization technique in [28] . To facilitate the low complexity encoding, the degree matrices of all simulated codes of length n = 576 have the so-called bi-diagonal form. Specifically, we simulate rate R = 1/2, 1/3, and 2/3 binary irregular LDPC codes of length n = 576.
Simulations results for "practical" codes are demonstrated in Fig. 8 . Being applied to the standard WiMAX code, the BP-LED algorithm gains almost 0.5 dB. The optimized QC LDPC codes are even more efficient than the WiMAX code in combination with the BP-LED algorithm. At the same time additional gain due to the BP-LED algorithm for this code is limited by approximately 0.3 dB at high SNRb.
The same set of experiments has been performed for relatively high-rate codes of rate R = 2/3. Simulation results in Fig. 9 show that, for high rates, the gap between the bounds and simulation results is smaller than for R = 1/2. In particular, the BP-LED algorithm applied to the WiMAX code outperforms the random coding bound for the (3, 9) regular LDPC codes. Moreover, the gap between the finite length performance and the theoretical bounds is substantially reduced when using the BP-LED. For R = 2/3, the practical irregular codes are more efficient than the randomly selected regular codes.
Simulation results for rate R = 1/3 in Fig. 10 show that the performance of the (optimized) irregular LDPC codes is far from the theoretical bounds both with and without use of the BP-LED algorithm.
Based on the presented results, we conclude that the coding gain of the BP-LED algorithm is higher for the regular codes and codes in the WiMAX standard than for the optimized irregular LDPC codes. We also observe that for binary codes the coding gain grows with E b /N 0 . For higher rates, the FER performance of the LED-based algorithm is closer to the corresponding upper bound on the ML decoding performance than for lower rates.
C. Codes of Length Larger Than 1000 Bits
For short and medium length codes, we observe that the gain of the BP-LED algorithm grows with increase in SNRb. This phenomenon is even stronger for longer codes.
In Fig. 11 , simulation results are presented for codes of length 1152 from the following families: random codes from the Gallager ensemble, codes in the WiMAX standard, and optimized QC-LDPC codes. We note that for SNRb below 2 dB, the BP-LED algorithm performance is the same as that of the BP decoding. The reason is that the parameter α has to be reduced in order to decrease the expected list size. This leads to a large number of wrong hard decisions among the symbols in the non-erased positions. However, for larger values of SNRb, noticeable decrease in the FER of the BP-LED algorithm is obtained. It can be seen in Fig. 11 that the gap between the achieved performance and the average ML decoding performance for the (3,6)-regular LDPC codes is 0.5 dB, which is smaller than 1.0 dB for the codes of length n = 576, as it is shown in Fig. 8 . Therefore, the expected improvement of the BP decoding is less significant for codes of larger length.
We also observe that for longer codes the difference in performance gain of the three codes is smaller than that of the shorter codes.
In Table III , we show the estimated SNRb required for achieving FER≈ 10 −3 and FER≈ 10 −4 . We see that the largest gain from using the BP-LED algorithm is achieved for short codes. For rate R = 1/2 the BP-LED performance at n = 576 is close to the performance of the BCH (192,96)-code under the ML decoding.
VII. CONCLUSION
A new algorithm for near-ML decoding of LDPC codes over the AWGN channel is proposed and analyzed. The performance of the new algorithm is studied empirically for both regular and irregular binary QC-LDPC codes of several rates and for the binary image of a short nonbinary LDPC code over the extension of the binary Galois field, and it is compared to that of the BP decoding.
The FER performance of binary and nonbinary LDPC codes is compared to the improved union-type upper bound on the error probability based on precise coefficients of the average spectra for the Gallager ensembles of binary regular LDPC codes and binary images of nonbinary regular LDPC codes, respectively. The coding gain of the new decoding algorithm strongly depends on the communication scenario. Decoding performance close to the performance of the ML decoding is demonstrated for high-rate LDPC codes, as well as for shortlength LDPC codes.
APPENDIX
A. Lower Bound
Since 1959, the Shannon bound [39] is still the best known lower bound on the ML decoding error probability for codes used over the AWGN channel in a wide range of rates and lengths [32] . Computational aspects of this bound are studied in [41] (see also [32] for overview of the results in this area). In the sequel, we use approximation in [42] of the Shannon bound [39] which gives values indistinguishable from the values of the bound in [39] for the frame error rate (FER) performance below 0.1 over the AWGN channel.
Let n, R, and σ denote the code length, code rate and standard noise deviation for an AWGN channel, respectively. We use notations and formulas in [39] for the cone half-angle θ ∈ [0, π], which corresponds to the solid angle of an ndimensional circular cone, and for the solid angle of the whole space n (θ ) = 2π n−1 2 ( n−1 2 ) θ 0 (sin φ) n−2 dφ, n (π) = 2π n/2 (n/2) , respectively. For a given code of length n and cardinality 2 n R , the parameter θ 0 is selected as a solution of the equation
