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TWISTED HYPERKA¨HLER SYMMETRIES AND
HYPERHOLOMORPHIC LINE BUNDLES
RADU A. IONAS¸
Abstract. In this paper we propose and investigate in full generality new notions of
(continuous, non-isometric) symmetry on hyperka¨hler spaces. These can be grouped into
two categories, corresponding to the two basic types of continuous hyperka¨hler isometries
which they deform: tri-Hamiltonian isometries, on one hand, and rotational isometries,
on the other. The first category of deformations gives rise to Killing spinors and generate
what are known as hidden hyperka¨hler symmetries. The second category gives rise to
hyperholomorphic line bundles over the hyperka¨hler manifolds on which they are defined
and, by way of the Atiyah-Ward correspondence, to holomorphic line bundles over their
twistor spaces endowed with meromorphic connections, generalizing similar structures
found in the purely rotational case by Haydys and Hitchin. Examples of hyperka¨hler
metrics with this type of symmetry include the c-map metrics on cotangent bundles of
affine special Ka¨hler manifolds with generic prepotential function, and the hyperka¨hler
constructions on the total spaces of certain integrable systems proposed by Gaiotto, Moore
and Neitzke in connection with the wall-crossing formulas of Kontsevich and Soibelman,
to which our investigations add a new layer of geometric understanding.
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0. Introduction
Killing vector fields on hyperka¨hler manifolds come in two flavors:
1. tri-Hamiltonian Killing vector fields, whose Lie actions separately preserve each
one of the three elements of a standard global frame of the bundle of hyperka¨hler
symplectic forms, that is,
LXω1 = 0 LXω2 = 0 LXω3 = 0;(1)
2. rotational Killing vector fields, which preserve only one hyperka¨hler symplectic
form while rotating the transversal ones. For example
LXω1 = ω2 LXω2 = −ω1 LXω3 = 0.(2)
Other non-discrete notions of symmetries on hyperka¨hler spaces besides the ones gener-
ated by Killing vector fields also exist in the literature. A generalization of the concept of
continuous tri-Hamiltonian symmetry under the name of hidden symmetries was proposed
by Dunajski and Mason, with tri-Hamiltonian Killing vector fields replaced by Killing
spinors [8, 9]. A twistor space version of Dunajski and Mason’s construction has been ex-
plored independently in the physical language of projective superspace by Lindstro¨m and
Rocˇek [29,30]. Closely related to this is also Bielawski’s notion of twistor group action [6].
On the other hand, in the rotational Killing case, Haydys [18] has shown that the presence
of such a symmetry implies automatically the existence of a hyperholomorphic line bundle
over the hyperka¨hler manifold endowed with a hyperhermitian connection, that is, a con-
nection whose curvature 2-form is of (1, 1) type with respect to all hyperka¨hler complex
structures of the manifold simultaneously (here we will refer to a 2-form with this property
as being of hyper (1, 1) type; in four dimensions, this is equivalent to requiring that the
form is self-dual). On the twistor space—Hitchin then shows in [21]—by the hyperka¨hler
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version of the Atiyah-Ward correspondence, one has a corresponding holomorphic line bun-
dle, trivial on twistor lines, equipped with a meromorphic connection with simple poles on
the twistor fibers over the antipodal pair of points of the twistor sphere corresponding to
the two complex structures preserved by the action (in the example above, I3 and −I3) and
globally-defined residues uniquely determined by the action. Hyperholomorphic line bun-
dles with similar characteristics have also been encountered by Neitzke in [33] in relation
to a highly non-trivial deformation of the so-called semi-flat metric proposed previously
by Gaiotto, Moore and Neitzke in [11], although, puzzlingly, in a context lacking any ro-
tational symmetries (the initial semi-flat metric, however, does have one such symmetry).
Other examples exhibiting this feature were later studied by Korman [27].
In this paper we develop a geometric framework in which these seemingly very different
extensions of the two fundamental notions of continuous Killing symmetry can be under-
stood in a unified manner as manifestations of the presence of what we will call twisted hy-
perka¨hler symmetries. To define these, it helps if we reformulate first the above action con-
ditions in twistor space language. Consider an open covering of the sphere of hyperka¨hler
complex structures— i.e. of S2 = {x1I1 + x2I2 + x3I3 |x1, x2, x3 ∈ R, x
2
1 + x
2
2 + x
2
3 = 1}—
with two open sets obtained by removing the points on the sphere corresponding to
−I3 and I3, respectively. In what follows we will refer to the elements of this cover as
the polar regions (northern and southern), and to their intersection as the tropical region
of the twistor sphere. Regarding the sphere as a complex projective line, let also ζ be a
complex affine parameter for the northern chart of the holomorphic coordinate atlas asso-
ciated to this covering, chosen such that the two removed points are labeled by ζ = 0 and
ζ =∞, respectively. On the twistor space, one has a globally-defined holomorphic 2-form
supported on the twistor fibers and twisted by the O(2) bundle over the twistor projective
line, whose tropical component takes in a standard local trivialization the form
(3) ω(ζ) =
ω+
ζ
+ ω0 + ζω−
where, by definition, ω± = ±
1
2 (ω1 ± iω2) and ω0 = ω3. The two Killing conditions can then
be equivalently expressed in a condensed form as follows:
1. in the tri-Hamiltonian case:
(4) LXω(ζ) = 0;
2. in the rotational case:
(5)
(
− iζ
∂
∂ζ
+ LX
)
ω(ζ) = 0.
The Lie derivatives are assumed to be taken fiberwise. Furthermore, one can show that
both actions extend naturally to holomorphic actions on the twistor space.
The twisted versions of these actions will be defined for any finite integer j > 1 by the
conditions which result from replacing in these formulas the generating vector field X with
an O(2j − 2)-twisted vector field
(6) X(ζ) =
j−1∑
n=1−j
Xnζ
−n
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while still preserving the fiberwise assumption about the action of the Lie derivatives. In
other words, we allow the vector field action to depend on the twistor fibers in a holomorphic
way controlled by a complex line bundle of finite positive even degree over the twistor CP1.
We will call these twisted actions trans-tri-Hamiltonian and trans-rotational, respectively.
At first sight such generalizations look problematic. For one thing, even though the
resulting actions admit natural lifts to the twistor space, these are not holomorphic any
more. Worse, one can show that the generators of such an action, should they exist, are
not uniquely defined. However, a closer analysis reveals that while there are no obviously
preserved quantities— like a metric, a complex structure, and so on— in the usual sense one
associates to a symmetry, these conditions give nevertheless rise to interesting holomorphic
objects on the twistor space.
Thus, in the trans-tri-Hamiltonian case, assuming that the hyperka¨hler manifold has
vanishing first cohomology group, one obtains a globally-defined holomorphic section of
the (pullback) O(2j) bundle over the twistor space, encoding the components of a symmet-
ric Killing spinor. Extrapolating this picture to j = 1, we retrieve the tri-Hamiltonian case
proper, with the spinor morphing into an R3-vector-valued function, the image of the hy-
perka¨hler moment map of the untwisted action. On the other hand, in the trans-rotational
case what we get is a holomorphic line bundle over the twistor space, trivial on twistor
lines, equipped with a meromorphic connection with poles of order j on the twistor fibers
over ζ = 0 and ∞ and globally-defined residues of orders 1 through j uniquely determined
by the action. On the hyperka¨hler manifold itself we have a corresponding hyperholo-
morphic line bundle endowed with a hyperhermitian connection. Its curvature 2-form is
part of a triplet of hyper (1, 1) forms naturally induced on the manifold by the twisted
action, with the other two elements of the triplet having vanishing cohomology classes.
(One should note that the existence of these line bundles is in fact also predicated on the
cohomologically non-trivial hyper (1, 1) form satisfying an integrality condition; otherwise,
for instance, instead of the holomorphic line bundle over the twistor space we get a holo-
morphic Lie algebroid extension.) Clearly, these structures are generalizations of the ones
found by Hitchin and Haydys in the case of a purely rotational S1-action, to which they
reduce when we specialize to j = 1.
The main body of the paper is organized into seven sections. In section 1 we develop
a new, twistor-optimal algebraic approach to describing the family of Cauchy-Riemann
problems associated to the sphere of complex structures of a hyperka¨hler manifold. Given
a standard two-set complex coordinate chart on the sphere, viewed as CP1, we notice
that generic complex subspace projectors admit three different factorizations—depending
on whether the corresponding hyperka¨hler complex structure belongs to the northern,
southern, or tropical region of the sphere—with two algebraic factors, one depending
holomorphically and the other depending anti-holomorphically on the local complex affine
coordinate. This prompts us to associate to each of the two polar regions a family of
idempotent, and to the tropical region one of nilpotent endomorphisms of the tangent
bundle of the hyperka¨hler manifold holomorphically parametrized by the local complex
affine coordinate, with the polar endomorphisms interchanged by antipodal conjugation and
the tropical one left invariant. In terms of these holomorphically-parametrized families of
endomorphisms, the hyperka¨hler Cauchy-Riemann equations admit a natural formulation,
specified in Proposition 1.
In the first part of section 2 we review basic facts about twistor spaces of hyperka¨hler
manifolds through the lens of the formalism developed in the previous section. This is
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intended mostly as a practice exercise and can be safely skipped by readers familiar with the
subject. The formulation of the Cauchy-Riemann equations on the twistor space given in
Proposition 3 underscores why this formalism is optimally suited for the twistor approach.
The remaining part of the section is dedicated to proving an important technical result,
namely Lemma 4, which will play a crucial role in the proof of Lemma 32 from section 5
concerning the meromorphicity of the connection associated to a trans-rotational action.
In section 3 we study the general properties of closed hyper (1, 1) forms on hyperka¨hler
manifolds and of their Ka¨hler potentials. By the local ∂∂¯ -lemma, closed hyper (1, 1) forms
can be locally derived from a potential in each hyperka¨hler complex structure. We call such
potentials hyperpotentials with respect to the corresponding complex structure. This notion
plays a prominent role in our investigations. A set of five criterions for a local function to
be a hyperpotential is collected in Proposition 9. A remarkable feature of hyperpotentials
is that they always come in infinite families. A recursive argument based on the ∂¯ -Poincare´
lemma shows that any given hyperpotential generates automatically, although not uniquely,
a chain of hyperpotentials —that is, an infinite sequence of hyperpotentials with respect to
the same hyperka¨hler complex structure, related by certain first-order recursion relations
(§ 3.3). As a consequence, one has an analogue of the local ∂∂¯ -lemma for closed hyper
(1, 1) forms locally associating to any such form and to any hyperka¨hler complex structure
a corresponding chain of hyperpotentials (Lemma 15). Given a closed hyper (1, 1) form,
and fixing a complex structure which we label conventionally by ζ = 0, then the chain of
hyperpotentials with respect to this complex structure can be used to construct hyperpo-
tentials with respect to other complex structures labeled by some small enough ζ in the
form of an infinite series with one part holomorphic and another one anti-holomorphic in ζ;
conversely, any hyperpotential for the closed hyper (1, 1) form with respect to a complex
structure sufficiently close to the one labeled by ζ = 0 admits a decomposition of this type
(Proposition 18). Chains of hyperpotentials are also intimately related to holomorphic
functions on the twistor space. The Laurent coefficients of the ζ-expansion of a twistor
space holomorphic function always form a chain of hyperpotentials with respect to the
complex structure labeled by ζ = 0; conversely, given a chain of hyperpotentials with re-
spect to the complex structure labeled by ζ = 0, a ζ-series with these coefficients defines a
holomorphic function on the twistor space domain on which it converges, if such a domain
exists (Proposition 13).
In section 4 we show how the presence of a symmetric Killing spinor on a simply-
connected hyperka¨hler manifold implies the existence of a trans-tri-Hamiltonian action.
In a departure from the register of our previous discussions we frame the first part of
our considerations in the language of Salamon’s E ⊗H formalism, which we review in
§ 4.2. The first thing to observe is that any valence (0, 2j) Killing tensor, which is how
a symmetric Killing spinor is termed in this approach, automatically gives rise to a va-
lence (1, 2j − 1) Killing tensor (Proposition 19). These two tensors satisfy two important
properties, which we formulate in Lemma 20 and Lemma 22. To make the junction with
the concepts developed in the previous section we choose a certain frame in which the
valence (0, 2j) Killing tensor can be equivalently viewed as a 2j + 1-component function,
and the valence (1, 2j − 1) one as a 2j − 1-component vector field. The two properties
can then be interpreted to mean that the components of the function form what we call
a bounded chain of hyperpotentials (Proposition 21), and that they furthermore play the
role of generalized moment map functions to the O(2j − 2)-twisted trans-tri-Hamiltonian
action generated by the multi-component vector field. The corresponding twistor space
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picture is given in Theorem 24. Independently from this, we also show that the vector
fields defining a trans-tri-Hamiltonian action are not unique— rather, they form an equiv-
alence class, with a canonical representative (Lemma 23). The results of this section are
not needed to understand the remainder of the paper; readers interested in other aspects
may skip it without losing the thread of the arguments.
In section 5 we define and study twisted hyperka¨hler actions of trans-rotational type.
The first notion we define in this pursuit is, however, that of a quasi-rotational vector
field, formalizing a certain deformation of the usual definition of a rotational vector field.
Quasi-rotational vector fields have the remarkable property that they naturally give rise on
the hyperka¨hler manifold to three closed hyper (1, 1) forms (Proposition 25). Similarly to
trans-tri-Hamiltonian actions, the generators of trans-rotational actions are not uniquely
defined, but rather form an equivalence class with a canonical representative (Lemma 26).
The middle generator in the canonical presentation, in particular, is a quasi-rotational
vector field (Proposition 27). Thus, trans-rotational actions always give rise to three closed
hyper (1, 1) forms, two of which can be shown now to have trivial cohomology classes.
Incidentally, one should note that, unlike trans-tri-Hamiltonian actions but similarly to
purely rotational ones, trans-rotational actions single out a privileged (conjugated) pair of
hyperka¨hler complex structures, which in this paper we conventionally label with ζ = 0 and
ζ =∞. In particular, this gives us a natural geography for the twistor sphere, with notions
such as the poles and the equator clearly defined. The existence of the closed hyper (1, 1)
forms associated to a trans-rotational action allows us to use in its study the hyperpotential
machinery developed in section 3. The picture which emerges from our subsequent analysis
is a vigorous generalization of the properties and structures one encounters in the purely
rotational case. For example, in this latter case it is known from [22] that the moment
map for the action with respect to a polar hyperka¨hler Ka¨hler form (i.e. one of the two
preserved by the action) is essentially a Ka¨hler potential for all equatorial hyperka¨hler
Ka¨hler forms. For a trans-rotational action, we show, equatorial Ka¨hler potentials take
more generally the form of a Fourier superposition of generalized moment map components
with longitude angle-dependent harmonic phase factors (Corollary 31). Moreover, as we
have already revealed earlier, just like in the purely rotational case, in the trans-rotational
ones we continue to have a hyperholomorphic line bundle over the hyperka¨hler manifold,
with a hyperhermitian connection with curvature given by the cohomologically non-trivial
hyper (1, 1) form. On the twistor space there is a corresponding holomorphic line bundle
endowed with a meromorphic connection with poles on the twistor fibers over ζ = 0 and
∞—of order j, however, rather than the simple poles one has in the purely rotational case
(Lemma 32, Theorem 33). Of particular practical importance, we should also note, are the
equation (206), detailing the pole structure of the connection at ζ = 0, and the equation
(225), giving us a manifestly meromorphic formula for the connection in certain special
twistor coordinates.
In section 6 we return to these coordinates to examine them in closer detail. By fixing
a hyperka¨hler complex structure I0 labeled by ζ = 0, choosing a set of local Darboux coor-
dinates for the canonical 2-form on the twistor space around the fiber over ζ = 0, and then
looking at these coordinate’s Taylor expansions in ζ, one can naturally define two systems
of local coordinates on any hyperka¨hler manifold: one holomorphic with respect to I0,
and one which we shall call a system of special coordinates anchored at I0. Depending on
whether a certain Taylor expansion coefficient is real or not, we differentiate between two
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types of special coordinates, one of which signals the presence of tri-Hamiltonian symme-
tries. A function L can be also defined, which plays in special coordinates the role of local
potential rather similarly to the way a Ka¨hler potential does in holomorphic coordinates.
In fact, the two potentials are related by a flipped-sign Legendre transform. Local expres-
sions for the hyperka¨hler metric and 2-forms can be given in terms of the second derivatives
of L (equations (265) and (269)), which must satisfy a set of differential constraints. This
generalizes in some sense the Gibbons-Hawking picture, although mostly formally, since
in the Gibbons-Hawking case the differential constraints are, rather very specially, linear.
However, our interest in these coordinates stems primarily from the fact that the Cauchy-
Riemann equations for chains of hyperpotentials with respect to the complex structure I0
may be expressed in terms of them as a generalized moment map-like condition for a certain
symplectic gradient-like vector field acting on only half the coordinates (Proposition 37,
with Xf defined for any function f by either the formula (238) or the formula (252), de-
pending on the type of special coordinates one uses). By exploiting this property we then
show that for any twisted action of either trans-tri-Hamiltonian or trans-rotational type,
the equivalence class of the generating vector fields admits a representative whose elements
are gradients of the generalized moment maps associated to the action (Theorem 38 and
Theorem 39, respectively).
In section 7 we deploy the theoretical approach that we have developed in the pre-
vious sections to examine in detail several examples of non-compact hyperka¨hler metrics
with rotational and trans-rotational symmetry, and work out explicitly, in particular, the
associated twistor meromorphic connections in the form of some clutching constructions
over twistor lines. The simplest examples of hyperka¨hler metrics with non-trivial trans-
rotational symmetries are given by the so-called affine c-map, or semi-flat, metrics, which
are determined by a certain holomorphic function called prepotential. Higher on the com-
plexity scale, we show that the class of hyperka¨hler constructions proposed by Gaiotto,
Moore, and Neitzke in [11] in relation to BPS wall-crossing phenomena in certain su-
persymmetric quantum field theories possess as well a trans-rotational symmetry with
j = 2. These constructions can be understood as quantum instanton corrections to a cer-
tain special semi-flat metric with a Seiberg-Witten-type prepotential. This metric’s two
tri-Hamiltonian Killing symmetries are essentially obliterated by the instanton corrections
(with one partial exception, see the case of the Ooguri-Vafa metric in subsection 7.4),
while its rotational Killing symmetry only gets deformed by them into a non-Killing one
of trans-rotational type. By virtue of our earlier general considerations, the existence of
this twisted symmetry immediately casts a new geometric light on—as well as allows for
a fresh principial derivation of—a series of results obtained by Neitzke and Alexandrov,
Moore, Neitzke, and Pioline in [33] and [1], respectively.
1. Hyperka¨hler spaces
1.1. Generalities.
A hyperka¨hler manifold M is a smooth 4m real-dimensional manifold endowed with a
triplet of symplectic 2-forms ω1, ω2, ω3 which reduce the structure group of the tangent
bundle from GL(4m,R) to Sp(m) (or some non-compact form thereof— the considerations
of this paper apply in equal measure to the pseudo-hyperka¨hler case) [20]. Regarding
ω1, ω2, ω3 as sections of Λ
2T ∗M ⊂ Hom(TM,T ∗M) we can define
(7) I1 = ω
−1
3 ω2, I2 = ω
−1
1 ω3, I3 = ω
−1
2 ω1 ∈ End(TM)
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and the structure group condition can be reformulated as the requirement that these satisfy
the algebra of imaginary quaternions with respect to the composition law on End(TM),
that is I21 = I
2
2 = I
2
3 = I1I2I3 = −1, with 1 denoting the identity endomorphism. Complex
structures are endomorphisms of the tangent bundle TM and, by duality, for each complex
structure we get a corresponding endomorphism on the cotangent bundle T ∗M which we
continue to denote with the same symbol. To differentiate between its dual roles, in these
notes we use the convention that complex structures act on vector fields from the left and
on 1-forms from the right.
Any manifold with this structure is automatically Riemannian (or perhaps pseudo-Rie-
mannian), a hyper-Hermitian metric being induced by
(8) g(X,Y ) = −ω1(X, I1Y ) = −ω2(X, I2Y ) = −ω3(X, I3Y )
for any vector fields X,Y ∈ TM . This is known as the hyperka¨hler metric. Note that with
this sign choice we have ωi(X,Y ) = g(X, IiY ) for all i = 1, 2, 3.
Each of the three endomorphisms I1, I2, I3 is covariantly constant with respect to the
Levi-Civita connection corresponding to the metric g and hence integrable in the sense of
complex structures. In fact, one can associate to any point u = (x1, x2, x3) on the unit
2-sphere in R3 an integrable complex structure I(u) = x1I1 + x2I2 + x3I3 covariantly con-
stant with respect to the Levi-Civita connection and satisfying I(u)2 = −1. Hyperka¨hler
manifolds possess thus naturally a whole S2 family of integrable complex structures com-
patible with the hyperka¨hler metric.
For later reference let us also record here the fact that for any vector field X ∈ TM the
following Lie derivative formula holds:
(9) LIiXωj = − εijkLXωk + δijd(ιXg).
The indices i, j, k run over the values 1, 2, 3, εijk is the antisymmetric Levi-Civita symbol,
and ιX denotes the insertion operator.
1.2. Holomorphic factorizations of complex subspace projectors.
There are two basic ways to look at the sphere of complex structures, each emphasizing
one of the sides of the isomorphism S2 ∼= CP1, both reflected in a choice of coordinates: ex-
trinsic global Euclidean R3-coordinates on one hand, intrinsic local complex coordinates on
the other. One way preserves the spherical symmetry but obscures the complex structure,
the other breaks the spherical symmetry but renders the complex projective structure of
the 2-sphere manifest. For the twistor-theoretic approach, where complex structures play
a central role, the second description is the natural choice.
Consider an open covering of S2 with two patches N and S obtained by removing the
points uS = (0, 0,−1) and uN = (0, 0, 1), respectively. On the components of this covering
we define complex coordinate charts by means of the stereographic projection
(10) S2 −→ CP1, u = (x1, x2, x3) 7→


ζ = −
x1 + ix2
1 + x3
on N
ζ˜ = −
x1 − ix2
1− x3
on S.
On the intersection N ∩ S the two complex coordinates are related by the biholomorphic
transition relation ζ˜ = 1/ζ. This exhibits CP1 as a complex manifold obtained by patching
together two copies of C. The antipodal map u 7→ −u on S2 interchanges N and S and
induces a fixed point-free anti-holomorphic involution ζ 7→ ζc := −1/ζ¯ on CP1.
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Corresponding to this choice of complex atlas for the twistor 2-sphere we pick for
the complexified bundle of hyperka¨hler complex structures a mirror frame with gener-
ators I+ =
1
2 (I1 + iI2), I0 = I3, I− = −
1
2(I1 − iI2), whose elements satisfy the property
I¯m = (−)
mI−m, which we will call an alternating reality condition. To each of the two open
charts we then associate a holomorphically-parametrized family of elements of EndC(TM)
(11)
PN (ζ) = P
0,1
I0
+ iζI− for ζ ∈ N
PS(ζ˜) = P
1,0
I0
− iζ˜I+ for ζ˜ ∈ S.
where P 1,0I0 =
1
2(1− iI0) and P
0,1
I0
= 12(1 + iI0) are the complex subspace projectors for the
complex structure I0. These are related by antipodal conjugation, which in these notes we
define as the operation induced by antipodal mapping composed with complex conjugation.
That is to say, we have PN (ζc) = PS(ζ˜). The quaternionic properties of the complex
structures imply that on their respective domains of definition they are idempotent
(12) PN (ζ)
2 = PN (ζ) PS(ζ˜)
2 = PS(ζ˜)
(and therefore so are their complements 1−PN (ζ) and 1−PS(ζ˜)) and, in addition, on the
intersection N ∩ S they satisfy the compatibility relations
(13) [1− PS(ζ˜)]PN (ζ) = 0 [1− PN (ζ)]PS(ζ˜) = 0.
Note that the equations on each line are interchanged by antipodal conjugation, so it suffices
to verify only one in each case.
Furthermore, for every point u ∈ S2 let
(14) P 1,0I(u) =
1
2
[1− iI(u)] and P 0,1I(u) =
1
2
[1 + iI(u)]
be the (1, 0) respectively (0, 1) complex subspace projectors corresponding to the hy-
perka¨hler complex structure I(u). With respect to their eigenvalues the complexified tan-
gent and cotangent bundles admit the direct sum decompositions TCM = T
1,0
I(u)M ⊕ T
0,1
I(u)M
and, dually, T ∗
C
M = T ∗1,0I(u) M ⊕ T
∗0,1
I(u) M .
The remarkable feature which arises and which sits at the core of the twistor space
approach to hyperka¨hler geometry is that the choice of complex atlas for CP1 trans-
lates into certain algebraic decomposition properties of these projectors in terms of the
holomorphically-parametrized ones. More precisely, we have
1. linear decompositions
(15) P 0,1I(u) = ρNPN (ζ) + ρSPS(ζ˜) = ρN [1− PN (ζ)] + ρS [1− PS(ζ˜)]
2. holomorphic factorizations
(16) P 0,1I(u) =
{
ρNPN (ζ)[1− PN (ζ)] for u ∈ N
ρS PS(ζ˜)[1 − PS(ζ˜)] for u ∈ S
where, by definition, ρN = (1 + |ζ|
2)−1 = 12(1 + x3) and ρS = (1 + |ζ˜|
2)−1 = 12(1− x3). The
linear decomposition formulas follow directly from the definitions. The holomorphic fac-
torization formulas, on the other hand, encode in addition quaternionic algebra properties
of the hyperka¨hler complex structures.
10 RADU A. IONAS¸
Let us consider now the projector PN (ζ) more closely. Observe that its list of algebraic
properties includes the following items:
(17)
P 1,0I(u)PN (ζ) = 0 [1− PN (ζ)]P
0,1
I(u) = 0
PN (ζ)P
1,0
I0
= 0 P 0,1I0 [1− PN (ζ)] = 0.
The ones in the first line are direct corollaries of the first factorization formula (and its
complex conjugation), and the remaining ones follow easily from the definitions. Based
on these properties and again, crucially, on the first factorization formula we can then see
that the actions of PN (ζ) and its complementary projector 1− PN (ζ) on the complexi-
fied tangent and cotangent bundles are described by the following two split short exact
sequences
0 T 1,0I0 M TCM T
0,1
I(u)M 0
0 T ∗0,1I0 M T
∗
C
M T ∗1,0I(u) M 0
1−PN (ζ)
PN (ζ)
PN (ζ)
1−PN (ζ)
where, in accordance with our previously stated convention, the two linear operators are
viewed alternatively as elements of End(TCM) and of End(T
∗
C
M), respectively.
At the antipodes we have for PS(ζ˜) and its complementary projector 1− PS(ζ˜) the
analogous pair of split short exact sequences
0 T 0,1I0 M TCM T
0,1
I(u)M 0
0 T ∗1,0I0 M T
∗
C
M T ∗1,0I(u) M 0.
1−PS(ζ˜)
PS(ζ˜)
PS(ζ˜)
1−PS(ζ˜)
In addition to the projectors PN (ζ) and PS(ζ˜) defined on N and S we introduce also a
transition element on the intersection N ∩ S by
I(ζ) = i[PS(ζ˜)− PN (ζ)](18)
=
I+
ζ
+ I0 + ζI−.
By resorting for instance to the algebraic identities (12) and (13) we promptly see that the
new operator is nilpotent, that is,
(19) I(ζ)2 = 0
for any ζ ∈ C×. Remarkably, we can also claim for it a corresponding holomorphic factor-
ization formula, namely,
(20) P 0,1I(u) = − ρI(ζ)I(ζ) for u ∈ N ∩ S
with ρ = ρNρS = (1 + |ζ|
2)−1(1 + |ζ˜|2)−1 = 14(1 − x
2
3). The dual actions of I(ζ) on the
complexified tangent and cotangent bundles are described by the two short exact sequences
0 T 0,1I(u)M TCM T
0,1
I(u)M 0
0 T ∗1,0I(u) M T
∗
C
M T ∗1,0I(u) M 0.
I(ζ)
I(ζ)
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Finally, let us record also the following useful derivation formula:
(21) ∂CP1P
0,1
I(u) = −i I(ζ) ρ
dζ
ζ
.
Observe in particular that ρ dζζ is the (1, 0) part of the real-valued 1-form −
1
2 dx3 on the
twistor S2, with x3 being the height function. The formula can be easily continued ana-
lytically to include the “north” and “south” poles of S2.
1.3. The Cauchy-Riemann equations for a generic complex structure.
To understand the significance of these factorizations consider now for a moment the
Dolbeault operator onM with respect to a generic complex structure I(u). Given a function
f ∈ A 0(M,C), we have by definition ∂¯I(u)f = dfP
0,1
I(u). The function f is holomorphic with
respect to I(u) on a domain on M if and only if ∂¯I(u)f = 0 on that domain.
Proposition 1 (The Cauchy-Riemann equations on M for the complex structure I(u)).
Let M be a hyperka¨hler manifold. A function f ∈ A 0(M,C) is holomorphic on a domain
on M with respect to a complex structure I(u) with
u ∈ N ⇔ dfPN (ζ) = 0
u ∈ S ⇔ dfPS(ζ˜) = 0
u ∈ N ∩ S ⇔ dfI(ζ) = 0
on that domain.
Proof. To prove the direct implication of the first statement consider a point u ∈ N and sup-
pose ∂¯I(u)f = 0. By the first factorization formula (16) we have dfPN (ζ) ∈ ker[1− PN (ζ)]
∼= T
∗1,0
I0
. On the other hand, by the properties of PN (ζ) it is clear that dfPN (ζ) ∈ im[PN (ζ)]
∼= T
∗0,1
I0
. The only way in which these two conditions can be simultaneously satisfied is if
dfPN (ζ) = 0. The converse implication is an immediate consequence of the same factor-
ization formula (16). The second statement follows from a similar argument.
Suppose now u ∈ N ∩ S. If ∂¯I(u)f = 0 then by the first two parts we must have both
dfPN (ζ) = 0 and dfPS(ζ˜) = 0, and so dfI(ζ) = 0. Conversely, if this holds, then by the
factorization formula (20) ∂¯I(u)f = 0 must hold as well. 
1.4. Hyperka¨hler integrability.
In a few situations that we will encounter we will find it convenient to work in a local co-
ordinate frame on M holomorphic with respect to I0. The choice of I0 as manifest complex
structure must be understood in close connection with our choice of complex coordinate
atlas on CP1, and should be seen primarily as a practical device and not necessarily as an in-
dication of privileged status among other hyperka¨hler complex structures (although, as we
shall see, in some instances this can well be the case). Our choice of complex atlas for CP1 fa-
vors in (the complexification of) the quaternionic subbundle Span(1, I1, I2, I3) ⊂ End(TM)
not just a complex structure, but in fact an entire basis, namely the one generated by
P 1,0I0 , P
0,1
I0
, I+, I−. From the quaternionic algebra we have P
1,0
I0
I+ = I+P
0,1
I0
= 0, so in such
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a coordinate frame the elements of this basis take the form
(22)
P 1,0I0 =
∂
∂xµ
⊗ dxµ I+ = (I+)
µ¯
ν
∂
∂xµ¯
⊗ dxν
P 0,1I0 =
∂
∂xµ¯
⊗ dxµ¯ I− = (I−)
µ
ν¯
∂
∂xµ
⊗ dxν¯ .
From the identity I−I+ = P
1,0
I0
we get, moreover, the algebraic constraint
(23) (I−)
µ
ρ¯(I+)
ρ¯
ν = δ
µ
ν .
The covariant constancy property of hyperka¨hler complex structures imposes additional
differential constraints which we can write as follows:
(24)
∂µ(I+)
κ¯
ν = ∂ν(I+)
κ¯
µ
(I+)
η¯
µ∂η¯(I+)
κ¯
ν = (I+)
η¯
ν ∂η¯(I+)
κ¯
µ.
Indeed, notice that if we replace by hand in these formulas the derivatives with Levi-Civita
covariant derivatives ∇ corresponding to the hyperka¨hler metric we obtain in view of the
fact that ∇I+ = 0 identically true equations. The Christoffel symbols can then be dropped
out from these equations due to their Hermiticity and index symmetry properties, which
leaves us with the expressions above.
Given two conjugated holomorphic respectively antiholomorphic coordinate coframes on
T ∗1,0I0 M and T
∗0,1
I0
M , then for any u ∈ S2 each of their elements can be decomposed uniquely
into (1, 0) and (0, 1) components with respect to the complex structure I(u):
(25) dxµ = θµ + θµ and dxµ¯ = θµ¯ + θµ¯.
The resulting forms can be interpreted as soldering forms providing isomorphisms between
the tangent subspaces holomorphic or anti-holomorphic with respect to I(u) on one hand,
and with respect to I0 on the other.
To see this, consider for example θµ. From the complex conjugate of the second decom-
position formula (15) we have explicitly
(26) θµ = ρN [dx
µ − iζ (I−)
µ
ν¯dx
ν¯ ].
By the covariant constancy of the hyperka¨hler complex structures it follows then that this
satisfies the Cartan-Maurer equation
(27) dθµ + Γµν∧ θ
ν = 0
where Γµν = Γ
µ
νρdx
ρ is the (1, 0) part of the complexified Levi-Civita connection (sinceM
endowed with I0 is Ka¨hler, all Christoffel symbols of mixed type vanish). Thus, θ
µ defines
an isomorphism
T 1,0I(u)M |x T
1,0
I0
M |x
X ιXθ
µ ∂
∂xµ
.
∼
Similar arguments hold in turn for θµ, θµ¯ and θµ¯.
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2. Twistor spaces
2.1. Generalities.
The origins of the twistor space theory of hyperka¨hler manifolds go back to the work of
Penrose, who famously showed that the geometry of anti-self-dual four-manifolds can be
naturally encoded into the complex geometry of a twistor space of one complex dimension
higher [37]. Penrose’s construction was subsequently extended by Salamon [37, 40] and
independently by Be´rard-Bergery (see Theorem 14.9 in [5]) to higher-dimensional analogues
of anti-self-dual four-manifolds, which turned out to be manifolds with a quaternionic
structure. Hyperka¨hler manifolds form a subclass of these. The corresponding twistor
construction was investigated per se by Hitchin, Karlhede, Lindstro¨m and Rocˇek in [22].
Let M continue to denote a hyperka¨hler manifold. The central idea of the twistor
approach is to “unfurl” the S2 family of complex structures of M and incorporate them
into a single holomorphic structure on a larger manifold, the twistor space Z. From a
purely differential geometric point of view, Z = M × S2. An almost complex structure
on Z is defined by combining diagonally on the tangent space TM |x ⊕ TS
2|u at any point
(x,u) ∈ Z the action of the hyperka¨hler complex structure I(u) with that of the natural
complex structure on S2 ∼= CP1, ICP1 . This almost complex structure can be shown to be
integrable, and so Z is a complex manifold. The endomorphism (x,u) 7→ (x,−u) induced
by antipodal conjugation on S2 defines moreover on Z an anti-holomorphic involution
or, equivalently, a real structure as it simultaneously inverts the signs of both I(u) and
ICP1 —and consequently that of the complex structure of Z.
Let π : Z → CP1 and p : Z → M be the natural projections. The projection onto the
CP
1 factor defines a holomorphic fibration whose fibers π−1(u) for any u ∈ S2 ∼= CP1 are
biholomorphic to copies of M endowed with the complex structure I(u). In addition, each
fiber carries a complex symplectic structure compatible with its complex structure. To
see how that occurs consider first the fibers above the hyperka¨hler complex structures I0
and −I0 (recall that I0 is the same as I3). If we define the complex-linear combinations
ω+ =
1
2(ω1 + iω2), ω0 = ω3, ω− = −
1
2(ω1 − iω2) then a set of complex symplectic structures
corresponding to these fibers is given by the transversal forms ω+ and ω−, respectively.
The proof amounts in essence to showing that ω+ is a closed holomorphic type (2, 0)
form with respect to I0. Closure is evident. Then based on the quaternionic algebra we
have ω+(X,P
0,1
I0
Y ) = g(X, I+P
0,1
I0
Y ) = 0 for any vector fields X,Y ∈ TM . Together with
antisymmetry and closure this yields the remainder of the statement. The statement for
the fiber over −I0 follows by complex conjugation. Finally, for the remaining fibers above
complex structures I(u) 6= I0,−I0 such a complex symplectic structure is given by
(28) ω(ζ) =
ω+
ζ
+ ω0 + ζω−
where ζ ∈ C× corresponds to u ∈ N ∩ S ⊂ S2 through the stereographic map in the usual
way. This is a closed 2-form on M and, moreover, by the factorization formula (20) and
nilpotence of I(ζ) we have ω(ζ)(X,P 0,1I(u)Y ) = g(X, I(ζ)P
0,1
I(u)Y ) = 0 for any vector fields
X,Y ∈ TM . Antisymmetry and closure eventually imply that ω(ζ) is a holomorphic type
(2, 0) form with respect to I(u). On the twistor space these various facts are summarized
concisely by the statement of existence of a canonical global holomorphic section of the
bundle Λ2T ∗F ⊗ π
∗O(2) over Z, where TF = ker(dπ) is the holomorphic tangent bundle
along the fibers and the second factor is the pullback on Z of the O(2) bundle over CP1.
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The fibers π−1(u) can then be viewed as copies of M endowed with a complex structure
I(u) and a compatible complex symplectic structure induced through restriction by this
global section.
Unlike the projection π, the projection p onto the M factor is not holomorphic in
general. However, for every point x ∈ M , p−1(x) is a complex analytic submanifold
of Z which is called the horizontal twistor line through x. The restricted projection
π|p−1(x) : p
−1(x)→ CP1 gives a canonical identification of p−1(x) with CP1. One also has
the notion of real twistor line, designating a holomorphic section of π which commutes with
the real structure on Z. The two notions coincide: a twistor line is horizontal if and only if
it is real. The normal bundle to any of these twistor lines is isomorphic to C2m ⊗ π∗O(1).
Note, finally, that through every point of Z pass a unique fiber and horizontal twistor line.
M
S2 ∼= CP1
Z
u
π
x
p
Figure 1. A schematic representation of the twistor space projections, with
the fiber over a point u ∈ CP1 and the horizontal twistor line through a point
x ∈M depicted by dotted lines.
The complex structure, the real structure, the holomorphic fibration structure, the fiber-
wise-supported holomorphic (2, 0) form and the horizontal twistor line normal bundle data
form together a complete set of twistor space data. From it, the hyperka¨hler manifold can
be retrieved as the parameter space of horizontal twistor lines. The precise formulation of
this statement is given in Theorem 3.3 of [22].
The twistor space comes also equipped with a natural metric induced with respect to the
product structure by the hyperka¨hler metric on M and the Fubini-Study metric on CP1.
This combines with the complex structure on Z to give the (1, 1) form ̟ = ωF + ωCP1 ,
where ωF and ωCP1 are the pullbacks on Z of the 2-form ω(u) = x1ω1+x2ω2+x3ω3 on the
fiber F = π−1(u) and the Fubini-Study symplectic form on CP1, respectively. As known
since [19], twistor spaces admit Ka¨hler metrics only rather accidentally. Instead, Kaledin
and Verbitsky point out in [24, Proposition 4.5], the twistor metric is naturally balanced in
the sense of Michelsohn [32]. That is,
(29) dZ(̟
2m) = 0
where 2m = dimCM and dZ is the exterior derivative on Z. Indeed, in view of the
decomposition dZ = dF + dCP1 , where dF and dCP1 stand for the exterior derivative
along the local fiber (∼= M) respectively the local horizontal twistor line (∼= CP1), we have
dZ̟ = dFωF + dCP1ωF + dFωCP1 + dCP1ωCP1 . The first term vanishes by the closure of
the hyperka¨hler 2-forms and the last two by the definition of ωCP1 , and we are left with
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dZ̟ = dCP1ωF . Since ω(u)(X,Y ) = g(X, I(u)Y ) for any X,Y ∈ TM , by resorting to the
differentiation formula (21) we get immediately
(30) ∂CP1ω(u) = −2ω(ζ) ∧ ρ
dζ
ζ
which shows in particular that ∂CP1ωF ∈ π
∗A 1,0(CP1)⊗ p∗A 0,2I(u)(M) if F = π
−1(u). On an-
other hand, by the definitions, ωCP1 ∈ π
∗A 1,1(CP1) and ωF ∈ p
∗A
1,1
I(u)(M) for F = π
−1(u).
Now let us write
(31) dZ(̟
2m) = 2m̟2m−1∧ dZ̟ = 2m(ωF + ωCP1)
2m−1∧ (∂CP1ωF + ∂¯CP1ωF ).
The terms in the binomial expansion of the first factor (not counting the numerical 2m
factor) containing at least one ωCP1 vanish either by themselves or when wedged against the
last factor due to the oversaturation of the CP1 degrees, while the ωCP1-free term, ω
2m−1
F ,
vanishes when wedged against the last factor due to the oversaturation of the M degrees,
and so the claim is proved.
2.2. Some properties of the twistor space Dolbeault operator.
The holomorphic tangent bundle along the fibers, TF , is by definition the kernel of the
differential map dπ, that is
0 TF TZ π
∗TCP1 0
dπ
is a short exact sequence of complex bundles over Z, with dual sequence
0 π∗T ∗CP1 T
∗
Z T
∗
F 0.
Even though Z = M × CP1, the holomorphic cotangent bundle T ∗Z is an extension rather
than a direct sum of complex bundles, reflecting the fact that as a complex manifold Z
is non-trivial. Only in a pointwise sense can the holomorphic cotangent space to Z be
expressed as a direct sum,
(32) T ∗Z
∣∣
(x,u)
∼= p∗T
∗1,0
I(u) M
∣∣
x
⊕ π∗T ∗CP1
∣∣
u
,
with the two terms corresponding to the local fiber and the local horizontal twistor line,
respectively. Accordingly, any complex differential form α ∈ A 1,0(Z) decomposes locally
into a component along the local fiber and one along the local horizontal twistor line:
α = αF + αCP1 . Let A
r,s
F (Z) = Γ(Z; Λ
r,sT ∗F ) be the sheaf of C
∞-sections of forms of
type (r, s) supported on the fibers of Z. For F = π−1(u) we have T ∗F
∼= p∗T
∗1,0
I(u) M and
A
r,s
F (Z) = p
∗A
r,s
I(u)(M). That is, the component along any given fiber of a (r, s) form on
Z is a (r, s) form on that fiber with respect to its specific hyperka¨hler complex struc-
ture. The de Rham operator on Z splits also locally along the fibration structure into
dZ = dF + dCP1 .
1 Furthermore, in accordance with the respective complex structures on
the local horizontal twistor line and fiber we can split further dCP1 = ∂CP1 + ∂¯CP1 and, for
F = π−1(u), dF = ∂I(u)+ ∂¯I(u). In contrast, due to the non-trivial character of the holomor-
phic fibration, the Dolbeault operato ∂¯Z does not split into a sum of Dolbeault operators
along the local fibers and horizontal twistor lines. Not, that is, in general—because this
may nevertheless happen in specific circumstances. The next lemma is illustrative of this
dichotomic behavior.
1Since the fibers are isomorphic to M , we will usually denote dF simply by d.
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Lemma 2. Let M be a hyperka¨hler manifold with twistor space Z. The following formulas
hold at generic points of Z situated on a fiber F = π−1(u):
1. For any function f ∈ A 0(Z,C),
∂¯Zf = (∂¯I(u) + ∂¯CP1)f(33)
∂Z ∂¯Zf = ∂I(u)∂¯I(u)f + ∂CP1 ∂¯I(u)f − ∂¯CP1∂I(u)f + ∂CP1 ∂¯CP1f .(34)
2. For any complex differential form α ∈ A 1,0(Z),
(35) ∂¯Zα = (∂¯I(u) + ∂¯CP1)α− iαF I(ζ) ∧ ρ
dζ
ζ
.
Remark. In the last formula we have assumed implicitly that u ∈ N ∩S, but the expression
given can be easily continued analytically to include the “north” and “south” poles of the
twistor S2. Also, to avoid the proliferation of pull-back symbols, here and throughout these
notes such formulas are to be understood as being written in a local trivialization of the
twistor space.
Proof. The first formula of the lemma follows immediately by projecting dZf = dF f+dCP1f
to A 1,0(Z).
Next, we turn our attention to formula (35). Given a form α ∈ A 1,0(Z), its fiberwise
component αF ∈ A
1,0
F (Z) is a (1, 0) form on each fiber with respect to the particular
hyperka¨hler complex structure corresponding to that fiber. Hence, for F = π−1(u) we have
αFP
1,0
I(u) = αF . By differentiating this relation and resorting to the property (21) we get
(36)
∂CP1αF = (∂CP1αF )P
1,0
I(u)
2,0
− iαF I(ζ) ∧ ρ
dζ
ζ
1,1
∂¯CP1αF = (∂¯CP1αF )P
1,0
I(u)
1,1
− iαF I(ζ) ∧ ρ
dζ¯
ζ¯
vanishes
.
Notice that the last term vanishes as αF I(ζ) = αFP
1,0
I(u)I(ζ) = 0 by the factorization prop-
erty (20) and the nilpotence of I(ζ). Underneath each non-vanishing term on the right-hand
side we indicate its Hodge type with respect to the complex structure on Z. It is clear
then that the (1, 1) component of dCP1αF is of the form
(37) dCP1αF |(1, 1) on Z = ∂¯CP1αF − iαF I(ζ) ∧ ρ
dζ
ζ
.
To compute ∂¯Zα we use the fact that it is the (1, 1) component of the 2-form dZα. We
have dZα = (dF + dCP1)(αF + αCP1) and, moreover,
(38)
dFαF |(1, 1) on Z = ∂¯I(u)αF
dFαCP1 |(1, 1) on Z = ∂¯I(u)αCP1
dCP1αCP1 |(1, 1) on Z = ∂¯CP1αCP1 .
Formula (35) of the lemma follows then immediately.
Finally, to show the remaining formula of the lemma, let us apply the formula we have
just proved to the particular case when α = ∂Zf , for an arbitrary function f ∈ A
0(Z,C).
By the first formula, ∂Zf = ∂I(u)f + ∂CP1f on a fiber F = π
−1(u), and so, at any point on
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that fiber,
∂¯Z∂Zf = (∂¯I(u) + ∂¯CP1)(∂I(u)f + ∂CP1f)− i∂I(u)f I(ζ) ∧ ρ
dζ
ζ
= ∂¯I(u)∂I(u)f + ∂¯I(u)∂CP1f + ∂¯CP1∂I(u)f + ∂¯CP1∂CP1f − idf I(ζ) ∧ ρ
dζ
ζ
.
To obtain the second line we have used that ∂I(u)f I(ζ) = dfP
1,0
I(u)I(ζ) = df I(ζ). Based on
the property (21) one can show, moreover, that
(39) (∂CP1 ∂¯I(u) + ∂¯I(u)∂CP1)f = idf I(ζ) ∧ ρ
dζ
ζ
expressing a non-commutativity of derivatives, and so we obtain immediately
(40) ∂¯Z∂Zf = ∂¯I(u)∂I(u)f − ∂CP1 ∂¯I(u)f + ∂¯CP1∂I(u)f + ∂¯CP1∂CP1f
which is clearly equivalent to formula (34) of the lemma. 
Remark. A similar argument can be used to prove the integrability of the complex structure
on Z. Note first that we have the following complementary formula to (35)
(41) ∂Zα = (∂I(u) + ∂CP1)α+ iαF I(ζ) ∧ ρ
dζ
ζ
for any form α ∈ A 1,0(Z) and at a generic point situated on a fiber F = π−1(u), as can
be easily checked by verifying that ∂Zα + ∂¯Zα = dZα. Taking in particular α = ∂Zf for
some function f ∈ A 0(Z,C) and proceeding as above, we get
∂2Zf = (∂I(u) + ∂CP1)(∂I(u)f + ∂CP1f) + i∂I(u)f I(ζ) ∧ ρ
dζ
ζ
= ∂I(u)∂CP1f + ∂CP1∂I(u)f + idf I(ζ) ∧ ρ
dζ
ζ
= 0.
The vanishing of the second line can be checked directly using the property (21) or, al-
ternatively and more easily, it can be inferred from the equation (39) by observing that
(dF∂CP1 +∂CP1dF )f = 0. Since f is arbitrary, it follows that the twistor complex structure
on Z is integrable.
In view of formula (33) of Lemma 2, for a function f to be holomorphic on a domain on
Z, both the component along the local fiber and the component along the local horizontal
twistor line of ∂¯Zf must vanish at every point of the domain. Proposition 1 translates then
on the twistor space as follows:
Proposition 3 (The Cauchy-Riemann equations on the twistor space). Let M be a hy-
perka¨hler manifold with twistor space Z, f a function on Z, and VN , VS, VN∩S domains
on Z which project down on CP1 to N , S and N ∩ S or subdomains of these, respectively.
Then f is holomorphic on
VN ⇔ dfPN (ζ) = 0 and ∂¯CP1f = 0 on VN ;
VS ⇔ dfPS(ζ˜) = 0 and ∂¯CP1f = 0 on VS;
VN∩S ⇔ dfI(ζ) = 0 and ∂¯CP1f = 0 on VN∩S.
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This shows in particular that holomorphic functions on Z must necessarily have a holo-
morphic dependence on the complex CP1 coordinate. For this reason in what follows we
will often indicate this dependence explicitly.
A particularly important application of formula (35) of Lemma 2 is given by
Lemma 4. Let α ∈ A 1,0(Z) be a 1-form on the twistor space Z of type (1, 0). The following
statements are equivalent:
1. ∂¯Zα ∈ A
1,1
F (Z), that is, ∂¯Zα is entirely supported on the fibers.
2. Locally, α is of the form
(42) α = df(ζ)I(ζ)− if(ζ)
dζ
ζ
for some function f = f(ζ) ∈ A 0(Z,C) satisfying ∂¯CP1f = 0.
Proof. We begin with the converse implication, 2 ⇒ 1. In this case αF = df(ζ)I(ζ) and
then by formula (35) we have
(43) ∂¯Zα = (∂¯I(u) + ∂¯CP1
vanishes
)[df(ζ)I(ζ)− if(ζ)
dζ
ζ
]− idf(ζ)I(ζ)I(ζ) ∧ ρ
= − df(ζ)P 0,1I(u) = − ∂¯I(u)f
dζ
ζ
= ∂¯I(u)αF
which is clearly supported on the fiber.
Assume now instead that part 1 holds. As a (1, 0) form on Z, α splits uniquely into a com-
ponent along the local fiber and one along the local horizontal twistor line: α = αF + αCP1 .
Without any loss of generality we can write
(44) αCP1 = −if
dζ
ζ
for some function f . For the form ∂¯Zα to be entirely supported on the fibers, both its
component along the local horizontal twistor line and any mixed-type components it might
have must vanish. By way of formula (35) these requirements are equivalent to
(45)
∂¯I(u)f + ραF I(ζ) = 0
∂¯CP1αF = 0
∂¯CP1f = 0.
Writing ∂¯I(u)f = dfP
0,1
I(u) and then using the factorization formula (20), the first condition
yields [dfI(ζ) − αF ]I(ζ) = 0. This implies in particular that dfI(ζ)− αF ∈ A
0,1
F (Z).
However, both terms plainly belong to A 1,0F (Z), which leads to a contradiction unless
dfI(ζ)− αF = 0. Note that between this and the third condition, the second condition is
automatically satisfied. The direct implication of the lemma follows now readily. 
The following statement is an easy consequence of Lemma 4:
Corollary 5. Let φ(ζ) be a holomorphic function on a domain on Z. Then
(46) ∂Zφ(ζ) = id[ζ∂ζφ(ζ)]I(ζ) + ζ∂ζφ(ζ)
dζ
ζ
.
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3. Closed hyper (1, 1) forms
3.1. Hyper (1, 1) forms.
We will shift now our focus towards the study of a class of 2-forms which, we will try to
argue, plays a fundamentally important role in hyperka¨hler geometries. In the beginning of
our analysis we will be concerned primarily with local aspects. Further on we will examine
also some implications of a global definition.
Definition. Let M be a hyperka¨hler manifold. By definition, we call a 2-form on M to
be of hyper (1, 1) type if it is of Hodge type (1, 1) with respect to all hyperka¨hler complex
structures of M simultaneously.
In four dimensions this definition yields the class of anti-self-dual forms on M . Note
that hyper (1, 1) forms are naturally pulled back to fiber-supported (1, 1) forms on the
twistor space. The condition in the definition is equivalent to requiring that the 2-form be
of (1, 1) type with respect to each one of the elements of a standard quaternionic frame
I1, I2, I3 of the bundle of hyperka¨hler complex structures. That is to say, a 2-form σ is of
hyper (1, 1) type if and only if σ(X, IiY ) = σ(Y, IiX) for all i = 1, 2, 3 and any vector fields
X,Y ∈ TM . In what follows we will use this criterion mostly in the following trivially
rephrased form:
Lemma 6. Let σ ∈ A 2(M,C) be a form of type (1, 1) with respect to the complex structure
I0. Then σ is of hyper (1, 1) type if and only if
(47) σ(X, I+Y ) = σ(Y, I+X) and σ(X, I−Y ) = σ(Y, I−X)
for any vector fields X,Y ∈ TM .
Remark for later benefit that in an arbitrary local coordinate coframe for T ∗
C
M holomor-
phic with respect to I0 in which σ = σµν¯ dx
µ∧ dxν¯ , the two conditions of the lemma can
be equivalently stated as the vanishing of the following two forms:
(48) σµη¯ (I+)
η¯
ν dx
µ∧ dxν = 0 and σµ¯η (I−)
η
ν¯ dx
µ¯∧ dxν¯ = 0.
The next result was proved by Verbitsky in the compact case [43, Lemma 2.1]. In keeping
in line with our generic assumptions we give here an alternative proof which dispenses with
the compactness requirement.
Proposition 7. Let Λω(u) : A
2(M) −→ A 0(M) be the linear Hodge Λ-operator defined by
tracing with the inverse of the Ka¨hler form ω(u). If σ is a hyper (1, 1) form on M then
Λω(u)(σ) = 0 for all u ∈ S
2.
Proof. Let I be a complex structure on M . Following [43], we define the linear left action
ad(I) of I on the bundle of differential forms onM of arbitrary positive degree by extending
the usual endomorphic left action of I on the bundle of differential 1-forms on M by means
of Leibniz’s formula: (α ∧ β)ad(I) = α ∧ (βad(I)) + (αad(I)) ∧ β. With this definition,
for any two complex structures I, J on M we have [ad(I), ad(I)] = ad([I, J ]). Observe
in particular that the condition that a 2-form σ on M be of (1, 1) type with respect to
the complex structure I can be equivalently expressed as the requirement that σ be in the
kernel of the operator ad(I).
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Choose an arbitrary standard quaternionic frame I1, I2, I3 for the bundle of hyperka¨hler
complex structures and a corresponding frame ω1, ω2, ω3 in the bundle of hyperka¨hler
symplectic forms. From the hyperka¨hler properties (7) and the fact that complex structures
square to the minus identity a simple calculation shows that for any 2-form σ
(49) Λωi(σad(Ij)) = εijkΛωk(σ).
Clearly then, if σ is of hyper (1, 1) type—and so in the kernel of ad(Ij) for all j = 1, 2, 3—
we have Λωk(σ) = 0 for all k = 1, 2, 3. Since the frame was chosen arbitrarily, the statement
of the Proposition follows. 
Thus, at least locally, closed hyper (1, 1) forms satisfy formally the same type of con-
straints characterizing curvatures of hyper-Hermitian Yang-Mills connections with vanish-
ing slope on complex line bundles.
3.2. Hyperpotentials.
By the local ∂∂¯ -lemma, any closed hyper (1, 1) form σ on M can be locally derived
from a potential in any one of the complex structures I(u). That is, for any u ∈ S2, every
point in M has an open neighborhood on which σ = i∂I(u)∂¯I(u)φ(u) for some potential φ(u)
defined on that neighborhood (the imaginary factor is conventional and ensures that if σ
is real-valued the potential can be chosen to be real). This suggests the following
Definition. Let I be a complex structure on M with Dolbeault operator ∂I . By definition
we call a local function φ such that ∂I ∂¯Iφ is of hyper (1, 1) type a hyperpotential with
respect to I.
So in these terms the problem of finding and characterizing closed hyperinvariant forms can
be alternatively formulated, when convenient, as the problem of finding and characterizing
hyperpotentials.
Let us pick now I0 ≡ I3 from among the S
2 family of hyperka¨hler complex structures
as the manifest complex structure. To mark its distinguished status we will henceforth
denote the corresponding Dolbeault operator simply by ∂. It is important to keep in mind
that for the time being this is just an arbitrary choice of perspective which does not reflect
or imply anything intrinsically special about I0. With these notation conventions in place,
consider the set of five complex second-order partial differential operators on M given by
(50)
F0(f) = i∂∂¯f
F+(f) = ∂¯(∂¯f I+) H+(f) = ∂(∂¯f I+)
F−(f) = ∂(∂f I−) H−(f) = ∂¯(∂f I−)
for any function f ∈ A 0(M,C). Remark that owing to the quaternionic properties of
hyperka¨hler complex structures we can write alternatively
(51)
∂¯f I+ = dfP
0,1
I0
I+ = dfI+
∂f I− = dfP
1,0
I0
I− = dfI−.
These are 1-forms of type (1, 0) respectively (0, 1) relative to I0, and so the operators of F
type take values in A 1,1I0 (M), the H+ operator in A
2,0
I0
(M) and the H− one in A
0,2
I0
(M).
As a consequence of hyperka¨hler integrability we have
Lemma 8. F+(f) and F−(f) are hyper (1, 1) forms for any function f ∈ A
0(M,C).
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Proof. Let us choose an arbitrary coordinate coframe holomorphic with respect to I0. On
one hand, by distributing a derivative we obtain
F+(f)µη¯(I+)
η¯
ν dx
µ∧ dxν = − ∂η¯[∂κ¯f (I+)
κ¯
µ](I+)
η¯
ν dx
µ∧ dxν(52)
= − [∂η¯∂κ¯f (I+)
κ¯
µ(I+)
η¯
ν + ∂κ¯f∂η¯(I+)
κ¯
µ(I+)
η¯
ν ]dx
µ∧ dxν
= 0.
The first term in the second line vanishes by index symmetry considerations due to the
differentiability of f and the last one by the second integrability constraint (24). On the
other hand, this time by forcing out a total derivative and then resorting to the property
(23), we get successively
F+(f)µ¯η(I−)
η
ν¯ dx
µ¯∧ dxν¯ = ∂µ¯[∂κ¯f (I+)
κ¯
η](I−)
η
ν¯ dx
µ¯∧ dxν¯(53)
= [∂µ¯(∂κ¯f (I+)
κ¯
η(I−)
η
ν¯)− ∂κ¯f (I+)
κ¯
η ∂µ¯(I−)
η
ν¯ ]dx
µ¯∧ dxν¯
= [∂µ¯∂ν¯f − ∂κ¯f (I+)
κ¯
η ∂µ¯(I−)
η
ν¯ ]dx
µ¯∧ dxν¯
= 0.
The first term in the third line vanishes again by index symmetry considerations and the
last one by way of the first integrability constraint (24). Lemma 6 implies then that F+(f)
is a hyper (1, 1) form. A similar argument works for F−(f). 
In contrast to F+(f) and F−(f), F0(f) is not of type (1, 1) with respect to all hyperka¨hler
complex structures ofM at once for generic functions f . That, however, does not prevent it
to be so for select functions f . The next result collects a number of five equivalent maximal
criteria for f , any one of which, if satisfied, guaranteeing that F0(f) is of hyper (1, 1) type.
Proposition 9. Let φ be a smooth and possibly local complex function on M . The following
conditions are equivalent:
1. F0(φ) is of hyper (1, 1) type, that is, φ is a hyperpotential with respect to I0;
2. H+(φ) = H−(φ) = 0;
3. Locally there exists a complex function φ+ such that ∂¯φI+ = −i∂φ+;
4. Locally there exists a complex function φ− such that ∂φI− = i∂¯φ−;
5. The symplectic gradient vector field X ∈ T 1,0I0 M defined by ιXω0 = ∂¯φ admits an
alternative characterization as a symplectic gradient with respect to ω+, that is,
ιXω+ = ∂φ+ for some local complex function φ+;
6. The symplectic gradient vector field Y ∈ T 0,1I0 M defined by ιY ω0 = ∂φ admits an
alternative characterization as a symplectic gradient with respect to ω−, that is,
ιY ω− = ∂¯φ− for some local complex function φ−.
Proof. The logical flow of the proof is as follows:
1
5 3 4 6
2
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1⇔ 2 Note that in a generic local coordinate coframe holomorphic with respect to I0, by
the definition of the H-operators and the first integrability condition (24) we have
(54)
H+(φ) = ∂µ[∂ρ¯φ(I+)
ρ¯
ν ]dx
µ∧ dxν = ∂µ∂ρ¯φ(I+)
ρ¯
ν dx
µ∧ dxν
H−(φ) = ∂µ¯[∂ρφ(I−)
ρ
ν¯ ]dx
µ¯∧ dxν¯ = ∂µ¯∂ρφ(I−)
ρ
ν¯dx
µ¯∧ dxν¯ .
In view of these relations, the equivalence of the two statements follows immediately
based on Lemma 6.
2⇒ 3 The condition H+(φ) = 0 means that the form ∂¯φI+ of type (1, 0) relative to I0 is
∂-closed on the domain of definition of φ, and so by the ∂ -Poincare´ lemma it must
be locally ∂-exact.
2⇒ 4 Follows from a mirror argument starting from the condition H−(φ) = 0 and relying
on the ∂¯ -Poincare´ lemma.
3⇒ 1 Using the quaternionic relation I+I− = P
0,1
I0
the equation in part 3 can be equiva-
lently rewritten as ∂φ+I− = i∂¯φ. Then
(55) F0(φ) = i∂∂¯φ = i∂(∂¯φ) = ∂(∂φ+I−) = F−(φ+)
which by Lemma 8 is automatically of hyper (1, 1) type.
4⇒ 1 The argument follows a similar route, with the equation in part 4 now equivalently
recast in the form ∂¯φ−I+ = −i∂φ. Hence we can write
(56) F0(φ) = i∂∂¯φ = −i∂¯(∂φ) = ∂¯(∂¯φ−I+) = F+(φ−)
which is again manifestly of hyper (1, 1) type.
3⇔ 5 The key observation underlying the proof is that I+ = −iω
−1
0 ω+.
4⇔ 6 Follows similarly based on the conjugate relation. 
3.3. Recursive chains of hyperpotentials.
This Proposition not only lays out a set of criteria for a function to be a hyperpotential,
but also, quite remarkably, describes a mechanism through which hyperpotentials produce
new hyperpotentials.
Lemma 10. If φ is a hyperpotential with respect to I0, then so are the corresponding
functions φ+ and φ−.
Proof. Indeed, by way of the equivalences 1⇔ 3 and 1⇔ 4 of Proposition 9, respectively,
we have
F0(φ+) = i∂∂¯φ+ = −i∂¯(∂φ+) = ∂¯(∂¯φI+) = F+(φ)
F0(φ−) = i∂∂¯φ− = i∂(∂¯φ−) = ∂(∂φI−) = F−(φ)
(57)
both of which are of hyper (1, 1) type by Lemma 8. 
In what follows we will call triplets of hyperpotentials related in this way adjacent and we
will represent them by means of the schematic notation
φ− φ φ+
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From the considerations above it is clear that for any such triplet of hyperpotentials we
have
(58)
F0(φ) = F−(φ+) = F+(φ−)
F0(φ+) = F+(φ)
F0(φ−) = F−(φ).
Incidentally, the last two properties imply that
Corollary 11. If the automatically closed F0(φ) is hyper (1, 1), then the automatically
hyper (1, 1) F+(φ) and F−(φ) are closed.
The most salient and immediately apparent consequence of Lemma 10 is that hyperpo-
tentials naturally generate new hyperpotentials of the same type in recursive cascades. Let
us try to understand how this happens more closely. Suppose we start with a generic hy-
perpotential φ. In a first step this gives rise via the ∂ and ∂¯ -Poincare´ lemmas in accordance
with the mandates of Proposition 9 to two new hyperpotentials, φ+ and φ−:
φ− φ φ+
Through the same mechanism, each of these generates in turn two more hyperpotentials,
which we denote in similar fashion by (φ+)+, (φ+)− and (φ−)+, (φ−)−. Note, however,
that not all of these are necessarily new. By acting from the right on the equations of
parts 3 and 4 of Proposition 9 with I− and I+ and making use of the quaternionic identity
I+I− = P
0,1
I0
and its complex conjugate, respectively, one can easily convince oneself that
we can actually take (φ+)− = (φ−)+ = φ. In contrast, no such argument can be conceived
for the remaining two hyperpotentials, which are therefore genuinely new. Let us denote
them by (φ+)+ = φ++ and (φ−)− = φ−−. What we have shown then is that the above
adjacency relations can be extended to
φ−− φ− φ φ+ φ++
The argument can be repeated recursively again and again, with each successive iteration
producing in the same way two new hyperpotentials and falling back onto two old ones.
Thus, if φ+n and φ−n denote the new hyperpotentials resulting from the n-th iteration,
2
then the next iteration produces on one hand (φ+n)− = φ+(n−1) and (φ−n)+ = φ−(n−1),
i.e., two lower-level hyperpotentials, and on the other hand two new ones, which we denote
similarly by (φ+n)+ = φ+(n+1) and (φ−n)− = φ−(n+1). Symbolically, we have
φ−(n+1) φ−n φ−(n−1) . . . φ . . . φ+(n−1) φ+n φ+(n+1)
In this way the hyperpotential φ generates recursively an infinite ordered sequence of hy-
perpotentials (φn)n∈Z, where we identify, conventionally, φ0 = φ. By construction, the
elements of the sequence satisfy the right respectively left-moving recursion relations
(59)
∂¯φnI+ = −i∂φn+1
∂φnI− = i∂¯φn−1
2We encourage the reader to think of the indices interchangeably as both integers and pluses or minuses,
in the obvious way.
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for all n ∈ Z. The two recursions are in fact equivalent as they can be obtained from one
another by means of the previously mentioned quaternionic identity. Another equivalent
condition is
(60) dφn−1I+ + dφnI0 + dφn+1I− = 0
and, indeed, the two equations (59) can be easily identified as the (1, 0) respectively (0, 1)
parts of this relation with respect to the complex structure I0. The operators F+ and F−
act as step-right and step-left operators in the sense that for any n ∈ Z we have
(61) F+(φn−1) = F0(φn) = F−(φn+1).
Definition. We call an ordered sequence (φn)n∈Z of functions on M sharing a non-trivial
common domain on which they satisfy either one of the three recursion relations from (59)
and (60) a recursive chain of hyperpotentials with respect to the complex structure I0.
Note that the term “hyperpotentials” is quite adequately used in this definition. By the
equivalences 1⇔ 3 and 1⇔ 4 of Proposition 9 all the functions making up such a sequence
are indeed guaranteed to be hyperpotentials. The considerations above can then be summed
up as follows:
Proposition 12. Any hyperpotential with respect to a given complex structure on M gives
rise to a recursive chain of hyperpotentials with respect to the same complex structure.
We end this discussion with several remarks. If at some point during a right-moving
recursion along a chain we encounter a hyperpotential which is holomorphic with respect
to I0 then we can take all the subsequent potentials to its right to be equal to zero.
Similarly, if in the course of a left-moving recursion we encounter a hyperpotential which is
anti-holomorphic with respect to I0 then we can take all the hyperpotentials to its left to be
equal to zero. Thus, chains can be bounded, half-bounded —from the right or from the left,
or infinite. A right-boundary hyperpotential is always holomorphic and a left-boundary
one always anti-holomorphic with respect to I0.
Observe that if (φn)n∈Z is a chain of hyperpotentials then so is (φ
c
n ≡ (−)
nφ¯−n )n∈Z,
where the overhead bar symbolizes complex conjugation. This will be termed the conjugate
chain. A self-conjugate chain always contains a real hyperpotential and, conversely, a real
hyperpotential can always generate a self-conjugate chain.
Chains are constructed by a recursive application of the ∂ and ∂¯ -Poincare´ lemmas, and at
each iteration the domain of definition of the newly produced hyperpotentials may possibly
shrink with respect to the domain of definition of the previous crop of hyperpotentials. Here
we will assume that in the infinite iteration limit we are still left with a domain containing
a non-empty open subset (this is obviously always the case for bounded chains). The
intersection domain of all the hyperpotentials in the chain will be called the domain of the
chain.
3.4. Chains of hyperpotentials and holomorphic functions.
Chains of hyperpotentials on a hyperka¨hler manifold are closely related to holomorphic
functions on its twistor space.
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Proposition 13. Let (φn)n∈Z be a sequence of functions on M with a non-trivial inter-
section domain and
(62) φ(ζ) =
∞∑
n=−∞
φnζ
−n
be the associated formal series.
1. If (φn)n∈Z forms a recursive chain of hyperpotentials with respect to the complex
structure on M parametrized by ζ = 0 then on the domain of Z on which the associated
series exists and converges, φ(ζ) is a holomorphic function.
2. Conversely, any function φ(ζ) holomorphic on a domain of Z is, in particular, holo-
morphic in the CP1 coordinate, and so if (62) is its Laurent expansion around ζ = 0, then
the coefficients (φn)n∈Z form a recursive chain of hyperpotentials on M with respect to the
complex structure parametrized by ζ = 0.
Proof. If we parametrize the twistor sphere as in (10) then the complex structure corre-
sponding to ζ = 0 will be I0. From the series expansion of φ(ζ) and the second formula
(18) we get immediately
(63) dφ(ζ)I(ζ) =
∞∑
n=−∞
(dφn−1I+ + dφnI0 + dφn+1I−)ζ
−n.
By the third part of Proposition 3, φ(ζ) is holomorphic on Z if and only if dφ(ζ)I(ζ) = 0
for all allowed values of ζ. This condition is clearly equivalent to the recursion relation
(60). If the series has no poles at ζ = 0, a similar argument can be made using PN (ζ)
instead of I(ζ) and the second recursion relation (59). 
Remark. Chains of hyperpotentials do not always give rise to holomorphic functions on Z
since the associated series may be nowhere convergent. On the other hand, holomorphic
functions on Z always yield chains of hyperpotentials when Laurent-expanded.
3.5. The action of generic ∂∂¯ -operators on hyperpotentials.
Even though defined for a given hyperka¨hler complex structure, recursive chains of hy-
perpotentials have properties which allow us to represent with ease the actions on them of
various differential operators associated to other hyperka¨hler complex structures.
Let (φn)n∈Z be a recursive chain of hyperpotentials with respect to the complex structure
I0. For any other complex structure I(u), from the first decomposition formula (15) and
the recursion relations (59) we obtain
(64) ∂¯I(u)φn = ρS (∂I0φn − ∂I0φn+1ζ
−1) + ρN (∂¯I0φn − ∂¯I0φn−1ζ ).
A similar expression holds also for ∂I(u)φn. Acting on this equation with the exterior
derivative of M yields after a few identifications the formula
(65) ∂I(u)∂¯I(u)φn = ∂I0 ∂¯I0(x−φn+1 + x0φn + x+φn−1)
where x+ =
1
2(x1+ix2), x0 = x3, x− = −
1
2(x1−ix2) satisfying the alternating reality prop-
erty x¯m = (−)
mx−m are the complex spherical-basis components of the position R
3-vector
corresponding to u. Thus, we find that the action of the ∂∂¯-operator with respect to I(u)
on a hyperpotential φn from the recursive chain can be very simply expressed in terms of
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the actions of the ∂∂¯-operator with respect to I0 on the adjacent triplet of hyperpotentials
φn−1, φn, φn+1.
It is instructive to consider an additional alternative derivation of this remarkable formula
which underscores the role of the second-order differential operators defined in (50). These,
it turns out, appear quite naturally when trying to express the ∂∂¯-operator for a complex
structure I(u) in a coordinate frame holomorphic with respect to I0. In fact, it was because
of this reason that we have considered them in the first place. By projecting onto two
complex subspaces of the complexified cotangent bundle and its second exterior power,
respectively, using the soldering forms defined in equation (25) we obtain the following
formulas:
Lemma 14. For any point u ∈ S2 and function f ∈ A 0(M,C) we have
(66) ∂¯I(u)f = ∂µf θ
µ + ∂µ¯f θ
µ¯
i∂I(u)∂¯I(u)f = [x−F+(f) + x0F0(f) + x+F−(f)]µν¯ (θ
µ ∧ θν¯ + θµ ∧ θν¯)(67)
+ x−H+(f)µν θ
µ ∧ θν
+ x+H−(f)µ¯ν¯ θ
µ¯ ∧ θν¯.
Here, Fm(f)µν¯ , H+(f)µν and H−(f)µ¯ν¯ are the (in the latter two cases, anti-symmetrized
and combinatorially normalized) components of Fm(f), H+(f) andH−(f) in an I0-adapted
coordinate coframe.
Specialize then to f = φn in formula (67) for some n ∈ Z. Using the properties (61) and
the linearity of the F -operators we may write
(68) x−F+(φn) + x0F0(φn) + x+F−(φn) = F0(x−φn+1 + x0φn + x+φn−1).
The corresponding term in (67) can be further simplified by noting that if σ is a hyper
(1, 1) form then σµν¯ (θ
µ ∧ θν¯ + θµ ∧ θν¯) = σµν¯ dx
µ∧ dxν¯ . By the equivalence of parts 1 and
2 of Proposition 9 the remaining two terms drop out and we retrieve again the result (65).
3.6. The local ∂∂¯ -lemma for closed hyper (1, 1) forms.
Consider now a closed hyper (1, 1) form σ defined at least locally on M . In particular, σ
must be of type (1, 1) with respect to the complex structure I0, and so by the corresponding
local ∂∂¯ -lemma one may express it locally in the form σ = i∂∂¯φ0 = F0(φ0) in terms of a
function φ0, which is in fact a hyperpotential. As such, this can be multiplied recursively
to an entire chain of hyperpotentials, and so for closed hyper (1, 1) forms the usual local
∂∂¯ -lemma in complex structure I0 expands into the following more elaborate statement:
Lemma 15. A hyper (1, 1) form σ on M is closed if and only if locally there exists a chain
of hyperpotentials (φn)n∈Z with respect to I0 such that
(69) σ = F0(φn) = F+(φn−1) = F−(φn+1)
for some n ∈ Z (in what follows we will take, conventionally, n = 0). An analogous state-
ment is valid for any hyperka¨hler complex structure on M .
Clearly, such chains are not unique. If σ is real-valued the chain can always be chosen to
be self-conjugate. More generally, if σ is complex-valued then its complex conjugate is also
a closed hyper (1, 1) form and the two corresponding chains can always be chosen to be
mutually conjugate.
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3.7. The structure of hyperpotentials.
There is more insight to be gained if we assume instead a twistor space perspective. The
first thing to notice in this respect is that closed hyper (1, 1) forms on M are naturally
pulled back by the projection map p : Z → M to closed (1, 1) forms on the twistor space
Z—where again, by the corresponding local ∂∂¯ -lemma, they can be derived from local
potentials. That is, for every point on Z in the interior of the preimage of the domain of
σ in Z there exists a neighborhood V such that
(70) p∗σ|V = i∂Z ∂¯ZφV (u).
Although the potential is a function on V ⊂ Z, we indicate explicitly only its dependence
on the u variable. From here on until the end of the section we will assume without any
essential loss of generality that σ is real-valued, in which case we can take φV (u) to be real.
The right-hand side of (70) can be decomposed in components along the local twistor
fibration structure using the formula (34). By virtue of its definition, p∗σ ∈ A 1,1F (Z).
The vanishing of the non-fiberwise supported components imposes the following set of
restrictions on the potential:
∂¯CP1∂I(u)φV (u) = 0
∂CP1 ∂¯I(u)φV (u) = 0(71)
∂CP1 ∂¯CP1φV (u) = 0.
In fact, it suffices to retain only one out of the first two conditions since by the reality
assumption for the potential they are mutually complex conjugated. From the remaining
fiberwise components, on any non-empty domain p(V ∩ π−1(u)) ⊂M we have
(72) σ = i∂I(u)∂¯I(u)φV (u).
This means that the twistor space potential φV (u) with u viewed now as a parameter rather
than a variable doubles on M as a hyperpotential with respect to the complex structure
I(u).
Let x be an arbitrary point in the interior of the domain of σ in M . On the associated
horizontal twistor line Hx = p
−1(x) in Z choose two antipodally conjugated points and
parametrize the twistor CP1 in such a way that they correspond to ζ = 0 and ζ =∞ (see the
sketch in Figure 2). The local ∂∂¯ -lemma lemma on Z guarantees the existence of two open
neighborhoods VN and VS around these two points and of two corresponding potentials
φVN (u) and φVS (u) for the form p
∗σ defined on them. Through further applications of
this lemma around various points situated on Hx and subsequent refinements it is possible
to construct more potentials φV (u) for p
∗σ defined on open subsets V of its domain in Z
forming a collection Vx with the following properties:
1. VN , VS ∈ Vx.
2. Each element of Vx has a non-empty overlap with Hx. Together, these overlaps
form an open covering of Hx.
3. Any non-empty intersection of an element of Vx with a horizontal twistor line is
simply-connected.
4. Any non-empty intersection of two elements of Vx is simply-connected.
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For any set V ∈ Vx, the last condition (71) and the third property above imply that the
corresponding local potential must be of the form
(73) φV (u) = fV (ζ) + fV (ζ)
for some complex function fV (ζ) on V analytic in the CP
1 variable. Here we will assume
additionally that this function has on its domain of definition a Laurent series
(74) fV (ζ) =
∞∑
n=−∞
fVn ζ
−n.
Note in particular that the requirement that the potentials on VN and VS be well-defined
at ζ = 0 respectively ζ =∞ entails that fVNn = 0 for n > 0 and f
VS
n = 0 for n < 0. Moreover,
a simple argument shows that these two potentials can always be chosen in such a way that,
close enough to the two points around which they are defined, they are interchanged by the
action of the antipodal map, modulo a minus sign. In this case, their Laurent coefficients
are related by
(75)
RefVS0 = −Ref
VN
0 for n = 0
fVSn = −(−)
nfVN−n for n 6= 0.
If we define
(76) φn =
{
Re(fVN0 − f
VS
0 ) for n = 0
fVNn − f
VS
n for n 6= 0
satisfying as a consequence the self-conjugacy condition φn = φ
c
n for all n ∈ Z, then the
potentials can be expressed as the following series expansions
(77)
φVN (u) = φ0 +
∞∑
n=1
(φ−nζ
n + c.c.)
φVS (u) = −φ0 −
∞∑
n=1
(φnζ
−n + c.c.)
where c.c. stands for the complex conjugate of the preceding expression. Remarkably, the
following result holds:
TWISTED HYPERKA¨HLER SYMMETRIES AND HYPERHOLOMORPHIC LINE BUNDLES 29
Lemma 16. The sequence of coefficients (φn)n∈Z thus defined forms a recursive chain of
hyperpotentials with respect to the hyperka¨hler complex structure on M corresponding to
ζ = 0.
Proof. Let us begin by observing that on any non-empty intersection of two elements of
Vx the corresponding potentials differ by a local pluriharmonic function on Z. That is, if
U, V ∈ Vx such that U ∩ V 6= ∅ then on U ∩ V
(78) φU (u)− φV (u) = φUV (ζ) + φUV (ζ)
for some function φUV (ζ) holomorphic with respect to the complex structure on Z. This
function depends in particular holomorphically on the CP1 coordinate, and by an assump-
tion implicit in our choice of open sets, it has a Laurent expansion
(79) φUV (ζ) =
∞∑
n=−∞
φUVn ζ
−n.
As Laurent coefficients of the ζ-expansion of a holomorphic function on Z, φUVn form a
recursive chain of hyperpotentials with respect to the hyperka¨hler complex structure on
M labeled by ζ = 0. Substituting the form (73) for the potentials and comparing term by
term the Laurent expansions on both sides of the resulting equation yields the relations
(80)
ReφUV0 = Re(f
U
0 − f
V
0 ) for n = 0
φUVn = f
U
n − f
V
n for n 6= 0.
The second fact we will exploit is that any two elements of an open covering of a con-
nected topological space either overlap or are finitely connected. Applying this rule to the
restrictions of the sets VN and VS to the horizontal twistor line Hx, it follows that
1. either VN ∩ VS ∩Hx 6= ∅
2. or there exists a collection {Ui}i=0,...,k+1 of open sets from Vx for some positive
integer k such that U0 = VN , Uk+1 = VS and Ui∩Ui+1∩Hx 6= ∅ for all i = 0, . . . , k.
Let us assume that the second, more generic alternative holds. (If the first one were to hold
the proof would be similar, only simpler.) By virtue of the argument above we have in this
case a set of k+1 recursive chains φVNU1n , φ
U1U2
n , . . . , φ
UkVS
n with respect to the hyperka¨hler
complex structure on M labeled by ζ = 0, corresponding to as many local holomorphic
functions on Z. The intersection of their domains is an open set containing at least one
point, x, and therefore non-empty. On the overlap, by the linearity of the defining recursive
relations, φVNVSn := φ
VNU1
n +φ
U1U2
n + · · ·+φ
UkVS
n forms a recursive chain as well with respect
to the same complex structure. This chain, however, does not necessarily correspond to a
holomorphic function on Z as its associated ζ-series is not guaranteed to be convergent.
From the second relation (80) we get
(81) φVNVSn =
{
φVNU10 + · · ·+ φ
UkVS
0 for n = 0
fVNn − f
VS
n for n 6= 0.
Since the n = 0 term in the chain is flanked by two mutually conjugated hyperpotentials,
one may replace it with its real part without breaching recursiveness. That is, this substi-
tution yields yet another recursive chain, which is moreover self-conjugate. Based on the
first relation (80) we have
(82) Re(φVNU10 + · · ·+ φ
UkVS
0 ) = Re(f
VN
0 − f
U1
0 + · · ·+ f
Uk
0 − f
VS
0 ) = Re(f
VN
0 − f
VS
0 ).
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In view of the definition (76), this new chain is therefore precisely φn.
The collection of sets connecting VN and VS is not unique, in general. Based on the
ambiguities in the definitions of the functions fV (u) and φUV (u) one can show that a
different collection of connecting sets yields the same coefficients φVNVSn , with the possible
exception of the n = 0 one, which may differ by a purely imaginary constant. This, however,
vanishes when the real part is taken, and so in the end the conclusion is the same regardless
of which connecting sets one considers. 
The coincidence between the notations of the coefficients in the series expansions (77) and
the hyperpotentials in Lemma 15 is not accidental. If, as we have always assumed so far,
the complex structure labeled by ζ = 0 is I0, then the recursive chain of hyperpotentials
of Lemma 16 is precisely of the kind featuring in Lemma 15. That this is so follows
immediately from the equation (72) and the second formula below:
Lemma 17. For each u ∈ π(VN ), on the domain p(VN ∩ π
−1(u)) ⊂M we have
∂I(u)φVN (u) = ∂I0φ0 +
∞∑
n=1
dφ−nζ
n(83)
∂I(u)∂¯I(u)φVN (u) = ∂I0 ∂¯I0φ0.(84)
Analogous formulas hold also for the VS-potential.
Remark. The fact that ∂I(u)φVN (u) depends on ζ strictly holomorphically means that the
first constraint (71) is automatically satisfied in this case.
Proof. In order to facilitate our manipulations, let us rewrite the first formula (77) in the
following condensed form
(85) φVN (u) =
∞∑
n=−∞
a−nφn
with the coefficients given by an = ζ
n if n > 0, a0 = 1, an = (ζ
c)n if n < 0. Here, ζc
denotes the antipodal conjugate of ζ. We have then, successively,
∂I(u)φVN (u) =
∞∑
n=−∞
a−n∂I(u)φn(86)
=
∞∑
n=−∞
[ρN (a−n −
a−n+1
ζc
)∂I0φn + ρS (a−n − a−n−1ζ
c) ∂¯I0φn ]
=
0∑
n=−∞
∂I0φnζ
−n +
−1∑
n=−∞
∂¯I0φnζ
−n.
To obtain the second line we used for ∂I(u)φn a formula analogous to formula (64), which
can in fact be retrieved from this simply by substituting in it ζ with ζc (note that this
entails in particular the interchange of ρN and ρS). The third line follows then easily and
is clearly equivalent to the first formula of the Lemma, equation (83). Acting on this with
the exterior derivative ofM yields immediately the second formula of the Lemma, equation
(84).
TWISTED HYPERKA¨HLER SYMMETRIES AND HYPERHOLOMORPHIC LINE BUNDLES 31
Alternatively, we can derive this last result directly by resorting to the formula (65), as
follows:
∂I(u)∂¯I(u)φVN (u) =
∞∑
n=−∞
a−n∂I(u)∂¯I(u)φn(87)
= ∂I0 ∂¯I0
∞∑
n=−∞
(x−a−n+1 + x0a−n + x+a−n−1)φn
= ∂I0 ∂¯I0φ0.
Indeed, one can easily check that x−a−n+1 + x0a−n + x+a−n−1 is equal to 0 for n 6= 0 and
to 1 for n = 0. 
While Lemma 15 guarantees the local existence of recursive chains of hyperpotentials
with respect to a fixed hyperka¨hler complex structure given a closed hyper (1, 1) form,
a priori it is not clear whether the corresponding series (62) or (77) converge. Our argu-
ments demonstrate that, although the series (62) may or may not converge in general, it is
always possible to find chains for which the two series (77) are well-defined on small enough
but non-vanishing open domains. More precisely, we have proved the following result:
Proposition 18. Let σ be a real-valued closed hyper (1, 1) form defined at least locally on
M . Choose two conjugated hyperka¨hler complex structures I0 and −I0, and a holomorphic
parametrization of the twistor CP1 in which these correspond to ζ = 0 respectively ζ =∞.
Then for any point x ∈M from the domain of definition of σ there exists a self-conjugated
chain of hyperpotentials (φn)n∈Z with respect to I0 defined on a neighborhood of x such that
the two associated series
(88)
φVN (u) = φ0 +
∞∑
n=1
(φ−nζ
n + c.c.)
φVS (u) = −φ0 −
∞∑
n=1
(φnζ
−n + c.c.)
are convergent and well-defined on non-empty open neighborhoods VN and VS of the points
(x, ζ = 0) and (x, ζ =∞) on Z. Viewed as functions on M parametrized by u, they define
hyperpotentials for σ with respect to I(u). That is, for each u ∈ π(VN ), σ = i∂I(u)∂¯I(u)φVN(u)
on some neighborhood in M—and similarly on the VS side.
If VN and VS overlap, then in addition the series
(89) φVNVS (ζ) =
∞∑
n=−∞
φnζ
−n
converges as well and defines a holomorphic function on VN ∩ VS ⊂ Z, on which we have
(90) φVN (u)− φVS (u) = φVNVS (ζ) + φVNVS (ζ).
3.8. Global issues.
Let us assume now that σ is a globally-defined real-valued closed hyper (1, 1) form on
M . Then the pullback form p∗σ gives a globally-defined real-valued closed (1, 1) form on
Z. A well-known result states that if a closed 2-form of type (1, 1) on a complex manifold
Z, divided by 2π, belongs to an integral cohomology class— that is, a cohomology class in
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the image of the natural morphism H2(Z,Z)→ H2(Z,R)— then one can regard it as the
curvature of a Hermitian connection on a holomorphic line bundle over Z. In the absence of
the integrality condition one can still make a number of weaker but nevertheless interesting
and useful claims. Let us see what these are.
Repeated applications of the local ∂∂¯ -lemma for the form p∗σ around various points of
Z can be used to construct an open covering V of Z with the property that each element
V ∈ V has an associated local real potential φV (u) such that
(91) p∗σ|V = i∂Z ∂¯ZφV (u).
Through appropriate refinements this cover can be chosen so as to have contractible inter-
sections. On non-empty double intersections U ∩ V , the difference between the potentials
associated to the two intersecting sets are local pluriharmonic functions on Z, that is,
(92) φU (u)− φV (u) = φUV (ζ) + φUV (ζ)
for some functions φUV (ζ) holomorphic with respect to the twistor complex structure,
single-valued (by the assumption of contractibility for U ∩ V ), and defined only up to
constant imaginary shifts φUV (ζ) 7→ φUV (ζ) + icUV . On non-empty triple intersections
U ∩ V ∩W the trivial identity φU (u) − φV (u) + φV (u) − φW (u) + φW (u) − φU (u) = 0
imposes the constraint
(93) φUV (ζ) + φVW (ζ) + φWU (ζ) + c.c. = 0.
Together with holomorphicity this implies in turn that additional real constants cUVW exist
such that
(94) φUV (ζ) + φVW (ζ) + φWU (ζ) = icUV W .
Due to the ambiguity in the definition of the holomorphic functions these constants are
defined only modulo shifts cUVW 7→ cUVW + cUV + cVW + cWU , so they represent in fact
a class in H2(Z,R). The non-vanishing of this class is the obstruction for φUV (ζ) to form
a cocycle. By contrast, dZφUV (ζ) always satisfies the cocycle conditions and determines a
class in H1(Z, dOZ ), where dOZ denotes the sheaf of germs of closed holomorphic 1-forms
on Z (the notation reflects the fact that closed 1-forms are locally exact). Thus what
this argument shows is that to every closed real-valued 2-form on Z of (1, 1) type one can
naturally associate a 1-cocycle of closed holomorphic 1-forms, that is to say, an element of
H1(Z, dOZ ).
Let us look at this sheaf cohomology group more closely. First, note that we have the
following morphisms:
(95)
0 H1(Z, dOZ) H
1(Z,ΩZ)
H2(Z,C)
where ΩZ stands for the sheaf of germs of holomorphic 1-forms on Z. The vertical morphism
is the second connecting morphism from the long exact sequence associated to the short
exact sequence of sheaves 0 −→ C −→ OZ −→ dOZ −→ 0. The horizontal ones, on the
other hand, come from the long exact sequence associated to the short exact sequence
of sheaves 0 −→ dOZ −→ ΩZ −→ dΩZ −→ 0, where we took also into account the
observation, due to Hitchin [21], that for twistor spaces of hyperka¨hler manifolds one has
H0(Z, dΩZ) = 0. (The argument in [21] goes as follows: the holomorphic cotangent
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bundle of Z splits naturally along horizontal twistor lines and their normal bundles into
T ∗Z
∼= π∗T ∗CP1 ⊕ C
2m ⊗ π∗O(−1). Moreover, T ∗CP1
∼= O(−2), so it is clear that there are no
non-trivial globally-defined holomorphic forms, and in particular no non-trivial globally-
defined closed holomorphic forms on Z.) By standard homological algebra arguments (see
e.g. [4]) we have, furthermore,
(96) H1(Z,ΩZ) ∼= H
1(Z,Hom(TZ ,OZ)) ∼= Ext
1(TZ ,OZ)
so we conclude that each element of H1(Z, dOZ ) determines uniquely an extension class
(97) 0 OZ E TZ 0
characterized by a class in H2(Z,C).
In particular, when this latter class is integral there exists a holomorphic line bundle
LZ → Z for which E is the so-called Atiyah algebroid [4]. (Atiyah’s original paper was
concerned with complex principal bundles; here we use the closely related concept from
the theory of complex vector bundles.) The importance of Atiyah algebroids stems from
the following property: the holomorphic line bundle LZ admits a holomorphic connection
if and only if the corresponding short exact sequence (97) splits.
The emergence of the holomorphic line bundle can be seen explicitly in our case as
follows: the integrality condition implies that the real constants cUVW can all be chosen to
be integer multiples of 2π simultaneously. So, in view of this, if we define
(98) gUV = exp[φUV (ζ)]
by the equation (94) these form a multiplicative 1-cocycle of non-vanishing holomorphic
functions, which then through a canonical construction in complex geometry determine a
holomorphic line bundle over Z for which they play the role of transition functions. This
line bundle is trivial on each horizontal twistor line, and so by the hyperka¨hler version of
the Atiyah-Ward correspondence it descends to a hyperholomorphic line bundle over M.
(By definition, a vector bundle over M is called hyperholomorphic if it is holomorphic with
respect to every hyperka¨hler complex structure on M .)
4. Tri-Hamiltonian and Killing tensor symmetries
4.1. Tri-Hamiltonian vector fields.
As we move towards applications of this general theory let us begin this section with
an easy but very instructive exercise and review briefly a few well-known facts about
tri-Hamiltonian vector fields in the language of hyperpotentials. Let M denote again a
hyperka¨hler manifold, assumed now in addition to have vanishing first cohomology group,
H1(M,R) = 0. By definition, a tri-Hamiltonian vector field onM is a vector field preserving
each element of the standard basis of hyperka¨hler symplectic forms of M (and therefore
every hyperka¨hler symplectic form of M):
(99) LXω1 = LXω2 = LXω3 = 0.
Such a vector field is automatically Killing. One can associate to it a triplet of momenta
µ1, µ2, µ3 :M → R such that
(100) ιXω1 = dµ1 ιXω2 = dµ2 ιXω3 = dµ3.
34 RADU A. IONAS¸
Via the expressions (7) for the hyperka¨hler complex structures in terms of the symplec-
tic forms we have the relations dµ1 = dµ2I3, dµ2 = dµ3I1, dµ3 = dµ1I2. By acting on
them from the right with various Ik’s and using the quaternionic properties of the com-
plex structures one can generate more relations of this type, in particular the equalities
dµ1I1 = dµ2I2 = dµ3I3.
If we introduce, alternatively, the complex spherical components µ± = ±
1
2(µ1± iµ2) and
µ0 = µ3, then from the definition of the Dolbeault operator and the relations satisfied by
the momenta we have, successively,
(101) ∂¯I0µ+ = dµ+P
0,1
I0
=
1
2
(dµ1 + idµ2)
1
2
(1 + iI3) = 0.
That is, µ+ is holomorphic relative to I0 ≡ I3. Similarly or by complex conjugation, µ− is
anti-holomorphic relative to I0. Moreover, by virtue of the same relations above,
(102) dµ−I+ + dµ0I0 + dµ+I− = 0.
These properties may be rephrased jointly as the statement that
0 µ− µ0 µ+ 0
forms a recursive chain of hyperpotentials with respect to I0.
On the twistor space we can arrive at the same conclusion by means of a holomorphicity
argument. Tri-Hamiltonian vector fields are automatically tri-holomorphic on M and lift
trivially to holomorphic fiber-supported vector fields on Z which preserve the canonical
holomorphic 2-form, also supported on the fibers. As such, they come with associated
holomorphic Hamiltonian functions. More precisely, with our usual parametrization of
CP
1 and trivialization of Z, we have
(103) LXω(ζ) = 0
from which we get that ιXω(ζ) = dµ(ζ), with
(104) µ(ζ) =
µ+
ζ
+ µ0 + ζµ−
holomorphic not only on the fiber but in fact on Z, where it can be viewed as the tropical
component of a section of the bundle π∗O(2). Proposition 13 guarantees then that the
Laurent coefficients of its ζ -expansion form a recursive chain of hyperpotentials with respect
to I0.
4.2. The E ⊗H formalism.
Before we deepen our incursion into the realm of hyperka¨hler symmetries, it is useful
to take a detour in order to review Salamon’s E ⊗H formalism [39]. This is a higher-
dimensional generalization of the four-dimensional two-component spinor formalism [38],
which emerged originally in connection to quaternionic Ka¨hler manifolds, understood in
the broader sense which includes rather than excludes hyperka¨hler manifolds. For the time
being we will carry out the discussion in quaternionic Ka¨hler terms, although eventually
we will specialize to the hyperka¨hler case.
A quaternionic Ka¨hler manifold M is a Riemannian manifold of real dimension 4m
whose holonomy group is, for m > 1, a subgroup of Sp(1)Sp(m) = Sp(1)×Z2 Sp(m). The
statements to follow hold all the same if one considers alternatively pseudo-Riemannian
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manifolds and non-compact versions of Sp(m). Assuming no cohomological Marchiafava-
Romani obstruction in H2(M,Z2), the complexified tangent bundle of M splits locally as
(105) TCM = E ⊗H
where E and H represent locally-defined complex vector bundles of ranks 2m and 2 un-
derlying the standard representations of Sp(m) and Sp(1) on Hm and H, respectively. For
m = 1 the isomorphism Sp(1)Sp(1) ∼= SO(4) renders the holonomy group characterization
trivial as it includes all oriented four-dimensional manifolds. The natural analogues of
quaternionic Ka¨hler manifolds in four dimensions are the Einstein self-dual manifolds, and
one takes in this case E and H to be the spinor bundles S+ and S−.
After choosing local frames on each bundle, the local isomorphism (105) is represented
concretely by a so-called vielbein. Suppose for instance that ∂∂xα is a local coordinate frame
on TM . Then one can trade tangent space indices for pairs of indices of the type AA′, with
A 2m-valued and A′ two-valued, by contracting with a vielbein eAA
′
α. Dually, cotangent
space indices can be similarly converted to a two-index notation by contracting with the
inverse vielbein eαAA′ . Corresponding to these one has the solder form and its dual
(106) eAA
′
= eAA
′
αdx
α e∨AA′ = e
α
AA′
∂
∂xα
.
The Levi-Civita connection on TM induces on the reduced frame bundle a Cartan con-
nection. The Cartan structure equations for the corresponding connection 1-forms θAA
′
BB′
read
(107)
deAA
′
+ θAA
′
BB′∧ e
BB′ = 0
dθAA
′
BB′ + θ
AA′
CC′∧ θ
CC′
BB′ = R
AA′
BB′ .
The Levi-Civita connection preserves the E −H decomposition (105) in all dimensions.
Accordingly, the Cartan connection 1-forms take the form
(108) θAA
′
BB′ = θ
A′
B′δ
A
B + θ
A
Bδ
A′
B′
entailing an analogous local decomposition for the curvature 2-form
(109) RAA
′
BB′ = R
A′
B′δ
A
B +R
A
Bδ
A′
B′
with RA
′
B′ = dθ
A′
B′ + θ
A′
C′∧ θ
C′
B′ and similarly for R
A
B.
The bundles E and H come equipped with natural symplectic metrics—covariantly
constant anti-symmetric tensors εAB and εA′B′ from A
2(E) and A 2(H), respectively. These
can be used to raise and lower E and H-indices. Here we will use the index-raising and
lowering conventions from Penrose and Rindler [38, p.104 & ff.].
As the group Sp(1) is a double cover of SO(3) and the adjoint representation of Sp(1)
is isomorphic to the vector representation of SO(3), we are allowed to trade an SO(3)
vector index—such as for instance the one carried by the almost Ka¨hler structures ωk (for
quaternionic Ka¨hler manifolds these form the components of a section of an SO(3)-bundle
over M on which they provide a frame)— for two primed H-indices. This is achieved
in practice by means of the Pauli matrices as follows: ωA
′
B′ =
1
2(σk)
A′
B′ωk (here and
throughout this section a summation over the repeated index k is implied) and, conversely,
ωk = (σk)
B′
A′ω
A′
B′ . Recall that, besides the Pauli algebra, the Pauli matrices satisfy also
36 RADU A. IONAS¸
the orthogonality and completeness relations
(110)
(σk)
A′
B′(σj)
B′
A′ = 2δkj
(σk)
A′
B′(σk)
C′
D′ = 2δ
A′
D′δ
C′
B′ − δ
A′
B′δ
C′
D′ .
In the Cartan frame one has the following further decomposition formulas:
(111)
metric gAA′,BB′ = εABεA′B′
almost complex structures (Ik)
AA′
BB′ = −i(σk)
A′
B′δ
A
B
almost Ka¨hler structures (ωC′D′)AA′,BB′ = iεA′(C′εD′)B′εAB.
The expressions for the metric and almost complex structures are natural choices satis-
fying the requisite algebraic and Hermiticity properties. The remaining expression for
the almost Ka¨hler structures can be derived from the first two. By definition we have
(ωk)AA′,BB′ = gAA′,CC′(Ik)
CC′
BB′ , and then the formula follows after some standard ε-tensor
gymnastics, upon converting the k index into two primed indices and making use of the
second Pauli matrix property above.
Quaternionic Ka¨hler manifolds are automatically Einstein. What is more, the Sp(1)
component of their curvature is proportional to the almost Ka¨hler forms, i.e.,
(112) RA
′
B′ = sω
A′
B′ ,
with the proportionality factor s equal to a positive dimension-dependent fractional mul-
tiple of the scalar curvature. Hyperka¨hler manifolds, the subclass of quaternionic Ka¨hler
manifolds of interest to us here, are in particular Ricci-flat, and therefore for them s = 0.
That is, the connection induced on the H-bundle is in their case locally flat. If M is in ad-
dition simply connected then this implies that the H-bundle is trivial. From here onwards
we will assume M to be again hyperka¨hler (which in practice means that we can drop the
“almost” modifiers from the statements above) and, moreover, simply connected.
4.3. Killing tensors.
With these general considerations in place, we focus now on a class of hyperka¨hler spaces
possessing a certain type of hidden symmetry, closely related in some way we will make
precise later on to tri-Hamiltonian symmetries, first defined and studied by Dunajski and
Mason in [8, 9].
Definition. Given a positive integer j, a totally symmetric section µA′1···A′2j = µ(A′1···A′2j) of
S2jH is termed a valence (0, 2j) Killing tensor (or Killing spinor, in four dimensions) if it
satisfies the equation
(113) ∇A(A′µA′1···A′2j) = 0.
Observe that if the covariant derivative of µ ··· is of the form
(114) ∇AA′µA′1···A′2j = −iεA′(A′1X
A
A′2···A
′
2j)
for some valence (1, 2j − 1) tensor X
.
···, then µ ··· satisfies automatically the Killing tensor
equation, as follows from a simple symmetrization argument. (The imaginary factor has
been introduced for subsequent convenience. For the general rules and conventions regard-
ing index symmetrization and anti-symmetrization see e.g. [38, p.132 & ff.].) In fact, the
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covariant derivative of a valence (0, 2j) Killing tensor can always be written in this form,
with
(115) XAA′2···A′2j = −i
2j
2j + 1
∇AA
′
1µA′1A′2···A′2j ,
see e.g. [17, eqs. (2.8) through (3.1), with the last one needing an obvious correction].
The integrability conditions for the first-order differential equation (113) lead to con-
straints on the covariant derivatives of the tensor X
.
···. To see this, note first that the
commutator of two covariant derivatives acting on µ ··· vanishes due to the vanishing of the
curvature component along the H-bundle:
(116) [∇AA′ ,∇BB′ ]µA′1···A′2j =
2j∑
k=1
(RC
′
A′k
)AA′,BB′µA′1···C′···A′2j = 0.
This allows us to write further the second-order differential equations
(117)
∇(A
A′∇
B)A′µA′1···A′2j = −
1
2
εA
′B′ [∇AA′ ,∇BB′ ]µA′1···A′2j = 0
∇A(A′∇
A
B′)µA′1···A′2j =
1
2
εAB [∇AA′ ,∇BB′ ]µA′1···A′2j = 0.
Using then the relation (114) and, in the second case, the third equation (111), we arrive
after some straightforward manipulations to the following two constraints:
∇(A(A′1X
B)
A′2···A
′
2j)
= 0(118)
(ωA′B′)CC′,A(A′1∇
CC′XAA′2···A′2j) = 0.(119)
The first constraint is simply the valence (1, 2j − 1) Killing tensor equation. By defini-
tion, we call a tensor satisfying both constraints a tri-Hamiltonian Killing tensor. This
terminology is justified partly by the fact that, in particular, for j = 1, the two constraints
imply that XAA
′
e∨
AA′
is a tri-Hamiltonian Killing vector field. We leave the proof of this
statement as an exercise for the reader and refer to [42] for some useful guidance. So, we
have shown that
Proposition 19. On a hyperka¨hler manifold, a valence (0, 2j) Killing tensor gives rise to
a valence (1, 2j − 1) tri-Hamiltonian Killing tensor.
For the next step it is convenient to recast the triplet of complex structures Ik in the
equivalent representation IA′B′ by trading the SO(3) index for two primed indices in the
manner described above. Thus, similarly to the Ka¨hler forms which can be viewed as the
components of a section of S2H ⊗A 2(M,C), the complex structures can be viewed as the
components of a section of S2H ⊗ End(TCM). This allows us to formulate the following
important observation:
Lemma 20. Let µA′1···A′2j be a valence (0, 2j) Killing tensor. Then
(120) ∇µ(A′1···A′2jIB′C′) = 0.
Proof. By definition, we have
(121)
∇µA′1···A′2jIB′C′ = ∇AA′µA′1···A′2j (IB′C′)
AA′
DD′e
DD′
= eA(B′εC′)(A′1X
A
A′2···A
′
2j)
.
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The second line is obtained by switching the positions of the double index AA′ from lowered
to raised and vice versa and then using the relation (114) and the third formula (111). The
final expression vanishes at the total symmetrization of the primed indices due to the
presence of the ε-tensor. 
This formula plays a key role in bridging the current discussion with our previous con-
siderations regarding hyperpotentials. Assuming that the primed indices take the values 0′
and 1′, let us define the components of the (0, 2j) tensor µA′1···A′2j as follows
µn = (−)
nCn2j µ0′ · · · 0′︸ ︷︷ ︸
j + n
1′ · · · 1′︸ ︷︷ ︸
j − n
(122)
Cn2j =
(
2j
j + n
)
for n ∈ [−j, j ] and 0 otherwise.
The order of the indices is of course irrelevant. Notice that this definition makes sense for
any n ∈ Z: when the values in the combinatorial factor are out of range, the corresponding
component is by definition equal to zero. A (0, 2j) tensor has 2j +1 non-zero components.
Taking exactly j + 1 + n of the indices in the equation (120) to be equal to 0′, we get
(123) ∇µn−1I0′0′ + 2∇µnI0′1′ +∇µn+1I1′1′ = 0.
For n = −j − 1, . . . , j + 1 these equations form a recursive system for the components of
the (0, 2j) tensor. Let us consider now the following particular representation for the Pauli
matrices
(124) (σk)
A′
B′ : σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
for which we have
(125) IA′B′ =
1
2
(σk)A′B′Ik :
(
− I+
1
2 I0
1
2 I0 −I−
)
.
Moreover, let us choose this frame in such a way that the connection 1-forms θA
′
B′ vanish.
Since for simply-connected hyperka¨hler manifolds the H-bundle is trivial, this is always
possible globally. The covariant derivatives can then be replaced with simple derivatives
and the above equation becomes
(126) dµn−1I+ + dµnI0 + dµn+1I− = 0.
This is precisely a recursive system of the type (60), so what we have shown is this:
Proposition 21. Let µA′1···A′2j be a valence (0, 2j) Killing tensor and consider its compo-
nents in a frame chosen as above. Then
0 µ−j · · · µ0 · · · µ+j 0
forms a recursive chain of hyperpotentials with respect to the complex structure I0.
Recursive chains of hyperpotentials, we have seen, are closely related to holomorphic
functions on the twistor space. In particular, bounded recursive chains of hyperpotentials
always have holomorphic functions associated to them as the defining series is finite and
there are no convergence issues to worry about. Accordingly, this Proposition has the
immediate corollary that valence (0, 2j) Killing tensors give rise to holomorphic sections of
the pullback bundle π∗O(2j) over Z.
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For j = 1 this recursive chain of hyperpotentials is the same one that we have encountered
in § 4.1. There we saw that the associated holomorphic function can be interpreted as a
Hamiltonian function with respect to the twisted symplectic form on each twistor fiber.
We will now show that a similar statement holds for general values of j. To this purpose,
it is convenient to view the valence (1, 2j − 1) tensor field X
.
··· as a S
2j−2H-valued vector
field
(127) XA′1···A′2j−2 = X
AA′
A′1···A
′
2j−2
e∨AA′
where e∨
AA′
stands for the vector frame dual to the coframe eAA
′
.
Lemma 22. With the definitions and assumptions above, the following formula holds:
(128) ιX(A′
1
···A′
2j−2
ω
A′
2j−1
A′
2j
)
= ∇µA′1···A′2j .
Proof. From the definitions, then the third formula (111), and finally the relation (114) we
have successively
ιX(A′1···A′2j−2
ω
A′
2j−1
A′
2j
)
= XBB
′
(A′1···A
′
2j−2
(ωA′2j−1A′2j))BB′,CC′e
CC′(129)
= −iεC′(A′2jX
B
A′2j−1A
′
1···A
′
2j−2)
εBC e
CC′
= ∇CC′µA′1···A′2je
CC′
which proves the statement. 
Proceeding as before, we introduce now vector field-valued components defined as follows:
Xn = (−)
nCn2j−2X0′ · · · 0′︸ ︷︷ ︸
j−1+n
1′ · · · 1′︸ ︷︷ ︸
j−1−n
(130)
Cn2j−2 =
(
2j − 2
j − 1 + n
)
for n ∈ [1− j, j − 1] and 0 otherwise.
The components for which the parameters of the corresponding combinatorial factor are
out of range vanish by definition, leaving 2j−1 non-vanishing components. The component
of equation (128) having exactly j + n indices equal to 0′ reads then
(131) ιXn−1ω0′0′ + 2ιXnω0′1′ + ιXn+1ω1′1′ = ∇µn
for any n = −j, . . . , j. When choosing the same frame as in Proposition 21 this equation
becomes
(132) ιXn−1ω+ + ιXnω0 + ιXn+1ω− = dµn.
Acting on this relation with an exterior derivative and using the fact that the hyperka¨hler
2-forms are all closed, we get via Cartan’s formula for the Lie derivative
(133) LXn−1ω+ + LXnω0 + LXn+1ω− = 0.
These results are best understood if we adopt a twistor space perspective. The vector
fields Xn can be viewed as the components of a section of TFZ ⊗ π
∗O(2j − 2) over Z. In
a certain local trivialization of Z this section takes the form
(134) X(ζ) =
Xj−1
ζj−1
+ · · ·+X0 + · · ·+ ζ
j−1X−j+1
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with ζ an inhomogeneous complex coordinate on the twistor base chosen such that ζ = 0
labels the complex structure I0. Correspondingly, the holomorphic section of π
∗O(2j)
associated to the recursive chain of hyperpotentials of Proposition 21 reads
(135) µ(ζ) =
µ+j
ζj
+ · · ·+ µ0 + · · · + ζ
jµ−j .
The equations (132) assemble naturally into the fiberwise moment map equation
(136) ιX(ζ)ω(ζ) = dµ(ζ)
while the equations (133) give similarly the fiberwise symplectic invariance condition
(137) LX(ζ)ω(ζ) = 0.
Remark. For j = 1 this is the equation (103) from the tri-Hamiltonian case. We thus see
that the “hidden” symmetries labeled by j > 1 correspond naturally to a twisting of the
tri-Hamiltonian condition. For this reason we say that the symmetries associated to Killing
tensors proper belong to a trans-tri-Hamiltonian hidden series.
Observe that, unlike in the j = 1 case, in the j > 1 one the generator X(ζ) is not
uniquely defined. In the latter case, a redefinition of X(ζ) of the form
(138) X(ζ) 7−→ X(ζ) + I(ζ)Y (ζ) with Y (ζ) =
j−2∑
n=2−j
Ynζ
−n
leaves the formulas (136) and (137) invariant for any choice of vector fields Yn ∈ TCM
subject only to the reality condition Y¯n = (−)
nY−n, required to preserve the reality property
of X(ζ). Since (137) is implied by (136), it suffices to show that ιX(ζ)ω(ζ) is invariant.
This follows immediately from the fact that I(ζ)Y (ζ) and ω(ζ), viewed as a vector field
respectively a 2-form on M , are of type (0, 1) respectively (2, 0) relative to I(u), and
thus their contraction vanishes trivially. Equivalently, the two sets of formulas (132) and
(133) are invariant at redefinitions Xn 7−→ Xn + I+Yn−1 + I0Yn + I−Yn+1. Rather than
consider it a drawback, we can use this freedom to choose a convenient representative for
the system of vector fieldsXn. Thus, for any vector field X(ζ) of the type (134), performing
a transformation with
(139) Y (ζ) = −
j−2∑
n=0
(I−Xn+1ζ
−n + I+X−n−1ζ
n)
brings it to the form
(140) X⋆(ζ) =
j−1∑
n=0
[P 1,0I0 (Xn − iI−Xn+1)ζ
−n + P 0,1I0 (X−n + iI+X−n−1)ζ
n].
This shows that
Lemma 23. Given a trans-tri-Hamiltonian hidden action, we can always redefine its gen-
erators Xn so that they become sections of the bundle T
1,0
I0
M if n > 0 and of the bundle
T 0,1I0 M if n < 0.
The conclusions of this discussion can be summed up as follows:
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Theorem 24. A valence (0, 2j) Killing tensor on a simply-connected hyperka¨hler mani-
fold M with twistor space Z gives rise to a global section of TFZ ⊗ π
∗O(2j − 2) whose
fiberwise Lie derivative preserves the symplectic form induced on each fiber by the canon-
ical holomorphic 2-form of Z, and for which the holomorphic π∗O(2j) section associated
to the recursive chain of hyperpotentials of Proposition 21 plays on each fiber the role of
Hamiltonian function.
Remark. Our considerations here can be viewed as an explicit demonstration of how Duna-
jski and Mason’s Killing spinor ideas [8,9] connect with Bielawski’s notion of twistor group
actions [6]. The latter describe situations when there is no group action preserving the
hyperka¨hler structure, but where for each complex structure there is an action of a complex
group preserving the corresponding complex symplectic structure.
A large class of examples of hyperka¨hler metrics with trans-tri-Hamiltonian hidden sym-
metries is given by Lindstro¨m and Rocˇek’s generalized Legendre transform metrics [29].
These are metrics for which the holomorphic twistor projection factorizes through a direct
sum of line bundles over CP1 of positive even degree:
Z
dimH M⊕
I=1
O(2jI) CP
1.
For a recent review including a detailed discussion of their hidden symmetries in a similar
vein as here we refer the reader to [23] (esp. § 3.3).
5. Rotational and trans-rotational symmetries
5.1. Quasi-rotational vector fields.
5.1.1. According to their action on the 2-sphere of hyperka¨hler symplectic structures,
isometric vector field actions on hyperka¨hler manifolds fall into one of two categories:
1. tri-Hamiltonian actions, for which every point of the sphere is a fixed point;
2. rotational actions, with two antipodally-opposite fixed points.
In the previous section we have seen that the first class of actions admits twisted versions
forming a trans-tri-Hamiltonian class of hidden symmetries. In this section we will pursue
the question of whether similar twistings are possible in the second case as well.
Definition. Let M be a hyperka¨hler manifold. We call a vector field X ∈ TM rotational
if its Lie action generates a rotation of the 2-sphere of hyperka¨hler symplectic structures
about a fixed axis, as viewed from the perspective of its natural embedding in R3.
A vector field X whose Lie action on the standard basis of hyperka¨hler symplectic
structures takes the form
(141) LXω1 = ω2 LXω2 = −ω1 LXω3 = 0
is rotational with respect to the 3-axis. The first two conditions imply by way of the third
formula (7) that LXI3 = 0, and since X also preserves the symplectic structure ω3 it follows
that X is a Killing vector field for the hyperka¨hler metric on M . This argument carries
over for any choice of rotation axis to show that actions generated by rotational vector
fields are necessarily isometric.
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Note that in the alternative complexified basis given by ω+, ω0, ω− the conditions (141)
assume the diagonal form
(142)
LXω± = ∓iω±
LXω0 = 0.
With this in mind, let us introduce the following relaxation of the notion of rotational
vector field:
Definition. We call a vector field X ∈ TM quasi-rotational (relative to the 3-axis) if
there exists a complex-valued 2-form σ+ on M of type (1, 1) with respect to the complex
structure I3 ≡ I0 such that
(143)
LXω± = ∓i(ω± − σ±)
LXω0 = 0
where, by definition, σ− = − σ¯+.
Remark. This definition was considered by Korman in [27], albeit in a form requiring that
σ+ be of hyper (1, 1) type rather than just of simple (1, 1) type with respect to a single
complex structure. We will see immediately that the less restrictive condition we consider
here implies the one in [27].
Examples.
1. An important class of examples is provided by Korman in op. cit., who considers
what happens to a spectator S1-action of rotational type under hyperka¨hler reduction—
that is, to an S1-action which commutes with the tri-Hamiltonian Lie group action G
with respect to which the hyperka¨hler quotient is being taken. What he finds is that the
spectator S1-action does not always descend to a similarly rotational S1-action on the
reduced hyperka¨hler manifold, but rather it descends in general to a deformed version of
such an action, of which the above quasi-rotational actions are an example. By observing
that the conditions on the generating vector field X for the original S1-action can be
equivalently reformulated as a set of conditions for the 1-form α = ιXω0, Korman is also
able to generalize his arguments to an infinite-dimensional setting where such a vector field
might not exist.
2. The next example, inspired by considerations in [30], shows that, locally, vector fields
with the quasi-rotational property occur quite naturally on hyperka¨hler manifolds. For
any function f ∈ A 0(M), where M represents here a generic hyperka¨hler manifold, let
Xf ∈ TM denote the symplectic gradient of f with respect to the hyperka¨hler symplectic
form ω0, that is,
(144) ιXfω0 = df.
We also have then
(145)
ιXfω+ = dfω
−1
0 ω+ = idfI+
ιXf g = − (ιXfω0)I0 = − dfI0.
Let κ0 be a real Ka¨hler potential for ω0, that is, ω0 = −i∂∂¯κ0 on some open set inM . Then
the locally-defined symplectic gradient X−κ0/2 is a quasi-rotational vector field relative to
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the 3-axis. More precisely, the following two formulas hold:
(146)
LX
−κ0/2
ω+ = −i[ω+ + F+(κ0/2)]
LX
−κ0/2
ω0 = 0.
(The action on ω− can be trivially obtained from that on ω+ by alternating complex
conjugation.) Indeed, the second formula is a direct consequence of the closure of ω0 by
way of Cartan’s homotopy formula:
(147) LX
−κ0/2
ω0 = d(ιX
−κ0/2
ω0) = − d
2(κ0/2) = 0.
On the other hand, by a similar first step and then resorting successively to the first relation
(145) and the definitions (50) we get
(148) LX
−κ0/2
ω+ = d(ιX
−κ0/2
ω+) = −id[d(κ0/2)I+] = −i[H+(κ0/2) + F+(κ0/2)].
Furthermore, choosing for convenience an arbitrary local coordinate system holomorphic
with respect to I0 and using the first integrability condition (24) yields for the first term
H+(κ0/2) =
1
2
∂(∂¯κ0I+)(149)
=
1
2
∂ [∂ρ¯κ0(I+)
ρ¯
ν dx
ν ]
=
1
2
[∂µ∂ρ¯κ0
gµρ¯
(I+)
ρ¯
ν + ∂ρ¯κ0 ∂µ(I+)
ρ¯
ν
vanishes
]dxµ∧ dxν
=
1
2
ω+µν dx
µ∧ dxν
= ω+.
This proves the remaining formula. For reasons to become soon apparent let us also mention
an equivalent reformulation of the equations (146). From the generic hyperka¨hler formula
(9) we have:
(150)
LI0X−κ0/2ω+ = iLX−κ0/2ω+ = ω+ + F+(κ0/2)
LI0X−κ0/2ω0 = d(ιX−κ0/2g) =
1
2
d(dκ0I0) = ω0.
In the last derivation we made use of the second relation (145).
Returning now to the definition, notice that due to the fact that ω+ and ω− are of
type (2, 0) respectively (0, 2) relative to the complex structure I0—or equivalently, by the
formula (9)—we may write the first equation (143) in the form
(151) LI0Xω± = ω± − σ±.
In parallel to this, let us define an additional 2-form σ0 by
(152) LI0Xω0 = ω0 − σ0.
Remarks.
1. Any rotational vector field is also quasi-rotational, with
(153) σ+ = σ− = 0
and in general a non-trivial σ0.
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2. At the opposite end, in the second example above the formulas (150) show for
instance that X−κ0/2 is a locally-defined quasi-rotational vector field relative to the
3-axis with
(154) σ± = −F±(κ0/2) and σ0 = 0.
The following key property generalizes Proposition 1 of [21] to the class of quasi-rotational
vector fields:
Proposition 25. σ+, σ0, σ− thus defined are all closed hyper (1, 1) forms.
Proof. Let us begin by observing that for any vector field Y ∈ TM and any m ∈ {−1, 0, 1}
we have ωm(I0X,Y ) = g(I0X, ImY ) = g(ImY, I0X) = ω0(ImY,X) = −ω0(X, ImY ), which
may be expressed equivalently as ιI0Xωm = − (ιXω0)Im. Using Cartan’s formula, the
equations (151)–(152) yield then the relations
(155) σm = ωm + d[(ιXω0)Im].
The closure of the σm follows from the closure of the hyperka¨hler symplectic forms.
The second equation (143) states that the action of X is symplectic with respect to
the hyperka¨hler symplectic structure ω0, implying that locally on M there must exist a
real-valued function µ defined up to constant shift such that
(156) ιXω0 = dµ.
If we assume that H1(M,R) = 0 then the action of X is Hamiltonian and the moment map
µ can be defined globally on M . The last two relations imply together that
(157) σm = ωm + d(dµIm).
The m = 1 component of this equation has the structure
(158) σ+
1,1
= ω+
2,0
+ d(dµI+
1,0
)
w.r.t. I0
By matching Hodge types with respect to the complex structure I0 we obtain
(159)
σ+ = ∂¯(∂¯µI+) = F+(µ)
ω+ = − ∂(∂¯µI+) = −H+(µ).
The first equation implies immediately, via Lemma 8, that σ+ must be a hyper (1, 1) form.
On the other hand, from (149) we have H+(κ0/2) = ω+, which, together with the second
equation, gives us H+(κ0+2µ) = 0. Complex conjugation yields in turn H−(κ0+2µ) = 0.
Note in addition that the m = 0 component of the equation (157) gives locally
(160) σ0 = −i∂∂¯(κ0 + 2µ).
The equivalence 1 ⇔ 2 of Proposition 9 guarantees then that σ0 must be a hyper (1, 1)
form as well. 
Remark. If the vector field X is defined globally on M , the relations (155) imply that, for
each value of m, σm and ωm belong to the same cohomology class in H
2(M,C).
5.1.2. According to Lemma 15, to any closed hyper (1, 1) form one can associate locally
a recursive chain of hyperpotentials. Thus, to σ+, σ− and σ0 we can associate respectively
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two mutually conjugated “complex” recursive chains and one self-conjugated one. Let us
focus now for a moment on σ+. As a closed hyper (1, 1) form, σ+ can be locally derived
from a complex hyperpotential ϕ+ with respect to the complex structure I0 through the
formula
(161) σ+ = i∂∂¯ϕ+.
Using this in the first equation (143) yields
(162) d(ιXω+ − ∂ϕ+
1,0
) = −iω+
2,0 w.r.t. I0
By separating this equality into a (1, 1) part and a (2, 0) part with respect to I0, we infer
that locally there exists a symplectic 1-form potential θ+ for ω+ holomorphic relative to I0
(that is, a locally-defined 1-form θ+ ∈ A
1,0
I0
(M) satisfying the two conditions: ω+ = dθ+
and ∂¯θ+ = 0) such that
(163) ιXω+ = ∂ϕ+ − iθ+.
This can be regarded as a counterpart to the moment map equation (156). Together, via
the first property (145), they imply in particular that
(164) dϕ+ − iθ+ = idµI+ + ∂¯ϕ+.
Define now a local vector field S ∈ T 1,0I0 M holomorphic relative to I0 through the condition
ιSω+ = θ+. By expressing ω0 in terms of a local Ka¨hler potential κ0 and exploiting the
holomorphicity property of S we can show that ιSω0 = −i∂¯ [S(κ0)]. These last two relations
enable us to recast the pair of equations (163) and (156) into the form
(165)
ι
P 1,0I0
X+iS
ω+ = ∂ϕ+
ιP 1,0I0 X+iS
ω0 = ∂¯ϕ0
where P 1,0I0 X is the (1, 0) component of X with respect to I0 and, by definition,
(166) ϕ0 = µ+ S(κ0).
The equivalence 1 ⇔ 5 of Proposition 9 ensures then that ϕ0 and ϕ+ are adjacent hy-
perpotentials in a recursive chain of hyperpotentials with respect to I0, that is, we have
symbolically
· · · ϕ0 ϕ+ · · ·
By the equation (161) and the chain recurrence relations we have σ+ = F0(ϕ+) = F+(ϕ0),
and so this chain is associated to σ+ in the sense of Lemma 15.
5.2. Twisted rotational actions.
5.2.1. With the help of these concepts we are now ready to tackle the issue of trans-
rotational symmetries. To define these, we begin with the observation that in the case
when X is a rotational vector field with respect to the 3-axis the corresponding equations
(142) can be assembled on the twistor space into a single formula as follows
(167)
(
− iζ
∂
∂ζ
+ LX
)
ω(ζ) = 0
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with the Lie derivative taken fiberwise. The analogous formula in the tri-Hamiltonian case
is equation (103). In § 4.3 we have seen that trans-tri-Hamiltonian hidden symmetries are
characterized by a twisted version of the tri-Hamiltonian formula, namely, equation (137).
The twist consists in formally replacing X with a multi-component fiberwise-acting vector
field X(ζ) of the form (134). In this analogy, the formula above opens up the intriguing
possibility of a similar twisting in the rotational case. In what follows we will show that
such twisted actions not only can be defined, but they also lead to interesting, non-trivial,
new hyperka¨hler symmetries forming, in parallel with the trans-tri-Hamiltonian twisted
series, a trans-rotational twisted series.
So, in accordance with this heuristic argument, for any given integer j ≥ 1 let us consider
now a condition of the type
(168)
(
− iζ
∂
∂ζ
+ LX(ζ)
)
ω(ζ) = 0
with the Lie derivative being taken along the fiber directions and X(ζ) the tropical com-
ponent of a section of the bundle TFZ⊗π
∗O(2j−2), assumed real with respect to the real
structure on Z. More precisely, in an appropriate local trivialization of Z,
(169) X(ζ) =
j−1∑
n=1−j
Xnζ
−n
with the components Xn forming a system of 2j−1 vector fields in TCM obeying the alter-
nating reality condition X¯n = (−)
nX−n. In purely hyperka¨hler space terms the condition
(168) is equivalent to requiring that the vector fields Xn satisfy the property
(170) LXn−1ω+ + LXnω0 + LXn+1ω− = −inωn.
To simplify the appearance of our formulas we adopt the convention that Xn is defined for
all n ∈ Z but such that Xn = 0 when n is outside the symmetric interval [1 − j, j − 1],
and similarly for ωn, which are assumed to vanish for all n ∈ Z outside the interval [−1, 1].
Note that for j = 1 the relations (170) reduce to the rotational equations (142).
Definition. We refer to a system of vector fields onM having this property for some j > 1
as generating an O(2j − 2)-twisted rotational action relative to the 3-axis.
Remark. To facilitate a unitary treatment, in what follows we will in effect often extend
this definition to include the limit case j = 1, that is, the rotational case proper.
By substituting for the Lie derivatives Cartan’s formula it is easy to see that due to
the closure of the hyperka¨hler symplectic forms the left-hand side of the equation (170) is
an exact 2-form, and so based on Poincare´’s lemma we can infer that there exist complex
potentials ϕn, a real-valued potential µ, and a 1-form symplectic potential θ+ (for ω+)
holomorphic relative to I0 such that
(171) ιXn−1ω+ + ιXnω0 + ιXn+1ω− =


dϕn if n = 2, ... , j
dϕ+− iθ+ if n = 1
dµ if n = 0.
The equations for negative values of n can be obtained from the corresponding positive-
value equations by complex conjugation. We will assume here that H1(M,R) = 0, in which
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case the potentials µ and ϕn with n = 2, . . . , j are defined globally on M . Moreover, note
that even though neither ϕ+ nor θ+ are globally defined, the combination dϕ+− iθ+ is.
5.2.2. An important difference between the purely rotational case and the twisted one is
that in the latter case the generator X(ζ) is not uniquely defined. Indeed, for j > 1, the
defining condition (169) remains invariant at any redefinition of the type
(172) X(ζ) 7−→ X(ζ) + I(ζ)Y (ζ) with Y (ζ) =
j−2∑
n=2−j
Ynζ
−n
such that Yn ∈ TCM are subject to the reality condition Y¯n = (−)
nY−n but otherwise
arbitrary. An equivalent statement is that the two sets of formulas (170) and (171) are
invariant at redefinitions Xn 7−→ Xn + I+Yn−1 + I0Yn + I−Yn+1. This follows by precisely
the same argument which precedes Lemma 23 from the previous section. In fact, in the
same way as there we can show that
Lemma 26. Given a twisted rotational action relative to the 3-axis we can always redefine
the generators Xn so that they become sections of the bundle T
1,0
I0
M if n > 0 and of the
bundle T 0,1I0 M if n < 0.
Definition. We will henceforth refer to such a choice of representative for the equivalence
class of generators as a canonical presentation of the action. Generators in a canonical
presentation will be marked with a star superscript.
Observe then that LX⋆n>0ω− = 0 and LX⋆n<0ω+ = 0, with one term in the corresponding
Cartan formulas vanishing due to the closure of the forms and the other due to the mismatch
between the Hodge types with respect to I0 of the vector fields and forms being contracted.
Consequently, when the generators are in the canonical presentation some of the terms in
the equations (170) vanish and we are left with
LX⋆j−1ω+ = 0
LX⋆j−2ω++LX⋆j−1ω0 = 0
...(173)
LX⋆+ω++ LX⋆++ω0 = 0
LX⋆0ω++ LX⋆+ω0 = −iω+
LX⋆0ω0 = 0.
Again, the remaining non-trivial equations can be obtained from these by conjugation. In
the spirit of our previous conventions we toggle freely between the numerical and the +/−
notation for the indices. Let us concentrate for a moment on the structure of the second
to last equation:
(174) LX⋆0ω+
2,0+1,1
+LX⋆+ω0
1,1+0,2
= −iω+
2,0 w.r.t. I0
From matching Hodge types with respect to the complex structure I0 it is clear that the
(0, 2) component of LX⋆+ω0 must vanish, which then implies that this is purely of type
(1, 1). Comparing now with this in mind the last two equations in the list with the two
equations (143) we arrive at the following crucial observation:
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Proposition 27. The X⋆0 generator in the canonical presentation of a twisted rotational
action relative to the 3-axis is a vector field of quasi-rotational type relative to the same
axis, with
(175) σ+ = iLX⋆+ω0 = id(ιX⋆+ω0).
By Proposition 25 this is then automatically a closed hyper (1, 1) form on M . Actually,
since the formula holds globally, σ+ is in this case not only closed but also exact. In light
of equation (155) we hence have
Corollary 28. A hyperka¨hler manifold may possess a twisted rotational action relative to
the 3-axis only if the cohomology classes of both ω1 and ω2 are trivial.
By the same Proposition, in addition to the complex-valued closed hyper (1, 1) form σ+
and its conjugate form σ− we can also define a third real-valued closed hyper (1, 1) form σ0.
Furthermore, by Lemma 15, locally these forms have associated recursive chains of hyperpo-
tentials. In the next part of our discussion we will be concerned with characterizing these.
Similarly to above we have ιX⋆n>0ω− = 0 and ιX⋆n<0ω+ = 0, and so if we take the genera-
tors of the twisted action to be in the canonical presentation, the moment map equations
(171) assume the reduced form
ιX⋆j−1ω+ = dϕj
ιX⋆j−2ω++ ιX⋆j−1ω0 = dϕj−1
...(176)
ιX⋆+ω++ ιX⋆++ω0 = dϕ++
ιX⋆0ω++ ιX⋆+ω0 = dϕ+ − iθ+
ιX⋆0ω0 = dµ.
By separating each of these equations into (1, 0) and (0, 1) components with respect to I0
we obtain the equivalent system
(177)
• ∂¯ϕj = 0 i.e. ϕj is holomorphic with respect to I0
• ιX⋆nω+ = ∂ϕn+1
n = 1, ... , j − 1
ιX⋆nω0 = ∂¯ϕn
• ιX⋆0 ω+ = ∂ϕ+ − iθ+ ⇐⇒
ι
P 1,0I0
X⋆0+iS
ω+ = ∂ϕ+
ιX⋆0 ω0 = dµ ιP 1,0I0 X
⋆
0+iS
ω0 = ∂¯ϕ0.
The proof of the last equivalence goes along the same lines as the proof of the equivalence
between the equations (163) and (156) on one hand and the equations (165) on the other.
Thus, what we obtain is a recursive system of pairs of symplectic gradient equations of the
type featuring in part 5 of Proposition 9, which we can then immediately interpret in the
sense that
· · · ϕ0 ϕ+ ϕ++ · · · ϕj−1 ϕj 0
forms a right-bounded recursive chain of hyperpotentials with respect to I0. By noticing
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that on the domain of definition of ϕ+ we have σ+ = i∂∂¯ϕ+, we can identify this as a
recursive chain locally associated to the closed hyper (1, 1) form σ+ in the sense of the
extended ∂∂¯ -Lemma 15.
For the next step we need the following generic technical result:
Lemma 29. For any right-bounded chain of hyperpotentials with respect to I0 of the form
· · · ϕ+ ϕ++ · · · ϕj−1 ϕj 0
the following identities hold:
(178)
∂¯ϕ+ +
j∑
n=2
dϕn
ζn−1
= −id
( j∑
n=2
n− 1
ζn−1
ϕn
)
I(ζ)
∂¯ϕ+ +
j∑
n=2
1
2
( 1
ζn−1
+ (−ζ¯)n−1
)
dϕn = d
[ j∑
n=2
1
2i
( 1
ζn−1
− (−ζ¯)n−1
)
ϕn
]
I(u).
Proof. Consider a point u ∈ S2 with complex inhomogeneous coordinate ζ 6= 0,∞. For any
set of functions {an}n=2,...,j assumed to depend solely on u, using the second expression
(18) for I(ζ) and the chain’s recursion relations we have
d
( j∑
n=2
anϕn
)
I(ζ) = i
j∑
n=2
[(an −
an−1
ζ
)∂ϕn + (an+1ζ − an)∂¯ϕn](179)
+ ia2ζ ∂¯ϕ+ + i
a1
ζ
∂ϕ++.
If we want the coefficients of ∂ϕn and ∂¯ϕn in the sum on the right-hand side to be equal— so
that they yield together a multiple of dϕn—we need to have
(180)
an−1
ζ
− 2an + an+1ζ = 0.
This is a second-order linear recurrence relation. To determine it we need in addition two
initial conditions. Guided by the last two terms above we choose as initial conditions a1 = 0
and a2 = −i/ζ. The solution of the recurrence is then
(181) an = −i
n− 1
ζn−1
and the first identity of the Lemma follows promptly.
The second identity can be derived in much the same way. For any choice of coefficients
{bn}n=2,...,j depending at most on u, writing I(u) = x0I0 − 2x−I+− 2x+I− and resorting
to the chain’s recurrence relations gives us
d
( j∑
n=2
bnϕn
)
I(u) = i
j∑
n=2
[(x0bn + 2x−bn−1)∂ϕn − (x0bn + 2x+bn+1)∂¯ϕn](182)
− 2ix+b2 ∂¯ϕ+ − 2ix−b1∂ϕ++.
By following a similar rationale as above we require that
(183) x+bn+1 + x0bn + x−bn−1 = 0
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with initial conditions b1 = 0 and b2 = i/(2x+). This new recurrence has the solution
(184) bn =
1
2i
( 1
ζn−1
− (−ζ¯)n−1
)
.
Substituting it back into the equation yields the desired identity. 
Returning to our discussion, let us assemble now the relations (157) corresponding to
the case when X = X⋆0 into the following two equations:
(185)
σ+
ζ
+ σ0 + ζσ− = ω(ζ) + d[dµI(ζ)]
x1σ1 + x2σ2 + x3σ3 = ω(u) + d[dµI(u)].
The real components σ1, σ2, σ3 are related to the complex “spherical” ones σ+, σ0, σ− in
the usual way. Acting with the exterior derivative of M on each of the two identities of
the previous Lemma and recalling that σ+ = i∂∂¯ϕ+ gives us two formulas for σ+—and,
through antipodal conjugation, two corresponding ones for σ−. By substituting then in
each equation one of the two matching sets of formulas for σ+ and σ− (after rewriting the
left-hand side of the second equation as x0σ0 − 2x−σ+− 2x+σ−) we can cast them in the
form
(186)
σ0 = ω(ζ) + d[dµ(ζ)I(ζ)]
x0σ0 = ω(u) + d[dµ(u)I(u)]
where, by definition,
(187) µ(ζ) = µ−
j∑
n=2
(n− 1)(ϕnζ
−n + ϕc−nζ
n)
and
µ(u) = µ+
j∑
n=2
|ζ|2 + (−)n|ζ|2n
1 + |ζ|2
(ϕnζ
−n + c.c.)(188)
= µ−
j∑
n=2
( n−1∑
k=1
(−)k|ζ|2k
)
(ϕnζ
−n + c.c.).
The two equations (186) will play a central role in our analysis. They hold for any ζ 6= 0,∞
respectively any u 6= uN ,uS . The two µ-functions, regarded as functions on the twistor
space, are defined everywhere on Z except on the fibers over these two points.
Lemma 30. The function µ(ζ) thus defined satisfies the following quasi-moment map
equation on M :
(189) ιX(ζ)ω(ζ) = dµ(ζ)− iζ∂ζ [dµ(ζ)I(ζ)].
Proof. By subtracting from the first identity (178), divided by ζ, its antipodal conjugate,
comparing the result with the definition of µ(ζ), and then using in the terms of order 1
and −1 in ζ the relation (164) and its conjugate, we get
(190) dµ(ζ)I(ζ) = dµI0 −
θ++ idϕ+
ζ
− (θ−− idϕ
c
−)ζ − i
j∑
n=2
(dϕn
ζn
− dϕc−nζ
n
)
.
From this we deduce successively
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dµ(ζ)− iζ∂ζ [dµ(ζ)I(ζ)] =(191)
= (dϕ+− iθ+)ζ
−1+ dµ+ (dϕc−+ iθ−)ζ +
j∑
n=2
(dϕnζ
−n+ dϕc−nζ
n)
=
j∑
n=−j
(ιXn−1ω+ + ιXnω0 + ιXn+1ω−)ζ
−n
= ιX(ζ)ω(ζ).
The third line follows from the equations (171), and the last one is an immediate conse-
quence of the definitions of X(ζ) and ω(ζ). 
The following table lists the three closed hyper (1, 1) forms which characterize the twisted
rotational action together with a corresponding set of local recursive chains of hyperpoten-
tials with respect to the complex structure I0:
Hyper (1, 1) form Associated local chain Globally-defined elements Related by
σ+ {ϕn}n≤j ϕj , . . . , ϕ2 σ+ = i∂∂¯ϕ+
σ0 {φn = φ
c
n}n∈Z σ0 = i∂∂¯φ0
σ− {ϕ
c
n}n≥−j ϕ
c
−j , . . . , ϕ
c
−2 σ− = i∂∂¯ϕ
c
−
In light of the equation (160) we may identify φ0 = −(κ0 +2µ), and so the recursive chain
associated to σ0 can be thought of as the (self-conjugated) chain generated locally by this
hyperpotential. It is important to remember that since the chains of hyperpotentials arise
recursively by means of existence arguments based on the holomorphic Poincare´ lemma,
none of their elements, with the exception of the globally-defined ones, are uniquely defined.
In fact, even these are defined only up to possible constant shifts.
Let us consider the local aspects a little more carefully. Implicit in the table above is the
fact that (most of) the hyperpotentials listed are local, and as such they should really be
labeled by the corresponding open set on which they are defined. As we have explained in
§ 3.8, to σ0 one can associate an open cover V of Z with each element V ∈ V supporting
a real-valued potential φV (u) such that σ0 = i∂I(u)∂¯I(u)φV (u) on some local domain on M
for each u ∈ π(V ). The covering V may always be chosen to be invariant under the action
of the antipodal conjugation-induced real structure on Z. Let VN = {V ∈ V |uN ∈ π(V )}
and VS = {V ∈ V |uS ∈ π(V )} denote the collections of elements of the cover which project
down to arctic and antarctic regions on the twistor sphere, respectively. As before, we will
denote generic elements of VN and VS by VN and VS . For any such pair of open sets VN and
VS interchanged by the real structure of Z Proposition 18 guarantees that a local recursive
chain {φn}n∈Z exists such that φVN(u) and φVS(u) are given in terms of its elements by the
two series (88). Similarly, a local recursive chain {ϕn}n≤j associated to σ+ can always be
chosen such that the two series
(192) ϕVN(ζ) =
j∑
n=−∞
ϕnζ
−n and ϕVS(ζ) = −
∞∑
n=−j
ϕcnζ
−n
converge on VN and VS —outside, that is, of their intersections with the fibers over ζ = 0
respectively ∞ where they are singular— thereby defining meromorphic functions in a
twistor space sense by Proposition 13. (In order for VN and VS to be able to accommodate
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the additional functions one might need to shrink them through a refinement of the cover.)
We then extend this collection of polar meromorphic functions trivially to the whole cover
V by setting
(193) ϕV (ζ) =


ϕVN(ζ) if V = VN ∈ VN
ϕVS (ζ) if V = VS ∈ VS
0 otherwise.
For quick reference we summarize this discussion in yet another table:
Hyper (1, 1) form(s) Associated local functions Polar components
σ+, σ− {ϕV (ζ)}V ∈V meromorphic eqs. (192)
σ0 {φV (u)}V ∈V real potentials eqs. (88)
5.2.3. Next, we turn our attention to examining the local implications of the two equations
(186). Let us begin with the second one:
(194) x0σ0
1,1
= ω(u)
1,1
+ d[dµ(u)I(u)]
1,1 w.r.t. I(u)
Each constituent term is a closed form of type (1, 1) with respect to the complex structure
I(u), and as such can be derived by virtue of the corresponding ∂∂¯ -lemma from a local
potential. It thus follows immediately that
(195) κV (u) = − 2µ(u)− x0φV (u)
defines a local Ka¨hler potential in the complex structure I(u). As before, x0 denotes the
component of u along the rotation axis (i.e. the height function).
Observe, however, that at the north and south poles of the twistor sphere this formula is
not well-defined due to the fact that µ(u) is singular there. This problem can be rectified
by a redefinition of the Ka¨hler potential in the arctic and antarctic neighborhoods through
the addition of a local pluriharmonic counterterm which cancels the singular part while
preserving the Ka¨hler potential property:
(196) κregV (u) = κV (u)− (x0 − xV )[ϕV (ζ) + ϕV (ζ)]
where xVN = 1 and xVS = −1 are the height functions of uN and uS for any VN ∈ VN
and VS ∈ VS. Noting that φVN(uN ) = φ0 = −(κ0 + 2µ), one can check that with this new
definition we have κregVN(u) 7→ κ0 as u 7→ uN . Similarly, κ
reg
VS
(u) 7→ κ0 as u 7→ uS , and so
the corrected potential is indeed regular at the poles.
On another hand, from the first formula it is clear that at the equator of the twistor
sphere (defined by x0 = 0), −2µ(u) is a Ka¨hler potential for ω(u). On the basis of this
observation we have:
Corollary 31. If a hyperka¨hler manifold M with H1(M,R) = 0 has an O(2j − 2)-twisted
rotational action relative to the 3-axis, then for any γ ∈ [0, 2π) the Fourier superposition
(197) κequator(γ) = −2µ − 2
j∑
n=2
even
(ϕne
−inγ + ϕ¯ne
inγ)
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with µ and ϕn Hamiltonian functions characterizing the action via the equations (171) gives
a Ka¨hler potential for the Ka¨hler form ω(u) at the point u on the equator of the twistor
2-sphere with longitude angle γ.
u
γ
x1
x2
x3
Figure 3. The longitude angle γ.
Remark. This result generalizes to the twisted case an observation made in [22] in the case
of a hyperka¨hler manifold with a purely rotational action, where it was shown that the
moment map with respect to either one of the two Ka¨hler forms preserved by the action
and corresponding to an axis of the twistor sphere plays (up to a possible multiplicative
constant depending on one’s normalization conventions) the role of Ka¨hler potential for
any Ka¨hler form in the equatorial plane normal to the axis.
5.2.4. In contrast to the second equation (186), the first one has a less homogeneous
structure:
(198) σ0
1,1
= ω(ζ)
2,0
+ d[dµ(ζ)I(ζ)
1,0
]
w.r.t. I(u)
By filtering according to Hodge type with respect to the complex structure I(u) we can
split it into two homogeneous pieces:
(199)
∂I(u)[dµ(ζ)I(ζ)] = −ω(ζ)
∂¯I(u)[dµ(ζ)I(ζ)] = σ0.
Expressing σ0 in terms of a local hyperpotential with respect to I(u) allows us to recast
these equations in the form
(200)
∂I(u)[dµ(ζ)I(ζ) + i∂I(u)φV (u)] = −ω(ζ)
∂¯I(u)[dµ(ζ)I(ζ) + i∂I(u)φV (u)] = 0
valid for any V ∈ V , from which it follows that
(201) θV (ζ) = − dµ(ζ)I(ζ)− i∂I(u)φV (u)
provides a local symplectic 1-form potential for the twisted symplectic form ω(ζ), holo-
morphic relative to I(u) (that is, a 1-form θV (ζ) ∈ A
1,0
I(u)(M) satisfying the two properties:
ω(ζ) = dθV (ζ) and ∂¯I(u)θV (ζ) = 0). By the first property (71), θV (ζ) depends indeed on ζ
holomorphically.
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Note that this is singular at ζ = 0, and thus in fact meromorphic, with the singular part
dictated entirely by the first term, as can be seen from a cursory inspection of the equation
(83). By the equation (190) this is of the form
(202) θVN(ζ) = i
j∑
n=1
dϕn
ζn
+
θ+
ζ
+O(ζ0).
An antipodally conjugated version of this expansion holds for the corresponding neighbor-
hood VS from VS .
As we will discuss in greater detail later on in § 5.2.6, since ω(ζ) defines a complex
symplectic 2-form on the twistor fiber above ζ we can introduce complex canonical coor-
dinates, and in particular we can try to identify the symplectic potential (201) with the
corresponding complex canonical 1-form. However, a straightforward attempt to do that
fails in essence due to the discrepancy between the singularity structure of ω(ζ), which has
a simple pole at ζ = 0, and that of θV (ζ), which has a pole of order j. Just as in the case
of the Ka¨hler potentials this problem can be solved by exploiting the inherent ambiguity
in the definition of symplectic 1-form potentials. Thus, if to the meromorphic symplectic
1-form potential (201) we add trivial local meromorphic counterterms as follows
(203) θregV (ζ) = θV (ζ)− idϕV (ζ)
then the result will not only be another meromorphic symplectic 1-form potential for ω(ζ),
but also one which has now a simple pole at ζ = 0:
(204) θregVN(ζ) =
θ+
ζ
+O(ζ0).
This and not the representative (201) should therefore be the symplectic potential which
should be identified with the canonical 1-form.
5.2.5. As we have seen in Corollary 28, two of the three closed hyper (1, 1) forms associated
to a twisted rotational action, namely σ+ and σ−, are exact, and so their cohomology classes
are trivial. Their role is important but rather discrete. On the other hand, the cohomology
class of the remaining closed hyper (1, 1) form, σ0, is in general non-trivial. In particular,
when this cohomology class is, up to a 2π factor, integral (which by formula (155) is
equivalent to the cohomology class of ω0 being up to a 2π factor integral), we can interpret
σ0 as the curvature form of a hyperhermitian connection on a hyperholomorphic line bundle
overM . Over the twistor space Z, by virtue of the Atiyah-Ward correspondence, we have in
this case a corresponding holomorphic line bundle LZ trivial along each horizontal twistor
line. In what follows we will argue that this line bundle is moreover endowed with a natural
meromorphic connection. In fact, we will actually prove that a more comprehensive result
holds, one which generalizes this paradigm and does not need any additional assumptions
such as the integrality condition or the existence of a line bundle.
Let us associate to each open set V ∈ V a local (1, 0) form on Z defined in a correspond-
ing local trivialization as follows:
(205) AV = −i∂ZφV (u)− dµ(ζ)I(ζ) + iµ(ζ)
dζ
ζ
.
The key properties of these forms are summarized in the lemma below:
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Lemma 32. The 1-forms AV are meromorphic with respect to the twistor complex structure
on Z. They are well-defined everywhere on their domains except on the fibers over ζ = 0
and ∞ for V ∈ VN and VS, respectively, where they have poles of order j, with the residues
of all orders from 1 to j globally defined on the fibers and canonically determined by the
data of the action.
Proof. Observe that the component of AV along the twistor fiber is precisely the meromor-
phic symplectic 1-form potential θV (ζ) defined above. From the ζ-expansion (202) and the
ζ-series formulas (187) and (88) we get that
(206) AVN = i
j∑
n=1
dϕn
ζn
+
θ+
ζ
=
i
j∑
n=1
ιXn−1ω+ + ιXnω0 + ιXn+1ω−
ζn
+O(ζ0)− i
( j∑
n=2
(n− 1)
ϕn
ζn
− µ+O(ζ)
)dζ
ζ
This expansion formula together with its antipodal conjugate provide the substance of the
second part of the statement.
To prove mermorphicity, let α = dµ(ζ)I(ζ) − iµ(ζ)dζ/ζ, and then in terms of this we
have
(207) ∂¯ZAV = −i∂¯Z∂ZφV (u)− ∂¯Zα.
By the property (70), in the local trivialization considered the first term is equal to σ0. On
the other hand, from Lemma 4 and then the second equation (199) we obtain
(208) ∂¯Zα = ∂¯I(u)αF = ∂¯I(u)[dµ(ζ)I(ζ)] = σ0.
The two terms thus cancel against each other to yield ∂¯ZAV = 0. 
Should σ0/2π belong to an integral cohomology class, the forms AV would play the role
of local connection 1-forms for a meromorphic connection on the holomorphic line bundle
LZ . A more invariant characterization of the connection would be in this case given by the
curvature 2-form, also known as field strength. Splitting successively dZ = ∂Z + ∂¯Z and
then dZ = d+ dCP1 , we get
F = dZAV = i∂Z ∂¯ZφV (u)
σ0
− dZα(209)
= σ0 − d[dµ(ζ)I(ζ)]
ω(ζ)
− dCP1 [dµ(ζ)I(ζ)] + idµ(ζ) ∧
dζ
ζ
= ω(ζ) + [ζ∂ζ(dµ(ζ)I(ζ)) + idµ(ζ)] ∧
dζ
ζ
= ω(ζ) + iιX(ζ)ω(ζ) ∧
dζ
ζ
.
The last line follows from Lemma 30. As expected from a field strength, this is defined
globally on Z, albeit with the divisor π−1(0,∞) removed. Observe, moreover, that if we
lift the generator − iζ ∂∂ζ of rotations around the 3-axis of the twistor S
2 to the vector field
− iζ ∂∂ζ +X(ζ) on Z considered here in an appropriate trivialization, this will then be a
null vector for F .
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From the defining formula (205) it is clear that on intersections U∩V in Z with U, V ∈ V
we have the gluing relations
(210) AU −AV = −idZφUV (ζ)
where φUV (ζ) are holomorphic gluing functions for the potentials φU(u) and φV (u) of the
closed hyper (1, 1) form σ0, defined as in the equation (92). In general these do not satisfy
cocycle conditions, but the holomorphic 1-forms dZφUV (ζ) do. They determine, as we have
explained in § 3.8, an element in the sheaf cohomology group H1(Z, dOZ ), which in turn
determines uniquely an extension class
(211) 0 OZ E TZ 0.
The gluing relation (210) asserts that this 1-cocycle is in fact a 1-coboundary and therefore
trivial, meaning that this short exact sequence splits. Note that if one wants to avoid
working with singular objects one needs to restrict the base to Z r π−1(0,∞). When the
cohomology class of σ0/2π is integral, which happens if and only if the cohomology class
of ω0/2π is integral, then E is isomorphic to the Atiyah algebroid of the holomorphic line
bundle LZ with holomorphic transition functions gUV = exp[φUV (ζ)].
To sum up, we have proven the following generalization to the twisted rotational case of
Proposition 5 from [21], corresponding to the purely rotational case:
Theorem 33. Let M be a hyperka¨hler manifold with H1(M,R) = 0 and such that ω0/2π
belongs to an integral cohomology class in H2(M,R). If M has an O(2j − 2)-twisted rota-
tional action relative to the 3-axis with twisted generator X(ζ), then over its twistor space Z
there exists a holomorphic line bundle LZ trivial on each horizontal twistor line, admitting
a meromorphic connection with poles of order j on the divisor π−1(0,∞) and meromorphic
curvature form given in our usual trivialization of Z by the formula
(212) F = ω(ζ) + iιX(ζ)ω(ζ) ∧
dζ
ζ
.
Over M itself, by the Atiyah-Ward correspondence one has a corresponding hyperholomor-
phic line bundle endowed with a hyperhermitian connection with curvature 2-form equal to
the closed hyper (1, 1) form σ0 canonically associated to the action.
5.2.6. The holomorphic twistor space 2-form ω induces on each fiber of the holomorphic
twistor fibration a complex symplectic structure compatible with the complex structure on
the fiber. By a complex version of Darboux’s theorem, for a suitable covering V of Z, on
each open set V ∈ V we can then introduce a system of holomorphic canonical symplectic
coordinates. In particular, given a pair of open sets VN ∈ VN and VS ∈ VS we may write
(213)
ωVN = dη˜A,VN ∧ dη
A
VN
ωVS = dη˜A,VS ∧ dη
A
VS
.
The A indices run from 1 to the quaternionic dimension of M and a summation convention
over repeated indices is understood. The coordinates η˜
A,VN
, ηAVN and η˜A,VS , η
A
VS
are well-
defined local holomorphic functions on VN and VS , respectively. The ones defined on VN
are in particular well-defined at and around ζ = 0, with Taylor expansions in ζ of the form
(214)
ηAVN = z
A + vAζ +O(ζ2)
η˜A,VN = uA +O(ζ).
TWISTED HYPERKA¨HLER SYMMETRIES AND HYPERHOLOMORPHIC LINE BUNDLES 57
If VN and VS are interchanged by the action of the real structure on Z then the Taylor
expansion formulas for the VS canonical coordinates around ζ = ∞ follow from these by
antipodal conjugation.
Earlier on, in § 5.2.4, we have argued that the modified meromorphic symplectic 1-form
potential θregV (ζ) is the natural candidate for identification with the canonical 1-form cor-
responding to this canonical system of coordinates. A more precise statement is that, for
reasons having to do with the particularities of our definitions, this identification can be
made only up to a twisting factor. Thus, for VN and VS the correct assignment is
(215)
θregVN (ζ) =
1
ζ
η˜A,VNdη
A
VN
θregVS (ζ) = ζ η˜A,VS dη
A
VS
.
Let also ϑregV (ζ) denote the pullback of θ
reg
V (ζ) to Z by the non-holomorphic twistor pro-
jection. This is a meromorphic 1-form on V ⊂ Z. In our usual trivialization the pullbacks
ϑregVN (ζ) and ϑ
reg
VS
(ζ) of the forms (215) can be obtained simply by replacing in their expres-
sions d with dZ .
On non-empty intersections U ∩ V , with U, V ∈ V , the meromorphic symplectic 1-form
potentials are patched together by means of holomorphic gluing functions θUV (ζ), that
is, θregU (ζ)− θ
reg
V (ζ) = dθUV (ζ). One can then argue that yet another set of holomorphic
functions tUV (ζ) must exist such that
(216) ϑregU (ζ)− ϑ
reg
V (ζ) = dZθUV (ζ)− tUV (ζ)
dζ
ζ
.
Example. To illustrate this concretely let us consider a situation when VN ∩ VS 6= ∅.
Since ω is a section of a bundle over Z twisted by O(2), over the intersection VN ∩ VS its
components are patched together by means of the O(2) transition function, i.e.
(217) ωVS =
1
ζ2
ωVN .
The patching may be alternatively characterized by what is known as a canonical generating
function. Let us consider specifically a canonical generating function GVSVN of type II,
which is to say, assumed to depend (holomorphically) on the variables ηAVN , η˜A,VS and also
on ζ. In terms of it, the transition between the two patches is described implicitly by the
twisted canonical transformation
(218)
η˜A,VN = ζ
∂GVSVN
∂ηAVN
ηAVS =
1
ζ
∂GVSVN
∂η˜A,VS
for any solutions of these equations satisfy automatically the twisted symplectic gluing
relation (217). A straightforward calculation then shows that the transition property for
ϑregVN (ζ) and ϑ
reg
VS
(ζ) is indeed of the form (216), with the two holomorphic gluing functions,
vertical and horizontal, given by
(219)
θVSVN (ζ) = η˜A,VS
∂GVSVN
∂η˜A,VS
−GVSVN
tVSVN (ζ) = η˜A,VS
∂GVSVN
∂η˜A,VS
− ζ
∂GVSVN
∂ζ
.
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5.2.7. Returning to the generic case, note that from the equation (201) we get, after
absorbing possible integration constants into the definition of θUV (ζ), that the holomorphic
gluing functions for the meromorphic connection 1-forms AV are related to those of the
symplectic 1-form potentials θregV (ζ) by
(220) φUV (ζ) = iθUV (ζ)− ϕU (ζ) + ϕV (ζ).
Recall that the fiberwise component of AV is given by θV (ζ) = θ
reg
V (ζ) + idϕV (ζ). Its
pullback to Z is naturally meromorphic, and since AV must also be meromorphic it follows
that on every V ∈ V there exists a local meromorphic function tV (ζ) such that
(221) AV = ϑ
reg
V (ζ) + idZϕV (ζ) + tV (ζ)
dζ
ζ
.
In view of the relation (220), in order for the gluing formula (210) to hold we need to have
(222) tU (ζ)− tV (ζ) = tUV (ζ)
for all U, V ∈ V . An immediate corollary is that for a hyperka¨hler manifold to possess
a twisted rotational action the horizontal transition functions tUV (ζ) must form a Cˇech
coboundary.
In addition to this there are also singularity requirements at the poles. By matching
the horizontal components of the formulas (221) and (205) for AV , and especially the
singularity structures around ζ = 0 and ∞, we can show that the functions tV (ζ) must be
of the form
(223) tV (ζ) = ixV ϕV (ζ) + t
reg
V (ζ)
for any V ∈ V , with tregV (ζ) local holomorphic functions with no singularities. Their
singularity structure is in other words completely determined by the meromorphic functions
ϕV (ζ). What is more, for the above choice of ϑ
reg
V (ζ) we find that
(224) tregVN (ζ) = i(µ− ϕ0)− uAv
A +O(ζ)
with a corresponding expansion formula for tregVS (ζ) around ζ =∞ dictated by antipodal
conjugation.
It is important to understand that the functions ϕV (ζ) are not uniquely defined, rather
we are free to choose them subject only to the constraint that they are meromorphic, with
antipodally paired singularities at ζ = 0 and ζ =∞, where their principal parts have a
finite number of terms—the ones of order O(ζ−2) and lower, respectively of order O(ζ2)
and higher—whose residues are prescribed by the twisted action. Moreover, recalling that
θ+ + idϕ+ is globally defined and also fixed by the action, the residues of the terms of
order O(ζ−1) and O(ζ), respectively, are determined by our choice of symplectic 1-form
potential, which entails that θ+ = uAdz
A. This leaves the terms of order O(ζ0) and higher,
respectively lower, largely unconstrained beyond the requirement of holomorphicity. For
our current discussion the upshot of this is that, for all V ∈ VN ∪ VS , we are basically
allowed to absorb the holomorphic functions tregV (ζ) into redefinitions of the meromorphic
functions ϕV (ζ). That is to say
Lemma 34. There exists a choice of functions ϕV (ζ) for which the connection 1-forms
AV take the form
(225) AV = ϑ
reg
V (ζ) + idZϕV (ζ) + ixV ϕV (ζ)
dζ
ζ
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for all V ∈ VN ∪ VS. In this special gauge we have
(226) ϕ0 = µ+ iuAv
A.
Remark. These considerations are particularly useful when the hyperka¨hler geometric data
is given to us in the form of holomorphic symplectic patching data. Then the splitting
condition (222) together with the singularity structure at the poles (223) can be used
to determine a set of functions ϕV (ζ). These functions can be further adjusted by the
addition of suitable meromorphic terms with at most a simple pole at ζ = 0 and ∞ so as
to satisfy the special gauge condition (226) with, crucially, a real-valued µ. The remaining
moment maps can be extracted from the Laurent expansion of ϕVN (ζ) around ζ = 0 for
any VN ∈ VN . Failure of any step in this procedure to work signals that the hyperka¨hler
manifold in question does not possess in fact a twisted rotational symmetry.
5.2.8. We end this section with a discussion of how our approach here relates to Neitzke’s
approach to hyperholomorphicity in [33].
Remark that the first equation (186) implies by way of the local Poincare´ lemma that
for any open set V ∈ V and any real-valued local symplectic 1-form potential A0,V for σ0
(i.e., σ0 = dA0,V on the image p(V ) of V through the non-holomorphic twistor projection)
there exists a complex function sV (ζ) such that
(227) A0,V + dsV (ζ) = θ
reg
V (ζ) + dµ(ζ)I(ζ).
From the m = 0 component of the equation (157) it is clear that A0,V − dµI0 ≡ θ0,V
provides a symplectic 1-form potential on p(V ) for ω0. Resorting to the relation (190) and
rearranging gives us then the formula
(228) θregV (ζ) =
θ++ idϕ+
ζ
+ θ0,V + (θ−− idϕc−)ζ + d
[
sV (ζ) + i
j∑
n=2
(ϕnζ−n− ϕc−nζ
n)
]
.
If we compare this with the Laurent expansion (204) around ζ = 0 and with its antipodal
counterpart around ζ =∞, we see that the function sV (ζ) must be of the form
(229) sV (ζ) = −iϕV (ζ) + s
reg
V (ζ)
with sregV (ζ) regular everywhere on its domain.
Observing that both terms on the right hand side of the equation (227) are of type (1, 0)
with respect to the complex structure I(u), it follows that the (0, 1) component of A0,V
relative to the same complex structure is equal to − ∂¯I(u)sV (ζ). Since A0,V is real-valued
we may write
(230) A0,V = − ∂I(u)sV (ζ)− ∂¯I(u)sV (ζ) = − ∂I(u)s
reg
V (ζ)− ∂¯I(u)s
reg
V (ζ)
where we have used the meromorphicity of the functions ϕV (ζ) to substitute under the
Dolbeault operators each sV (ζ) with its regular part. Acting further with an exterior
derivative and recalling the analytic structure formula (73) we then get that
(231) φV (u) = −2Ims
reg
V (ζ)
is a local hyperpotential with respect to I(u) for the hyper (1, 1) form σ0. This and the
previous equation above may be equivalently recast as the equality
(232) dsregV (ζ) +A0,V = −i∂I(u)φV (u)
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between two symplectic 1-form potentials for σ0. Since the right hand side is a form of
type (1, 0) with respect to the complex structure I(u), a projection argument using the
holomorphic subspace projectors defined in § 1.2 implies that the following equations must
hold:
(233)
[(d+A0,V )e
sregV (ζ)]PN (ζ) = 0
[(d+A0,V )e
sregV (ζ)]PS (ζ) = 0
for ζ ∈ π(V )∩N and π(V )∩S, respectively. These are essentially the hyperholomorphicity
conditions employed by Neitzke in [33] (see esp. § 4.5).
On intersections U ∩ V , denoting with θ0,UV the real-valued gluing functions for the
symplectic 1-form potentials θ0,V (i.e., θ0,U − θ0,V = dθ0,UV ), we have
(234) sregU (ζ)− s
reg
V (ζ) = −iφUV (ζ)− θ0,UV
up to possible integration constants which can be absorbed into a redefinition of φUV (ζ).
These gluing equations together with the regularity requirement at the poles and the real
structure allow one in principle to determine the sections sregV (ζ) from the holomorphic
symplectic patching data of the hyperka¨hler manifold.
6. Universal expressions for the twisted symmetry generators in special
coordinates
6.0.1. We have seen earlier that the generators of a trans-tri-Hamiltonian or a trans-
rotational action on a hyperka¨hler manifold come in equivalence classes and admit a spe-
cial choice of representatives (Lemmas 23 and 26, respectively). We will now show that
another special and very useful choice is possible. Namely, we will show that one has a
certain natural coordinate frame in which the generators of the action admit canonical
representatives given by universal symplectic gradient-type formulas, with potentials given
by moment maps and the relevant gradient field acting on only half of the coordinates.
As a by-product of the proof of this fact we will derive a set of generic formulas for the
hyperka¨hler metric and symplectic forms in this coordinate frame of possible independent
interest.
Consider a hyperka¨hler manifold M and let ωVN be the component of the canonical
holomorphic 2-form section of the twistor space Z of M corresponding to an open subset
VN ⊂ Z . On each twistor fiber intersecting this subset the fiber-supported ωVN can be
viewed as a holomorphic symplectic form, and so by the complex version of Darboux’s
theorem there exists a local system of holomorphic coordinates ηAVN and η˜A,VN in terms of
which ωVN = dη˜A,VN ∧ dη
A
VN
(we use here the same index notation conventions as in § 5.2.6).
These coordinates are in particular well-defined at and around ζ = 0, labeling the complex
structure I0, with Taylor expansions in ζ of the form
(235)
ηAVN = z
A + vAζ +O(ζ2)
η˜A,VN = uA + wAζ +O(ζ
2)
But since ω is a global section of the O(2)-twisted bundle Λ2T ∗F ⊗ π
∗O(2) over Z, we have
at the same time ωVN = ω+ + ω0ζ + ω−ζ
2. We can then identify
(236)
ω+ = duA ∧ dz
A
ω0 = duA ∧ dv
A + dwA ∧ dz
A.
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For these 2-forms, or rather for their so-called Euclidean components ω1, ω2, ω3 defined by
ω+ =
1
2(ω1 + iω2) and ω0 = ω3, to represent the symplectic forms of a hyperka¨hler structure
they need to satisfy a number of conditions:
1. Closure: This condition is clearly automatically satisfied.
2. Reality : Their Euclidean components must be real, which is to say we must have
ω¯m = (−)
mω−m.
3. Quaternionicity : The tangent bundle endomorphisms I1, I2, I3 built out of them
as in (7) must satisfy the imaginary quaternionic algebra.
These conditions impose a number of constraints on the Laurent coefficients zA, vA, uA and
wA. To determine them explicitly we need to choose first a coordinate system. The leading
coefficients uA and z
A provide a local system of coordinates on the hyperka¨hler manifold
holomorphic with respect to the complex structure I0. However, for our purposes it will be
convenient to choose a different set of coordinates. To describe these one is naturally led
to distinguish between several cases based on whether the coordinates ηAVN are real (with
respect to antipodal conjugation) sections of the bundle π∗O(2) or not. In the following
two subsections we will discuss the two extremal situations when either none of the vA is
real, or all of the vA are real. Intermediate cases when only some of the vA are real can be
treated in principle through a hybrid approach.
6.0.2. Let us begin by considering the case when none of the vA variables are real. In this
case we can choose on the hyperka¨hler manifold a local system of coordinates formed by
zA, vA and their complex conjugates, and in what follows we will refer to these as special
coordinates anchored at I0. With this choice, the conditions that ω0 be real read as follows:
(237)
∂uA
∂vB
=
∂uB
∂vA
∂wA
∂zB
=
∂wB
∂zA
∂wA
∂vB
=
∂uB
∂zA
∂uA
∂v¯B
= −
∂u¯B
∂vA
∂wA
∂z¯B
= −
∂w¯B
∂zA
∂wA
∂v¯B
= −
∂u¯B
∂zA
.
For any differentiable function f :M → C let us define the symplectic gradient-like vector
field
(238) Xf = iρ
AB
(
∂f
∂v¯A
∂
∂vB
−
∂f
∂vB
∂
∂v¯A
)
with ρAB denoting the matrix inverse of the Hermitian bilinear form
(239) ρAB = −i
∂uA
∂v¯B
= i
∂u¯B
∂vA
.
By resorting to the above reality conditions we can show with a little bit of effort that, for
any f ,
(240)
ιXfω0 = df − ZA(f)dz
A − Z¯A(f)dz¯
A
ιXfω+ = Y¯A(f)dz
A
ιXfω− = −YA(f)dz¯
A
where, by definition,
(241)
YA =
∂
∂v¯A
− i
∂u¯C
∂v¯A
ρCD
∂
∂vD
ZA =
∂
∂zA
− i
∂u¯C
∂zA
ρCD
∂
∂vD
.
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form two sets of local complex-valued vector fields on M . Note, incidentally, that the first
set of fields is of the above symplectic gradient type: YA = X−u¯A . Given three different
differentiable functions fn−1, fn and fn+1 on M we then have
ιXfn−1ω+ + ιXfnω0 + ιXfn+1ω− =(242)
dfn − [ZA(fn)− Y¯A(fn−1)]dz
A − [Z¯A(fn) + YA(fn+1)]dz¯
A.
The vector fields YA and ZA form a local frame for the holomorphic tangent bundle
T 1,0I0 M . This follows from the observation that their action on a complete set of coor-
dinates anti-holomorphic with respect to I0 vanishes, namely: YA(u¯B) = 0, YA(z¯
B) = 0
and ZA(u¯B) = 0, ZA(z¯
B) = 0. To construct the dual coframe in T ∗1,0I0 M we introduce the
1-forms
hA = duA − ZB(uA)dz
B(243)
= iρCD
[
∂uD
∂vA
(
∂u¯C
∂zB
dzB +
∂u¯C
∂vB
dvB
)
+
∂u¯C
∂vA
(
∂uD
∂z¯B
dz¯B +
∂uD
∂v¯B
dv¯B
)]
.
From the definitions of the vector fields and the vanishing properties it is straightforward
to see that the coframe dual to the frame spanned by YA and ZA is given by the 1-forms
hA ≡ iφABhB and dz
A, where by definition φAB is the matrix inverse of
(244) φAB = iYB(uA) = ρ
CD
(
∂u¯B
∂v¯C
∂uA
∂vD
−
∂u¯B
∂vD
∂uA
∂v¯C
)
.
Notice, furthermore, that the 2-forms (236) can be expressed in this coframe as follows:
(245)
ω+ = hA ∧ dz
A + ZB(uA)dz
B ∧ dzA
ω0 =
(
−
∂wA
∂z¯B
+ iρCD
∂u¯C
∂zA
∂uD
∂z¯B
)
dzA∧ dz¯B − iφBAhA ∧ h¯B
This representation is particularly convenient for approaching the remaining issue of qua-
ternionicity. Thus, imposing the quaternionicity conditions as formulated above yields on
one hand a set of constraints on the first derivatives of the uA-functions, namely
(246) ZB(uA) = ZA(uB)
(note that these are trivially satisfied for dimHM = 1) and on the other fixes
(247)
∂wA
∂z¯B
= iρCD
∂u¯C
∂zA
∂uD
∂z¯B
+ iφAB = iρ
CD
(
∂u¯C
∂zA
∂uD
∂z¯B
+
∂u¯C
∂v¯B
∂uD
∂vA
−
∂u¯C
∂vA
∂uD
∂v¯B
)
to give us eventually the following manifestly quaternionic expressions for the hyperka¨hler
symplectic forms:
(248)
ω+ = hA ∧ dz
A
ω0 = −i(φABdz
A∧ dz¯B + φBAhA ∧ h¯B).
Corresponding to these we have the hyperka¨hler metric
(249) g = φABdz
Adz¯B + φBAhAh¯B.
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6.0.3. Let us turn to the case when all the vA variables are real. To indicate this we will
use in what follows the special notation vA = ψA. In this case it is natural to take the
twistor space ηA-coordinates to be sections of the π∗O(2) bundle over Z real with respect
to antipodal conjugation, in which case we have simply
(250) ηAVN = z
A + ψAζ − z¯Aζ2.
As vA and v¯A now coincide, the previously chosen set of variables is no longer sufficient to
coordinatize the hyperka¨hler manifold. Nevertheless, there is a natural way to supplement
this set with the requisite number of variables. The crucial observation is that, when this
assumption holds, neither the reality nor the quaternionicity conditions constrain the real
parts of the uA coefficients, which means that we are essentially allowed to cast these in
the role of independent variables. In practice it will actually be convenient to retain some
freedom of choice by allowing for an ambiguity in the definition, and so we introduce the
closely related variables ψ˜A = ReuA − ̺A, where ̺A represent a set of arbitrary real-valued
functions, independent of ψ˜A, which we can in principle fix or constrain at a subsequent
stage in accordance with more specific needs. The hyperka¨hler manifold will then be
properly coordinatized by zA, z¯A, ψA and ψ˜A, and these are going to be what we are going
to call special coordinates anchored at I0 in this case.
The requirement that ω0 be real imposes now a different set of constraints:
(251)
∂(uA − u¯A)
∂ψB
=
∂(uB − u¯B)
∂ψA
∂wA
∂zB
=
∂wB
∂zA
∂(uA − u¯A)
∂ψ˜B
= 0
∂wA
∂ψ˜B
= 0
∂(uA − u¯A)
∂zB
=
∂wB
∂ψA
∂wA
∂z¯B
= −
∂w¯B
∂zA
.
To any differentiable function f : M → C let us associate the symplectic gradient-like
vector field
(252) Xf =
∂f
∂ψA
∂
∂ψ˜A
−
∂f
∂ψ˜A
∂
∂ψA
.
Then, provided that we choose the ambiguous shift terms ̺A such that
(253)
∂̺A
∂ψB
=
∂̺B
∂ψA
∂̺A
∂ψ˜B
= 0,
meaning that two of the above reality conditions can be replaced with
(254)
∂uA
∂ψB
=
∂uB
∂ψA
∂uA
∂ψ˜B
= δBA ,
we can show that this vector field satisfies a set of properties formally identical to the
properties (240) and (242) in the previous case, with the vector fields YA and ZA given now
by the expressions
(255)
YA =
∂
∂ψA
−
∂u¯B
∂ψA
∂
∂ψ˜B
ZA =
∂
∂zA
−
∂u¯B
∂zA
∂
∂ψ˜B
.
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By the same token as before these vector fields form a local frame for the holomorphic
tangent bundle T 1,0I0 M . The corresponding dual coframe for T
∗1,0
I0
M is constructed following
the same principle, starting from
hA = duA − ZB(uA)dz
B(256)
= dψ˜A +
∂u¯A
∂zB
dzB +
∂uA
∂z¯B
dz¯B +
∂uA
∂ψB
dψB
and with
(257) φAB = iYB(uA) = i
∂(uA − u¯A)
∂ψB
.
real and symmetric. The 2-forms (236) assume in this coframe the form
(258)
ω+ = hA ∧ dz
A + ZB(uA)dz
B ∧ dzA
ω0 = −
∂wA
∂z¯B
dzA∧ dz¯B − iφBAhA ∧ h¯B.
The quaternionicity conditions impose then on one hand the same constraint (246), and
on the other the constraint
(259)
∂wA
∂z¯B
= iφAB,
which, in this context, translate to the conditions
(260)
∂(uA − u¯A)
∂zB
=
∂(uB − u¯B)
∂zA
∂wA
∂z¯B
= −
∂(uA − u¯A)
∂ψB
,
to eventually yield formulas formally identical to the ones in equations (248) and (249) for
the hyperka¨hler metric and symplectic forms.
In this case, these formulas represent an equivalent rephrasing of a more familiar set
of formulas. To see this, introduce real components by zA = 12(x
A
1 + ix
A
2 ), ψ
A = xA3 and
assemble them into R3-vectors ~r A = xA1 i + x
A
2 j + x
A
3 k. If we define, moreover, the real-
valued fields
(261)
ΦAB =
1
2
φAB =
i
2
∂(uA − u¯A)
∂ψB
AA =
∂u¯A
∂zB
dzB +
∂uA
∂z¯B
dz¯B +
1
2
∂(uA − u¯A)
∂ψB
dψB
by construction independent of the ψ˜A coordinates, then we have hA = dψ˜A+AA−iΦABdψ
B ,
and then a straightforward exercise shows that the above formulas for the hyperka¨hler
symplectic 2-forms and metric may be recast in terms of these fields in the extended
Gibbons-Hawking form [16,36]
(262)
~ω = −
1
2
ΦAB d~r
A∧ d~r B − d~r A∧ (dψ˜A +AA)
g =
1
2
ΦAB d~r
A · d~r B +
1
2
ΦAB(dψ˜A +AA)(dψ˜B +AB)
where we similarly assemble the real components of the 2-forms ω+, ω0, ω− into an R
3-
vector ~ω. The wedge product between R3-vector-valued 1-forms is defined consistently with
the rules of the cross product. In addition, the extended Bogomolny equations
(263) dAC = ⋆
BdΦCB and ~∂AΦCB = ~∂BΦCA
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hold, insuring the closure of the 2-forms. The Euclidean gradient vector fields ~∂A form
a coordinate frame on Rm ⊗ R3 (where m = dimHM), and the action of the linear star
operators on the dual coordinate frame is given by ⋆Ad~r B = 12 d~r
A∧ d~r B. Thus, the case
when all of the vA variables are real describes the local geometry of what we shall refer to as
manifolds of extended Gibbons-Hawking type, that is, of hyperka¨hler manifolds possessing a
continuous abelian tri-Hamiltonian symmetry of rank equal to their quaternionic dimension.
6.0.4. Before we proceed to the next step in the argument we open a parenthesis to make
an observation which, while not immediately necessary for our current discussion, will
become relevant later on.
Let us begin with the first case we have considered above, when none of the vA are real.
Remark that in this case the reality requirement for ω0 may be equivalently restated as the
condition that the 1-form α = uAdv
A − u¯Adv¯
A + wAdz
A − w¯Adz¯
A be closed. By the local
Poincare´ lemma it follows that locally there exists a real-valued function L of class at least
C2 depending on the variables zA, z¯A, vA, v¯A such that
(264)
uA = iLvA
wA = iLzA
where the indices of L represent derivatives. Substituting back into the formulas (236)
gives us for the hyperka¨hler symplectic forms the expressions
(265)
ω+ = idLvA ∧ dz
A
ω0 =
i
2
(dLvA ∧ dv
A − dLv¯A ∧ dv¯
A + dLzA ∧ dz
A − dLz¯A ∧ dz¯
A).
with ω0 now manifestly real (note that in order to arrive at this real expression one must
add following the substitution a trivially vanishing term −i/2d2L). The quaternionicity
conditions (246) and (247) impose further a set of highly non-linear differential constraints
on L. Clearly, any function L satisfying these constraints determines a hyperka¨hler metric
and, conversely, any hyperka¨hler metric with no tri-Hamiltonian isometries can be retrieved
locally from a function of this type. In the special coordinate system given by zA, z¯A, vA, v¯A
the function L is a natural choice for the role of local potential, rather similarly to the way
Ka¨hler potentials are for holomorphic coordinate systems. The two descriptions are in fact
related by a Legendre transform. More precisely, the (flipped-sign) Legendre transform of
L with respect to the vA and v¯A variables, that is,
(266) κ0(z, u, z¯, u¯) = L(z, v, z¯, v¯) + i(uAv
A − u¯Av¯
A),
with the first equation (264) and its complex conjugate playing the role of Legendre con-
ditions, gives a local Ka¨hler potential for the hyperka¨hler metric on M in the coordinates
zA, uA holomorphic with respect to I0.
Remark. For the class of generalized Legendre transform metrics we have mentioned at the
end of section 4— for which all of the Darboux coordinates ηAV can be viewed as components
of sections of bundles π∗O(2jA) over Z for some positive integers jA ≥ 2—Lindstro¨m and
Rocˇek showed in [29] that the function L can be obtained through extremization from
another function of more variables, but in terms of which the differential constraints can
be expressed linearly.
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In the other case, when all of the vA variables are real, denoting again vA = ψA one
can similarly see that the condition that ω0 be real is equivalent to the condition that the
1-form α = (uA − u¯A)dψ
A +wAdz
A − w¯Adz¯
A be closed. A C2-function L depending on the
variables zA, z¯A, ψA thus exists such that
(267)
uA − u¯A = iLψA
wA = iLzA .
Recalling our earlier considerations regarding the real part of the uA variables, we may
replace the first equation with
(268) uA = ψ˜A + ̺A +
i
2
LψA .
Substituting these expressions for uA and wA into the formulas (236) for the hyperka¨hler
symplectic forms we get
(269)
ω+ = d(ψ˜A + ̺A) ∧ dz
A +
i
2
dLψA ∧ dz
A
ω0 = d(ψ˜A + ̺A) ∧ dψ
A +
i
2
dLzA ∧ dz
A −
i
2
dLz¯A ∧ dz¯
A.
where again, to obtain a manifestly real ω0, we add a trivially vanishing term −i/2d
2L.
The quaternionicity conditions (260) impose further on L, in a drastic simplification with
respect to the previous case, the linear differential constraints
(270) LψAzB = LψBzA and LψAψB + LzAz¯B = 0.
If we work instead with R3-vector-valued coordinates, that is, if we consider L to be a
function of the ~r A variables rather than of the zA, z¯A, ψA ones, these constraints can be
equivalently expressed with the usual notation conventions from three-dimensional vector
calculus in the form
(271) ~∂A · ~∂BL = 0 and ~∂A × ~∂BL = 0
which one may view as a natural generalization of the Laplace condition on R3 to Rm⊗R3.
In terms of the function L, the Gibbons-Hawking potential and connection 1-form read
(272)
ΦAB = −
1
2
LψAψB
AA = Im(LψAzBdz
B) + d̺A.
Any solution of the equations (270) or, alternatively, the equations (271) determines a
hyperka¨hler metric of extended Gibbons-Hawking type and, conversely, any such metric
can be locally derived from such a function L. Similarly as above one can check that the
(flipped-sign) Legendre transform of L with respect to the ψA variables,
(273) κ0(z, u, z¯, u¯) = L(z, z¯, ψ) + i(uA − u¯A)ψ
A,
for which the Legendre condition coincides with the first equation (267), gives a Ka¨hler
potential in the coordinates zA, uA holomorphic with respect to I0 [22].
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6.0.5. From here on we continue the discussion by treating the two cases together, with
the implicit understanding that the fields Xf are defined by the equation (238) in the
first case respectively (252) in the second, the fields YA and ZA by the equations (241)
respectively (255), and so on.
The following lemma collects for easy reference one of the important formulas proven
above in each case:
Lemma 35. Given any three differentiable functions fn−1, fn and fn+1 on M we have
ιXfn−1ω+ + ιXfnω0 + ιXfn+1ω− =(274)
dfn − [ZA(fn)− Y¯A(fn−1)]dz
A − [Z¯A(fn) + YA(fn+1)]dz¯
A.
The hyperka¨hler symplectic 2-forms and metric take in both cases the form (248)–(249).
Knowledge of the symplectic forms determines the complex structures, and so in particular
we get
(275)
I+ = iZ¯A ⊗ h
A − iY¯A ⊗ dz
A
P 1,0I0 = ZA ⊗ dz
A + YA ⊗ h
A.
(By definition, hA = iφABhB. Recall also that, in either case above, ZA, YA and their com-
plex conjugates on one hand, and dzA, hA and their complex conjugates on the other give
dual local frames for the complexified tangent and cotangent bundles of M , respectively.)
For any two functions fn and fn+1 on M we then have
(276) dfn+1P
1,0
I0
− idfnI+ = [ZA(fn+1)− Y¯A(fn)]dz
A + [Z¯A(fn) + YA(fn+1)]h
A.
By the equivalence 1⇔ 3 of Proposition 9 it follows that
Lemma 36. Two functions fn and fn+1 on M are adjacent hyperpotentials with respect
to the complex structure I0 if and only if they satisfy the system of first-order linear PDEs
(277)
ZA(fn+1)− Y¯A(fn) = 0
Z¯A(fn) + YA(fn+1) = 0.
Notice that since ηAVN and η˜A,VN are locally-defined holomorphic functions on the twistor
space we already have at our disposal two chains of hyperpotentials with respect to I0 on
which we can verify this assertion, namely
· · · vA zA 0
· · · wA uA 0.
And indeed, the equations
(278)
ZA(z
B)− Y¯A(v
B) = 0
Z¯A(v
B) + YA(z
B) = 0
follow trivially from the definitions of YA and ZA. On the other hand, the equations
(279)
ZA(uB)− Y¯A(wB) = 0
Z¯A(wB) + YA(uB) = 0
are only satisfied provided that the quaternionicity conditions hold, and in fact one may
consider them to be equivalent to these.
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Lemmas 35 and 36 have the following important direct consequence:
Proposition 37. A sequence of functions {fn}n∈Z on M forms a chain of hyperpotentials
with respect to the complex structure I0 if and only if
(280) ιXfn−1ω+ + ιXfnω0 + ιXfn+1ω− = dfn
for all n ∈ Z.
This equation is essentially a Cauchy-Riemann condition for chains of hyperpotentials, in
special coordinates.
6.0.6. The stage is now set to merge these considerations with our previous discussion of
twisted symmetries, both of trans-tri-Hamiltonian and of trans-rotational type.
Theorem 38 (The trans-tri-Hamiltonian case). Consider a hyperka¨hler manifold M pos-
sessing a trans-tri-Hamiltonian symmetry generated by a (non-unique) set of vector fields
{Xn}n=1−j,...,j−1, with moment map functions {µn}n=−j,...,j satisfying the generalized mo-
ment map equations 3
(281) ιXn−1ω+ + ιXnω0 + ιXn+1ω− = dµn.
Choose as above a Darboux trivialization of the canonical 2-form on the twistor space Z of
M in such a way that one of the complex canonical coordinates is given by the holomorphic
section associated to the generalized moment map, that is, such that for some index A0 we
have ηA0VN = µj + µj−1ζ + · · ·+ µ−jζ
2j. Then in the special coordinates on M associated to
this trivialization a representative set of the generators is given explicitly by
(282) Xn = Xµn
for all values of n.
Proof. By Proposition 21, the moment map functions {µn}n=−j,...,j form a bounded chain
of hyperpotentials with respect to the complex structure I0. The theorem follows then
directly from Proposition 37. The only thing we still need to check is whether we have
the requisite number of generators. This is ensured by our particular choice of Darboux
trivialization. For the singled out index A0 we have z
A0 = µj and z¯
A0 = (−)jµ−j, from
which it follows immediately that Xµj = Xµ−j = 0, leaving us as needed with only 2j − 1
non-vanishing generators. 
When j = 1 we have only one generator, and it is straightforward to check that the formula
(282) reduces in this case to
(283) X0 =
∂
∂ψ˜A0
.
This shows once again that trans-tri-Hamiltonian symmetries, as we have defined them,
are natural generalizations of the tri-holomorphic isometries of Gibbons and Hawking.
3Here as elsewhere we assume implicitly the convention that objects with off-range indices vanish.
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Theorem 39 (The trans-rotational case). Consider a hyperka¨hler manifold M possessing a
trans-rotational symmetry generated by a (non-unique) set of vector fields {Xn}n=1−j,...,j−1
satisfying the reality condition X¯n = (−)
nX−n, such that
(284) ιXn−1ω+ + ιXnω0 + ιXn+1ω− =


dϕn if n = 2, ... , j
dϕ+− iθ+ if n = 1
dµ if n = 0.
Choose a Darboux trivialization of the canonical 2-form on the twistor space and a corre-
sponding system of special coordinates onM anchored at I0. Let {ϕn}n≤j be a right-bounded
chain of hyperpotentials with respect to I0 associated to the action, set in a gauge in which
ϕ0 = µ+ iuAv
A (such a gauge exists by Lemma 34; moreover, in this case θ+ = uAdz
A).
Then a representative set of the generators is given explicitly by the formulas
(285) Xn =
{
Xϕn n = 1, . . . , j
Xµ n = 0
with the remaining generators determined by an alternating reality condition.
Proof. If we take Xn = Xϕn for n = 1, . . . , j, then the equations (284) with n = 2, . . . , j
hold automatically by virtue of Proposition 37. Taking further X0 to be equal to Xϕ0 fails
however to deliver the n = 1 equation, and anyway this choice does not satisfy the required
reality condition (X0 needs to be real). So let us take instead X0 = Xµ, which is, to begin
with, real. By the formula of Lemma 35,
ιXµω+ + ιXϕ+ω0 + ιXϕ++ω− =(286)
dϕ+ − [ZA(ϕ+)− Y¯A(µ)]dz
A − [Z¯A(ϕ+) + YA(ϕ++)]dz¯
A.
Recalling that uB is in the kernel of Y¯A, and since ϕ0, ϕ+, ϕ++ are adjacent hyperpotentials
with respect to I0, we have
(287)
ZA(ϕ+)− Y¯A(µ) = ZA(ϕ+)− Y¯A(ϕ0) + iuBY¯A(v
B) = iuA
Z¯A(ϕ+) + YA(ϕ++) = 0
which gives us in the end
(288) ιXµω+ + ιXϕ+ω0 + ιXϕ++ω− = dϕ+ − iuAdz
A.
Thus, this choice for X0 gives us as wanted the n = 1 component of the system (284), with
θ+ = uAdz
A, clearly a symplectic 1-form potential for ω+ holomorphic with respect to I0.
Let us verify now whether the n = 0 component holds as well. Similarly as above,
ιX−ϕ¯+ω+ + ιXµω0 + ιXϕ+ω− =(289)
dµ − [ZA(µ) + Y¯A(ϕ¯+)]dz
A − [Z¯A(µ) + YA(ϕ+)]dz¯
A
and since both uB and v
B are in the kernel of Z¯A and ϕ0 and ϕ+ are adjacent hyperpoten-
tials, we have
(290) Z¯A(µ) + YA(ϕ+) = Z¯A(ϕ0) + YA(ϕ+) = 0
leaving us eventually with
(291) ι−Xϕ+ω+ + ιXµω0 + ιXϕ+ω− = dµ.
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This argument makes it clear that the existence on a hyperka¨hler manifold of a half-bounded
chain of hyperpotentials with one of the elements of the form (226) is an almost sufficient
condition for the existence of a trans-rotational symmetry structure. More precisely, we
have
Lemma 40. Let M be a hyperka¨hler manifold endowed a system of special coordinates
anchored at I0 derived from a choice of Darboux trivialization for the canonical 2-form on its
twistor space. Suppose that on M there exists a local right-bounded chain of hyperpotentials
{ϕn}n≤j with respect to I0 such that ϕ0 = µ+ iuAv
A, with µ a real-valued function. Then,
if we define 2j − 1 vector fields Xn by the symplectic gradient formulas (285) and the
requirement that X¯n = (−)
nX−n, these will satisfy the moment map equations (284) with
θ+ = uAdz
A, and therefore at least locally the Hamiltonian properties expected from the
generators of a trans-rotational symmetry.
For a trans-rotational symmetry to properly exist in this case the vector fields Xn need of
course to be defined and satisfy these properties globally.
6.0.7. Having focused hitherto mostly on symmetry generators and hyperpotentials, we
close up this section with an observation regarding hyper (1, 1) forms. This exploits the
fact that knowledge of the hyperka¨hler complex structures in a specific frame imposes strict
algebraic constraints on the form which a hyper (1, 1) form can take in that frame. Thus,
Lemma 6 in conjunction with the expressions (275) for the hyperka¨hler complex structures
gives us promptly the following Ansatz:
Lemma 41. A possibly complex-valued 2-form σ on M is of hyper (1, 1) type if and only
if in the coframe of T ∗
C
M given by dzA, hA and their complex conjugates it takes the form
(292) σ = iaAB(dz
A∧ dz¯B − hB ∧ h¯A) + bABdz
A∧ h¯B + cABh
A∧ dz¯B
for some arbitrary coefficient matrix aAB and symmetric coefficient matrices bAB and cAB.
Note for comparison that in this coframe the hyperka¨hler symplectic forms take in either
case studied the form
(293)
ω+ = − iφABh
B ∧ dzA
ω0 = − iφAB (dz
A∧ dz¯B + hB ∧ h¯A).
7. Rotational and trans-rotational symmetries: examples
In this section we will discuss several examples of hyperka¨hler metrics with trans-
rotational symmetry and investigate in detail the associated structures. The first few ones
are all going to be of extended Gibbons-Hawking type. In contrast, the last example—
that of the hyperka¨hler constructions of Gaiotto, Moore and Neitzke—will not involve any
continuous Killing symmetries at all.
7.1. Rotation-invariant metrics of extended Gibbons-Hawking type.
Consider a generic hyperka¨hler manifold M of extended Gibbons-Hawking type. In the
moment map coordinate parametrization ofM one has a natural action of the multiplicative
group H× of non-zero quaternions on Rm ⊗ R3 generated by
(294) ~L = −~r A× ~∂A and L0 = ~r
A · ~∂A.
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In general, these vector fields do not induce symmetries of the metric. In particular cir-
cumstances, however, such a possibility is not excluded. The narrower question we are
interested in here is whether it is possible to lift one of these generators to a genuine
rotational symmetry of M , and under what conditions.
Let us focus our inquiry specifically on the generator of collective rotations around the
third axis in R3. In special coordinates, this reads
(295) L3 = −i
(
zA
∂
∂zA
− z¯A
∂
∂z¯A
)
.
Inserting the vector field L3 into the expressions (269) for the hyperka¨hler symplectic forms
(in our assumed coordinate trivialization it is rather natural to denote the induced vector
field on M by the same symbol as the one on Rm ⊗ R3) gives us after a direct calculation
the following formulas:
(296)
ιL3ω+ = dϕ+ − iθ+ + α+
ιL3ω0 = dµ + α0
where we denote µ = −Re(zALzA) and
(297)
α+ = L3(̺A)dz
A +
i
2
∂ψAL3(L)dz
A
α0 = L3(̺A)dψ
A +
i
2
∂zAL3(L)dz
A −
i
2
∂z¯AL3(L)dz¯
A.
Also, corresponding to the choice θ+ = uAdz
A, suggested by considerations in the previous
two sections, we have ϕ+ = iuAz
A.
These formulas make it immediately clear that our question may be answered as follows:
Lemma 42. If the function L is such that L3(L) = 0 then the vector field
(298) Xrot0 = L3 − L3(̺A)
∂
∂ψ˜A
generates a rotational symmetry characterized by the Hamiltonian function µ.
Indeed, when this invariance condition holds the equations (296) become
(299)
ιXrot0 ω+ = dϕ+ − iθ+
ιXrot0 ω0 = dµ
and the statement of the lemma is promptly implied.
Example. In [22] it was observed that, quite generally, the L-potentials of manifolds of
extended Gibbons-Hawking type can be naturally derived from a holomorphic function
(with possible singularities and branch cuts) through contour integration:
(300) L =
1
2πi
∫
C
dζ
ζ
H(η, ζ)
for some contour C invariant under antipodal conjugation so as to ensure a real result for
the integral, and where
(301) ηA =
zA
ζ
+ ψA − z¯Aζ
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are the tropical components of the O(2) sections mentioned at the beginning of § 6.0.3.
Indeed, provided that the integral exists and the derivatives commute with the integral,
one can easily see that the linear second-order hyperka¨hler differential constraints (270)
are automatically satisfied in this case.
Remark. Such contour integral representations for L-potentials have appeared originally in
a physics setting in the guise of Lagrangian density functions as part of an approach to
supersymmetric quantum field theories with eight supergenerators which became known as
the projective superspace approach [15,22,28].
Observe that the tropical components ηA satisfy the following first order partial linear
differential equation:
(302)
(
− iζ
∂
∂ζ
+ L3
)
ηA = 0.
Let us assume now that the function H does not have an explicit dependence on ζ, that is
to say, it depends on ζ only through the ηA variables. By commuting a differential operator
with the integral and using the above differential equation we can then write successively
(303) L3(L) =
1
2πi
∫
C
dζ
ζ
∂H(η)
∂ηA
L3(η
A) =
1
2π
∫
C
dζ
d
dζ
H(η) =
1
2π
H(η)
∣∣∣
∂C
.
Thus, the condition of Lemma 42 is satisfied in this case provided that the boundary
term vanishes. This is in particular automatic when the integration contour C is closed.
This simple criterion gives us a large class of rotation-invariant extended Gibbons-Hawking
metrics. However, not all rotation-invariant extended Gibbons-Hawking metrics are of this
type, and we will soon encounter a counterexample (see Lemma 43 later on).
The existence of such an action gives rise, as shown by Haydys in [18] and Hitchin in [21],
to a hyperholomorphic line bundle over M and a corresponding holomorphic line bundle
over the twistor space of M endowed with a meromorphic connection with poles of order
one on the fibers over ζ = 0 and ∞ (more rigorously put, it determines a splitting of the
Atiyah-like short exact sequence (97) defined in § 3.8). Let us describe now these structures
in the case at hand using the theory we have developed.
For the arctic meromorphic potential ϕVN (ζ) the above expression for ϕ+ suggests we
should take
(304) ϕVN (ζ) = i
η˜
A,VN
ηAVN
ζ
.
By design this has a pole of order one at ζ = 0, with residue ϕ+. Furthermore, its Laurent
coefficient of order zero is ϕ0 = i(wAz
A + uAψ
A), and so in view of the second formula (267)
it is clear that when the invariance condition L3(L) = 0 holds we have
(305) ϕ0 = µ+ iuAψ
A.
That is to say, this meromorphic potential is in the special gauge of Lemma 34 (recall
that in the extended Gibbons-Hawking case vA = ψA). Meromorphicity implies that the
Laurent coefficients of its ζ-expansion form a chain of hyperpotentials with respect to the
hyperka¨hler complex structure labeled by ζ = 0. By Lemma 40 it follows that if we let
(306) X+ = Xϕ+ X0 = Xµ
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(where we duly assume the definition (252) for the fields on the r.h.s.) and also X− = −X¯+,
then these vector fields satisfy the moment map equations
(307) ιXn−1ω+ + ιXnω0 + ιXn+1ω− =
{
dϕ+− iθ+ if n = 1
dµ if n = 0.
As per our usual convention we take the fields with out-of-range indices to vanish.
So we seem to have two different actions characterized by the same moment map func-
tions µ and ϕ+: on one hand, a rotational action generated by the vector field X
rot
0 , and on
the other, a twisted rotational action generated by the triplet of vector fields X+, X0, X−.
The apparent discrepancy is resolved if we observe that these two sets of generators belong
to the same equivalence class. That is, letting X(ζ) = X+ζ
−1+X0 +X−ζ, one can verify
that we have
(308) X(ζ) = Xrot0 + I(ζ)Y0 with Y0 = z
AZA + z¯
AZ¯A
the vector fields ZA here being those defined by the second equation (255). Thus, the triple
generators provide an equivalent presentation of the same purely rotational action.
Knowledge of the moment map function µ allows us to compute, by way of formula (157),
the closed hyper (1, 1) forms associated to the action. By making use of the linear invariance
condition L3(L) = 0 and of the second-order differential hyperka¨hler constraints (270) we
can check directly that in this case, as expected from generic arguments, σ+ = σ− = 0. On
the other hand, in a similar manner we obtain
σ0 = i(φAB + φAD∂ψB (φ
DCµψC ) + φBD∂ψA(φ
DCµψC ))(dz
A∧ dz¯B − hB ∧ h¯A)(309)
− 2iφBD∂zA(φ
DCµψC )dz
A∧ h¯B + 2iφBD∂z¯A(φ
DCµψC )dz¯
A∧ hB
where the indices of µ indicate derivatives and φAB = −LψAψB . This is conspicuously of
the hyper (1, 1) form (292), with the symmetry of the coefficients of the mixed-type terms
following from the first property (270).
7.2. The c-map.
Affine special Ka¨hler manifolds are Ka¨hler manifolds whose geometry is determined by
a single holomorphic function (with possible singularities and branch cuts) called prepo-
tential. They first emerged in physics, where they were defined in terms of certain special
coordinates [13, 41], and were subsequently given a coordinate-free geometric description
in [10]. The interesting thing about them, for us, is that their cotangent bundle carries
a natural hyperka¨hler structure called a c-map. The corresponding hyperka¨hler metrics,
of extended Gibbons-Hawking type, known for reasons to become soon clear as semi-flat
metrics, admit a simple, explicit and very instructive twistor construction, which we will
now review briefly.
In the contour-integral description (300), c-maps with holomorphic prepotential F are
characterized by the meromorphic function [14]
(310) H sf(η, ζ) = i
F (ηζ)
ζ2
− iζ2F¯ (−η/ζ)
with the integration contour consisting of a counter-clockwise oriented loop around ζ = 0
for the first term and its antipodal projection around ζ = ∞ for the second. The integral
can be computed explicitly, yielding the L-potential
(311) Lsf = 2Im(z¯AFA)− ImFABψ
AψB
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where FA, FAB denote derivatives of the prepotential F (z) with respect to the z
A variables.
If in equation (268) we choose the shifts ̺sfA = −ReFABψ
B (note that this choice satisfies
the constraints (253)) we get uA = ψ˜A − FABψ
B. From this, by way of the second equalities
(256) and (257) we obtain the coframe element hA = dψ˜A − FABdψ
B and the bilinear form
φAB = 2ImFAB. In terms of these, the formulas (248) and (249) give us then the hyperka¨hler
symplectic forms and metric explicitly (recall that these formulas hold all the same in the
extended Gibbons-Hawking case). The emerging structure is that of a flat torus fibration
over an affine special Ka¨hler base, which is why one calls the metric semi-flat.
The hyperka¨hler symplectic forms can be equivalently recast in the form
(312)
ω+ = dψ˜A ∧ dz
A + dFA∧ dψ
A
ω0 = dz
A ∧ dF¯A + dz¯
A ∧ dFA + dψ˜A ∧ dψ
A
Semi-flat metrics have double the number of continuous tri-Hamiltonian symmetries com-
pared to regular extended Gibbons-Hawking metrics of same dimension: to the usual in-
variance at shifts in the coordinates ψ˜A one can now add invariance at shifts in the co-
ordinates ψA. The symmetry doubling is due to the exceptional presence of a discrete
duality symmetry. The above hyperka¨hler symplectic forms remain invariant if we replace
the prepotential F (z) and the variables zA with the (flipped-sign) Legendre transformed
prepotential F˜ (z˜) = F (z)− zAz˜A and the conjugate variables z˜
A = FA, while at the same
time taking ψA 7→ ψ˜A and ψ˜A 7→ −ψ
A.
This dual symmetry structure is more apparent on the twistor space where the formulas
(312) take the compact Darboux form
(313) ω(ζ) = dη˜A ∧ dη
A
with ηA given by equation (301) and
(314) η˜A =
FA
ζ
+ ψ˜A − F¯Aζ.
The twistor space can be in this case covered by as few as two open sets, VN and VS , whose
projections on the twistor sphere exclude the polar points ζ = ∞ and ζ = 0, respectively.
Each comes with a chart of complex canonical coordinates for its corresponding component
of the O(2)-twisted canonical 2-form section. But the canonical coordinates for ω(ζ), which
by the observation above are η˜A and η
A, belong to neither— rather, they live naturally on
the tropical region VT = VN ∩ VS whose projection on the twistor sphere does not contain
either polar point. If we refine the minimal two-set cover by including in it the intersection
VT , then the transition between, say, VN and VT is given by the appropriately twisted
symplectomorphism
(315)
ηA =
ηAVN
ζ
η˜A = η˜A,VN +
FA(ηVN )
ζ
.
Note that this form ensures in particular that the canonical coordinates on VN , η˜A,VN and
ηAVN , have no singularities at ζ = 0. The corresponding formulas for the transition between
VS and VT follow by antipodal conjugation.
Let us show now that in addition to the symmetries that we have already counted, semi-
flat metrics admit as well a twisted rotational symmetry. As in the first example, we will
follow a two-pronged approach to this problem. Let f(z) = zAFA(z)− 2F (z) be a function
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measuring the departure of the prepotential from being a degree-two homogeneous function
of its variables, and consider the three vector fields
(316) Xrot+ = ifA
∂
∂ψ˜A
Xrot0 = L3 X
rot
− = if¯A
∂
∂ψ˜A
where fA denotes the derivative of f(z) with respect to z
A. One can then check by a direct
computation that these satisfy the following moment map equations
(317) ιXrotn−1ω+ + ιXrotn ω0 + ιXrotn+1ω− =


dϕsf++ if n = 2
dϕsf+ − iθ+ if n = 1
dµsf if n = 0
with potentials
(318) ϕsf++ = if(z), ϕ
sf
+ = i(z
Aψ˜A − FAψ
A) and µsf = −2Im(z¯AFA).
The second potential is predicated again on choosing θ+ = uAdz
A. Alternatively, we can
arrive at these equations in a somewhat more roundabout—but useful later on—way by
resorting to the formulas (296). In particular, we get
(319)
αsf+ = iψ
AdfA
αsf0 = ifAdz¯
A − if¯Adz
A + d[Im(z¯AfA)−
1
2
ImfABψ
AψB].
In this approach the last two potentials emerge in the form
(320) ϕsf+ = i(fAψ
A + uAz
A) and µsf = −Re(zALsfzA) + Im(z¯
AfA)−
1
2
ImfABψ
AψB
which, one can easily verify, is equivalent to the above one.
The latter set of expressions for the ϕ-potentials suggest we should pick
(321) ϕVN (ζ) = i
f(ηVN )
ζ2
+ i
η˜
A,VN
ηAVN
ζ
as arctic meromorphic potential associated to this twisted action. This has a pole of order
two at ζ = 0, with ϕsf+ and ϕ
sf
++ as residues of order one and two, respectively. Moreover,
the next term in its ζ-expansion may be shown to be of the form ϕsf0 = µ
sf + iuAψ
A. That
is, this meromorphic potential is in the special gauge of Lemma 34, which allows us to
apply the powerful Lemma 40. Thus, if we take the vector fields
(322) X++= Xϕsf++= 0 X+= Xϕsf+= −i
(
zA
∂
∂ψA
+ FA
∂
∂ψ˜A
)
X0 = Xµsf = 0
where we assume the definition (252) for the symplectic gradients Xf , and also define
negative-indexed ones by alternating conjugation, then these satisfy the same moment
map equations
(323) ιXn−1ω+ + ιXnω0 + ιXn+1ω− =


dϕsf++ if n = 2
dϕsf+ − iθ+ if n = 1
dµsf if n = 0
with the same potentials as above. The coincidence between the potentials for the two sets
of generating vector fields means that they are actually different presentations of one and
the same action. Indeed, if we assemble in the usual way the graded components into the
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twisted vector fields Xrot(ζ) and X(ζ), we have
(324) X(ζ) = Xrot(ζ) + I(ζ)Y0 with Y0 = z
AZA + z¯
AZ¯A
where in this case ZA is simply ∂zA .
In fact, as first observed by Gaiotto, Moore, Neitzke and Pioline (see footnote 8 of [11]),
an even stronger result holds in this case: all the tropical canonical coordinates satisfy the
same first order partial linear differential equation, namely
(325)
(
− iζ
∂
∂ζ
+X(ζ)
)
ηA = 0(
− iζ
∂
∂ζ
+X(ζ)
)
η˜A = 0.
Indeed, note that this by itself is a sufficient condition for a twisted action with twisted
generators X(ζ) to exist. Holomorphicity ensures that the equations remain valid if one
replaces X(ζ) with Xrot(ζ), as well as with any other vector field from its equivalence
class. In particular, one can thus see that the first differential equation is equivalent to the
differential equation (302).
Using the formula (157) we can compute explicitly the closed hyper (1, 1) forms associ-
ated to the twisted action. We obtain
(326)
σsf+ = − d(fAh¯
A)
= −φBD∂zA(φ
DCfC)dz
A∧ h¯B − φAD∂z¯B (φ
DCfC)h
A∧ dz¯B
σsf0 = iφAB (dz
A∧ dz¯B − hB ∧ h¯A)
where, recall, hA = iφABhB. These are evidently of the hyper (1, 1) form (292), and it is a
simple exercise to see that the coefficients of the mixed-type terms of σsf+ are symmetric,
as required. Note, moreover, that σsf+ is an exact form, in agreement with the general
prescription of Corollary 28.
By the main results of section 5 the twisted action gives rise to a hyperholomorphic
line bundle over the hyperka¨hler manifold endowed with a hyperhermitian connection with
curvature 2-form σsf0 . Corresponding to this, on the twistor space Z one has a holomorphic
line bundle endowed with a meromorphic connection with poles of order two on the fibers
over ζ = 0 and ∞. For the minimal cover of Z given by VN and VS explicit connection
1-forms are provided in this case by Lemma 34:
(327)
AVN =
1
ζ
η˜A,VNdZη
A
VN + idZϕVN (ζ) + iϕVN (ζ)
dζ
ζ
AVS = ζ η˜A,VS dZη
A
VS
+ idZϕVS (ζ) − iϕVS (ζ)
dζ
ζ
.
A corresponding gluing function is
(328) φVSVN (ζ) = −H
sf(η, ζ).
If we consider the refined cover instead then we must supplement these two connection
1-forms with
(329) AVT = η˜AdZη
A
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and the gluing function with
(330)
φVT VN (ζ) = ϕVN (ζ) + i
F (ηζ)
ζ2
φVT VS(ζ) = ϕVS (ζ) + iζ
2F¯ (−η/ζ)
which one can derive based on the twisted symplectic transition rules (315) and their
antipodal conjugates.
As we have seen in the preceding example, because generators come in equivalence classes
purely rotational actions admit descriptions which at first sight might seem to belong to the
realm of twisted actions. It is of interest therefore to ask for what class of prepotentials the
twisted action is truly twisted or simply equivalent to a purely rotational action. Concerning
this question we have the following result:
Lemma 43. We have L3(L
sf) = 0 and so a purely rotational action if and only if the
prepotential is of the form
(331) F (z) = icABz
AzB ln(dCDz
CzD) + bABz
AzB + c
for any constant c and symmetric constants bAB, cAB, dAB such that cAB is real-valued.
In other words, the rotational-invariant class includes prepotentials homogeneous of degree
two and, rather less obviously, prepotentials known in physics as of perturbative or one-loop
Seiberg-Witten type. Note that the latter give rise to singular metrics.
Proof. Begin by observing that we may write
(332) L3(L
sf) = − 2Re(z¯AfA) + RefABψ
AψB.
Let us remark in a parenthesis that, interestingly, the dependence on the function f(z) can
be understood as a vestige of a differential property of the meromorphic function Hsf(η, ζ).
Using the equation (302) one can see that this satisfies the inhomogeneous first order linear
differential equation
(333)
(
− iζ
∂
∂ζ
+ L3
)
Hsf =
f(ηζ)
ζ2
+ a.c.
Integrating both sides on the closed contour specific to c-maps we have then
(334) L3(L
sf) =
1
2πi
∮
C
dζ
ζ
L3(H
sf) =
1
2πi
∮
C
dζ
ζ
(f(ηζ)
ζ2
+ a.c.
)
from which the formula (332) follows immediately by way of Cauchy’s residue theorem.
Returning to our problem, it is clear that the necessary and sufficient condition for
L3(L
sf) to vanish is that both Re(z¯AfA) and RefAB vanish. Exploiting holomorphicity, the
second condition implies that there must exist a symmetric real-valued constant matrix cAB
such that fAB = 4icAB, with the numerical factor chosen for ulterior convenience. Then
f(z) = 2icABz
AzB + cAz
A − 2c for some complex integration constants cA and c. Inserting
this expression into the first condition yields the additional constraint Re(cAz¯
A) = 0, which
is satisfied if and only if all the constants cA vanish. Finally, replacing f(z) with its
definition leads to a first order differential equation for the prepotential F (z), with the
generic solution (331). 
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We end this section with a remark concerning the symbolic representation of the symplec-
tic invariance which underlies this construction. In order to render symplectic invariance
more manifest it is convenient to organize the various quantities we work with into sym-
plectic pairs, for example (z˜A, z
A) ≡ Zγa , (ψ˜A, ψ
A) ≡ ψγa , (η˜A, η
A) ≡ ηγa . Thus, with this
notation, the two formulas (301) and (314) may be concisely condensed into the single
formula
(335) ηsfγa =
Zγa
ζ
+ ψγa − Z¯γaζ.
To be able to rewrite some of the formulas above in a manifestly invariant form we need
to introduce, moreover, a constant anti-symmetric symplectic metric εab expressed in a
corresponding symplectic frame. We then have
(336) ω(ζ) =
1
2
εab dη
sf
γa ∧ dη
sf
γb , ϕ
sf
+ = iεabψγaZγb , µ
sf = iεabZγa Z¯γb
and so on.
7.3. Rotation-invariant deformations of c-maps.
Hyperka¨hler metrics of extended Gibbons-Hawking type enjoy a powerful yet highly
specific property: they can be linearly superposed to obtain new metrics of the same
type. More precisely, owing to the linearity of the equations (270), given two L-potentials
corresponding to two extended Gibbons-Hawking metrics, any linear combination of them
is automatically an L-potential for another extended Gibbons-Hawking metric. We will
now take advantage of this feature to construct rotation-invariant deformations of c-map
metrics. Thus, we consider L-potentials of the form L = Lsf + Lri such that L3(L
ri) = 0.
Let us choose for convenience non-vanishing shifts ̺A = ̺
sf
A , with the latter defined as
above and ̺riA = 0. We claim that a number of formulas from the c-map case still hold,
mutatis mutandis, in this case. Thus, if we consider precisely the same set of vector fields
Xrotn defined by the formulas (316), then these satisfy the equivalent of the moment map
equations (317), with potentials
(337)
ϕ++ = if(z)
ϕ+ = i(fAψ
A + uAz
A)
µ = −Re(zALzA) + Im(z¯
AfA)−
1
2
ImfABψ
AψB.
The form of the second potential is premised as usual on the choice θ+ = uAdz
A. This can be
easily seen if we notice that in the equations (297) linearity implies a split αm = αsfm + α
ri
m.
Due to our assumptions we have αrim = 0 and then using the formulas (319) the result
follows from essentially the same argument as in the c-map case. Further manipulations
give us for the potentials the alternative forms
(338)
ϕ++ = ϕ
sf
++
ϕ+ = ϕ
sf
+ −
1
2
zALriψA
µ = µsf −
1
2
(zALrizA + z¯
ALriz¯A).
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For the arctic meromorphic potential the same formula (321) gives in this case too the
correct residues of both order two and order one at ζ = 0 and, moreover, a zero-order
term conveniently of the form ϕ0 = µ+ iuAψ
A. We can then apply Lemma 40, by which
it follows that the vector fields
(339) X++ = Xϕ++ = 0 X+ = Xϕ+ X0 = Xµ
and their alternating conjugates satisfy the present equivalent of the moment map equations
(323), with the same set of potentials as above. The equivalence between the two sets of
generators reads formally the same as the c-map relation (324).
However, there are also some differences with respect to the c-map case. Based on either
formula for the moment map function µ, using the relation (157) we obtain now for the
closed hyper (1, 1) forms associated to the twisted action the more complicated expressions
σ+ = − d(fAh¯
A)(340)
= φBD∂ψA(φ
DCfC)(dz
A∧ dz¯B − hB ∧ h¯A)
− φBD∂zA(φ
DCfC)dz
A∧ h¯B − φAD∂z¯B (φ
DCfC)h
A∧ dz¯B
σ0 = i(φAB + φAD∂ψB (φ
DCµψC ) + φBD∂ψA(φ
DCµψC ))(dz
A∧ dz¯B − hB ∧ h¯A)(341)
− 2iφBD∂zA(φ
DCµψC )dz
A∧ h¯B + 2iφBD∂z¯A(φ
DCµψC )dz¯
A∧ hB
with φAB = −LψAψB = φ
sf
AB + φ
ri
AB. These are as expected of the form (292). In this case
we could not rely in our calculations on linearity in a straightforward way. Nevertheless,
notice that the result coincides with both the formula (309) from the rotation-invariant case
and the formulas (326) from the semi-flat case in the limit when Lsf respectively Lri goes
to zero. The above expressions can be recast in a more invariant form by noticing that
fC = −iZC(ϕ++) = −iY¯C(ϕ+) (see Lemma 36), and also that the remaining derivatives
with respect to zA, z¯A and ψA can be replaced by ZA, Z¯A and YA or Y¯A respectively (for
the relevant definitions refer to § 6.0.3).
7.4. The Ooguri-Vafa metric.
We will now discuss the Ooguri-Vafa metric as an example of this construction [11,
35]. This is a non-compact four-dimensional hyperka¨hler metric of Gibbons-Hawking type
characterized by the following L-potential:
(342) L =
1
2πi
∮
C
dζ
ζ
(
i
F (qηζ)
ζ2
+ a.c.
)
−
1
2π
∫
ℓ+
dζ
ζ
Li2(e
iqη)−
1
2π
∫
ℓ−
dζ
ζ
Li2(e
−iqη).
In this formula q is a positive integer,
(343) η =
z
ζ
+ ψ − z¯ζ
is the tropical component of the only O(2) section of type (301) one has in quaternionic
dimension one, the prepotential is of the form
(344) F (z) =
i
8π
z2(ln z2 − 3)
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belonging to the special rotation-invariant class (331), the integration contour C is the
standard c-map one, and ℓ+, ℓ− are two oppositely-oriented rays emerging from the origin
of the complex ζ-plane defined by
(345) ℓ± = {ζ ∈ C
× |
qz
ζ
= ±iR+}.
As the monodromy of the dilogarithm can affect L by terms at most linear in ψ and so
does not affect the metric we may assume that the dilogarithm function is represented by
its principal branch. The non-semi-flat part of L consisting of the last two integrals will be
denoted here by Linst rather than Lri, since in the original physics context one can interpret
it as being due to mutually local BPS instanton corrections to the semi-flat metric. Its
rotation invariance follows immediately by the criterion laid out in the Example in § 7.1.
The semi-flat part of L has been evaluated explicitly in the general case in § 7.2. To eval-
uate the instanton part we substitute into the two integrals ζ = −isz/|z| and ζ = isz/|z|
respectively, with s ∈ (0,∞), and then use the standard power series expansion of the
dilogarithm to obtain
(346) Linst = −
2
π
∞∑
k=1
1
k2
K0(2k|qz|) cos(kqψ)
with K0 a modified Bessel function of second kind. Putting together the two parts we get
from the first formula (272) the Gibbons-Hawking potential
(347) Φ =
q2
4π
[
ln |qz|2 − 4
∞∑
k=1
K0(2k|qz|) cos(kqψ)
]
.
This can be Poisson-resummed to yield the alternative and rather more revealing expression
(348) Φ = −
q2
2
∞∑
n=−∞
(
1√
(qψ + 2πn)2 + 4|qz|2
− c|n|
)
where the cn represent a sequence of constants given by cn = 1/(2πn) for n 6= 0. Thus, the
potential is a harmonic function with q singularities in R2 × S1.
The mutually local BPS instanton corrections break the continuous dual tri-Hamiltonian
symmetry of the semi-flat metric down to a discrete Z-action, but improve in the process
its singular behavior. The singularity at z = 0 in the semi-flat metric is replaced by conical
singularities of Aq−1 type at each point with z = 0 and ψ = −2πn/q in the instanton-
corrected metric. In the simplest case with q = 1 the singularity is in fact completely
smoothed out.
What is not broken by the instanton corrections is the Gibbons-Hawking tri-Hamiltonian
symmetry and, more importantly for us, a rotational symmetry. The fact that the original
and the corrected metrics both have a rotational symmetry is evident at the level of their
L-potentials: Lsf is invariant by Lemma 43 and Linst by the argument put forth above.
The rotational invariance of the Ooguri-Vafa metric is also apparent at the level of the
Gibbons-Hawking potential, with either formula above manifestly invariant at z 7→ eiγz for
any angle γ ∈ [0, 2π). In § 7.1 we saw that rotational symmetries admit rather unusual but
nevertheless perfectly equivalent descriptions in terms of twisted generators with multiple
components. In this case just such a generator is the one with components X+, X0 and
X− = −X¯+ defined by the symplectic gradient formulas (339) in terms of the potentials
ϕ+ and µ.
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Remark. One can check as an exercise that our symplectic gradient formulas for these vector
fields reproduce, up to convention-harmonizing redefinitions, the corresponding formulas
in [11], more precisely the three component fields in the equation (4.70), defined piecewise
by the formulas (4.63) through (4.65) and (4.68).
Using the expressions (338) in conjunction with the integral definition of Lri = Linst gives
us immediately the following contour integral representations for the two potentials:
ϕ+ = ϕ
sf
+ +
qz
4πi
∫
ℓ+
dζ
ζ
ln(1− eiqη)−
qz
4πi
∫
ℓ−
dζ
ζ
ln(1− e−iqη)(349)
µ = µsf +
q
4πi
∫
ℓ+
dζ
ζ
( z
ζ
− z¯ζ
)
ln(1− eiqη)−
q
4πi
∫
ℓ−
dζ
ζ
( z
ζ
− z¯ζ
)
ln(1− e−iqη).(350)
The integrals can be evaluated by methods similar to the ones employed for the evaluation
of L. For the second one for instance we get in this way, up to a possible constant shift,
(351) µ =
1
2
∞∑
n=−∞
(√
(qψ + 2πn)2 + 4|qz|2 − 2|qz|2c|n| − c
−1
|n|
)
.
In [11], the twistor canonical coordinate conjugate to η was shown to be given in terms
of the latter by the contour integral formula4
(352) η˜(ζ) = η˜sf(ζ)−
q
4π
∫
ℓ+
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ
ln(1− eiqη(ζ
′)) +
q
4π
∫
ℓ−
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ
ln(1− e−iqη(ζ
′)).
Note first that the choice of integration contours and kernel ensures that the result obeys
the usual reality condition required of such a coordinate, namely η˜(ζc) = η˜(ζ). Moreover,
while the η coordinate is analytic with poles of order one at ζ = 0 and ∞, the crucial
feature of the η˜ coordinate as given by this formula is that it is analytic in ζ only away
from the contours ℓ+ and ℓ−.
The formula is best understood as providing a solution to a certain Riemann-Hilbert
problem on the twistor sphere. To formulate this problem, consider an open covering of
the twistor space consisting of the following elements:
− two open sets VN and VS whose every non-vanishing intersection with a horizontal
twistor line projects down to an arctic respectively antarctic cap on the twistor
sphere.
− two open sets VE and VW whose every non-vanishing intersection with a horizontal
twistor line projects down to the two hemispheres on the twistor sphere delimited
by ℓ+ and ℓ−.
The form of the η -coordinate on each set and its transition properties between different sets
are in this case completely determined by the requirement that they are local components
of a global O(2) section over the twistor space. For the η˜ -coordinates, on the other hand,
the constraints take rather the form, as we have said, of a Riemann-Hilbert problem. Thus,
we look for local functions η˜V associated to each one of the sets V above and analytic in ζ
on them with the following properties:
4To get a more concrete sense of why and how such integrals arise naturally in twisted symplectic gluing
problems on twistor spaces, see e.g. [3].
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π(VN )
π(VS)
π(VE)π(VW ) ℓ+ℓ−
Figure 4. The twistor sphere for the Ooguri-Vafa metric.
1. For each VT ∈ {VE , VW } the transition between VN and VT respectively VS and VT
is given by the twisted symplectomorphisms
(353)
ηVT =
ηVN
ζ
and
ηVT = ζηVS
η˜VT = η˜VN +
F ′(ηVN )
ζ
η˜VT = η˜VS − ζ F¯
′(−ηVS )
Note that ηVT and η˜VT correspond simply to η and η˜, respectively, in our previ-
ous notation. This condition is known as the “asymptotic condition” because it
regulates the behavior at ζ = 0 and ∞.
2. Over the rays ℓ+ and ℓ− one has a discontinuity jump given by the pure (because
tropical) symplectomorphisms
(354)
e
iη˜+ℓ+ = e
iη˜−ℓ+ [1− (eiη)+q]+q
e
iη˜+ℓ
− = e
iη˜−ℓ
− [1− (eiη)−q]−q
where η˜+ℓ and η˜
−
ℓ denote the limits of η˜ when ζ approaches the ray ℓ from the
clockwise respectively counterclockwise direction.
The link between this Riemann-Hilbert problem and the integral representation (352) is
provided by the Sokhotski-Plemelj theorem.
The tropical canonical coordinates η and η˜ continue to satisfy in this case differential
equations of the type (325). Let us sketch briefly the outline of a proof. First, remark that
it suffices to show that both coordinates belong to the kernel of the operator
(355) − iζ
∂
∂ζ
+Xrot(ζ)
with the components of Xrot(ζ) defined in accordance with the considerations of the pre-
vious subsection by the quaternionic dimension one version of the c-map formulas (316).
Holomorphicity allows us then as before to replace the vector field Xrot(ζ) by any vector
field X(ζ) from its equivalence class. The equation for η follows from the fact that its mod-
uli do not depend on the ψ˜ variable. Both Xrot+ and X
rot
− then drop out and this reduces to
(356)
(
− iζ
∂
∂ζ
+ L3
)
η = 0.
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To obtain the equation for η˜ we act with the operator (355) on the formula (352). The
semi-flat term is clearly annihilated by the corresponding result from the pure c-map case.
Inside the two integrals the operators Xrot+ and X
rot
− can be again dropped out as the only
object on which they can possibly act is η(ζ ′). On another hand, when acting on the kernel
ζ′+ζ
ζ′−ζ , the operator ζ
∂
∂ζ can be exchanged for −ζ
′ ∂
∂ζ′ , and then an integration by parts can
be performed to move this on to the right. After some further manipulations under the
integrals the result follows by an obvious application of the differential equation for η(ζ ′)
in the form (356).
The presence of a rotational symmetry entails with it the existence of a hyperholomorphic
line bundle over the Ooguri-Vafa space, and of a corresponding holomorphic line bundle
over its twistor space endowed with a meromorphic connection. The connection 1-forms
and transition functions can be described explicitly. However, since the Ooguri-Vafa metric
is a particular case of the class of metrics we examine in the next subsection, we prefer to
subsume their description to the corresponding discussion in that more general context.
7.5. The Gaiotto-Moore-Neitzke hyperka¨hler constructions.
7.5.1. One of the key observations made in [11] was that the two symplectomorphisms
(354) are particular examples of what are known as Kontsevich-Soibelman transformations.
We will now define what these are and then briefly describe the general features of certain
extremely powerful identities that they satisfy— the classical Kontsevich-Soibelman wall-
crossing formulas [25, 26].
Consider a lattice Γ of even rank equipped with a non-degenerate symplectic pairing
〈· , ·〉 : Γ× Γ→ Z and let {γa}a=1,...,rk(Γ) be a choice of basis for it. To this basis we asso-
ciate a set of algebraically independent indeterminates {Xγa}a=1,...,rk(Γ) which we multiply
according to the commutative and associative rule
(357) XγXγ′ = (−)
〈γ,γ′〉Xγ+γ′ .
This is a twist on the usual group algebra for an algebraic torus. Note in particular that
corresponding to the zero element of the lattice we have the multiplicative unit, which we
denote by 1. For each γ =
∑
a qaγ
a ∈ Γ let σγ be the sign uniquely defined by the equality
(358) Xγ = σγ
∏
a
(Xγa)
qa .
Remark that this satisfies the property σγσγ′ = (−)
〈γ,γ′〉σγ+γ′ .
Then for each γ′ ∈ Γ the corresponding Kontsevich-Soibelman transformation defined by
(359) Tγ′ : Xγ 7−→ Xγ(1−Xγ′)
〈γ′,γ〉
preserves the product structure as well as the symplectic form
(360)
1
2
εab d lnXγa ∧ d lnXγb
where εab is the inverse of ε
ab = 〈γa, γb〉. Rather than check directly the second part of the
statement one derives more benefits if one checks instead that under the action of Tγ′ we
have
(361)
1
2
εab lnXγad lnXγb 7−→
1
2
εab lnXγad lnXγb − dLσγ′(Xγ′)
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where
(362) Lσ(z) = Li2(z) +
1
2
ln(σ−1z) ln(1 − z)
is the Alexandrov-Persson-Pioline variant of the Rogers dilogarithm [2].
As we have mentioned above, the Kontsevich-Soibelman transformations satisfy a re-
markable set of identities known as wall-crossing formulas. The concrete-minded reader is
urged at this point to consult for example the references [25] and [11] for a number of illu-
minating examples in rank 2 and keep them in mind throughout the coming discussion. To
describe wall-crossing formulas we need to introduce some additional data. First, we need
a group homomorphism Z : Γ → C known as central charge or stability function. Thus,
corresponding to the above frame of Γ we have a set of complex numbers Zγa such that
(363) Z : γ =
∑
a
qaγ
a 7−→ Zγ =
∑
a
qaZγa .
Given a stability function Z, for every non-vanishing γ ∈ Γ let
(364) ℓγ = {ζ ∈ C
× |
Zγ
ζ
= iR+}
be a corresponding ray emerging from the origin of the complex plane and going off to
infinity. Obviously, every non-vanishing element of Γ lying on the half-line starting at the
zero element of Γ and passing through γ determines the same ray.
Wall-crossing formulas involve ordered products of the type
(365) TΛ =
y∏
γ∈Z−1(Λ)
T Ω(γ,Z)γ
with respect to the composition law, where:
• the ordering of the factors corresponds to the clockwise ordering of the rays ℓγ .
• Λ is a strict half-plane in C, that is Λ = {z ∈ C× |Arg(z) ∈ (α−π, α]} for some angle
α ∈ [0, π].
• Ω( · , Z) is a non-negative integer-valued function on Z−1(Λ) ⊂ Γ depending on Z in
a piecewise constant way.
• Z is assumed
– to be “away from walls of marginal stability”:
For every γ ∈ Z−1(Λ) such that Ω(γ, Z) 6= 0, if γ′ ∈ Z−1(ℓγ) with Ω(γ
′, Z) 6= 0
then γ′ must lie on the half-line starting at the zero element of Γ and passing
through γ.
– to satisfy the following “support property”:
There exists K > 0 such that if we pick a positive-definite norm on Γ we have
|Zγ | > K‖γ‖ for all γ ∈ Z
−1(Λ) with Ω(γ, Z) 6= 0. This property does not depend
on the choice of norm.
For each ray ℓ ⊂ Λ let
(366) Tℓ =
∏
γ∈Z−1(ℓ)
T Ω(γ,Z)γ
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be the slice of TΛ supported on its inverse image through Z. Rays ℓ for which at least one
of the factors in the product is non-trivial are called BPS rays. Note that if there are more
than one non-trivial factors one needs not worry about the product order since by the first
assumption about Z above they all commute. The product TΛ can then be thought of as
a clockwise-ordered product of BPS ray factors.
So far we have kept the stability function Z fixed, but now let us think what happens
when we vary it. The BPS rays start then to rotate in the complex plane. During their
rotations it may happen that all or a set of them coalesce and try to cross each other.
When the cyclic ordering of the BPS rays changes one says that one has reached a wall of
marginal stability. As the name says, the question the wall-crossing formula addresses is
what happens when one crosses a wall of marginal stability. And the answer is: the integer
powers Ω(γ, Z) in the product conspire to jump at the wall in such a way as to leave the
whole product TΛ unchanged! [25]
The wall-crossing formulas which we consider here are intimately linked to certain func-
tional identities satisfied by the classical dilogarithm function and its variants, some of
which, like Abel’s pentagon identity, have been known for a long time. To see how these
emerge, let us consider a generic wall-crossing formula, each side of which corresponds to
a stability function Z and Z ′, respectively. The products on the two sides contain either a
finite number of or countably many factors. If, for simplicity, we choose an ordering from
the right to the left for each product,5 then the wall-crossing formula may be represented
in the form
(367)
←−∏
r=1,2,...
T Ω(γr ,Z)γr =
←−∏
s=1,2,...
T Ω(γ
′
s,Z
′)
γ′s
.
Let us denote the images of a generic element Xγ under successive Kontsevich-Soibelman
transformations as follows
(368) Xγ ≡ X
(1)
γ X
(2)
γ X
(3)
γ · · ·
T
Ω(γ1,Z)
γ1
T
Ω(γ2,Z)
γ2
and similarly for the primed versions starting again with the same Xγ , which this time we
denote by X
′(1)
γ . Then in view of the transformation law of the symplectic 1-form potential
(361) the wall-crossing formula implies the dilogarithm functional identity [2]
(369)
∑
r=1,2,...
Ω(γr, Z)Lσγr(X
(r)
γr
)−
∑
s=1,2,...
Ω(γ′s, Z
′)Lσγ′s(X
′(s)
γ′s
) = const.
This relation’s invariance under monodromies Mγ′ : Xγ 7−→ e
2πi〈γ,γ′〉Xγ requires that the
following Γ-valued functional identity also holds:
(370)
∑
r=1,2,...
γrΩ(γr, Z) ln(1−X
(r)
γr
) =
∑
s=1,2,...
γ′sΩ(γ
′
s, Z
′) ln(1−X ′(s)γ′s ).
Let us mention finally that for each wall-crossing formula corresponding to a strict half-
plane Λ one has a mirror wall-crossing formula corresponding to the complement of Λ in
C. As a result, the definition of Ω( · , Z) can be extended to the whole of Γ and one has
simply Ω(−γ, Z) = Ω(γ, Z) for all γ ∈ Γ. This property is used in particular to implement
CPT invariance for the physical theories in [11].
5For BPS rays with multiple non-trivial factors there is of course more than one way to assign an ordering
since the factors commute, so in any choice of ordering in such a case there is an inherent arbitrariness.
However, this does not significantly affect our conclusions.
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7.5.2. The surprising occurrence of Kontsevich-Soibelman symplectomorphisms in the
twistor space description of the Ooguri-Vafa metric led Gaiotto, Moore and Neitzke in [11]
to propose a generalization of that construction founded on the Kontsevich-Soibelman
wall-crossing formulas (for a review, see [34]). Specifically, they aim to construct com-
plete hyperka¨hler metrics on the total spaces of certain complex integrable systems. The
integrable system data consists of the following items:
• a complex manifold B (the “Coulomb branch”) containing a divisor D.
• a local system of lattices Γ over B′ = B\D with fiber Γz over a generic point z ∈ B
′
an even-rank lattice (the “charge lattice”) endowed with a non-degenerate symplec-
tic integer-valued bilinear pairing 〈· , ·〉, having non-trivial monodromy around D.
Let us pick, for explicitness, a generic frame of Γz induced by local sections γ
a of Γ
and let εab = 〈γa, γb 〉 be the antisymmetric lattice metric in this frame. The frame
may be moreover chosen to be symplectic. Assuming the symplectic pairing has
determinant 1, a symplectic frame is a frame γa = (γ˜A, γ
A)A=1,...,rk(Γ)/2 such that
(371) 〈γ˜A, γ˜B〉 = 〈γ
A, γB〉 = 0 and 〈γA, γ˜B〉 = δ
A
B .
Given a section sγ of Γ
∗ ⊗Z C, we will typically denote its symplectic components
sγA = s
A and sγ˜A = s˜A. Given two such sections sγ , s
′
γ and letting εab denote the
symplectic metric on the dual lattice (= the inverse of εab) we then have with these
conventions εab sγas
′
γb = s˜As
′A − sAs˜′A.
• a stability homomorphism Z : Γ → C (the “central charge”) varying holomorphi-
cally around B′. This is assumed to be locally derivable from a potential, meaning
that one requires that
(372) εabdZγa ∧ dZγb = 0.
If we let, in a slight departure from the rule stated above, (z˜A, z
A) be the symplectic
components of Zγa , then these form a system of local holomorphic functions on B
′,
and we demand that the holomorphic cotangent space T ∗z B
′ be spanned by the dzA.
The condition above may be written as dzA ∧ dz˜A = 0, from which it follows that
locally there exists a holomorphic function F (z) such that z˜A = FA. Thus, B
′ is
assumed to be locally identifiable around a point z with a complex Lagrangian
submanifold of Γ∗z ⊗Z C.
• a torus bundle M ′ fibered over B′ associated to the local system Γ, on the total
space of which the hyperka¨hler metric is to be constructed.
From our discussion so far it is clear that from this data one can construct rather natu-
rally on appropriately considered local patches of M ′ certain explicit hyperka¨hler metrics,
namely, the semi-flat metrics with prepotentials F (z). These patches can then be glued
together to give a smooth metric onM ′. Such a metric, however, has a number of problems:
it is incomplete,6 and there is no clear way how it can be extended over D. Taking this
metric as their starting point, Gaiotto, Moore and Neitzke proposed a class of hyperka¨hler
constructions which are believed to overcome these problems. Physically, they add instan-
ton corrections to the semi-flat metric to construct metrics on M ′ which can in principle
be extended to complete metrics on a space M obtained from M ′ by adding nodal torus
fibers over the points of D. In particular, one expects the metrics near singular locus points
to be modeled after the Ooguri-Vafa metric.
6See e.g. the closely-related considerations in [31] regarding affine special Ka¨hler manifolds.
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In the Gaiotto-Moore-Neitzke approach the instanton corrections are obtained by solving
the following explicit functional integral equation generalizing the equation (352) from the
Ooguri-Vafa case:
(373) Xγ(ζ) = X
sf
γ (ζ) exp
[
i
4π
∑
γ′
〈γ, γ′〉Ω(γ′)
∫
ℓγ′
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ
ln(1− Xγ′(ζ
′))
]
.
The complex twistor variables Xγ(ζ) are assumed to be of the form
(374) Xγ(ζ) = σγ exp[iηγ(ζ)] with ηγ(ζ) =
∑
a
qaηγa(ζ)
for any sections γ =
∑
a qaγ
a of the local system Γ. The presence of the σγ factor in this
formula endows the space of X -variables with a twisted torus algebra structure:
(375) XγXγ′ = (−)
〈γ,γ′〉Xγ+γ′ .
A corresponding exponential expression holds for the semi-flat piece X sfγ (ζ), too, with
functions ηsfγa(ζ) given as in the c-map formula (335). Although these may look like tropical
components of O(2) sections, the full ηγ functions are not in general of this type.
7 The
residues Zγa of the poles of ηγa at ζ = 0 define a stability function Z. The factors Ω(γ)
are to be identified with the powers in the Kontsevich-Soibelman wall-crossing formulas,
and as such are implicitly assumed to depend in a piecewise constant way on the stability
function. Finally, one requires that ηγ be real with respect to antipodal conjugation. The
CPT property of Ω(γ) together with the choice of integral kernel ensure that this condition
is compatible with the functional integral equation.
Remark. In [11] the authors introduce a positive scale R (compactification radius) and
devise an iterative procedure to solve the functional integral equation (373) by successive
approximations in the large R limit, which shows that at least in this limit a solution exists.
In [12] the same authors give an alternative construction of Xγ(ζ) for a class of theories
associated to meromorphic Hitchin systems which does not rely on a functional integral
equation and is valid for all R. The hyperka¨hler metrics of [12] are expected to fall into the
category of complete hyperka¨hler metrics constructed rigorously by Biquard and Boalch
in [7].
So then the claim is that if a solution Xγ of the equation (373) exists then
(376) ω(ζ) = −
1
2
εabd lnXγa ∧ d lnXγb
represents the tropical component of the O(2)-twisted 2-form ω of a hyperka¨hler metric
having the properties specified above. Note that in terms of the symplectic components
(η˜A, η
A) of ηγa this takes the usual canonical form
(377) ω(ζ) = dη˜A ∧ dη
A.
Just as in the Ooguri-Vafa case, the functional integral equation is to be regarded as
providing a solution to a certain Riemann-Hilbert problem. To formulate this, consider a
covering of the twistor space Z consisting of the following elements:
7The Ooguri-Vafa case, where half of the ηγa are sections of O(2), is rather exceptional in this sense.
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− two open sets VN and VS whose every non-vanishing intersection with a horizontal
twistor line projects down to an arctic respectively antarctic cap on the twistor
sphere;
− for each pair of consecutive BPS rays choose a corresponding set VT in Z such that
its every non-vanishing intersection with a horizontal twistor line projects down on
the twistor sphere to the strict sector between the BPS rays, defined as the smaller
angle sector excluding the first ray and including the second, when the rays are
counted in a counterclockwise order.
π(VN )
π(VS)
π(VT )
Figure 5. The twistor sphere for the Gaiotto-Moore-Neitzke hyperka¨hler
construction, with two consecutive BPS rays and their antipodal counter-
parts depicted as meridians.
Then we seek a set of local functions ηγ,V associated to each set V above and analytic in
ζ on it, obeying the following transition rules:
1. For each set VT the transition between VN and VT on one hand, and VS and VT on
the other is given by the twisted symplectomorphisms
(378)
ηAVT =
ηAVN
ζ
and
ηAVT = ζη
A
VS
η˜A,VT = η˜A,VN +
FA(ηVN )
ζ
η˜A,VT = η˜A,VS − ζ F¯A(−ηVS )
respectively. Note that in our previous notation the tropical functions ηAVT and η˜A,VT
correspond simply to ηA and η˜A.
2. Over each BPS ray ℓ (i.e., between the two sets of type VT whose projections on
the twistor sphere border on the two sides of the ray ℓ) there is a discontinuity
jump given by the untwisted (because tropical) symplectomorphism
(379) (Xγ)
+
ℓ = Tℓ (Xγ)
−
ℓ
where (Xγ)
+
ℓ and (Xγ)
−
ℓ denote the limits of Xγ when ζ approaches the ray ℓ from
the clockwise respectively counterclockwise direction.
Going back now to the functional integral equation, observe that around ζ = 0 it gives
the Laurent series expansion
(380) ηγ(ζ) = η
sf
γ (ζ) + i
( 1
2
Iγ,0 +
∞∑
n=1
Iγ,−nζ
n
)
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where, by definition,
(381) Iγ,n =
1
2πi
∑
γ′
〈γ, γ′〉Ω(γ′)
∫
ℓγ′
dζ
ζ
ζn ln(1− Xγ′(ζ)).
These quantities satisfy the alternating reality property I¯γ,n = (−)
nIγ,−n. Moreover, due to
the functional identity (370) they vary smoothly across walls of marginal stability provided
that the factors Ω(γ) jump across them in accordance with the corresponding Kontsevich-
Soibelman wall-crossing formula [1]. By way of the first set of formulas (378), this guar-
antees the important fact that the coordinates ηγ,VN are well-defined and smooth on VN .
Indeed, as we know, the first Taylor coefficients in their ζ-expansions determine the hy-
perka¨hler symplectic forms and, through them, the metric. Alternatively and more directly,
one can obtain the hyperka¨hler symplectic forms ω+ and ω0 by inserting the expansion (380)
into the formula (377) and collecting the terms of order −1 and 0 in ζ, respectively. We
thus get
(382)
ω+ = ω
sf
+ +
i
2
d I˜A,0 ∧ dz
A −
i
2
dIA0 ∧ dFA
ω0 = ω
sf
0 −
1
4
d I˜A,0 ∧ dI
A
0
+
i
2
(d I˜A,0 ∧ dψ
A− dIA0 ∧ dψ˜A) + i(d I˜A,−∧ dz
A− dIA− ∧ dFA)
with the semi-flat terms defined as in the formulas (312). The remaining hyperka¨hler
symplectic form ω− can be obtained from ω+ by (alternating) complex conjugation. The
smoothness of the coefficients IA0 , I
A
− and their tilded counterparts guarantees then the
smoothness of the hyperka¨hler metric when walls of marginal stability are crossed.
Observe, incidentally, that the above expressions for the hyperka¨hler forms can be recast
in the form (236) if we take
(383)
vA = ψA +
i
2
IA0
uA = ψ˜A − FABv
B +
i
2
I˜A,0
wA = ∂zA(z¯
BFB − z
BF¯B)−
1
2
FABCv
BvC + i(I˜A,−− FAB I
B
−).
In particular, it is clear from this that we are in general in the situation with all variables
vA complex.8 But rather than apply right away the results from the corresponding part of
section 6 we prefer in this case to choose a different set of special coordinates, one better
adapted to the particularities of this problem, and then follow a similar route as there.
So, first, let us remark that the condition that the above expression for ω0 be real can
be equivalently phrased as the closure of the 1-form
(384) I˜A,0dψ
A − IA0 dψ˜A + 2Re( I˜A,−dz
A − IA−dFA).
Therefore, locally there exists a real-valued function Linst onM depending on the variables
zA, z¯A, ψA, ψ˜A such that
(385) I˜A,0 = L
inst
ψA I
A
0 = −L
inst
ψ˜A I˜A,−− FAB I
B
−= L
inst
zA
8The exception to this rule is once again the Ooguri-Vafa case, where IAn = 0 for all n and all the
variables vA are real.
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where we indicate derivatives with indices in the usual way. A simple exercise allows us to
re-express these equations in the form
LinstzA = −
1
2πi
∑
γ
Ω(γ)
∂Zγ
∂zA
∫
ℓγ
dζ
ζ2
ln(1− Xγ(ζ))
Linstψγa = −
1
2πi
∑
γ
Ω(γ)
∂ψγ
∂ψγa
∫
ℓγ
dζ
ζ
ln(1− Xγ(ζ))(386)
Linstz¯A =
1
2πi
∑
γ
Ω(γ)
∂Z¯γ
∂z¯A
∫
ℓγ
dζ ln(1− Xγ(ζ)).
In terms of this new function the preceding formulas for the hyperka¨hler symplectic forms
become
(387)
ω+ = ω
sf
+ +
i
2
dLinstψA ∧ dz
A +
i
2
dLinstψ˜A ∧ dFA
ω0 = ω
sf
0 +
i
2
dLinstzA ∧ dz
A −
i
2
dLinstz¯A ∧ dz¯
A +
1
4
dLinstψA ∧ dL
inst
ψ˜A
with ω0 now manifestly real. The quaternionicity condition formulated in section 6 imposes
further non-linear differential constraints on Linst.
Note in particular that the term in ω0 quadratic in the dψγa differentials is of the form
1
2 εˆabdψγa ∧ dψγb , with
(388) εˆab = εab +
1
4
Linstψγaψγc ε
cdLinstψγdψγb .
Let εˆab be the inverse of εˆab. For any C
1-function f on M ′ let us define the symplectic
gradient vector field
(389) Xf = εˆ
ab ∂f
∂ψγa
∂
∂ψγb
.
Then the following Cauchy-Riemann type result similar to the one we have derived earlier
in section 6 (i.e., Proposition 37) holds:
Proposition 44. A sequence of functions {fn}n∈Z on M
′ forms a chain of hyperpotentials
with respect to the complex structure I0 if and only if
(390) ιXfn−1ω+ + ιXfnω0 + ιXfn+1ω− = dfn
for all n ∈ Z.
Let us recall now a key argument from [11] which shows that the first order partial linear
differential equation for the tropical twistor canonical coordinates ηγ encountered in the
previous examples is a rather generic phenomenon. Consider the ζ-dependent vector field
defined, in local coordinates, by
(391) X(ζ) = iζ
∂ηγa
∂ζ
(J −1)a
b ∂
∂ψγb
with Ja
b =
∂ηγb
∂ψγa
representing the Jacobian matrix of the partial mapping ψγa 7−→ ηγa . The discontinuities
of the ηγa functions along the BPS rays cancel out in X(ζ) but their poles do not, and so
as a result X(ζ) is genuinely analytic in ζ except at ζ = 0 and ∞, where it has a pole of
TWISTED HYPERKA¨HLER SYMMETRIES AND HYPERHOLOMORPHIC LINE BUNDLES 91
order one. Thus, this is of the form
(392) X(ζ) =
X+
ζ
+X0 + ζX−
with components Xm vector fields on M
′ acting in the directions spanned by ∂∂ψγa and
satisfying the alternating reality condition X¯m = (−)
mX−m (this follows from the reality
properties of the functions ηγa with respect to antipodal conjugation). At the same time,
from the definition of X(ζ) it is clear that we have
(393)
(
− iζ
∂
∂ζ
+X(ζ)
)
ηγa = 0
for all a = 1, . . . rk(Γ).
Very importantly for us, this differential property is enough to guarantee the existence of
a twisted rotational action. To see this, let us rewrite for a moment the Laurent expansion
(380) for ηγ around ζ = 0 in the following generic form
(394) ηγ =
∞∑
n=−1
ηγ,−nζ
n.
Remark, on one hand, that the differential equation (393) is equivalent to the set of relations
(395) X+(ηγa,n−1) +X0(ηγa,n) +X−(ηγa,n+1) = −inηγa,n
for all applicable n ∈ Z. On the other hand, inserting the Laurent expansion into the
formula (376) for ω(ζ) yields for the hyperka¨hler symplectic forms the expressions
(396) ωm =
1
2
εab
∑
k
dηγa,k ∧ dηγb,m−k.
This formula is in fact valid for all m ∈ Z, in which case we have of course ωm = 0 for all
m except m = −1, 0, 1. By using these two relations one can then prove explicitly that the
equation (170) with j = 2 holds, which shows that we do have indeed in this case a twisted
rotational action.
In a similar way we obtain in particular that
(397) ιX−ω+ + ιX0ω0 + ιX+ω− = dµN
with the function
(398) µN = −
i
2
εab
1∑
m=−1
mηγa,mηγb,−m.
Reintroducing the specific forms of the Laurent coefficients from equation (380) gives us for
this the expression µN = µ
sf + εabZγaIγb,−. Note that while the left-hand side of equation
(397) is manifestly real—due to the (alternating) reality properties of its component fields,
the function µN on the right-hand side is not. This can only be the case if the imaginary
part of µN is constant. Another way to argue this, if we forget for instance the reality
property of the system of vector fields Xm, is by repeating the argument but for the
Laurent expansion around ζ =∞. On the right-hand side of equation (397) one now gets
a function µS which, in view of the reality property of ηγ , turns out to be the complex
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conjugate of µN . In either case, using also the integral representation (381), we get the
consistency condition
(399) ImµN = −
1
4π
∑
γ
Ω(γ)
∫
ℓγ
dζ
ζ
(Zγ
ζ
+ Z¯γζ
)
ln(1− Xγ(ζ)) = C
for some real, at least locally defined and possibly vanishing constant C. This condition
can be thought of as the twisted case equivalent of the invariance constraint of Lemma 42,
where only a simple rotating action was present. Letting then µ = ReµN we have the
moment map equation
(400) ιX−ω+ + ιX0ω0 + ιX+ω− = dµ
with the integral representation for the real-valued moment map function
(401) µ = µsf +
1
4πi
∑
γ
Ω(γ)
∫
ℓγ
dζ
ζ
(Zγ
ζ
− Z¯γζ
)
ln(1− Xγ(ζ)).
This is an obvious generalization of the Ooguri-Vafa metric formula (350).
Remark. This function, which appears here in the guise of a moment map of a twisted
rotational action, is the main object of interest in [1] where it was put forward as a candidate
for a Witten-type index of a certain class of supersymmetric quantum field theories. The
instrumental property there was instead the one expressed by the m = 1 component of
equation (157).
By the general results of section 5, the presence of O(2)-twisted rotational actions on
the Gaiotto-Moore-Neitzke hyperka¨hler spaces implies the existence of hyperholomorphic
line bundles over them, and of corresponding holomorphic line bundles over their twistor
spaces equipped with meromorphic connections with poles of order two on the fibers over
ζ = 0 and ∞. The existence of these bundles was discovered by Neitzke in [33], and our
considerations here can be read as a geometric interpretation of his finds.
For the arctic meromorphic potential associated to the twisted rotational action we
consider again
(402) ϕVN (ζ) = i
f(ηVN )
ζ2
+ i
η˜
A,VN
ηAVN
ζ
where, recall, f(z) = zAFA(z)− 2F (z). This is as required a meromorphic function defined
on VN with a pole of order two at ζ = 0. The crucial test it needs to pass is whether it
satisfies the gauge condition of Lemma 34. This follows from the consistency constraint
(399). Assuming that the constant C vanishes (otherwise redefine ϕVN (ζ) by subtracting
from it the imaginary constant term iC; this affects neither its meromorphicity nor its pole
structure) we find indeed that its zero-order Laurent coefficient is of the form
(403) ϕ0 = µ+ iuAv
A.
Notice, moreover, that the second-order residue is simply
(404) ϕ++ = ϕ
sf
++
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and that for the first-order one the formula yields ϕ+ = ϕ
sf
+ +
1
2εabZγaIγb,0, which can then
be represented in the form
(405) ϕ+ = ϕ
sf
+ +
1
4πi
∑
γ
Ω(γ)Zγ
∫
ℓγ
dζ
ζ
ln(1− Xγ(ζ))
(compare with the formula (349) from the Ooguri-Vafa case). Yet another way in which
this can be written is ϕ+ = ϕ
sf
+ −
1
2ZγaL
inst
ψγa
.
So we can apply Lemma 40—only this time we want to do it for the symplectic gradient
vector field (389). This is possible due to Proposition 44. Thus, if we take
(406) X++ = Xϕ++ = 0 X+ = Xϕ+ X0 = Xµ
with negative-indexed counterparts defined in the usual way by requiring alternating con-
jugation, then these vector fields satisfy the moment map equations
(407) ιXn−1ω+ + ιXnω0 + ιXn+1ω− =


dϕ++ if n = 2
dϕ+ − iθ+ if n = 1
dµ if n = 0
where as usual we have θ+ = uAdz
A. The formulas (406) provide then a concrete represen-
tation for the component vector fields of the equation (392).
We are now in a position to write down a set of explicit meromorphic connection 1-forms
and holomorphic gluing functions corresponding to the cover of Z constructed above.9
Lemma 34 gives us for the polar elements of the cover the connection 1-forms
(408)
AVN =
1
ζ
η˜A,VNdZη
A
VN + idZϕVN (ζ) + iϕVN (ζ)
dζ
ζ
AVS = ζ η˜A,VS dZη
A
VS + idZϕVS (ζ) − iϕVS (ζ)
dζ
ζ
.
From these, we can transition towards the tropical elements using the patching relations
(378). We find in this way the connection 1-forms
(409) AVT = η˜A,VT dZη
A
VT
and the gluing functions
(410)
φVTVN (ζ) = ϕVN (ζ) + i
F (ηVN )
ζ2
φVT VS (ζ) = ϕVS (ζ) + iζ
2F¯ (−ηVS ).
Finally, the gluing functions between tropical sets whose projections on the twistor sphere
are adjacent to the same BPS line can be derived from the jump condition (379) by way
of formula (361). Thus, for any BPS line ℓ and sets V +T,ℓ and V
−
T,ℓ whose projections on
the twistor sphere are adjacent to it from the clockwise and counterclockwise directions,
respectively, we get
(411) φV +T,ℓV
−
T,ℓ
(ζ) = i
∑
γ∈Z−1(ℓ)
Ω(γ)Lσγ ((Xγ)
−
ℓ ) +
i
2
[(η˜A)
+
ℓ (η
A)+ℓ − (η˜A)
−
ℓ (η
A)−ℓ ].
9Recall that the transition functions for the hyperholomorphic line bundle can be obtained from the
gluing functions simply by exponentiation, as in the equation (98).
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The non-dilogarithmic term on the right stems from the discrepancy between the antisym-
metrized symplectic 1-form potential considered in formula (361) versus the canonical one
appearing in the expression above for the connection 1-forms AVT .
Acknowledgements. The author is deeply indebted to Martin Rocˇek for the insightful
discussions which guided him over the years through many of the ideas on which these
considerations rely.
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