Coverage for Welch's technique was less than the confidence-level when size was inversely proportional to variance and skewness was extreme. Under negative kurtosis, coverage for Yuen's technique was attenuated. Under skewness and heteroscedasticity, coverage for Yuen's technique was more accurate than Welch's technique.
Introduction
When assessing how well the sample effect ( 2 1 X X − ) estimates the population effect ( 2 1 μ μ − ), a confidence interval is the appropriate statistical technique. The intervallength conveys the magnitude of the standard error of the effect. When comparing intervals for measuring an effect, wider interval-lengths imply greater standard errors. The confidencelevel expresses the long-run probability that the limits include the population parameter.
The use of confidence intervals has been strongly suggested in some disciplines (Cohen, 1994; Wilkinson & Task Force on Statistical Inference, 1999) . Some spurious reasons include (a) they provide statistical inference without specifying an a priori threshold and (b) it is presumed that confidence intervals provide a degree of certainty about the population parameter that hypothesis tests do not. However, Sawilowsky (2003) was opposed to (a) as being contrary to the principles of the scientific method, and noted that the Type I and Type II probabilities of hypothesis tests are the same as for confidence intervals.
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confidence intervals as follows.
1. Is zero truly within the interval yet the interval does not enclose zero (Type I error)?
2. Is zero not truly within the interval yet the interval does enclose zero (Type II error)?
Monte Carlo simulations have been used to assess the extent to which the Type I and Type II error rates deviate from the α and β levels. Magnitudes of interval-length and probability-coverage ( α 1− ) serve as criteria concerning the appropriateness of confidence intervals. The traditional test for bi-group comparisons is the independent samples t-test. The calculation of the confidence interval for the mean difference is outlined as follows. Where n i is the sample size for group i, Along with the assumptions that observations were randomly sampled from defined populations and that the samples were independent, some assumptions of parametric tests are homoscedasticity and normality (Wilcox, 1996) . When heteroscedasticity and skewness are present in data, the error rates for a technique are inaccurate.
Violations of Parametric Test Assumptions Skewness
Samples from skewed populations occur with some frequency as observed by Blair (1981) and Micceri (1989) . Specifically, Micceri (1989) surveyed 440 published data sets. The pvalue of the Kolmogorov-Smirnov test showed the distributions of each data set to be significantly different from a normal distribution (p < .01). Monte Carlo Type I error results (Sawilowsky & Blair, 1992) suggested that the probability-coverage would be greater than α − 1 for skewed distributions, i.e., for skewness ranging from 1.25 to 1.75. Setting the alpha level at 0.05, if Type I error rate is less than 0.05, probability-coverage is greater than 0.95. Sawilowsky and Blair observed that the independent samples t-test was robust: (a) if the test was two tailed rather than one tailed, (b) if sample sizes were about equal, and (c) if sample sizes were 25 or more.
Heteroscedasticity
Usually, when group means differ, group variances also differ (Sawilowsky & Blair, 1992, p. 358; Wilcox, 1996, p. 149) . Why is heteroscedasticity likely to occur? Edwards (1972) attributed it to the absence of random assignment. If the variable for the treatment group exhibited greater variation before the application of the treatment after applying the treatment the difference is likely to remain unchanged. Another possibility is the multiplicative effect of the treatment. That is, if prior to the application of the treatment, 1 2 / σ σ <2.0, but after applying the treatment 1 2 / σ σ ≥2.0, the treatment may have acted multiplicatively to increase the variance.
Skewness & Heteroscedasticity
Heteroscedasticity has different effects on probability-coverage (Algina, Oshima, & Lin, 1994; Penfield, 1994) . (a) If sizes are equal, the effect on probability-coverage is negligible, i.e.,
, skewness, and proportional heteroscedasticity augment probability-coverage (Penfield, 1994) . (c) Small sizes, extreme skewness, and disproportional heteroscedasticity attenuate probabilitycoverage. If the confidence level was set at 0.95, the t-test displayed coverage-probabilities of 0.90 or less (Algina, Oshima, & Lin, 1994; Penfield, 1994) . Although increasing sample sizes decreases the magnitude of separation between the Type I error rate and alpha level, Bradley (1978) observed that group sample sizes as large as 1,024 were needed for the independent samples t-test to maintain a 0.01 Type I error rate, if the application of the treatment increases the variance, heteroscedasticity increases interval-length. The larger group variance increases the standard error, thereby increasing the interval-length.
Use of Transformations
Using transformations to remedy the error rate problems of skewness and heteroscedasticity is problematic. The interpretation of statistical significance for the transformed scale no longer holds for the untransformed scale (Games, 1983 ). Yet, the untransformed scale was selected based upon an underlying rationale for doing the study.
Welch's and Yuen's Techniques Both Welch's and Yuen's techniques have been recommended for amending the Type I and Type II error rate problems resulting from heteroscedasticity and skewness (Wilcox, 1996 
Yuen's technique assesses the difference between the trimmed means. The technique is outlined as follows. Trimming a group sample involves omitting a fixed proportion of the largest scores and an equivalent number of the smallest scores from the sample. Winsorization involves replacing a fixed proportion of the largest scores with the maximum score for the trimmed version of the same sample, and replacing an equivalent number of the smallest scores with the minimum score for the trimmed version of the same sample. Wilcox (2003) suggested that 20% trimming is "a good choice for general use" (p. 251). 
Note that the subscripts in parentheses, e.g., ( 
The confidence interval of trimmed means for bi-groups (Wilcox, 1996) (Algina et al., 1994; Wilcox, 1994) . Under conditions of skewness and disproportional heteroscedasticity, Welch's coverage was less than 0.925 (Luh & Guo, 2000) . Yuen's coverage was less than the confidence-level but to a lesser extent than Welch's technique was, i.e., = −α 1 0.92 versus 0.85. The probabilities of coverage were outlined in the table below.
Objections to the studies of Table 1 are related to the random samples assessed and the outcome measures used. The first objection is that the techniques were recommended based on random numbers generated using mathematical functions. The skewness and kurtosis properties of the random numbers may not generalize to the samples observed in applied situations in education and psychology. To the extent that Monte Carlo samples represent applied situations, the results are generalizable to similar situations (Sawilowsky & Fahoome, 2003) .
The second objection with the manner in which the preceding studies were conducted is that the techniques were recommended based on Type I and Type II error rates alone. The Type I and the Type II error rates indirectly relate to confidence intervals; whereas, the probabilitycoverage and interval-length serve as outcome measures for confidence intervals. Though interval-length serves as an outcome measure for confidence intervals, journals in education and in psychology did not provide the interval-length for assessing Welch's and Yuen's techniques. Purpose The purpose of the study was to assess the probability-coverage and the interval-length for Welch's and Yuen's techniques. The techniques were assessed (a) using empirical data sets that were not normally distributed (i.e., Sawilowsky & Blair, 1992) , (b) under conditions of heteroscedasticity, and (c) for unequal group sample sizes. Methodology Micceri (1986) identified eight distributions prevalent in educational and psychological research. Table 2 provides the means, standard deviations and third and fourth moment estimates of skewness and kurtosis of the eight distributions. The kurtosis was adjusted so that the value for a normal distribution would be 0.00.
Estimates of interval-length and probability-coverage were obtained by sampling from the seven distributions. Random samples were obtained independently and with replacement using the International Mathematical and Statistical Libraries (1998): RNUND and RNSET subroutines. One million repetitions were performed.
The procedure involved obtaining random samples from the empirical distributions, standardizing the scores, modeling the effect and modeling heterogeneity, trimming and Winsorizing the dataset, computing the interval, summing values of interval length and probability-coverage, and averaging values of interval length and the values of probabilitycoverage.
Sample size ratios of 1:1, 3:1, and 1:3 were selected. The respective sample sizes were (n 1 , n 2 ) = (13, 13), (13, 39), (39, 13), and (39, 39). Variance ratios of 1:1, 1:2 and 1:4 allowed for a comparison of the probability-coverage and interval-lengths for each technique under homoscedasticity and heteroscedasticity. Coverage-probabilities and interval-length were examined at the 0.01, and 0.05 alpha levels.
Where ' μ is the mean for the transformed score, '
σ is the standard deviation for the transformed score, and Z is a standard score, the transformed score was obtained as follows.
The mean of the second group was set to one. The levels of skewness, size, variance, and effect under study represent a subset of conditions in applied situations.
The ratio of the average length for Student's technique divided by the average length for the comparison technique, i.e., Welch's or Yuen's technique, was calculated to compare interval lengths.
Results

Probability-coverage
The results showed inflated probabilitycoverage for Yuen's techniques was observed with extreme skewness. Probability-coverage was greater than the confidence-level when skewness was above 1.25, sample sizes were equal and less than 25 or sample sizes were unequal. The results were observed under homoscedasticity. In addition, probabilitycoverage was greater than the confidence-level when skewness was above 1.25 and heteroscedasticity was proportional to size or sample sizes were equal, less than 25, and heteroscedastic. The probability-coverage exceeded the upper bound of the Bradleycriterion, i.e., Table 3 through Table 9 .
Welch's technique:
Attenuated coverage-probabilities were observed for both extreme skewness (i.e., absolute skewness greater than 1.25) and heteroscedasticity ( ). The kurtosis of the extreme bimodal distribution after trimming was -1.454. The results occurred under both homoscedastic and heteroscedastic conditions. Where size was inversely paired with variance, under a multimodal lumpy distribution, coverage-probabilities were within the range 0.925-0.975 at the 0.05 alpha level. At the 0.01 alpha level, coverage-probabilities were less than 0.985. The kurtosis of the multimodal lumpy distribution after trimming was -1.269.
Interval Length
The n , the reverse was true. Results were presented in Table 10 through Table 16 . Second, intervallengths for Yuen's technique were wider than the interval-lengths for Welch's technique. The interval-length ratios for Yuen's technique were smaller than the ratios of Welch's technique. Larger interval-lengths were observed for the heteroscedastic than for the homoscedastic condition.
Conclusion
Similar to findings by Sawilowsky and Blair (1992, p. 359) showing that skewness attenuated the Type I error rates for the t-test, the results of the present study showed that if skewness was above 1.25, e.g., skewness of the extreme asymmetric -psychometric distribution was 1.417 after trimming, coverage-probabilities were augmented (i.e., ). Similar to findings by Luh and Guo (2000) and Algina et al. (1994) showing that when size was inversely proportional to heteroscedasticity and skewness was greater or equal to 2.00, Welch's technique displayed coverage-probabilities less than the confidencelevel when size was inversely proportional to heteroscedasticity and skewness was -1.33 or 1.64.
Finally, the augmentation or attenuation of probability-coverage for both techniques occurred more at 0.01 than at 0.05 alpha levels; this finding was consistent with results from Bradley (1978, p. 147) showing that larger sample sizes were required for the t-test to exhibit robustness at the 0.01 level than at the 0.05 level.
