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Abstract 
Selected ion flow tube mass spectroscopy (SIFT-MS) is an analytical method for the 
investigation of volatile organic compounds (VOCs). It produces mass to charge (m/z) ratio 
ion counts with a range of 10-200 m/z. Current data analysis involves sifting through the 
spectra files one at a time looking for peaks of interest. This is time consuming and requires 
expert knowledge. This thesis proposes, implements and demonstrates a novel approach to 
the analysis of SIFT-MS data using multivariate techniques similar to those employed to 
analyse electronic nose and gas chromatography mass spectroscopy (GCMS) data. The 
methodology was developed using a set of samples created in the laboratory that belonged 
to two groups which contained different VOCs found in biological samples. The 
methodology requires the removal of the m/z peaks associated with the precursors, then 
principal component analysis (PCA) and partial least squares discriminant analysis 
(PLSDA) methods were evaluated for biomarker discovery and sample classification. Both 
methods produced excellent results, identifying the volatiles in the mixtures and being able 
to classify samples with 100% accuracy. This methodology was then tested using a variety 
of samples. Ammonia was found as a possible marker for bovine TB (Mycobacterium 
bovis) infection using serum samples taken from wild badgers. Discrimination results of an 
accuracy of 67%±6% were acquired. The number of sample needed to build the best 
performing model from this dataset was empirically shown to be 120. It was shown to be 
effective for the discrimination of serum samples from cattle taken before and after 
introduction of bovine TB (Mycobacterium bovis) bacteria in a clinical trial (accuracy of 
85% achieved). A similar dataset pertaining to infection by Mannheimia haemolytica failed 
to produce models that performed as well as the others - this is suspect to be due to a poor 
experimental design. Finally, discrimination accuracies of 88% for urine samples collected 
from cattle from herds infected with Mycobacterium paratuberculosis and 90% for urine 
samples collected in the same bovine TB trial as above were achieved. The novel 
multivariate approach to SIFT-MS data analysis has been shown to be effective with a 
number of datasets but it is sensitive to the experimental design. Recommendation for the 
consideration required for analysis using this method have been made.  
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1. Introduction and Literature Review 
 
1.1. Introduction 
Selected ion flow tube mass spectroscopy (SIFT-MS) has been around for many years 
and was originally used for studying the ion-neutral reactions of high altitude plasmas 
(Adams and Smith, 1976). It has been used for biological analysis for approximately 
15 years (Smith and Spanel, 1996). The technique allows the semi-quantitative 
investigation of the concentrations of volatiles in gas samples. 
 
The data received from the machine is in one of two formats. Firstly, the most 
accurate method of investigation is by focusing on a single m/z ratio. At near real-
time, levels can be monitored using this technique (Smith et al., 2008). This technique 
is useful when the investigator has a clear idea about the specific volatile or m/z ratio 
that is of interest.  
 
The second method uses a switching method to scan through a range of m/z ratios to 
build up a picture of the whole range of volatiles in the sample. This method is less 
accurate than the first and also does not produce results in real time. It does however 
allow the investigator to find previously unknown markers for disease and look for 
unexpected volatiles.  
 
Classically, the second method is used to explore volatiles within samples and it 
produces three spectra, each corresponding to one of the precursors used as a carrier 
for the sample under investigation. These spectra are then painstakingly analysed by 
hand looking at the levels of the trace volatiles compared to the levels normally 
expected. The problem, however, is that the levels of volatiles in biological samples 
can vary by several orders of magnitude (Turner et al., 2008). Finding markers is 
therefore a non-trivial task. 
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Multivariate analysis techniques have been used before in similar cases such as 
electronic nose (e-nose) (Scott et al., 2006), gas chromatography mass spectroscopy 
(GC-MS) and other types of spectroscopy (Goodacre et al., 2004; Dettmer et al., 
2007) so it seems odd that no clear method has been proposed for SIFT-MS. This 
thesis aims to fill this void by proposing multivariate methods for SIFT-MS data 
analysis and evaluating them firstly using synthetic mixtures of compounds known to 
be present in biological samples and then applying them to real biological examples 
(badger serum, cattle serum and cattle urine) so that their effectiveness can be 
evaluated and discussed. 
 
1.2. Literature Review 
A wide range of multi-disciplinary ideas and topics have been used throughout the 
progression of this project. The literature review has been split into three sections 
covering the basics of the three topics required for the understanding of the results 
presented. Firstly, a background knowledge of the diseases is required to validate the 
need for this research. This includes the standard methods of detection and where 
applicable previous applications of volatile organic compound detection methods in 
the determination of disease status.  
 
Secondly, a basic understanding of the SIFT-MS procedure is outlined. This is the 
analytical tool that creates the data and makes the project possible. An understanding 
of how the data is created is key to understanding how and why the data needs to be 
processed in order to reveal the required biological knowledge. 
 
Finally, there is a section on the statistical tools and procedures that will be 
investigated to produce a methodology for the analysis of the data. This section 
covers the data preparation, exploration and classification tools that could be applied. 
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1.2.1. Diseases Studied 
During the early planning stages of the project, one of the first diseases suggested that 
would be suitable to investigate the possibility of SIFT-MS linked with multivariate 
techniques as a technique to investigate veterinary diseases was Mycobaterium bovis 
(commonly known as bovine TB). Bovine TB shares many similarities with the 
human form of the disease Mycobacterium tuberculosis. Tuberculosis is one of the 
important diseases in the creation of modern medicine, with more than one Nobel 
prize being awarded for research of the bacteria and possible treatments/vaccines. 
Knowledge of the disease has been around since Hippocrates and yet a cure or 
accurate method for detection has yet to be discovered and both are desperately 
required (Perkins and Cunningham, 2007). 
 
The bacteria have hard waxy outer layers that protect them against the body‟s natural 
defences. The bacteria are very slow growing (multiplying approximately once every 
16 hours compared with 40 minutes for E.coli (Cox, 2004)) and hence the disease 
takes a long time to progress. In general, the bacteria infect the host‟s lungs and the 
only defence is for the macrophages to consume and immobilise the bacteria creating 
legions called granulomas. These legions form the basis for the gold standard test in 
cattle (Bourne, 2007; White et al., 2008). They are dissected (post mortem) and 
bacteria are cultured for up to 16 weeks and then a visual inspection (microscopy) 
will confirm or deny infection. 
 
Alternative tests are needed that are both rapid and accurate (Perkins and 
Cunningham, 2007). In agriculture these tests will save farmers (and the government) 
money (Krebs, 1997; Bourne, 2007). The goal is to decrease the quarantine time that 
a herd is subjected to between suspected infection and confirmation. There is also a 
large possibility that any method of detection of the bovine version of the disease can 
also be used to detect the other strains, which also cause massive problems 
worldwide. Two possible options being considered are using tests that look for the 
specific gamma interferon immunity marker (Dalley et al., 2008) and using the scent 
of the bacteria to detect them (Pavlou et al., 2004; Fend et al., 2005; Fend et al., 2006; 
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Syhre and Chambers, 2008; Syhre et al., 2009). Until recently, detection using the 
second method has focused on the application of MOSFET and conducting polymer 
electronic noses, which despite the early promise have not fully delivered the 
expected results (Persaud and Dodd, 1982; Dickinson et al., 1998; Fend, 2004). One 
possible reason might be the inherent variability in the results obtained by different 
electronic noses and also the sensor drift (Knobloch et al., 2009c). Recently, some 
discrimination between infected and non-infected samples has been seen when 
investigating sputum samples collected from patients with tuberculosis using a 
separation technique and then analysis on GC-MS (Kaal et al., 2009). 
 
Bovine TB generally infects cattle, however, other species can be cross-infected. 
These species include badgers (Meles meles) and deer in the UK and brush-tailed 
possums (Trichosurus vulpecular) and ferrets in New Zealand (White et al., 2008). 
 
Recently, some biomarkers for tuberculosis were detected using GC-MS (Syhre and 
Chambers, 2008; Syhre et al., 2009). They were found by looking at the headspace 
above concentrated cultures. However, there was not one standard biomarker found, 
but several with a range of levels depending on the media that the cultures were 
grown on. 
 
TB is not the only respiratory diseases in cattle, there are others that cause pneumonia 
which can be very costly to both the farmer and the state (Snowder et al., 2006). The 
Friedrich Loeffler Institute (FLI) have been investigating Mannheimia haemolytica 
and Mycoplasma bovis which are two known causes (Angen et al., 2009). 
 
Mycoplasma bovis can cause many other visible effects in cattle such as mastitis and 
arthritis and due to the long incubation time (3 months) it is known as a chronic 
disease (Nicholas and Ayling, 2003). Like tuberculosis, the disease is spread by 
animals that are visually healthy but are shedding the bacteria via aerosol like coughs, 
sneezes and mucus discharges. Mycoplasma bovis shares many clinical and 
pathological symptoms with other cattle respiratory diseases and hence laboratory 
diagnostics are necessary for correct identification. Enzyme-linked immunosorbent 
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assays (ELISA), antibodies and polymerase chain reaction (PCR) (Angen et al., 2009) 
have all been used to detect the disease each with their own drawbacks. Antibody 
detection only detects after the disease has become clinical and the host has had an 
immune response and hence is likely to miss positive cases of infection whilst they 
are in the early stages of the disease. The antibodies are also present in high levels for 
months after the disease. PCR requires bacterial presence within the sample and is 
hence very sample dependent. For example, samples that could possibly contain 
Mycobacterium bovis are usually heat treated to ensure that infection from the 
samples is no longer possible. (Angen et al., 2009) used a catheter tube to collect 
sputum from the cattle directly (an invasive procedure). 
 
Mannheimia haemolytica is not a chronic disease. Before sequencing the bacteria was 
classified as part of the pasteurella group of bacteria (Ackermann and Brogden, 
2000), as the bacteria can be found in the milk of the infected cattle. It is a very 
rapidly progressing infection that causes pneumonia like symptoms only hours after 
infection (Ackermann and Brogden, 2000). The toxins build up in the lungs and these 
are usually associated with the cause of the high mortality rate. Mannheimia 
haemolytica is an opportunist infection relying on the weakened state of the host 
animal and generally does not cause symptoms in healthy animals (Duff and Galyean, 
2007).  
 
Brucellosis is another disease with historical references dating back to Hippocrates. 
Brucellosis in humans is generally linked to the drinking of unpasteurised milk from 
infected cattle or goats (Cutler et al., 2005). The disease has been eradicated from the 
UK but not from mainland Europe and hence tight controls on animal import and 
export are required (England et al., 2004; Cutler et al., 2005). The main strain of 
disease affecting cattle and causing problems for the veterinary laboratories agency 
(VLA) is Brucella abortus, which causes abortions of pregnancies in the cattle. 
Diagnostic tests are available that are highly effective but with so few cases, the cost 
of the disease is linked to the false positive rate (England et al., 2004; Cutler et al., 
2005). Any method that can discriminate between the real infected samples and false 
positives could save the government money. 
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Mycobacterium paratuberculosis is an intestinal disease that affects many animals, 
both domestic and wild (Cocito et al., 1994). It has been linked with Crohn‟s 
syndrome in humans (Chamberlin et al., 2001). In cattle, the animals are usually 
infected at an early age, but the disease is slow progressing and chronic with clinical 
signs (such as diarrhoea) not present until age 2 to 5 years (Stabel, 1998). Bacteria are 
shed from the host at very high levels and hence once a herd is infected the disease 
spreads rapidly. 
 
1.2.2. Analytical Tools 
All the analytical data created for this project has been created by one of two selected 
ion flow tube mass spectrometers (SIFT-MS) machines. The SIFT-MS technology 
was originally devised to investigate high altitude terrestrial plasmas (Adams and 
Smith, 1976; Smith and Adams, 1980). The technology has more recently been 
adapted to investigate biological volatile gases (Smith and Spanel, 1996). Breath is 
generally studied, but volatiles from other bodily fluids such as sweat (Turner et al., 
2008) and urine (Smith et al., 1999) have been studied. 
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Figure 1.1 - A schematic of the internal workings of a SIFT-MS machine (Smith and 
Spanel, 2005). The ions written in the tube are the precursor ions (upstream) and 
possible precursor-sample interactions (downstream). Different sample preparation 
techniques are also suggested. 
 
The SIFT-MS machine (Figure 1.1) has two operation modes. The first called full 
spectra scan mode (FSM), where the machine switches the final quadrupole detector 
through the full range of m/z values. This is the most useful mode for working with 
samples that have unknown composition. The other mode is called multiple ion 
monitoring mode (MIM), where the final quadrupole is given a few specific m/z 
values to monitor and real time recordings are made. The second mode has been used 
to detect how the volatiles change during the cycle of breathing (Smith et al., 2008). It 
has also been used to detect changes in acetaldehyde levels in the headspace above 
cancer cell lines (Sule-Suso et al., 2009). However, the basic process of detection is 
the same no matter which method is being used. 
 
Positively charged ions are created in an ion source. A quadrupole mass filter is then 
used to select the required ion which once selected are called precursors. The SIFT-
MS machine allows the user to choose one of three precursors, H3O
+ 
(m/z 19), NO
+
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(m/z 30) and O2
+
 (m/z 32). These precursors are then fed into a fast flow tube that has 
a helium (inert) carrier gas. A neutral sample of volatiles is fed into the flow tube at a 
measured rate via a heated (40°C) capillary tube. The samples can be fed into the tube 
using a variety of methods including a pass-through breathing tube (as used by the 
police breathalyser), dynamically sampled from the headspace above a vial or taken 
from a deflating bag. 
 
The volatile organic compounds (VOCs) interact with the precursors and form 
reaction products which are carried down the flow tube towards another quadrupole 
mass filter. This time however, the products are sent to an ion detector. Using the 
measurement of the size of the flow tube, the speed of the fast flow and a few 
equations (Smith and Spanel, 2005) a rate constant can be calculated for every 
measurable volatile which can then be used to calculate the ratio between the 
measured number of precursor ions with no sample present and the combination of 
the precursor ions and sample ions. This ratio (with a few assumptions being made) 
can then be used to calculate the exact concentration of a specific VOC in the sample 
under investigation. 
 
This makes the SIFT-MS a potentially quantitative mass spectrometer. However, due 
to the complexities and assumptions made it is very rarely used as such and is 
generally assumed to be semi-quantitative. Whilst this would not be suitable for a 
detailed analysis of a single sample, when coupled with multivariate techniques semi-
quantitative analysis been shown to be suitable for disease diagnosis using data from 
other analytical methods (Zlatkis et al., 1981; Di Natale et al., 2003; Wang et al., 
2003; Fend, 2004; Chen et al., 2005; Fend et al., 2005; Fend et al., 2006; Perez Pavon 
et al., 2006; Gaspar et al., 2009; Kischkel et al., 2010). 
 
As all of the samples investigated in this thesis have unknown volatile compositions 
only the full spectra scan mode (FSM) is used. 
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1.2.3. Alternative technologies 
The two most comparable technologies to SIFT-MS are electronic nose and GC-MS. 
Electronic noses have shown promise in this area but repeatability is questionable due 
to sensor drift. The main benefits of electronic noses are the speed that samples can 
be measured and the relatively small costs involved. Sample preparation is minimal 
and depending on the sensors used a wide range of volatiles can be monitored. GC-
MS techniques are much more repeatable. Indeed, standard repositories of GC-MS 
responses are stored (such as the NIST database www.nist.gov). However, obtaining 
results is much more time consuming therefore obtaining datasets with are large 
number of samples is costly. This is further compounded by the sample preparation 
required.  
 
Electronic noses were created to mimic human olfaction (Persaud and Dodd, 1982), 
and have since been used to detect differences in wines and beers (Di Natale et al., 
1996; Ciosek et al., 2006; Cozzolino et al., 2006), detect disease (Di Natale et al., 
2003; Fend, 2004; Pavlou et al., 2004; Fend et al., 2005; Fend et al., 2006), however, 
repeatability with electronic noses has been questioned (Knobloch et al., 2009c). The 
main problems come from the inherent instability of the sensors involved. Most of the 
above analysis has been performed using the original FET/MOSFET style electronic 
noses as developed by (Persaud and Dodd, 1982) or the newer conducting polymer 
based sensors (De Lacy Costello et al., 1996; Stussi et al., 1996) both of which have 
drawbacks.  
 
FET/MOSFET sensors are potentiometric and are prone to drift and poisoning. 
Manufacturing allows for discrepancies in the conductive changes that make them 
useful olfactory sensors (Gopel, 1995; Albert et al., 2000). Conducting polymer 
sensors are supposedly less prone to drift, however the manufacturing process utilises 
random perturbation to give the sensors different responses (Stussi et al., 1996). This 
makes manufacturing two identical sensors near impossible (James et al., 2005). Both 
of these electronic nose technologies are not quantitative and rely on the successful 
identification of patterns alone. 
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Of course alternative electronic nose technologies exist that are not affected by the 
repeatability issues discussed above. Technologies based on QCM (quartz crystal 
microbalance) and SAW (surface acoustic wave) use mass based detection methods 
(Hauptmann et al., 1993; D'Amico et al., 1998; Chen et al., 2005). These methods are 
described as semi-quantitative. These have shown promise in detecting volatiles, 
however, the data returned from the machines is more complex and analysis is 
difficult. These technologies are also hampered by a larger problem; the analysis time 
per sample can be from several minutes to a couple of hours. This means that these 
methods are more akin to GC-MS than electronic noses which might be why the 
technologies are not widely implemented as they have no clear advantage. 
 
GC-MS is also suitable for the detection of volatiles (Pasikanti et al., 2008; Issaq et 
al., 2009). Sampling times are dependent on column type and MS detector type. Fast 
GC-MS sample times can be performed in the five minute range (comparable to 
SIFT-MS) however, the resolutions and separations are poor at these retention 
lengths. The largest benefit to using GC-MS over SIFT-MS would be the superior 
data quality from 2D chromatography (GC-GC-MS). However, this is only obtained 
with much longer analysis time approaching 60 minutes (Shellie et al., 2005). GC-MS 
methods are generally quantitative however standards are sometimes required. 
 
Breath samples are more difficult to analyse with GC-MS. They need to be 
concentrated and stored in tubes for example using solid phase micro-extraction 
(SPME) (Grote and Pawliszyn, 1997) or similar methods (Harper, 2000). The gaseous 
samples are forced through tubes lined with a sorbent material. These tubes are then 
attached to the GC-MS and the sample is desorbed by heating and the analysis 
recorded.   
 
Finally, NMR and HPLC are suitable methods for the analysis of the liquid samples 
themselves (D'Imperio et al.; Cimato et al., 2006). These methods would however, 
remove the possibility of analysing aerosol based samples such as breath. From an 
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analytical perspective this is not a problem, however, it limits the possibility of 
developing a non-invasive detection method. 
 
1.2.4. Data Analysis Methods 
The standard approach to analysing the data is to use the SIFT-MS software provided 
with the instrument. Indeed, most published work utilises the MIM of the SIFT-MS 
(Turner et al., 2006a; Turner et al., 2006b; Turner et al., 2006c; Sule-Suso et al., 
2009) and the software is ideally suited to this analysis. 
 
As the volatiles linked to the diseases being studied are not known this method is not 
suitable for analysis. Instead the SIFT-MS machine will be used in FSM, to give as 
much information about the sample as possible. This produces standard count verses 
m/z graphs (Figure 1.2) similar to those achieved using other mass spectroscopy 
techniques. 
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Figure 1.2 - An example of a SIFT-MS FSM spectrum as produced by the standard 
software shipped with the machine. 
 
The software allows various method of plotting the data and allows the user to change 
the way the peaks are calculated by adding correction values. For example, if the user 
believes that the final detector is out of alignment they can move the point where the 
peak heights are calculated to a fractional m/z value and new peak heights will be 
created. Alternatively, if the user wants to compare a spectrum from a short sampling 
run with a longer run they can use the software to estimate the counts that would have 
been recorded over the longer scan time. It, however, only allows the viewing of one 
spectrum using one precursor at any one time (Figure 1.2). However, a useful feature 
is that the software will open all the files in a folder and export them to an Excel style 
spreadsheet. This allows the analysis of the data in alternative software.  
 
The software chosen depends on the data format and the analysis to be performed. 
Simple line graphs can be drawn in Excel or any other spreadsheet software. 
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However, the analysis for the SIFT-MS is potentially more complicated than can 
easily be handled in Excel. There are software tools available for multivariate 
analysis such as SPSS, however, the methods are usually implemented by wizards 
and there are very few ways to firstly optimise and tweak the method and secondly 
script and automate some of the more repetitive stages of the analysis. 
 
Matlab (Mathworks, USA), has for a long time been the choice for many scientists 
and engineers for working with matrices and spreadsheet-like data formats. There are 
many toolboxes that have been created to help with multivariate data analysis. One 
such toolbox is the PLS_Toolbox (Eigenvector Research, USA), which has tools for 
performing unsupervised analysis in the form of principal component analysis (PCA) 
and supervised predictive analysis in the form of partial least squares discriminant 
analysis (PLSDA). Other toolboxes exist for neural networks (ANN), support vector 
machines (SVM) and clustering methods. 
 
The SIFT-MS data, as shown in the above figure, is in the form of counts for the 
range of m/z values exported from the software. Three tables of these counts can be 
collected, each table has a single vector for every sample and there are three 
precursors, one table for each. Other information is available as well, including the 
correction values for the flow rate. 
 
When there are a group of samples under investigation (instead of just a single 
sample) one way of looking for information to use is to separate the samples into 
groups and then look for m/z that have counts for only one group of samples. This 
can be taken further by averaging the counts for each m/z across one group and then 
looking for any large differences between the groups. 
 
In proteomics and transcriptomics, large numbers of m/z or genes remove the 
possibility of looking at the differences by hand and statistical tests such as students t-
test (t-test) are used and then the genes or peptides that have a significant difference 
are ranked and displayed (Dewe, 2009). At some point, the usefulness of further 
univariate testing (even automated scripted testing such as ANOVA (Otto, 1999a)) 
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becomes limited. Univariate approaches only consider a single feature (gene, peptide 
or m/z) at a time.  
 
Many data sources contain variables that are linked and indeed the biological factors 
under investigation might be linked. In the case of the SIFT-MS machine a volatile 
can have multiple peaks on a single spectrum due to the interactions with the 
precursor ions (Smith and Spanel, 2005). There are also many cases in biology where 
we have qualitative traits that are caused by multiple factors. In these cases, there 
might not be a single marker for the disease or condition. A subtle change in a 
combination of factors might be the key to detecting the disease. In this situation the 
univariate approach may not be suitable and multivariate techniques may hold the 
key. 
 
One well used multivariate method is principal component analysis (PCA) (Otto, 
1999a; Jurs et al., 2000). PCA analysis takes the data and decomposes it into 
eigenvectors and eigenvalues. The data starts in the form of a matrix, X[n,m], that has n 
rows and m columns corresponding to n samples and m variables. Using a method 
such as non-linear iterative partial least squares (NIPALS) or singular value 
decomposition (SVD) (Wu et al., 1997) a loadings matrix is obtained, L[m,p], and a 
score matrix, S[n,p] (where p is the number of components retained) and a residuals 
matrix, E[n,m]. The scores matrix is the important part in a data visualisation procedure 
as the plotting of two (or three) components gives an idea of the spread of the data. 
Factors contributing the most variance to the dataset are found in the earliest 
components. The higher the component number, the more noise that is likely to be 
associated. The loadings, however, are also useful as they provide insight into the 
factors that are most affected by the causes of the largest variance. If desired, the 
original data can be reconstructed (Eq. 1.1). 
 
                 
        
Eq. 1.1 
where the loadings matrix has been transposed. 
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Of course, one of the assumptions of PCA is that the important factors are the ones 
causing the largest variance. In simple situations this may hold true. However, in 
many biological datasets there can be many factors that contribute to the variance 
such as age, diet, sex that have nothing to do with the factor under investigation 
(disease state for example). PCA is unsupervised, which means that any prior 
knowledge about these factors is not used by the algorithm. 
 
Partial least squares discriminant analysis (PLSDA) (Barker and Rayens, 2003), takes 
the idea of PCA but adds information of the required class discrimination. It uses 
calculations of among-groups sum of squares to maximise the co-variance between 
the sample groups. The maths is complex and beyond the scope of this literature 
review but proof of the theorem can be found in (Barker and Rayens, 2003). 
 
The problem comes with analysing the results. In PCA, components from the score 
matrix can be plotted to produce the typical PCA plots. PLSDA produces latent 
variables which are similar to the principal components of a PCA analysis, however, 
the plots produced from them are almost meaningless (Westerhuis et al., 2008). In 
fact, many papers were published damning the results of many PLSDA analyses 
(Brereton, 2006; Broadhurst and Kell, 2006). The problem comes from the ease of 
over-training the models. Indeed, it has been shown that good visible discrimination 
on the PLSDA plot can be obtained from random numbers (Brereton, 2006). The 
number of samples required to build a model increases exponentially with the number 
of variables and hence the majority of datasets analysed have just too few samples. 
The PLSDA analysis problem becomes one of validation. 
 
Many ideas about validating PLSDA models are given, however, no group consensus 
has been agreed. Some validation methods use strict principles of division of the data 
into groups of samples for training, optimisation and testing (Westerhuis et al., 2008), 
others use the idea of repetitions (also known as bootstrapping) to get a statistical 
average result (Brereton, 2006). 
 
16 | P a g e   A n d r e w  S p o o n e r  
 
Another problem that arises is deciding which metric to use to determine the 
performance of the validated model. In a simple two class problem there are four 
possible outcomes. A sample was positive and it was correctly classified (true 
positive), a sample was positive and was incorrectly classified (false negative), a 
sample was negative and correctly classified (true negative) and finally a sample was 
negative but incorrectly classified (false positive). The approaches are to look at the 
number of incorrectly classified samples (or the inverse), the sensitivity, the 
selectivity, the specificity and many more combinations  (Broadhurst and Kell, 2006). 
There are arguments for the use of each but also flaws. 
 
PLSDA is not the only type of supervised method available. Indeed artificial neural 
networks (NN) have been used with electronic nose discrimination (Gutierrez-Osuna, 
2002; Ali et al., 2003; Aleixandre et al., 2004). Support vector machines (SVM) offer 
another possibility (Cortes and Vapnik, 1995) and indeed show better results when 
combined with a large number of samples and a large number of variables with 
efficient feature selection (Mahadevan et al., 2008). It is important to remember that 
the points made about validation and sample size are just as valid for NN and SVM 
(Brereton, 2006; Broadhurst and Kell, 2006). 
 
One feature of all the above methods is the requirement that the data used is properly 
prepared for analysis. Generally, many simple pre-treatment algorithms are 
commonly used (Dickinson et al., 1998; Otto, 1999a; Pardo and Sberveglieri, 2002; 
Scott et al., 2006), including but not limited to mean centring which sets the mean of 
each variable to zero to remove any directional bias (Eq. 1.2). 
   
          
Eq. 1.2 
where    is a new matrix of   rows and   columns,   is the original matrix of the same 
dimensions and      is the mean of each column. Auto-scaling is alternative method 
which performs mean centring (Eq. 1.2) but also divides by the standard deviation 
removing the magnitudes of the different variables (Eq. 1.3). 
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Eq. 1.3 
where    is a new matrix of   rows and   columns,   is the original matrix of the same 
dimensions,     is the mean of each column and     is the standard deviation of each 
column. And finally, range scaling exists in many forms but all of which scale each 
variable so that the maximum and minimum values are the same for all variables (it 
can also be used as a normalisation technique where every sample is scaled). In the 
below equation (Eq. 1.4), the limits are 0 and 1. 
     
           
               
 
Eq. 1.4 
where    is a new matrix of   rows and   columns,   is the original matrix of the same 
dimensions,         is the minimum value of each column and         is the 
maximum value of each column. 
 
Another possibility is the taking of log values of the counts. In human olfaction  the 
nerve responses have a logarithmic relationship to the concentration of VOCs 
reaching the nerve endings (Gopel et al., 1998). As one of our applications is looking 
at VOCs that are causing the specific odour of tuberculosis (Pavlou et al., 2004; 
Syhre and Chambers, 2008) there is the possible modification of the mean centred 
equation to include taking the logs. Indeed, the software for the SIFT-MS plots the 
peaks on a log graph (see Figure 1.2). With this in mind the mean centring equation 
(Eq. 1.2) can be modified to work with the logarithmic values instead (Eq. 1.5). 
   
                      
               
Eq. 1.5 
The addition of 1 to the variables is to avoid the problem of taking the log of zero. 
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1.2.5. Disease detection using multivariate techniques and volatile analysis 
No previous combination of SIFT-MS and multivariate techniques has been reported 
looking at disease detection and discrimination of samples. However, successful 
discrimination has been seen with both electronic noses and GC-MS. 
 
The most applicable body of work is the detection of Mycobacterium tuberculosis 
using electronic nose technology (Pavlou et al., 2004; Fend et al., 2006). In this work, 
electronic nose technology was used to detect M. tuberculosis cultures grown from 
human patients. The electronic nose was used to measure all the samples and then a 
neural network was built that accurately classified the samples. Unfortunately, this is 
only part of the process. Growing tuberculosis cultures is a time consuming method 
of detection and obtaining the bacteria is difficult. In cattle and bovines, obtaining the 
granuloma from the lungs to perform this test is generally done post mortem (Krebs, 
1997; Bourne, 2007; White et al., 2008). 
 
Work has also been completed that shows that disease detection is possible when 
bacterial evidence is not present. Markers for lung and breast cancer have been found 
in breath volatiles using GC-MS (Phillips et al., 2003; Kischkel et al., 2010; Phillips 
et al., 2010). Breast cancer causes certain over stressed enzymes to produce known 
volatiles that have been detected in the breath of patients. Monte Carlo simulations 
were then used to detect them in GC-MS time slices. A sensitivity of 78.5% and 
specificity of 88.3% were recorded on the build dataset which dropped to a sensitivity 
of 75.3% and specificity of 84.8% on the validation dataset (Phillips et al., 2010). 
Lung cancer has also shown similar potential for a breath based detection method, 
however, due to the complexities and multiple causes the markers are less completely 
documented (Kischkel et al., 2010). Multivariate methods have shown great potential 
in this area (Gaspar et al., 2009). 
 
Due to the complexities of breath analysis (Phillips et al., 1999) alternative samples 
have been investigated for the detection of lung cancer including the use of urine 
samples. Models involving mice have shown that detection of lung cancer is possible 
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from the analysis of volatiles above urine headspaces, hence a possible alternative to 
breath analysis (Matsumura et al., 2010). 
 
Finally, a large body of research has used serum and blood samples in the search of 
biomarkers and classification methods. Some of this work has been criticised because 
of poor sample preparation and experimental design (Villar-Garea et al., 2007) and 
also by poor analysis (Brereton, 2006). A lot of the work was performed using HPLC 
and MS-MS looking specifically at protein markers such as looking for ovarian 
cancer (Petricoin Iii et al., 2002) or prostate cancer (Adam et al., 2002). 
 
Most of the work performed on the headspace analysis of serum samples has been 
performed for drugs testing (Alizadeh et al., 2008; Schulz et al., 2009) and the 
detection of toxins (Hernandez et al., 2002). These methods were chosen as the 
analysis procedures allow rapid determination at point of care which is important in 
the initial screening. Other than the work performed at Cranfield (Pavlou et al., 2004; 
Fend et al., 2005; Knobloch et al., 2009a; Knobloch et al., 2009b; Knobloch, 2010), 
little work has be performed specifically for the detection of disease using the 
analysis of headspaces above serum with most work focusing on the analysis of the 
fluids themselves. 
 
1.3. Aims & Objectives 
As stated in the introduction, the overall aim of this thesis was to investigate the 
application of SIFT-MS analysis linked with multivariate analysis techniques to 
diagnose veterinary diseases in a range of sample matrices. The specific objectives 
followed to achieve this are listed below. 
 
 Evaluate multivariate data analysis methods when applied to SIFT-MS data 
through the use of a proof of concept dataset created by analysing the 
headspace of two mixtures created in a lab. Specifically, investigate the 
possibilities of using the techniques for disease detection and biomarker 
discovery. 
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 Evaluate scaling and data pre-treatment required for the multivariate 
techniques used and propose a standardised methodology for analysis. 
 Evaluate the methodology by application to badger serum tuberculosis 
detection and make modifications if necessary. 
 Evaluate the methodology by application to cattle serum samples from a range 
of diseases and make modifications if necessary. 
 Evaluate if the methodology is applicable to other samples such as urine and 
make modification if necessary. 
 Based on the results achieved above, propose a methodology for the pre-
treatment and analysis procedures taking into account the data source that can 
be the basis of further detailed analysis of applications of the method for 
disease investigation e.g. biomarker discovery and disease detection. 
 Discuss the findings in respect to the impact, possible uses and further 
investigations that maybe possible. 
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2. Evaluation of Multivariate Analysis Methods for SIFT-MS Data 
 
2.1. Introduction and Motivation 
The selected ion flow tube mass spectroscopy (SIFT-MS) method enables rapid 
analysis of gaseous samples and headspaces. However, one of the bottlenecks in 
analysis is the length of time that it takes to manually analyse the results received 
from the system. Multivariate techniques have been used to speed up the process 
when gas chromatography mass spectroscopy (GCMS) and electronic nose (e-nose) 
methods have been used to collect the data (Scott et al., 2006; Pasikanti et al., 2008). 
 
Another problem with the analysis of SIFT-MS data is the amount of data recorded. 
Expert knowledge is required to understand what features are worthwhile analysing. 
As multivariate techniques investigate the datasets as a whole, taking into account all 
available data, they allow the analysis of the data to be performed without this 
detailed expert knowledge of the system, although the final interpretations of this 
analysis may still require a basic understanding. 
 
Since chemometrics-based multivariate techniques of analysis have not previously 
been performed on SIFT-MS data, a proof of concept trial has been conducted and the 
results are reported and discussed below. This chapter begins the creation of a 
methodological framework for the analysis of SIFT-MS data using multivariate 
techniques. The efficacy of the developed methodology is evaluated using data from 
simple synthetic mixtures of volatile organic compounds (VOCs). Problems may 
occur when using real biological samples but by having a well understood sample, 
theories and possible solutions to the problems will be easier to produce 
subsequently. 
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2.2. Data Collection & Measurement 
The data for this experiment comes from samples prepared in the lab. Two mixtures 
of volatile liquids were made and the headspace above the mixtures analysed (Table 
2.1). Fifteen samples of the one mixture were analysed and then fifteen samples of the 
second mixture were analysed. New batches of the mixtures were created and the 
process repeated creating a total of 60 samples, 30 of each mixture. 
 
The use of manufactured samples ensures that the data collected will have known 
features and markers before analysis. The analysis methods can then be evaluated by 
their proficiency in detecting these features. The VOCs that the mixtures were created 
from were specifically chosen because they are found in biological samples (Turner et 
al., 2006a; Turner et al., 2006c). 
 
Mixture one contained ammonia, methanol and acetone. Mixture two contained 
ethanol, acetonitrile and toluene. Liquid samples were created and then 1mL of 
sample pipetted into a 700 ml Nalophan bag. The bags were then filled with zero 
grade air (BOC, UK) and allowed to equilibrate in an incubator at 40°C. Each bag 
contains enough headspace to be analysed three times. The mixtures were created so 
that each one of these VOCs was at 1ppm in the bag when equilibrium was reached. 
The volumes of volatiles required were determined using Henri‟s law which can be 
corrected for temperature changes and enthalpy as described in (Knobloch, 2010).  
Then using known constants (Sander, 1999) and application of the modified form of 
Henry‟s law, 1ppm gaseous concentrations can be achieved from volume of the 
compounds liquid sample. For more detailed information on these calculations please 
refer to (Knobloch, 2010). 
 
A 1ppm concentration was chosen as it was known to be of the same order of 
magnitude for many trace VOCs found in biological samples (Turner et al., 2006a; 
Turner et al., 2006b; Turner et al., 2006c; Turner et al., 2008). These compounds 
should produce the following peaks (Table 2.1). 
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Table 2.1 - The H3O
+
 spectra m/z values expected for the compounds used to create the 
mixtures. Mixture one (A) contains ammonia, methanol and acetone. Mixture two (B) 
contains ethanol, acetonitrile and toluene. 
Compound Mixture H3O
+
 spectra peaks 
Acetone A 59, 77, 95 
Acetonitrile B 42, 60, 78 
Ammonia A 18, 36, 54 
Ethanol B 47, 65, 83 
Methanol A 33, 51, 69 
Toluene B 93 
 
Once the mixtures had reached equilibrium (determined to be 15 minutes (Knobloch, 
2010)), the bags were first  connected to an electronic nose and two thirds of the 
volume used to record e-nose traces (Knobloch, 2010). The final third of the volatile 
headspace was sent through the SIFT-MS machine using a 5 minute full spectra scan, 
alternating through all three precursors. 
 
2.3. Analysis with Trans SIFT mk. 2 
 
2.3.1. Univariate & Classical Approach 
As the contents of the samples was known and understood the univariate analysis 
should be simple. The VOCs have known peaks and analysis by comparing these 
known peaks would yield excellent results. However, the purpose of analysing these 
samples was to find methods for the analysis for unknown samples. Hence, the first 
assumption in this section was that the m/z ratios associated with the VOCs are 
unknown. 
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The first step in a multivariate analysis is to look at the raw data. This helps to gain an 
understanding of which techniques are likely to work. In the case of SIFT-MS we 
have spectra like the one in Figure 2.1. 
 
Figure 2.1 - The H3O
+
 spectrum straight from the SIFT-MS machine for a sample of 
mixture A (sample no. 16). The peaks produced by the principal precursor and its water 
clusters have been numbered. 
 
This spectrum is dominated by peaks caused by the precursors that are added to the 
sample during analysis by the SIFT-MS machine. These carrier ions, that have the 
largest peaks, have very little to do with the sample under investigation. They do 
contain some information about the presence of water in the samples (if there was 
little water present in the samples fewer water clusters would be formed); however, as 
these samples were all aqueous, water clusters were expected. The biological samples 
that this analysis was prepared for were all aqueous as well, and hence the same peaks 
will be visible in their spectra. The spectra obtained from the other two precursors 
showed similar features except that the m/z of the precursors themselves were 
different (spectra not shown). There were crossovers between the different channels, 
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for example H3O
+
 at m/z 19 was present on all three spectra even if it was at much 
lower levels on its non-native channels. There is the possibility that VOCs present in 
the samples may have m/z ratios that are listed in all three rows of the table below. If 
this is the case it simply means that the SIFT-MS technique will not be able to 
accurately monitor the specific VOC. 
 
The peaks identified as precursors (Smith and Spanel, 2005) have been tabulated 
below. 
 
Table 2.2 - The m/z peaks caused by the precursors on each of the three spectra 
recorded by the SIFT-MS machine when analysing aqueous samples. There is precursor 
crossover between the channels (e.g. m/z 19 is H3O
+
 and this is visible on all three 
channels) (Smith and Spanel, 2005). 
H3O
+
 19, 20, 21, 30, 32, 37, 38, 39, 55, 56, 57, 73, 74, 75, 91 
NO
+
 19, 30, 32, 37, 48, 50, 55, 57, 66, 73, 91 
O2
+
 19, 30, 32, 33, 34, 37, 50, 55, 56, 57, 73 
 
The precursor peaks need to be removed from the three spectra and then the spectra 
plotted again. This should reveal the peaks caused by the samples and not those 
contributed to by the additions necessary for the analysis process. 
 
After the precursors have been removed the m/z associated with the samples become 
apparent. The below (Figure 2.2) is a spectrum from mixture A, which is only 
representative of half of the dataset. As the mixtures contain different volatiles (and 
not just the same volatiles at different levels) the spectrum for a sample of mixture B 
should be significantly different (see Figure 2.3). In the above example m/z 18 and 36 
are caused by ammonia, m/z 77 is caused by acetone and m/z 83 is caused by ethanol. 
As this is a sample of mixture A (which should contain only ammonia, acetone and 
methanol), the presence of ethanol and the absence of methanol is a cause for 
concern. 
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Figure 2.2 - The spectrum as captured using the H3O
+
 precursors for a sample of 
mixture A (sample number 16) after the m/z counts for the precursors (as outlined in 
Table 2.2) have been removed. 
 
One possible reason for the contamination of the sample by ethanol is the known 
presence of this VOC in laboratory air (Smith and Spanel, 2005). Another possibility 
is contamination during the production of the samples. The samples were prepared by 
mixing the liquid forms together to create an aqueous solution. These were then 
transferred to Nalophan bags by pipette. Contamination could have been caused at 
this stage. 
 
If either of these two causes above are applicable in this situation, there is nothing 
that can be done from a data analysis point of view. These problems will be apparent 
in all samples recorded. The SIFT-MS machine is situated in a lab and the air is 
subject to change, also sampling techniques and methods are performed by humans 
and hence subject to human error. Once the errors have been spotted, it is usually too 
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late to go back and resample. However, only a few VOCs will be affected and the 
multivariate methods will be able to make use of the remaining unaffected VOCs. 
 
Finally, the detection method does rely on statistical sampling methods. The final 
quadrupole in the SIFT-MS machine cycles through m/z ratios and hence it is 
possible that VOCs in the sample were not recorded, which might explain the lack of 
a m/z peak associated with methanol. If this is the case then the only possible solution 
is to perform replications of sampling. This might not be possible due to limited 
sample size for instance but if enough samples are recorded this problem should just 
be captured by uncorrelated variance (i.e. noise). 
 
The spectrum of sample 1 which is of mixture B (Figure 2.3) shows a large number of 
volatiles. m/z 18 is ammonia, m/z 60, 78, 96 are acetronitrile, m/z 83 is ethanol, m/z 
93 is toluene and 61, 81 and 103 are not linked with the VOCs added to either 
mixture. As with the spectrum of mixture A (Figure 2.2), VOCs that were not part of 
the mixture in question were being detected. This is one of the reasons that analysing 
SIFT-MS spectra from biological samples one at a time would be a time consuming 
activity. Finding an unusual m/z doesn‟t necessarily lead to identification of a 
biomarker or indeed a definite link to the sample itself. Only when that m/z appears 
repeatedly can it be used as a marker, so a spectrum needs to be examined and then 
compared to every other spectrum in the dataset. One method of doing just this is to 
plot the heights of just one m/z value on a bar graph for all the samples. As ammonia 
has shown up in both the spectra examined so far, further investigation of m/z 18 
would be interesting. 
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Figure 2.3 - The spectrum as captured using the H3O
+
 precursor for a sample of mixture 
B (sample number 1) after the m/z counts for the precursors have been removed. 
 
Figure 2.4 shows the peaks for ammonia (m/z 18) over the sixty samples. It was 
created by extracting the values recorded for just m/z 18, sorting them by order of 
analysis and then separating them into two groups dependent on mixture. It is clear 
that mixture A, which had ammonia added, has much higher levels of ammonia. The 
first sample of each of the mixtures (starting from the left of the horizontal axis) was 
chosen to produce Figure 2.2 and Figure 2.3 respectively. The sample of mixture A 
has the lowest recorded level of ammonia (m/z 18) of all the samples of mixture A. 
Indeed, the levels are very similar to the first sample of mixture B and any 
conclusions formed from the analysis of Figure 2.2 and Figure 2.3 about ammonia 
levels being similar can now be seen as flawed. This highlights the need to analyse 
more than just one spectrum at a time. 
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Figure 2.4 - The intensities (counts) of m/z 18 (ammonia) as recorded on the spectra 
produced using the H3O
+
 precursor for all samples. Samples of mixture A have been 
coloured red and are on the left, samples of mixture B have been coloured blue and are 
on the right. Ammonia was one of the volatiles used to create mixture A but was not 
supposed to be present in mixture B. 
 
Figure 2.5 shows that methanol is present in all but five of the samples of mixture A. 
It is also present in three samples of mixture B. It would therefore appear that by 
chance the choice of sample 16 in Figure 2.2 was one of the few without methanol 
recorded. 
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Figure 2.5 - The intensities (counts) of m/z 33 (methanol) as recorded on the spectra 
produced using the H3O
+
 precursor for all samples. Samples of mixture A have been 
coloured red and are on the left, samples of mixture B have been coloured blue and are 
on the right. 
 
Figure 2.6 appears to show ethanol to be an unreliable marker. It is present in only 
nine of the samples of mixture B and is present in six of the samples of mixture A. 
Ethanol as recorded at m/z 47 would, in this situation, not be an effective marker. 
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Figure 2.6 - The intensities (counts) of m/z 47 (ethanol) as recorded on the spectra 
produced using the H3O
+
 precursor for all samples. Samples of mixture A have been 
coloured red and are on the left, samples of mixture B have been coloured blue and are 
on the right. 
 
The problem that the above data highlights is the need to look at specific m/z counts 
across all the samples to get the best picture of whether the specific m/z in question 
has an impact on the discrimination between the mixtures. This requires a prerequisite 
knowledge of the m/z peaks that are important, which is counter-intuitive to the 
search for unknown/new biomarkers. The alternative is to look at every single m/z 
ratio - the problem is then instead of having 60 spectra to investigate, there are 
anywhere up to 600 m/z graphs which would make this a very time consuming and 
subjective approach to the analysis. 
 
One of the simplest solutions to the above problem is to calculate the mean peak 
height for all the samples of a particular group of samples, i.e., to create an average 
spectrum for each mixture. This reduces the number of spectra to be investigated to 
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just two: the average spectrum for a sample of mixture A and the average spectrum 
for a sample of mixture B. Once these averages have been calculated it is quite simple 
to plot them both on the same graph to investigate the differences between the sample 
groups (Figure 2.7). 
 
 
Figure 2.7 - The mean average spectrum (all thirty spectra of each sample type summed 
and divided by thirty) for the two mixtures. Mixture A is coloured red and mixture B is 
coloured blue. A large number of extra volatiles not expected (see Table 2.1) can be 
seen. 
 
Looking at the averages in Figure 2.7, the more important m/z peaks that are linked to 
our mixtures (Table 2.1) can clearly be seen to have large average differences 
between the sample spectra. In particular, m/z 42 (acetronitrile) and m/z 93 (toluene) 
have clearly large counts only on the blue spectrum which is associated with mixture 
B. m/z 51 and 69 (methanol) have a large presence only on the red spectrum which is 
associated with mixture A.  
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There are many more differences between the two mean spectra that are not so clear. 
Some of these differences are significant (i.e. that the difference seen are not caused 
by natural variations and purely down to chance) and caused by substantive chemical 
differences between the mixtures. However, some of these differences will not be 
significant. They may be caused by background contamination from VOCs present in 
the laboratory or by a single very high value either caused by machine fault of 
contamination of a sample. The problem becomes one of classifying this significance. 
Adding the standard deviations to the above graph in the form of error bars would 
highlight the natural variance and allow a comparison between the difference in 
means and the natural variance. One problem is that it would make the graph 
considerably more difficult to interpret.  
 
The alternative way to be sure that neither of the above conditions was contributing to 
the difference in the means would be to plot the m/z for all samples with differences 
in the means. An investigation into the most significant m/z would lead to the 
investigation of perhaps 20-30 graphs for the H3O
+
 precursor alone. Looking at the 
average spectra for the other precursor graphs (not shown here) there are similar 
numbers of differences involved. Using this method, there would only need to be 
perhaps 100 graphs of individual m/z across all samples. This has reduced the volume 
of manual work required, however 100 graphs is more than could be feasibly 
analysed manually. 
 
In the analysis of microarray data, a similar process is automated and used as the 
initial data preparation step. Several thousand gene probes are narrowed down to 20-
30 important ones that are then analysed (Goodacre et al., 2004). Indeed, a reduction 
in the ranges of 1000:1 is a powerful technique analysing 20-30 genes instead of 
20,000-30,000 is a significant decrease in labour. With SIFT-MS data this reduction 
is much less absolute, analysing 100 m/z ratios instead of 600 m/z ratios is a starting 
point but a more powerful method would be advantageous. 
 
Another problem that none of the above univariate methods is capable of solving is 
the problem of multiple peaks contributing to a single feature. Indeed, Figure 2.6 
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suggests that ethanol, as described by m/z 47 on the H3O
+
 channel, is not suitable as a 
marker. Ethanol can form water clusters and so peaks could be detected at m/z 53 or 
m/z 71 on the H3O
+
 channel alone, without considering the other spectra. To properly 
analyse the levels of ethanol, an expert would have to look at all three potential peaks 
on the H3O
+
 spectra and use expert knowledge in the determination of ethanol 
concentration in the samples. This, in a way, is a multivariate approach. 
 
It also appears that the very simple experiment on known VOCs has produced a 
problem much more complicated than would have been expected. The mixtures have 
been created from volatiles that are known to cause 16 peaks but from the above 
figure it appears that more than 30 m/z peaks are being detected. The exact cause of 
these extra peaks is unknown but it could be spurious results from the SIFT-MS 
machine (low level spikes that the software has not identified and filtered out) or 
volatiles from the laboratory contaminating the results or valid peaks of volatiles in 
our samples that have not been directly associated with the VOCs. 
 
2.3.2. PCA 
Given the complexity of the data observed, the next step was to examine multivariate 
techniques. As mentioned in the literature review, multivariate techniques aim to 
reduce the dimensionality of the problem. If nothing else, the univariate approach has 
highlighted the large dimensionality of the data. 
 
An important step in the analysis of complex data is the pre-treatment step where the 
data is modified in preparation for analysis using multivariate techniques (Otto, 
1999a). There are many methods of data preparation available and the exact 
combination is dependent on the analytical tool used to create the data and the sample 
types being analysed. An investigation is required to determine the best approach for 
SIFT-MS headspace analysis. 
 
The first PCA scores plot of the SIFT-MS spectra data (Figure 2.8) was not very 
revealing. There was little discrimination between the samples of mixture A (red 
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dots) and of mixture B (blue crosses). So far, no scaling has been performed and 
many other tools that are available that have yet to be trialled. However, before these 
tools are used, it is important to investigate the cause of the very large percentage 
variance on principal component one (PC1). There might be a simpler method to deal 
with the lack of discrimination depending on the cause. 
 
An outlier can also be seen on the figure. Before dealing with it, the loadings plot will 
needed to be investigated to understand what m/z ratio holds the underlying data. 
 
 
Figure 2.8 - PCA scores plot of the H3O
+
 spectra for all the samples, red dots are 
individual samples of mixture A and blue crosses are samples of mixture B. Clusters 
have been highlighted using the corresponding colours showing that despite the first 
component containing 99.4% of the variance little discrimination can be seen on this 
axis alone. Partial discrimination can be seen on the secondary axis although the 
clusters overlap. 
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The loadings of the first principal component (Figure 2.9) show that a large amount 
of the variance (99.4%) is attributed to the changing levels of the precursor ions 
themselves. These ions are added to the sample as part of the analysis process. They 
contain little information about the original sample contents. As in the univariate 
approach it appears that they need to be removed before analysis. 
 
The loadings of the second component (not shown) display the same m/z ratios. This 
means that the outlier in (Figure 2.8) should be handled by the removal of the m/z 
ratio associated with the precursors. 
 
 
Figure 2.9 - The loadings plot of the first principal component for the above PCA scores 
plot (Figure 2.8) using the H3O
+
 precursor spectra only. The main contributors to the 
variance above are linked to the H3O
+
 precursor ion and its water clusters which are 
added to the sample as part of the analysis process i.e. they are not part of the original 
sample. 
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The precursor ions are added to the flow tube at a constant rate so the total quantities 
measured by the detector should be consistent and the variance contribution should be 
low. As a percentage of the total count, the variance contributed is small. However, as 
the magnitude of the peaks is 3-4 times greater than that of the sample VOCs, the 
actual contribution to the variance is large enough to cause problems, as shown in 
Figure 2.8. 
 
The software supplied with the SIFT-MS machine can be used to normalise the traces 
using the recorded precursor levels. There are however two assumptions. First, that 
the total precursor level can be calculated from the three primary precursor peaks and 
second, that the samples interact with the precursors in the same way. Realistically, 
neither of the assumptions can be made if the samples being investigated change, and 
this method is only really used for on-line monitoring (Smith and Spanel, 2005). 
 
Once the precursors have been removed the data separates nicely into two clusters 
(Figure 2.10). Investigating the loadings will show the cause(s) of this separation 
(Figure 2.11 and Figure 2.12). 
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Figure 2.10 - PCA scores plot of the samples after the m/z associated with the 
precursors have been zeroed. The red dots are samples of mixture A and the blue 
crosses are samples of mixture B. Clear discrimination between the two groups can be 
seen, as highlighted by coloured eliplises (added manually). 
 
The first component of Figure 2.10 is mostly influenced by m/z 18 according to the 
loadings (Figure 2.11). The peak at m/z 18 is linked to ammonia levels. 
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Figure 2.11 - The loadings of the first principal component corresponding to the 
previous PCA scores plot (Figure 2.10) using the H3O
+
 data with the precursors 
removed. The largest peak (m/z 18) is linked to ammonia. 
 
The second component (Figure 2.12) of the PCA scores plot (Figure 2.10) is mostly 
linked to m/z 93 which is indicative of toluene. This links back to exactly what was 
seen in the PCA scores plot (Figure 2.10). Samples of mixture A (red dots) are all 
clustered around the zero mark of PC2. These samples have very little toluene. They 
do however, contain large quantities of ammonia. The observations made of the levels 
of ammonia observed in the samples of mixture A fluctuate, which causes the spread 
along the PC1 axis.  
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Figure 2.12 - The loadings of the second principal component of the previous PCA score 
plot (Figure 2.10) using the H3O
+
 data with the precursors removed. The largest peak 
(m/z 93) is linked to toluene. 
 
A similar argument can be made but in reverse for the samples of mixture B (blue 
crosses). They are all clustered around the zero mark of PC1 suggesting that the 
samples contain little ammonia (m/z 18). They are spread out along the axis of PC2 
suggesting that they have varying observations of the levels of toluene (m/z 93). 
 
The variance is very quickly captured (Figure 2.13), with over 90% of the 
information captured by the first three principal components. 
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Figure 2.13 - The percentage variance captured for the first 30 principal components 
(bars) and the cumulative sum of the components (line) for the PCA analysis (shown in 
Figure 2.10) created using the H3O
+
 data with the precursors removed. 
 
Next, an investigation in to whether combining the three spectra from the precursors 
(H3O
+
, NO
+
, O2
+
) into a single dataset 600 variables wide will give better results. For 
every sample, there are three spectra (H3O
+
, NO
+
, O2
+
) each with a maximum range 
of 1-200 m/z depicting the contents of the sample in a slightly different way. The 
H3O
+
 precursor is probably the most useful (Smith and Spanel, 2005). There will be a 
lot of the information replicated on the other two spectra but there will also be extra 
information about VOCs that cannot be detected on the H3O
+
 channel or have 
multiple causes on the H3O
+
 channel but only a single cause on either the NO
+
 or O2
+
 
channel. There is currently no reason to perform PCA using only a set of spectra from 
one precursor at a time. Combining the datasets and repeating the analysis gives the 
result shown in Figure 2.14. 
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Figure 2.14 - PCA scores plot of the mixtures data of all three precursor spectra 
combined into a single vector. m/z linked to the precursors ions have been zeroed. Clear 
separation can be seen between the two outlined clusters. 
 
The PCA on the dataset created from all three spectra combined (Figure 2.14) has 
produced similar results to the PCA of just the H3O
+
 spectra (Figure 2.10). After 
investigating the PCA scores and loadings plots of the other two spectra (results not 
shown) it can be seen that the PCA of all three spectra together combines features and 
visual patterns from the PCAs of the datasets from the separate precursors. At this 
stage, and with this dataset, it would only be a personal preference trying to decide 
which method gives the best results (however if there are no other reasons then fewer 
graphs is preferable). Investigating the loadings of the above PCA scores plot is not 
as simple as the loadings of a single precursor‟s spectra (Figure 2.11 and Figure 
2.12). However, by prefixing the m/z with either H, N or O allows for the 
discrimination between the spectra that the m/z having an impact is from (Figure 2.15 
and Figure 2.16). 
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Figure 2.15 - The loadings of PC1 from the PCA analysis performed using data created 
by combining the spectra recorded using all three precursor ions (Figure 2.14). The m/z 
ratios from the largest peaks have been highlighted and the m/z ratio prefixed with the 
letter corresponding to the precursor channel used in the sampling process.  
 
Ammonia once again has a large impact on the first principal component. The largest 
impact comes from the H3O
+
 spectra (m/z 18) but this is also accompanied by 
ammonia on the O2
+
 spectra (m/z 17). Ammonia does not appear to have the same 
order of variance on the NO
+
 spectra. Instead we see a peak at 88 which could be 
associated with acetone. This theory would appear to be backed up by the presence of 
a peak at m/z 77 on the H3O
+
 spectra. 
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Figure 2.16 - The loadings of PC2 from the PCA analysis performed using data created 
by combining the spectra recorded using all three precursor ions (Figure 2.14). The m/z 
from the largest peaks have been highlighted and the m/z numbers prefixed with the 
letter corresponding to the precursor channel used in the sampling process. 
 
The loadings of PC2 contain fewer dominant features (Figure 2.16) than those of PC1 
(Figure 2.15). All the peaks are caused by toluene (93 on H3O
+
 and 92 on the others). 
On H3O
+
 it has been protonated causing the increased m/z. The loadings plots are 
more difficult to interpret and relate back to the original data when all three spectra 
are combined (Figure 2.15 and Figure 2.16) compared with the loadings graphs of 
H3O
+
 PCA analysis alone (Figure 2.11 and Figure 2.12). There are clearly arguments 
for and against the combination of the three precursors into a single dataset for 
analysis. 
 
The number of principal components required to capture the same proportion of 
variance is much higher for the analysis of the three precursors combined (Figure 
2.17) when compared to with analysis of the H3O+ precursor alone (Figure 2.13). 
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This agrees with the conclusion that there is more information available when the 
data from the three precursor channels is combined. It also shows that more 
complexity is included in the data as more principal components are required to 
capture the variance. 
 
 
Figure 2.17 - The percentage of variance captured by each of the first 30 principal 
components (bars) and the cumulative sum (line) for the above PCA analysis (Figure 
2.14) created using a combined vector of all three precursor channels. 
 
2.3.3. PLSDA 
The next step is to take the information about the samples and which group they 
belong to and try to discover more m/z ratios that may be having an impact on the 
differentiation. PCA showed that ammonia and toluene are important and by 
investigating more of the PCs, more m/z peaks that have a positive impact on the 
discrimination between the samples types would be found. The problem becomes, 
that with every new PC included, the data potentially contains less information and 
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more noise (Otto, 1999a). Supervised methods such as PLSDA hold the solution. 
PLSDA specifically rearranges the data into new dimensions that maximise the co-
variance between the sample groups. 
 
As introduced in the data analysis section of the literature review (Section 1.2.4), 
PLSDA uses a similar process to PCA in that the data is broken down into 
eigenvectors and then recombined with new dimensions. The difference is that PCA 
maximises the variance captured whereas PLSDA maximises the co-variance. As 
both of these are variance based analysis methods the m/z ratios associated with the 
precursor ions will need to be removed, for the reasons described earlier. The co-
variance between the groups of samples should theoretically be small for the m/z 
ratios associated with the precursors. However, as previously observed, the 
magnitude of the counts is 3-4 times higher than the average m/z ratios associated 
with the VOCs that we are investigating; therefore the co-variance has a much higher 
chance to be larger than the co-variance from m/z ratios linked to the differences 
between the samples themselves.  
 
PLSDA also supplies quantitative information about the accuracy of the separation. 
This can be used to determine the optimal data pre-treatment methods and if 
analysing the spectra separately or as one returns the best results. 
 
Figure 2.18 shows that the model fails to identify the differences between known 
samples. PLSDA is more sensitive to bias in the data (all the m/z peaks are positive) 
than PCA so the lack of data pre-treatment is potentially the cause (Otto, 1999a; 
Wongravee et al., 2009). The important lines in the above figure for determining the 
accuracy of the model are the green leave one out (LOO) line, which shows the 
number of samples correctly identified using a model created using the rest of the 
samples, and the dark blue model line. This blue line contains information about the 
production of the model. It shows how well the model has built and if enough 
information is available it should always be able to reach 100%. The problem with 
this line is that it does not show how well the model performs as a predictor of 
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unknown samples. It only shows how well it can discriminate between the samples 
that were used to build the model. 
 
 
Figure 2.18 - The results from a PLSDA leave one out (LOO) validation for the H3O
+
 
precursor spectra. The four lines show the model accuracy (blue o), the LOO accuracy 
(green x). The LOO is then broken down into true positive (red +) and true negative 
(light blue dots). The m/z ratios associated with the precursors have been removed but 
no scaling methods were applied. 
 
After a mean centre algorithm (Eq. 1.2) has been used to pre-treat the data before 
analysis the PLSDA results are much more accurate at both predicting the known 
samples and the unknown LOO validation samples (Figure 2.19). The model achieves 
100% accuracy (Figure 2.19) when tested against samples used in the creation of the 
model (blue line) and 100% LOO validation (green line) with a very low complexity 
model using only 1 or 2 LVs. As this is a non-complex case consisting of two mixture 
with different VOCs (specifically chosen this way to develop the method) the data 
reflects this (very few degrees of freedom) and hence the model becomes over-trained 
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very quickly. This can be seen in Figure 2.19; the model line (blue line with o) stays 
at 100% but the LOO line (green x) decreases towards 50% (even chance).  
 
 
Figure 2.19 - The results from a PLSDA LOO validation for the H3O
+
 precursor 
spectra. The four lines show the model accuracy (blue o), the leave one out (LOO) 
accuracy (green x). The LOO is then broken down into true positive (red +) and true 
negative (light blue dots). The m/z ratios associated with the precursors have been 
removed and the data has been pre-treated using a mean centre algorithm (Eq. 1.2). 
 
Mean centre is only one possible scaling method (Eq. 1.2). Other scaling methods 
that were used included auto-scale (Eq. 1.3) and Log10 followed by mean centre (Eq. 
1.5), both these alternative scaling methods produced 100% accurate models, so no 
decisions about which is best can be made. 
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2.3.4. Bootstrapped PLSDA 
Just building one model with all the samples in has confirmed that PLSDA is a 
possible method for discriminating between sample types. However, it hasn‟t given 
any information about the number of samples required to build the model. By only 
using a fraction of the samples randomly selected from the group, a model can be 
build that can be evaluated to find valuable information about the quality of the data 
and pre-treatment methods. This process can then be bootstrapped (repeated with a 
different set of randomly selected samples). Taking only the LOO accuracy from the 
PLSDA analysis the following graphs were created from PLSDA models built from 
various numbers of samples and 20 bootstraps. 
 
 
Figure 2.20 - The LOO accuracy of the PLSDA models built using only a specific 
number of samples (accuracy from s.d. of 20 bootstraps is shown as error bars). The 
data was mean centred (Eq. 1.2) before analysis. 
 
Looking at the bootstrapped PLSDA LOO results (Figure 2.20) the PLSDA appears 
to be able to discriminate between the two mixtures involved with very few samples 
50 | P a g e   A n d r e w  S p o o n e r  
 
(10). As bootstrapping requires a random selection of samples using less samples than 
this would increase the risk that only one sample would be chosen for one of the 
mixtures, if this happens the LOO algorithm will fail when it builds a model with the 
samples of only one group. The fact that the model is still successful at this level 
shows the simplicity of the dataset but it does validate the process. Looking at the 
other pre-treatment methods (results not shown) reveals that Log10 followed by mean 
centre pre-treatment performs equally flawlessly, but the auto-scaling requires more 
samples (greater than 40).  
 
2.4. Analysis with Trans SIFT mk. 3 
During the process of the project, a newer SIFT-MS machine was acquired. To 
evaluate the possibility that the multivariate protocol is machine independent the 
process outlined above was repeated using mixtures created using the same volatiles 
as above so that the responses could be compared. New mixtures had to be created as 
there was only enough of them made in the first instance for the measurement using 
the mk.2 SIFT-MS machine. The new SIFT-MS machine (mk. 3) has an apparently 
improved detector, so it should be able to detect (with a better accuracy) volatiles up 
to and above 160 m/z.  
 
2.4.1. Univariate & Classical Approach 
There are far more peaks in the spectrum recorded by the newer mk.3 SIFT-MS 
machine (Figure 2.21) when compared with a spectrum of a similar sample (new 
mixtures were created so any sample would be slightly different) recorded using the 
mk.2 SIFT-MS machine (Figure 2.2). It appears that the machine is more likely to 
detect trace volatiles present by either contamination during sample preparation or 
just introduced to the SIFT-MS analysis process from the lab air. The biggest peaks 
are generally the ones associated with mixture A (mixture A contains ammonia, 
methanol and acetone and the peaks associated with these VOCs are detailed in Table 
2.1. 
 
51 | P a g e   A n d r e w  S p o o n e r  
 
 
Figure 2.21 - The spectrum from a sample of mixture A (sample no. 22) recorded using 
the H3O
+
 precursor and the newer mk.3 SIFT-MS machine. Peaks associated with m/z 
ratios caused by the precursors have been removed. 
 
The spectrum recorded for a sample of mixture B (Figure 2.22) shows a similarly 
high number of peaks. The larger peaks are again associated with the expected m/z. 
 
One of the down sides of the newer mk.3 SIFT-MS machines more powerful detector 
is the floating baseline of detection. This is the level below which the m/z counts 
cannot be accurately determined but they are above the level where they would not be 
detected (a non-zero but unquantifiable amount). This can be seen by the fixed values 
of the lower intensity peaks on Figure 2.21 and Figure 2.22. These samples have been 
detected in quantities below the currently determined measurable level of the detector 
(which is determined by voltage, temperature and some other factors) i.e. there are 
trace amounts detected in the sample. As the detector is used, the temperature builds 
up and this level increases. The manufactures recommendation is to increase the rest 
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time between samples being recorded to keep this level at a minimum which will 
decrease the impact on the analysis. 
 
 
Figure 2.22 - The spectrum as recorded by the newer SIFT-MS machine using the H3O
+
 
precursor for a sample (sample number 1) of mixture B. Peaks associated with m/z 
ratios caused by the precursors have been removed. 
 
From a chemometrics point of view, there are methods for baseline corrections (Otto, 
1999a), however, these work with data whose main peaks are affected by the 
changing baseline which is not the case here. 
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Figure 2.23 - The average intensity for the two mixtures as recorded using the H3O
+
 
precursor and the newer mk.3 SIFT-MS machine. Red bars are the average counts of 
mixture A and blue bars are the average counts of mixture B. 
 
The average intensity graph goes even further to show the number of trace VOCs that 
the machine is detecting. There are low levels of many m/z that have nothing to do 
with the VOCs used to create the two mixtures. The m/z associated with the VOCs 
from the mixtures appear to have some considerable differences between the spectra 
of the two groups which is reassuring. 
 
2.4.2. PCA 
So the data is reasonably similar apart from slightly more noise created by the more 
sensitive detector. Does PCA still show the differences between the sample types? 
 
The PCA score plot (Figure 2.24) shows clear discrimination between the samples 
with separate clusters for each of the mixtures. Looking at the loadings of the two 
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components used above, PC1 is influenced by m/z 42, 60, 78, 96 (acetronitrile), 83 
(ethanol) and 93 (toluene). PC2 is influenced by m/z 18, 54, 72 (ammonia), 69 
(methanol) and 77 (acetone).  
 
 
Figure 2.24 - The PCA scores plot from the dataset collected using the newer SIFT-MS 
for the two mixtures. Red dots are mixture A and blue crosses are mixture B. The 
precursor m/z have been removed but no scaling techniques have been used. The data 
was collected using only the H3O
+
 precursor. Clear and separate clusters have been 
drawn around the samples in the corresponding colours. 
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Figure 2.25 - The variance captured by each of the first 30 principal components (bars) 
and the cumulative sum (line) for the above PCA analysis (Figure 2.24) created using 
the H3O
+
 spectra data recorded using the newer mk.3 SIFT-MS machine with the m/z 
ratios associated with the precursors removed 
 
This suggests that the new SIFT-MS is still compatible with the data analysis 
methodology and can also be used to search for biomarkers. Indeed, when comparing 
the PCA scores plots of the original machine Figure 2.10 with the similar PCA scores 
plot of the new machine Figure 2.24, it could be argued that the clusters formed by 
the new machine are more tightly packed. 
 
2.4.3. PLSDA 
PLSDA was performed on the data as before (with the older SIFT-MS). All three 
scaling methods produced 100% accurate models (results not shown). This either 
suggests that the newer SIFT-MS machine produces data that can achieve better 
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results than the older machine or data that is different enough that the auto-scaling 
algorithm (Eq. 1.3) is more compatible. 
 
2.4.4. Combined dataset 
A dataset was created from the spectra of the two machines to directly investigate the 
differences between the machines. The spectra between the two machines do indeed 
look different (Figure 2.2 and Figure 2.3 compared with Figure 2.21 and Figure 2.22) 
as the univariate methods used in previous sections have shown. However, the 
multivariate method can be applied to the data set as a whole and these methods 
showed some interesting results. 
 
The score plot (Figure 2.26) shows two separate clusters for the different samples. It 
also shows two separate clusters for the two machines. When comparing this 
combined score plot with the two separate ones (Figure 2.10 and Figure 2.24) we can 
now see that the newer SIFT-MS machine appears to show better discrimination from 
the increased sensitivity of the detector. This, however, might be simply down to a 
magnitude difference between the responses of the two machines. A full investigation 
into a method for combining the dataset from the two machines is beyond the scope 
of this thesis but this initial analysis shows that it may be possible. 
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Figure 2.26 - The PCA scores plot from the data collected from both SIFT-MS 
machines. Red dots are mixture A and blue crosses are mixture B. The precursor m/z 
have been removed but no scaling techniques have been used. The data was collected 
using only the H3O
+
 precursor. The cluster of red and blue samples near the zero of 
both axis are samples recorded using the older mk.2 SIFT-MS machine and the two 
clusters further from the origin of both axises are samples recorded using the newer 
mk.3 SIFT-MS machine. The samples recorded using the mk.2 SIFT-MS machine have 
been outlined using the green oval and the samples recorded using the newer mk.3 
SIFT-MS machine have been outlined using the purple oval. 
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Figure 2.27 - The percentage of variance captured for the first 30 principal components 
(bars) and the cumulative sum (line) for the above PCA analysis (Figure 2.26) 
 
The PCA scores plot (Figure 2.26) not only shows a clear discrimination between the 
two SIFT-MS machines but it also shows a clear discrimination between the sample 
types. This was a little unexpected. Machine drift is usually a major problem with 
other techniques such as e-nose (Dewe, 2009) when data is compared using only one 
machine which results in a complete incompatibility when comparing data from 
different machines (Knobloch et al., 2009c). PC1 captures the discrimination between 
the machines and this is associated with m/z 18 (ammonia), 42, 60 and 78 
(acetonitrile). Then the discrimination seen between the mixtures on PC2 is 
associated with the same m/z peaks plus 69 (methanol), 72 (ammonia) and 77 
(acetone). Taking this further the PLSDA results (not shown here) show 100% 
accuracy in prediction of the LOO when the data is treated with Log10 and then mean 
centred using the H3O
+
 spectra alone. With the combined dataset (all three 
precursors) both the mean centre pre-treatment and the Log10 then mean centre pre-
treatment gives 100% LOO accuracy. 
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2.5. Comparison and Conclusions 
2.5.1. Comparison between SIFT machines 
Multivariate analysis methods on the data collected by both SIFT-MS machines 
produced excellent results, obtaining high classification rates and identifying the 
expected markers in this proof of concept trial. The methods achieved very good 
results, with both the PCA showing clear discrimination between the samples of the 
two mixtures and PLSDA classifying between the two sample types with 100% 
accuracy. This is the best possible result and is better than some similar tests with 
electronic nose (Knobloch et al., 2009c). One would expect that GC-MS could 
achieve similar results, however sampling times are considerably longer (generally 
measured in hours rather than minutes) (Kaal et al., 2009; Schulz et al., 2009). 
 
The data might have different needs when problems arise in the future as there are 
differences between raw data collected by the two machines. For example, the new 
SIFT-MS is prone to background noise across all m/z values whereas the older SIFT-
MS machine is prone to random spikes, however, little evidence for either situation 
has been shown in the above experiment. 
 
The discrimination on the PCA scores plot was confirmed to be caused by the 
expected molecules by the high weight values on the variable loadings plots. This 
suggests that if discrimination can be seen on the scores plot the markers contributing 
to the discrimination will be determined on the loadings plots suggesting that this 
method is a suitable aid in the search for biomarkers. Indeed this method has been 
documented with other technologies such as MALDI-MS (Harrington et al., 2005). 
 
With the above manufactured problem, the data from the two machines could be 
combined and the analysis still produced excellent results. It would not be expected 
that the datasets collected from biological samples to be able to be combined as it was 
above. The differences between biological samples are more complex and hence the 
differences between the machines may make the results harder to spot. To maximise 
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the difference between the samples and minimise all other variance any future work 
should be collected using a single SIFT-MS machine where possible (or at least 
machines of the same version). 
 
2.5.2. Conclusions 
The general data analysis methodology can now begin to be finalised. 
 
Firstly before any analysis can be performed the m/z peaks caused by precursors need 
to be removed. They are much larger than the peaks caused by the sample and they 
have large variance when compared with the variance of the VOCs under 
investigation. The precursors also have little to do with the sample being investigated. 
 
Second, univariate processes are not completely without benefit. The PCA analysis 
leads to m/z peaks that have high variance but the presentation of this single m/z as a 
bar graph for all samples immediately shows information about repeatability (i.e. is 
the peak always present in at least one of the sample groups?), variation within the 
sample groups (is the difference between the means of the two groups significant 
enough to be used as a marker?). A good knowledge of the univariate analysis 
methods is definitely required for thorough analysis. Of course, more complex 
univariate techniques could be used such as t-tests to confirm the significance 
between the classes. If this was scripted and looped, the results ranked and tabulated, 
it would likely yield some similar markers to that of the multivariate techniques. 
However, multivariate techniques take into account the relationships and correlations 
between different m/z ratios. The difference between the sample groups of a single 
m/z might not be significant on its own and discrimination might be achieved by the 
combination of several m/z ratios. This possibility cannot be investigated using 
univariate techniques alone. 
 
Third, in this manufactured problem, the PCA analysis above showed clear 
discrimination. No further pre-treatment was needed for the discrimination after the 
m/z caused by the precursors had been removed. However, it is expected this is more 
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due to manufactured volatiles mixtures being considerably different making 
classification easier than the power of PCA. An investigation into the impacts of pre-
treatment methods is still required on samples where the differences are likely to be 
more subtle.  
 
For the data to be analysed using PLSDA the spectra need to be mean centred and 
possibly Log10 scaled before mean centring (both methods gave equally perfect 
results in this case). Auto-scaling the data proved to be ineffective with data from the 
older mk.2 SIFT-MS machine. One possible reason could be that the SIFT-MS is 
semi-quantitative and this information is removed when the standard deviation is 
normalised. Many small m/z peaks from VOCs that were not present in either of the 
mixtures but that are being detected in trace amount were having their impact 
elevated. 
 
Finally, the results from the combined dataset were equal to the best discrimination 
from the analysis of the individual precursors. In the search for biomarkers where the 
loadings from PCA are important it is probably easiest to analyse only the H3O
+
 
precursor information as the spectra from this source is most easily understood. 
However, when it comes to the analysis by PLSDA there is no benefit from the 
analysis of each precursor channel separately. The scores and loadings matrices 
produced during the production of the model have questionable value. Firstly, the 
scores plots from PLSDA can show clear discrimination even when there is a 
completely random dataset used which should not produce any discrimination 
(Brereton, 2006) and secondly, if this is indeed the case knowing the features causing 
this discrimination would appear to have little value. 
 
Now that the multivariate techniques have been shown as a possible method for the 
analysis of large quantities of SIFT-MS data, proof that the methodology will work 
with biological samples is required. The next chapter will look at applying the 
methodology developed here to a data set collected from the analysis of real 
biological samples and what changes, if any, need to be made to account for the extra 
complexity of the data. 
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3. Application of methods to determination of tuberculosis status 
from serum samples taken from Wild Badgers 
 
3.1. Introduction 
The first case study is an investigation into the possibility of using SIFT-MS and 
multivariate techniques to differentiate between the headspace VOCs of serum 
samples from wild badgers, with a view to determining whether the methodology 
developed in the previous chapter can determine which badgers are infected with 
bovine tuberculosis (Mycobacterium bovis). The badgers (Meles meles) were captured 
as part of a veterinary laboratories agency (VLA) and department for the 
environment, food and rural affairs (DEFRA) trial looking at the prevalence of 
tuberculosis in their population. The samples obtained from the badgers have no 
information about sex, age, diet or general health and hence are likely to exhibit 
unexplained differences caused by factors other than tuberculosis status. These 
challenges are, however, normal when working with wild animals and are mostly 
unavoidable. This makes the task of disease discrimination a very difficult challenge 
but as this is one of the simpler datasets (samples have a single classifying status - 
they either have tuberculosis or they do not) and as a relatively large dataset this 
forms an ideal first challenge for the methodology developed in Chapter 2. 
 
Secondly, the status of tuberculosis is a very important case study for both human 
health and agriculture and the project was funded for this reason by DEFRA and the 
VLA specifically to investigate this dataset. The samples were obtained over a few 
years as part of the Randomised Badger Culling Trial (RBCT) organised by an 
independent scientific group created to investigate the findings of the Krebs report 
produced previously (Krebs, 1997; Bourne, 2007). 
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3.2. Data Collection and Measurement 
The data was collected using the SIFT-MS mk.2 over a period of three months. Small 
vials of frozen serum were shipped to Cranfield University from the VLA. These 
samples were thawed and 1.6ml of the sample was injected into 31 cm length (700 ml 
volume) Nalophan bags which were then filled with zero grade air (BOC) and 
incubated at a temperature of 40°C. The first two thirds of each sample was used to 
record e-nose traces (Knobloch, 2010) and the final third of the volatile headspace 
was sent through the SIFT-MS machine using a 5 minute full spectra scan, alternating 
through all three precursors. For a more detailed investigation into the sample 
preparation please see (Knobloch, 2010). 
 
A total of 245 samples were analysed blind and in the order they were delivered. 
Later the samples were identified, with 51 being positives and 194 being negatives. 
The disease status was determined by post-mortem using a culture test of lung tissues. 
The culture test takes approximately 12 weeks. A positive result identifies the animal 
as TB positive but a negative result only means that TB was not detected and not that 
it was TB free. The exact accuracy of the culture test is unknown but generally seen 
as the gold standard test for TB (de la Rua-Domenech et al., 2006). 
 
3.3. Data Analysis 
3.3.1. Univariate & Classical Approach 
The spectra are from biological samples and hence contain considerably more 
volatiles than the mixtures analysed in Chapter 2. There are also large variations 
between all the samples with volatiles being present in spectra from one sample and 
absent from another.  
 
As found in the previous chapter the m/z peaks caused by the precursors (Table 2.2) 
needed to be removed first and then the above spectra produced. Once these had been 
removed the above figure (Figure 3.1) was created. There are familiar peaks (m/z 18 
for ammonia as an example) that were seen in the mixtures created for chapter 2 
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(Table 2.2) but there are also many more peaks associated with VOCs that were not 
part of the mixtures trial. This is indeed expected as the synthetic mixtures were 
designed to contain VOCs that were known to exist in biological samples but in a 
much simplified form. 
 
 
Figure 3.1 - The spectrum of sample 1 as recorded using the H3O
+
 precursor of the mk.2 
SIFT-MS  machine. This serum sample comes from a badger that was culture negative 
for Tuberculosis. 
 
The two spectra (Figure 3.1 and Figure 3.2) initially look quite similar (they have the 
same basic shape) but after further analysis and a closer look at the trace VOCs, 
significant differences become apparent. The problem is in knowing which 
differences are caused by sex, diet, age or a vast number of other possibilities that 
have nothing to do with tuberculosis and which changes are the ones linked to 
tuberculosis. Another possibility is that some of the badgers might be suffering from 
other diseases. 
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Figure 3.2 - The spectrum as recorded using the H3O
+
 precursor using the mk.2 SIFT-
MS machine for sample 201. This serum sample comes from a badger that was 
confirmed as having Tuberculosis using the culture test. 
 
Looking at the average peaks of each sample group (Figure 3.3) was obtained. 
 
Some slight differences in the means can be seen, but which ones are significant? One 
way to check is to look at the number of samples that have counts (i.e. non zeros) at 
each m/z ratio on the spectrum. In the synthetic mixtures dataset of chapter 2 it would 
have been  done with a single graph however, with this dataset the sample groups 
have different numbers of samples in each group (51 positive to 194 negative) and the 
graph would look skewed towards the negative hence two graphs are required. 
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Figure 3.3 - The average spectra as recorded using the H3O
+
 precursor channel using 
the mk.2 SIFT-MS for each sample group. Blue are samples as confirmed positive using 
the culture test and red are the ones that were not (negative). 
 
Figure 3.4 and Figure 3.5 show the coverage and repeatability of the range of m/z 
recorded using the SIFT-MS machine. It should be noted that although the SIFT-MS 
machine is technically able to record m/z well above 120 m/z the number of counts 
above 115 is low. Therefore the chance of getting reliable results is reduced. It also 
shows that some of the differences seen in the trace VOCs are caused by a very small 
fraction of the samples.  
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Figure 3.4 - The percentage of non zero m/z counts for the spectra as recorded using the 
H3O
+
 precursor of the mk.2 SIFT-MS for serum samples from badgers that were not 
confirmed as tuberculosis positive (i.e. negatives) 
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Figure 3.5 - The percentage of non zero m/z counts from the spectra recorded using the 
H3O
+
 precursor of the mk.2 SIFT-MS machine for serum samples from badgers 
confirmed as tuberculosis positive 
 
3.3.2. PCA analysis 
The initial PCA analysis (Figure 3.6) is not as promising as the results for the 
previous chapter. There is very little discrimination between the sample types. There 
does however appear to be some structure. Looking at the loadings plot the structure 
comes from acetone (m/z 77) for PC1 and ethanol (m/z 88) for PC2. The levels of 
acetone are far higher than would be expected if these were human samples (Turner et 
al., 2006a) and the vets postulated that these elevated levels might be caused by a 
breakdown product of the anaesthetic given to the badgers before the blood sample 
was taken. Badgers are also a foraging animal and the varying levels of ethanol are 
likely to be diet related (natural fermentation of fallen fruit for example) more than 
anything else. 
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Figure 3.6 - PCA score plot of the H3O
+
 precursor spectra as recorded using the mk.2 
SIFT-MS machine for the serum samples collected from the wild badgers. Blue samples 
are tuberculosis culture positive and red samples are tuberculosis culture negative. m/z 
peaks associated with the precursors have been removed. 
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Figure 3.7 - The loadings plot of the first principal component of the above PCA 
analysis (Figure 3.6). m/z 77 is the dominant cause for the first dimension structure. 
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Figure 3.8 - The loadings of the second principal component from the above PCA 
analysis. m/z 83 is the largest contributor to the structure seen on the second dimension. 
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Figure 3.9 - The percentage of variance captured by the first 30 principal components 
(bars) and the cumulative sum (line) of the above PCA (Figure 3.6) 
 
After acetone and ethanol have been zeroed, the PCA plots begin to show some 
discrimination, see Figure 3.10. The discrimination is only slight, no positive samples 
occur above 350 on the second component axis. The causes for this are ammonia (m/z 
18, 36 and 54), methanol (m/z 69) and an unknown (m/z 111). Looking at m/z 18 
(ammonia), it appears that the infected generally have a higher count than the 
uninfected. 
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Figure 3.10 - PCA scores plot of the H3O
+
 precursor spectra recorded using the mk.2 
SIFT-MS machine for the serum samples collected from wild badgers. m/z peaks 
associated with the precursors as well as m/z 59, 77, 95 (acetone) and m/z 47, 65, 83 
(ethanol) have been removed. Red samples are tb negative and blue are positive 
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Figure 3.11 - The loading of the second principal component from the above PCA 
analysis (Figure 3.10) showing that the slight discrimination is caused by m/z ratios 18, 
54, 69 and 111 
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Figure 3.12 - The percentage of variance captured by the first 30 principal components 
(bars) and the cumlative sum (line) for the above PCA analysis (Figure 3.10) 
 
As a single value, the difference in the levels of ammonia (Figure 3.13) would not be 
sufficient as a marker due to the large variance seen in both groups. The unknown 
volatile (m/z 111) has some interesting changes, as shown in Figure 3.14. 
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Figure 3.13 - The counts for ammonia (m/z 18) for all samples of infected (blue) and 
uninfected (red) as recorded using the H3O
+
 precursor channel of the mk.2 SIFT-MS 
machine. 
 
As it should be clear from Figure 3.14, the counts of m/z 111 are not associated 
directly with positive or negative samples. A clear large block of negative samples 
and a smaller block of positive samples have a higher recorded level of m/z 111 than 
the other samples. The SIFT-MS mk.2 machine was serviced midway through the 
cycle of recording the spectra and this appears to coincide with the timestamps of the 
higher levels of m/z 111. The samples were recorded blind as they were sent from the 
VLA and apparently were sent in roughly even numbers (of positives and negatives) 
early within the trial and then much larger proportion of negative samples later in the 
trial. This has had the unfortunate side effect meaning that the service had a bigger 
impact on the levels of the uninfected than the infected. 
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Figure 3.14 - The m/z intensity of m/z 111 as recorded using the H3O
+
 precursor channel 
of the mk.2 SIFT-MS machine. There is clearly a significant structure formed and 
under further investigation appears to be linked with the service time of the SIFT-MS 
machine. The x axis above is firstly samples separated by their classification group 
however within each group the samples are ordered by date of analysis by the SIFT-MS 
machine. The large block of uninfected samples and much smaller block of infected 
samples towards the right of each group were recorded after the service and they 
appear to have higher recorded values. 
 
Looking at range of raw spectra of samples recorded before the SIFT-MS machine 
service and after the service it appears that m/z 110/111 was about the largest VOCs 
that the pre-service SIFT-MS could manage and afterward the range was increased to 
approximately m/z 140. This can also be seen if the percentage of non zero counts for 
spectra recorded before the service and after the service are plotted (Figure 3.15). 
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Figure 3.15 - The percentage of non-zero counts for samples recorded before the mk.2 
SIFT-MS machine service (Red) and after the machine service (blue) on the spectra 
produced using the H3O
+
 precursor 
 
It is now apparent that between the machine services the upper range of the SIFT-MS 
machine decreases. It also appears that there are other features in the spectra that have 
been affected. Strangely, there are some lower m/z ratio counts that are more 
favoured to detection with the pre-service machine and some that are less favoured. 
There is no logical reason for this and one can only assume that there are other causes 
than the machine service for the differences in the lower than 110 m/z ratio range of 
the spectra. Indeed, when the averages are plotted instead (Figure 3.16) a different set 
of differences appear. 
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Figure 3.16 - The average counts for the m/z peak on spectra recorded before the mk.2 
SIFT-MS machine service (red) and after the service (blue) using the H3O
+
 precursor 
channel 
 
There are two possible solutions to this problem, each one has drawbacks. The first is 
to analyse the spectra from before and after the service separately which would 
seriously reduce the dataset size. The second is to remove the counts for all m/z above 
the minimum range that the SIFT-MS was able to measure and therefore removing 
the differences caused by the service and assume the differences between the counts 
before service and after service are limited to m/z ratios 110 and above.   
80 | P a g e   A n d r e w  S p o o n e r  
 
 
Figure 3.17 - PCA score plots of the serum samples collected from wild badgers 
recorded using the H3O
+
 precursor of the mk.2 SIFT-MS machine. The m/z associated 
with ethanol, acetone and the precursors have been removed as have m/z ratios above 
109 
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Figure 3.18 - The percentage of variance captured by the first 30 principal components 
(bars) and the cumulative sum (line) for the above PCA analysis (Figure 3.17) 
 
Removing the m/z above 109 does not appear to have affected the discrimination seen 
with PCA (Figure 3.10 compared to Figure 3.17) which indicates that m/z 111 was 
probably not the contributing factor in the slight discrimination in the above PCA. In 
the previous chapter, no scaling methods were used on the data when analysing using 
PCA it was only introduced when the PLSDA analysis was performed. This was 
mainly due to the clear discrimination between the groups without scaling. As this is 
not the case there is now the possibility to investigate the effects of different pre-
treatment techniques and draw conclusions about the effectiveness of each one. 
 
Mean centring the data has very little effect on the PCA (see Figure 3.19) when 
compared with the PCA on the raw data, Figure 3.17. The data is clearly distributed 
around the graph in a similar fashion to the PCA on the raw data. The largest effect is 
the removal of the bias on the first component. The data is now centred on zero. This 
change was expected. Mean centring removes any large bias in either the positive or 
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negative direction, Eq. 1.2. The first component no longer contains this bias and 
hence the data becomes centred on zero. Examining the loadings (not shown) this 
similarity between the raw data and the mean centred data is confirmed. 
 
 
Figure 3.19 - PCA scores plot of the serum samples collected from wild badgers 
recorded by the mk. 2 SIFT-MS machine using the H3O
+
 precursor. The m/z associated 
with ethanol, acetone and the precursors have been removed as have m/z above 109. 
The data was pre-treated using a mean centring algorithm (Eq. 1.2). 
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Figure 3.20 - The percentage of the variance captured by the first 30 principal 
components (bars) and the cumulative sum (lines) for the above PCA analysis (Figure 
3.19) 
 
The auto-scaling algorithm (Eq. 1.3) appears to show slightly better discrimination, 
Figure 3.21. The positive samples are mostly in the positive direction of the second 
principal component. There has been a significant change in the arrangement of the 
samples compared with both the mean centred (Figure 3.19) and raw PCA (Figure 
3.17). This shows that the auto-scaling method changes the data considerably. In fact, 
it removes most of the quantitative information and instead the PCA is built using the 
patterns of volatiles available instead of the magnitudes of each. Investigating this 
further appears to confirm this. The variance captured by the first two components is 
very small (~11%). Indeed, the variance capture curve (Figure 3.22) shows that even 
using 30 latent variables less than 75% of the total variance is captured.  
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One possible cause for this is that every non zero m/z ratio now has almost equal 
weightings. It is no longer the case that if a m/z ratio has a large count it is likely to 
be more important than one with only a trace count level.  
 
Secondly, there is a problem when inspecting the loadings plot. With the above PCA 
score plot discrimination appears to be best on the second component axis and the 
problem is highlighted in Figure 3.23 below. 
 
 
Figure 3.21 - PCA scores plot of the spectra of serum samples collected from wild 
badgers recorded using the mk.2 SIFT-MS machine and the H3O
+
 precursor ion. The 
m/z ratios associated with ethanol, acetone and the precursors have been removed as 
have m/z ratios above 109. The data was pre-treated using an auto-scaling algorithm 
(Eq. 1.3). 
 
85 | P a g e   A n d r e w  S p o o n e r  
 
 
Figure 3.22 - The percentage of variance captured by the first 30 principal components 
(bars) and the cumulative sum (line) for the above PCA analysis (Figure 3.21) 
 
The loadings (Figure 3.23) show that many of the m/z peaks are contributing to the 
covariance captured by the second component. The loadings for many volatiles that 
have very low levels and have a sparse coverage are included in the first component 
(not shown) and are the likely cause for the poor variance capture.  Many of these 
volatiles are then present again on the second component. With all the noise from rare 
volatiles contributing to every PC it is probably only random chance that m/z 18 has 
the biggest impact on PC2, it could have been pushed into a lower PC. Clearly, the 
magnitude of the m/z peaks is important. 
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Figure 3.23 - The loadings of PC2 for the above PCA scores plot of the spectra of serum 
samples collected from wild badgers recorded using the mk.2 SIFT-MS machine and 
the H3O
+
 precursor ion where signs of discrimination between the class could be seen. 
The m/z ratios associated with ethanol, acetone and the precursors have been removed 
as have m/z ratios above 109. The data was pre-treated using an auto-scaling algorithm. 
 
The Log10 and mean centre pre-treatment (Eq. 1.5) gives a similar separation between 
the clusters (Figure 3.24) with most of the discrimination being seen on one axis only. 
Most of the positive samples are limited to the negative side of PC1. However, 
looking at the loadings many m/z are impacting every PC in a similar manner to that 
seen for the auto-scale pre-treatment. This was not expected, as the data is most likely 
to be log normal. 
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Figure 3.24 - PCA scores plot of the badger serum samples are recorded using the H3O
+
 
precursor channel of the mk.2 SIFT-MS machine. m/z peaks associated with acetone, 
ethanol and the precursors as well as m/z greater than 109 have been removed. The data 
was pre-treated using Log10 and then mean centred (Eq. 1.5). 
 
The problem of the lack of variance being captured is almost as bad as the auto-scaled 
data. Figure 3.25 shows that even with 30 principal components only 85% of the total 
variance is captured. This is not as bad as the auto-scaled data where only 75% was 
captured but suggests that this pre-treatment is not suitable for SIFT-MS data. 
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Figure 3.25 - The percentage of variance captured by the first 30 principal components 
(bars) and the cumulative sum (line) for the above PCA analysis (Figure 3.24) 
 
With PCA and SIFT-MS data it appears that the best pre-treatment for the SIFT-MS 
is to leave as much information as untouched as possible. Mean centring the data 
gives the best visual discrimination and also allows for the breakdown and 
investigation of the causes for the clustering or structures seen in the scores plot. 
 
3.3.3. PLSDA analysis 
The PCA analysis did not perform as well as the analysis on the mixtures in Chapter 
2 as there was considerable overlap between the clusters of samples. This might be 
due to the complex nature of the samples being investigated. They are made up of a 
much larger number of VOCs than the mixtures in Chapter 2 and they also have much 
subtler differences in the concentration differences between sample classes. There are 
also differences caused by a wide range of other factors that will have little 
correlation with tuberculosis status. One possibility could be that instead of a single 
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marker we could be looking for a subtle change in a range of volatiles that on their 
own are not large enough to overcome the large natural variance seen due to the 
biological nature of the samples. Previously, PLSDA gave perfect discrimination 
between the samples (100% leave one out accuracy). 
 
As before, the three precursors were used to build three classification models and a 
LOO optimisation was performed. The m/z values associated with the precursors and 
their isotopologues have been removed. The maximum m/z ratio has been limited to 
109 but no other removals (acetone and ethanol for example) as suggested in the 
above PCA analysis have been removed. 
 
PLSDA returned 67% accuracy for the LOO optimisation for the H3O
+
 precursor 
spectra (shown below), 62% for the NO
+
 precursor spectra and 64% for the O2
+
 
precursor spectra (not shown). As the results for the H3O
+
 spectra are better than the 
others, this confirms that it is indeed the most useful precursor to be analysing 
samples with. 
 
The PLSDA plot (Figure 3.26) show that the model required 4 LVs to reach the 
highest classification performance. With fewer LVs, the model performs badly which 
suggests that there is a large amount of non-discriminating information obscuring the 
classification. Looking at the curves shows a high true positive (78%) which is 
promising. 
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Figure 3.26 - The PLSDA plot for the model accuracy, LOO accuracy, true positives 
and true negatives associated with the LOO accuracies for the PLSDA model built using 
the H3O
+
 precursor spectra recorded using the mk.2 SIFT-MS machine from the 
headspace analysis of the serum samples from the wild badgers using tuberculosis 
culture status as the classification vector. The spectra data was mean centred and m/z 
ratios associated with the precursors were zeroed. 
 
Investigating the loadings (Figure 3.27) shows this information could be linked to 
ammonia levels (m/z 18, 36 and 54). The loadings from the PLSDA model do not 
necessarily link to the LOO results as different samples are used to build the model 
every time but it is probably safe to assume that they are at least similar. 
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Figure 3.27 - The loadings plots of the first four latent variables of the PLSDA model 
built using the samples recorded using the H3O
+
 precursor channel of the mk.2 SIFT-
MS machine. The data was mean centred and m/z ratios associated with the precursors 
were removed 
 
Combining all three precursor spectra into a single matrix and repeating the analysis 
improves the results fractionally giving 68% accuracy (Figure 3.28). This is mostly 
due to a large increase in the number of true positives identified using all three 
precursors together. The results also appear 1 LV further into the complexity. 
 
Linking back to the PCA, the unhelpful information early in the complexity level of 
the PLSDA model might be linked to ethanol and acetone which were discussed as 
not being linked to tuberculosis by the clinicians. Removing them by zeroing the m/z 
peaks (ethanol m/z 83 and acetone m/z 77) gives the result shown in Figure 3.29. 
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Figure 3.28 - The PLSDA curves for the model accuracy, LOO accuracy, true positives 
and true negatives associated with the LOO accuracies for the PLSDA model built using 
all three precursor spectra recorded using the mk.2 SIFT-MS machine from the 
headspace analysis of the serum samples from the wild badgers using tuberculosis 
culture status as the classification vector. The spectra data was mean centred and m/z 
ratios associated with the precursors were zeroed. 
 
The accuracy of the model is still 67% however this now appears with just a single 
LV. This appears to agree with the earlier findings that ethanol and acetone are not 
linked to tuberculosis. The number of true positives has dropped from 78% to 72%. 
This is however balanced by an increase in the true negatives from 64% to 66%. 
There are however more negative samples than positives so the overall accuracy is 
always closer to that of the true negatives. 
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Figure 3.29 - The PLSDA plots for the model accuracy, LOO accuracy, true positives 
and true negatives associated with the LOO accuracies for the PLSDA model built using 
the H3O
+
 precursor spectra recorded using the mk.2 SIFT-MS machine from the 
headspace analysis of the serum samples from the wild badgers using tuberculosis 
culture status as the classification vector. The spectra data was mean centred and m/z 
ratios associated ethanol, acetone and the precursors were zeroed. 
 
Repeating the analysis with all three precursors and the m/z linked to acetone and 
ethanol removed from the H3O
+
 spectra gives a similar response in that the accuracies 
stay approximately the same the true positive and true negative percentages migrate 
towards that of the LOO accuracy. However, the effects are not as complete as with 
the H3O
+
 data alone. This is likely to be caused by the inclusion of the acetone and 
ethanol m/z on the NO
+
 and O2
+
 precursor channels where removals are more difficult 
as they are less well understood. 
 
From the PLSDA analysis it is clear that the modelling techniques can cope (to a 
degree) with m/z values with high variance that are not linked to the classification 
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status of the samples. Removing them does decrease the complexity of the model but 
it does not affect the overall accuracy of the model in this situation. 
 
Previously, it was found that mean centring the data and combination of Log10 and 
mean centring were the two best data pre-treatment methods when PLSDA results are 
required. PLSDA was performed on the H3O
+
 precursor spectra with and without the 
m/z associated with ethanol, acetone and toluene and in both cases the results were 
worse (64%) than the equivalent PLSDA models where mean centring only was used. 
However, when the three precursors were combined the results, although not quite as 
good (67%), were comparable to the alternative of only doing mean centring. 
 
Unexpectedly, the Log10 plus mean centring pre-treatment causes the models 
produced to become overtrained with fewer latent variables than mean centring pre-
treatment alone. This suggests that even though the range of intensities of volatiles is 
generally expected to be log normal, the differences caused by disease might not be. 
 
3.3.4. Bootstrapped PLSDA analysis of data 
Before moving on to investigate the predictive capability of the PLSDA model, the 
number of samples required to accurately build a model needs to be determined. This 
can be achieved using the bootstrapping method used on the test data set in chapter 2. 
This time it should give more interesting information as the model does not achieve 
100% accuracy. 
 
The results in Figure 3.30 show that a large number of samples are required to 
accurately build the model. Above 200 samples the model appears to be stable with 
increasing number of samples having little effect on the accuracy of the LOO 
validation. Below this there is a region of increasing accuracy with increasing 
numbers of samples used, as would be expected. Below this (approximately 125 
samples) the accuracy of the model appears to stabilise again however the error 
associated with the model balloons out exponentially which suggests that the 
accuracy of the model is highly affected by the random sample selection. 
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Figure 3.30 - PLSDA LOO accuracies for models built using a range of sample subset 
sizes using the spectra recorded by the H3O
+
 precursor channel of the mk.2 SIFT 
machine from serum samples taken from wild badgers. Tuberculosis culture status was 
used as the classification vector. The data was mean centred and m/z ratios associated 
with the precursors were removed. 
 
A similar graph was produced for the H3O
+
 dataset with acetone and ethanol 
removed. The results were strikingly similar; however, a few subtle differences were 
apparent. The accuracy of the higher sample number models was slightly lower. This 
suggests that by including all three precursor spectra there is the possibility of a better 
prediction. However, this was balanced by an earlier decrease in the errors associated 
suggesting that the number of samples required to build a model (albeit not as 
accurate) was lower. 
 
Using Figure 3.30 it is clear that the best range to build a model for prediction would 
be between 80-90% (196-220) of the samples. Above this range there was no increase 
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in the accuracy and the few samples left for testing will require more bootstraps to be 
performed and below this the model will not be as accurate. 
 
The best results are shown (Figure 3.31) to be 67% ± 6% using a model created using 
90% of the samples and tested using 10%. This is similar to the results from the 
original LOO analysis and the bootstrapped sample number investigations. Finally, 
the modelling was reformed but with a randomised class (Figure 3.32). This was to 
check that the accuracies seen above were purely due to chance. The randomised 
class vector was made by randomly ordering the original class vector. In this method 
the same numbers of positive and negative samples are retained but they will no 
longer be associated with tuberculosis. When the randomised class vector is used in 
the supervised method of PLSDA the discrimination will be limited to simple chance. 
 
 
Figure 3.31 - A graph showing the PLSDA accuracies of models built and tested using 
four ratios of sample (60:40, 80:20, 90:10 and 95:5) from serum samples from wild 
badgers recorded using the H3O
+
 precursor channel of the mk.2 SIFT-MS machine and 
using the tuberculosis culture status as the classification vector. 10000 bootstraps were 
performed and the error bars on the graph show one standard deviation. 
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The accuracy of the model is approximately 46% for all the model/test ratios tested 
with the randomised class list order (Figure 3.32). This means that the accuracy seen 
in the above models is unlikely to be down to chance alone. 
 
 
Figure 3.32 - A graph showing the PLSDA accuracies of models built and tested using 
four ratios of sample (60:40, 80:20, 90:10 and 95:5) from serum samples from wild 
badgers recorded using the H3O
+
 precursor channel of the mk.2 SIFT-MS machine and 
using a random permutation of the tuberculosis culture status as the classification 
vector. 10000 bootstraps were performed and the error bars on the graph show one 
standard deviation. 
 
3.4. Conclusions 
In this chapter, it has been shown that multivariate analysis methods can be used on 
SIFT-MS data of the headspace analysis of serum samples from wild badgers in the 
search for diagnostic tests for Mycobacterium bovis discrimination. The result of an 
accuracy of prediction of 67%±6% (Figure 3.31) is better than random chance (Figure 
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3.32) but offers plenty of room for improvement. One of the possible reasons for not 
getting a higher accuracy is the biological challenges associated with detecting 
tuberculosis in badgers. Alternative methods such as the gamma interferon test are 
only slightly better (Dalley et al., 2008) and hence the gold standard method of 
culture testing biopsies post mortem is still the only reliable method. 
 
A second possible reason for the problems is the poor quality of samples. Serum 
samples may be easy to take and work with but they may not be the optimal samples 
(Perbellini et al., 2003). Serum samples were acceptable samples as they can be 
sterilised so that no Mycobacterium bovis bacteria survive. This allows for the 
measurement of samples outside of CAT3 laboratory conditions which was necessary 
for analysis with the SIFT-MS machine. Sputum samples are more likely to contain 
Mycobacterium bovis bacteria but it was not possible to collect such samples from 
badgers or cattle. Breath samples, although difficult to obtain, are also likely to 
contain the bacteria. Unfortunately, breath samples proved too difficult to sterilise 
and hence failed health and safety protocols.  
 
Original work at detecting tuberculosis using volatiles avoided these problems by 
spiking uninfected serum samples with large doses of immobilised tuberculosis 
bacterium (Pavlou et al., 2004; Fend et al., 2005). Using this method, accurate 
classification can be achieved and the samples can be use safely in normal laboratory 
conditions. As a proof that detecting tuberculosis bacteria using volatiles is possible 
this was a good first step, however, it does not easily translate into real world 
applications. The most challenging part of the current process is the collection and 
growth of tuberculosis bacteria (Bourne, 2007; Cho and Brennan, 2007; Chaisson and 
Harrington, 2009). With the method proposed here, this challenging step is avoided 
by instead looking for markers left in the serum by the bacteria instead of the bacteria 
themselves. 
 
A better understanding of the pre-processing has also been achieved. In Chapter 2 the 
simplicity of data created the problem that both mean centring (Eq. 1.2) and Log10 
plus mean centring (Eq. 1.5) pre-treatments produced models of 100% accuracy. 
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Auto-scaling did not only perform worse than the other two it caused problems 
sorting through the loadings meaning that an investigation into the causes of the 
discrimination was not possible (e.g. identification of biomarkers). This is still the 
case with the badger serum sample but mean centring alone produced higher 
accuracies than the Log10 plus mean centring when working with data that had 
unhelpful m/z ratio removed with the H3O
+
 spectra alone. 
 
With electronic nose, in general, auto-scaling methods produce the best results (Jurs 
et al., 2000; Gutierrez-Osuna, 2002; Scott et al., 2006). It is generally assumed that 
due to the difficulties with the equipment, pattern recognition is the best approach for 
discrimination (Pardo and Sberveglieri, 2002) as any quantitative information is 
likely linked to the machine drift. It is important to note, however, that the scaling 
method is not always the same for different electronic noses or different sample types 
and so the result here that mean centring alone might only be true for the combination 
of SIFT-MS and headspace analysis above bovine serum samples. 
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4. Application of method to the determination of disease status 
from serum samples taken from Cattle 
4.1. Introduction 
So far, multivariate techniques and SIFT-MS have been proven as a concept and also 
shown promising results when used as a disease detection method with serum 
samples taken from badgers during a bovine tuberculosis field study. This chapter 
expands the scope of the investigation to include cattle serum samples pertaining to 
four diseases, collected during both field studies and clinical trials. Also, the use of 
multivariate techniques as a method for identifying possible m/z biomarkers is 
evaluated. 
 
This is the largest of the three biological dataset groups tackled in this thesis. The 
samples came from various sources and various diseases. The largest portion of the 
samples came from the Freidrich-Leoffler-Institut (FLI), Germany and contained both 
clinical trial samples (Mannheimia haemolytica and Mycoplasma bovis) and field 
samples (Mycobacterium paratuberculosis). The other samples came from the UK 
Veterinary Laboratories Agency (VLA) and cover historical field samples (Brucella) 
and new clinical trial bovine tuberculosis (Mycobacterium bovis) samples. 
 
As a whole, it would be a very large dataset but it is more appropriate to separate 
them into the separate diseases, each of which pose a different challenge for analysis. 
It was initially hoped that the dataset could be combined and then used to show that 
the SIFT-MS plus multivariate techniques methodology could be used as a single 
detection method for a range of diseases, but the disparate sources of data precluded 
this. 
 
4.2. Data Collection and Measurement 
All the data, except that of the bovine TB samples, was recorded using the mk.2 
SIFT-MS over a period of approximately nine months. The bovine TB data was 
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recorded after this time using the newer mk.3 SIFT-MS using the same 5 minute 
switching scan protocol. The standard data collection protocol was used as discussed 
in Chapters 2 and 3 and also (Knobloch, 2010). 1.6ml of serum thawed and then 
injected into 700ml bags. As before the headspace created was analysed with 
electronic nose (2/3
rd
 volume) and then SIFT-MS (1/3
rd
 volume). 
 
The frozen serum samples were shipped to Cranfield and stored (-80°C) until the data 
collection could be performed in a single batch (in a randomised and blinded order). 
This process was chosen as it allowed the randomisation to be performed at Cranfield. 
A large database of the sample types was created and then each sample assigned a 
random number. The dataset was then sorted using these random numbers and 
analysed using the SIFT-MS machine using the sorted order.  
 
Unfortunately, due to an error, the bovine TB samples were delivered months after 
and hence they were analysed using the newer SIFT-MS machine. As the multivariate 
analysis is also being performed separately, this is not an issue. 
 
Table 4.1 summarises the samples.  
 
Table 4.1 - Overview of the cattle serum datasets including the analysis machine, trial 
type and basic info about the number of samples 
Dataset Type SIFT-
MS 
Summary 
Mannheimia haemolytica Trial Mk. 2 232 samples over 13 time points 
Mycobacterium 
paratuberculosis 
Field Mk. 2 43 Positives and 23 Negatives 
Brucella Field Mk. 2 23 Positives and 25 Negatives 
Mycoplasma bovis Trial Mk. 2 325 samples over 16 time points 
Bovine TB Trial Mk. 3 60 samples over 4 time points 
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4.2.1. Mannheimia haemolytica data 
This data set contains 232 samples. They came from 20 animals that were injected 
with very high doses of the bacteria. All the animals showed clinical signs 2 days 
after the pathogen had been introduced and there were fatalities before the end of the 
trial (Figure 4.1). There trial was run for a long time before the pathogen was 
introduced (28 days) but due to the rapid progression of the disease only lasted 5 days 
after pathogen introduction. Also, feedback from the clinicians involved suggested 
that the animals which survived to day 5 were all beginning to show signs of 
recovery. 
 
 
Figure 4.1 - The number of samples recorded for each time point for the Mannheimia 
haemolytica dataset showing the decrease in the numbers towards the end of the trial 
caused by fatalities 
 
After a discussion with the clinicians, they suggested that the best way to analyse the 
data would be to look at the middle time points after the introduction of the pathogen 
(i.e. 1, 2 and 3 days on Figure 4.1). These time points should give the most difference 
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from the norm as the infection has had long enough to become established but not 
long enough for the animals immune system to fight back and the animals begin to 
recover. They suggested that by time point five the animals were either well on the 
way to recovery or had died. 
 
Creating groups for this trial is important as there are no clear positive/negative 
boundaries. The animals were injected with the pathogen at time point zero, however, 
the early samples are unlikely to show as the animal did not show physical symptoms 
in the first day. The clinicians also noticed that by day 5 the remaining animals were 
showing signs that had recovered from the infection. The peak of the infection was 
estimated to be between 1 day and 3 days after introduction of the pathogen. The 
reasons behind the grouping are mostly from these clinical recommendations from the 
project collaborators, hence the following will be used (Table 4.2). 
 
Table 4.2 - The grouping of the Mannheimia haemolytica samples for analysis with 
multivariate tools 
Group Time points 
Uninfected All time points before the pathogen was introduced 
(100 samples) 
Post Introduction Group 1 0.13, 0.25 and 0.5 days after introduction (56 
samples) 
Post Introduction Group 2 1, 2 and 3 days after introduction (49 samples) 
Post Introduction Group 3 4 and 5 days after introduction (27 samples) 
 
As mentioned above, post-introduction group 2 is most likely to be useful as the 
positive class for supervised classification methods. During the unsupervised methods 
and the univariate approach the ordering will go one step further and order the 
samples by time point (although colour highlighting will still be based on these 
groups). In this way the clinicians will be able to compare the results with the 
expected peak disease levels. 
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4.2.2. Mycobacterium paratuberculosis data 
This data set contained 66 samples. The samples came from three farms, two of 
which had infections of Mycobacterium paratuberculosis in the herds - the third did 
not. Initially, only 46 samples were sent to Cranfield. They comprised 23 positive 
samples and 23 negative samples. Subsequently another 20 positive samples were 
sent in a separate batch and hence they were not part of the randomisation process 
which means that some instrumental drift may be detectable and they might need to 
be removed from the analysis. Urine samples were also collected from these animals 
(although less successfully) and their analysis is discussed in Chapter 5. 
 
4.2.3. Brucella data 
This dataset came from samples sent by the VLA. It contains serum samples from a 
historical database collected to improve brucella detection. The samples come from 
all over Europe and therefore are likely to exhibit considerable variance in sample 
composition. As the number of cases of the disease is also small, they have also been 
collected over a considerable length of time. The current tests for Brucella is very 
accurate (with both exceptionally high numbers of true positives and true negative). 
The test is very heavily used and the main problem is the number of false positives 
(England et al., 2004) especially since the disease has been eradicated from the UK 
(Cutler et al., 2005). The UK has been officially brucella free since 1993 but due to 
EU legislation approximatly 50% of UK herds are routinely tested (England et al., 
2004) which costs the government money. 
 
4.2.4. Mycoplasma bovis data 
This dataset contained 325 samples. They came from 30 cows, 24 of which had the 
pathogen introduced and 6 controls. Blood samples (and hence serum) were collected 
at 16 time points (t-11 days, t-5, t+0, t+0.04, t+0.25, t+1, t+2, t+3, t+5, t+7, t+10, 
t+14, t+17, t+21, t+28 and t+35) where t was the infection day. The samples from t+0 
was taken just before introduction of the Mycoplasma bovis pathogen. 
 
105 | P a g e   A n d r e w  S p o o n e r  
 
The animals in the trial showed no physical signs of the disease. Normally, no clinical 
symptoms become visible for up to 3 months after infection (Nicholas and Ayling, 
2003) however, the trial was run to evaluate a new diagnostic test that promised much 
earlier diagnosis and to evaluate whether Mycoplasma bovis trials are possible. 
 
As this was one of the first animal trials run at the new FLI animal centre not all 
samples were successfully taken. Also, when it became apparent that the animals 
were not showing any signs of infection and the evaluation of the new diagnostic test 
was compromised the trial was wound down. Figure 4.2 shows how the number of 
samples acquired per day decreased as the trial progressed. 
 
Figure 4.2 - The number of samples recorded at each sampling time point, showing how 
the trial was wound down after the clinicians found the introduction of the Mycoplasma 
bovis pathogen had failed to cause visible infection responses. 
If a two class classification model is to be built, the problem in this case is choosing 
what classifies as a positive and what as a negative. We have control animals, 
however, once the introduction of the pathogen proved ineffective at infecting the 
animals these animals in the control group were the first to be removed from the trial 
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and hence inclusion will only confuse the problem, so they were removed from 
further analysis. Finally, as there are too few samples in each time point to stand on 
their own a grouping method is required. If 11 days before, 5 days before and just 
before the pathogen was introduced are grouped together as the negative class this 
group will contain approximately 75 samples. Attempting to keep the numbers of 
animals in each group even the grouping method in Table 4.3 was adopted.  
 
 
Table 4.3 - A table showing the groupings of the Mycoplasma bovis data that formed the 
classification vector to be used in the display of the unsupervised multivariate analysis 
Group Experiment Days 
Uninfected 11 days before, 5 days before and just before pathogen 
introduced 
Post Introduction Group 1 0.04 days, 0.25 days and 1 day after pathogen introduced 
Post Introduction Group 2 2 days, 3 days, 5 days and 7 days after pathogen introduced 
Post Introduction Group 3 10 days or more after pathogen introduced 
 
The clinicians suggested that it was unlikely that classification would be possible but 
the best chance would be to use samples from as late in the trial as possible (e.g. Post 
Introduction Group 3 in Table 4.3), but this will need to be explored further in the 
first stage of analysis. Even though it is likely that nothing will be found that can be 
linked to the disease it will be useful to investigate what would happen in the case of 
SIFT-MS and multivariate techniques not being able to detect or discriminate 
between disease states. 
 
4.2.5. Mycobacterium bovis (bovine TB) data 
The samples for this dataset came later than the others in this Chapter and were 
analysed separately using the newer mk.3 SIFT-MS machine. The data came from 
two trial houses, one from the VLA and one from a partner laboratory (Institute of 
Animal Health (IAH), Compton, UK). Both trials were run in parallel and were 
designed to investigate the effect of different immunisations against TB. Samples 
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were taken from the animals and they were then immunised and 2 weeks later a 
second round of samples were taken before very high doses of pathogen were 
introduced into the animals, making infection highly likely. Two more rounds of 
samples were taken 1 month and 2 months after the pathogen were introduced. 
 
The immunisations under investigation were BGC, Ada85A and VPM. Of these only 
Ada85A and VPM showed any signs of a reduction in the infection status but the 
clinicians claim that none of the immunisations were truly effective and all animals 
showed signs of infection (granulomas confirmed as being caused by TB via culture 
test) whether slight or severe during the visual inspection of lungs post mortem. As 
TB does not have a cure and the body‟s only natural defence is to create these 
granulomas all animals will have TB bacteria present. Also the doses of the pathogen 
were high enough that visible signs of TB infection were extremely likely. 
 
4.3. Results 
As this chapter contains several datasets, instead of splitting this section into the 
different analysis methods as in previous chapters, it has been split into the different 
diseases that were analysed. They follow the same order as shown in the previous 
section and outlined in Table 4.1. 
 
4.3.1. Mannheimia Haemolytica Results 
As with the analyses performed previously, the investigation begins with the average 
m/z peaks for the groups (Figure 4.3). 
 
Again, the largest peaks on the average spectra are associated with ammonia and 
there was very little difference between the groups. However, some of the other m/z 
ratios showed quite large differences. With the synthetic mixtures trial (Chapter 2) the 
graphs of the average spectra of each sample group were quite effective. 
Unfortunately, a combination of more volatiles and more groups has made the 
average plot confusing and hard to interpret. Several changes were attempted, 
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including separate plots (which make comparison of the individual peaks difficult) 
and negative axis swapping (which causes problems with the log scale) but nothing 
had the desired impact.  
 
 
Figure 4.3 - The average m/z values for each of the groups of Mannheamia Haemolytica 
serum samples as recorded using the H3O
+
 precursor channel of the mk.2 SIFT-MS 
machine. m/z ratios associated with the precursors have been removed. Blue is before 
introduction of the pathogen, turquise is post introduction group 1, yellow is post 
introduction group 2 and red if post introduction group 3 
 
The initial PCA confirms that ammonia is the chief contributor to the variance. 
However, there is very little discrimination visible on the scores plot. The first step is 
to remove this volatile and then the PCA scores plot (Figure 4.4) shows some 
interesting features. 
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Figure 4.4 - PCA scores plot of the Mannheamia haemolytica serum samples as recorded 
using the H3O
+
 precursor channel of the mk.2 SIFT-MS machine. The m/z associated 
with the precursors and ammonia (18, 36, 54) have been removed. Blue dots are pre-
introduction, black circles are post group 1, green pluses are post group 2 and red x are 
post group 3 as described in Table 4.2. 
 
There is some structure here and using the loadings it can be seen the single value out 
on PC2 at +2000 is caused by a large spike on m/z 84. As this is only a single value it 
is likely to be either a contamination or a random event recorded by the mk.2 SIFT-
MS detector. The other feature is caused by a combination of m/z 65 and 83 which 
are associated with ethanol. 
 
Both m/z 65 (Figure 4.5) and m/z 83 (Figure 4.6) have similar features. A handful of 
samples have elevated levels compared with the rest of the samples. The elevated 
samples come from the later stages of post-infection group 1 and all of post infection 
group 2. This occurs in too few of the samples to be used as a singular marker from 
this dataset but a further investigation into the causes would be of value. Removing 
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m/z 84 does not improve the separation as much as may be expected because m/z 65 
and 83 then separate into two different PCs. 
 
 
Figure 4.5 - The counts of m/z 65 for all the Mannheamia haemolytica serum samples as 
recorded using the H3O
+
 precursor spectra using the mk.2 SIFT-MS machine. The 
horizontal axis groups are those as described in Table 4.2. 
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Figure 4.6 - The counts of m/z 83 for all the Mannheamia haemolytica serum samples as 
recorded using the H3O
+
 precursor spectra using the mk.2 SIFT-MS machine. The 
horizontal axis groups are those described in Table 4.2. 
 
Further analysis showed that m/z 63, 47, 45, 81 all show a similar pattern to those of 
65 and 83. Using this new information it should be possible to build a model of 
positive and negative samples using 14 days, 7 days and just before infection as 
negative samples and 0.5 days, 1 day and 2 days after infection as positive samples. 
 
PLSDA managed to predict 69% of leave one out samples correctly using 7 latent 
variables (Figure 4.7). This shows the high complexity of the data and is a very good 
result especially due to the poor reliability of the possible biomarkers seen in the 
univariate analysis. As not all time points were used in the PLSDA analysis a total of 
only 114 samples were used in the model (60 negatives versus 54 positives). 
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Figure 4.7 - PLSDA plot for positive (0.5, 1 and 2 days after pathogen was introduced) 
verses negative samples (14, 7 and just before pathogen was introduced) of Mannhemia 
haemolytica serum samples recorded using all three precursor spectra of the mk.2 
SIFT-MS machine. The blue line shows the accuracy of the model tested using samples 
used in its creation, the green shows the accuracy of a LOO validation which is then 
further broken down into the percentage of LOO true negatives and LOO true positives 
 
4.3.2. Mycobacterium paratuberculosis Results 
As explained in the methodology part of this chapter not all of the Mycobacterium 
paratuberculosis samples were shipped to Cranfield with the main bulk of the 
samples. A small group of samples were therefore not part of the randomisation 
process and were all sampled together after the others. 
 
The 20 samples recorded later were clearly different from the samples recorded 
during the original analysis stage. They can be seen to separate off from the main 
cluster of samples in Figure 4.8. Whether this difference is caused by the sample 
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being from a different farm, or because of a difference in the way they were stored 
and sampled, or if the difference was just down to machine drift is not clear but this 
confirms the benefits of a randomised sampling and measuring order. 
 
 
Figure 4.8 - PCA of the Mycobacterium paratuberculosis serum sample spectra as 
recorded using the H3O
+
 precursor spectra of the mk.2 SIFT-MS machine. Samples 
numbered greater than 800 were recorded after the trial had concluded hence were not 
part of the randomisation procedure. m/z associated with the precursors have been 
removed and the data was pretreated using a mean centring algorithm. 
 
These 20 samples were removed from the dataset prior to further analysis. 
 
In the average spectra plot in Figure 4.9 ammonia has the largest peaks but the 
differences between the means are some of the smallest of all the m/z ratios. There 
are much larger differences in some of the higher mass peaks. The initial PCA 
analysis shows that ammonia (m/z 18, 36 and 54) is again the largest contributor to 
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the variance but with no difference between the means of the sample groups, 
discrimination is once again poor. 
 
 
Figure 4.9 - The average counts for the spectra of Mycobacterium paratuberculosis 
serum samples as recorded using the H3O
+
 precursor spectra of the mk.2 SIFT-MS 
machine. Blue bars are negatives and red bars are positives. 
 
115 | P a g e   A n d r e w  S p o o n e r  
 
 
Figure 4.10 - PCA scores plot of the H3O
+
 precursor spectra from the samples of 
Mycobacterium paratuberculosis recorded using the mk.2 SIFT-MS machine. Samples 
numbered above 800 that were not recorded in a randomised order have been removed. 
m/z ratios associated with the precursors and ammonia (18, 36 and 54) have been 
removed and the data was pretreated using a mean centring algorithm. Approximate 
clusters have been draw outlining the slight discrimination.  
 
After the removal of m/z ratios associated with ammonia, a partial discrimination can 
be seen between the positive and negative Mycobacterium paratuberculosis sample 
on the first PC axis of the above scores plot (Figure 4.10). This discrimination is 
likely to be caused by m/z 59 and 77, ascertained from an investigation of the 
loadings (Figure 4.11) and plots of all peaks of the m/z ratios (not shown). These m/z 
ratios (59 and 77) are associated with acetone levels. Further analysis does not reveal 
any other significant discriminators. 
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Figure 4.11 - The loadings of PC1 for the PCA analysis of the Mycobacterium 
paratuberculosis cattle serum sample recorded using the H3O
+
 precursor channel of the 
mk.2 SIFT-MS machine. Samples numbered above 800 that were not recorded in a 
randomised order were removed. m/z ratios associated with the precursors and 
ammonia (18, 36 and 54) were removed and the data was pretreated using a mean 
centring algorithm. 
 
The PLSDA results (Figure 4.12) show a maximum LOO accuracy of 72% using 3 
LVs. Also, after this point the LOO accuracy falls back to even chance which 
suggests that the only discriminators are the ones already found. 
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Figure 4.12 - PLSDA plot for the Mycobacterium paratuberculosis cattle serum samples 
recorded using the H3O
+
 precursor channel of the mk.2 SIFT-MS machine. Samples 
number above 800 that were not recorded in a randomised order have been removed. 
m/z ratios associated with the precursors have been zeroed. The blue line indicates the 
accuracy of the model when tested against samples used in its construction, the green 
line indicates the accuracy of the LOO validation which is then further broken down 
into the LOO true negatives (red) and true positives (turquoise). 
 
4.3.3. Brucella results 
The average spectra from the brucella samples (Figure 4.13) show a large number of 
volatiles that have large differences between the means of their associated peaks. 
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Figure 4.13 - The average spectra for the positive (red) and negative (blue) brucella in 
cattle samples as recorded using the H3O
+
 precursor channel of the mk.2 SIFT-MS 
machine. m/z ratios associated with the precursors have been removed. 
 
The average plot shows some differences between the means of some higher mass 
peaks (e.g. 83). The peaks of ammonia (18, 36 and 54) are once again the largest and 
have smaller differences between them than many of the other m/z ratios. 
 
Figure 4.14 shows a sample (no. 779) that is significantly different for all the others. 
Investigating the loadings and confirming with visual comparisons between the peak 
heights, sample 779 has much higher levels of m/z 83 and also m/z 65 when directly 
compared with the other samples. Both of these m/z ratios relate to the levels of 
ethanol present in the samples. If only one m/z ratio had a significant increase over 
the other samples it would be hard to confirm whether it was a machine spike or real 
VOC levels but with two it is more likely that sample 779 has much higher levels of 
ethanol than the other samples. Knowing that the SIFT-MS machine is not the culprit 
and it is more likely to be caused by volatiles in the sample itself is not overly useful 
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information. The sample is still an outlier in regards to disease detection or biomarker 
discovery as one sample that has a high ethanol level does not give any information 
about the disease status. It simply means that this one sample is considerably different 
from the others but the reason for this difference is unknown. After further 
investigation it was found that sample 779 had further differences (but less 
significant) on other m/z ratios so before further analysis it was considered to be an 
outlier and removed from the dataset. 
 
 
Figure 4.14 - PCA scores plot of the Brucella data collected by using the H3O
+
 channel 
of the mk.2 SIFT-MS machine showing one sample (no. 779) which stands out from the 
rest. m/z ratios associated with the precursors have been zeroed and the data was pre-
treated using a mean center algorithm 
 
After sample 779 had been removed, the PCA analysis on the dataset produced 
characteristics similar to the others previously discussed in this chapter (Figure 4.15). 
m/z ratios associated with ammonia dominated the loadings plot of  PC1 for the 
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above scores graph but produce little discrimination on this axis. The loadings of PC2 
are dominated by the variance caused by m/z 69 which is associated with methanol. 
 
 
Figure 4.15 – PCA scores plot of the Brucella serum sample data collected using the 
H3O
+
 precursor channel of the mk.2 SIFT-MS machine. m/z ratios associated with the 
precursors have been removed. Red samples are brucella positives and the blue samples 
are brucella negatives. The data was pre-treated using a mean center algorithm. An 
approximate cluster around the positive sample has been marked on the graph. 
Approximately half the negative samples are within this cluster but they are more 
spread around the graph. 
 
Figure 4.16, shows that approximately half of the negative samples have higher levels 
of m/z 69 than the highest positive sample.  
 
Going further into the variance of the data, more examples of a single sample (like 
779) with much higher values that all the other are found (Figure 4.14). Many 
different samples are affected, each with m/z peaks with higher values than the rest. It 
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is almost as if every sample has at least a single VOC with a large significant 
difference from all the others. The results of building classification models using 
PLDSA are shown in Figure 4.17. 
 
 
Figure 4.16 - The levels of methanol (m/z 69) as recorded using the H3O
+
 precursor 
channel of the mk.2 SIFT-MS machine for serum samples of brucella 
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Figure 4.17 - PLSDA curves for the brucella data using data from all three precursor 
channels of the mk.2 SIFT-MS machine. The dark blue line shows the accuracy of the 
PLSDA model when tested with samples used in its production, the green curve shows 
the accuracy of the PLSDA as produced by a LOO validation and these results are 
further broken down into the LOO true negatives (red) and true positives (turquoise).  
 
The PLSDA model fails to produce a LOO accuracy much above even chance with a 
best LOO accuracy of only 66%. Also, it shows that a large number of latent 
variables (11) are required to build a model that has good accuracy when tested 
against itself. This suggests there is high dimensionality to the data which agrees with 
the hypothesis that every sample has one or more individually high volatiles like 
ethanol for sample 779. The biggest problem with this dataset is that there is no 
control on the samples - they come from a range of decades and a range of European 
countries. With such a high complexity and a small sample size (48 samples) it is 
unsurprising that PLSDA validation failed (Brereton, 2006). More samples or more 
control is required (ideally both) for further meaningful investigation. 
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4.3.4. Mycoplasma Bovis Results 
Figure 4.18 shows the average m/z counts for the four sample groups. 
 
 
Figure 4.18 - The average counts for the Mycoplasma bovis data groups spectra as 
recorded using the H3O+ precursor channel of the mk.2 SIFT-MS machine. Before 
introduction of the pathogen are blue, group 1 are turquiose, group 2 are yellow and 
group 3 are red with the samples belonging to each group expained in Table 4.3. The 
m/z ratios associated with the precursors have been removed 
 
The highest peaks (after the precursors have been removed) are associated with 
ammonia. The mean peaks for each m/z ratio appear to be closer together for these 
groups than those associated with other dataset. This in itself is not conclusive of 
anything and significant difference may still be possible if the data within each group 
is consistent. As with Figure 4.3, Figure 4.18 is difficult to interpret due to the 
complexity of the data and the limits of this simple univariate technique. 
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Looking at the loadings of the above PCA score plot (Figure 4.19) showed that 
ammonia (m/z 18, 36 and 54) was contributing the most variance to the model. 
 
 
Figure 4.19 - PCA score plot of the Mycoplasma bovis dataset using the H3O
+
 precursor 
spectra of the mk.2 SIFT-MS machine. Blue dot are before the pathogen was 
introduced, black o are post introduction group 1, green + are post introduction group2 
and red x are post introduction group3. No discrimination can be seen apart from the 
single outlier. 
 
Figure 4.20 shows the peak height of m/z 18 as recorded using the H3O
+
 precursor 
channel of the mk.2 SIFT-MS machine. The variance spreads for all three ammonia 
peaks are have very similar patterns to these shown in Figure 4.20, i.e. there is a large 
difference between the samples but these differences are spread evenly across the 
sample groups and hence it is unlikely to be linked to Mycoplasma bovis. The outlier 
on the PCA graph (Figure 4.19) is caused by a single sample with very high ethanol 
levels. 
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Figure 4.20 - The intensities of m/z 18 as recorded using the H3O
+
 precursor of the mk.2 
SIFT-MS machine for all the samples of serum for the Mycoplasma bovis dataset. The 
horizontal axis represents the groups that the samples belong to as descibed by Table 
4.3 
 
Working through the next features that have high variance reveals similar graphs for 
acetone, propanol, methanol, acetaldehyde before finally reaching the volatiles at the 
limit of detection of the SIFT-MS mk.2 machine using FSM and an analysis time of 5 
minutes (i.e. there are only tens of counts). One possibility is that the pathogen 
introduced was not strong enough to infect the animals causing a host response as 
hypothesised by the clinicians.  
 
4.3.5. Bovine TB (Mycobacterium bovis) Results 
With the larger number of factors in the meta data, choosing how to display the 
results of the analysis of this dataset is quite a challenge. Equally, this extends to the 
choice of classification vector for PLSDA. 
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Initially, looking at both the discrimination associated with either the time point or 
the immunisation type showed very little. However, after ammonia (m/z 18, 36, 54 
and 72) had been removed, the following PCA scores plot was achieved. 
 
The discrimination seen on the PCA scores plot (Figure 4.21) is that all of the 
samples of time point 1 (blue dots) are on the negative portion of PC1 (to the left of 
the dashed line) whereas the majority of the rest of the samples are on the positive 
portion of PC1. There are some crossover samples on the negative side of PC1. 
 
 
Figure 4.21 - PCA score plot for the bovine TB (Mycobacterium bovis) samples as 
recorded by the H3O
+
 precursor channel of the mk.3 SIFT-MS machine. m/z ratios 
associated with the precursors and ammonia (18, 36 and 54) have been removed. The 
data was pre-treated using a mean centring algorithm. Blue dot are time point 1, black 
o are time point 2, green + are time point 3 and red x are time point 4. A dashed line has 
been drawn across the graph at the origin of the first principal component axis. 
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This suggests that the SIFT-MS provided sufficient data to allow partial 
discrimination between samples taken before the vaccination step (samples taken at 
time point 1) and after the vaccination step (samples taken over the other three time 
points) when PCA analysis was performed. Indeed, closer investigation of the 
samples show misclassified consisted of a significant proportion of the samples 
appearing with the pre-vaccination time point 1. These are samples that are part of the 
control group which were not vaccinated. Therefore, to remove this problem, the best 
way forward is to look at only the control group animals. Now, as this was a 
vaccination trial, the control group still had the bovine TB (Mycobacterium bovis) 
pathogen introduced, so by looking at the serum sample taken before introduction and 
after introduction of the pathogen it should be possible to see if there are any 
differences. 
 
As these samples were measured using the newer mk.3 SIFT-MS machine there are 
more m/z counts that have non-zero values (Figure 4.22). As such, there are a lot 
more variables to consider during the analysis. However, the values of the main 
volatiles are still generally high such as those for ammonia (m/z 18, 36, 54 and 72), 
etc. 
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Figure 4.22 - Plot of the average m/z counts for each sample group of the bovine TB 
(Mycobacterium bovis) serum control samples as recorded using the H3O
+
 precursor 
channel of the mk.3 SIFT-MS machine. m/z ratios associated with the precursors have 
been removed. The blue bars represent the m/z levels before the pathogen was 
introduced and the red bars represent the m/z levels after the pathogen was introduced.  
 
Investigating the variance using PCA showed that ammonia was the largest 
contributor to variance but it again appears to have nothing to do with the disease 
status. This is a slightly surprising result as ammonia appeared to be a good 
discriminator for tuberculosis in the badger serum dataset discussed in chapter 3. 
After ammonia, acetone is the next biggest contributor to the variance. It also appears 
to have very little to do with the disease status. After the m/z ratios associated with 
these two volatiles have been zeroed the PCA score plot in Figure 4.23 was achieved. 
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Figure 4.23 - PCA scores plot of the control groups serum samples from the bovine TB 
(Mycobacterium bovis) clinical trial measured using the newer mk.3 SIFT-MS machine 
using only the H3O+ precursor spectra. Blue dot are negative samples and red x are 
positive samples. m/z associated with ammonia (m/z 18, 36, 54 and 72) and acetone (m/z 
59 and 77) have been zeroed. The origin of PC1 has again be drawn with a dashed line  
 
The above discrimination seen on the first component of the above PCA plot is 
caused by differences seen in the levels of methanol, especially m/z 69. The same 
features are seen on all the m/z associated with methanol (33, 51, 69 and 87) but the 
differences are clearer on the two heavier m/z ratios (69 and 87). Due to this, both 
PCs are linked to the four methanol m/z peaks but the variance linked to PC1 is 
mostly being caused by the heavier two peaks (69 and 87) and PC2 is mostly being 
caused by the lighter two peaks (33 and 51). 
 
With such good linear separation on one axis in the PCA scores plot (Figure 4.23), 
confirmed with the individual levels of m/z 69 (Figure 4.24), PLSDA should give 
some good results. 
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Figure 4.24 - The levels of m/z 69 which is associated with methanol for the serum 
samples from the Tuberclosis bovis control group with negative samples being before 
infection and the positive samples being after infection 
 
Figure 4.25, shows the LOO accuracy as 72% with 2 LVs of complexity. It is 
surprising that the PLSDA results are not far better, given the clear separation seen in 
the PCA (Figure 4.23) and the counts of m/z 69 (Figure 4.24). The model does 
become quickly overtrained, it takes only 9 LVs for the LOO to level at even chance, 
which suggests that there may be too few samples. In the previous tuberculosis 
PLSDA results, using only the H3O
+
 spectra with selected variables did not improve 
the results (see chapter 2 and 3). However, in those examples, there were more 
samples and the data was collected using the older mk.2 SIFT-MS machine. 
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Figure 4.25 - PLSDA plot for the data collected tuberculosis serum cattle control group 
samples showing a quickly overtrained model suggesting that there are too few samples. 
The dark blue line shows the accuracy of the model when tested with samples used in its 
creation, the green line shows a LOO accuracy which is broken down into the number 
of LOO true negatives (red) and LOO true positives (turquiose). 
 
Figure 4.26 shows that a much higher accuracy (85% LOO accuracy) can be achieved 
than was first found (Figure 4.25). There can be a wealth of information within the 
SIFT-MS data, but this result highlights the complexity of finding it and extracting it 
to allow meaningful interpretation. With the previous mk.2 SIFT-MS machine, 
removing variables never improved the results of the PLSDA analysis. This is clearly 
not the case with the mk.3 SIFT-MS. This goes to further highlight that it is not 
necessarily the m/z with the highest variance, or co-variance that are the most 
important. Yes, generally, higher variance gives better results but sometimes they are 
just noise or have a large natural variance. 
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Figure 4.26 - PLSDA plot for the bovine TB serum from the control samples only using 
only H3O
+
 precursor channel of the mk.3 SIFT-MS machine and after m/z associated 
with ammonia (m/z 18, 36, 54 and 72), acetone (m/z 59 and 77) and propanol (m/z) have 
been removed. The dark blue line shows the accuracy of the model when tested with 
samples used in its creation, the green line shows a LOO accuracy which is broken 
down into the number of LOO true negatives (red) and LOO true positives (turquiose). 
 
It also highlights the need for a large number of samples. The higher the number of 
samples the better the capture of variance and the more likely that the co-variance 
linked to the disease being studied could be spotted. 
 
4.4. Discussion and Conclusion  
The results from the cattle serum trial were varied. The best results were obtained 
from the analysis of the bovine TB trial which was the only dataset recorded using the 
newer mk.3 SIFT-MS machine. When looking at only the control group, an 85% 
LOO accuracy (86% true negative and 84% true positive) was achieved, which was 
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associated with methanol as a possible marker. This is better than the accuracy 
achieved with the samples taken from the wild badgers (74% accuracy) and is 
comparable to the results achieved by gamma interferon methods (93.6% specific and 
80.9% sensitive) (Dalley et al., 2008). 
 
The Mycobacterium paratuberculosis dataset performed the best out of the other 
datasets, which were all recorded using the mk.2 SIFT-MS machine. The LOO 
accuracy reached 72% and found acetone as a possible biomarker. 
 
The Mannheimia haemolytica dataset did not produce models that performed as well 
as the others (LOO accuracy of 69%) but a number of m/z ratios (including 65 and 
83) showed a marked increase during the middle of the trial when the disease would 
have been most severe. 
 
The brucella samples produced the weakest models, only achieving a LOO accuracy 
of 66%. One possibility that may account for this was the large number of unique 
differences between each sample as they came from the widest area over the longest 
period of time of all the datasets. Brucella also has range of tests available, the most 
powerful diagnostic being an ELISA test, having greater than 98% accuracy (England 
et al., 2004). 
 
Finally, the Mycoplasma bovis dataset failed to produce a useful model and also 
didn‟t lead to the identification of any markers. This however, was expected due to 
the lack of visible symptoms reported by the clinicians. On the one hand this was a 
disappointing result, but it shows that if that if there is nothing to find, multivariate 
analysis can confirm that there is indeed nothing to be found. 
 
The method of data analysis employed works best with plenty of samples but having 
a clear structure to those samples that allows analysis has also been shown to be 
important. The design of the experiment should, ideally, be chosen with the data 
analysis method in mind. Unfortunately, most of the samples analysed here were 
collected for purposes other than the investigation of multivariate SIFT-MS 
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techniques and so the datasets were large enough to give good statistically viable 
conclusions but they are not large enough to divide up and still have the same 
statistically sound conclusions formed about the 20% of the samples that would have 
made up a testing set. 
 
The two best results must be the Bovine TB (Mycobacterium bovis) results where a 
high discriminatory model was found and the Mannheimia heamolytica where several 
features were found that are possible biomarkers that require further investigation. 
 
A simple investigation into the effects of combining the data was investigated. First, 
the best results came from the bovine TB group. Unfortunately, these are the only 
samples that were recorded using the mk.3 SIFT-MS machine and therefore could not 
be included in the combined dataset. The Mycoplasma bovis samples also could not 
be included due to the lack of any discriminating feature between any of the classes 
available. This left the possible samples coming from the brucella, the Mannheamia 
haemolytica and the Mycobacterium paratuberculosis dataset. When the initial 
analysis was performed the main feature visible was the massive variance in ammonia 
levels. 
 
It was a little surprising that ammonia, which was found to be helpful in the detection 
of Bovine TB in badgers in chapter 3, was no longer helpful in the cattle 
investigations. This is probably linked to the digestive processes occurring in cattle 
contributing a much larger ammonia variance than the disease in question. 
 
Serum samples, whilst one of the easiest to obtain and handle, are probably not the 
best suited to the investigation of some of these diseases (Perbellini et al., 2003). A 
good biological reason is required in the choice of samples (e.g. serum is probably the 
best for studying blood infections and leukaemia) but intestinal infections such as 
Mycobacterium paratuberculosis might be better studied with more appropriate 
samples. Breath samples have been found to give good results despite transient levels 
(Smith et al., 2008) of volatiles in human studies but unfortunately are near 
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impossible to collect from animals. The next chapter looks at whether urine samples 
would be a good alternative. 
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5. Application of the methods to the classification of disease status 
from Urine collected from Cattle 
5.1. Introduction 
The main purpose of the work described in this chapter was to investigate whether 
multivariate methods applied to SIFT-MS can cope with different types of biological 
samples. The previous sections have all used data from serum samples. This section 
looks at SIFT-MS data from urine samples. The concentrations of volatiles in urine 
are less often studied than the volatiles in the headspace above serum and also that of 
breath (Smith et al., 1999; Perbellini et al., 2003; Pasikanti et al., 2008; Matsumura et 
al., 2010). Urine is also likely to have a very different composition to both breath and 
serum. The lungs create a large breathe-to-blood interface where VOC and other 
chemicals are allowed to transfer from one to the other via diffusion which creates a 
biological reason for their similarity. The kidneys are the blood to urine interface, 
however, the urine filtration process is selective and driven so the chemical 
composition of urine is likely to be different. 
 
5.2. Data Collection & Measurement 
These are the final datasets to be analysed and contained two sample sets with two 
different diseases. The first one analysed was the Mycobacterium paratuberculosis 
cattle urine samples from the FLI. The second is the Mycobacterium bovis cattle urine 
samples from the VLA. Both sets are from different types of trials (field samples and 
a clinical trial) and were collected for very different reasons. 
 
Both sets of samples were subjected to the same SIFT-MS analysis processes as 
discussed in previous chapters. Both sets were measured using the newer mk.3 SIFT-
MS machine. Urine samples are more difficult to obtain than serum. The process 
involved clinicians waiting with a bucket and hoping that the animal performed. 
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The urine samples were received frozen. Slightly higher volumes were received so 
instead of 1.6ml being injected 2ml was injected into the 700ml Nalophan bags. 
Again, the headspace was analysed with the electronic nose (2/3
rd
) and then the SIFT-
MS (1/3
rd
). A five minute switching scan was performed. For a more detailed analysis 
of the methodological choices please see (Knobloch, 2010). 
 
5.2.1. Mycobacterium paratuberculosis 
The Mycobacterium paratuberculosis urine samples were collected in parallel with 
the serum sample from the same animals as in Chapter 4. Unfortunately, they were 
recorded using a different SIFT-MS machine so any improvement in accuracies could 
be due to either the improved machine or the samples. They belonged to animals from 
three farms in which the animals from two of the farms were confirmed as being 
infected with the disease and the final farm was confirmed as negatives and hence 
could be used as control samples. A total of 29 samples of urine were successfully 
recorded, 9 from farm 1 (positives), 10 from farm 2 (positives) and 10 from farm 3 
(negatives). Unlike previously all samples were delivered at the same time and they 
were all measured in a random and blinded order. 
 
5.2.2. Bovine TB (Mycobacterium bovis) data 
The bovine TB (Mycobacterium bovis) urine samples were collected in parallel with 
the serum samples from the previous chapter however only one team collected the 
extra urine samples so the data set is much smaller than that of the serum samples. 
Further to this only the animals belonging to the control and the BCG immunisation 
(which is known to be an ineffective vaccination) group had their urine collected as it 
was specifically collected for this project. 
 
The data comes from 10 animals of which 5 are control and 5 are BCG vaccinated. 
Each animal has four samples taken: 1 before vaccination, 1 before infection and then 
2 after infection and the samples are taken at two week periods. Unfortunately one 
sample was lost and hence there are 39 samples. 
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5.3. Data Analysis 
5.3.1. Mycobacterium paratuberculosis Results 
Following the protocol established in the previous chapters, the first step of analysis 
was to remove the m/z associated with the precursors by zeroing the whole channel. 
Then the simplest method of displaying this two class dataset is to show the mean 
counts for each sample group. 
 
The first thing to note from the above Figure 5.1 is that these samples were recorded 
using the newer mk.3 SIFT-MS machine so there is a larger range of m/z peaks and 
they are generally higher in count rate than that of the older mk.2 instrument. The 
second thing to note is that the height of the peaks is greater than that of the serum 
samples recorded using the older machine. Both of these can be associated with the 
improved detector or the change in sample source. 
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Figure 5.1 – The average H3O
+
 spectra for Mycobacterium paratuberculosis urine 
samples as recorded using the mk.3 SIFT-MS machine. Counts associated with the 
precursors have been zeroed. The blue spectrum is the average of the negative samples 
and the red is the average of the positive samples. 
 
There are some large differences between the means of each sample class. Whether 
these are significant or not is still to be determined. The other spectra show similar 
features to the H3O
+
 spectra hence are not shown. The largest peaks (on the H3O
+
 
spectra 18, 36 and 54) are all associated with ammonia. Previously this has been an 
unreliable marker in cattle due to the large random variance (probably caused by 
naturally occurring variations that would be seen in healthy animals). The usefulness 
of these average plots has decreased as the number of peaks being shown has 
increased. 
 
Figure 5.2 shows the peaks for ammonia (m/z 18) for all the Mycobacterium 
paratuberculosis samples. The large variance in ammonia levels is most likely to be 
associated with intestinal bacteria levels and general animal hydration. This is a large 
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natural variance (i.e. a variance that would be present in samples from a group of 
healthy animals). This means that any variance caused by the disease state alone is 
completely hidden by this variance. The other m/z peaks associated with ammonia 
(36, 54 and 72) show similar patterns and the same large variance with no apparent 
link to disease classification. 
 
 
Figure 5.2 - The m/z counts for ammonia (18) for all infected (red) and all healthy (blue) 
Mycobacterium paratuberculosis urine samples as recorded using the H3O
+
 precursor of 
the mk.3 SIFT-MS machine showing the large variance 
 
Moving on to PCA analysis, ammonia is the largest contributor to the top three 
principal components and the corresponding scores plot shows no discrimination 
between the sample types. 
 
Figure 5.3 and Figure 5.4 show that the variance for ammonia clearly contributed one 
of the largest portions of variance after that of the precursors. The PCA score plot 
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does not show any discrimination which would appear to link with the hypothesis that 
the variance is not linked to the disease state. 
 
Using this same combination of PCA analysis and investigating m/z ratios 
individually the following m/z are found to have large variances that are clouded by 
unlinked large variance; ammonia (m/z 18,36,54,72), acetone (59,77,95), propanol 
(79) and some others (35,46,53,64). When these have been removed the following 
PCA scores plot (Figure 5.5) can be produced. 
 
 
Figure 5.3 - PCA scores plot showing that no discrimination can be seen between the 
sample types when all the data from the H3O
+
 precursor spectra of the mk.3 SIFT-MS 
machine is used. No pre-treatment methods were performed but m/z ratios associated 
with the precursors have been removed. Blue crosses are Mycobacterium 
paratuberculosis negative samples and red dots are Mycobacterium paratuberculosis 
positive samples 
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Figure 5.4 - The loadings of PC1 for the above PCA analysis using the H3O
+
 precursor 
spectra from the mk.3 SIFT-MS machine. No pre-treatment methods were used but the 
m/z ratios associated with the precursor ions were zeroed. m/z peaks associated with 
ammonia (18, 36 and 54) clearly dominate the variance. 
 
In the below PCA scores plot (Figure 5.5) reasonable discrimination can be seen 
between the sample classes and this is associated with m/z ratios 45, 63, 81 and 99 
which are all linked to acetaldehyde. 
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Figure 5.5 - PCA scores plot of the H3O
+
 urine spectra from cattle taken from herds in 
three farms. Red dots are Mycobacterium paratuberculosis positive samples and the blue 
crosses are the negative control group. Peaks with m/z associated with ammonia 
(18,36,54,72), acetone (59,77,95), propanol (79) and some others (35,46,53,64) have been 
removed. m/z peaks associated with the precursors have been removed and the data was 
pre-treated using a mean centre algorithm.  
 
PLSDA doesn‟t perform well using all three precursors together. A similar lack of 
discrimination is seen with the just H3O
+
 data and the LOO score doesn‟t rise much 
above random chance until 12 LV‟s have been used. It is not until the sample 
removals as for the PCA above does PLSDA give good results (Figure 5.6). 
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Figure 5.6 - PLSDA curves for the Mycobacterium paratuberculosis urine samples as 
recorded using the newer mk.3 SIFT-MS. Only data from the H3O
+
 precursor channel 
is being used. m/z associated with ammonia (18,36,54,72), acetone (59,77,95), propanol 
(79) and some others (35,46,53,64) have been removed. The blue line shows the 
percentage of correctly identified samples when all samples are used to build the model, 
the green line shows the percentage of correctly identified samples using a LOO 
validation process and these results are broken down into true positives (light blue) and 
true negatives (red). 
 
The initial high LOO accuracy (75% with 1 latent variable) is probably linked to high 
levels of acetaldehyde as found using PCA. The model LOO accuracy then suddenly 
drops (51% accuracy with 2 latent variables) before recovering (88% accuracy with 4 
latent variables). A 88% accuracy is a surprisingly good result for such a small 
dataset and indeed questionable (Brereton, 2006). Datasets of this size are known to 
cause overtraining in PLSDA models (Goodacre et al., 2004; Brereton, 2006). 
Unfortunately, as there are so few samples it would be hard to expand the analysis to 
investigate the accuracy of prediction. 
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Considering this problem further, the samples came from three separate farms. It 
would not take much for the animals in one farm (where the control samples are 
from) to have a significant difference to the others because of diet or location. 
Therefore, it is impossible to say with any certainty that this method is detecting the 
disease. The method of SIFT-MS and multivariate techniques appears to be working 
as it is detecting differences between the sample groups even though the differences 
might not be disease related. Better experiment design is essential and a model built 
that can detect infection created before testing on field samples is a likely first step. 
 
5.3.2. Bovine TB (Mycobacterium bovis) results 
The second disease under investigation in this chapter was bovine TB 
(Mycobacterium bovis). The data was from a clinical trial where all the animals were 
treated in exactly the same manner so the location issue seen with the Mycobacterium 
paratuberculosis samples did not apply. Urine samples were only taken at the VLA 
clinic and not the second clinic (IAH) as they were with the cattle serum samples for 
this experiment. Also, as the trial was looking at the effectiveness of some new 
immunisations (because the BCG vaccine that is useful in the fight against human 
form TB is ineffective in cattle) only the control samples and the BCG were sent. The 
immunised samples would only confuse the issue and were not analysed. 
 
As with the Mycobacterium paratuberculosis urine samples, the Mycobacterium 
bovis urine samples have a much larger number of volatiles than their serum 
counterparts. This can be seen in the average of their peaks (Figure 5.7). With the 
bovine TB data, both sets were recorded using the newer mk.3 SIFT-MS machine so 
this increase indicates more volatiles present in the headspace above the sample. 
 
There appears to be some subtle differences in the means of the count of the two 
groups of samples in Figure 5.7.  
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Figure 5.7 - The average counts for bovine TB (Mycobacterium bovis) urine samples for 
before infection (blue) and after infection (red) as recorded using the H3O
+
 precursor 
spectra of the mk.3 SIFT-MS machine. m/z peaks associated with the precursors have 
been removed. 
 
As with the Mycobacterium paratuberculosis samples the initial PCA analysis results 
show little promise (Figure 5.8). The variance contributed by ammonia is again very 
large but has no contribution to separating the sample types. Again, as was spotted 
with the serum samples from this same dataset (Chapter 4) there are differences 
between the animals that are vaccinated and the control group. This is a 
discrimination that is not useful to the aim of this thesis, which is to detect infection 
status. 
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Figure 5.8 - PCA scores plot of the Bovine TB urine samples as analysed using the H3O
+
 
precursor channel of the mk.3 SIFT-MS machine. Blue dots are control samples and 
red crosses are BCG samples. 
 
Another problem with this dataset is the apparent number of spikes as shown by the 
example of acetone in the above figure (Figure 5.9). Sometimes these spikes are 
genuine levels of VOCs as not only the primary m/z ratio is affected but also those of 
water clusters. This was seen with the Brucella serum dataset where large peaks were 
appearing on only one sample and this was causing large variance to be detected that 
is not linked to the disease status and is unrepeatable and hence unusable as a 
discriminatory variable. Unfortunately, this problem is not limited to only one sample 
with this data set. There are other m/z ratios associated with other VOCs that have 
similar features to the above but for different samples. 
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Figure 5.9 - The counts of m/z 77 (acetone) for urine samples from the bovine TB 
(Mycobacterium bovis) trial as recorded by the H3O
+
 precursor of the mk.3 SIFT-MS 
machine. Samples are across the horizontal axis separated into the different time points 
of the trial 
 
It was not until m/z associated with ammonia (17, 18, 35, 36, 53, 54, 72), acetone 
(77), and some unknowns (52, 58, 60, 78) had been removed that discrimination on 
any scale was seen on the PCA scores plot. 
 
Some discrimination can been seen on the PC1 axis of the PCA scores plot (Figure 
5.10). Most of the negative samples are clustered to the very left of the axis with the 
rest of the samples (the positive and five negatives) being spread out along the rest of 
the axis.  
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Figure 5.10 - PCA scores plot of the cattle urine bovine TB (Mycobacterium bovis) 
samples as recorded using the H3O
+
 precursor channel with m/z associated with 
precursors and ammonia (17, 18, 35, 36, 53, 54, 72), acetone (77), and some others (52, 
58, 60, 78) removed. Red x are post-infection and blue dot are pre-infection. The data 
was pre-treated using a mean centring algorithm. 
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Figure 5.11 - The loadings of PC1 for the above PCA analysis of the cattle urine bovine 
TB samples as recorded using the H3O+ precursor channel with m/z associated with the 
precursors, ammonia (17, 18, 35, 36, 53, 54, 72), acetone (77) and some others (52, 58, 
60, 78) removed.  
 
Investigating the loadings (Figure 5.11), it can be seen that the discrimination seen on 
the scores plot (Figure 5.10) is caused by a combination of m/z 65 and 83 which are 
both associated with ethanol. 
 
Ethanol was previously discounted in the badger TB trial as it was highly varied, 
possibly due to diet. In this instance, as the animals were all kept in an animal house 
during the trial the diets of all animals will be the same so ethanol may be a possible 
marker. Whether it would be an effective marker in field samples is another matter. 
 
The PLSDA results (Figure 5.12) show that ethanol is an efficient discriminator (the 
first two LV‟s are associated with m/z 83 and 65 respectively). m/z 83 doesn‟t appear 
to be as useful as m/z 65 and indeed when looking at the univariate plots this is very 
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apparent (not shown). Removing m/z 83 however brings the highest accuracy to LV 1 
but it also decreases the LOO accuracy to 85%. This suggests that the combination of 
them both is more effective than either one on their own. Looking further into the 
noise there is also another improvement when the sixth LV is added. This suggests 
that there may possibly be some further discriminators hidden in the data. 
 
 
Figure 5.12 - PLSDA LOO analysis of the cattle urine bovine TB (Mycobacterium bovis) 
samples as recorded using the H3O
+
 precursor channel with m/z associated with 
precursors and ammonia (17, 18, 35, 36, 53, 54, 72), acetone (77), and some others (52, 
58, 60, 78) removed. The blue line is the model accuracy and the green line is the LOO 
validation accuracy which is then further broken down into the LOO true negatives 
(red line) and true positives (light blue line) 
 
Further analysis could be interesting; however the limited size of the data set restricts 
a thorough analysis and validation. The bootstrapping sample investigation in Chapter 
3 found that more than 120 samples were required before a model‟s LOO accuracy 
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increased when dealing with badger serum samples. The similar complexity of this 
data suggests similar numbers would be required for a repeatable result. 
 
5.4. Conclusions 
Whilst this chapter has not conclusively proved that analysis of urine samples using a 
combination of SIFT-MS and multivariate analysis method is effective for disease 
diagnosis it has at least suggested that it may be so. The results of PLSDA show high 
LOO accuracies but due to the limited dataset sizes they cannot be properly validated. 
Both datasets have m/z peaks that might be linked to biomarkers and are worth 
investigating further. Also LOO accuracies of 88% for the Mycobacterium 
paratuberculosis and 90% for the TB are promising results (de la Rua-Domenech et 
al., 2006). Whilst the LOO validation step creates a quotable result, prediction 
accuracies are necessary for the proof. The complexity of urine headspace is such that 
it has a higher dimensionality than that of the samples created in the lab or from 
serum and it is such that more samples would be needed to effectively build models 
and validate them (Brereton, 2006). 
 
Also, both diseases showed promise when being subjected to PLSDA optimisation, 
achieving high LOO accuracies. This suggests that there might be detectable changes 
in the composition of the urine headspace that could be used as a method for disease 
detection as opposed to just biomarker discovery. Unfortunately, there are also other 
features, other than the disease status, that could be associated. 
 
Using urine instead of breath is not a novel idea (Perbellini et al., 2003; Matsumura et 
al., 2010). It is an area of increased research and has shown promising results. Lung 
cancer can be detected using breath volatiles (Kischkel et al., 2010), but problems can 
arise when collecting samples which stops animal trials. (Matsumura et al., 2010) 
showed that urine is an alternative sample using mice trials. Cancers could be 
detected in mice using GC-MS. Collecting urine is easier than breath but possibly not 
easier than serum, however, the increased LOO accuracies suggest that it is an area 
for more investigation. 
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With the Mycobacterium paratuberculosis samples, the positive and negative samples 
came from different farms. There are, therefore, a large number of factors that could 
be contributing to the differences caused by completely different environmental 
conditions. It is generally not good practice to have datasets that have this restriction 
and a range of sources for both the disease group and control group would have been 
better. 
 
With the bovine TB (Mycobacterium bovis) samples, there is no such environmental 
change. All the animals were kept in controlled conditions and fed the same foods. 
But it was a time based trial and so there is four weeks of difference between the first 
set of pre-infection samples and the final set of post-infection samples. The samples 
could be exhibiting natural changes in body chemistry instead of effects of the disease 
in question. Also, the PLSDA results were found to be linked to ethanol which was 
discounted in the badger field study discussed in chapter 3. It was suggested that 
ethanol levels were too heavily linked with diet to be used as a marker. As this was a 
clinical trial the animals‟ diet would have been the same so the detection protocol 
developed might not be transferable to field animals. 
 
This chapter has highlighted the need for a well designed trial that takes into account 
the final analysis procedures. Problems should not arise such as the one for the 
Mycobacterium paratuberculosis samples where all the negative samples were from 
one farm and the positives from two other farms. Any conclusions formed from this 
dataset could be attributed to environmental factors other than the disease status itself. 
These issues should be taken into account when planning any future studies. 
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6. Discussion and Conclusions 
Until now, analysis of data from SIFT-MS has generally been performed by hand by 
an expert. In this thesis it has been shown that this is not the only way to analyse the 
results of SIFT-MS analysis, and that superior results can be obtained via other 
methods for certain applications. The aim of this chapter is to summarise these results 
and make recommendations to anyone with an interest in taking the work further or 
utilising the procedures for their own research. 
 
6.1. Summary of Work Conducted 
In Chapter 2, a proof of concept trial showed that multivariate analysis procedures 
are, in ideal conditions, suited to help in the analysis of SIFT-MS full spectra scan 
data. Two different mixtures were analysed using the SIFT-MS machines. They were 
created from VOCs that have been previously found during SIFT-MS headspace 
analysis of biological samples (Smith and Spanel, 2005; Turner et al., 2006a; Turner 
et al., 2006b; Turner et al., 2006c). Using PCA analysis and investigating both the 
scores and loadings plots showed that not only were the multivariate techniques able 
to identify the m/z ratios that contribute to significant differences between the two 
mixtures, the m/z ratios were themselves linked to the VOCs that were combined in 
the creation of the mixtures. This is the first suggestion that SIFT-MS analysis and 
multivariate techniques are suited to biomarker discovery. 
 
The multivariate process was extended by the use of the supervised analysis 
procedure PLSDA. This produced a classification model that could with 100% 
accuracy detect which of the two mixtures any unknown sample belonged to. This 
trial was only a proof of concept but it suggested that multivariate techniques and 
SIFT-MS could be used as a possible rapid disease detection method. 
 
In Chapter 3, the knowledge obtained from the proof of concept trial was refined 
during application of the method to a group of real biological samples. The samples 
in question were 245 serum samples collected from wild badgers in a study to 
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investigate bovine TB (Mycobacterium bovis) infection within their population. PCA 
analysis identified m/z 18 (ammonia) as a possible marker for infection. Further 
investigation would be required to investigate the causes of this increase in ammonia 
to confirm the link to TB infection status. PLSDA produced models that were able to 
classify TB status with an accuracy of 67% ± 6% using 90% of the samples to build 
the PLSDA model and 10% to validate the model. The process was bootstrapped 
10,000 times to give accurate results and to remove the possibility that chance was 
impacting the final result a null hypothesis model was built and this had an accuracy 
of 46% ± 6%. 
 
The number of samples required to build PLSDA models was investigated by 
comparing the LOO accuracies of models built using only a fraction of the available 
samples. 120 samples were required to build a model that was stable i.e. with fewer 
samples than this threshold models were built with similar accuracy but the 
bootstrapping showed increased variance between the accuracy levels. Increasing the 
number of samples above 120 increased the accuracy recorded by the LOO validation 
of the model built until approximately 220 samples were being included to build the 
models. After this point, the model accuracy did not increase further with the addition 
of samples. 
 
Chapter 4 built on the biomarker discovery ideas devolved in chapter 2 and 
investigated in chapter 3. Five diseases were studied from a range of sources 
including field studies similar to the bovine TB in badgers and also clinical trial 
samples where the animals are kept in controlled environments and have large doses 
of the pathogen associated with the disease being investigated introduced. 
 
The best classification results came from the bovine TB serum samples taken as part 
of an immunisation trial, achieving an 85% LOO accuracy (86% true negative and 
84% true positive) and also suggested that methanol was a possible marker. The 
Mycobacterium paratuberculosis dataset performs second best producing a LOO 
accuracy of 72%. The Mannheimia haemolytica dataset didn‟t produce models that 
performed as well as expected (LOO accuracy of 69% for a clinical trial where 
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fatalities occurred). This is most likely linked to a difficulty in creating a 
classification vector. There were not clear positive and negative samples as this was a 
disease progression trial. This was not a failing of the trial however, as a number of 
m/z ratios (including 65 and 83) showed a marked increase during the middle of the 
trial when the disease would have been most severe. These are possible markers that 
require further investigation. 
 
The brucella dataset produced a model with a LOO accuracy of 66% and failed to 
identify any possible markers. The results are likely to be poor as this dataset contains 
samples from the least controlled demographic (Europe wide) and they were collected 
over the largest time frame. 
 
Finally, the Mycoplasma bovis dataset failed to produce a model and also failed to 
identify any markers. This was in part expected, due to the failings of the clinical 
trial, but confirmed that the method is unlikely to find possible markers if none are to 
be found. 
 
Finally, two of the above diseases were investigated again but using data collected 
from urine samples instead of serum. LOO accuracies of 88% for the Mycobacterium 
paratuberculosis and 90% for the bovine TB were achieved. The cattle urine samples 
have higher levels and a higher number of volatiles when compared with their serum 
counterparts. Whilst this may be in part due to the change in analysis machine from 
the mk.2 to the mk.3, with the Mycobacterium paratuberculosis dataset both serum 
and urine bovine TB sample sets were recorded using the mk.3 SIFT-MS machine. 
Also, the higher LOO accuracies suggest that urine is a better sample for 
discrimination. However, as both the datasets contained very few samples (29 
samples in the Mycobacterium paratuberculosis dataset and 19 samples in the bovine 
TB dataset), neither of the model accuracies were properly validated. 
 
SVMs have not been used as the number of variables involved is limited. A 
maximum of 600 variables are possible however, after initial investigations with the 
mk.2 SIFT-MS machine the number of actual variables is closer to 100. When we 
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start looking for distinct variables we are left with approximately 20, as many 
variables are linked either across the three precursor channels or are simply with the 
addition of water. However, if a significantly larger dataset was created using urine 
samples recorded on the mk.3 SIFT-MS the increase in the number of variables by 
the two changes would be an ideal chance to test the accuracy of SVMs compared to 
PLSDA. 
 
Data recorded using the newer mk.3 SIFT-MS machine appears to produce much 
higher LOO accuracies than that of the older mk.2 SIFT-MS machine. None of the 
results are directly comparable between the machines other than the simple two 
mixture proof of concept trial detailed in chapter 2. Since the accuracies for both 
machines were 100% in this trial there is little to be gained by comparing the results. 
 
6.2. Proposed methodology 
Combining the knowledge gained from all the investigations in this thesis an analysis 
procedure for SIFT-MS data from veterinary diagnostic samples can be formulated. 
Based on the results of these investigations it is recommended that the following 
generic analysis procedure has been formulated. 
 
i. The proprietary software supplied with the machines needs to be used to 
export the data into a “database” format. This produces a table with a single 
row for every spectra recorded. The easiest method of manipulation is to use a 
spreadsheet program to combine the three spectra into one row vector and 
remove repeating SIFT-MS machine settings and adding a column contain the 
discrimination factors (these are usually sent in Excel files). Data is then 
imported into Matlab either via “xlsread” or “csvread”. Before analysis the 
m/z ratios associated with the precursors (Table 2.2) need to be removed. 
ii. For simple spectrum plots a log scale is advisable. 
iii. For comparison of peak high for the sample m/z but different samples the log 
scale is not required. 
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iv. The data should then be treated with a mean centre algorithm (Eq. 2) in 
preparation for multivariate analysis. 
v. PCA analysis should begin with analysis of just the H3O
+
 precursor data. PCA 
analysis works with all three precursors combined but to effectively and easily 
analyse the loading values to search for markers it is much easier with just the 
H3O
+
 precursor data. 
vi. PLSDA LOO analysis should then be performed to investigate the 
possibilities of disease discrimination and classification. 
vii. If PLSDA LOO gives good results and there are enough samples (greater than 
100) and investigation into the numbers of samples required to build a model 
should be investigated by modifying the number of samples used in the LOO 
PLSDA optimisation. 
viii. PLSDA can then be validated by separating into model and test sets 
(randomly selected samples to allow for bootstrapping) and accuracies 
achieved. 
ix. Finally, the null hypothesis (classification is due to chance) needs to be 
rejected using a randomised classification vector and rebuilding of the PLSDA 
models using the same training testing ratios. 
 
6.3. Overall Conclusions 
The aims and objectives outlined in chapter 1 have all been achieved in the course of 
this work. Specifically: 
 Multivariate methods including unsupervised (PCA) and supervised (PLSDA) 
techniques have been evaluated and shown to be an effective tool to help with 
biomarker discovery and they also show the possibly of predictive modelling 
for disease discrimination. 
 A range of applicable scaling techniques were trialled and the mean centre 
algorithm was found to be the most generally effective method with the 
biological dataset being used with both the mk.2 and mk.3 SIFT-MS 
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machines. The m/z ratios associated with the precursors always need to be 
removed and other m/z ratios might need removing depending on data source. 
 The methodology was applicable to the analysis of badger serum samples and 
identified ammonia as a possible marker. The technique is not yet advanced 
enough to be a competitive disease detection tool, however an accuracy of 
67%±6% is better than random chance and also has the possibility for near 
real time detection once an accurate model has been developed. 
 The results for cattle serum were similar to that of the badger serum, however, 
the clinical trial data produced much higher LOO accuracies. PCA analysis 
also showed possible markers that appeared to follow the expected disease 
progression. 
 The methodology also performed excellently when applied to cattle urine 
samples.  
 A general methodology has been outlined. This is a general procedure and 
other steps can be added removed. Different analysis tools could be used (for 
example SVM instead of PLSDA). Also, pre-treatment using mean centring 
works in this instance but another method might be applicable in other 
circumstances depending on the data source and the differences expected 
between sample groups. 
 The findings have been discussed in each chapter. Some overall discussions 
between the different sample types and comparisons of samples type have 
been made. 
 
6.4. Discussion of the performance in context of other detection methods 
TB discrimination of 67% was achieved with serum samples collected from wild 
badgers, 85% from serum samples collected from a clinical trial and 90% from urine 
samples from the same trial. Whilst these methods are not as good as the 
experimental gamma interferon method, which had a 93.6% specificity and 80.9% 
sensitivity (Dalley et al., 2008), they are an improvement over the doped detection 
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that proved the concept of using volatile to detect TB using electronic nose (Fend et 
al., 2005). 
 
Comparing the other diseases is a little more difficult, both Mannhemia haemolytica 
and Mycoplasma bovis do not have comparable techniques (Ackermann and Brogden, 
2000; Nicholas and Ayling, 2003). The main problem is that they are part of a group 
of diseases that have similar physical symptoms and hence determining the cause is 
usually done with a genetic analysis to determine the exact strain (Snowder et al., 
2006; Angen et al., 2009). However, the technique did uncover some volatiles that 
could be associated with the diseases. 
 
Brucella has highly determined accuracies (Cutler et al., 2005). Indeed, multiple tests 
with accuracies in the high 90% range are usually combined (England et al., 2004). 
The problem is more one of improving this accuracy to minimise the cost of the few 
cases that are detected each year in import animals. It appears unlikely that SIFT-MS 
and multivariate techniques could replace the current tests for this disease. 
 
Looking at the SIFT-MS technique of measuring and detecting volatiles and 
comparing it with similar technologies and methodologies, SIFT-MS is arguably 
better than electronic nose technology. There are many examples of electronic nose 
sensor problems in the literature (Vito et al., 2008; Knobloch et al., 2009c). Indeed 
many electronic nose technologies and sensor arrays are developed specifically to 
target the expected volatiles (D'Amico et al., 1998; Ciosek et al., 2006; Lebrun et al., 
2008). Other examples used a short measuring time (i.e. the samples were recorded in 
the same day) which avoids some of the problems of sensor drift (Ali et al., 2003; 
Aleixandre et al., 2004). 
 
The other comparable technology is GCMS. This is a well used and stable method for 
volatile detection. Headspace analysis is less common than sampling of other sample 
types (e.g. direct liquid sampling) but methods have been developed which are stable 
and accurate (Grote and Pawliszyn, 1997; Pasikanti et al., 2008). Indeed, GCMS is 
used as a validation tool for some of the results published using electronic noses that 
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have been developed to detect certain volatile features (Berna et al., 2008; Lebrun et 
al., 2008). One of the big downsides of GCMS is the length of time it takes from the 
point where the headspace is available for sampling to the final data being recorded. 
The sample preparation for headspace generally involves adsorption onto a tube, then 
desorption through the GCMS with a high definition sampling run (Grote and 
Pawliszyn, 1997; Harper, 2000; Pasikanti et al., 2008). Then there is the decision to 
make whether the sample is doped to allow quantitative measuring (Birkemeyer et al., 
2005) or whether alternative methods are used to get quantifiable results (Wang et al., 
2003). The sampling process is measured in tens of minutes and can take up to 3 
hours. This is one of the reasons why electronic nose technologies are favoured over 
the more stable GCMS analysis. SIFT-MS sampling times (even for the most detailed 
analysis) do not take more than 15 minutes. This can be further realised as SIFT-MS 
monitoring of a few select m/z can perform real time analysis with sufficient accuracy 
to detect distinct differences between mouth, airway and lung breath samples (Smith 
et al., 2008). 
 
The other problems come when analysing the data produced. Conducting polymer 
and MOSFET electronic noses can consist of a dozen or so sensors with five or more 
responses characteristics per sensor (Dickinson et al., 1998; Gopel et al., 1998; Walt 
et al., 1998; Eklov et al., 1999; Jurs et al., 2000; Gutierrez-Osuna, 2002; Pardo and 
Sberveglieri, 2002; James et al., 2005). The data analysis methods have been 
developed to make the best possible use of the data. GCMS hold more challenging 
data requirements. They continuously record similar mass spectra to the SIFT-MS 
(m/z ratios verse counts) but the time since the injection is also important (retention 
time). Most of the pattern detection methods use snapshot analysis. For example, 
PCA is considered an image compression technique (Otto, 1999a). GCMS data, 
because of the time element, is more comparable to a video. SIFT-MS is more 
comparable with the data analysis requirement of electronic nose. 
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6.5. Further Work & Recommendations 
Most of the analysis in this thesis was performed on data collected from experiments 
that were not designed to study the possibilities of multivariate analysis using SIFT-
MS data. A second large dataset of clearly defined samples (positive verses 
negatives) would be a good second validation for the bootstrapping procedures used 
in chapter 3 on the bovine TB in badger serum and is an ideal first step for any future 
work. 
 
When designing experiments for SIFT-MS multivariate analysis, large datasets are a 
must; 200 samples with roughly equal numbers of positive and negatives are needed 
for through investigations using PLSDA validations and bootstrapping of the models. 
A single treatment method for the animals will remove the problems seen with a 
discriminating feature for the badger set. Samples from all animals must be taken 
using the same methods including the same anaesthetics. 
 
Wild field samples are always going to have a large variance associated with them as 
there is no control on age, diet or environmental conditions. Metadata can be 
collected but is only useful for reducing the dataset size (removal of samples that 
have an adverse uncontrollable feature set for instance). The only way around this 
problem is to ensure that enough samples are collected so the sub-setting of the 
dataset does not reduce the number of samples below the threshold to produce a 
model that can be validated. Clinical trial samples do not have the problem of this 
large variation. Diet, age and environmental conditions are usually controlled. 
Unfortunately, these datasets are usually much smaller. Repeatedly sampling one 
animal does not solve this problem, it just creates more data that will be eventually 
cut down. One solution is to collect data from a range of clinical trials. As long as 
there are enough trials so that if one or two have considerably different features that 
the samples obtained from them can be removed modelling a validation might be 
possible. 
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It is also important that clinical trials have a clear uninfected control group. Some 
clinical trial (especially drug trials) have a control group that are given a placebo 
immunisation or treatment and hence all samples have the possibility of infection. For 
modelling, you need either positive or negatives. Positive verses positive but 
hopefully immune do not allow for model building. 
 
Also, extending the number of multivariate techniques used would be advantageous. 
In this thesis a single unsupervised method and a single supervised method have been 
used to prove the concept and show that it is possible to analyse SIFT-MS data using 
multivariate techniques. SVMs would be a useful first step as a comparison to 
PLSDA. Equally cluster analysis on the PCA results would be informative next step 
for the unsupervised modelling. The data for the SVM trial will ideally be collected 
from samples containing a high number of VOCs (urine possibly) and recorded using 
the newer (mk.3) SIFT-MS machine. 
 
It would be intriguing to investigate the ability to discriminate between different 
diseases which would indicate the possibility that the SIFT-MS machine could 
become a generic analysis tool. It would also suggest if the SIFT-MS and multivariate 
analysis is detecting general animal health or the specific diseases in question. This 
however would require a much larger dataset. The estimated number of samples 
required from the badger TB dataset was 200 for a single disease so multiplying this 
by the number of diseases to be investigated would be a good starting point. 
 
Finally, the main body of samples investigated in this thesis are serum samples. These 
are probably not the most ideal samples for this type of investigation even though 
they are one of the easiest to capture and store. Urine samples showed more 
promising results, have similar storage requirements to serum samples and only a 
slightly more “tricky” collection process. There they would be ideal for further 
investigations. With human patients, breath samples are easily taken and non-invasive 
so despite the transient VOC levels seen during the collection process are still better 
than serum samples, unfortunately, breath samples from animals are almost 
impossible to collect. 
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The currently accepted “gold standard” tuberculosis (TB) detection method 
for veterinary applications is culturing from a tissue sample post mortem. The 
test is accurate but growing Mycobacterium bovis is difficult and the process 
can take up to 12 weeks to return a diagnosis. In this paper we evaluate a 
much faster screening approach based on serum headspace analysis using 
selected ion flow tube mass spectrometry (SIFT-MS). SIFT-MS is a rapid, 
quantitative gas analysis technique, with sample analysis times of as little as 
a few seconds. Headspace from above serum samples from wild badgers, 
captured as part of a randomised trial, was analysed. Multivariate 
classification algorithms were then employed to extract a simple TB 
diagnosis from the complex multivariate response provided by the SIFT-MS 
instrument. This is the first time that such multivariate analysis has been 
applied to SIFT-MS data. An accuracy of TB discrimination of approximately 
88% true positive was achieved which shows promise, but the corresponding 
false positive rate of 38% indicates that there is more work to do before this 
approach could replace the culture test. Recommendations for future work 
that could increase the performance are therefore proposed 
1 Introduction 
As well as being a major health problem in the human population(Onyebujoh and Rook, 2004), tuberculosis 
(TB) is also a problem in agriculture, as highlighted by the media in the UK with the publication of the 
Krebs report (1997)(Krebs, 1997) and the Independent Scientific Group (ISG) on Cattle TB report 
(2007)(Bourne, 2007). The bovine TB situation is exacerbated in the UK and Ireland by a reservoir of 
Mycobacterium bovis infection in badgers (Meles meles). One of the problems identified is the need for a 
rapid detection method to decrease the time between test and treatment in  humans and to decrease the time 
cattle are quarantined waiting for diagnosis. The ISG was commissioned by the UK government to look into 
the impact of badger culling on the prevalence and transmission of tuberculosis in cattle. As part of this, a 
large number of samples were collected from culled badgers, providing the basis for evaluating the novel 
diagnostic method described in this paper. 
Historically (and long since abandoned as a diagnostic technique), tuberculosis was known for a 
characteristic smell on the breath of the infected. This smell must be associated either with the production of 
specific “marker” volatiles by the bacteria or an increase in the levels of particular volatiles produced by the 
host in response to the infection. This has led researchers to investigate the use of gas analysis techniques 
for rapid TB detection. 
1.1 Choice of sample 
TB is generally found in the lungs of the host be it human or animal and therefore the “gold standard” 
technique for detection of the disease is a culture test from lung tissues obtained post mortem(Rua-
Domenech et al., 2006). Sputum or tracheal aspirate samples from infected individuals can contain high 
levels of the bacteria but only when the host respiratory tract is infected and are either difficult or 
impossible to obtain from animals, and from children. As volatile organic compounds (VOCs) are known to 
be emitted in breath this would be the next biologically preferred sample, but the samples are difficult to 
obtain, store and transport safely. As the lungs provide a large interface between the body and the 
atmosphere, many VOCs found in breath can also be found in blood serum samples(Phillips, 1997). Such 
samples are relatively easy to obtain, store and distribute safely and hence are the sample of choice for this 
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study.  In addition, previous work has shown that electronic nose technology has been able to discriminate 
between the serum of cattle infected with M. bovis and uninfected control animals(Fend et al., 2005). 
1.2 SIFT-MS 
SIFT-MS was originally developed to study ion neutral reactions at thermal interaction energies  before 
being adapted to perform volatile gas analysis(Smith and Adams, 1987). More recently it was further 
developed for life science applications(Smith and Spanel, 2005). The technique relies on trace gases reacting 
with precursor ions (H3O
+, NO+ and O2
+) generated in a microwave discharge through moist air. The 
precursor ions are selected using a quadrupole mass filter and then injected into a helium ca rrier gas which 
then passes down a flow tube. The sample of headspace gas to be analysed is introduced into the flow tube 
by means of a heated capillary at a known flow rate, and the trace gas components rapidly react with the 
precursor ions to generate product ions. These are then detected downstream. The SIFT-MS instrument may 
be operated in one of two modes: the first is the full scan mode where full spectra are obtained over a range 
of values of  
 
Figure 1 A table of the spectra using all three precursor ions (H3O+, NO+ and O2+) for the headspace above two serum samples 
(one from a badger later classified as tuberculosis negative, and one from a badger classified as tuberculosis positive using the 
culture test). The m/z values linked to the precursors have been zeroed (see text for explanation) 
 
mass to charge ratio (m/z) – this is the mode used in this study. The alternative, which is good for 
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quantitative analysis of individual compounds may be carried out by rapidly switching the detector between 
preselected ions; the ratio of product ions to precursor ions enables the quantification of the analyte of 
interest(Smith and Spanel, 2005). The concentration of compounds may be readily determined through these 
data and knowledge of the reaction rate co-efficient between precursor and product ion. However, due to the 
relatively small user community, public databases of these reaction coefficients of specific VOCs are only 
available for a small number of compounds compared to the database of more than 200,000 GC-MS 
signatures contained in the NIST database (www.nist.gov). Therefore, alternative data analysis approaches 
are required. Some of the benefits of SIFT-MS over GC-MS are rapid analysis time, lower mass range and 
the relative simplicity of the spectrum returned. However, complex biological samples still yield highly 
multivariate responses which are difficult to analyse without computational assistance.  
Previous studies involving SIFT-MS analysis of human or animal samples utilised prior knowledge about 
the spectra and compounds present(Turner et al., 2006a). Usually, markers are known and the effects of a 
trial are determined by the change in a small number of selected m/z peaks. The problem investigating 
diseases using volatile analysis are well known and two fold. Firstly, biological samples contain hundreds of 
volatiles that are naturally occurring and have a naturally high variance. Finding the two or three reliable 
markers can be difficult and require much manual work. Secondly, it is not guaranteed that these markers 
exist. The characteristic smell of the disease may be from the combination of ten or more individual 
compounds, each with an associated m/z peak, each of which, as a single entity, is not suitable as a marker. 
Indeed, they may all be present naturally, but in different relative concentrations. 
Chemometrics techniques such as principal components analysis (PCA) and Partial Least Squares 
Discriminant Analysis (PLSDA(Barker and Rayens, 2003)) have been applied in similar situations to data 
from other sources such as electronic nose(Scott et al., 2006) and GC-MS(Jonsson et al., 2006). These are 
the approaches applied here. 
2 Methodology 
2.1 Sample collection and measurement 
The samples were all collected from the Defra funded Randomised Badger Culling Trial managed by the 
ISG on Cattle TB(Bourne, 2007). Wild badgers from different regions across the UK, where TB has been 
repeatedly found in cattle, were cage trapped. The serum samples for this study were obtained from a subset 
of these badgers during trapping operations ending in 2005 that were first anaesthetised, then blood samples 
taken before the animals were killed by lethal injection. Samples from an extensive range of tissues were 
removed post-mortem and plated for diagnosis of Mycobacterium bovis infection status. These blood 
samples have previously been used to evaluate the potential for gamma interferon as a diagnostic tool for TB 
in badgers(Dalley et al., 2008). Individual blood samples were processed to produce sera and frozen for 
analysis at a later date.  
The 245 sera samples from the above trial were shipped to Cranfield University where they were thawed. 
700 μL of sample was pipetted into a sample bag made from Nalophan NA tubing (Kalle, UK) with diameter 
65mm and length 31cm. 700 mL of zero grade (hydrocarbon free) air (BOC) was added and the sample bags 
incubated at 40°C. Two thirds (467ml) of headspace was used for other studies and the remaining third 
(233mL) analysed using SIFT-MS.  Because the serum samples are aqueous, and incubated at 40OC, the 
water vapour pressure was inherently high (about 7% water).   
The SIFT-MS analysis was performed using 10 s scans per precursor which were repeated ten times across 
the three precursor ions (total analysis time of five minutes). Full scan mode was employed, over a mass to 
charge ratio of 10-109 (the limit of the SIFT-MS instrument used in this study at that time). The SIFT-MS 
instrument used was a Mk2 model from PDZ Europa (UK). The sample was incubated at 40°C for 10 
minutes prior to and during connection to the SIFT-MS inlet capillary. 
Once all the spectra were recorded and saved the raw data were imported into a standard spreadsheet format 
for analysis. 
2.2 Data preparation and pre-processing 
As the precursors are carrier ions added to the sample, they need to be removed from the dataset as they are 
clearly unrelated to the infection status of the sample. This is performed by zeroing the count for that 
precursor‟s ions across all samples. The ions removed are: m/z of 19, 20, 21, 30, 32, 37, 38, 39, 55, 56, 57, 
73, 74, 75, 91. These ions comprise the 19 precursor plus isotopologues at m/z 20 and 21, plus water clusters  
(due to the aqueous nature of biological samples) and their isotopologues at 37, 38 and 39; 55, 56, 57; 74, 75 
and 76 and 91. Very small amounts of 30 and 32 (NO+ and O2
+) are also present in the H3O
+ spectrum, so 
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are also excluded. Based on similar reasoning, 19, 30, 32, 37, 48, 50, 55, 57, 66, 73, 91, are removed from 
the NO+ precursor channel and 19, 30, 32, 33, 34, 37, 50, 55, 56, 57, 73, from the O 2
+ channel. After 
removal of these precursors, univariate analysis is possible by investigating the spectra by hand. Figure 1 
shows three spectra (one for each precursor) from the analysis of a serum sample from a wild badger 
classified as infected by the culture test and three spectra from the analysis of serum from an animal 
classified as uninfected by the culture test. 
After removal of the peaks caused by the precursors, the three spectra from each sample are concatenated 
into a single vector of length 300 and all the samples combined into a matrix, X. Hence, vector positions 1-
100 correspond to the H3O
+ spectra from 10 m/z to 109 m/z, vector positions 101-200 correspond to the NO+ 
spectra from 10 m/z to 109 m/z and the last 100 vector positions correspond to the O 2
+ spectra from 10 m/z 
to 109 m/z. This dataset is then used for all subsequent multivariate analysis.  
The dataset contained 194 samples that were culture negative and 51 samples that were culture positive (245 
samples in total). It should be noted that although culture is a highly respected diagnostic tool, it is not 
100% accurate(Dalley et al., 2008) and a small number of the negative tuberculosis classified badgers may 
have had an undiagnosed low level infection. 
Heatmaps (plotting the intensities of each element of the matrix as a colour)  were then used to verify that the 
data has been correctly imported and combined. The effect of data scaling was also investigated, with the 
methods considered being mean centring (Equation 1), auto scaling (Equation 2) and taking logs (Equation 
3).  
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2.3 Data Analysis 
Having pre-processed and checked the data, the first analysis method employed was PCA. This is a common 
data exploration method(Otto, 1999b) which extracts and displays the characteristics that caused the greatest 
variance in the dataset. It breaks the data into Eigenvectors and Eigenvalues. The two matrices are then re -
arranged and become scores - which indicate the relationships between the samples - and loadings, which 
reveal how much each measured variable contributes to the scores. The components required are selected 
and the remaining information ends up as a discarded error matrix. The scores matrix contains dimensions of 
decreasing variance content that can be plotted against each other to produce the figures.  
Next, PLSDA(Barker and Rayens, 2003) was used to build classification models using the tuberculosis 
status of the samples. PLSDA is a supervised method, so information about the parameter of interest  (in this 
case TB infection status) is required to train the algorithm to determine which parts of the acquired spectra 
capture the maximum difference between the class states. PLSDA first separates the data into two groups, 
one with negatives (or class 1) and the other with positives (class 2). It then continues in a similar fashion to 
PCA, in that Eigenvectors and Eigenvalues are obtained. However, with PLSDA the difference between the 
variance of the two groups (the co-variance), is maximised. Theoretically, the information returned should 
contain any information that could be caused by the property under investigation.  
It is known that PLSDA models can over estimate the accuracy of classification if not properly 
validated(Westerhuis et al., 2008). Indeed, given sufficient data, any training algorithm should be able to 
correctly classify all the samples used to build the model. To cope with this problem, the model was 
optimised using a Leave One Out (LOO) method. In this method, a sample is classified against a model built 
using the rest of the samples. This process is then repeated with each sample until all the samples have been 
classified. Information about the number of true positive and true negative identifications was also 
extracted.  
An important question in studies of this type is how many samples are required to build  a classification 
model of suitable diagnostic power(Brereton, 2006). This is important to minimise both the number of 
samples collected and the number of analyses required. To answer this question, a random select ion of 50 
samples were selected and leave one out cross validation performed. The number of correctly classified 
samples was extracted and stored. The sample size was then increased by one (and randomly re -sampled) 
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and the process repeated until all but one sample had been included. The whole process was then 
bootstrapped (repeated ensuring different sets of random samples were used) 50 times to achieve a statistical 
distribution at each point.  
3 Results and Disscussion 
The raw spectra for any single positive sample and any single negative sample show a large number of 
similarities and a large number of differences. Comparing two positive or two negative spectra also shows a 
number of similarities and differences. The problem is therefore to track down reli able diagnostic 
differences between the groups of spectra. Clearly, separating any differences between the 194 negative 
spectra and the 51 positive spectra without using multivariate techniques would be both time consuming and 
subject to  
 
Figure 2 The PCA scores plot does not appear to show any discrimination between TB (×) and control samples (.). Investigating 
the loadings shows that the information on the plot relates to the concentrations of m/z 77 and m/z 83 which are likely to be 
caused by acetone (PC1 positive direction) and ethanol (PC2 positive direction) respectively. This information is unlikely to be 
related to TB but another influence such as diet 
 
Figure 3 Partial Least Squares Discriminant Analysis (PLSDA) model (dotted line) and leave one out optimisation curves, 
correctly classified (line), true positives (dashed line) and true negatives (dash-dot line) for the first 25 latent variables (LV‟s) 
included. The accuracy of the PLSDA models (dotted line) shows the number of samples correctly classfied as a percentage. It is 
well known that this over estimates the accuracy of the model and therefore the leave one out results are more informative. The 
total percentage of samples correctly classified by the leave one out algorithm is then broken down into the percentage of true 
positives and true negatives. The optimal number of latent variables is five and this returns an accuracy (as estimated by LOO) 
of 67%, with 88% true positive and 62% true negative 
potential error.  
The PCA scores plot derived from the experimental data is shown in Figure 2. Although the figure does not 
show any discrimination between infected and uninfected, there does appear to be some structure. Analysis 
of the PCA loadings (the weight given to each m/z peak) shows that the structure seen is caused by acetone 
(PC1) and ethanol (PC2). The main ions implicated are 77 for acetone using H3O
+,  m/z 77 is the ion 
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resulting from acetone.H+.H2O i.e. one water cluster, which arises because of the high water vapour pressure 
in the samples.  The water cluster of the isomer, propanal, will also produce ions at the same m/z, however, 
other work with GC- 
 
Figure 4 The mean and standard deviation of Partial Least Square Discriminant Analysis (PLSDA) leave one out (LOO) 
corrected classified results over a range of dataset sample sizes using 64 bootstraps. Error bars indicate one standard deviation, 
capturing 66% of the models produced. 
MS (data not shown) indicates that it is likely to be largely, if not exclusively, due to acetone. m/z 88 was 
also found with NO+, indicating acetone.  Similarly, m/z 83 is the main ion generated for ethanol, which 
corresponds to ethanol.H+.2H2O, also using H2O
+. These two compounds are associated with diet - ethanol 
is a natural product of decay in anaerobic conditions and acetone is a naturally occurring systemic 
compound that varies widely in concentration, depending on diet, blood sugar and individual 
metabolism(Turner et al., 2006a). This implies that the natural difference between the animals is larger than 
the difference caused by TB. This doesn‟t mean that there is not information in the data pertaining to TB, 
just that it does not cause the majority (65%) of the variance captured by the first two principal compon ents. 
However, investigating PCA components of lower variance did not reveal clear disease-related 
discrimination either.   
PLSDA has the potential to distinguish between samples that could not be separated using PCA because it 
maximises the co-variance between the acquired data and the sample classifications (control versus TB). 
This gives the possibility of distinguishing between samples. In Figure 3, an estimate of this ability has been 
produced (dotted line). More important is the result produced using the leave one out algorithm (solid line) 
in which models are built using all but one sample and then the sample is classified. The number of corr ectly 
classified positives (dashed line) and correctly classified negatives (dot-dashed line) is also shown as a 
percentage. The leave one out validation on the complete dataset shows that an overall accuracy of 67% can 
be achieved with 88% correctly classified positives and 62% correctly classified negatives using the 
currently available dataset. Analysing the loadings of the PLSDA analysis is more complicated than 
analysing the loadings of PCA. The discrimination seen is the result of seven latent variables and these all 
need to be analysed to find which m/z are the most likely to be responsible for the discrimination. 18, 36, 
54(ammonia), 51(methanol), 77, 95(acetone), 83(ethanol), 93(toluene from the anaesthetic), 95 on H 3O
+; 18, 
45(ethanol), 88(acetone), 92(toluene) 63 (unknown), on NO+; 17, 43, 45, 58(acetone), 75, 77, 92(toluene), 
109 (unknown) on O2
+ are the m/z that have a high impact on the discrimination. These compounds are 
responsible for a high proportion of the co-variance used during classification, yet the list is in no way 
complete. One implication is that the differences between the TB positive and TB negative samples may be 
subtle and not due to just one or two biomarkers.  
The relationship between the accuracy of the PLSDA LOO performance and the size of the training dataset 
is shown in Figure 4. It can be see that the maximum accuracy of the PLSDA has yet to be reached, although 
the average improvement in accuracy reduces as the number of samples increases, suggesting that provision 
of additional samples might not substantially improve diagnostic performance. It can also be seen that in this 
specific example a minimum number of samples required to produce a repeatable model is 150. Below this, 
the accuracy of the model (65%) is stable but the errors associated are very large and increase with fewer 
samples. It appears that using more than 250 samples is unlikely to substantially increase the accuracy of 
diagnosis. 
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4 Conclusions 
It has been shown that by linking SIFT-MS analysis with chemometrics techniques we have made some 
progress towards a new method of disease detection provided that the dataset sizes are large enough to 
enable training of statistical models. PLSDA accuracy estimated using a leave one out (LOO) algorithm was 
67%, with 88% true positives and 62% true negatives. A data set size of 150 to 250 samples was required for 
the samples under investigation. 
This work has demonstrated for the first time a way of analysing large SIFT-MS datasets without trying to 
analyse individual compounds in individual spectra.  Although the approach proposed is much faster than a 
traditional culture test, the accuracy achieved makes it unsuitable as a replacement for the culture test. The 
gamma interferon test is the most accurate test for TB in the live badger and achieved a 93.6% true negative 
and 80.9% true positive rate using the same subset of animals(Dalley et al., 2008). It is encouraging that the 
headspace analysis method detected even more badgers with culture-confirmed TB but at the expense of 
more apparent false positive results. However, the sensitivity of the gamma interferon test could also be 
increased by changing the test positive cut-off point if a higher false positive rate was accepted. It is 
believed that the overall accuracy achieved with the SIFT-MS method was limited due to the sample set 
being subject to large quantities of unknown variables. Factors such as sex, age, diet, location, general 
health of animal and anaesthetic injection would have all had an impact on the volatiles within the samples , 
although some of the samples classified as false positive may actually represent badgers with TB 
undiagnosed by culture. The anaesthetic (a cocktail of ketamine and medetomidine) in particular, appeared 
to lead to very high levels of toluene in the blood (seen as peaks at m/z 93 in H3O
+ spectrum and 92 in NO+ 
and O2
+ spectra). 
In terms of further work we recommend looking at a better controlled group of animals as this would 
introduce the possibility of looking for a group of markers specific to TB. Once these have been identified, 
it should be easier to remove from the data variance caused by factors other than tuberculosis. In addition, 
new developments in SIFT-MS instruments mean that better sensitivity and mass ranges are now available. 
Such an instrument would be able to analyse more compounds and thus would most likely enable better 
discrimination.  
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Abstract 
In past years, numerous electronic nose (e-nose) developments have been published 
describing analyses of solid-, liquid- or gaseous media in microbiological-, 
environmental-, agricultural- or medical applications. However, little has been 
reported about complex methodological pitfalls that might be associated with 
commercially available e-nose technology. In this paper, some of these pitfalls such 
as temperature, the use of filters and mass flow using different sampling methods 
(static- and dynamic sampling) are described for two generations of conducting 
polymer e-noses (ST114/214, CPs, both Scensive Tech. Ltd). A comparison with 
metal oxide semi-conducting field effect transistor/ metal oxide semiconductor 
(MOSFET/MOS) e-noses regarding stability across replicates and over time was 
made. Changes in temperature were found to give larger sensor responses, whereas 
the application of filters led to quantitative and qualitative changes in sensor 
responses due to a change in mass flow which was also affected by the sampling 
method. Static sampling provided more stable flows across replicates. Variation was 
investigated for CPs and MOSFET/MOS e-noses that gave different responses over 
time and across replicates. These methodological factors cause a lack of stability and 
reproducibility, demonstrating the pitfalls of e-nose technology and therefore limit 
their utility for discriminating between samples. 
Keywords: Electronic nose, temperature effect, headspace, filter, sampling method 
1. Introduction 
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For more than 20 years, so-called electronic noses (e-noses) have been widely applied 
for headspace- and trace gas analysis from solid-, liquid- and gaseous samples. 
During this time, different sensing methods have been developed but the e-nose 
principle remained the same [1-5]. Generally, e-noses consist of an odour delivery 
system, an array of sensors, a data acquisition- and a data analysis unit. In all types of 
e-nose, the sensor array exploits the conversion of changes in electrical-, thermal-, 
mass- or optical properties into an analysable signal [6]. As for human noses, sensors 
show an overlapping specificity and therefore provide a non-quantitative sensor 
response, a so-called fingerprint, rather than a specific qualitative or quantitative 
answer. The lack of specificity is due to the fact that sensors react with functional 
groups and structures of analytes rather than specifically with the molecule itself [7, 
8]. Sensor responses are then analysed using multivariate data analysis techniques in 
order to classify or discriminate a group of samples. But data analysis methods are 
complicated by the fact that there are multiple causes of variation –biological 
differences between samples or differences arising from the analysis itself 
(methodological variation). Methodological variation, including sensor drifts, may 
lead to unclear or contradictory results because the lack of repeatability or 
“disturbance” can be expressed as variation which may obscure biological variation. 
Hence the elimination of methodological variation is one of the biggest challenges 
associated with e-nose technology [9]. In this study, methodological influences 
associated with headspace analysis from liquids were investigated using two typical 
but different types of electronic nose systems; two portable conducting polymer 
sensor based e-noses (CPs) and two non-portable MOSFET/ MOS based e-noses. For 
each type, devices were compared. 
Temperature is the main influencing factor in generating and analysing headspace 
from liquids. As predicted by Henry‟s law, temperature affects the vaporisation of 
molecules. Even minor increases in temperature lead to a higher concentration of 
molecules in the gas phase. For the same reason, it also affects relative humidity. 
Variation of e-nose responses due to these parameters has been reported by various 
authors [10-13]. CP e-noses are particularly sensitive to humidity [14]. The electrical 
conductivity for CP e-noses is increased especially for electrophobic and nucleophilic 
substances [15]. Both monomer structure and inter-chain behaviour change [16] due 
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to water vapour adsorption on the sensor surface. Filters have been applied to prevent 
sensor surface damage due to moisture and, in case of infectious material, to prevent 
contamination [17, 18]. 
Memory effects were also reported for CPs, in particular with gaseous compounds 
which have a strong proton affinity. The interaction with monomers leads to a further 
sensitivity loss [19]. Unlike MOSFET/ MOS e-noses, conducting polymer-based e-
noses were also reported to be almost resistant to poisoning and to have a higher 
selectivity in comparison to semiconductors [10, 11]. Furthermore, the growth 
process for CP e-nose polymers is variable leading to different sensor arrays and 
responses [11, 20]. 
Regarding sampling methods, two different types can be distinguished: static and 
dynamic. The main difference between both methods is the constant pressure in the 
sampling apparatus for static sampling while pressure varies using dynamic sampling. 
Changes in pressure change the flow rate of molecules and therefore dynamic 
sampling may give more inconsistent results. Since dynamic sampling requires 
aerating the sample in order to compensate the pressure difference (e.g. lab air), 
sample dilution occurs leading to less sensitive analyses and temporal variability due 
to a nonequilibrium state (variation over replicates and runs) [12, 13, 21]. 
For MOSFET and MOS sensor-based e-noses, the effect of the temperature of the 
sensors and temperature of the samples analysed strongly influence the responses 
[22]. However, since sensors were strongly temperature and humidity controlled these 
parameters were not included in this study. MOSFET and MOS sensors were only 
considered in terms of repeatability over replicates and time. 
The purpose of this study was to examine methodological variation during sampling 
process which may influence sensor responses and therefore sample classification and 
discrimination. For two CP e-noses, the variability in sensor response due to changes 
in temperature, flow rates and experimental setups (usage of filters, different 
sampling techniques) was assessed. Furthermore, the repeatability of analyses 
(replicates, over time) was investigated for CP and MOS/MOSFET e-noses. E-noses 
of the same type were compared and variation during the sampling process was 
assessed using both types of e-nose. 
2. Materials and Methods 
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2.1 Apparatus 
Two types of e-nose were used: conducting polymer- (CP) and metal oxide semi-
conducting field effect transistor/ metal oxide semiconductor (MOSFET/MOS) e-
noses. 
The Bloodhound ST114 and the ST214 CP e-noses (both Scensive Tech. Ltd.) 
contained 14 conducting polymer sensors. The headspace is conveyed from the 
sampling container via a sampling port to the sensor array using an internal pump. 
The sensor array is not in a temperature and flow controlled environment. The time 
for adsorption and desorption during analyses was 20 seconds and seven replicates 
were analysed unless otherwise stated. The total time per replicate was 55 seconds. 
Two MOSFET/ MOS e-noses (both NST 3220 Lab Emission Analyser; Applied 
Sensors, Linköping, Sweden) were assessed. The NST lab emission analyser houses 
ten MOSFET sensors (FE101A- FE105A, and FE101B- FE105B), twelve MOS 
sensors (MO101, MO102, MO104, MO110- MO118) and a humidity sensor. The 
principle of sampling is different from that of the ST214 e-noses. Samples are 
analysed from 30mL vials sealed with a septum and a lid which are placed in a 
rotating carousel and which maintains a constant temperature (e.g. 25°C) for sample 
equilibration. A double needle penetrates the septum and pumps headspace to the 
sensor panel where reversible adsorption processes take place at 140°C (MOSFET) 
and 170°C (MOS). The second needle maintains atmospheric pressure in the vial. 
2.2 Sampling methods 
The effect of two types of sampling on the sensor response was investigated. 
Dynamic sampling: Using this method, a liquid sample (5 mL) was pipetted into a 30 
mL vial and directly connected to the e-nose sampling port. When the e-nose started 
sniffing the headspace, a pressure difference ( p ) was generated which was 
compensated for by an incoming air stream (e.g. lab air). 
Static sampling: An inflatable Nalophan bag (KALLE, UK) was attached via a 
polypropylene tube with a Swagelok fitting (Swagelok, England) to a Luer 
counterpart. 
The Luer fitting could be directly connected to the e-nose. An internal pump 
delivered the headspace to the sensor array and the bag gradually collapsed due to the 
volume reduction. Nalophan is available in sleeves of different diameters and its 
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length may be varied according to sample volume required. The material does not 
emit volatiles detectable by e-nose (data not shown). To compare different sampling 
methods, the ratio of the liquid sample volume and headspace air volume was 
calculated (VSAMPLE/ VHEADSPACE). 
2.3 Assessing the effect of temperature on e-nose response 
The Bloodhound ST214 e-nose used in this study lacks a temperature controlled 
environment. In order to demonstrate the effect of temperature on the e-nose, reverse 
osmosis water (ROW) and bovine serum were analysed at different temperatures. 0.5 
mL of serum and ROW were pipetted into small Nalophan bags with a volume of 0.7 
L to give the ratio of sample- to bag volume of 7E-04. The serum was obtained from 
one clinically healthy bovine animal (breed “Holstein”) held at the FLI (Friedrich 
Loeffler Institute, Jena, Germany). Both samples were incubated for 30 minutes and 
analysed at room temperature (21°C) and in a water bath (Type JB1, Grant 
Instruments, Ltd.) at 30°C and 40°C, respectively; ambient air was also analysed as a 
standard. 
2.4 Mass flow and filters 
Mass flows using different setups 
The Bloodhound ST214 and ST114 e-noses used in this study lack a flow controller 
for adjusting mass flow. Hence, flow stability and rates were monitored under 
different sampling configurations using a mass flow sensor (Honeywell, 
AMW3300V). First, a Luer fitting was attached to the e-nose sampling port and to the 
mass flow sensor followed by a 0.45 μm pore sized Sartorious Minisart filter which 
was attached to the bag or sampling container. The mass flow rates for all 
combinations and both CPs were measured. The bag volume for static sampling was 
0.7 L and the container volume for dynamic sampling was 30 mL. 1 mL of ROW or 5 
mL of ROW were pipetted into the bag and the container as a standard solution, 
respectively. Flow rates were measured during the adsorption phase, performed in 
duplicate and given as averaged values. Temperature was kept constant at 25°C. 
Mass flow stability for static sampling 
The mass flow over eight successive replicates was monitored using static sampling. 
The experimental setup (calibration and analysis using two ST214) was similar to that 
described above with an increase in bag volume to 0.8L while the volume of a 10ppm 
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2-butanol standard solution was kept constant at 1mL (ratio: 1.25E-3). Time for 
adsorption was increased to 30 seconds. 
Mass flows using different types of filter 
The impact of two different filters, a 0.45 μm pore sized Sartorious Minisart filter and 
a 0.20 μm Whatman Acrodisc LC13 filter on the analysis of a 2% (v/v) 2-butanol 
solution was investigated. The changes to signal intensity (quantitative changes) and 
signal pattern (qualitative changes) of a CP e-nose (ST214) were studied. For 
comparison, ROW was also analysed either with no filter or the 0.45 μm filter. Eight 
replicates per experimental setup were taken. The temperature was kept constant at 
25°C. 
Selected ion flow tube mass spectrometry (SIFT-MS) was also used to investigate 
quantitative and qualitative changes in samples after passage through a filter. SIFT-
MS is a real-time mass spectrometry method that provides quantitative data on 
compounds present. Full details are given in [23]. Duplicate sample bags containing 
0.5 mL of bovine serum and filled with 0.7 L hydrocarbon-free air were analysed 
with and without a 0.20μm PVDF filter (Whatman, Acrodisc LC13). The 
concentrations of key marker compounds such as water, acetone, methanol and 
ammonia were measured. 
2.5 E-nose comparison and characterisation 
Conducting polymer e-nose characterisation 
Variability of the two CPs from the same production batch (both ST214 e-noses 
manufactured under the same conditions within the same period of time) across four 
time points over a day was assessed using bovine serum sampled statically. Small 
bags (0.8 L) were used for each time point and device. The serum sample volume was 
0.9 mL which leads to a corresponding sample to headspace volume ratio of 1.2E-
3.The temperature was maintained at 25°C. After incubating each bag for 15 mins at 
25°C to establish an equilibrium, the bags were subsequently analysed (7 replicates) 
every two hours on four occasions beginning at 10:00 to assess the following factors: 
 Device (describing variance caused by the e-noses) 
 Time point (describing variance caused across time) 
 Size of bag (describing differences according to bag size) 
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 Replicates (describing differences due to repetitive sampling across one analysis) 
MOSFET/ MOS e-nose characterisation 
In order to characterise the MOSFET/MOS e-noses, the variation caused by different 
sample volumes and position around the carousel was investigated. Twelve vials 
containing six different sample volumes (50 μL, 100 μL, 150 μL 200 μL, 250 μL and 
500 μL) of bovine serum were sampled twice to test reproducibility. After 15 minutes 
equilibration samples were analysed randomly with an air flow of 60 mL per minute. 
The adsorption time was 30 seconds. 
The two MOS/MOSFET e-noses were also used to investigate differences between 
the devices and across time to compare characteristics with the CP e-noses. 200 μL of 
bovine serum was pipetted into six vials per time point (sample volume to vial 
volume ratio: 6.7E-3). Three vials were analysed randomly at four different time 
points starting at 10:30 in 2h intervals. The adsorption phase time was 30 seconds. 
Differences caused by devices, over time, and replicates were investigated. 
2.6 Statistical analysis 
In order to determine the influence of a parameter on the sensor response (divergence, 
maximum amplitude of signal in sample analysis) univariate data analysis techniques 
were used. Linear regression and multifactor ANOVA were performed using the 
statistical package SPSS (version 11.5, 2002). The level of significance for these 
analyses was P≤0.05 and the impact of each parameter on the result was given as t-
value. For e-nose comparison, Principle Component Analysis (PCA) was performed 
using Matlab on the raw datasets and on auto-scaled as well as mean-centred data. 
Auto-scaling scales all values of a column of the data matrix by its standard deviation 
which eliminates different ranges or magnitudes of data. Mean-centring eliminates 
constant offsets by subtracting the column mean from the single values. 
3. Results 
3.1 Influence of temperature 
Multifactor ANOVA and linear regression were performed on data obtained from the 
ST214 e-nose. The influence of temperature on signal traces of ROW and bovine 
serum was investigated. 
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Sensors 6 and 8 revealed significant differences between ROW and bovine serum 
(Figure 1). Serum samples led to more positive values in comparison to ROW; 
similar tendencies were observed for the other sensors but were not statistically 
significant. 
These sensors were also influenced by temperature, hence a combination of both 
factors affected the sensor signals. Sensors 10 and 11 were neither influenced by the 
substance nor by temperature. The remaining sensors were significantly influenced 
by temperature. An increase in temperature led to more negative values (negative t-
factor) so to a more negative change in divergence. Figure 1 illustrates the increase in 
signal intensity with increasing temperature. Ambient air data are also shown. 
[INSERT figure 1 about here] 
3.2 Mass flow and filters 
Mass flows using different setups 
The mass flow rates under different experimental conditions were 180 and 
200mL/min respectively when the Luer fitting, flow sensor and the bag fitting were 
attached to both e-noses (ST114, ST214). The flow rates for static sampling were 
98% (ST114) and 97% (ST214) of the original mass flows rates, while for dynamic 
sampling, rates decreased to 66% for both devices. For dynamic sampling, during the 
adsorption phase, mass flow varied due to the bubbling effect. The addition of the 
0.45μm filter led to a significant drop in flow to 65% and 68% for ST114 and ST214 
using static sampling and to 52% and 57% for dynamic sampling. 
Mass flow stability 
Changes in mass flow were observed testing different sampling methods and devices 
for both CP e-noses when analysing eight replicates of a 10ppm butanol solution 
(ANOVA, P≤0.05). Constant flow rates were found for replicates 2 to 5 for e-nose 1 
(set as 100%) and e-nose 2 but the second e-nose had a 17% higher flow rate. For 
replicates 1, a minor decrease in flow rates of 4% was found for both e-noses and 
approximately 72% of the headspace volume was analysed (573 mL e-nose 1 and 576 
mL for e-nose 2). Flow rates decreased significantly by 15 and 13%, respectively. 
The decrease in mass flow occurred with progressive collapse of the bag.  
Mass flows using different types of filter 
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Comparing divergences obtained analysing the 2-butanol solution with no filter, a 
0.45μm (Sartorious) and a 0.20μm filter (Whatman), significant differences were 
found for all sensors (ANOVA, P≤0.001, raw data not shown). The highest sensor 
responses, expressed as negative divergences, were seen when there was no filter 
(group 1, replicates 1 to 8). Attaching the 0.45 μm filter, the values became less 
negative (group 2, replicates 9 to 16); use of the 0.20 μm filter (group 3, replicates 17 
to 24) led to lowest changes (see figure 2). 
 [INSERT figure 2 about here] 
Qualitative changes in signal pattern with the use of filters were investigated by 
comparing the results of the 2-butanol solution with those obtained analysing ROW 
(figure 3). Using no filter, both solutions could be distinguished while no 
discrimination was found using the 0.45 μm filter. Furthermore, the biggest 
discrimination was found using the 0.20 μm filter and the unfiltered butanol solution. 
Principle Component 1, covering 99.67% of all variance, mainly represented changes 
due to filter application rather than differences between the solutions. 
[INSERT figure 3 about here] 
Quantitative data from SIFT-MS analyses of duplicate cattle serum headspace 
samples showed changes in some key marker compounds. The concentration of water 
measured changed from a mean of 5.15 % for unfiltered samples to a mean of 4.26% 
for filtered (0.20 μm Whatman filter) samples (reduction of 17%); ammonia from a 
mean of 771 parts-per-billion (ppb) for unfiltered and 547 ppb for filtered (reduction 
of 29%); methanol from a mean of 424 ppb for unfiltered and 962 ppb filtered 
(increase of 126%). Acetone remained unchanged, at a mean of 656 ppb unfiltered 
and 680 ppb unfiltered. Clearly, the addition of a filter changed the concentration of 
many volatile compounds. 
3.3 E-nose comparison and characterisation 
Conducting polymer e-nose characterisation 
Sensor responses from all four time points obtained from similar CPs of the same 
type and manufacturer were analysed in Matlab using PCA. Principal Components 1 
and 2 covered 99.10% of all variance. A clear discrimination between both e-noses 
was found using auto-scaled data. Without pre-treatment, data could not be 
interpreted. 
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The difference between the devices covered 84.03% of all variance, and 15.07% of all 
changes were due to changed divergences over time using static sampling (see figure 
4). 
[INSERT figure 4 about here] 
Considering PCA plots, time points 1 and 3 as well as 2 and 4 were grouped together 
for CP e-nose 1. Similar results were found for e-nose 2 however, responses of time 
point 4 were more scattered. 
SPSS analysis using linear regression and multifactor ANOVA (P≤0.05) showed that 
the device, the time points and the replicates were potential factors influencing the 
result. 
The factors device and time point had the biggest influence while factor replicates 
was almost not statistically relevant, except for two sensors. 
Considering the responses over time for each device separately, divergences changed 
throughout the day for both e-noses (shown for one e-nose in figure 5). Sensor 
responses were highest at time point 1, decreased at time point 2 increased and 
decreased again for time points 3 and 4. Responses obtained at time points 1 and 3 as 
well as 2 and 4 were closest, respectively. Results for the other e-nose showed a 
similar trend. This result confirmed PCA findings. 
 [INSERT figure 5 about here] 
For almost all sensors and both devices the temporal variation appeared sinusoidal, 
and there was a tendency for responses to decline across all time points and for both 
e-noses; demonstrated using SPSS multifactor ANOVA (P ≤0.05)..  
MOSFET/ MOS e-nose characterisation 
It was found that the factor replicate had a statistically significant influence on some 
sensor responses only (P≤0.05). A few MOSFET sensors (FE103A, 104A, 105A, 
104B) showed a significant difference between the first and the second reading of the 
same vial. Most of the sensors showed a similar tendency of a decrease from replicate 
1 to replicate 2 although these results were not significant. 
The sample volume had no influence on the results within the volume range evaluated 
(50 to 500μL). 
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Analysing the averaged values across all time points and replicates for the two 
MOSFET/ MOS e-noses, there was a significant difference between the two. Except 
for the sensor FE104B, which was a MOSFET sensor, all other sensors demonstrated 
significantly different responses between the two devices. The first e-nose showed 
higher responses for MOSFET and MOS sensors (see figure 6). 
[INSERT figure 6 about here] 
The standard deviation from the base line for the first e-nose varied between 0.43 for 
the sensor MO111 (3.8% change in sensor response) and 35.22 for MO115 (16.4% 
change in sensor response). For the second e-nose, standard deviation was between 
2.3 for the sensor MO112 and 19.0 for MO116 (54.0% change in sensor response). 
However, sensors with small responses varied up to 201%. The averaged standard 
deviation from the baseline was 9.9 for the first e-nose and 7.8 for the second device. 
With the first e-nose, most of the MOSFET-generated values showed significant 
variation between the replicates using different vials, while samples analysed at 
different time points led to almost no changes. In contrast, the MOS sensors showed 
almost no changes between the replicates but data analysis indicated a significant 
decline in sensor responses over time for most sensors (multifactor ANOVA, P≤0.05). 
Only two sensor responses increased across time (MO111, MO112). 
Analysing the same factors for the second e-nose, it was found that while the 
responses for all sensors were not affected by any variation in replicates, the traces of 
almost all MOS sensors were influenced by time. Generally, the responses decreased 
over the course of the day. In three cases the responses remained constant (MO101, 
MO102, MO104) and in another two cases the values increased across time (MO115, 
MO116). 
The MOSFET sensors generally exhibited a decrease of signal intensity across time 
but this tendency was only statistically significant in two cases (FE105A, FE103B). 
4. Discussion. 
4.1 The effect of temperature 
Temperature changes had a major effect on sensor response. Even the two sensors 
able to discriminate between ROW and serum samples were significantly influenced 
by temperature. Changing temperature led to both qualitative and quantitative 
changes since a higher temperature leads to a greater concentration of volatiles in the 
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headspace, which will generate different sensor responses. Such large changes in 
response due to temperature may mask the differences between samples, preventing 
discrimination or classification using multivariate techniques. 
Changes in the physico-chemical properties of conducting polymers or their 
monomers when exposed to different temperatures have been described in literature. 
Impedance was decreased with an increase in humidity and temperature [10-13]. The 
temperature optimum was found to be 25°C [7, 24]. 
A temperature controller would add weight and bulk to the device. Some work has 
been carried out to construct a flow cell for temperature- and flow controlled analysis. 
Attempts were made to optimise the positions of the sensors on a heating block and 
the incoming gas so that headspace reacted in the same way with optimised sensors 
[25, 26]. With these changes in design, the most significant e-nose problems might be 
resolved to produce improved signal responses in terms of stability, reproducibility, 
response time and amplitude, all without losing e-nose portability. 
4.2. Mass flow and filters and stability 
Results of this study indicate that the previous assumption of an estimated mass flow 
rate of 200 ml/min using similar CP noses is not valid since flow rates change 
depending on sampling methods and filter usage. The ST114 had a flow rate of 180 
mL/min and the ST214 of 200 and 235mL/min, respectively. A drop of 75% 
compared to the stable flow rates over replicates 2 to 5 was observed using dynamic 
sampling and the additional application of a 0.45 μm pore sized filter which was 
previously used in other studies [27, 28]. Bubbling air through the liquid sample led 
to variation and a decrease in pressure in the vial which was also found by others 
[29]. 
Dilution of the headspace and a non-equilibrium state led to variation between 
replicates also reported by others [30], while some authors obtained the best 
discrimination with dynamic sampling but better sensitivity using static sampling [6]. 
The filter was an additional resistance in flow rate for CP e-noses. In contrast, static 
sampling provided stable mass flow rates and equilibrium states because of the 
collapse of a sealed bag. 
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Therefore, static sampling can significantly improve e-nose responses by minimising 
variation between and over replicates. In trace gas analysis (lower ppm to ppb), 
stability is crucial as even small changes may lead to non-discrimination. 
Qualitative and quantitative changes in signals were found when filters were used. 
The change was dependent on the pore size of the filters, which protect the 
conducting polymer sensing surface of the e-nose from being changed by a high 
extent of water vapour. Mass flow rates decreased with a decline in pore size. 
However removal of water vapour will also remove other volatile compounds and 
leads to a change in headspace composition. This was confirmed using CP e-noses 
combined with PCA data analysis (clustering according to filter application) and 
analysing quantitative SIFT-MS data. Since most biological samples contain water 
(e.g. blood/serum, urine), filters have been widely used for protection of the sensors 
(0.45 μm PTFE, Whatman/Hepavent) [26-29]. However, these results indicate that 
using a filter may not a valid approach since discrimination between 2-butantol and 
ROW was not possible once a 0.45 μm filter was introduced and 98% of all variation 
was due to different filter application. 
Headspace was significantly changed. 
Results of SIFT-MS analysis showed qualitative and quantitative changes in sample 
composition with the addition of a filter. The claimed advantage of using a filter for 
sensor protection [21, 30] is highly questionable since sensor response patterns 
change with the use of a filter showing changes in methanol or ammonia and 
therefore discrimination is made difficult. 
4.3 E-nose characterisation and comparison 
Conducting polymer e-nose characterisation 
Temporal changes in sensor response have been reported elsewhere [12, 13]. The sine 
wave-like changes described here across the day are possibly due to semi-reversible 
changes on the sensor surface. Since this effect was observed for both CP e-noses 
using static bag sampling and confirmed using multifactor ANOVA and PCA it 
seems to be a systematic problem which is not associated with dilution of samples nor 
a nonequilibrium state. It appears to be the result of semi-reversible desorption. 
Certain molecules might be desorbed before the software determines a new baseline 
(offset) for acquisition, meaning that in later analyses, responses cannot develop the 
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same way since some binding sites are still occupied. So the changes in comparison 
to the baseline are different from the preceding analysis. Occupation of binding sites 
may come from water molecules of ambient air interacting with dopants or where 
headspace molecules were not desorbed properly. Purging with an inert gas such as 
nitrogen has been used by some authors to improve desorption and repeatability [7, 
31]. The reasons why responses in this study were in the form of a sine wave, 
however, remain unclear. This may be evidence of memory effects which have been 
described by several authors [10, 19]. 
Further analyses are necessary to elucidate the cause of this effect. A comparison of 
sensor responses of similar CP e-noses produced by the same manufacturer was not 
possible due to different flow rates (180 mL/min to 235 ml/min) and qualitatively 
different responses, although the same substances were analysed under identical 
conditions (see section 2.5 and 3.3 CP e-nose comparison). 
MOSFET/ MOS e-nose characterisation 
The sensor response patterns obtained from two MOSFET/ MOS e-noses were 
different when sampling the same headspaces. However, the variation was random 
and not significant; high standard deviation was found across various sample volumes 
(50 to 500 μL) but not across vials in the carousel. This was also confirmed in the 
literature [32, 33]. Almost all MOSFET sensors of e-nose 1 were found to be replicate 
dependent and almost all MOS sensors varied over time. The fact that different values 
were obtained (independent to the sample volume) when vials were sampled twice 
contradicts the findings of others that dual needle sampling was a reliable sampling 
method [34]. 
The reason for this could be the simple fact that after sampling, the liquid had been 
“outgassed” and lost a proportion of its volatile compounds. 
Similar to the CP e-noses, temporal changes in MOS sensors indicate an insufficient 
desorption process; the new baseline being determined with molecules still attached 
to sensor surface resulting in a different response. 
Comparison between e-nose devices 
Comparing e-noses of the same type under different experimental setups, a lack of 
comparability was a surprising and worrying observation in this study and points to 
important manufacturing and engineering inconsistencies. Lack of reproducibility of 
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sensor responses was exacerbated by the sampling principle, which mainly affected 
the portable CP e-noses. 
Despite the fact CP e-nose and the MOSFET/ MOS e-nose were not comparable due 
to different sensing principles, there were changing sensor responses for both types of 
e-noses over time which were due to semi-reversible adsorption. Standardisation and 
improvement of production methods towards reliable and comparable sensors is 
urgently required, particularly for conducting polymer devices but also for MOSFET/ 
MOS sensors. 
5. Conclusions 
 Static sampling using the conducting polymer e-nose is better than dynamic 
sampling because of stable mass flow which leads to better repeatability. 
 Filters are not recommended as they quantitatively change the mass flow rate and 
qualitatively change the sensor pattern which may lead to nondiscrimination. 
 Temperature and mass flow rate controlled sensor chambers could enhance the 
repeatability of e-noses and therefore improve discrimination and classification using 
multivariate data analyses. 
 Incomplete desorption from sensors affects both conducting polymers and MOS 
sensors. Longer purging with inert gases may solve this problem and lead to more 
consistent responses over time. 
 Because of the sources of variation discussed in this paper, multivariate data 
analysis techniques are only suitable for data obtained with stable e-nose systems; 
otherwise methodological variation may mask biological differences between 
samples. To overcome this problem, some authors suggest an absolute calibration for 
e-noses [3, 35] or a compensation at the data analysis level [9] but we believe in 
improving methodology first, since the calibration or reference points also shift but 
not necessarily in a linear or predictable way (due to changes in temperature, 
humidity, sampling methodology and memory effects). Improvements in devices are 
advisable such as static sampling in a controlled ambient environment, the 
introduction of controlled sensor chambers, and automated purging. This should 
minimise methodological variation and enhance the classification and discrimination 
of samples based on the biological variation which is present in all types of sample 
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[36, 37]. Such improved and optimised e-noses may then be capable of fulfilling the 
considerable promise of this technology. 
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