In this paper, we extend Su-Zhang's Cheeger-Müller type theorem for symmetric bilinear torsions to manifolds with boundary in the case that the Riemannian metric and the non-degenerate symmetric bilinear form are of product structure near the boundary. Our result also extends Brüning-Ma's Cheeger-Müller type theorem for Ray-Singer metric on manifolds with boundary to symmetric bilinear torsions in product case. We also compare it with the Ray-Singer analytic torsion on manifolds with boundary.
Introduction
Let F be a unitary flat vector bundle on a closed Riemannian manifold X. In [26] , Ray and Singer defined an analytic torsion associated to (X, F ) and proved that it does not depend on the Riemannian metric on X. Moreover, they conjectured that this analytic torsion coincides with the classical Reidemeister torsion defined using a triangulation on X (cf. [21] ). This conjecture was later proved in the celebrated papers of Cheeger [10] and Müller [23] . Müller generalized this result in [24] to the case where F is a unimodular flat vector bundle on X. In [4] , inspired by the considerations of Quillen [25] , Bismut and Zhang reformulated the above CheegerMüller theorem as an equality between the Reidemeister and Ray-Singer metrics defined on the determinant of cohomology, and proved an extension of it to the case of general flat vector bundles over X. The method used in [4] is different from those of Cheeger and Müller in that it makes use of a deformation by Morse functions introduced by Witten [33] on the de Rham complex.
On the other hand, if there is a non-degenerate symmetric bilinear form b F on F , Burghelea and Haller [8] , defined a complex valued analytic torsion in the spirit of Ray and Singer [26] . In [8] , they also made an explicit conjecture between the complex valued analytic torsion and the Turaev torsion (cf. [14] , [31] ). In [30] , Su and Zhang used the approach developed by Bismut-Zhang [4, 5] , making use of the Witten deformation, proved the conjecture in full generality. In [9] , Burghelea and Haller proved their conjecture, up to sign, in the case where X is of odd dimensional. Now consider X with the boundary Y = ∅. In [19] , [32] and [18] , the authors studied the Ray-Singer analytic torsion under the assumption that the Hermitian metric h F on F is flat and the Riemannian metric g T X has product structure near the boundary. Dai and Fang [12] studied the case that the Hermitian metric h F is flat but without assuming a product structure for g T X near Y . In [6] , Brüning and Ma studied the general case without assumption on h F and g T X associated to the absolute boundary condition on X. In [7] , Brüning and Ma studied the results for the relative boundary condition on X, proved a Cheeger-Müller type theorem for the Ray-Singer metric on the manifolds with boundary and applied it derived the gluing formula for the analytic torsion in general setting.
For the complex-valued analytic torsion, Molina [22] extended the BurgheleaHaller analytic torsion to compact manifolds with boundary under the relative boundary condition and the absolute boundary condition.
In this paper, we extend the main result in [30] to manifolds with boundary for the couple (g T X , b F ) are of product structure near the boundary. We use the method in [7] . We first double X along the boundary Y and get a closed Riemannian manifold X = X ∪ Y X with Riemannian metric g T X , then there is a Z 2 -action on X induced by the natural involution φ on it. Also the flat bundle F extends to a flat bundle F on X which has a non-degenerate symmetric bilinear form b F . The metric g T X and the form b F are all invariant under the action of φ. So we first extend the main result in [30] to Z 2 -equivariant case. Then we compare this Z 2 -equivariant symmetric bilinear torsions on X to the symmetric bilinear torsions on X with relative boundary condition and absolute boundary condition. Combining these and the result in [30] , we get the main theorem in this paper. In a next paper, I will apply the techniques in this paper to deal with the Cappell-Miller analytic torsion [11] .
The rest of the paper is organized as follows. In Section 2, we review the symmetric bilinear analytic torsion on manifolds with boundary and the anomaly formula from [22] . In Section 3, we define the symmetric bilinear Milnor torsion on manifolds with boundary. In Section 4, we study the doubling formulas for symmetric bilinear torsions and extend the result in [30] to Z 2 -equivariant case. In Section 5, we prove the Cheeger-Müller type theorem in current case. In Section 6, we compare the symmetric bilinear analytic torsion with the Ray-Singer analytic torsion on manifolds with boundary.
Symmetric bilinear analytic torsion on manifolds with boundary
In this section, we will review the definition of the symmetric bilinear analytic torsion on manifolds with boundary and the anomaly formula of it. Let X be a compact oriented Riemannian manifold with boundary Y . Let F be a flat complex vector bundle over X. We assume that there is a non-degenerate symmetric bilinear form b F on F . If the Riemannian metric g T X and the form b F are of product structure near the boundary Y . By the (g T X , b F ), we can define a non-degenerate symmetric bilinear form on Ω * (X, F ), i.e., for ω 1 , ω 2 ∈ Ω * (X, F ), then
where 
We can impose the relative boundary condition or the absolute boundary condition on Y for the operator ∆ b (cf. [22] ). That is, for ω ∈ Ω * (X, F ),
with the relative (resp. absolute) boundary condition. Then we have
with respect to the generalized eigenvalues with the absolute value in
(X,F )a) ) be the induced symmetric bilinear form on detH
, we have the regulized zeta-determinant (cf. [15] , [27] , [28] 
Then we can define the symmetric bilinear torsion
Now we state the anomaly formulas. If (g
are two couple of metric and symmetric bilinear form which are of product structure near the boundary (cf. (4.1), (4.2)) and in a same homotopy class . Then by [22, Theorem 3] , we have
where e(T X,
is the Chern-Simons class (cf. [4, Chapter 4] ) and ψ(T X, ∇ T X ) is the Mathai-Quillen current on T X constructed in [4, Chapter 3] .
Remark 2.1. Throughout this paper, for complex numbers a, b ∈ C, log a = b means that a = e b .
Remark 2.2. In [22] , (g T X , b F ) does not need the product structure near the boundary.
Remark 2.3. If dimX = m is odd, then the first two terms in the right hand side of (2.5) and (2.6) vanish.
Symmetric bilinear Milnor torsion on manifolds with boundary
Let f be a Morse function on X and f | Y be the restriction of f on Y . Set
For x ∈ B, let ind(x) be the index of f at x, i.e., the number of negative eigenvalues of the quadratic form d 2 f (x) on T x X. Consider the differential equation
and denote by (ψ t ) the associated flow. For x ∈ B, the unstable cell W u (x) and the stable cell W s (x) of x are defined by
The Smale transversality condition means that for x, y ∈ B, x = y, W u (x) and W s (y) intersect transversally. (3.4) Let n be the normal bundle to Y in X. From now on, we choose a Morse function f on X fulfilling the condition of Lemma 3.1. For x ∈ B ∂ , set
As d 2 f (x)| n > 0, for x ∈ B ∂ , and ∇f | ∂X ∈ T ∂X, we know that ∇f | ∂X verifies also the Smale transversality condition (3.4) .
For x ∈ B, we denote by [W u (x)] the complex line generated by W u (x), and by
There is a map ∂ : [29] , [4, (1.30) ]), which calculates the homology H • (X, F * ). As d 2 f (x)| n > 0, for x ∈ B ∂ , and ∇f | ∂X ∈ T ∂X, we know that 9) and denote by H
We now introduce a symmetric bilinear form on each [ on detH • (X, F ).
Doubling formulas for symmetric bilinear torsions
In this section, we will study the doubling formulas for symmetric bilinear torsions and extend the main theorem in [30] to the Z 2 -equivariant case.
Doubling formula for symmetric bilinear Ray-Singer torsion
We assume that the Riemannian metric g T X is product near the boundary Y , i.e., there exists a neighborhood U ε of Y and an identification
This condition insures that the manifold X := X ∪ Y X has a canonical Riemannian metric
The natural involution on X will be denoted by φ, it generates a Z 2 -action on X. Let j k : X → X be the natural inclusion into the k-th factor, k = 1, 2, which identifies X with j k (X).
Let F be a complex flat vector bundle over X with flat connection ∇ F . Suppose that there exists a non-degenerate symmetric bilinear form b F on F . we trivialize F on U ε using the parallel transport along the curve u ∈ [0, 1) → (y, uε) defined by the connection ∇ F , then we have
is the obvious projection on the first factor. We also assume that ( X, F ) be the induced symmetric bilinear form on Ω * [0,a] ( X, F ). As it in [30] , we know that it is non-degenerate. Let 
, we can define the regularized equivariant zeta determinant
induced by the finite dimensional subcomplex of the de Rham complex according the ±1-
, the equivariant symmetric bilinear Ray-Singer torsion is defined by 
The map φ preserves the non-degenerate symmetric bilinear forms. In particular, with χ the nontrivial character of Z 2 , we have for g ∈ Z 2 ,
Proof. By the same argument in [19, Proposition 1.27], one finds that φ is welldefined and injective. For the surjectivity, we need to show that for ω ∈ Ω p {λ} (X, F ), ω = ω on X, and ω = φ * ω on φ(X) is a smooth form on X with coefficients in F , and thus ω ∈ Ω p {λ} ( X, F ). First as the case in [19, Proposition 1.27], ω is smooth on X\Y and continuous on X. Let P {λ} be the spectral projection onto Ω * {λ} ( X, F ), then we have the decomposition
So that
Let i : X → X = X ∪ Y X be the inclusion onto the first summand. Then similar as it in [19, Proposition 1.27], for any η ∈ Ω * ( X, F ), we have
Then by (4.9), the similar discussion in [19, Proposition 1.27] and the fact that for λ = µ, Ω * {λ} (X, F ) a and Ω * {µ} (X, F ) a are , b -orthogonal (cf. [22] ), one finds
then (Id − P {λ} )( ω) = 0. So we have ω = P {λ} ( ω). Since ω is continuous, then we get that ω is smooth.
By Proposition 4.1 for λ = 0, we have a natural isomorphism of Z 2 -vector spaces
Then φ preserves the non-degenerate symmetric bilinear form. From [22, Proposition 3], we have that the inclusion i : Ω * {0} (X, F ) r → Ω * (X, F ) r induces an isomorphism on cohomology. We also denote by φ the induced map on the cohomology.
( X, F ) ± ) be the induced non-degenerate symmetric bilinear form on detH
, the equivariant Ray-Singer symmetric bilinear torsion is defined by log b
Note that φ in (4.11) induces isomorphisms
By (4.6), (4.11) and (4.12), for
From (4.13) and the anomaly formula [22, Theorem 3] , one can get the following anomaly formula
be a smooth one-parameter Riemannian metrics on X which is product near Y and b F u is a smooth one-parameter non-degenerate symmetric bilinear forms which is product near Y such that g
The following identity holds,
Doubling formula for symmetric bilinear Milnor torsion
Let F = F ∪ Y F be the flat complex vector bundle with non-degenerate symmetric bilinear form b
. Let f be a Morse function on X satisfying Lemma 3.1, which is induced by a Z 2 -equivariant Morse function f on X with critical set B = {x ∈ X; d f (x) = 0}. Let W u (x) be the unstable set of x ∈ B ⊂ X.
− be the trivial and nontrivial one dimension complex Z 2 -representation, respectively, and let 1 C + , 1 C − be their unit elements.
Following [5, (1.10 
, and χ the nontrivial character of Z 2 , we introduce the equivariant symmetric bilinear Milnor torsion by
given by
which induces a Z 2 -isomorphism
Note that as complex vector spaces, we have
Then γ as a map from
, and χ the nontrivial character of Z 2 , we have defined the equivariant Milnor symmetric bilinear torsion by
Now γ in (4.19) induces isomorphisms 
From (4.24) and the anomaly formulas for b
, we easily get the following anomaly formula 
In this section, we will compare b
, we will use the method in [30] . For any T ∈ R, let b F T be the deformed symmetric bilinear form on F defined by
bT be the associated formal adjoint in the sense of (2.1). Set
Let Ω * 
and Tr
where we used the fact that d 2 f (x)| n > 0 for x ∈ B Y . Let N be the number operator on Ω * ( X, F ) acting on Ω i ( X, F ) by multiplication by i. Let P Theorem 4.9. As t → 0, the following identity holds,
where L is defined similar as [4, (3.52)] on Y .
Theorem 4.11. For any T > 0, the following identity holds Theorem 4.13. The following identity holds,
Proof. First of all, by the anomaly formula (4.14), for any T ≥ 0, one has
From now on, we will write a ≃ b for a, b ∈ C if e a = e b . Thus, we can rewrite (4.39) as
Let T 0 > 0 be as in Theorem 4.7. For any T ≥ T 0 and s ∈ C with Re(s) ≥ m+ 1, set
(4.41) By (4.31), θ φ,T (s) is well defined and can be extended to a meromorphic function which is holomorphic at s = 0. Moreover, 
where we denote for simplicity that
To study the first term in the right hand side of (4.43), we observe first that for any T ≥ 0, one has 
In view of Theorem 4.10, we write
By [4, Definitions 3.6, 3.12 and Theorem 3.18], one has that, as T → +∞, 
On the other hand, by Theorems 4.11, 4.12 and the dominate convergence, we have that as T → +∞, 1 − e −2t −
From (4.52)-(4.56), we get
By [5, (5. 53)], we know
Then from (4.57), (4.58) and Lemma 3.1, we get (4.38).
Proofs of the intermediate results
The purpose of this subsection is to prove the intermediate results.
Since the methods of the proofs of these theorems are essentially the same as the corresponding theorems in [30] , so we refer to [30] for related definitions and notations directly when there will be no confusion, such as B b,g , A b,t,T , A g,t,T , C t,T , · · · .
Proof of Theorem 4.6
First, as it in [30, (4. 45)], we have 
From (4.59) and (4.60), we get the result immediately.
Proof of Theorem 4.7
The proof of Theorem 4.7 is the same as the proof of [30, Theorem 3.4] given in [30, Section 5].
Proof of Theorem 4.8
Recall that the operator e T : 
Proof of Theorem 4.9
In this section, we provide a proof of Theorem 4.9, which computes the asymptotic of Tr s [gN exp(−tD 2 bT )] for fixed T ≥ 0 as t → 0. The method is essentially the same as it in [30] .
By [30, (6.4 )], we have Tr s φN e −t1tD
(4.62)
Now for 1 ≤ k ≤ m, we want to prove
First from [13, Theorem 3.3] , in our case, we have, as t → 0 + ,
and we refer to [13, (3.22) -(3.26)] the other notations. Let N Y = T X/T Y be the normal bundle to Y in X. We identity N Y with the orthogonal bundle to T Y in T X. By standard estimates of heat kernel, the problem in calculating t → 0 + in (4.64) can be localized to an open neighborhood U ε of Y in X. Using normal geodesic coordinates to Y in X, we will identity U ε to an ε-neighborhood of Y in N Y .
Since we have used normal geodesic coordinates to . Take x 0 ∈ Y , let F x0 be the smooth sections of (Λ(T * X) ⊗ F ) x0 over T x0 X. Let ∆ T X be the standard Laplacian on T x0 X with respect to the metric
Let J 1 t be the operator acting on F x0
Let H t be the linear map ∧ +t
Let G t be the process of (4.70) and (4.71) in the above. Let P t be the smooth kernel of exp(−tD Tr s φD
Tr s φD
(4.72) By (4.68) and the finite propagation speed, there exist c, C > 0 such that for z ∈ N Y , |z| ≤ 1 8 ε, 0 < t ≤ 1, we have 
Let a > 0 be the injectivity radius of ( X, g T X ). We identify the open ball
2 ) in X using geodesic coordinates. Then y ∈ T x X, |y| ≤ a 2 , represents an element of B X (0, a 2 ). For y ∈ T x X, |y| ≤ a 2 , we identify T y X, F y to T x X, F x by parallel transport along the geodesic t ∈ [0, 1] → ty with respect to the connections ∇ T X , ∇ F ,u respectively. Let Γ T X,x , Γ F ,u,x be the connection forms for ∇ T X , ∇ F ,u in the considered trivialization of T X. By [1, Proposition 4.7] , one has
Then by direct computation, we find that as t → 0 + ,
and
exists and lim Tr s φD
Then by (4.64), (4.72), (4.73), (4.79), (4.80) and (4.81), we have that for any 1 < k ≤ m, 
Proof of Theorem 4.10
In order to prove (4.10), one needs only to prove that under the, conditions of Theorem 4.10, there exists a constant C" > 0 such that
By [30, (7.8 )], we have
From the proof of [30, (7.21 )], we have that there exists C 1 > 0 such that for any t > 0 small enough and T ∈ [0,
By the standard heat kernel expansion, we see that for 1 ≤ k ≤ m, our problem can be localized near Y . Now for any x ∈ Y , let e 1 , · · · , e m−1 , e m be a orthonormal basis of T X| Y such that e 1 , · · · , e m−1 is an orthonormal basis of T Y and e m is the normal vector field along Y . Then we use the Getzler rescaling (cf. [2] , [16] , [17] ) introduced in (4.71), with t there replaced by t 2 here. By using [30, (7.7) ], one has
By (4.78), we have
By (4.88), (4.89), replacing (4.68) by [4, (13.8)] , that is, 
Now similar as [30, (7.25) ], we have
From (4.86)-(4.94), we get (4.85), which completes the proof.
Proof of Theorem 4.11
In order to prove Theorem 4.11, we need only to prove that for any T > 0,
By [30, (8.2) and (8.4)], there exists 0 < C 0 ≤ 1, such that when 0 < t ≤ C 0 , one has the absolute convergent expansion formula
and that
is uniformly absolute convergent for 0 < t ≤ C 0 . Proceeding as in [30, Section 8] , for any (t 1 , · · · , t k+1 ) ∈ ∆ k \{t 1 · · · t k+1 = 0}, one has that
for some positive constant C 3 > 0. Also by [30, (8.4) ], (4.98) and the same assumption in [30] that t k+1 ≥ 1 k+1 , one gets
for some constant C 4 > 0. From (4.96), (4.97), (4.99), [30, (8.9 ) and (8.10)] and the dominate convergence, we get (4.95).
Remark 4.15. The right hand side of (4.36) is not stated in [5] , so we explain it in our case. First by direct computation, it equals 
Since ind NY (x) = 0, N − = 0, then as t → 0 + , (4.101) equals
which is equal to the second term in (4.100).
Proof of Theorem 4.12
In order to prove Theorem 4.12, we need only to prove that there exist c > 0, C > 0, 0 < C 0 ≤ 1 such that for any 0 < t ≤ C 0 , T ≥ 1,
First of all, one can choose C 0 > 0 small enough so that for any 0 < t ≤ C 0 , T > 0, by (4.96), we have the absolute convergent expansion formula
from which one has
Thus, in order to prove (4.102), we need only to prove
By [30, (8.6 )], we have for any t > 0,
From (4.106), [30, (9.18 ) and (9.19)], one sees that there exists C 5 > 0, C 6 > 0 and C 7 > 0 such that for any k ≥ 1,
from which one sees that there exists 0 < c 1 ≤ 1, C 8 > 0, C 9 > 0 such that for any 0 < t ≤ c 1 and T ≥ 1, one has
On the other hand, for any 1 ≤ k < m, by proceeding as in (4.99), one has that for any 0 < t ≤ c 1 , T ≥ 1,
for some constant C 10 > 0. From (4.109) and [30, (9.23) ], one sees immediately that there exists C 11 > 0, C 12 > 0 such that for any 1 ≤ k ≤ m − 1, 0 < t ≤ c 1 and T ≥ 1, one has 
A Cheeger-Müller theorem for symmetric bilinear torsion on manifolds with boundary
In this section, we will get the main theorem of this paper.
Theorem 5.1. If the metric g T X and the non-degenerate symmetric bilinear form b F satisfy the conditions (4.1) and (4.2). Then for the relative boundary condition, we have
and for the absolute boundary condition, we have
By (5.4), we get (cf. [7, (2.22) 
By (4.24), (5.4), (5.6) and (4.13), for g ∈ Z 2 and χ the nontrivial character,
We denote by ψ(T X 
Compare with the Ray-Singer analytic torsion
In this section, we assume that m is odd and χ(Y ) = 0. We will compare the symmetric bilinear analytic torsion to the Ray-Singer analytic torsion.
First from the anomaly formula of Ray-Singer metric on manifolds with boundary [7, (3.25) ] for the case that metrics (g T X , h F ) are product near boundary, we see that log · 
