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Abstract
For a pair of real or complex scattering potentials vj : R → C (j = 1, 2) with support Ij
and transfer matrix Mj, the transfer matrix of v1+v2 is given by the product M2M1 provided
that I1 lies to the left of I2. We explore the prospects of generalizing this composition rule
for the cases that I1 and I2 have a small intersection. In particular, we show that if I1 and I2
intersect in a finite closed interval of length ℓ in which both the potentials are analytic, then
the lowest order correction to the above composition rule is proportional to ℓ5. This correction
is of the order of ℓ3, if v1 and v2 are respectively analytic throughout this interval except at
x = ℓ and x = 0. We use these results to explore the superposition of a pair of unidirectionally
invisible potentials with overlapping support.
PACS numbers: 03.65.Nk
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1 Introduction
Transfer matrices have numerous applications in a variety of scattering problems in physics and
engineering [1, 2]. This is mainly because of their composition property that allows for the deter-
mination of the scattering properties of a complicated system from the contributions of its simpler
constituents. This is most simply described in the standard one-dimensional potential scattering
[3].
Consider a possibly complex-valued scattering potential v : R → C with an asymptotic decay
rate such that [4] ∫ ∞
−∞
(1 + |x|)|v(x)|dx <∞, (1)
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and let k be a positive real (wave)number. Then every solution of the Schro¨dinger equation
− ψ′′(x) + v(x)ψ(x) = k2ψ(x), x ∈ R, (2)
satisfies
ψ(x)→ A±e
ikx +B±e
−ikx as x→ ±∞, (3)
where A± and B± are possibly k-dependent complex coefficients [3]. The transfer matrix M of the
potential v is a k-dependent 2× 2 matrix that fulfills the relation [1][
A+
B+
]
= M
[
A−
B−
]
. (4)
Similarly to the S-matrix, M encodes the scattering properties of the potential v. Recalling that
scattering solutions of (2) are given in terms of the left/right reflection and transmission amplitudes,
Rl/r and T , according to
ψlk(x) =
{
eikx +Rle−ikx for x→ −∞,
T eikx for x→∞,
ψrk(x) =
{
Te−ikx for x→ −∞,
e−ikx +Rreikx for x→∞,
(5)
and using (3), (4), and (5), we can express the entries Mij of M as [5]
M11 = T −R
lRr/T, M12 = R
r/T,
M21 = −R
l/T, M22 = 1/T.
(6)
These, in particular, imply that detM = 1. We also note that (1) is a sufficient condition for the
(global) existence of the Jost solutions, ψk+ = ψ
l
k/T and ψk− = ψ
r
k/T , of (2), [6].
Now, suppose that v can be written as the sum of a pair of scattering potentials vj : R → C
(j = 1, 2) with the same asymptotic decay property as v, such that the support1 of v1 lies to the
left of that of v2. Using Ij to label the support of vj , we express this condition by ‘I1 ≺ I2’.
2 Under
this assumption, we can relate M to the transfer matrix Mj of vj according to
M = M2M1. (7)
This is the celebrated ‘composition property’ of the transfer matrix. It is also called the ‘group
property’, because transfer matrices belong to the matrix group SL(2,C) and (7) involves the group
multiplication for this group [2]. The primary aim of this article is to seek for a generalization of
(7) to the cases where I1 ∩ I2 is a finite interval. Without loss of generality, we can identify the
latter with [0, ℓ], where ℓ is a real parameter signifying the length of I1∩I2, and demand that for all
x1 ∈ I1\I2 and x2 ∈ I2, x1 < x2. We denote this relation by ‘I1 4 I2.’ Figure 1 provides a schematic
description of this condition. To summarize, we wish to generalize the composition property (7) of
the transfer matrix, which holds for I1 ≺ I2, to situations where I1 4 I2.
The main tool that we employ in our treatment of this problem is a recent observation made
in Ref. [7] which identifies the transfer matrix with the solution of an initial-value problem for a
1The support of a function f : R→ C is the smallest closed interval outside which f vanishes.
2‘I1 ≺ I2’ means that for every x1 ∈ I1 and x2 ∈ I2, we have x1 ≤ x2.
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Figure 1: (Color online) Graphs of |v1(x)| (solid blue curve) and |v2(x)| (dashed purple curve) for
a pair of potentials vi whose support Ii satisfy I1 4 I2. In particular, I1 ∩ I2 = [0, ℓ] for some ℓ > 0.
time-dependent Schro¨dinger equation. Let [x−, x+] be any closed interval containing the support of
v, τ± = kx±, and M(τ, τ−) be the solution of
i∂τM(τ, τ−) = H (τ)M(τ, τ−), M(τ−, τ−) = 1, (8)
where τ ∈ [τ−, τ+],
H (τ) := w(τ)K(τ), K(τ) :=
[
1 e−2iτ
−e2iτ −1
]
, w(τ) :=
v(τ/k)
2k2
, (9)
and 1 is the 2× 2 identity matrix. Then, M = M(τ+, τ−). In other words, we can express M as
M = T exp
{
−i
∫ τ+
τ
−
H (τ)dτ
}
, (10)
where T is the ‘time-ordering’ operation. Notice also that for all τ1, τ2 ∈ [τ−, τ+] with τ1 < τ2, the
matrix M(τ2, τ1) is the transfer matrix of the truncated potential:
vτ1,τ2(x) := θ(kx− τ1)θ(τ2 − kx)v(x) =
{
v(x) for kx ∈ [τ1, τ2],
0 for kx /∈ [τ1, τ2],
(11)
where θ stands for the Heaviside step function; θ(τ) = 0 if τ < 0, and θ(τ) = 1 if τ ≥ 0. In other
words,
M(τ2, τ1) = T exp
{
−i
∫ τ2
τ1
H (τ)dτ
}
. (12)
A direct consequence of (8) and (9) is that M(τ)−1 T satisfies
i∂τM(τ, τ−)
−1T = −H (τ)TM(τ, τ−)
−1T , M(τ−, τ−)
−1T = 1, (13)
where the superscript ‘T ’ stands for the transpose of the corresponding matrix. More generally, we
have
M(τ2, τ1)
−1T = T exp
{
i
∫ τ2
τ1
H (τ)Tdτ
}
. (14)
3
2 Generalized Composition Rule
Consider the case where I1 4 I2 and I1 ∩ I2 = [0, ℓ] (See Fig. 1.) Because v = v1 + v2, we can take
[τ−, τ+] = I1 ∪ I2. Moreover, let
v−(x) := θ(−x)v1(x), v0(x) := θ(x)θ(ℓ− x)v(x), v+(x) := θ(x− ℓ)v2(x), (15)
and I±,0 and M±,0 denote the support and transfer matrix of v±,0, respectively. Then, I− ⊆ [τ−, 0],
I0 ⊆ [0, ℓ], and I+ ⊆ [0, τ+]. This shows that I− ≺ I0 ≺ I+. We also have v−+v0+v+ = v1+v2 = v.
Therefore, we can use the composition property of the transfer matrices, namely Eq. (7), to establish
M = M+M0M−. (16)
Next, we introduce the analog of M(τ1, τ2) for the potentials vj with j = 1, 2; let Mj(τ1, τ2) be
given by replacing v with vj on the right-hand side of (12). Then (15) implies
M− = M1(0, τ−), M0 = M(ℓ, 0), M+ = M2(τ+, ℓ). (17)
Substituting these in (16) and using the fact that
M1 = M1(ℓ, τ−) = M1(ℓ, 0)M1(0, τ−), M2 = M2(τ+, 0) = M2(τ+, ℓ)M2(ℓ, 0),
we obtain
M = M2 S(ǫ)M1, (18)
where ǫ := kℓ and
S(ǫ) := M2(ǫ, 0)
−1M(ǫ, 0)M1(ǫ, 0)
−1. (19)
Introducing
wj(τ) :=
vj(τ/k)
2k2
, Hj(τ) := wj(τ)K(τ), (20)
and using (14), we can express S(ǫ) in the form
S(ǫ) =
[
T exp
{
i
∫ ǫ
0
H2(τ)
Tdτ
}]T [
T exp
{
−i
∫ ǫ
0
H (τ)dτ
}][
T exp
{∫ ǫ
0
H1(τ)
Tdτ
}]T
. (21)
Notice that according to (9) and (20), H (τ) = H1(τ) + H2(τ).
The matrix S(ǫ) contains all the scattering features of the potential v stemming from the fact
that the support of v1 and v2 overlap in the interval [0, ℓ]; for ℓ = 0, Eq. (21) gives S(0) = 1. In the
remainder of this section, we study the behavior of S(ǫ) for ‘small’ ǫ by examining its expansion in
powers of ǫ;
S(ǫ) = 1+
∞∑
n=1
S
(n)
0 ǫ
n
n!
, (22)
S
(n)
0 := S
(n)(0), S(n)(ǫ) := ∂ nǫ S(ǫ).
In order to compute the coefficient matrices S
(n)
0 , we apply the above scheme for the truncated
potentials vjτ(x) := θ(τ − kx)vj(x) where τ ∈ [0, kℓ]. This amounts to changing ǫ in (19) into an
independent parameter τ ;
S(τ) := M2(τ, 0)
−1M(τ, 0)M1(τ, 0)
−1. (23)
4
We can evaluate S
(n)
0 by repeatedly differentiating this equation with respect to τ and setting τ = 0.
Taking the derivative of both sides of (23) an using this equation together with (8) and (13) in
the resulting expression, we find that S(τ) is the solution of the initial-value problem:
iS˙(τ) =
[[
H1(τ),S(τ)
]]
τ
, (24)
S(0) = 1. (25)
Here an overdot denotes differentiation with respect to τ , and for any pair of 2 × 2 matrix-valued
functions A and B, we have introduced[[
A(τ),B(τ)
]]
τ
:= A˜(τ)B(τ)−B(τ)A(τ), A˜(τ) := M2(τ)
−1A(τ)M2(τ), (26)
M2(τ) := M2(τ, 0) = T exp
{
−i
∫ τ
0
H2(τ
′)dτ ′
}
. (27)
Observe that for τ = 0 the τ -dependent bracket
[[
·, ·
]]
τ
reduces to the usual commutator;[[
A(0),B(0)
]]
0
= [A(0),B(0)]. Furthermore, the following useful identity holds.
∂τ
[[
A(τ),B(τ)
]]
τ
=
[[
A˙(τ),B(τ)
]]
τ
+
[[
A(τ), B˙(τ)
]]
τ
− i
[
A˜(τ), H˜2(τ)
]
B(τ). (28)
Equations (24) – (27) imply that if the potentials vj are analytic functions in [0, ℓ], then the
series (22) converges. Because v1(x) = 0 for x > ℓ and v2(x) = 0 for x < 0, this condition requires
that limx→ℓ− v1(x) = v1(ℓ) = 0 and limx→0+ v2(x) = v2(0) = 0, which are rather restrictive. It
is not difficult to see that the convergence of (22) can also be established for the cases where v1
and v2 are analytic in (0, ℓ) but are respectively allowed to be discontinuous at x = ℓ and x = 0.
In the following we focus our attention to potentials vj with these properties, and, without loss of
generality, identify the value of v1 (respectively v2) at x = ℓ (respectively x = 0) with its left limit as
x→ ℓ (respectively right limit as x→ 0.) The same applies for the first and higher order derivatives
of v1 (respectively v2) at x = ℓ (respectively x = 0); we identify them with the corresponding left
(respectively right) derivatives.
Next, we list some of the properties of the matrix K(τ) that we will use in the calculation of
S
(n)
0 . They follow directly from the definition of K(τ), i.e., (9).
K0 := K(0) = iσ2 + σ3, K˙0 := K˙(0) = −2iσ1, K¨0 := K¨(0) = 4(σ3 −K0), (29)
K(τ) = e−iτσ3K0 eiτσ3 , K˙(τ) = e−iτσ3K˙0 eiτσ3 , K¨(τ) = e−iτσ3K¨0 eiτσ3 , (30)
K(τ)2 = K20 = 0, K˙(τ)
2 = K˙20 = −41, [σ3,K(τ)] = iK˙(τ), (31)
[K(τ), K˙(τ)] = −4iK(τ), [K(τ), K¨(τ)] = −4i K˙(τ), [σ3, K˙(τ)] = iK¨(τ), (32)
where 0 and 1 respectively denote the 2 × 2 null and identity matrices, and σi, with i = 1, 2, 3,
stand for the Pauli matrices.3
Now, we are in a position to compute S
(n)
0 . We begin by noting that in view of (24) and (25),
S
(1)
0 := S˙(0) = 0. (33)
3According to (31) and (32), for all τ ∈ R, the matrices K1 := −K˙(τ)/4, K2 := K¨(τ)/8, and K3 := σ3/2 are
generators of the algebra su(1, 1); they satisfy [K1,K2] = iK3, [K2,K3] = iK1, and [K3,K1] = −iK2.
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Next, we use (20), (26), and the first equation in (31), to establish
H˜i(τ)H˜j(τ) = Hi(τ)Hj(τ) = 0. (34)
If we differentiate both sides of (24) and use Eqs. (28) and (34) to simplify the result, we arrive at
iS¨(τ) =
[[
H˙1(τ),S(τ)
]]
τ
+
[[
H1(τ), S˙(τ)
]]
τ
. (35)
Setting τ = 0 in this equation and employing (25) and (33) yield
S
(2)
0 := S¨(0) = 0. (36)
We can similarly carry out the calculation of S(3)(τ) and S(4)(τ). Taking the derivative of (35)
and using (28) and (34) give
iS(3)(τ) =
[[
H¨1(τ),S(τ)
]]
τ
+ 2
[[
˙H1(τ), S˙(τ)
]]
τ
+
[[
H1(τ), S¨(τ)
]]
τ
− i[
˜˙
H1(τ), H˜2(τ)]S(τ). (37)
In light of (20), (25), (33), (36), and the first equation in (32), Eq. (37) implies
S
(3)
0 := S
(3)(0) = −4i w1(0)w2(0)K0. (38)
To determine S(4)(τ), we make use of (28) to differentiate (37). This gives
iS(4)(τ) =
[[
H
(3)
1 (τ),S(τ)
]]
τ
+ 3
[[
H¨1(τ), S˙(τ)
]]
τ
+ 3
[[
˙H1(τ), S¨(τ)
]]
τ
+
[[
H1(τ),S
(3)(τ)
]]
τ
−i
{
[
˜¨
H1(τ), H˜2(τ)]S(τ) + 2[
˜˙
H1(τ), H˜2(τ)]S˙(τ) +
d
dτ
(
[
˜˙
H1(τ), H˜2(τ)]S(τ)
)}
, (39)
where we have also benefitted from (34). In view of (20), (25), (32), (33), (34), (36), and (38),
Eq. (39) implies
S
(4)
0 := S
(4)(0) = −16w1(0)w2(0)σ1 − 4i
[
w1(0)w˙2(0) + 3 w˙1(0)w2(0)
]
K0. (40)
Substituting (33), (36), (38), and (40) in (22), we find the following more explicit expression for
S(ǫ).
S(ǫ) = 1−
2i
3
w1(0)w2(0)K0 ǫ
3
−
1
6
{
4w1(0)w2(0)σ1 + i
[
w1(0) w˙2(0) + 3w˙1(0)w2(0)
]
K0
}
ǫ4 +O(ǫ5)
= 1−
2i
3
w1(ǫ)w2(0)K0 ǫ
3
−
1
6
{
4w1(ǫ)w2(0)σ1 + i
[
w1(ǫ) w˙2(0)− w˙1(ǫ)w2(0)
]
K0
}
ǫ4 +O(ǫ5)
= 1−
i
3! k
v1(ℓ) v2(0)K0 ℓ
3
−
1
4! k
{
4k v1(ℓ) v2(0)σ1 + i
[
v1(ℓ) v
′
2(0)− v
′
1(ℓ) v2(0)
]
K0
}
ℓ4 +O(ℓ5), (41)
where O(ǫd) stands for terms of order d and higher in powers of ǫ, and we have used the Taylor
series expansion of w1(τ) about ǫ for τ = 0, namely
w1(0) = w1(ǫ) +
∞∑
n=1
(−1)n
n!
w
(n)
1 (ǫ)ǫ
n = w1(ǫ)− w˙1(ǫ)ǫ+O(ǫ
2), (42)
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to establish the second equality.
Equation (41) implies that whenever both v1(ℓ) and v2(0) are nonzero, the leading order correc-
tion to the standard composition rule for transfer matrices is of the order of ℓ3. This correspond to
situations where v1 and v2 are respectively discontinuous at x = ℓ and x = 0, because I1 ⊆ (−∞, ℓ]
and I2 ⊆ [0,∞). If v1 is continuous at x = ℓ, we have v1(ℓ) = 0, and (41) reduces to
S(ǫ) = 1+
i
4! k
v′1(ℓ) v2(0)K0 ℓ
4 +O(ℓ5). (43)
Therefore, the leading order correction terms is at least of order ℓ4. The same holds for cases where
v2 is continuous at x = 0. In this case,
S(ǫ) = 1−
i
4! k
v1(ℓ) v
′
2(0)K0 ℓ
4 +O(ℓ5). (44)
For situation where v1 and v2 are respectively continuous at x = ℓ and x = 0, the leading order
correction term is at least of the order of ℓ5. In order to obtain the explicit form of this term, we
must calculate S
(n)
0 for n ≥ 5. This is a tedious task. In the appendix we outline a different scheme
to conduct this calculation. It gives the following improvement of (41).
S(ǫ) = 1−
i
3! k
v1(ℓ)v2(0)K0 ℓ
3
−
1
4! k
{
4k v1(ℓ)v2(0)σ1 + i
[
v1(ℓ)v
′
2(0)− v
′
1(ℓ)v2(0)
]
K0
}
ℓ4
−
1
5! k
{
k
[
6 v1(ℓ)v
′
2(0)− 4v
′
1(ℓ)v2(0)
]
σ1 + 8k2 v1(ℓ)v2(0)σ2
+ i
[
− 4k2 v1(ℓ)v2(0)− v
′
1(ℓ)v
′
2(0) + v1(ℓ)v
′′
2(0) + v
′′
1(ℓ)v2(0)
+ 4{v1(ℓ)v2(0)
2 + v1(ℓ)
2v2(0)}
]
K0
}
ℓ5
−
1
6! k
{[
− 32k3 v1(ℓ)v2(0)− 6k v
′
1(ℓ)v
′
2(0) + 4k{2v1(ℓ)v
′′
2(0) + v
′′
1(ℓ)v2(0)}
+ 16k v1(ℓ)v2(0){2v1(ℓ) + v2(0)}
]
σ1 + 4k2
[
5 v1(ℓ)v
′
2(0)− 2v
′
1(ℓ)v2(0)
]
σ2
+ i
[
4k2{v′1(ℓ)v2(0)− v1(ℓ)v
′
2(0)}+ v
′′
1(ℓ)v
′
2(0)− v
′
1(ℓ)v
′′
2(0)
+ v1(ℓ)v
(3)
2 (0)− v
(3)
1 (ℓ)v2(0) + 4{v1(ℓ)
2v′2(0)− v
′
1(ℓ)v2(0)
2}
− 14 v1(ℓ)v2(0){v
′
1(ℓ)− v
′
2(0)}
]
K0
}
ℓ6 +O(ℓ7). (45)
In particular, whenever v1(ℓ) = v2(0) = 0, we have
S(ǫ) =1+
i
5!k
v′1(ℓ)v
′
2(0)K0 ℓ
5
+
1
6! k
{
6k v′1(ℓ)v
′
2(0)σ1 + i
[
v′1(ℓ)v
′′
2(0)− v
′′
1(ℓ)v
′
2(0)
]
K0
}
ℓ6 +O(ℓ7). (46)
3 Application to Unidirectional Invisibility
Consider the potential
V (x) :=
{
z eiKx for 0 ≤ x ≤ L,
0 otherwise,
(47)
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where z, K and L are real parameters. This is the first-known example of a complex scattering po-
tential that displays unidirectional reflectionlessness and invisibility [8, 9, 10, 11, 12] (for sufficiently
small z.) In particular, if
k =
K
2
=
2πm
L
, (48)
for some positive integer m, then the reflection and transmission amplitudes of (47) take the form
[10]:
Rl = O(z3), Rr = m
[
R
(1)
z+ R(2)z2
]
+O(z3), T = 1 +mT (2)z2 +O(z3), (49)
where
R
(1) :=
−iL2
4πm2
= −
4πi
K2
, R(2) :=
iL4
32π3m4
=
8πi
K4
, T (2) :=
R(2)
4
.
According to (49), the potential (47) is left-reflectionless if we can neglect O(z3), and left-invisible
if we can neglect O(z2). Following [10] we call these properties perturbative unidirectional reflec-
tionlessness and invisibility, respectively.
Let VK,m(x) denote the potential (47) subject to the condition,
L = Lm :=
4πm
K
,
and consider the situation where
v1(x) := VK,1(x+ L1 − ℓ), v2(x) := VK,1(x), v(x) := v1(x) + v2(x). (50)
Clearly, the support Ij of vj are given by
I1 = [−L1 + ℓ, ℓ], I2 = [0, L1],
so that I1 ∩ I2 = [0, ℓ]. It is also easy to see that for ℓ = 0, v(x) = VK,2(x+ L1). Because |R
l/r| are
invariant under space translations [12], v(x) is also perturbatively reflectionless from the right for
ℓ = 0. In the following, we use the results of the preceding section to explore the extent to which
this property is violated for ℓ 6= 0.
First, we compute the transfer matrices Mj for vj up to and including terms of order z
2 for
k = K/2. We can easily do this by realizing that under a translation, x → x − d, the transfer
matrix M of any given potential transforms according to M→ e−ikdσ3M eikdσ3 . Equivalently, we
have Rl → e2ikdRl, Rr → e−2ikdRr, and T → T , [12]. In view of (6), (48), (49) and (50), these imply
M1 =
[
1 + T (2)z2 e−iKℓ
(
R(1)z+ R(2)z2
)
0 1− T (2)z2
]
+O(z3), (51)
M2 =
[
1 + T (2)z2 R(1)z+ R(2)z2
0 1− T (2)z2
]
+O(z3). (52)
Next, we compute S(ǫ). It is easy to see that because v1(ℓ) = v2(0) = z and v
′
1(ℓ) = v
′
2(0) = iKz,
Eq. (41) gives
S(ǫ) =1−
iz2
3K
K(0) ℓ3 −
z
2
6
σ1 ℓ4 +O(ℓ5). (53)
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Here we have also made use of (48).
Substituting (51) – (53) in (18), we find that for k = K/2 the transfer matrix of the potential v
is given by
M = M2M1 + S(ǫ)− 1+O(z
3)
=
[
1 + 2
(
T (2) + T˜ (2)
)
z
2 (1 + e−iKℓ)
(
R(1)z+ R(2)z2
)
− R˜
(2)
+ z
2
−R˜
(2)
− z
2 1− 2
(
T (2) + T˜ (2)
)
z
2
]
+O(z3, ℓ5), (54)
where
T˜
(2) := −
iℓ3
6K
, R˜
(2)
± :=
±2iℓ3 +Kℓ4
6K
. (55)
With the help of (6) and (54), we can compute the reflection and transmission amplitudes of this
potential for k = K/2. These have the form
Rl = R˜
(2)
− z
2 +O(z3, ℓ5) =
8z2
3K4
(
−i ǫ3 + ǫ4
)
+O(z3, ǫ5), (56)
Rr =
(
1 + e−iKℓ
) (
R
(1)
z+ R(2)z2
)
− R˜
(2)
+ z
2 +O(z3, ℓ5)
= 4i
(
1 + e−2i ǫ
)(
−
z
K2
+
2πz2
K4
)
−
8z2
3K4
(
i ǫ3 + ǫ4
)
+O(z3, ǫ5), (57)
T = 1 + 2
(
T
(2) + T˜ (2)
)
z
2 +O(z3, ℓ5) = 1 +
2iz2
K4
(
2π −
4 ǫ3
3
)
+O(z3, ǫ5). (58)
As seen from these formulas, small overlaps between the support of v1 and v2 do not affect the
unidirectional invisibility of their sum up to order z2, but it slightly violates their unidirectional
reflectionless up to order z3. This is, in a sense, a sign of robustness of the phenomenon of unidi-
rectional invisibility.
In typical optical applications, v(x) = k2[1 − n (x)2], where n (x) is the refractive index of the
medium [13]. This suggests that |z|/K2 is of the same order of magnitude as | n (x)2 − 1|. Because
for non-exotic material the real part of n is much larger than its imaginary part, the condition
|z|/K2 ≪ 1 corresponds to optical media with Re( n ) ≈ 1. To realize optical potentials of the form
(47), one must dope a host medium with Re( n ) ≈ 1 and try to generate the needed loss/gain profile
by properly pumping it. This would necessarily involve various errors including those related to
the location and size of the pumped region. Our results show that these errors do not obstruct the
unidirectional invisibility and reflectionlessness of the sample.
4 Concluding Remarks
The composition or group property of transfer matrices is the main reason for their popularity
and usefulness. This property applies whenever one wishes to determine the scattering features of
a potential that is the sum of two or more constituent potentials with mutually disjoint support.
In the present article we have explored a way of extending this property to a pair of constituent
potentials vj with overlapping support.
For situations where the support of vj intersect in a finite interval [0, ℓ], the standard composition
rule, i.e., M = M2M1, generalizes to M = M2SM1, where S depends on ℓ as well as the behavior
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of vj in [0, ℓ]. Assuming that vi are analytic functions in (0, ℓ), we can compute S in a power series
in ǫ = kℓ, where k is the wavenumber. We have shown that if v1 and v2 are respectively analytic
functions at x = ℓ and x = 0, so that v1(ℓ) = v2(0) = 0, then the leading order term in the expansion
of S− 1 is of order ǫ5. Otherwise this term is of order ǫ3 or ǫ4.
Our results reveals another interesting fact regarding the scaling properties of the power series
expansion of S. The coefficient matrices S
(n)
0 for n ≥ 0, which determine this expansion, scale at
least quadratically under the scaling of the potential: vj → αvj, where α is a constant. This shows
that the first-order perturbation theory is not capable of detecting the correction factor S− 1, i.e.,
the standard composition rule for transfer matrices, namely (7), applies whenever the first-order
perturbation theory is proven reliable.
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Appendix: Power series for S(ǫ)
In this appendix we outline a method of evaluating the coefficient matrices S
(n)
0 appearing in the
ǫ-series expansion (22) of S(ǫ). Because S(τ) := M2(τ, 0)
−1M(τ, 0)M1(τ, 0)
−1, we should examine
the ǫ-series expansion for M(ǫ, 0). It turns out that it is easier to work with U(τ) := ei τσ3 M(τ, 0),
which satisfy
S(ǫ) = U−12 (ǫ)U(ǫ)U
−1
1 (ǫ) e
i ǫσ3 . (59)
Therefore, we first study the ǫ-series expansion of U(ǫ) and U(ǫ)−1.
Because
K(τ) = e−i τσ3 K0 ei τσ3 , K0 = σ3 + iσ2 =
[
1 1
−1 −1
]
, (60)
U(τ) fulfils the matrix Schro¨dinger equation,
i U˙(τ) = H(τ)U(τ), (61)
for the Hamiltonian
H(τ) := w(τ)K0 − σ3. (62)
We also have U(0) = 1. Therefore, U(ǫ) = T exp
{
−i
∫ ǫ
0
dτ H(τ)
}
.
The Hamiltonian H(τ) has been introduced in [10] and studied extensively in [14] (See also [11].)
It enjoys the following useful property.
H(τ)T = σ3H(τ)σ3. (63)
This relation is a consequence of the fact that KT0 = σ3K0σ3. As noted in [10], K(τ) is a σ3-
pseudo-Hermitian matrix [15], i.e., K(τ)† = σ3K(τ)σ−13 .
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In view of (61) and (62), we can easily verify that
U(ǫ) =
(
1 exp
{[←−
∂τ − iH(τ)
]
ǫ
}∣∣∣
τ=0
=
∑
n=0
ǫn
n!
Cn, (64)
where
CTn :=
{[−→
∂τ − iH(τ)
T
]n
1
}∣∣∣
τ=0
=
{[−→
∂τ − i [w(τ)K(0)
T − σ3]
]n
1
}∣∣∣
τ=0
. (65)
Similarly, we can show that
U(ǫ)−1 =
∑
n=0
ǫn
n!
Cˇn = σ2U(ǫ)T σ2, (66)
where
Cˇn :=
{[−→
∂τ + iH(τ)
]n
1
}∣∣∣
τ=0
= σ2CTn σ2. (67)
Here the last equality follows from (63) and (65).
In order to determine Cn, we introduce the projection matrices:
∆ :=
[
1 1
0 0
]
, Γ :=
[
1 −1
0 0
]
, (68)
and note that, according to (61), U(τ) satisfies
i∆U˙(τ) = −ΓU(τ), iΓU˙(τ) = f(τ)∆U(τ), (69)
where f(τ) := 2w(τ)−1. It is not difficult to see that ΓU(τ) and ∆U(τ) determine U(τ) uniquely.
Indeed, every 2× 2 matrix A satisfies
1
2
[(∆A+ ΓA) + σ1(∆A− ΓA)] = A. (70)
We, therefore, proceed to explore ∆U(τ) and ΓU(τ).
Clearly, ∆U(τ) has the form
∆U(τ) =
[
u+(τ) u−(τ)
0 0
]
, (71)
for a pair of complex-valued functions u±, and in view of Eq. (69) and U(0) = 1, it satisfies
∂2τ∆U(τ) = f(τ)∆U(τ), (72)
∆U(0) = ∆, ∂τ∆U(τ)
∣∣∣
τ=0
= iΓ. (73)
These in turn imply that u±(τ) are the solutions of the second order linear homogenous equation:
u¨(τ)− f(τ) u(τ) = 0, (74)
that fulfil the initial conditions:
u±(0) = 1, u˙±(0) = ± i. (75)
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Next, we obtain a power series solution of (74). To this end we express derivatives of u in the
form
u(n)(τ) = pn(τ) u(τ) + qn(τ) u˙(τ), (76)
where pn and qn are a pair of auxiliary functions. In light of (74) and (76), they satisfy[
pn+1(τ)
qn+1(τ)
]
= D(τ)
[
pn(τ)
qn(τ)
]
,
[
p1(τ)
q1(τ)
]
=
[
0
1
]
, (77)
where n ≥ 1 and D(τ) :=
[
∂τ f(τ)
1 ∂τ
]
. In particular,
[
pn+1(τ)
qn+1(τ)
]
= Dn(τ)
[
0
1
]
. Using this
relation in (76) and employing (75), we find
u±(ǫ) = 1 +
∑
n=0
ǫn+1 d±n
(n+ 1)!
, (78)
where for all n ≥ 0,
d±n :=
{[
1 ± i
]
D(τ)n
[
0
1
]}∣∣∣∣
τ=0
. (79)
Now, we substitute (78) in (71) to obtain ∆U. This together with (69) and (70) yield
U(ǫ) = 1 +
∑
n=0
ǫn+1
2(n+ 1)!
[
d+n − i d
+
n+1 d
−
n − i d
−
n+1
d+n + i d
+
n+1 d
−
n + i d
−
n+1
]
. (80)
Comparing this relation to (64), we find that the coefficient matrices Cn of Eq.(65) have the form
Cn+1 =
1
2
[
d+n − i d
+
n+1 d
−
n − i d
−
n+1
d+n + i d
+
n+1 d
−
n + i d
−
n+1
]
. (81)
This relation together with (66) and (67) allow us to compute the ǫ-series expansion of U−11 (ǫ) and
U−12 (ǫ). Using these and (80) in (59) yields the desired expression for S(ǫ). In the following we
apply this method to compute S
(n)
0 for n ≤ 6.
First, we employ (79) to compute
d±0 = ± i, d
±
1 = f, d
±
2 = f˙ ± i f,
d±3 = f¨ + f
2 ± 2 i f˙ , d±4 = f
(3) + 4 f f˙ ± i (3 f¨ + f 2),
d±5 = f
(4) + 4f˙ 2 + 7 f f¨ + f 3 ± i (4 f (3) + 6 f f˙),
d±6 = f
(5) + 15 f˙ f¨ + 11 f f (3) + 9 f 2 f˙ ± i (5 f (4) + 10 f˙ 2 + 13 f f¨ + f 3).
Here and in what follows f and its derivatives f (n) are evaluated at τ = 0. Using these equations
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in (81), we obtain
C1 = i
[
σ3 −
1
2
(f + 1)K(0)
]
, C2 = f1−
i f˙
2
K(0),
C3 =
1
2
f˙(31− σ1)−
i
2
[
(f¨ + f 2)K(0)− fK(0)T
]
,
C4 = (2f¨ + f
2)1− f¨ σ1 + i f˙ K(0)T − i
(
2f f˙ +
1
2
f (3)
)
K(0),
C5 =
5
2
(
f (3) + 2f f˙
)
1−
(3
2
f (3) + f f˙
)
σ1
+
1
2
(
f (4) + f 3 + 4 f˙ 2 + 7 f f¨ + 3 f¨ + f 2
)
σ2
−
i
2
(
f (4) + f 3 + 4 f˙ 2 + 7 f f¨ − 3 f¨ − f 2
)
σ3,
C6 =
(
3 f (4) + 7 f˙ 2 + 10 f f¨ + f 3
)
1−
(
2 f (4) + 3 f˙ 2 + 3 f f¨
)
σ1
+
1
2
(
f (5) + 15 f˙ f¨ + 11 f f (3) + 9f˙ f 2 + 4 f (3) + 6 f f˙
)
σ2
−
i
2
(
f (5) + 15 f˙ f¨ + 11 f f (3) + 9 f˙ f 2 − 4 f (3) − 6 f f˙
)
σ3.
Substituting these in (64) and (67), and using (66), we can determine U(ǫ), U1(ǫ)
−1, and U2(ǫ)
−1.
If we insert the resulting expressions in (59) and compare the result with (22), we can compute S
(n)
0
for n ≤ 6. The result is
S
(1)
0 = S
(2)
0 = 0, S
(3)
0 = −4i w1(0)w2(0)K(0), (82)
S
(4)
0 =− 16w1(0)w2(0)σ1 − 4i
[
w1(0)w˙2(0) + 3w2(0)w˙1(0)
]
K(0), (83)
S
(5)
0 =− 4
[
16 w˙1(0)w2(0) + 6w1(0)w˙2(0)
]
σ1 − 32w1(0)w2(0)σ2
− 4i
[
4w1(0)w2(0) (2w1(0) + 2w2(0)− 1) + w1(0)w¨2(0)
+ 6 w¨1(0)w2(0) + 4 w˙1(0)w˙2(0)
]
K(0), (84)
S
(6)
0 =− 8
[
16w1(0)w2(0){2w1(0) + w2(0)− 1}+ 15 w˙1(0)w˙2(0)
+ 4w1(0)w¨2(0) + 20 w¨1(0)w2(0)
]
σ1 − 80
[
w1(0)w˙2(0) + 2 w˙1(0)w2(0)
]
σ2
− 4i
[
4w1(0)w2(0){17w˙1(0) + 7 w˙2(0)}+ 4w1(0)w˙2(0){2w1(0)− 1}
+ 20 w˙1(0)w2(0){2w2(0)− 1}+ 5w˙1(0)w¨2(0) + 10 {w¨1(0)w˙2(0) + w
(3)
1 (0)w2(0)}
+ w1(0)w
(3)
2 (0)
]
K(0). (85)
Next, we recall that we can assume, without loss of generality, that v1(ǫ) coincides with its left
limit at x = ǫ. This allows for expanding w1(τ) and its derivatives in Taylor series about τ = ǫ for
13
τ < ǫ. In particular, we have
w1(0) = w1(ǫ)− w˙1(ǫ) ǫ+
1
2
w¨1(ǫ) ǫ
2 −
1
6
w
(3)
1 (ǫ) ǫ
3 +O(ǫ4),
w˙1(0) = w˙1(ǫ)− w¨1(ǫ) ǫ+
1
2
w
(3)
1 (ǫ) ǫ
2 +O(ǫ3),
w¨1(0) = w¨1(ǫ)− w
(3)
1 (ǫ) ǫ+O(ǫ
2), w
(3)
1 (0) = w
(3)
1 (ǫ) +O(ǫ).
Substituting these equations in (82) – (85), inserting the result in (22), and noting that τ = kx and
wj(τ) = vj(x)/2k
2, we obtain (45).
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