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A Geometric Characterization of Feedforward Forms
A. Astolﬁ and G. Kaliora
Abstract—This note addresses the problem of (local) coordinates and
feedback equivalence of single-input afﬁne nonlinear systems to feedfor-
ward forms. In particular, using the notions of invariant and controlled
invariant distributions we provide necessary and sufﬁcient conditions for
a general afﬁne in control nonlinear system to be (locally) coordinates or
feedback equivalent to a system in (strict) feedforward form. For illustra-
tion, the general theory is applied to a simple four-dimensional system de-
scribing the dynamics of a food-chain.
Index Terms—Coordinates equivalence, feedback equivalence, feed-
forward systems, invariant distributions.
I. INTRODUCTION
Following the seminal work [24] of Teel on stabilization of non-
linear systems, a new class of systems, denominated feedforward sys-
tems have attracted the attention of the nonlinear control community.
Feedforward systems are in general not feedback linearizable and occur
naturally in themodel of simple physical systems, e.g., the cart and pen-
dulum system, the ball and beam (with friction). Therefore, they have
been regarded as an interesting class of truly nonlinear systems, for
which methods such as feedback linearization or backstepping cannot
be applied. Most of the attention of the researchers has been devoted
to the stabilization problem and several semiglobal and global stabi-
lization results have been derived, either via full state feedback or via
measurement feedback; see, e.g., [10], [8], [17], [24], [18], [16], [4],
[22], [7], and the references therein.
Most of the aforementioned works start from the assumption that the
system to be controlled is already in feedforward form. As a result, little
attention has been devoted to the problem of the intrinsic characteriza-
tion of feedforward systems, i.e., to the problem of deciding when a
given nonlinear system can be (locally or globally) transformed, via a
coordinates or a feedback transformation, into a feedforward system.
Notable exceptions are the results in [24, App. 1], [23], and [21]. In
[24, App. 1], some sufﬁcient conditions are proposed for the problem
of feedback equivalence to strict feedforward forms. However, it must
be noted that the (sufﬁcient) conditions in [24, App. 1] rely on a spe-
cial structure of the system to be transformed and on a special form for
the transformed system. In particular, it is required that the transformed
system is controllable in the ﬁrst approximation and moreover that it
can be decomposed into a feedback linearizable term and a perturba-
tion term. The conditions for equivalence to strict feedforward form are
then phrased in terms of the perturbation term (see also [15] for a sim-
ilar structure, where the perturbation term is nonafﬁne in control). On
the other hand, in [23] a single-input–single-output afﬁne system is ﬁrst
approximated by its Taylor series expansion and then the problem of
transforming it in a strict feedforward form is broken down to succes-
sively transforming vector ﬁelds that collect homogenous polynomials
of degreem, for allm  2 (see also [12] and [11]). This is achieved by
a series of coordinates and feedback transformations each of which is
again deﬁned with homogeneous polynomials of degreem and leaves
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invariant the part of the system of homogeneous degree less than m.
Necessary and sufﬁcient conditions that guarantee the applicability of
the method at each step are given, while ﬁnally the transformation is
done up to a certain degree of accuracy, i.e., after k successive homo-
geneous transformations, the equivalent representation of the system
contains a vector ﬁeld, that collects all nonlinear terms of degree larger
than k, that is not in strict feedforward form. Finally, it is interesting
to stress the following issues. First, feedforward systems are in gen-
eral nonafﬁne in the control, i.e., the control variable does not enter
linearly in the differential equations describing the systems, and this
makes the equivalence problem more difﬁcult. Second, there is not a
unique deﬁnition of feedforward systems, i.e., the denomination feed-
forward systems is used to indicate different objects [8], [17], [24].
Moreover, a system is in feedforward form if, besides the structural
properties, it fulﬁlls also some controllability and observability like as-
sumptions, that are used to obtain globally stabilizing control laws. We
overcome these difﬁculties in the following way. First, we focus our
attention on control afﬁne systems, as the more general case of non-
afﬁne systems can be dealt with using the idea of dynamic extension,
which has already been used in the framework of feedback linearization
of nonafﬁne systems; see, e.g., [19, Th. 6.12] (see also [14] where re-
sults on the stabilization of nonafﬁne triangular systems are presented).
Second, we consider only the simplest possible description of feedfor-
ward systems and we do not take into consideration controllability and
detectability issues.
The note studies necessary and sufﬁcient conditions for systems
equivalence to (strict) feedforward forms. This problem has been
studied in [3], however, therein some of the conditions for the geo-
metric characterization of strict feedforward forms are incorrect. The
equivalence to feedforward forms is translated to the existence of
invariant and control invariant distributions, and/or smooth functions
that satisfy some geometric conditions, that are, however, coordinates
free. Although some easy-to-check necessary conditions are also
given, it has to be understood that the main results of the note consist
of necessary and sufﬁcient conditions that are only conceptual, i.e.,
they rely on the existence of solutions of certain partial differential
equations, hence, in practice, they may not be easy to use. It must be
noted however, that the existence of equivalent conditions for feedfor-
ward forms that are phrased in terms of the system vector ﬁelds (as in
the case of feedback linearizability) is still an open issue. Compared
to the work of [23] the results presented here are less constructive,
however, as they are phrased for the system in its original nonlinear
form, rather than for a polynomial approximation, they are likely to
provide a more intuitive geometric interpretation. Moreover, contrary
to what is most common in the literature of equivalence to feedforward
forms, in this note, coordinates equivalence is examined in depth.
Coordinates equivalence is the only option for transformation when
autonomous systems, i.e., systems with no inputs, are considered.
Note that the trajectories of a system written in a strict feedforward
form can be explicitly computed. Besides that, even when controlled
systems are considered, a feedback transformation may not always
be possible, if, e.g., the control signal has to comply with magnitude
constraints. Coordinates equivalence to strict feedforward forms,
moreover, is strongly related to the existence of symmetry groups,
as explained in [13, Sec. II.3]. Finally, results regarding coordinates
equivalence to feedforward forms for discrete time nonlinear systems
have been presented in [1] and [2].
II. DEFINITIONS, BASIC FACTS, AND PROBLEM FORMULATION
In this section, we recall some deﬁnitions and facts from geometric
control theory (see [6] and [19] for further details), we deﬁne two
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special classes of feedforward systems for which a geometric char-
acterization will be given, and we state formally the problems under
investigation.
Deﬁnition 1: A distribution  is said to be invariant under the
vector ﬁeld f if  2  ) [f;  ] 2 , i.e., the Lie bracket of f with
every vector ﬁeld  in  is a vector ﬁeld in .
Deﬁnition 2: Consider a single-input system described by equations
of the form
_x = f(x) + g(x)u (1)
with x 2 U  IRn. A distribution is said to be controlled invariant
onU if there exists a feedback control law described by equations of the
form u = (x)+(x)v such that [f + g;]   and [g;]  
for all x inU . A distribution is said to be locally controlled invariant
if for each x 2 U there exists a neighborhoodU0 of xwith the property
that  is controlled invariant on U0.
The notion of local controlled invariance can be easily tested in geo-
metric terms, as expressed in [6, Lemma 6.2.1]. As already observed,
there is no unique deﬁnition of feedforward systems. We focus on two
special classes of systems, referred to as feedforward forms and strict
feedforward forms.
Deﬁnition 3: The single-input afﬁne nonlinear system (1), with
state x 2 U  IRn, is said to be in feedforward form if the vector
ﬁelds f(x) and g(x) are described by equations of the form
f(x) =
f1(x1; . . . ; xn)
f2(x2; . . . ; xn)
.
.
.
fn(xn)
g(x) =
g1(x1; . . . ; xn)
g2(x2; . . . ; xn)
.
.
.
gn(xn)
:
Deﬁnition 4: The single-input afﬁne nonlinear system (1), with
state x 2 U  IRn, is said to be in strict feedforward form if the
vector ﬁelds f(x) and g(x) are described by equations of the form
f(x) =
f1(x2; . . . ; xn)
f2(x3; . . . ; xn)
.
.
.
0
g(x) =
g1(x2; . . . ; xn)
g2(x3; . . . ; xn)
.
.
.
c
with c 2 IR. Note that, without loss of generality, we can assume
c = 1.1
Remark 1: In the last deﬁnition, we could have set the last entry of
the vector ﬁeld f(x) = fn 2 IR and the last entry of the vector ﬁeld
g(x) = gn 2 IR. Note however, that, if gn 6= 0 it is always pos-
sible to redeﬁne the input u to obtain the form given in Deﬁnition 4. If
gn = 0 and fn 6= 0 then the system does not possess any equilibrium.
Although this situation may be interesting from a theoretical point of
view, it does not have any practical interest. Finally, if gn = 0 and
fn = 0 then xn = xn(0), and it is possible to consider reduced vector
ﬁelds.
We are now ready to give a precise formulation of the problem ad-
dressed in this note.
Problem 1: (Coordinates equivalence problem) Given a
single-input nonlinear system described by equations of the form
(1), with x 2 U  IRn, and a point x0 2 U ﬁnd (if possible) a
neighborhood U0 of x0 and a coordinates transformation z = (x),
deﬁned on U0, such that, in the new coordinates z, the system is in
(strict) feedforward form.
Problem 2: (Feedback equivalence problem) Given a single-input
nonlinear system described by equations of the form (1), with x 2
1See also [23] where the function f (x ) is, in addition, required to be
linear and g(x) = [0 0    0 1] .
U  IRn, and a point x0 2 U ﬁnd (if possible) a neighborhood U0 of
x0, a coordinates transformation z = (x), deﬁned on U0, and a state
feedback control law u = (x) + (x)v such that, in the new coordi-
nates z, the closed-loop system _x = f(x) + g(x)(x) + g(x)(x)v
is in (strict) feedforward form.
III. MAIN RESULTS
A. Coordinates Equivalence
The problem of coordinates equivalence to feedforward forms can be
addressed and solved by a combination of the results of [19, Lemma
6.4] and [19, Th. 3.49] or [6, Lemma 1.6.1]. We state the following
without proof.
Proposition 1: System (1) is locally coordinate equivalent to
a system in feedforward form if and only if there exists a nested
sequence of distributions
1  2      n 1 (2)
withi i-dimensional and involutive, such that, for i = 1; . . . ; n  1
[f;i]  i and [g;i]  i: (3)
The conditions in Proposition 1 can be strengthened to obtain a char-
acterization of strict feedforward systems, as illustrated in the following
statement.
Proposition 2: System (1) is locally coordinate equivalent to a
system in strict feedforward form if and only if there exist a nested
sequence of distributions as in expression (2), with i i-dimensional
and involutive and n real functions 1(x); 2(x); . . . ; n(x), with
i(x
0) = 0 and di(x0) 6= 0,2 such that
?1 63 d1 2 T
(IRn)
?2 63 d2 2 
?
1
.
.
.
?n 1 63 dn 1 2 
?
n 2
0 6= dn 2 
?
n 1 (4)
and
dLf1 2 
?
1 dLg1 2 
?
1
dLf2 2 
?
2 dLg2 2 
?
2
.
.
.
.
.
.
dLfn 1 2 
?
n 1 dLgn 1 2 
?
n 1
dLfn = 0 dLgn = 0 (5)
where T (IRn) denotes the cotangent bundle of IRn.
Proof: (Only If) Assume there exists a local coordinates transfor-
mation y = (x) such that the transformed system with state y is in
strict feedforward form. Then, simple computations show that the dis-
tributions i = spanf((@)=(@y1)); . . . ; ((@)=(@yi))g are i-dimen-
sional and involutive. Moreover, the functions 1(y) = y1; 2(y) =
y2; . . . ; n(y) = yn; fulﬁl conditions (4) and (5) and di(0) 6= 0. (If)
The existence of a series of nested distributions that are involutive and
nonsingular implies according to [19, Lemma 6.4] the existence of a
set of coordinates z = (x), in which the distributions are described
by
i(z) = span
@
@z1
;
@
@z2
. . . ;
@
@zi
: (6)
2Without loss of generality, inthe rest of this note it is assumed that x = 0.
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Next, consider n functions 1(z); 2(z); . . . ; n(z) such that (4) and
(5) hold. Because of the expression (6), condition (4) implies that each
function i(z) will in fact be a function of (zi; zi+1; . . . ; zn) with
(@i=@zi) not identically equal to zero at zero, for all i. For that, and
because di(0) 6= 0, the functions 1(z); 2(z); . . . ; n(z) deﬁne a
local diffeomorphism
y = (z) =
1(z1; z2; . . . ; zn 1; zn)
2(z2; . . . ; zn 1; zn)
.
.
.
n 1(zn 1; zn)
n(zn)
: (7)
We obtain
_y =
L~f1(z)
L~f2(z)
.
.
.
L~fn 1(z)
L~fn(z) z= (y)
+
L~g1(z)
L~g2(z)
.
.
.
L~gn 1(z)
L~gn(z) z= (y)
u: (8)
Conditions (5), written in the z-coordinates, are
@
@z1
L~f1(z) =
@
@z1
L~f2(z) =
@
@z2
L~f2(z) =   
=
@
@zi
L~fi(z) = 0
@
@z1
L~g1(z) =
@
@z1
L~g2(z) =
@
@z1
L~g2(z) =   
=
@
@zi
L~gi(z) = 0: (9)
From (9), and from the triangular structure of the transformation (7),
we conclude that the system is transformed into the form
_y =
f^1(y2; . . . ; yn 1; yn)
f^2(y3; . . . ; yn 1; yn)
.
.
.
f^n 1(yn)
0
+
g^1(y2; . . . ; yn 1; yn)
g^2(y3; . . . ; yn 1; yn)
.
.
.
g^n 1(yn)
cg
u: (10)
Hence, the claim.
Remark 2: If a system is coordinates equivalent to a strict
feedforward form, then it is necessarily coordinates equivalent to
a feedforward form. Indeed conditions (3), e.g., the invariance
of the distributions under the vector ﬁelds f and g, are implied
by the existence of the functions 1(x); 2(x); . . . ; n(x) with
the properties (4) and (5). This can be easily veriﬁed consid-
ering the change of coordinates (7) and the (9), and keeping in
mind that i(z) = spanf(@=@z1); (@=@z2); . . . ; (@=@zi)g and
i(y) = spanf(@=@y1); (@=@y2); . . . ; (@=@yi)g.
Remark 3: To establish coordinate equivalence to a strict feedfor-
ward form, one might be tempted to consider the conditions
[f;i]  i 1 [g;i]  i 1: (11)
However, for a vector ﬁeld g satisfying condition (11) the following
implications are true [as in the rest of the chapter, we denote with ~g
the vector ﬁeld expressed in the coordinates in which the set of distri-
butions i are expressed by (6)]. For all i = 1; . . . ; n and all scalar
functions (z) the vector ﬁeld (z)(@=@zi) is ini, whereas all vec-
tors in i 1 have zero entries in the positions i; i + 1; . . . ; n. Then,
by (11) (@=@zi)~g   (z)(@~g=@zi)  i 1 ) (@=@zi)~gi  
(z)(@~gi=@zi) = 0. However, this is true for all functions (z) only
if ~gi = 0 for all i = 1; . . . ; n, i.e., ~g(z) = g(x) = 0. The same applies
to the vector ﬁeld f . Hence, conditions (11) are not correct.
B. A Necessary Condition for Strict Feedforward Forms
The applicability of the results in Propositions 1 and 2 depends on the
solution of some nontrivial partial differential equations. On the other
hand, it is known that a necessary and sufﬁcient condition for a linear
system to be coordinates equivalent to a system in strict feedforward
form is that its eigenvalues are equal to zero. Derivation of similar,
easy-to-check necessary conditions for nonlinear systems would prove
very useful. In this section we present a necessary condition for the
coordinates equivalence of a nonlinear system (1) to a system in strict
feedforward form. For simplicity, we restrict ourselves to the ﬁrst step
of the procedure and consider a system with no controls, i.e., we are
looking for equivalence to the form
_y =
f^1(y2; . . . ; yn)
f^2(y2; . . . ; yn)
.
.
.
f^n(y2; . . . ; yn)
: (12)
Consider a nonzero vector ﬁeld 1 and the one-dimensional involutive
distribution 1 = spanf1g. According to Proposition 2 (see also the
explanation in [9, Rem. 9.1]), for a system that is coordinate equivalent
to a at-the-ﬁrst-step strict feedforward form, i.e., to a system of the form
(12), there exist a one-dimensional distribution and n real functions
1(x); 2(x); . . . ; n(x) such that the following hold.
1) Conditions (4): ?1 63 d1 2 IRn and di 2 ?1 ; for i =
2; . . . ; n, i.e.,
hd1; 1i 6= 0 and hdi; 1i = 0; i = 2; . . . ; n: (13)
2) Condition (5): dLfi 2 ?1 , i.e.,
hd(hdi; fi); 1i = 0 () di
@f
@x
1 + f
0 @
2i
@x2
1 = 0: (14)
Asmentioned in Remark 2, the distribution1 is invariant under
the vector ﬁeld f (and the same holds for g), i.e., there exists a
real function k(x) such that
[f; 1] =
@1
@x
f  
@f
@x
1 = k(x)1: (15)
Multiplying both sides of (15) by the nonsingular matrix
M =
d1
.
.
.
dn
and using (13) and (14) we obtain
d1
@
@x
f
d2
@
@x
f
.
.
.
dn
@
@x
f
+
f 0 @ 
@x
1
f 0 @ 
@x
1
.
.
.
f 0 @ 
@x
1
= k(x)
d11
0
.
.
.
0
: (16)
A necessary condition for coordinates equivalence to an at-the-
ﬁrst-step strict feedforward form can be obtained from the ﬁrst
row of the matrix (16), which rewrites as d1(@1=@x)f +
 01(@
21=@x
2)f = k(x)d11, i.e.,
@
@x
(L 1) f = k(x)L 1: (17)
Moreover, by (13) L 1 6= 0, hence k(0) = 0. A necessary
condition can be obtained by conditions (15) and (17).
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Corollary 1: If a vector ﬁeld f(x) is coordinates equivalent to a
vector ﬁeld which is at-the-ﬁrst-step in a strict feedforward form, then
there exist a vector ﬁeld 1 6= 0 and functions 1(x) and k(x) with
d1 6= 0 and k(0) = 0 such that (15) and (17) hold.
An immediate consequence of Corollary 1 is that if a linear system
_x = Ax is coordinates equivalent to a system which is at-the-ﬁrst-step
in a strict feedforward form, then the determinant ofA is equal to zero.
C. Feedback Equivalence
In this section we show how the conditions expressed in Propositions
1 and 2 have to be modiﬁed in order to solve the feedback equivalence
problem, i.e., Problem 2. By [6, Lemma 6.2.1], and the results in [19,
Lemma 6.4] and [19, Th. 3.49] or [6, Lemma 1.6.1] the following can
be established.
Proposition 3: Consider system (1). Let distributions (2) be such
thati is i-dimensional and involutive, and such that the distributions
i+ spanfg(x)g are nonsingular. Then the system (1) is locally feed-
back equivalent to a system in feedforward form if and only if
[f;i]  spanfgg+i [g;i]  spanfgg+i (18)
for all i = 1; . . . ; n   1.
Remark 4: It is worth noting that the results concerning the feed-
back equivalence are not as elegant as the ones on coordinates equiva-
lence. This is because in the proof of the sufﬁciency of the feedback
equivalence we need the technical assumption that the distributions
i + spanfg(x)g be nonsingular. This assumption is required to con-
struct the feedback laws inducing the invariance of the distributionsi
(in the closed loop system), but it is not necessary. As a matter of fact
the regularity of the above distributions is not needed in the proof of
the necessity. This fact should not be surprising and is a consequence of
the gap existing in the characterization of locally controlled invariant
distributions, as observed in [6, Rem. 6.2.1]. To address the problem of
feedback equivalence to strict feedforward forms, we present ﬁrst the
following preliminary result.
Proposition 4: System (1) is locally feedback equivalent to a system
in strict feedforward form if and only if there exists a coordinates trans-
formation z = (x) such that (1) written in the z-coordinates is de-
scribed by equations of the form
_z = b(z)(c(z) + e(z)u) + h(z) (19)
where c(z) and e(z) are scalar functions, with e(0) 6= 0, and b(z) and
h(z) are vector ﬁelds in strict feedforward form, i.e.,
b(z) =
b1(z2; . . . ; zn)
b2(z3; . . . ; zn)
.
.
.
cd
h(z) =
h1(z2; . . . ; zn)
h2(z3; . . . ; zn)
.
.
.
ch
:
Proof: (Only If) Suppose that system (1) is locally feed-
back equivalent to a system in strict feedforward form. Then,
there exists a feedback u(x) = (x) + (x)v, with (x) 6= 0
and a coordinates transformation z = (x) such that the
system _z = ~ff (z) + ~gf (z)v is in strict feedforward form,
with ff(x) = f(x) + g(x)(x); gf (x) = g(x)(x); ~ff(z) =
(@=@x)ff(x)jx= (z) and ~gf (z) = (@=@x)gf (x)jx= (z).
Applying the transformation z = (x) to the original system (1), one
gets
_z = ~f(z) + ~g(z)u (20)
which is necessarily transformed into a strict feedforward form by the
feedback u(z) = u(x)jx= (z) = ~(z) + ~(z)v. This implies that
(see [9] for details) the vector ﬁelds ~g(z) and ~f(z)must possess a spe-
cial structure, namely
~g(z) =  g(z)~gn(z) and ~f(z) =  f (z) +  g(z) ~fn(z) (21)
where  g(z) and  f (z) are vector ﬁelds in strict feedforward form.
From (21), we conclude that system (20) can be written in the form of
(19) with c(z) = ~fn(z); e(z) = ~gn(z); b(z) =  g(z) and h(z) =
 f (z), i.e., the vector ﬁelds ~f(z) and ~g(z) are described by ~f(z) =
h(z) + b(z) ~fn(z) and ~g(z) = b(z)~gn(z), which proves the claim.
(If) Consider a system described by (19). Applying the feedback
u(z; v) =  (c(z)=e(z))+(1=e(z))vwe get _z = h(z)+b(z)v which
is in strict feedforward form and feedback equivalent to (1).
Proposition 4 gives necessary and sufﬁcient conditions for feedback
equivalence to strict feedforward forms, however, these conditions are
not phrased in the geometric framework that has been used for the re-
sults presented thus far. We overcome this shortcoming with the next
result.
Proposition 5: Consider system (1). Let distributions (2) be such
thati are i-dimensional and involutive and such that the distributions
i+ spanfg(x)g are nonsingular. Then the system (1) is locally feed-
back equivalent to a system in a strict feedforward form, if and only if
• there exist n real functions 1(x); 2(x); . . . ; n(x) with
di(0) 6= 0, such that (4) holds, Lgn 6= 0 and, moreover
dLf1  
Lg1
Lgn
dLfn 2 
?
1
dLf2  
Lg2
Lgn
dLfn 2 
?
2
.
.
.
dLfn 1  
Lgn 1
Lgn
dLfn 2 
?
n 1
dLg1  
Lg1
Lgn
dLgn 2 
?
1
dLg2  
Lg2
Lgn
dLgn 2 
?
2
.
.
.
dLgn 1  
Lgn 1
Lgn
dLgn 2 
?
n 1: (22)
Remark 5: A system that is locally feedback equivalent to a strict
feedforward form is locally feedback equivalent to a feedforward form.
Note, in fact, that conditions (18), i.e., the necessary and sufﬁcient con-
ditions for the controlled invariance of the distributionsi, can be re-
covered from conditions (22).
Proof: (Only If) Assuming that system (1) is locally feedback
equivalent to a system in strict feedforward form and following the
steps in the proof of Proposition 4 we see that conditions (22) are satis-
ﬁed for the distributions i = spanf(@=@zi)g; i = 1; . . . ; n   1 and
the functions i = zi.
(If) Consider system (1) and the change of coordinates z = (x) =
col[1(x); 2(x); . . . ; n(x)], where the functions i are such that
condition (4) holds, with the nested sequence of distributions of (2).
This gives the following equivalent representation of (1):
_z =
Lf1(x)
Lf2(x)
.
.
.
Lfn(x) x= (z)
+
Lg1(x)
Lg2(x)
.
.
.
Lgn(x) x= (z)
u: (23)
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Next, since it is assumed that Lgn 6= 0, we deﬁne the feedback
u =  (Lfn=Lgn)+(1=Lgn)v. Using this feedback, system (23)
becomes
_z =
Lf1  
L 
L 
Lg1
Lf2  
L 
L 
Lg2
.
.
.
0
+
L 
L 
L 
L 
.
.
.
1
v f? + g?v:
Using (22), we notice that for i = 1; . . . ; n   1
dg?i =
LgndLgi   LgidLgn
(Lgn)2
2 ?i :
For the vector ﬁeld f?, keeping in mind that g?i = (Lgi=Lgn) and
that dg?i 2 ?i , we have
df?i = d (Lfi   g
?
i Lfn) 2 
?
i :
Then, from Proposition 2 it follows that the vector ﬁelds f? and g? are
coordinates equivalent to a strict feedforward form.
IV. AN EXAMPLE
Consider a four-dimensional model of a food-chain system [5], [20],
i.e.,
_x1 =  x1 + x1x2
_x2 =  x1x2   x2 + x2x3
_x3 =  x2x3   x3 + x3x4
_x4 =  x3x4   x4 + u: (24)
This system describes the behavior of a (normalized) four species
ecology, in which the species described by x2 and x3 act as preys
and predators, x1 acts as predator and x4 acts as prey. The species
described by x4 is fed by the environment through the input signal
u. Obviously, the system is deﬁned in the (open) positive orthant
IR4+, which is a positive invariant set for all trajectories as long as
u > 0. The qualitative behavior of system (24) has been extensively
studied in the biological and game theory communities, whereas a few
control problems have been discussed in [20]. System (24) is not in
feedforward form, and there is no obvious change of feedback and/or
change of coordinates that transforms the system into a feedforward
form. Nevertheless, the system can be (locally) transformed into a
feedforward form, as detailed in the following statement.
Proposition 6: System (24) is locally feedback equivalent to a feed-
forward form around any point x0 2 IR4+.
Proof: Simple but tedious computations show that the distribu-
tion
1 = span
x3
0
x3
2x2   x4
is a controlled invariant distributions for system (24). Hence, following
the construction in [6, Lemma 1.6.1], we deﬁne (locally) new coordi-
nates z1 = 1(x); z2 = 2(x); z3 = 3(x) and z4 = 4(x) such that
spanfd2; d3; d4g = ?1 . A possible choice for such new coordi-
nates is
z =
z1
z2
z3
z4
=
x1
x2
x3   x2   x1
x3(x4   2x2)
:
The aforementioned coordinates transformation is a diffeomorphism
on IR4+. In the new coordinates, (24) is described by the equations
_z1 =  z1 + z1z2
_z2 =  z2 + z
2
2 + z2z3
_z3 =  z3 + z4
_z4 =
z24
z1 + z2 + z3
  4z2(z1 + z2 + z3)
2
+ z2z4   2z4 + (u+ 2z1z2   z4)(z1 + z2 + z3):
Hence, after a proper redeﬁnition of the control u, the conclusion
follows.
Remark 6: Though the coordinate transformation proposed previ-
ously is not deﬁned for x3 = 0, the result holds in the open positive or-
thant. As the system represents a food chain, and it is a positive system,
it is itself deﬁned only in the positive orthant thus the limitation of the
design of the transformation is not restrictive.
V. CONCLUSION AND OUTLOOK
The problems of local coordinates and feedback equivalence of a
single-input nonlinear system to a class of feedforward systems have
been studied and a geometric characterization of the problems has been
proposed. As the deﬁnition of feedforward systems is not unique, we
restrict out investigation to a special subclass. However, similar condi-
tions can be given for more general classes of systems and in particular
for the so-called block feedforward systems. The main results of the
note are necessary and sufﬁcient conditions that are phrased via the
existence of some invariant and controlled invariant distributions. The
implementation requires the solution of an intricate partial differential
equations problem.
The global problem and the case of multiple-input systems are still
open and are more complicated than the one considered. In partic-
ular, to obtain global statements it is necessary to require existence
of global (controlled) invariant distributions and completeness of the
vector ﬁelds in the distributions, whereas no major differences are to be
expected in dealing with multiple-input systems. We leave these prob-
lems open for further investigation.
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Simultaneous Observation of Linear Systems:
A State–Space Interpretation
Jaime A. Moreno
Abstract—Necessary and sufﬁcient conditions for the existence of a
simultaneous functional observer for several linear time-invariant (LTI)
systems are derived using distinguishability concepts, that generalize the
detectability concept for a single system. They generalize also the known
results. A structure for common functional observers is proposed, and for
two systems, or for several systems without inputs, the problem can be
constructively solved. A relationship between the simultaneous observation
problem and the existence of unknown input observers is established.
Index Terms—Functional observers, indistinguishability, input de-
coupled observers, linear observers, robust observation, simultaneous
observation, unknown input observers.
I. INTRODUCTION
The problem of designing a single observer for two or several linear
plants, i.e., the so called simultaneous observation problem, is of in-
terest when, for example, a robust observer has to be designed that
converges despite of failures in some components of a system. Or when
for a nonlinear system, that has several operating points, an (linear) ob-
server has to be designed. In contrast to the (dual) simultaneous control
problem [12], that has received a lot of attention in the literature since
its appearance around 1980, the simultaneous observation problem has
only recently been studied [6], [13]. In these references, the problem
has been characterized using matrix fraction description (MFD).
The objective of this note is to give an state–space characterization
of the solvability conditions for the problem. In doing so the results in
[13] are generalized to include not detectable and/or not stabilizable
systems, and systems without inputs. Moreover, a general structure for
simultaneous observers is found. A second objective is also to obtain
an ”intuitive” characterization of the conditions for simultaneous func-
tional observability in system theoretic terms, i.e., in terms of trajectory
behavior. It is shown that simultaneous observation of two systems is
equivalent to an easy to grasp detectability condition, that generalizes
detectability for a single system. Moreover, it is shown that the simul-
taneous observation problem is intimately related to the problem of un-
known input observation, a classical observation problem. In fact, the
simultaneous observation of N systems is reduced to the problem of
constructing a simultaneous observer for a family of N   1 systems,
but with unknown inputs. This shows that for N > 2 a complete char-
acterization of our problem requires the solution of the same problem
for systems with unknown inputs.
The note is organized as follows. In Section II, some preliminary re-
sults are reviewed, and the problem solved in this note is stated. The si-
multaneous observation problem for two systems is completely solved
in Section III, and in Section IV a necessary and sufﬁcient condition is
obtained for a ﬁnite number of systems.
Let (A) be the set of eigenvalues of A;   and +0 the open left
and the closed right half planes of the complex plane, respectively.
limt!1 z(t) = limt!1 g(t) will be represented as z(t)! g(t).
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