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Abstrakt: Pra´ce se zaby´va´ popisem shot noise Coxova procesu, jeho vlast-
nostmi a ilustracemi neˇktery´ch prˇ´ıklad˚u. V prvn´ı cˇa´sti textu jsou uvedeny
za´kladn´ı poznatky o bodovy´ch procesech, nebot’ Coxovy procesy jsou jejich
specia´ln´ım prˇ´ıpadem. Druha´ cˇa´st je veˇnova´na pouze shot noise Coxovy´m
proces˚um. Kromeˇ jejich definice se zde nacha´z´ı popisy funkce intenzity a
mı´ry intenzity, vztah ke shlukovy´m proces˚um a vlastnosti vyply´vaj´ıc´ı z mo-
ment˚u. Velky´ d˚uraz je kladen na konkre´tn´ı modely staciona´rn´ıch proces˚u
(Mate´rn˚uv, Thomas˚uv a shot noise G Cox˚uv proces) a prˇedevsˇ´ım na jejich
simulace, k jejichzˇ realizaci byl pouzˇit software R (knihovna spatstat).
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Abstract: This thesis deals with a description of shot noise Cox process, his
characteristics and ilustrations of some examples. There are mentioned basic
knowledge about point processes in the first part, because Cox processes are
their special case. The second part of the text is devoted to shot noise Cox
processes. There are descriptions of intensity function and intensity mea-
sure, order characteristics and a relation to cluster processes. The big accent
is put on the particular models of stacionary processes (Mate´rn, Thomas
and shot noise G Cox process) and especially on their simulations. Their
implementation has been realized by software R (package spatstat).
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Kapitola 1
U´vod
Tato pra´ce je urcˇena vsˇem za´jemc˚um z sˇiroke´ verˇejnosti, prˇedevsˇ´ım vsˇak
student˚um vysoky´ch sˇkol se zameˇrˇen´ım na pravdeˇpodobnost a matematickou
statistiku. V textu se totizˇ prˇedpokla´da´, zˇe cˇtena´rˇ ma´ prima´rn´ı znalosti
v tomto oboru.
Za´kladn´ım pil´ıˇrem tohoto cˇla´nku jsou bodove´ procesy. Mu˚zˇeme si je
prˇedstavit jako na´hodne´ procesy, ktere´ vyb´ıraj´ı body v prostoru. Za´stupcem
typicky´ch prˇ´ıklad˚u z praxe je naprˇ. rozmı´steˇn´ı moucˇny´ch mol˚u (jedna´ se
o pozice urcˇity´ch objekt˚u, viz. [7]). Bodovy´ proces spocˇ´ıva´ v tom, zˇe
v prostoru generuje na´hodne´ uda´losti s urcˇitou mı´rou intenzity, a jeden
z jeho cˇasto uzˇ´ıvany´ch za´stupc˚u je Poisson˚uv bodovy´ proces. Ucˇebnicovy´mi
prˇ´ıklady jednorozmeˇrne´ho Poissonova procesu jsou prˇ´ıchody hovor˚u na tele-
fonn´ı u´strˇednu cˇi vy´skyt nehod v jiste´m u´seku silnice. Slozˇiteˇjˇs´ımi proble´my
pak jsou modelova´n´ı nervove´ho syste´mu, polyfonn´ı hudebn´ı transkripce nebo
teorie rizika a financˇn´ı matematiky. Jako zaj´ımavost bych chteˇla uve´st, zˇe
Poisson˚uv bodovy´ proces byl definova´n Simeon-Denisem Poissonem
(1781-1840).
Coxovy procesy, ktere´ zavedl sir David Roxbee Cox (*1924), jsou pak
prˇirozeny´m rozsˇ´ıˇren´ım Poissonova procesu. Cˇasto jsou nazy´va´ny dvojneˇ sto-
chasticke´, nebot’ mı´ra intenzity Coxova procesu je na´hodna´ (ne determi-
nisticka´). S vyuzˇit´ım znalost´ı o Coxovy´ch procesech se setka´va´me naprˇ.
v pojiˇst’ovnictv´ı. Jako uka´zku si mu˚zˇeme uve´st model v pojistne´m kmeni,
kde pocˇty sˇkodn´ıch uda´lost´ı na jednotlivy´ch pojistny´ch smlouva´ch lze mo-
delovat Poissonovy´m rozdeˇlen´ım, zat´ımco pojistny´ kmen je rizikoveˇ neho-
mogenn´ı v tom smyslu, zˇe r˚uzny´m pojistny´m smlouva´m mohou prˇ´ıslusˇet
rozd´ılne´ hodnoty parametru Poissonova rozdeˇlen´ı. Podrobneˇ v [3].
5
Specia´ln´ım prˇ´ıpadem jsou pak shot noise Coxovy procesy, ktere´ jsou defi-
nova´ny tak, zˇe funkce intenzity pomocne´ho procesu ma´ specia´ln´ı tvar. Jejich
definici zavedl v roce 2002 Jesper Moller. Dı´ky svy´m vlastnostem jsou velmi
d˚ulezˇite´, jelikozˇ se pouzˇ´ıvaj´ı pro modelova´n´ı cele´ rˇady shlukovy´ch proces˚u.
Jako prˇ´ıklad mu˚zˇeme jmenovat ocenˇova´n´ı financˇn´ıch deriva´t˚u (opc´ı, swap˚u)
cˇi cˇasove´ho nadmeˇrku sˇkodn´ıho zajiˇsteˇn´ı. Jako zaj´ımavost bych chteˇla uve´st,
zˇe v roce 2005 J. Jang prˇedna´sˇel na konferenci Kvantitativn´ı metody ve fi-
nanc´ıch v Sydney pra´veˇ o vyuzˇit´ı shot noise Coxovy´ch proces˚u prˇi ocenˇova´n´ı
financˇn´ıch deriva´t˚u.
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Kapitola 2
Bodove´ procesy
V te´to kapitole si vybudujeme za´kladn´ı pil´ıˇre pro shot noise Coxovy procesy.
Veˇtsˇinu poznatk˚u jsem cˇerpala z [1].
2.1 Bodove´ procesy
Bodove´ procesy se obecneˇ definuj´ı na u´plny´ch separabiln´ıch loka´lneˇ kom-
paktn´ıch metricky´ch prostorech. Ve sve´ pra´ci se vsˇak omez´ım pouze na bo-
dove´ procesy na d-rozmeˇrne´m eukleidovske´m prostoru.
Necht’ Bd je syste´m borelovsky´ch podmnozˇin Rd a Bd0 ⊂ Bd je syste´m
omezeny´ch borelovsky´ch podmnozˇin. Prostor loka´lneˇ konecˇny´ch podmnozˇin
Rd definujme jako N =
{
ϕ ⊆ Rd : ϕ(B) <∞ ∀B ∈ Bd0
}
, kde ϕ(B) znamena´
pocˇet bod˚u mnozˇiny ϕ ∩B. Zaved’me σ-algebru na N :
N = σ
{{
ϕ ∈ N : ϕ(B) = m,m ∈ N0, B ∈ Bd0
}}
.
Definice 1. Bodovy´ proces (Point process) Φ je meˇrˇitelne´ zobrazen´ı
Φ : (Ω,A ,P)→ (N,N ), kde (Ω,A ,P) je pravdeˇpodobnostn´ı prostor.
Rozdeˇlen´ı bodove´ho procesu (distribution) je mı´ra Π na (N,N ) takova´, zˇe
Π(U) = P(Φ ∈ U), U ∈ N .
Pozna´mka: Takto jsou definova´ny tzv. jednoduche´ procesy (maj´ı
navza´jem r˚uzne´ body). Obecneˇ lze vsˇak bodove´ procesy povazˇovat za na´hodne´
celocˇ´ıselne´ loka´lneˇ konecˇne´ mı´ry (neˇktere´ body se mohou zapocˇ´ıta´vat s veˇtsˇ´ı
na´sobnost´ı).
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Definice 2. Mı´ra intenzity (intensity measure) bodove´ho procesu Φ je
urcˇena na´sledovneˇ
Λ(B) = EΦ(B), B ∈ Bd. (2.1)
Existuje-li hustota λ mı´ry Λ vzhledem k Lebesgueoveˇ mı´ˇre:
Λ(B) =
∫
B
λ(x) d(x), B ∈ Bd, (2.2)
pak λ nazy´va´me funkc´ı intenzity (intensity function).
Pozna´mka: Definice je v porˇa´dku, nebot’ plat´ı veˇta, zˇe Φ je bodovy´ pro-
ces pra´veˇ tehdy, kdyzˇ Φ(B) je na´hodna´ velicˇina pro kazˇde´ B ∈ Bd0 . Du˚kaz
najdeme v [4].
Definice 3. Necht’ Φ je bodovy´ proces. Pravdeˇpodobnosti P (Φ(B) = 0),
B ∈ Bd0 nazy´va´me pra´zdny´mi pravdeˇpodobnostmi (void prababilities).
Tvrzen´ı 1. Pra´zdne´ pravdeˇpodobnosti bodove´ho procesu Φ urcˇuj´ı jeho
rozdeˇlen´ı.
D˚ukaz: Toto tvrzen´ı je doka´za´no v [4].
Da´le si uvedeme definice d˚ulezˇity´ch vlastnost´ı bodovy´ch proces˚u, ktere´
pouzˇijeme pro charakteristiku Coxovy´ch proces˚u.
Definice 4. Bodovy´ proces Φ je staciona´rn´ı (stationary), jestlizˇe
Φ + y = {x+ y : x ∈ Φ} ma´ stejne´ rozdeˇlen´ı jako bodovy´ proces Φ
pro libovolne´ y ∈ Rd (tzn. rozdeˇlen´ı Φ je invariantn´ı v˚ucˇi posunut´ı). Bo-
dovy´ proces Φ je izotropn´ı (isotropic), jestlizˇe jeho rozdeˇlen´ı je invariantn´ı
v˚ucˇi rotac´ım kolem pocˇa´tku v Rd.
Pozna´mka: Je-li Φ staciona´rn´ı bodovy´ proces s loka´lneˇ konecˇnou mı´rou
intenzity Λ, pak Λ je na´sobkem Lebesgueovy mı´ry. Toto tvrzen´ı plyne
z d˚usledku, zˇe Lebesgueova mı´ra je azˇ na na´sobek jedina´ loka´lneˇ konecˇna´
translacˇneˇ invariantn´ı mı´ra na (Rd,Bd). Tud´ızˇ funkce inzenzity je konstantn´ı
a rovna tomuto na´sobku, ktery´ se nazy´va´ intenzita staciona´rn´ıho bodove´ho
procesu (intensity).
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2.2 Poissonovy bodove´ procesy
Nejprve si mus´ıme zave´st tzv. difu´zn´ı mı´ru, ktera´ je nutnou podmı´nkou
pro existenci Poissonovy´ch bodovy´ch proces˚u.
Definice 5. Mı´ru µ nazveme difu´zn´ı, jestlizˇe plat´ı µ({x}) = 0 pro kazˇde´
x ∈ Rd.
Definice 6. Necht’ ν je difu´zn´ı konecˇna´ mı´ra a B ∈ Bd : 0 < ν(B) <∞.
Necht’ X1, ..., Xn, n ∈ N jsou neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ vektory:
P(Xi ∈ A) = ν(A)
ν(B)
, A ⊆ B,A ∈ Bd. (2.3)
Potom Φn = {X1, ..., Xn} oznacˇuje binomicky´ bodovy´ proces (binomial point
process) o n bodech v B.
Je-li ν na´sobkem Lebesqueovy mı´ry, pak Φn nazy´va´me homogenn´ı binomicky´
bodovy´ proces.
Pozna´mka: Vsˇimneˇme si, zˇe z definice vyply´va´, zˇe nen´ı nutne´, aby mı´ra
ν byla normova´na.
Definice 7. Necht’ Λ je difu´zn´ı loka´lneˇ konecˇna´ mı´ra na Rd. Poisson˚uv
bodovy´ proces (Poisson point process) Φ s mı´rou intenzity Λ je bodovy´
proces Φ, pro ktery´ plat´ı:
(i) Φ(B) ma´ Poissonovo rozdeˇlen´ı s parametrem Λ(B) pro kazˇde´ B ∈ Bd0
P(Φ(B) = k) =
Λ(B)k
k!
e−Λ(B), k = 0, 1, 2, ... (2.4)
(ii) Φ(B1),. . . , Φ(Bn) jsou neza´visle´ pro kazˇde´ n ∈ N a B1, . . . , Bn ∈ Bd0
po dvou disjunktn´ı.
Existuje-li funkce intenzity λ a je-li konstantn´ı, potom Φ nazy´va´me homo-
genn´ı Poisson˚uv proces s intenzitou λ.
Pozna´mka: Homogenn´ı Poisson˚uv proces je staciona´rn´ı a izotropn´ı.
Binomicke´ bodove´ procesy jsou prˇ´ıbuzne´ Poissonovy´m. Zat´ımco bino-
micky´ generuje v jiste´ omezene´ cˇa´sti prostoru prˇedem dany´ pocˇet uda´lost´ı,
Poisson˚uv na´hodny´ pocˇet. Nyn´ı si na obra´zc´ıch cˇ. 2.1 a 2.2 na´zorneˇ uka´zˇeme,
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jak tyto procesy vypadaj´ı. Na obra´zku ’HBBP’ (Homogenn´ı Binomicky´
Bodovy´ Proces) je nasimulovany´ homogenn´ı binomicky´ bodovy´ proces
o 100 bodech v okneˇ (0, 1) × (0, 1) pomoc´ı prˇ´ıkazu runifpoint. Obra´zek
’NBBP’ (Nehomogenn´ı Binomicky´ Bodovy´ Proces) zobrazuje obecny´ bi-
nomicky´ bodovy´ proces - 100 neza´visly´ch bod˚u rozdeˇleny´ch podle hustoty
50 ∗ |sin(x − y)| v okneˇ (0, 1) × (0, 1). Pro generova´n´ı tohoto procesu jsem
pouzˇila prˇ´ıkaz rpoint. Je zrˇejme´, zˇe zat´ımco v homogenn´ım prˇ´ıpadeˇ jsou
body rozlozˇeny rovnomeˇrneˇ, v obecne´m prˇ´ıpadeˇ to neplat´ı.
Obra´zek cˇ. 2.1 Obra´zek cˇ. 2.2
Na obra´zc´ıch cˇ. 2.3 azˇ 2.6 jsou zna´zorneˇny Poissonovy bodove´ procesy.
Obra´zky ’NPBP I’ a ’NPBP II’ (Nehomogenn´ı Poisson˚uv Bodovy´ Proces)
prˇedstavuj´ı simulace nehomogenn´ıch s intenzitami ΛI = 150e
−2x2 a
ΛII = 100e
−5x v okneˇ (0, 1)× (0, 1). Program R k jejich generova´n´ı pouzˇ´ıva´
metodu ’ztencˇen´ı’ (prˇ´ıkaz rpoispp).
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Obra´zek cˇ. 2.3 Obra´zek cˇ. 2.4
Obra´zky ’HPBP I’ a ’HPBP II’ (Homogenn´ı Poisson˚uv Bodovy´ Proces)
zna´zornˇuj´ı homogenn´ı Poissonovy procesy s intenzitami Λ = 50 a Λ = 200.
Simulace na´zorneˇ ukazuj´ı, zˇe s rostouc´ı intenzitou roste pocˇet bod˚u v dane´m
okneˇ ((0, 1)× (0, 1)).
Obra´zek cˇ. 2.5 Obra´zek cˇ. 2.6
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Veˇta 1. Existuje jediny´ Poisson˚uv bodovy´ proces Φ s mı´rou intenzity Λ.
D˚ukaz: Jednoznacˇnost plyne z tvrzen´ı 1 (d´ıky vlastnosti pra´zdny´ch
pravdeˇpodobnost´ı: P(Φ(B) = 0) = e−Λ(B), B ∈ Bd0).
Existenci doka´zˇeme pomoc´ı konstrukce Poissonova bodove´ho procesu Φ.
Zvolme 0 ∈ Φ a vytvorˇme si posloupnost {Ti} na´sleduj´ıc´ım zp˚usobem:
T1 := b(0, 1) (jednotkova´ koule), Ti := b(0, i)\b(0, i− 1), i = 2, 3, ...
Necht’ Ni jsou na´hodne´ velicˇiny pro i = 1, 2, ... , ktere´ maj´ı Poissonovo
rozdeˇlen´ı s parametrem Λ(Ti) a jsou neza´visle´. Za podmı´nky Ni = ni ge-
nerujme binomicky´ bodovy´ proces Φi = {ξi1, ..., ξini} , i = 1, 2..., pro ktery´
plat´ı, zˇe Φi jsou vza´jemneˇ neza´visle´ o ni bodech a
P(ξij ∈ A|Ni = ni) = Λ(A)Λ(Ti) , kde A ⊆ Ti a j = 1, ..., ni.
Polozˇme Φ :=
∞⋃
i=1
Φi =
∞⋃
i=1
{
ξi1 , ..., ξini
}
. Da´le plat´ı: Φ(B) =
∞∑
i=1
ni∑
j=1
1[ξij∈B],
a tak Φ je meˇrˇitelne´ zobrazen´ı a tedy bodovy´ proces.
Nyn´ı stacˇ´ı doka´zat, zˇe je Poisson˚uv. Necht’ B je omezena´ borelovska´
mnozˇina.
P(Φ(Ti ∩B) = k) =
∞∑
n=k
P(Ni = n)P(Φ(Ti ∩B) = k|Ni = n) =
=
∞∑
n=k
[Λ(Ti)]
n
n!
e−Λ(Ti) n!
(n−k)!k!(
Λ(Ti∩B)
Λ(Ti)
)
k
(Λ(Ti\B)
Λ(Ti)
)
n−k
=
= e
−Λ(Ti)
k!
(Λ(Ti ∩B))k
∞∑
n=k
[Λ(Ti\B)]n−k
(n−k)! =
[Λ(Ti∩B)]k
k!
e−Λ(Ti∩B).
Z toho tedy vyply´va´, zˇe Φ(Ti ∩ B) ma´ Poissonovo rozdeˇlen´ı
s parametrem Λ(Ti ∩ B). Da´le Φ(B) =
∑
i:Ti∩B 6=∅
Φ(Ti ∩B) ma´ Poissonovo
rozdeˇlen´ı s parametrem Λ(B).
Necht’ A,B jsou disjunktn´ı borelovske´ mnozˇiny. Neza´vislost na´hodny´ch
velicˇin Φ(Ti ∩ A) a Φ(Tj ∩ B) pro i 6= j vyply´va´ z konstrukce Tn, pro i = j
z na´sleduj´ıc´ı rovnice:
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P(Φ(Ti ∩ A) = k,Φ(Ti ∩B) = l) =
=
∞∑
n=k+l
P(Ni = n)P(Φ(Ti ∩ A) = k,Φ(Ti ∩B) = l|Ni = n) =
=
∞∑
n=k+l
[λ(Ti)]
n
n!
e−Λ(Ti)
(n
k
)(n−k
l
)
(Λ(Ti∩A
Λ(Ti)
)k(Λ(Ti∩B
Λ(Ti)
)l(Λ(Ti\(A∪B))
Λ(Ti)
)n−k−l =
= e−Λ(Ti) (Λ(Ti∩A))
k
k!
(Λ(Ti∩B))l
l!
∞∑
n=k+l
(Λ(Ti\(A∪B)))n−k−l
(n−k−l)! =
= e−Λ(Ti∩A) (Λ(Ti∩A))
k
k!
e−Λ(Ti∩B) (Λ(Ti∩B))
l
l!
=
= P(Φ(Ti ∩ A) = k)P(Φ(Ti ∩B) = l).
Vyuzˇili jsme vztahu:
−Λ(Ti) + Λ(Ti\(A ∪B)) = −Λ(Ti ∩ (A ∪B)) = −[Λ(Ti ∩ A) + Λ(Ti ∩B)].
Z definice neza´vislosti dvou na´hodny´ch velicˇin tedy vyply´va´, zˇe Φ(Ti ∩A) a
Φ(Ti ∩B) jsou neza´visle´. A tak Φ je Poisson˚uv bodovy´ proces. 
Tvrzen´ı 2. Necht’ Φ je Poisson˚uv bodovy´ proces s mı´rou intenzity Λ.
Uvazˇujme pevneˇ B ∈ Bd takovou, zˇe Λ(B) < ∞. Potom restrikce Φ na B
za podmı´nky Φ(B) = k, k ∈ N0 je binomicky´ proces na B s mı´rou Λ a k body.
D˚ukaz: Necht’ ΦB = Φ ∩ B znacˇ´ı restrikci Φ na mnozˇinu B. Vyuzˇijeme
definice podmı´neˇne´ pravdeˇpodobnosti, pravdeˇpodobnosti neza´visly´ch jev˚u a
Poissonova procesu a uka´zˇeme, zˇe pro libovolnou borelovskou A ⊆ B plat´ı:
P(ΦB(A) = 0|Φ(B) = k) = P(Φ(A)=0,Φ(B\A)=k)P(Φ(B)=k) = P(Φ(A)=0)P(Φ(B\A)=k)P(Φ(B)=k) =
=
(Λ(A))0
0!
e−Λ(A) Λ(B\A)
k
k!
e−Λ(B\A)
Λ(B)k
k!
e−Λ(B)
=
Λ(B\A)k
k!
Λ(B)k
k!
= (Λ(B\A)
Λ(B)
)k
Pra´zdne´ pravdeˇpodobnosti P(ΦB(A) = 0|Φ(B) = k) urcˇuj´ı rozdeˇlen´ı bo-
dove´ho procesu (podle tvrzen´ı 1) a (Λ(B\A)
Λ(B)
)k jsou pra´veˇ pra´zdne´
pravdeˇpodobnosti binomicke´ho bodove´ho procesu o k bodech v B. 
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Definice 8. Necht’ M je u´plny´ separabiln´ı metricky´ prostor, pro nasˇe
u´cˇely ho nada´le budeme nazy´vat prostor ko´t (mark space). Ko´tovy´ bo-
dovy´ proces (marked point process) je definova´n jako na´hodna´ posloupnost
Φm = {(Xn,Mn)} takova´, zˇe Φ =
⋃
n
Xn tvorˇ´ı bodovy´ proces na Rd a Mn
jsou na´hodne´ prvky s hodnotami v M .
Staciona´rn´ı ko´tovane´ procesy maj´ı invariant´ı rozdeˇlen´ı v˚ucˇi posunut´ım,
ktera´ transformuj´ı body procesu, ale ko´ty zanechaj´ı.
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Kapitola 3
Shot noise Cox process
3.1 Za´kladn´ı poznatky o SNCP
Coxovy procesy prˇedstavuj´ı jednu z nejd˚ulezˇiteˇjˇs´ıch a prˇedevsˇ´ım
nejpouzˇ´ıvaneˇjˇs´ıch trˇ´ıd, ktery´mi modelujeme shlukove´ bodove´ procesy, jenzˇ
mohou by´t zp˚usobene´ naprˇ. (obycˇejneˇ nepozorovanou) r˚uznorodost´ı okoln´ı
na´hody, a hraj´ı hlavn´ı roli v geostatistice a prostorove´ statistice. Veˇtsˇinu
svy´ch poznatk˚u jsem cˇerpala z [2].
Sta´le uvazˇujeme d-rozmeˇrny´ euklidovsky´ prostor Rd.
Definice 9. Necht’ ΛC je na´hodna´ σ-konecˇna´ difu´zn´ı mı´ra na Bd. Cox˚uv
bodovy´ proces ΦC s rˇ´ıd´ıc´ı mı´rou ΛC (Cox point process with driving measure
ΛC) je bodovy´ proces ΦC takovy´, zˇe podmı´neˇneˇ prˇi ΛC=µ je ΦC Poisson˚uv
bodovy´ proces s mı´rou intenzity µ.
Pozna´mka: Coxovy´m proces˚um se take´ rˇ´ıka´ dvojneˇ stochasticke´ (double
stochastic) Poissonovy procesy.
Definice 10. Necht’ ΦC je Cox˚uv bodovy´ proces s rˇ´ıd´ıc´ı mı´rou ΛC .
Existuje-li na´hodne´ pole Z, ktere´ je hustotou mı´ry ΛC vzhledem
k Lebesgueoveˇ mı´ˇre, pak Z nazy´va´me rˇ´ıd´ıc´ı funkc´ı Coxova procesu ΦC .
Pro mı´ru intenzity Coxova procesu plat´ı:
EΦC(B) = E [E(ΦC(B)|ΛC)] = EΛC(B), B ∈ Bd.
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Podobneˇ pro vyja´drˇen´ı rozptylu lze pouzˇ´ıt obecneˇ platne´ vztahy pro dvo-
jici na´hodny´ch velicˇin:
V arΦC(B) = E [V ar [ΦC(B)|ΛC ]] + V ar [E [ΦC(B)|ΛC ]] =
= EΛC(B) + V arΛC(B), B ∈ Bd.
Z teˇchto jednoduchy´ch vy´pocˇt˚u je videˇt, zˇe pokud ma´ Cox˚uv a
Poisson˚uv bodovy´ proces stejnou mı´ru intenzity, pak Cox˚uv ma´ veˇtsˇ´ı
rozptyl pro pocˇty bod˚u v jednotlivy´ch mnozˇina´ch (shodny´ rozptyl maj´ı jen
v prˇ´ıpadeˇ, zˇe Cox˚uv ma´ degenerovanou rˇ´ıd´ıc´ı mı´ru intenzity a je vlastneˇ
Poisson˚uv). Z tohoto vztahu take´ vyply´va´, zˇe cˇ´ım veˇtsˇ´ı je nejistota v rˇ´ıd´ıc´ı
mı´ˇre intenzity, t´ım veˇtsˇ´ı je rozd´ıl mezi teˇmito rozptyly.
Prˇ´ıklad: Cox˚uv bodovy´ proces s rˇ´ıd´ıc´ı mı´rou ve tvaru ΛM(B) = |B|.X,
kde X je na´hodna´ velicˇina a B ∈ Bd. Tento proces, ktery´ se nazy´va´ smı´ˇseny´
(mixed) Poisson˚uv proces, je staciona´rn´ı s intenzitou EX, nebot’
EΦM(B) = EΛM(B) = |B|EX.
Pra´zdne´ pravdeˇpodobnosti Coxova procesu vypocˇteme na´sleduj´ıc´ım
zp˚usobem:
P(ΦC(B) = 0) = E1[ΦC(B)=0] = E
[
E(1[ΦC(B)=0]|ΛC)
]
=
= E [P(ΦC(B) = 0|ΛC)] = Ee−ΛC(B), B ∈ Bd.
Definice 11. Shot noise Cox˚uv proces (SNCP) Ψ je Cox˚uv proces Ψ
s rˇ´ıd´ıc´ı funkc´ı Z (Z(ξ) ≥ 0, ξ ∈ Rd), ktera´ ma´ specia´ln´ı tvar:
Z(ξ) =
∑
j
γjk(cj, ξ), (3.1)
kde k(cj, .) je hustota d-rozmeˇrne´ho spojite´ho rozdeˇlen´ı a
(cj, γj) ∈ Rd × (0,∞) jsou body ko´tovane´ho Poissonova bodove´ho
procesu Φ na Rd × (0,∞).
Pozna´mka: Pro zjednodusˇen´ı budu ko´tovany´ Poisson˚uv bodovy´
proces Φ z definice 11 nazy´vat pomocny´ proces Φ a jeho mı´ru intenzity
a funkci intenzity znacˇit ΛΦ a λΦ .
Pod pojmem ja´dro (kernel) budeme nada´le v textu rozumeˇt hustotu k.
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Jak pozdeˇji uka´zˇeme ve veˇteˇ 2, funkce intenzity Coxova procesu Ψ
(λΨ(ξ) = EZ(ξ)) je da´na rovnic´ı
λΨ(ξ) =
∫
γk(c, ξ) dΛΦ(c, γ) (3.2)
SNCP je bohata´ trˇ´ıda model˚u Coxovy´ch proces˚u, ktera´ zahrnuje jako
specia´ln´ı prˇ´ıpady Neymanovy-Scottove´ Poissonovy procesy, Poisson-gamma
procesy a shot noise G Coxovy procesy. Na SNCP mu˚zˇeme take´ nahl´ızˇet jako
na rozsa´hlou skupinu Poissonovy´ch shlukovy´ch bodovy´ch proces˚u. Vy´hodou
SNCP je jejich struktura, ktera´ na´m dovoluje jednodusˇe odvozovat r˚uzne´
uzˇitecˇne´ a take´ obecne´ vy´sledky.
Definice 12. Necht’ Φp je bodovy´ proces (rodicˇovsky´ proces, parent
process) a ΦX je konecˇny´ bodovy´ proces (dcerˇinny´ proces, daugher
process) pro kazˇde´ X ∈ Φp. Potom Φ =
⋃
X∈Φp
ΦX nazy´va´me shlukovy´ bodovy´
proces (cluster point process).
Pokud Φp je Poisson˚uv bodovy´ proces a ΦX |Φp jsou neza´visle´ bodove´ pro-
cesy, pak shlukovy´ proces nazy´va´me Poisson˚uv shlukovy´ bodovy´ proces
(a budeme ho znacˇit ΦPC).
Tvrzen´ı 3. Necht’ ΦPC je Poisson˚uv shlukovy´ bodovy´ proces a ΦX |Φp
je Poisson˚uv proces s mı´rou intenzity ΛX takovy´, zˇe:
ΛPC(B) =
∑
X∈Φp
ΛX(B) <∞ s.j. pro kazˇde´ B ∈ B0d.
Potom ΦPC je Cox˚uv bodovy´ proces s rˇ´ıd´ıc´ı mı´rou ΛPC .
D˚ukaz: Vyuzˇijeme za´kladn´ıch vlastnost´ı podmı´neˇne´ strˇedn´ı hodnoty,
definice Poissonova shlukove´ho bodove´ho procesu (neza´vislost ΦX |Φp)
a tvrzen´ı 1 (pra´zdne´ pravdeˇpodobnosti):
P(ΦPC(B) = 0) = E [P(ΦPC(B) = 0|Φp)] =
= E
[
P(
⋂
X∈Φp
[ΦX(B) = 0] |Φp)
]
= E
[ ∏
X∈Φp
P(ΦX(B) = 0|Φp)
]
=
= E
[ ∏
X∈Φp
e−ΛX(B)
]
= E
[
e
− ∑
X∈Φp
ΛX(B)
]
= Ee−ΛPC(B), kde B ∈ B0. 
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Jiny´mi slovy toto tvrzen´ı rˇ´ıka´, zˇe neˇktere´ Poissonovy shlukove´ procesy
jsou za´rovenˇ Coxovy´mi procesy.
Jizˇ z definice Poissonova bodove´ho procesu vyply´va´, zˇe pozˇadujeme,
aby pomocny´ proces Φ byl urcˇen loka´lneˇ konecˇnou difu´zn´ı mı´rou intenzity
ΛΦ. To znamena´, zˇe ΛΦ(D) je definovana´ pro omezene´ borelovske´ mnozˇiny
D ⊆ Rd × (0,∞), ΛΦ(D) < ∞ a ΛΦ({(c, γ)}) = 0 pro vsˇechna
(c, γ) ∈ Rd × (0,∞). Da´le prˇedpokla´da´me, zˇe Z je skoro jisteˇ loka´lneˇ
integrovatelna´: P(
∫
D
Z(ξ) dξ < ∞) = 1 pro omezene´ borelovske´ mnozˇiny
B ⊂ Rd.
Cˇasto uvazˇujeme ΛΦ ve tvaru:
ΛΦ(D) =
∫ ∫
(c,γ)∈D
dc dχ(γ) (3.3)
kde χ je loka´lneˇ konecˇna´ mı´ra na (0,∞). Rovnice 3.3 je ekvivalentn´ı
s prˇedpokladem, zˇe rozdeˇlen´ı pomocne´ho procesu Φ je staciona´rn´ı bodovy´
proces. Z toho tedy vyply´va´, zˇe proces {cj} je neza´visly´ na bodove´m pro-
cesu shlukovy´ch intenzit {γj}. Dosazen´ım zpeˇt do rovnice 3.2 z´ıska´me nove´
vyja´drˇen´ı funkce intenzity procesu Ψ
λΨ(ξ) =
∫
k(c, ξ) dc
∫
γ dχ(γ), (3.4)
jestlizˇe jsou oba integra´ly konecˇne´.
A mu˚zˇeme dostat v´ıce. Pokud je ja´dro invariantn´ı v˚ucˇi posunut´ı v Rd
(tzn. k(c, ξ) = k(ξ − c) 1), pak plat´ı, zˇe Z (a odtud i Ψ) je staciona´rn´ı. To
znamena´, zˇe jejich rozdeˇlen´ı jsou invariantn´ı v˚ucˇi posunut´ı v Rd. Zkra´ceneˇ
mluv´ıme o staciona´rn´ım SNCP Ψ. Z te´to vlastnosti take´ vyply´va´ jednodusˇsˇ´ı
vztah pro intenzitu (jestlizˇe je integra´l konecˇny´)
λΨ =
∫
γ dχ(γ)
Pokud je ja´dro izotropn´ı (tzn. k(ξ) = k(||ξ||) 1), rozdeˇlen´ı Ψ je invariatn´ı
v˚ucˇi otocˇen´ı v Rd.
1Zde zneuzˇ´ıva´me znacˇen´ı.
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Pozna´mka: Pokud ma´me staciona´rn´ı bodovy´ proces, pak jeho mı´ra in-
tenzity je na´sobkem Lebesgueovy mı´ry. Z toho vyply´va´, zˇe funkce intenzity
je konstantn´ı a rovna pra´veˇ tomuto na´sobku, ktery´ nazy´va´me intenzita sta-
ciona´rn´ıho bodove´ho procesu. Vı´ce podrobnost´ı v [1].
Nyn´ı si uvedeme 3 typicke´ prˇ´ıklady SNCP.
Prˇ´ıklad: Nejzna´meˇjˇs´ı prˇ´ıklad staciona´rn´ıho SNCP Ψ je
Neyman˚uv-Scottove´ Poisson˚uv proces.
Mı´ra χ je ve tvaru:
χ((0,∞)) = χ({α}) > 0, (α je parametr)
a intenzita procesu:
λΨ = ακ,
kde κ = χ({α}) je intenzita bodove´ho procesu {cj}.
Popiˇsme si dva nejvy´znamneˇjˇs´ı matematicke´ modely pro tento proces.
1. Mate´rn˚uv shlukovy´ proces
k(ξ) = 1 [||ξ|| ≤ r] /(ωdrd)
je hustota rovnomeˇrne´ho rozdeˇlen´ı na kouli v Rd se strˇedem 0 a po-
lomeˇrem r > 0 (b(0, r)), ωd = pi
d/2/Γ(1 + d/2) je objem jednotkove´
koule
2. Thomas˚uv proces
k(ξ) = exp(−||ξ||
2/(2ω2))
(2piω2)d/2
je hustota d-rozmeˇrne´ho norma´ln´ıho rozdeˇlen´ı s nulovou strˇedn´ı hodno-
tou a variancˇn´ı matic´ı, ktera´ je na´sobkem jednotkove´ matice (N(0, σ2I))
Oba procesy maj´ı radia´lneˇ symetricke´ rozdeˇlen´ı bod˚u shluk˚u, a tak k je
izotropn´ı (Veˇta 12. [1])
Pozna´mka: Necht’ ma´me shlukovy´ proces Φ a necht’ body dcerˇinny´ch
proces˚u jsou rozdeˇlene´ s hustotou p na Rd. Shlukovy´ proces ma´ radia´lneˇ sy-
metricke´ rozdeˇlen´ı shluk˚u, pokud pro vsˇechny body dcerˇinny´ch proces˚u x, r
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plat´ı: p(x) = p(||x||) = p(r) 2.
Prˇ´ıklad: ”Shot noise G Cox process” je SNCP s ΛΦ ve tvaru 3.3, kde χ
je absolutneˇ spojita´ vzhledem k Lebesgueoveˇ mı´ˇre s hustotou
fκ,α,τ (γ) = κγ
−α−1e−τγ/Γ(1− α), γ > 0.
Pro parametry plat´ı: κ > 0, τ ≥ 0 pokud α < 1 a τ > 0 pokud α ≤ 0.
Toto omezen´ı zajiˇst’uje, zˇe ΛΦ je loka´lneˇ konecˇna´.
Funkce intenzity existuje pouze pro τ 6= 0 a je ve tvaru:
λΨ(ξ) = κτ
α
∫
k(c, ξ) dc.
Ve staciona´rn´ım prˇ´ıpadeˇ se redukuje na λΨ = κτ
α.
Rozdeˇlen´ı pomocne´ho procesu Φ za´vis´ı na α na´sledovneˇ:
Pokud je α < 0, pak Φ je specia´ln´ı prˇ´ıpad ko´tovane´ho Poissonova procesu.
Konkre´tneˇ: {cj} je staciona´rn´ı Poisson˚uv proces s intenzitou −κτα/α, kde γj
jsou stejneˇ rozdeˇlene´, neza´visle´ na {cj} a maj´ı gamma rozdeˇlen´ı s parametry
−α a τ .
Pokud je 0 ≤ α < 1, situace je o neˇco slozˇiteˇjˇs´ı, protozˇe {cj} nen´ı loka´lneˇ
konecˇny´, nebot’
∞∫
0
fκ,α,τ (γ) dγ = ∞. Dı´ky tomu, zˇe {(c, γ) ∈ Φ : c ∈ A} a
{(c, γ) ∈ Φ : c ∈ B} jsou neza´visle´ pro disjunktn´ı borelovske´ mnozˇiny
A,B ⊆ Rd, mu˚zˇeme pro jednoduchost prˇedpokla´dat, zˇe {cj} je soustrˇedeˇno
na omezene´ borelovske´ mnozˇineˇ B s Lebesgueovou mı´rou |B|. Pak γj urcˇuj´ı
nehomogenn´ı Poisson˚uv proces na (0,∞) s funkc´ı intenzity |B| fκ,α,τ , kde
cj jsou stejneˇ rozdeˇlene´, neza´visle´ na γj a vsˇechna cj jsou rovnomeˇrneˇ roz-
prostrˇena na mnozˇineˇ B.
Pozna´mka: Na´zev shot noise G Cox proces je odvozen od tzv. G-mı´ry
(gamma mı´ry) na borelovske´ σ-algebrˇe v Rd: µG(B) =
∑
j
γj1 [cj ∈ B]
V prˇ´ıpadeˇ, zˇe α = 0, dostaneme tzv. Poisson-gamma proces.
2Opeˇt zneuzˇ´ıva´me znacˇen´ı.
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3.2 Prvn´ı a druhy´ moment
V tomto odstavci se zameˇrˇ´ıme prˇedevsˇ´ım na prvn´ı dva momenty SNCP,
protozˇe jsou za´kladn´ımi charakteristikami prostorovy´ch bodovy´ch proces˚u.
Nejprve si vsˇak uvedeme obecne´ definice, ktere´ jsem cˇerpala z [1].
Definice mı´ry intenzity a funkce intenzity jsou uvedene´ jizˇ v prvn´ı kapitole.
Definice 13. Momentova´ mı´ra n-te´ho rˇa´du bodove´ho procesu Φ je:
M (n)(A) = E
∑
X1,...,Xn∈Φ
1[(X1,...,Xn)∈A], A ∈ (Bd)n.
Definice 14. Faktoria´ln´ı momentovou mı´ru n-te´ho rˇa´du bodove´ho pro-
cesu Φ definujeme vztahem:
α(n)(A) = E
6=∑
X1,...,Xn∈Φ
1[(X1,...,Xn)∈A], A ∈ (Bd)n,
kde symbol
6=∑
X1,...,Xn∈Φ
znamena´, zˇe scˇ´ıta´me prˇes n-tice navza´jem r˚uzny´ch
bod˚u X1, ..., Xn procesu Φ.
Definice 15. Necht’ existuje hustota λ(n) faktoria´ln´ı momentove´ mı´ry
α(n) vzhledem k (nd)-rozmeˇrne´ Lebesgueoveˇ mı´ˇre. Hustotu λ(n) nazy´va´me
soucˇinovou hustotou n-te´ho rˇa´du.
Definice 16. Pokud existuje soucˇinova´ hustota druhe´ho rˇa´du λ(2) bo-
dove´ho procesu Φ, pak pa´rovou korelacˇn´ı funkci (pair correlation function)
definujeme na´sleduj´ıc´ım prˇedpisem:
g(x, y) =
λ(2)(x, y)
λ(x)λ(y)
, x, y ∈ Rd : λ(x) > 0, λ(y) > 0.
Pozna´mka: Pa´rova´ korelacˇn´ı funkce patrˇ´ı mezi charakteristiky druhe´ho
rˇa´du a popisuje urcˇitou za´vislost mezi body procesu. Je-li bodovy´ proces
Φ staciona´rn´ı, pak pro soucˇinovou hustotu druhe´ho rˇa´du a pro pa´rovou ko-
relacˇn´ı funkci plat´ı, zˇe jsou funkcemi rozd´ılu x− y:
λ(2)(x, y) = λ(2)(x− y, 0) = λ(2)(x− y)
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g(x, y) = λ
(2)(x−y)
λ2
= g(x− y).
Je-li bodovy´ proces Φ izotropn´ı, pak λ(2) a g jsou funkcemi vzda´lenosti
x a y:
λ(2)(x, y) = λ(2)(||x− y||) a g(x, y) = g(||x− y||).
Pa´rova´ korelacˇn´ı funkce mu˚zˇe naby´vat hodnot v intervalu [0,∞].
Z vy´sˇe uvedeny´ch definic vyply´va´, zˇe momentova´ mı´ra prvn´ıho rˇa´du
sply´va´ s mı´rou intenzity: M (1) = Λ a soucˇinova´ hustota prvn´ıho rˇa´du je
funkce intenzity: λ1 = λ.
Nyn´ı vyuzˇijeme specia´ln´ıho tvaru funkce intenzity Z ( 3.1) a
tzv. Slivnyak-Meckeho veˇty a uka´zˇeme si r˚uzne´ uzˇitecˇne´ vy´sledky pro popis
za´kladn´ıch vlastnost´ı SNCP.
Lemma 1. Pro neza´pornou meˇrˇitelnou funkci f plat´ı:
E
∑
(c,γ)∈Φ
f(Φ\(c, γ), (c, γ)) =
∫
Ef(Φ, (c, γ)) dΛΦ(c, γ) (3.5)
a pro neza´pornou meˇrˇitelnou funkci h plat´ı:
E[
∑
ξ∈Ψ
h(Ψ\ξ, ξ)|Φ] =
∫
Z(ξ)E[h(Ψ, ξ)|Φ] dξ. (3.6)
Veˇta 2. Necht’ Ψ je SNCP. Funkce intenzity existuje a je jednoznacˇneˇ
urcˇena rovnic´ı
λΨ(ξ) =
∫
γk(c, ξ) dΛΦ(c, γ) (3.7)
za podmı´nky, zˇe integra´l je konecˇny´ pro vsˇechna ξ ∈ Rd.
Pa´rova´ korelacˇn´ı funkce existuje a je jednoznacˇneˇ urcˇena rovnic´ı
g(ξ, η) = 1 + β(ξ, η)/(λΨ(ξ)λΨ(η)) (3.8)
za podmı´nky, zˇe integra´l
β(ξ, η) =
∫
γ2k(c, ξ)k(c, η) dΛΦ(c, γ)
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je konecˇny´ pro vsˇechna ξ, η ∈ Rd.
Du˚kaz: Nejprve odvod´ıme tvrzen´ı 3.7, cozˇ ihned plyne z 3.1 a z 3.5.
λΦ(ξ) = EZ(ξ) = E
∑
j
γjk(cj, ξ) =
∫
γk(c, ξ) dΛΦ(c, γ).
Da´le prˇedpokla´dejme, zˇe β(ξ, η) <∞ pro vsˇechna ξ, η ∈ Rd. Pak z pra´veˇ
doka´zane´ rovnosti 3.7 a Jensenovy nerovnosti vyply´va´, zˇe
λΨ(ξ)
2 ≤ β(ξ, ξ) < ∞, tedy λΨ(ξ) < ∞ pro vsˇechna ξ ∈ Rd. Nyn´ı si
uprav´ıme rovnici 3.5 pro neza´pornou meˇrˇitelnou funkci f na´sledovneˇ:
E
∑
j 6=k
f(Φ\ {(cj, γj), (ck, γk)} , (cj, γj), (ck, γk)) =
=
∫ ∫
Ef(Φ, (c, γ), (c,, γ,)) dΛΦ(c, γ) dΛΦ(c,, γ,).
Tud´ızˇ plat´ı:
E[Z(ξ)Z(η)] = E
∑
j 6=k
γjk(cj, ξ)γkk(ck, η) + E
∑
j
γ2j k(cj, ξ)k(cj, η) =
=
∫ ∫
γk(c, ξ)γ,k(c,, η) dΛΦ(c, γ) dΛΦ(c
,, γ,) +
∫
γ2k(c, ξ)k(c, η) dΛΦ(c, γ) =
= λΨ(ξ)λΨ(η) + β(ξ, η).
A pokud si uveˇdomı´me, zˇe pa´rova´ korelacˇn´ı funkce je definova´na
na´sledovneˇ: g(ξ, η) = E[Z(ξ)Z(η)]/[λΨ(ξ)λΨ(η)], je t´ım druha´ cˇa´st tvrzen´ı
doka´za´na. 
Prˇ´ıklad: Uvazˇujme staciona´rn´ı Neyman˚uv-Scottove´ proces Ψ. Aplikac´ı
prˇedchoz´ı veˇty dostaneme, zˇe
λΨ = ακ, g(ξ, η) = 1 + ϕ(ξ − η)/κ, (3.9)
kde ϕ(ξ) =
∫
k(η)k(ξ + η) dη je hustota pro vzda´lenost dvou neza´visly´ch
bod˚u, z nichzˇ kazˇdy´ ma´ hustotu k.
Pro Thomas˚uv proces se hustota redukuje na
ϕ(ξ) = (4piω2)−d/2exp[−||ξ||2/(4ω2)].
Nyn´ı uvazˇujme staciona´rn´ı shot noise G Cox proces s τ 6= 0. Pak
λΨ = κτ
α, g(ξ, η) = 1 +
1− α
κτα+2
ϕ(ξ − η). (3.10)
Trˇ´ıda {(λΨ, g) : κ > 0, α > 0} z´ıskana´ z 3.9 i trˇ´ıda
{(λΨ, g) : κ > 0, α < 1, τ > 0} vyply´vaj´ıc´ı z rovnice 3.10 splnˇuj´ı
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{(λΨ, 1 + aϕ) : λΨ > 0, a > 0}. Tud´ızˇ pro zadanou libovolnou funkci k
nemu˚zˇeme tyto dveˇ trˇ´ıdy rozliˇsit.
Prˇedstavme si naprˇ´ıklad, zˇe urcˇ´ıme neparametricky´ odhad λ̂Ψ a ĝ
za prˇedpokladu, zˇe Ψ je staciona´rn´ı bodovy´ proces. Pak ale nerozezna´me,
jestli tyto odhady jsou vhodne´ pro Neyman˚uv-Scottove´ cˇi pro G Cox proces.
3.3 Simulace SNCP
Na za´veˇr se budeme zaby´vat simulacemi vybrany´ch model˚u shot noise
Coxovy´ch proces˚u. V prvn´ı cˇa´sti si na konkre´tn´ıch prˇ´ıkladech uka´zˇeme
Mate´rn˚uv shlukovy´ proces a v druhe´ budeme zkoumat Thomas˚uv. Ve trˇet´ı
se zmı´n´ıme o metodeˇ ztencˇen´ı.
K jejich konstrukci jsem vyuzˇ´ıvala software R a prˇedevsˇ´ım knihovnu
spatstat. Tento program pocˇ´ıta´ s okrajovy´mi efekty.
3.3.1 Mate´rn˚uv shlukovy´ proces
Jak jsme si uva´deˇli jizˇ v kapitole [3.1], Mate´rn˚uv shlukovy´ proces je
specia´ln´ım prˇ´ıkladem Neymanova-Scottove´ho Poissonova procesu. Ja´dro je
hustota rovnomeˇrne´ho rozdeˇlen´ı na kouli v Rd. K jeho simulaci pouzˇ´ıva´me
v programu R prˇ´ıkaz rMatClust. Pouzˇity´ algoritmus nejprve vygeneruje je-
den Poisson˚uv bodovy´ proces s intenzitou κ (tzv. rodicˇovsky´). A pak kazˇdy´
rodicˇovsky´ bod nahrad´ı na´hodny´m shlukem bod˚u, kde pocˇet bod˚u v kazˇde´m
shluku ma´ Poissonovo rozdeˇlen´ı s parametrem µ a tyto body jsou rozmı´steˇny
neza´visle a rovnomeˇrneˇ uvnitrˇ kruhu, jehozˇ strˇedem je p˚uvodn´ı rodicˇovsky´
bod a polomeˇrem dany´ parametr r.
Na obra´zc´ıch cˇ. 3.1.1 azˇ 3.1.6 jsou zobrazeny Mate´rnovy shlukove´ procesy
v okneˇ (0, 1)× (0, 1), ktere´ se od sebe liˇs´ı v hodnota´ch parametr˚u (intenzita
Poissonova procesu shlukovy´ch strˇed˚u κ, polomeˇr shluk˚u r a strˇedn´ı pocˇet
bod˚u v jednotlivy´ch shluc´ıch µ).
Na obra´zku cˇ. 3.1.1 je Mate´rn˚uv proces s κI = 6, rI = 0.1, µI = 20,
na obra´zku cˇ. 3.1.2 je κII = 20, rII = 0.1, µII = 20. Na teˇchto dvou obra´zc´ıch
je na´dherneˇ videˇt vliv intenzity Poissonova procesu shlukovy´ch strˇed˚u κ.
Cˇ´ım veˇtsˇ´ı κ, t´ım veˇtsˇ´ı pocˇet shluk˚u v okneˇ. Pokud je κ dostatecˇneˇ velka´,
shluky zacˇnou sply´vat (jako na obra´zku cˇ. 3.1.2). Obra´zek cˇ. 3.1.3 je proces
s κIII = 12, rIII = 0.05, µIII = 10. Na neˇm vid´ıme veˇtsˇ´ı pocˇet shluk˚u, ktere´
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maj´ı mensˇ´ı polomeˇr i pocˇet bod˚u. Obra´zek cˇ. 3.1.4 na´m slouzˇ´ı k ilustraci
velke´ho pr˚umeˇru. Je zde nasimulovany´ proces s κIV = 6, rIV = 1, µIV = 20.
Dı´ky vysˇsˇ´ı hodnoteˇ r shluky opeˇt sply´vaj´ı. Naopak obra´zek cˇ. 3.1.5 ma´ male´
r (κV = 6, rV = 0.01, µV = 20), takzˇe body shluk˚u jsou velmi bl´ızko u sebe,
azˇ se zda´, zˇe sply´vaj´ı. Na posledn´ım obra´zku (cˇ. 3.1.6) je zna´zorneˇn proces
κV I = 1, rV I = 0.1, µV I = 100.
Obra´zek cˇ. 3.1.1 Obra´zek cˇ. 3.1.2
Obra´zek cˇ. 3.1.3 Obra´zek cˇ. 3.1.4
25
Obra´zek cˇ. 3.1.5 Obra´zek cˇ. 3.1.6
3.3.2 Thomas˚uv proces
Thomas˚uv proces je take´ specia´ln´ım prˇ´ıkladem Neymanova-Scottove´ho
Poissonova procesu (viz. 3.1). Jeho ja´dro je hustota d-rozmeˇrne´ho norma´ln´ıho
rozdeˇlen´ı na kouli v Rd. V programu R vyvola´me jeho simulaci prˇ´ıkazem
rThomas. Zavedeny´ algoritmus podobneˇ jako u Mate´rnova shlukove´ho pro-
cesu nejprve vygeneruje jeden rodicˇovsky´ Poisson˚uv bodovy´ proces s inten-
zitou κ. A pak kazˇdy´ rodicˇovsky´ bod nahrad´ı na´hodny´m shlukem bod˚u.
Rozlozˇen´ı teˇchto bod˚u ma´ izotropn´ı Gaussovo rozdeˇlen´ı se smeˇrodatnou od-
chylkou σ a pocˇet bod˚u v kazˇde´m shluku ma´ Poissonovo rozdeˇlen´ı s para-
metrem µ.
Na obra´zc´ıch cˇ. 3.2.1 azˇ 3.2.6 jsou zobrazeny Thomasovy procesy v okneˇ
(0, 1)× (0, 1). Budeme si na nich ukazovat vliv r˚uzny´ch hodnot parametr˚u.
Teˇmito parametry jsou intenzita Poissonova procesu shlukovy´ch strˇed˚u κ,
smeˇrodatna´ odchylka rozprostrˇen´ı bod˚u od centra shluku σ a strˇedn´ı pocˇet
bod˚u ve shluku µ.
Obra´zek cˇ. 3.2.1 prˇedstavuje simulaci Thomasova procesu s κI = 4,
σI = 0.05, µI = 150. Je na neˇm na´zorneˇ videˇt charakteristicka´ vlastnost to-
hoto procesu: koncentrace bod˚u v jednotlivy´ch shluc´ıch je nejveˇtsˇ´ı uprostrˇed,
smeˇrem ke kraji shluku se snizˇuje. Na obra´zku cˇ. 3.2.2 je Thomas˚uv proces:
κII = 20, σII = 0.01, µII = 150. V porovna´n´ı s ’Thomas I’ je zde veˇtsˇ´ı pocˇet
shluk˚u, cozˇ je zp˚usobene´ vysˇsˇ´ı hodnoutou κ. Da´le se liˇs´ı velikost´ı shluk˚u,
cozˇ je zp˚usobene´ mensˇ´ım σ. To ma´ za na´sledek i to, zˇe stejny´ pocˇet bod˚u
je rozprostrˇen do mensˇ´ıho prostoru, a tak se zda´, zˇe body sply´vaj´ı. Obra´zek
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cˇ. 3.2.3 je proces κIII = 2, σIII = 0.1, µIII = 250. Jedna´ se o mensˇ´ı pocˇet
shluk˚u s veˇtsˇ´ım rozptylem a take´ vysˇsˇ´ım pocˇtem bod˚u. Na obra´zku cˇ. 3.2.4
je κIV = 4, σIV = 0.1, µIV = 150. Od obra´zku ’Thomas I’ se liˇs´ı velikost´ı
rozptylu. Na obra´zku cˇ. 3.2.5 nejsou videˇt zˇa´dne´ shluky, cozˇ je zp˚usobeno
velky´m rozptylem (κV = 4, σV = 0.2, µV = 150). Posledn´ı obra´zek (cˇ. 3.2.6)
je podobny´ ’Thomas V’, avsˇak nemaj´ı nic spolecˇne´ho. Skutecˇnost, zˇe ani
na obra´zku ’Thomas VI’ nejsou znatelne´ shluky, je zp˚usobena t´ım, zˇe je
zde nasimulovany´ velky´ pocˇet shluk˚u s maly´m rozptylem a s maly´m pocˇtem
bod˚u (κV I = 200, σV I = 0.05, µV I = 3).
Obra´zek cˇ. 3.2.1 Obra´zek cˇ. 3.2.2
Obra´zek cˇ. 3.2.3 Obra´zek cˇ. 3.2.4
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Obra´zek cˇ. 3.2.5 Obra´zek cˇ. 3.2.6
Na za´veˇr bych chteˇla shrnout rozd´ıl mezi Mate´rnovy´m a Thomasovy´m
procesem. Zat´ımco body v shluku Mate´rnova procesu jsou rozlozˇeny rov-
nomeˇrneˇ, v Thomasoveˇ je jich nejveˇtsˇ´ı koncentrace ve strˇedu shluku a
k jeho kraji se zmensˇuje. Druhou za´sadn´ı odliˇsnost´ı je to, zˇe u Mate´rnova
procesu je da´na maxima´ln´ı vzda´lenost dcerˇinny´ch bod˚u od svy´ch rodicˇ˚u (r),
zat´ımco u Thomasova zˇa´dna´ maxima´ln´ı vzda´lenost neexistuje. Tyto jevy
jsou pra´veˇ zp˚usobeny vlastnostmi ja´dra.
3.3.3 Ztencˇen´ı
Jen pro zaj´ımavost bych chteˇla jesˇteˇ uve´st pa´r slov o metodeˇ, kterou
nazy´va´me ztencˇen´ı (thinning). Tato operace je velmi zna´ma´ a uzˇ´ıva´ se
pro konstrukci proces˚u s tzv. pevny´m ja´drem. Procesy s pevny´m ja´drem
nemaj´ı zˇa´dne´ dva body bl´ızˇe nezˇ dane´ r > 0. Princip je v tom, zˇe vyjdeme
z Poissonova bodove´ho procesu a neˇktere´ body z neˇho vypust´ıme. Ztencˇen´ı
mu˚zˇe by´t bud’ neza´visle´ (to je v prˇ´ıpadeˇ, zˇe odeb´ıra´n´ı dane´ho bodu neza´vis´ı
na ostatn´ıch bodech), nebo za´visle´.
V te´to cˇa´sti jsem cˇerpala poznatky z [1] a [5].
Jak jsem uvedla jizˇ v kapitole 2.2, ztencˇen´ı se uzˇ´ıva´ pro konstrukci ne-
homogenn´ıch Poissonovy´ch bodovy´ch proces˚u. Spocˇ´ıva´ v tom, zˇe nejprve
vygeneruje homogenn´ı Poisson˚uv bodovy´ proces s intenzitou, ktera´ je rovna
maximu intenzity, ze ktere´ chceme simulovat. Pote´ vezme jednotliveˇ kazˇdy´
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bod tohoto procesu a s urcˇitou pravdeˇpodobnost´ı ho tam necha´, cˇi vyhod´ı.
Tato pravdeˇpodobnost se pocˇ´ıta´ jako pod´ıl chteˇne´ intenzity v dane´m bodeˇ
a maxima intenzity.
Za´visle´ ztencˇen´ı se vyuzˇ´ıva´ naprˇ. v definici Mate´rnovy´ch proces˚u s pevny´m
ja´drem.
Definice 17. Necht’ Φ je homogenn´ı Poisson˚uv bodovy´ proces a r > 0.
Mate´rn˚uv proces s pevny´m ja´drem typ I je definova´n vztahem:
ΦI = {X ∈ Φ : ||X − Y || > r∀Y ∈ Φ, Y 6= X}.
Bodovy´ proces
ΦII = {X ∈ Φ : U(X) < U(Y )∀Y ∈ Φ ∩ b(X, r)\ {X}},
kde {U(Y ), Y ∈ Φ} jsou navza´jem neza´visle´ na´hodne´ velicˇiny, neza´visle´
na Φ a rovnomeˇrneˇ rozdeˇlene´ na intervalu (0, 1), nazy´va´me Mate´rn˚uv proces
s pevny´m ja´drem typ II.
Pro ilustraci jsem v programu R pomoc´ı prˇ´ıkaz˚u rMaternI a rMaternII
nasimulovala Mate´rnovy procesy s pevny´m ja´drem. Na obra´zku cˇ. 3.3.1 je
Mate´rn˚uv proces s pevny´m ja´drem typ I, intenzita Poissonova bodove´ho
procesu je 30 a dana´ vzda´lenost 0.1. Obra´zek cˇ. 3.3.2 zna´zornˇuje Mate´rn˚uv
proces s pevny´m ja´drem typ II o stejny´ch parametrech jako ’Mate´rn typ I’.
A pro srovna´n´ı je na obra´zku cˇ. 3.3.3 uveden homogenn´ı Poisson˚uv bodovy´
proces s intenzitou 30.
Obra´zek cˇ. 3.3.1 Obra´zek cˇ. 3.3.2 Obra´zek cˇ. 3.3.3
29
Kapitola 4
Za´veˇr
Shot noise Coxovy procesy jsem si pro svou pra´ci vybrala z toho d˚uvodu,
zˇe jsou velmi zaj´ımave´ a prˇitom o nich neexistuj´ı zˇadne´ cˇesky psane´ cˇla´nky.
Jak jsem jizˇ zmı´nila v u´vodu, SNCP jsou v dnesˇn´ı dobeˇ velmi obl´ıbeny´m
te´matem d´ıky tomu, zˇe se v praxi pouzˇ´ıvaj´ı pro modelova´n´ı cele´ rˇady si-
tuac´ı. Kv˚uli charakteru bakala´rˇsky´ch prac´ı jsem se vsˇak musela omezit pouze
na za´kladn´ı informace, nebot’ je to velmi sˇiroka´ la´tka. Naprˇ´ıklad jsem se
v˚ubec nezmı´nila o markovsky´ch vlastnostech SNCP. Prˇesto veˇrˇ´ım, zˇe tento
text bude cˇtena´rˇi zaj´ımavy´m uveden´ım do te´to problematiky.
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