Abstract. In this article, a generalized Kleinian sigma function for an affine (3, 4, 5) space curve of genus 2 was constructed as the simplest example of sigma function for an affine space curves, by applying the construction method of sigma function for (r, s) plane curve provided by Eilbeck Enolskii and Leykin (SIDEIII, CRM Proc. Lecture Notes, 25 2000) to the space curve. By defining the fundamental differential of the second kind over it, the Legendre relations was obtained as the symplectic structure over it. It was showed that with the abelian map to C 2 , the symplectic structure determines the sigma function. Using the sigma function, the Jacobi inversion formulae for the curve are obtained. It means that the generalization of the sigma functions for the affine plane curves to ones for the space curves is basically possible. An interesting relation between a semigroup generated by (6, 13, 14, 15, 16) and Norton number associated with Monster group is also mentioned with an Appendix by Komeda. sigma function, space curve, Jacobi inversion formula
Introduction
In Tata lectures on theta II [Mu] , Mumford polished the abelian function theory in the nineteenth century on the hyperelliptic curves based upon the study of Jacobi, from a viewpoint of modern algebraic geometry, and investigated the abelian functions of hyperelliptic curves. Using the explicit expressions, he showed that the abelian functions are closely connected to the nonlinear integrable systems, kinematic problems, representation theory, and so on. He described these explicit connections in terms of the theta functions.
Recently on hyperelliptic curves, Grand [Gr] ,Ônishi [O] , and Buchstaber, Enolskii, and Leykin [BEL1] found that it is more convenient to show the abelian functions in terms of the Kleinian sigma function which is a natural generalization of the Weierstrass sigma function [B1, B2, K, W] and investigated the hyperelliptic functions using it. For example, in terms of the sigma functions, it is much easier to rewrite formulae in [Mu] than theta function [BEL1, Ma01] .
Further in [EEL] , Enolskii, Eilbeck, and Leykin discovered a construction which generalizes the Kleinian sigma function for a (r, s) plane curve of genus g, though the original Kleinian sigma function is only for a hyperelliptic curve; r and s (r < s) are coprime positive integers g = (r − 1)(s − 1)/2. In [EEL] , they, firstly, constructed the fundamental differential of the second kind over an affine (r, s) plane curve and using it, obtained the Legendre relations as the symplectic structure over the curve. Using the Legendre relations, they defined the generalized Kleinian sigma function over C g , the image of the abelian map. They found the natural Jacobi inversion formulae in terms of their sigma function. We call the construction EEL construction in this article. Using the EEL construction, Buchstaber, Enolskii, Leykin, Eilbeck,Ônishi, Nakayashiki, Previato, and Matsutani also have studied abelian functions over (r, s) affine curves [BEL2, BLE1, BLE2, EEMOP1, EEMOP2, N, Ma01, MP08, MP09, MP11] . One of these purposes is also to generalize Mumford's investigations in [Mu] and make them more profound. These results are connected with many physical problems e.g., [BG, BDE, MP09] .
In this article, we consider a generalized Kleinian sigma function for an affine (3, 4, 5) space curve of genus 2, which is the simplest affine space curve. Our purpose of this article is to show that sigma function is also defined for an affine space curve as we can do for plane curves.
Following the EEL-construction, we define the fundamental differential of the second kind over it and obtain the Legendre relations as the symplectic structure over it. With the abelian map to C 2 , we show that the symplectic structure determines the sigma function. Further using the sigma function, we obtain the Jacobi inversion formulae for the curve and the Jacobian following the previous work [MP08] .
It means that the generalization of the sigma functions for the affine plane curves to ones for the space curves is basically possible and is useful.
When a physical phenomenon is described by a (r, s) plane curve including r = 2 case, we naturally encounter a singular (r, s) plane curve because the phenomenon is governed by the parameter space of the curve and the variation of the parameters includes ones for singular curves. The singular curves sometimes become space curves by normalization as in Example 3 in §2.2. Hence we believe that this demonstration that we have sigma function for a space curve is quite crucial.
In Discussion we also show a problem of a space curve associated with the semigroup generated by (6, 13, 14, 15, 16) with an Appendix by Komeda. The semigroup might be related to Norton number associated with the Monster group, the simple largest sporadic finite group [Mc, MS, N] . In fact, the gap sequence of the semigroup is {1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 17, 23} whereas Norton number is {1, 2, 3, 4, 5, 7, 8, 9, 11, 17, 19, 23} [Cu, Mc, MS, N] . Both sequences agree except 19 and 10. The gap sequence is related to the Sato weight of the KP hierarchy whereas Norton number is the weight of the replicable functions which govern the moonshine phenomena of the Monster group. The sigma function for the space curve is similar to the replicable function [KMP] . We give some comments on these relations.
I thank John McKay for posing my attention to the Norton problem and his encouragement and Jiryo Komeda for crucial discussions on semigroup and for his Appendix on 2 the semigroup (6, 13, 14, 15, 16) . This work started in a seminar at Yokohama National university 2008, and was stimulated by the international conference at HWK 2011. I am grateful to Kenichi Tamano, Norio Konno, Claus Lämmerzahl, Jutta Kunz, and Victor Enolskii. I am also most grateful to Emma Previato for crucial discussions on the preparation [KMP] .
Mathematical Preliminary
2.1. Numerical semigroup. In this section, we give an overview of recent study of the numerical semigroups as sub-semigroup of non-negative integers N 0 . We call an additive semigroup in N 0 numerical semigroup if its complement in N 0 is finite.
For a numerical semigroup H = H(M) generated by M, the number of elements of respectively whose genera are g(H g ) for g = 2, 4, 12 due to , 3, 4, 5, 7, 8, 9, 10, 11, 17, 23}. For a gap sequence L :
where
Let a min (L) be the smallest positive integer of M (L) , and wt(L) :=
Since a min (L) plays an essential role in semigroup, we call semigroup with a min (L) "a min (L)-semigroup"; H 2 and H 4 are 3-semigroups and H 12 is a 6-semigroup.
For a complete non-singular irreducible curve C of genus g over an algebraically closed field k of characteristic 0, the field of its rational functions k(C), and a point P ∈ C, we define (2.1)
which is called the Weierstrass semigroup of the point P . If L(H(P )) := N 0 \ H(P ) differs from the set {1, 2, · · · , g}, we call P Weierstrass point of C. A numerical semigroup H is said to be Weierstrass if there exists a pointed algebraic curve (C, P ) such that H = H(P ). Hurwitz considered whether every numerical semigroup H is Weierstrass. This was a long-standing problem but Buchweitz finally showed that every H is not Weierstrass. His first counterexample is the semigroup H B generated by 13, 14, 15, 16, 17, 18, 20, 22 and 23, whose (1) semigroup whose cardinality of the generators is less than 4, (2) semigroup whose genus is less than 9, (3) semigroup whose all primitive sequence, twice the smallest positive integer in H(L) > the largest integer in L, of genus 9, (4) semigroup whose a min (L) = 2, 3, 4, 5, (5) semigroup whose a(L) = (0 g−2 , m, n) for genus g and wt(L) = g, (6) semigroup whose a(L) = (0 g−r , m r ) for genus g, and (7) other many special cases of n-semigroups generated by 4 elements.
2.2. Commutative Algebra. We review normal ring and normalization in commutative ring [Mat] . We assume that every ring is a commutative ring with unit.
B is a ring and A is a subring of B. B is said to be extension of A. An element b of B is said to be integral over A if b satisfies a monic polynomial over A, i.e., there exist n and
We say that B is integral over A, or B is an integral ring over A, or B is an integral extension of A if every element b of B is integral over A.
An integral closure in B over A is defined bỹ
Definition 2.1. A is a ring and Q(A) is a quotient ring of A. We assume that A is an integral domain. A is normal if A is integral closed in Q(A), i.e., forÃ := {q ∈ Q(A) | there exist n and a i ∈ A such that q n + a 1 q n−1 + · · · a n = 0 }, A =Ã. We define the minimum extensionÂ of A in Q(A) so thatÂ is integral closed in Q(A). We say thatÂ is normalization of A or the normalized ring of A.
we consider
The minimal condition is obvious.
Example 3 : a space curve;
is not a normal ring. As a vector space, R 0 is
We show that w ∈ Q(R 0 ) \ R 0 exists such that w n + a 1 w n−1 + · · · a n = 0 for certain a i 's of R 0 . In other words, noting
one of w is that w := y 2 x which is integral over R 0 because w 3 =
1 . Let us consider commutative rings R 3 := C[x, y 4 ]/(f 3,12 (x, y 4 )) and R 4 := C[x, y 5 ] /(f 4,15 (x, y 5 )). These arithmetic genera are three and four respectively, though the geometric genera are not. Following the normalization in subsection 2.2, we normalize R 3 and R 4 . Since in terms of the language of the commutative algebra [Mat] , y 2 4
, R 3 and R 4 are not normal rings.
Thus we will normalise them in C[x, y 4 , y 5 ] in the meaning of the commutative algebra [Mat] (see Example 3 in §2.2).
For the zeroes of f 3,12 (x, y 4 ) and f 3,15 (x, y 4 ), we could have the relations,
Here for the primitive root ζ 3 (ζ 3 3 = 1, ζ 3 = 1), ζ 3 acts on X 3 and X 4 respectively. The first relation is chosen in the possibilities y 4 y 5 = ζ
As a normalisation of these singular curves, we consider the commutative ring,
and X 2 := Spec R. Here we define f 8 , f 9 , f 10 ∈ C[x, y 4 , y 5 ] by
, which are also regarded as the 2 × 2 minors of
Here ζ 3 acts on X 2 byζ 3 (x, y 4 , y 5 ) = (x, ζ 3 y 4 , ζ 2 3 y 5 ). Let X be the Riemann surface which is naturally obtained as an extension of X 2 as mentioned in [ACGH, p.31] , i.e., X = X 2 ∪{∞} as a set. It is noted that when x diverges, y 4 and y 5 also diverge vise versa. Thus the infinity point ∞ uniquely exists in X. G m acts on R by setting g −3 m x, g −a m y a for x, y a , g m ∈ G m and a = 4, 5. By Nagata's Jacobi-method [Mat] , it can be proved that X is non-singular.
Though they do not explicitly appear, we will also implicitly consider parametrisations of y 4 and y 5 by
, it is related to the principal ideal theorem for X and a natural covering of X.
3.1. The Weierstrass gap and holomorphic one forms. The Weierstrass gap sequences at ∞ are given by the following Table 1 . For the local parameter t ∞ at ∞, we have
Here for a given local parameter t at some P in X, by d ≥ (t ℓ ) we denote the terms of a function on X in its t-expansion whose orders of zero at P are greater than ℓ or equal to ℓ. H(∞) in (2.1) is H(3, 4, 5).
Pinkham considered (3, 4, 5) curve as the simplest example of numerical semigroup [P, Sec.14] . Its monomial curve is defined by,
. Z 3 , Z 4 and Z 5 correspond to 1 x 1 y 4 and 1 y 5 respectively and these relations correspond to (3.1) and (3.2). x 4 x 3 y 4 x 2 y 2 4
x 5 x 4 y 4
x 2 y 5 x 4 x 2 y 5 xy 2 5
x 5 x 2 y 2 5 X 2 1 --x y 4 y 5 x 2 xy 4 xy 5 y 4 y 5 x 2 y 4 x 2 y 5 x 4 x 3 y 4 x 3 y 5 x 5 x 4 y 4
There we define φ
as a non-gap monomial in R g for g = 2, 3, 4 and e.g., φ
, where wt() is the degree of divisor at ∞ of each curve X's. It is noted that H 2 is identical to
2 , Λ
3 ) = (3, 1, 1) and
3 , Λ
4 ) = (4, 2, 1, 1) are given by respectively:
The Young diagram Λ is not symmetric, whereas t Λ (3) = Λ (3) and t Λ (4) = Λ (4) . Here we note that the Young diagram is related to the quantities in the semigroup as
Proposition 3.1. Bases of the holomorphic one forms over X can be expressed by
For later convention, we introduce φ
Then we have
We also define the weight
and N H 1 (n) = n + 5 for n ≥ 2. Then the following proposition is obvious.
and the order of the singularity of (ν i ) at ∞ is given by N H 1 (n)
is not holomorphic one form over X if a i does not vanish.
Proof. For n < 3, every n i=0 a i
has singularities at points in X \ ∞.
We choose the bases α i , β j (1 ≦ i, j ≦ 2) of H 1 (X, Z) such that their intersection numbers are α i · α j = β i · β j = 0 and α i · β j = δ ij , and we denote the period matrices by
Let Π 2 be a lattice generated by ω ′ and ω ′′ . For a point P ∈ X, the abelian map w : X → C 2 is defined by
and for a point (P 1 , · · · , P k ) ∈ S k X, i.e., the k-th symmetric product of X, the abelian map w :
Then we define the Jacobian J 2 and its subvariety W k (k = 0, 1, 2) by
respectively. For a point (P 1 , P 2 ) ∈ S 2 X around the infinity point, by letting their local parameters t ∞,1 and t ∞,2 u ≡ t (u 1 , u 2 ) := w(P 1 , P 2 ) is given by
where d ≥ (t 1 , t 2 ) is a natural extension of d ≥ (t).
3.2. Differentials of the second and the third kinds. Following the EEL-construction [EEL, BEL2] for a (n, s) curve, we give an algebraic representation of a differential form which, up to a tensor of holomorphic one forms, is equal to the fundamental normalized differential of the second kind in [F, Corollary 2.6] . In other words, we apply the EEL-construction to the space curve X. Definition 3.4. A two-form Ω(P 1 , P 2 ) on X × X is called a fundamental differential of the second kind if it is symmetric,
it has its only pole (of second order) along the diagonal of X × X, and in the vicinity of each point (P 1 , P 2 ) is expanded in power series as
where t P is a local coordinate at the point P ∈ X.
Here we use the convention that for P a ∈ X, P a is represented by (x a , y 4,a , y 5,a ) or (x Pa , y 4,Pa , y 5,Pa ) and for P ∈ X, P is expressed by (x, y 4 , y 5 ).
Proposition 3.5. Let Σ P, Q be the following form, (3.10) Σ P, Q := y 4,P y 5,P + y 4,P y 5,Q + y 4,Q y 5,P (x P − x Q )3y 4,P y 5,P dx P .
Then Σ(P, Q) has the properties (1) Σ(P, Q) as a function of P is singular at Q = (x Q , y 4,Q , y 5,Q ) and ∞, and vanishes atζ The following holds for non-singular X; Proposition 3.6. There exist differentials ν II j = ν II j (x, y 4 , y 5 ) (j = 1, 2) of the second kind such that they have their only pole at ∞ and satisfy the relation,
where (3.12) d Q Σ P, Q := dx P ⊗ dx Q ∂ ∂x Q y 4,P y 5,P + y 4,P y 5,Q + y 4,Q y 5,P (x P − x Q )3y 4,P y 5,P .
10
The set of differentials {ν We will fix this ν II i hereafter. Proof. ∂ ∂x Q y 4,P y 5,P + y 4,P y 5,Q + y 4,Q y 5,P (x P − x Q )3y 4,P y 5,P dx P = 1 (x P − x Q )9y 4,P y 5,P y 4,Q y 5,Q 3(y 4,P y 5,P + y 4,P y 5,Q + y 4,Q y 5,P )y 4,Q y 5,Q (
Here k a,P = k a (x P ) and k ′ a,P = dk a (x P )/dx P . ∂ ∂x Q y 4,P y 5,P + y 4,P y 5,Q + y 4,Q y 5,P (x P − x Q )3y 4,P y 5,P − ∂ ∂x P y 4,Q y 5,Q + y 4,Q y 5,P + y 4,P y 5,Q (x Q − x P )3y 4,Q y 5,Q is equal to = 1 (x P − x Q )9y 4,P y 5,P y 4,Q y 5,Q 3(y 4,P y 5,Q + y 4,Q y 5,P )(y 4,Q y 5,Q − y 4,P y 5,P ) (
1 − x P .
Then we have the result.
Corollary 3.7.
(1) The one form,
is a differential of the third kind, whose only (first-order) poles are P = P 1 and P = P 2 , and residues +1 and −1 respectively.
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(2) The fundamental differential of the second kind Ω(P 1 , P 2 ) is given by
where F is an element of R ⊗ R.
Proof. Direct computations show it.
Lemma 3.8. We have (3.14) lim
Proof. B 2 in the proof of Proposition 3.6 shows the result.
For later convenience we introduce the quantity:
( 3.15) 4. The sigma function over (3, 4, 5) curve 4.1. Legendre relation. Corresponding to (3.6), we define the complete integral of the second kind,
Let τ Q 1 ,Q 2 be the normalized differential of the third kind such that τ Q 1 ,Q 2 has residues +1, −1 at Q 1 and Q 2 , is regular everywhere else, and is normalized, α i τ P,Q = 0 for i = 1, 2 [FK, III.3.5] . The following Lemma corresponding to Corollary 2.6 (ii) in [F] holds.
Lemma 4.1. By letting γ = ω ′ −1 η ′ , we have
Proof. We note that ∂ P 1 Ω
is expressed by a linear combination of the holomorphic one forms. Noting
By choosing an appropriate path Γ from Q 1 to Q 2 , homotopic to α k , we have (η
The following Proposition provides a symplectic structure in the Jacobian J 2 , known as generalized Legendre relation [B1, BLE1, BLE2] . 
Proof. For example, for
and further contour integration provides
. By considering the contour integral, the contour of Q 1 to Q 2 along β k gives
which turns out to be
Here we use 4.2. σ function. Due to the Riemann relations [F] , Im (ω ′ −1 ω ′′ ) is positive definite. Theorem 1.1 in [F] gives
be the theta characteristic which is equal to the Riemann constant ξ R with respect to the base point ∞ and the period matrix [ 2ω ′ 2ω ′′ ]. We define an entire function of (a column-vector) u =
where c is a certain constant of a rational of b's. For a given u ∈ C 2 , we introduce u ′ and u ′′ in R 2 so that
Proposition 4.3. For u, v ∈ C 2 , and ℓ (= 2ω
The following holds
Proof. It is essentially the same as one for the normalized theta function [L, Chap. VI] .
The vanishing locus of σ is simply given by
4.3. The Riemann fundamental relation. We review a relation which we call the Riemann fundamental relation [B1, §195] :
Proof. The right-hand side is expressed by
where ξ R is the Riemann constant. By Riemann's theorem for theta functions [F, p.23] , the above becomes
The exponential part of the bilinear term is given by,
which equals to (Lemma (4.1))
The above integrals depend upon the paths we choose, but due to (4.6) such dependence cancels. We have the equality.
Proposition 4.5. For (P, P 1 , P 2 ) ∈ X × S 2 (X) \ S 2 1 (X) and u := w(P 1 , P 2 ), the equality 2 i,j=1
holds for every a = 1, 2, where we set
Proof. For the case X, using the relation
taking logarithm of both sides of the relation in Proposition 4.4 and differentiating them along P 1 = P and P 2 = P a , we obtain the claim.
4.4. The µ n functions over (3, 4, 5). As mentioned in [MP08] , we introduce meromorphic functions on the curve X.
For the definition of the function µ's, we introduce the Frobenius-Stickelberger (FS) matrix and its determinant following [MP08] . Let n be a positive integer and P 1 , . . . , P n be in X\∞. We define the Frobenius-Stickelberger (FS) matrix by:
and ψ n (P 1 , P 2 , . . . , P n ) := det Ψ n (P 1 , P 2 , . . . , P n ). We call this matrix Frobenius-Stickelberger (FS) matrix and its determinant Frobenius-Stickelberger (FS) determinant. These become singular for some tuples in (X\∞) n .
Definition 4.6. For P, P 1 , . . . , P n ∈ (X\∞) × SS n (X\∞), we define µ n (P ) by µ n (P ) := µ n (P ; P 1 , . . . , P n ) := lim
where the P ′ i are generic, the limit is taken (irrespective of the order) for each i; and µ n,k (P 1 , . . . , P n ) by
For example, µ 2 (P ; P 1 , P 2 ) = xy 4 − y 4,1 x 2 y 4,2 − y 4,2 x 1 y 4,1 y 4,1 y 4,2 − y 4,2 y 4,1 y 5 + y 5,1 x 2 y 4,2 − y 5,2 x 1 y 4,1 y 4,1 y 4,2 − y 4,2 y 4,1 y 4 , µ 1 (P ; P 1 ) = y 5 + y 5,1 y 4,1 y 4 .
We note that µ H 1 ,n for X is characterized by the condition on a polynomial α H 1 n = n i=0 a i φ H 1 i (P ), a i ∈ C and a n = 1, which has a zero at each point P i and has the smallest possible order such that it multiplied by dx/3y 4 y 5 belongs to H 1 (X \ ∞, O X ).
4.5. Jacobi inversion formulae over Θ k .
Theorem 4.7. (Jacobi inversion formula) For (P,
(1) µ H 1 ,2 (P ; P 1 , P 2 ) = xy 4 − ℘ 22 (w(P 1 , P 2 ))y 4 + ℘ 21 (w(P 1 , P 2 ))y 5 .
(2) ℘ 22 (w(P 1 , P 2 )) = y 4,1 x 2 y 4,2 − y 4,2 x 1 y 4,1 y 4,1 y 4,2 − y 4,2 y 4,1 , ℘ 21 (w(P 1 , P 2 )) = y 5,1 x 2 y 4,2 − y 5,2 x 1 y 4,1 y 4,1 y 4,2 − y 4,2 y 4,1 .
Proof. the same as [MP08] .
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Theorem 4.8. For (4.8)
and P 1 ∈ X \ S 1 1 (X) and u = ±w(P 1 ) ∈ κ −1 (Θ 1 ),
Proof. As in [MP08] , by considering lim
, we have the result.
Following the conjecture by Buchstaber, Leykin and Enolskii [BEL2] , in [Na] Nakayashiki showed that the leading of the σ function for (r, s) curve is expressed by Schur function. Noting (3.5) and (3.7), the above Jacobi inversion formulae gives an extension that
2 . Since for a Young diagram Λ, S Λ and s Λ are the Schur functions defined by
where T 1 := t 1 + t 2 and T 2 := 1 2 (t 2 1 + t 2 2 ), we have
Discussion
We showed that the EEL construction works well even for a space curve, and the sigma function is naturally defined. More precisely we applied the EEL construction to the curve X of (3, 4, 5) type and obtained a fundamental differential of the second kind, natural differentials of the second kind, and the third kind. Using them we define the sigma function even for the space curve X explicitly. Further the sigma function gives the Jacobi inversion formulae for the Jacobian J and even for strata in J as a natural extension of [MP08] .
Since this construction is very natural, this study sheds a new light on the way to construction of the sigma functions for space curves. We conjectured that the EEL construction could be applied to every space curve if it is Weierstrass. In fact, it is applicable for the curves, C(H 4 ) and C(H 12 ) generated by 3, 7, 8 and 6, 13, 14, 15, 16 [KMP] .
As mentioned in Introduction, degenerate curves naturally appear when we deal with (r, s) curves in a physical problem e.g., [Ma08] , the degenerate curves might be space curves by normalisation. This construction is applied to a more interesting physical phenomenon.
As an interesting example of a space curve, we will give a comment on a problem as follows, for which I started to study sigma functions for affine space curves.
McKay considers a relation between dispersionless KP hierarchy and the replicable functions in order to obtain a further profound interpretation of the moonshine phenomena of Monster group [FMN, Mc, MS] . He conjectured that it might be related to the quantised elastica [Ma08] . By studying a relation between a replicable function and an algebraic curve associated with elastica, we found that a semigroup H 12 generated by M 12 := 6, 13, 14, 15, 16 has gap sequence, 2, 3, 4, 5, 7, 8, 9, 10, 11, 17, 23}, which is identical to the Norton number, , 3, 4, 5, 7, 8, 9, 11, 17, 19, 23} by exchanging 10 and 19. The Norton number plays the essential role in the moonshine phenomena for the Monster group [Cu, N] . [Cu, FMN, N] . The replicable function is a generalization of the elliptic J-function, which causes the moonshine phenomena of the Monster group. After then, Komeda proved that H 12 is the Weierstrass semigroup by constructing a non-singular algebraic curve C(H 12 ) using a fibre structure over a curve C(H 4 ), as mentioned in Appendix. He also gave the fundamental relations in Propositions A.1 and A.2 which are reported in [KMP] .
In [KMP] , using the results, we apply the EEL construction to the curves C(H 4 ) and C(H 12 ), and obtain a fundamental differential of the second kind and natural differentials of the second kind, and the third kind. Using them, we also define the sigma functions even for the space curves C(H 6 ) and C(H 12 ) explicitly which give the Jacobi inversion formulae. The numbers 10 and 19 are related to the weight of the denominator of the holomorphic one forms in C(H 12 ). The sigma function is related to the Schur function S Λ 12 (T 1 , T 2 , T 3 , T 4 , T 5 , T 7 , T 8 , T 9 , T 10 , T 11 , T 17 , T 23 ) for the Young diagram;
. Since the component u i of the element u in the Jacobi variety J 12 for C(H 12 ) has a natural weight w(u i ) as in (3.7), u can be expressed by u = (v 23 , v 19 , v 17 , v 11 , v 9 , v 8 , v 7 , v 5 , v 4 , v 3 , v 2 , v 1 ) by denoting v w(u i ) = u i and then v j can be regarded as Sato coordinate in the KP hierarchy. Then σ is a function of (v 1 , v 2 , v 3 , v 4 , v 5 , v 7 , v 8 , v 9 , v 11 , v 17 , v 19 , v 23 ) . If we consider a deformation of C(H 12 ) parameterized by q ∈ C, a truncated part of the expansion of the sigma function belongs to Q[v 1 , v 2 , v 3 , v 4 , v 5 , v 7 , v 8 , v 9 , v 11 , v 17 , v 19 , v 23 ][q], whose properties are similar to the replicable functions [KMP] .
Since the Jacobi variety J 12 for C(H 12 ) is given as 12-dimensional complex torus whose real dimension is 24. Hence it might remind us of Witten conjecture associated with Monster group problem [HBJ] ; Witten conjectured that a 24 dimensional manifold exists such that the Monster group acts on it.
Further C(H 12 ) naturally contains a sextic curve, which is related to E 8 [Co] . In a subvariety W k of J 12 (k < 12), v j (j = w(u i ); i = k + 1, k + 2, . . . , 12) is a function of v j ′ , (j ′ = w(u i ); i = 1, 2, . . . , k) is a function of v j ′ , σ function has a reduction such that σ ♮ k is a function related to W k [MP11] . It also reminds us of the fact that a 5 , . . . , a 23 are functions of a 1 , a 2 , a 3 and a 4 in the elliptic J-function as a replicable function.
A. Appendix: Weierstrass properties of (6, 13, 14, 15, 16) This proof is given in [KMP] but we show its sketch.
Proof. Let (C, P ) be a pointed curve with H(P ) = 3, 7, 8 . Then 2 = h 0 (4P ) = 4 + 1 − 4 + h 0 (K − 4P ) = 1 + h 0 (K − 4P ), which implies that K − 4P ∼ P 1 + P 2 for some points P 1 and P 2 ∈ C. Here K is a canonical divisor on C. Moreover, 2 = h 0 (5P ) = 5 + 1 − 4 + h 0 (K − 5P ) = 2 + h 0 (K − 5P ), which implies that h 0 (K − 5P ) = 0. Hence, we get P i = P for i = 1, 2. Thus, K ∼ 4P + P 1 + P 2 with P i = P for i = 1, 2. We set D = 7P − P 1 − P 2 . Then deg(2D − P ) = 9 = 2 × 4 + 1, which implies that the complete linear system |2D − P | is very ample, hence base-point free. Therefore, 2D ∼ P + Q 1 + . . . + Q 9 (= a reduced divisor). Let L be the invertible sheaf O C (−D) on C and φ an isomorphism L ⊗2 ≈ O C (−P −Q 1 −· · ·−Q 9 ) ⊂ O C . Then the vector bundle O C ⊕ L has an O C -algebra structure through φ. The canonical morphism π :C = Spec (O C ⊕ L) → C, is a double covering. Its branch locus of π is {P, Q 1 , ..., Q 9 }. LetP be the ramification point of π over P . Then it can be showed that H(P ) = 6, 13, 14, 15, 16 using the formula, h 0 (2nP ) = h 0 (nP ) + h 0 (nP − D) for any non-negative integer n.
By considering h 0 (2nP ) for n = 3, 4, 5, 6, 7, 8, 9, we show H(P ) = 6, 13, 14, 15, 16 .
Further we have the following proposition whose proof is in [KMP] :
Proposition A.2. Let B 12 a monomial ring which is given by k[t a ] a∈M 12 for the numerical semigroup H 12 . For a k-algebra homomorphism,
