Abstract: We construct patches of self-similar solutions, in which one family out of two nonlinear families of characteristics starts on sonic curves and ends on transonic shock waves, to the two-dimensional pressure gradient system. This type of solutions is common in the solutions of two-dimensional Riemann problems, as seen from numerical experiments. They are not determined by the hyperbolic domain of determinacy in the traditional sense. They are middle-way between the fully hyperbolic (supersonic) and elliptic region, which we call semi-hyperbolic or partially hyperbolic. Our intention is to use the patches as building tiles to construct global solutions to general Riemann problems.
Introduction
Initial value problems for the compressible Euler systems in several space dimensions are interesting and difficult open problems. One way to approach the problem is to consider special initial data that allows reduction of the space dimensions. Two-dimensional Riemann problems are such data that allows the Euler system in two-space dimensions to become a quasi-one-dimensional problem ( [2] ). In the typical set-up of a two-dimensional Riemann problem, the initial data are constant in each of the four quadrants of the initial plane, which is a natural generalization of the classical one-dimensional Riemann problem.
Based on knowledge of waves and their interactions for one-dimensional systems of conservation laws, Zhang and Zheng have offered some guesses ( [13] , 1990) for the so- Figure 1: Four semi-hyperbolic patches, marked by the short and light curves and overlapped by some bold ones, in the interaction of two forward and two backward rarefaction waves for the Euler system with γ = 1.4. The state in the first quadrant is that pressure p 1 = 0.444, density ρ 1 = 1.0, velocity u 1 = v 1 = 0.00, and the density in the second quadrant is ρ 2 = 0.5197, while time T = 0.25. The five closed curves at the center are contour curves of the pseudo-Mach number which mark the subsonic region; bold curves originating from the boundaries are characteristics; the short and light curves in the semi-hyperbolic regions are also characteristics. The solution has two axes of symmetry (Courtesy of Glimm et. al. [6] ).
lutions to the two-dimensional Riemann problems for the Euler system. Some of the guesses seem to be accessible to rigorous proof, while most of them are complicated. Subsequent numerical simulations ( [12] (1993), [3] (1995), [8] (1998), [7] (2002)) seem to confirm the patterns and complexity in the guesses, except for the latest [6] (2007) by Glimm et. al. which we will discuss in detail shortly.
Observing the guesses and numerical simulations one finds several typical patterns of wave structures. The basic ones include the planar rarefaction waves, shocks, subsonic domains, etc. We notice that some solutions have a type of regions which are not elliptic, parabolic, or hyperbolic in the classical sense. These regions are identified by the existence of a family of characteristics that start on sonic curves and end on transonic shock curves. We call these regions semi-hyperbolic. They have been called "partially hyperbolic" in Zheng [14] . An example of the semi-hyperbolic regions, marked by the short and light curves, is given in Figure 1 . The figure is for the interaction of four planar rarefaction waves with two axes of symmetry for the Euler system. Semi-hyperbolic patches of solutions appear in many cases of the Riemann problems for the Euler system. In addition, similar waves appear in the steady Euler system, as in the steady flow of air accelerating in a tunnel over a bump on the wall (boundary) to Figure 2 : A patch of semi-hyperbolic wave. The inward bending of the lower boundary causes the air to flow faster than the speed of sound near the bend, producing a region of supersonic flow with shock formation. Some characteristics (the dotted curves) start on sonic points (the dashed curve) and end on the shock (bold curve).
produce a small hyperbolic region in which a shock wave forms, see Figure 2 or Courant and Friedrichs [4] .
Semi-hyperbolic patches of solutions appear in other systems of conservation laws as well. The pressure gradient system, which has been derived asymptotically from the full Euler system, has them. From the book of Li et. al. [10] , we see that semi-hyperbolic patches of solutions appear in eight out of twelve cases of its Riemann problems.
We believe that it is helpful to fully understand these patches of solutions locally before we are able to resolve the Riemann problems globally. A global solution to the boundary value problem of the Riemann problem of a hyperbolic system of equations can be patched together by pieces along characteristic lines, sonic curves, shock waves or other natural boundaries. The patch is our focus in this paper.
We attempt in this paper to construct the patch in a way sufficient for understanding the internal structure of the patch, while postponing its connection to the subsonic domain to a later piece of work. In other words, we construct a lot of such patches in anticipation for further cutting or rubbing on the transonic edges to fit to the subsonic domain, and focus on which key curve can determine such a patch.
In the remainder of the introduction, we give a more precise description of our problem and conclusion. We shall consider, instead of the Euler system, the two-dimensional pressure gradient system
where E = p + (u 2 + v 2 )/2. See books of Li et. al. [10] or Zheng [14, 15] for more information on the system. The (four-wave)Riemann problems for the pressure gradient system have been sorted out in Section 4.4 in [10] to have twelve Configurations A − L. We note that its Configuration G is a typical case where a semi-hyperbolic wave is present with a small shock in a rarefaction environment. There have been work by Dai and Zhang [5] or Lei and Zheng [9] and Bang [1] about the existence of solutions in the hyperbolic region of the interaction area formed by two or more forward rarefaction waves. To investigate the semi-hyperbolic patches such as the ones in the interaction of two forward and two backward rarefaction waves of Figure  1 , we let 0 < p 4 < p 1 be two positive numbers and consider the planar rarefaction wave Figure 3 . Denote the point (ξ, η) = (0, √ p 1 ) by A. We note that a positive characteristic curve, defined in (7) in the next chapter, passing through A in the rarefaction wave region becomes a circular arc. Let the characteristic intersect its bottom boundary at B. We also choose p 4 bigger than p 1 /4 so that the circular arc AB is less than a quarter of a circle, thus the characteristic slope of AB at B is negative in the (ξ, η) plane. We remind that a point (ξ, η) is sonic if
holds. Similarly, a sonic curve is a curve where (2) holds at each point of the curve. Then the point A is sonic. Let C and A ′′ in Figure 3 be sonic points. Under the above assumptions, we consider the following problem.
Problem: For a given convex characteristic curve BC of the negative family defined in (7) , build a solution with a maximal hyperbolic domain which ends at either the sonic curve, or a single characteristic curve which both starts and ends at sonic points or an envelope of the plus family of characteristics. See Figure 3 .
In addition to the aforementioned reason for studying semi-hyperbolic waves, let us point out that the work of Dai and Zhang [5] or Lei and Zheng [9] on the interaction of two rarefaction waves actually makes the problem naturally interesting. First, this problem will produce a nontrivial sonic boundary, which provides a first glimpse of the structure of sonic curves. Second, the monotonicity of the pressure on the characteristic boundaries are just the opposite of Dai and Zhang's, an interesting technical point.
Our conclusions are as follows. To understand a semi-hyperbolic patch of solutions, we start our exploration along a characteristic curve BC, that serves as a spine to support the patch. See Figure 3 . In Theorem 4.1, we have, on one side of the spine, a smooth wave that extends to a sonic curve AC, while on the other side it is verified in Theorem 4.2 that the wave forms an envelope CA ′′ , which will likely be overtaken by an external shock arisen from the subsonic domain.
Preliminaries
In the self-similar coordinates (ξ, η), the pressure gradient system (1) has a second-order equation for p in the form
which transforms to
in polar coordinates (r, θ) of the (ξ, η) plane. The second-order equation can be decomposed to
where
We also use the notation λ ± = ±λ. The characteristics are defined by
In addition, in the (ξ, η)-plane we know that (3) has two characteristics η = η(ξ) with
which are called a positive characteristic and a negative characteristic, respectively. Defining
we have a characteristic decomposition in the pressure-gradient system. In particular, for a negative characteristic,
This allows for expression
for some factors f − . We have a similar expression for a positive characteristic. Then the decomposition leads directly to the fact that ( [11, 15] )
A state adjacent to a constant state for the pressure gradient system must be a simple wave in which p is constant along characteristics of a plus (or minus) family.
Main construction
On the boundary BA := {(r, θ) :
On the boundary BC, let us give the notation
Since it is a minus characteristic curve, we have
from which we can find p = r 4 r 2 + (r ′ ) 2 , and
Furthermore, we compute
We require that ∂ − p ≥ 0 on BC, which is the same as BC is convex following the relation (8) (or (19) more precisely). We realize that r ′ at C is naturally zero:
We offer a short discussion on the regularity of BC at C. If r ′′ BC is bounded, then ∂ − p → 0 as θ → θ C , following (10) . To maintain a positive lower bound for ∂ − p, we need r ′′ to be unbounded. For example, we can choose to consider
for some m > 0 as θ → θ C . In this case, we have
This means that there is a singularity at C, if ∂ − p has a positive lower bound. We shall not assume that ∂ − p has a positive lower bound in this paper.
Using decomposition (5) and the boundary data we find that there holds
in the domain of the solution. Furthermore,
and
Thus we expect that the maximal principle holds for the derivatives.
Let the domain Ω be a curvilinear triangle region ABC. Due to the degeneracy of interface with an elliptic region, we cut off a sufficient thin strip with the curve {(ξ, η) | r 2 − p = ǫ} away from the interface. The remaining sub-domain is denoted by Ω ǫ , in which r 2 − p > ǫ. Let Γ ± be the curves AB and BC respectively.
Lemma 3.1. For a smooth solution p to (4) in the hyperbolic domain Ω, the boundary values of ∂ ± p on Γ + ∪ Γ − dominate the values of ∂ ± p in the interior of the domain:
Proof. Along the boundary BA, we use the equation
to conclude that ∂ − p behaves like what is shown in Figure 4 . That is, ∂ − p is a decreasing function of θ if ∂ − p is greater than or equal to ∂ + p at B (Figure 4 (b) ). If ∂ − p is less than ∂ + p at B, then it increases to become equal to ∂ + p at some point, then it decreases to zero at A (Figure 4 (a) ). Figure 4 : Derivatives of p on boundary BA. Figure 5 . For general nonnegative and bounded ∂ − p, we can find ∂ + p, too; but it may be greater or less than ∂ − p along BC. Its maximum is its value at B, or the maximum of ∂ − p along BC.
For an interior point, we estimate the derivatives as follows. Let
First consider the case that ∂ − p ≥ ∂ + p in the whole Ω ǫ . Let T be a point on Γ − . We note that ∂ − p| T > 0 implies ∂ − p > 0 along the positive characteristic Y + starting from T . Then we have
which implies that ∂ − p is decreasing along the positive characteristic curve Y + . Then for any interior point S in Ω ǫ
Therefore, in the region
Second, if ∂ − p ≥ ∂ + p in Ω ǫ is not true, then there must be some point Z ∈ Ω ǫ satisfying ∂ + p| Z > ∂ − p| Z . Then by the continuity property of ∂ + p and ∂ − p in Ω ǫ , there exists a neighborhood N 0 of Z such that ∂ + p ≥ ∂ − p in N 0 . We see that ∂ + p is decreasing on N 0 along the negative characteristic Y − passing through Z. Then
where Z 1 lies on both the boundary of N 0 and the negative characteristic Y − . After the intersection point Z 1 , two derivatives ∂ + p and ∂ − p may cross each other many times along the negative characteristic until the boundary point on Γ + . So we investigate the behaviors of ∂ ± p by considering the following two subcases at Z 1 .
Case 1: Assume at Z 1 , we can draw a positive characteristic up to the boundary Γ − without crossing of ∂ − p and ∂ + p (see Figure 6 ). Then by the decreasing property of ∂ − p along the positive characteristic, we have
where Z * is an intersection point of the positive characteristic and Γ − .
Case 2: Assume at Z 1 , we cannot draw a positive characteristic up to the boundary Γ − without crossing of ∂ − p and ∂ + p or we cannot draw a positive characteristic outside of N 0 (see Figure 7) . Then we use a negative characteristic, called Y − , on the region of ∂ − p ≥ ∂ + p for a while or up to and including the boundary Γ + . Since the two derivatives 
That is, along the negative characteristic starting from a point in Γ + , ∂ − p should decrease after Z 2 to meet ∂ + p at Z 1 . Thus
If Z 2 is on Γ + , we have finished. If not, we change moving direction at Z 2 to take a positive characteristic. If we can move along a positive characteristic at Z 2 up to the boundary Γ − without crossing of ∂ − p and ∂ + p, then we have
Otherwise, there may be crossing of ∂ + p and ∂ − p while we are moving along the positive characteristic from Z 2 . Then we take a negative characteristic at the cross point Z 3 where we cannot preserve the inequality of ∂ ± p which has been valid from the point Z 2 (see Figure 7 ). Then we again apply the first step in Case 2. Properly applying these steps in Case 2 continuously, eventually we have
where Z * ∈ Γ − ∪ Γ + . So the boundary values of ∂ ± p dominate the values of ∂ ± p in the interior of the domain. Therefore,
The proof of the lemma is complete.
In order to prove the following lemma, we note that the maximum of r in the domain is attained at the point A, while the minimum of r is bigger than √ p 1 sin 2 θ B which is bigger than √ p 1 /2 since we take θ B > π/4. In addition, the minimum of p is attained at B.
3 Consider the ODE y ′ = (f (t) − y)y where f (t) = 1, t + 1, or 2 − t on t ∈ [0, 1], y(0) = 1/2. (1) r 2 − p is monotone decreasing along any negative characteristic curve starting on a point of the curve BA.
(2) ∂ − p = ∂ + p on the sonic part of the curve AC.
(3) r 2 − p is monotone decreasing along any positive characteristic curve starting on a point of BC, provided that Proof.
(1) Suppose D is a point on curve AC that comes from H on curve AB through a negative characteristic curve. Then r 2 − p decreases along HD since r decreases and p increases.
(2) We show that the two derivatives will be equal at the end C. If ∂ + p is less than ∂ − p, it will grow past ∂ − p because of the factor 1/(r 2 − p). The opposite holds true too. Due to this factor, the two derivatives will be equal at the end C. For the point A and an interior point of the sonic curve AC, we can apply the same method.
(3) From the derivative formulas we find that along any plus characteristic
we have
So, we can see that ∂ + p > 0 in the domain implies that r ′′ → −∞ near the sonic boundary. Thus ∂ + (r 2 − p) < 0 near the sonic curve. We extend this result into the whole domain under the assumption that p 1 and p 4 are chosen close enough.
We note that the maximum of r in the domain is attained at the point A, while the minimum of p is attained at B. Thus
We also notice that
In order to obtain the estimate of r ′′ in terms of p 1 − p 4 , let us claim that
The reason is as follows. We note that
If at any point or an interval (s 1 , s 2 ) along a negative characteristic curve there happens that (1 + 2p r 2 )
then, from it, we obtain
at that point or interval, which implies
If, however,
Next, in the neighboring interval of s 3 , we encounter again the case of
which implies we can apply the fact (14) . Then for any point on (s 3 , s 4 ) we have
Thus, the claim is verified. Then we know that
which enables us to obtain an estimate of r ′′ :
Let us choose p 4 such that p 1 > p 4 > p 1 /2 for a given p 1 > 0. Furthermore, for a uniform estimate for r ′′ , we choose p 4 sufficiently close to p 1 , say p 4 > M 0 p 1 , where
Next let us consider the term (r ′ ) 4 + r 3 r ′′ in ∂ + (r 2 − p). According to the previous estimates, we have
which becomes strictly negative if we use the estimate
which is derived from (15) . Therefore, we have the monotonicity property of r 2 −p along the positive characteristics in the domain.
(4) Let us use the notation θ = θ(r) to represent the level curve
In the interior of the curve AC, both ∂ − p and ∂ + p are positive and bounded. Thus
is positive and bounded. So each θ ′ (r) is well-defined. Since (10) and (13) . Recall the notation (6). Then r
From (10) and (13), we have
where r := r + = r − . Since r 
Therefore, |θ ′ (r)| is uniformly bounded in the whole domain, which implies the Lipschitz continuity of the limit curve.
(5) This follows from properties (1) and (3) of this lemma. (6) Imagine that the point B is located below the horizontal line η = √ p 4 in Figure 3 on page 4. We draw a negative characteristic at B, and then the end of the characteristic curve meet a sonic curve below the line η = √ p 4 at C. Then a positive characteristic is coming out at C and then move upward to the left. Then the characteristic curve will enter the intersection zone between the lines η = p 1 and η = p 4 and next, as in Figure  3 , the characteristic ends at a new sonic point C ′ by property (3). Thus the boundary AC consists of sonic points or positive characteristics. If, however, the condition of (3) holds so that r 2 − p is monotone along both characteristic families, then AC will consist of sonic points only.
Existence of solutions to the Goursat boundary value problems
The problem suggested in the Introduction is on the wave interaction in a zone bounded by two characteristic curves. So the problem is a Goursat boundary value problem. In this section, the proof of the global existence of solutions is given.
We note that equation (4) transforms into the system of equations
Then we have three eigenvalues
where λ is given in notation (6) . Then dr/dθ = 0 yields a circle passing through B and located in the interior of the domain formed by two characteristic curves dr/dθ = ±λ −1 , so it satisfies the basic condition of the Goursat boundary problems regarding the middle characteristic direction. Of course, in this case, the last characteristic curve is given below the circle r = √ p 1 sin θ B . Note we have 3 eigenvectors
corresponding to λ 0 , λ + , λ − respectively.
Let W = (∂ + p, ∂ − p, p) and
On the boundary Γ + , the value of p is given by
Let the boundary Γ − be described by r = h(θ) and we define a function g such that
From the relation of dp/dr = p θ dθ dr + p r , we have the boundary condition of ∂ + p on Γ + :
Similarly on Γ − , we have
Then we see ∂ − p| BC ≥ 0 by (17). So we have the information of Q + , R − . For the other components of W + and W − on the boundaries, we obtain the boundary condition of R + from the decomposition Now we have the local existence result of (16) with the boundary conditions described above. 
which implies dp
In fact, this is true by the definitions of ∂ + p and ∂ − p.
Lemma 4.2. For any solution W ∈ C 1 (Ω ǫ ) to the system (16) with the boundary conditions in Lemma 4.1, we have
where · C 1 (Ωǫ) represents the C 1 -norm in terms of p r and p θ .
Proof : According to (5) and Lemma 3.1, it is clear that ∂ − ∂ + p and ∂ + ∂ − p are uniformly bounded. It remains to get the estimates of ∂ + ∂ + p and ∂ − ∂ − p. First, let us consider the estimate of ∂ − ∂ − p. By decomposition (5),
On the other hand, we have the following identity Thus the integral along the positive characteristic gives
By the similar method, |∂ + ∂ + p| ≤ C/ǫ 2 on Ω ǫ .
Thus we have a uniform C 1 estimate of W such that
where · C 1 (Ωǫ) represents the C 1 -norm.
According to Lemmas 4.1, 4.2 and the properties of smooth solutions in Lemma 3.2, we obtain the global solution in Ω ǫ by the extension from the local solution with the classical technique in [5] . Furthermore, by the choice of arbitrary width ǫ > 0 and the contradiction argument, we can show that the C 1 solution W = (∂ + p, ∂ − p, p)
can be extended to the whole domain Ω. Thus we have established the global existence. Finally, let us establish that an envelope forms before the sonic points, for a convex curve BC. Theorem 4.2. (Shock formation) For a given monotone and strictly convex curve BC, we draw the plus characteristics starting on the curve BC, downward, as shown in Figure  8 . Then the plus characteristics form an envelope before their sonic points.
Proof : Since ∂ + p = 0 in the simple wave area below the boundary BC, we see that
Then 1/∂ − p is decreasing along the plus characteristic and goes to zero rapidly before the characteristic approaches the sonic curve. That is, the denominator r 2 − p of q approaches zero faster than linear rate since p is constant while r has zero derivative at the sonic. Thus the abrupt change of ∂ − p yields that the plus characteristics form an envelope before their sonic points.
