Demand-based Network Planning for WLANs by Prommak, Chutima
  
DEMAND-BASED NETWORK PLANNING FOR WLANS 
 
 
 
 
 
 
 
 
by 
 
Chutima Prommak 
 
B.S. in Electrical Engineering, Khon Kaen University, 1992 
M.S. in Interdisciplinary Telecommunications, University of Colorado at Boulder, 1998 
 
 
 
 
 
 
 
 
Submitted to the Graduate Faculty of 
 
School of Information Sciences in partial fulfillment 
 
of the requirements for the degree of 
 
Doctor of Philosophy 
 
 
 
 
 
 
 
University of Pittsburgh 
 
 
2004 
 
 
UNIVERSITY OF PITTSBURGH 
 
SCHOOL OF INFORMATION SCIENCES 
 
 
 
 
 
This dissertation was presented 
 
by 
 
 
Chutima Prommak 
 
 
It was defended on 
 
June 9, 2004 
 
and approved by 
 
 
 
 
 
Dr. Prashant Krishnamurthy, Assistant Professor,  
School of Information Sciences, University of Pittsburgh 
 
Dr. Bryan Norman, Associate Professor,  
Industrial Engineering, University of Pittsburgh 
 
Dr. Sumit Roy, Professor 
Electrical Engineering, University of Washington 
 
Dissertation Co-Director: Dr. Joseph Kabara, Assistant Professor,  
School of Information Sciences, University of Pittsburgh 
 
Dissertation Co-Director: Dr. David Tipper, Associate Professor,  
School of Information Sciences, University of Pittsburgh 
 
 ii
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright by Chutima Prommak 
2004 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To my father, Sungkom Prommak,  
whose strength, perseverance and integrity have been an essential motivation to me 
 
 iv
  
 
 
 
DEMAND-BASED NETWORK PLANNING FOR WLANS 
 
 
Chutima Prommak, Ph.D. 
 
University of Pittsburgh, 2004 
 
 
The explosive recent growth in Wireless Local Area Network (WLAN) deployment has 
generated considerable interest among network designers. Previous design approaches 
have mostly focused on coverage based optimization or the application of trial and error 
strategies. These only ensure that adequate signal strength is maintained in the intended 
service area. WLAN service environments, however, require a network designed to 
provide not only radio coverage but also adequate capacity (data rate) across the service 
area so that it can carry traffic load from a large number of users with certain Quality of 
Service (QoS) requirements. Thus, current design techniques are insufficient to provide 
data communication services to WLAN users. 
 In this dissertation, a novel approach to the WLAN design problem is proposed 
that takes into account user population density in the service area, traffic demand 
characteristics and the structure of the service area. The resulting demand-based WLAN 
design results in a network that provides adequate radio signal coverage and the required 
data rate capacity to serve expected user traffic demand in the service region. The 
 v
demand-based WLAN design model is formulated as a Constraint Satisfaction Problem 
(CSP). An efficient heuristic solution technique is developed to solve the CSP network 
design problem in reasonable computational time. The solution provides the number of 
access points required and the parameters of each access point, including location, 
frequency channel, and power level.  
Extensive numerical studies have been reported for various service scenarios 
ranging from a single floor with small and large service areas to a multiple floor design to 
a design that includes outside areas. The results of these studies illustrate that the 
demand-based WLAN design approach is more appropriate for the design of the WLAN 
systems than are existing coverage based design approaches. Additionally, extensive 
sensitivity analysis was conducted to study the effects of user activity level (traffic load), 
shadow fading, and the use of different path loss models in network design. 
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1.0 INTRODUCTION 
 
 
Wireless local area network (WLANs) are experiencing tremendous growth and 
becoming increasingly popular. The use of unlicensed frequency spectrum ranges and 
inexpensive network equipment has facilitated the deployment of WLANs [1]. They are 
deployed in many places, such as, university campuses, corporate offices, health 
institutes, and public places like airports, coffee shops, and shopping malls [2]. WLAN 
cards are integrated into many of today’s laptops and handheld computers, and they are 
optionally available for almost all computers. As WLAN-access devices have become 
cheaper, smaller and more powerful, the demand for WLAN services has increased, 
resulting in the phenomenal growth in the number of WLAN users [1-4].  
As ongoing research extends the capabilities of WLANs to provide multimedia 
services at higher data rates, there will be an increase in the public’s demand for and 
dependence on mobile data services. Providing users with Internet access with good 
Quality of Service (QoS) requires a network designed to provide sufficient aggregate data 
rate (bandwidth) to an area with a large number of users demanding high data rates. 
However, current WLAN planning approaches do not design networks for specific 
aggregate data rates. As the network service environment changes, there is a need to 
change the design strategy of large WLANs as well.  
In this dissertation, we present a new approach to the network planning of large- 
scale WLANs. This chapter provides an introduction to the dissertation. Section 1.1 is an 
 1
overview of WLANs. Section 1.2 discusses issues in WLAN design. Section 1.3 
addresses motivations for this research. Section 1.4 details the research goals and 
problems studied in this dissertation. Section 1.5 provides an outline of the remainder of 
the dissertation.  
1.1 WLAN Overview 
The wireless LAN industry in North America has received great attention since 
the Federal Communications Commission (FCC) authorized the public use of the 
Industrial, Scientific, and Medical (ISM) bands (ranging from 902 MHz – 5.85 GHz) in 
1985 [5]. Following this, the Institute for Electrical and Electronic Engineers (IEEE) 
802.11 working group began the development of 802.11 WLAN standards [6]. The 
802.11 standard defines the Medium Access Control (MAC) and physical layer 
functionality for wireless connectivity in a local area network. The MAC protocol 
provides mechanisms for controlling access to the shared wireless medium. The 802.11 
physical layer specifies radio transmission techniques. Recent standards approved by the 
IEEE include 802.11a [7], 802.11b [8], and 802.11g [9]. The network design model and 
solution technique presented in this dissertation are applicable to these WLAN standards. 
In the 802.11 WLAN system architecture, a primary building block consists of a 
group of Basic Service Sets (BSSs), groups of wireless terminals within a contiguous 
radio coverage area. A coverage area within which wireless terminals are free to move 
around and yet still remain connected is called a Basic Service Area (BSA) [5]. The 
802.11 architecture can be categorized into two network configurations: ad hoc networks 
and infrastructure networks. In an ad hoc network, two or more wireless terminals form 
 2
an independent BSS in which they can communicate directly with any other terminals, 
but cannot connect to a wired infrastructure. Alternatively, an infrastructure network 
employs an access point (AP) for central control of the communication between wireless 
terminals participating in a BSS. The AP provides a connection point to a wired network 
infrastructure such as an Ethernet LAN (802.3), allowing wireless terminals to exchange 
data packets with outside networks such as the Internet. BSSs operating in infrastructure 
mode do not allow wireless terminals to communicate directly with other terminals in the 
BSS. All data packets must be relayed through an AP and each AP can cover a service 
area ranging from 20 to 300 meters in radius [8]. For large service regions, a cellular 
architecture with multiple BSSs can be used in which the APs are interconnected via a 
wired distribution infrastructure to form a single system called an Extended Service Set 
(ESS). Figure 1.1 illustrates an ESS where three BSSs exist. Note that some of BSSs in 
the ESS can overlap so that there are no holes in the service region, providing greater 
capacity in areas with high user density and providing fault tolerance in areas requiring 
high reliability. In this dissertation, we consider the design of infrastructure-based 
WLANs. We aim to layout BSSs to cover a target region and, if possible, carry all traffic 
demand from users in the service area. 
ESS 
 
 
 
 
 
Wired-distribution network
WT 5
WT 4 
WT 3WT 2
WT 1 
AP 3
AP 2 
AP 1 
BSS 3 
BSS 2BSS 1 
BSS = Basic Service Set 
ESS = Extended Service Set
AP   = Access Point 
WT  = Wireless Terminal 
Basic Service Area (BSA) 
Communication link Figure 1.1 Infrastructure network 
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1.2 Issues in WLAN Design 
 Special concerns of WLAN design arise because of the unique characteristics of 
WLANs and service scenarios. In this section we discuss several issues that must be 
considered in the design of WLANs. They include network capacity and user density, 
coverage area, frequency assignment and structure of service areas.  
1.2.1 Network Capacity and User Density 
Wireless terminals in a BSS rely on a common (broadcast) transmission medium. 
Only one terminal can occupy the medium at a time. If multiple terminals simultaneously 
transmit, a collision may occur and the signal could be corrupted. The IEEE 802.11 
standard specifies a Medium Access Control (MAC) protocol, called Carrier Send 
Multiple Access/ Collision Avoidance (CSMA/CA), to coordinate wireless terminal 
transmission in the BSS. This coordination is achieved by means of control information. 
This information is carried explicitly by control messages traveling in the medium (i.e. 
ACK messages) and can be provided implicitly by the medium itself through the use of a 
carrier-sensing mechanism before each transmission to check if the channel is either 
active or idle.   
Control messages and message retransmission due to collisions consumes medium 
bandwidth. They are overhead required by a MAC protocol that coordinate wireless 
terminal transmissions. Although the 802.11b standard specifies that the AP can support 
channel data rates of 11 Mbps, BSS’s actual capacity, defined as the fraction of channel 
bandwidth used by successfully transmitted messages, is less than 11 Mbps [10]. The 
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practical throughput capacity decreases as the number of users (wireless terminals) 
associating with a particular AP  increases [10, 11].  
Providing sufficient data rate capacity is the first step towards any type of QoS 
support. Many data services (e.g. IP telephony, video conferencing, and multimedia 
applications) require that networks provide a specified average data rate. In addition to 
adequate signal strength, these applications require a guarantee of access channel 
capacity. Since each AP can provide only a limited data rate capacity and its throughput 
reduces as the number of users associated to it increases, a sufficient number of APs must 
be provided to support all traffic demand. However, one cannot over-deploy APs due to 
the limitation of frequency channels and interference problems among co-channel APs.  
1.2.2 Coverage  
 A Basic Service Area (BSA) is the service coverage area of an AP. It is an area 
within which the received signal strength and the Signal to Interference Ratio (SIR) level 
are sufficient to allow data communication between an AP and wireless terminals to take 
place. The size of a BSA varies with the AP’s power level and the radio propagation 
environment [12]. The AP’s power level not only determines the signal strength received 
within the BSA but also affects interference and SIR level. The received signal strength 
at a particular location can be predicted using path loss models.  In these models, the 
received signal level is estimated as a function of the distance and the radio propagation 
environment between an AP and a receiver [12]. Thus, network planning of WLANs 
must determine the appropriate power levels of APs in order to provide a specified signal 
strength while maintaining sufficiently low levels of interference in the service area.  
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1.2.3 Frequency Channel Assignment 
 The IEEE 802.11b and 802.11g operate at the 2.4 GHz ISM band while the IEEE 
802.11a operates at the 5 GHz band. In North America, 83.5 MHz bandwidth is available 
in the 2.4 – 2.4835 GHz band while 300 MHz bandwidth is allocated in the 5.15 – 5.35 
MHz (lower-band) and 5.725 – 5.825 MHz (upper-band). The 802.11 standard divides 
the 2.4 GHz band into eleven channels with center frequencies located 5 MHz apart as 
shown in Figure 1.2. Each channel has a frequency bandwidth of 22 MHz. Among these 
eleven channels are three channels whose bandwidths do not overlap each other. Those 
channels are 1, 6 and 11, as there is a frequency space of 3 MHz between channels 1 and 
6 as well as between channels 6 and 11. These three channels are called the non-
overlapping channels, and they can be assigned to adjacent APs without interfering with 
each other. The remaining channels overlap with one of the three non-overlapping 
channels and are called the overlapping channels.  
 
frequency in GHz 
2.457
2.452
2.447
2.442
2.432
2.427 
2.422 
2.417 
2.462
CH4 
CH5 CH10
CH9
CH3 CH8
CH7CH2 
2.412 2.437
CH11CH6CH1  
 
 
 
 
 
Bandwidth = 22 MHz
Figure 1.2 Frequency spectrum allocation for IEEE 802.11b and 802.11g  
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 The 5 GHz lower-band of the 802.11a is divided into eight non-overlapping 
channels, while the 5 GHz upper-band is divided into four non-overlapping channels 
(each channel with 25 MHz bandwidth). There is no overlapping channel defined in the 5 
GHz band of the 802.11 standard. The regulation specifies that the lower-band of the 5 
GHz band be used for indoor WLANs and the upper-band for outdoor purposes only.  
Since a limited number of channels exist in the available frequency spectrum for an 
802.11 WLAN, a large network deployment requires that all channels are used and some 
channels are reused. Reuse of frequency channels in neighboring BSAs can cause 
interferences in the service area. Thus, frequency channels of APs must be carefully 
assigned in large WLANs. 
1.2.4 Structure of Service Areas 
Different service area environments pose particular problems for WLAN planning 
due to differences in building material and architecture [12]. In offices and classrooms, 
radio coverage can be difficult to achieve due to the high density of walls. In library 
study areas, large auditoriums and lecture halls, the service areas are rather open and 
there are fewer walls. In a multi-floor building, signals from adjacent floors complicate 
the WLAN design problem. When designing all types of networks, AP placement and 
frequency assignment must be properly designed considering differences in the physical 
structures of the service areas. 
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1.3 Motivation 
 Most existing indoor wireless network design approaches have focused on signal 
radio coverage objectives, including existing WLAN design approaches. Several general 
design approaches use software tools to facilitate the signal strength measurement 
process and simulate radio propagation in the service area, while existing optimization 
design approaches aim to ensure that an adequate signal strength is maintained in the 
intended service area and focus on the optimal access point/ base station placement 
problem with slightly different objective functions, generally varying only in their 
technique for solving the optimization problem.  
The existing design approaches lack several key elements. First of all, traffic 
demand and user density are not considered. The coverage-based optimization 
approaches may appear sufficient for networks where user density is low and traffic load 
is light. However, we argue that they will be insufficient in future WLAN environments 
with higher user concentration and applications demanding increased data rates. In recent 
studies, Kabara [13] and Hills [14] separately discuss the need for consideration of 
capacity requirements in WLAN system design. However, the literature currently lacks a 
WLAN planning methodology that incorporates capacity requirements in the design 
process. Although traffic demand and user density issues have been studied in the context 
of cellular network design, those techniques cannot be directly applied to WLAN system 
design due to differences in the design objective, the nature of the traffic demand and 
medium access methods. Most cellular network designs aim to minimize the 
infrastructure cost (i.e., minimizing the number of base stations) while providing radio 
signal coverage. This is not the case for WLAN system design in which the infrastructure 
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cost is insignificant compared to the system capacity due to the decreasing price of 
WLAN compliant devices. However, WLAN systems should be designed to provide an 
average required data rate to users in the service areas. A further different between 
cellular networks and WLANs is that the former carry voice traffic via Time Division 
Multiple Access (TDMA) or Code Division Multiple Access (CDMA) techniques while 
the latter WLANs typically carry Internet and multimedia applications via CSMA/CA 
techniques. The network design methodology needs to take into account these 
characteristics of WLANs.  
Additionally, most of the existing WLAN design approaches are limited to small 
service coverage areas or to single floor service areas, two-dimensional (2-D) areas. 
WLANs have received a great deal of attention and been widely deployed in recent years. 
They are becoming practical in many settings, including university offices, cooperate 
offices, and campus buildings. A systematic approach to multi-floor WLAN service 
design is needed. 
1.4 Research Statement 
 The goal of this dissertation is to develop a formal network design model and an 
efficient solution technique to the WLAN design problem. Unlike the coverage based 
design approach with objectives focusing on signal strength and interference level in the 
service area, we develop a demand-based WLAN design model which incorporates user 
density and expected traffic demand into the design process. Moreover, our network 
planning technique is capable of designing networks for three-dimensional (3-D, multi-
floor) service regions, unlike current design approaches which are limited to small 
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coverage areas and single floor service scenarios. The low cost of APs compared to the 
cost of the wireless devices with which they are communicating implies that it is 
unnecessary in the design of WLAN systems to minimize the number of APs, as is done 
in current optimization approaches. Thus, we formulate WLAN planning problems as 
constraint satisfaction problems (CSPs) with the objective of meeting the signal strength 
and interference level requirements as well as the expected traffic demand in the service 
region. Note that although the cost of APs are not a main concern here, providing too 
many APs in the service area leads to system performance degradation because of 
interference problems resulting from the limited available frequency spectrum. Therefore, 
only a sufficient number of APs should be placed in the network. Additionally, our CSP 
mathematical formulation incorporates an AP capacity analytical model in order to 
account for the effects of user density on AP capacity due to the nature of the medium 
access protocol CSMA/CA [10]. It also includes 3-D antenna pattern and multi-floor path 
loss models to capture propagation characteristics of the wireless signal in the multi-floor 
environment. 
The goal of the presented network design for WLANs is to identify a sufficient 
number of APs and determine an efficient combination of the network parameters, 
including APs’ locations, frequency channels, and power levels. Due to the complexity of 
the CSP network design models, a heuristic solution technique is developed to efficiently 
solve the demand-based WLAN design problem.  
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1.5 Research Contributions 
 In this dissertation, a novel demand-based WLAN design model has been 
developed and formulated as a CSP, taking into account both signal radio coverage 
requirements and average user data rate capacity requirements. Network usage 
characteristics of WLANs are accounted for by incorporating the correlation between 
users’ network usage behavior and their locations into the CSP formulation. Furthermore, 
an efficient heuristic solution technique has been developed to solve the demand-based 
WLAN design problem. The framework of the developed demand-based WLAN design 
methodology is flexible and applicable to various network service environments, ranging 
from those with small, single floor service areas to those that are complex with multiple-
floor service areas and those with a combination of indoor and outdoor service areas. 
1.6 Outline of Dissertation 
The remaining chapters of this dissertation are organized in the following manner:  
Chapter 2 provides background information and a literature review of related 
research. Chapter 3 presents a new approach to WLAN design, describing the demand-
based WLAN design model and presenting a network design problem formulation. 
Chapter 4 describes in detail the implementation of the heuristic solution technique for 
the demand-based WLAN CSP. Chapter 5 discusses a sensitivity analysis study on the 
key parameters of the heuristic solution technique. It also provides an effectiveness test of 
the heuristic solution technique. Chapter 6 details numerical studies on several aspects 
relevant to WLAN designs. Finally, chapter 7 concludes the dissertation and provides 
future research directions. 
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 2.0 LITERATURE REVIEW 
 
This chapter serves as a review of wireless network design approaches and other 
issues related to WLAN design. Section 2.1 reviews the existing indoor wireless network 
design approaches. Section 2.2 discusses cellular network design. Section 2.3 presents the 
demand node representation for traffic demand in cellular network design. Section 2.4 
discusses network usage characteristics in WLANs. Section 2.5 concerns QoS issues in a 
WLAN. Section 2.6 provides an overview of the constraint satisfaction problem. Section 
2.7 presents the path loss models for indoor radio propagation. Section 2.8 provides an 
overview of the antenna radiation patterns. And finally section 2.9 provides a summary of 
the chapter. 
2.1 Indoor Wireless Network Design 
Development of methodologies that help with WLAN system design has been 
limited. The related literature is classified into two categories: general design approaches 
and optimization design approaches. 
2.1.1 General Approaches to WLAN System Design  
WLAN systems can provide high data rates to mobile computers. In the past, 
utilization of WLAN systems was sparse with only a few number of users. The traditional 
methods of designing WLANs have been based on trial and error and involved placing  
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access points (APs) in buildings at opportunistic locations [14-18]. Then, radio coverage 
is approximated from signal measurement and radio propagation prediction. Typically, 
network designers tweak the actual locations of APs based on coverage estimates. Site 
survey tools have been developed to facilitate the radio signal measurement process and 
create signal coverage maps based on the measured data. For example, both the Nokia 
Site survey tool [19] and InFielder [20] have features that draw a coverage map of an 
installed AP by moving a wireless terminal around within a target region to measure 
signal strength communicating between the wireless terminal and the AP. A number of 
radio propagation simulators have also been developed and are available commercially. 
For example, ProMan [21], Predictor [22] and CINDOOR [23] all have features to create 
a coverage map for an AP placed at a certain location by using indoor path loss models to 
predict radio propagation characteristics and coverage areas. Using these tools to create 
coverage maps, network designers can arbitrarily install APs to provide signal coverage 
in the target region. However, this does not account for user density and traffic demand 
characteristics. Thus, some areas in the service area may become crowded with a large 
number of wireless terminals competing for the same channel, resulting in lower APs’ 
throughput and inadequate data rate capacity for the users’ application requirements. 
The general floor-plan method described in "Guidelines for IEEE 802.11 cell 
planning" [16] provides rules of thumb for installing a WLAN system. It provides a 
means of estimating the radio characteristics and the number of APs required by simply 
classifying structures and building materials into three types: open (no physical 
obstruction in the signal path), semi-open (shoulder-height partitions of wood or synthetic 
material), and closed (floor-to-ceiling walls of brick and plaster). For each type, the 
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diameter of a circle representing an AP’s coverage area is given.  To determine the 
number of required APs and their locations, the circles are arbitrary drawn to cover the 
service area.  This general floor-plan method does not guarantee coverage in a building 
structure because no path loss model is used to compute radio propagation in the service 
area. Again, user population and traffic demand are not considered. 
Consider WLAN design approaches employed at Carnegie Mellon University 
(CMU). The goal of the first phase of the design was to provide WLAN service in some 
of the campus buildings. The basic strategy was to assume both that alternate floors 
would not need APs since they would be covered from above and below and that there 
would be constant coverage per AP [17]. The design process was to examine the 
drawings of the building, estimate coverage, place the APs, make spot measurements of 
actual signal to noise ratios, and fill coverage holes with additional APs [17]. This 
nonsystematic process could result in the overlap of APs’ coverage areas. Later, the 
network was redesigned and reinstalled with an 802.11 WLAN operating at 2.4 GHz ISM 
band. CMU network designers then determined AP locations and assigned one of the 
three non-overlapping channels (1, 6, or 11) to each of the APs [14]. When placing the 
APs, the initial locations were selected by using the coverage-oriented approach aiming 
to avoid coverage gaps in the service areas and to minimize coverage overlaps among 
APs. The coverage radius is averaged from signal strength measurements. An idealized 
AP coverage is developed as three coaxial cylinders, as shown in Figure 2.1 [14]. The 
middle cylinder with radius R represents coverage on the floor on which the AP is 
located. The upper and lower cylinders with radius R′ represent coverage on the floors 
above and below the one on which the AP is located. APs are initially placed within a 
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service area as shown in Figure 2.2a for a single-floor building and in Figure 2.2b for a 
multi-floor building. The AP locations are adjusted and relocated based on signal strength 
measurements. Coverage maps are created to visualize the whole service area and to 
assign frequency channels to each AP. We can see that in the second phase of design, the 
main objective is again to provide signal strength coverage. Traffic profiles and user 
density are not taken into account. Frequency channel assignment is done manually. No 
mathematical formulation has been developed for the design. 
 
Figure 2.1 Idealized AP coverage [14]  
 
  
a. single-floor area   b. multi-floor building 
Figure 2.2 APs’ initial locations [14]  
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In a recent study [18], Unbehaun and Zander considered the WLAN system 
design for the 17 GHz band in an office environment. They focus on techniques to install 
APs to achieve signal coverage. They investigate the effects of different installation 
approaches, such as regular deployment and user deployment, on system performance. In 
regular deployment, APs are mounted on the ceiling in the center of a cell. This method 
requires additional wiring from the LAN outlets to the ceiling. Alternatively, in user 
deployment, APs are placed in opportunistic locations, such as sites close to the LAN 
outlets. This method aims to reduce installation costs by simplifying the wiring. The 
authors use a ray-tracing model to simulate indoor propagation of the office environment. 
They take into account shadowing effects caused by users’ and others’ bodies in the 
service areas, which will attenuate a number of rays arriving at the receiver. The 
quantitative results show that the authors’ user-development approach yields acceptable 
signal coverage with the use of directional antennas. They suggest simple segmentation 
of the service area into equally sized cells and the placement of APs arbitrarily within the 
cells. However, they do not explain clearly how to segment the service area into cells, 
failing to address question about what the appropriate cell size is and how to compute the 
number of APs required. Further, their analysis is limited to the office environment. They 
do not consider traffic demand. They only aim to provide acceptable system coverage 
based on the path loss model computation. 
Again in a later study, Unbehaun proposes a WLAN system operating at 17 GHz 
in an unlicensed band available in Europe [15]. The proposed system employs OFDM air 
interface. The author compares the frequency management based on two duplex schemes: 
Frequency Division Duplex (FDD) and Time Division Duplex (TDD). Three service 
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scenarios with different building structures and user density are considered. Unbehaun  
aims to reduce installation cost by simplifying network planning and employing the user 
deployment approach or opportunistic AP placement [18]. Simulation results show that 
average data rate per user increases as additional APs are installed. However, although 
the user deployment approach might reduce the wiring cost, it can result in system 
performance degradation due to interference between neighboring APs.   
2.1.2 Optimal Indoor Wireless Network Design 
Some published works have investigated the design of indoor wireless networks, 
particularly WLANs, using optimization design approaches. These are reviewed as 
follows. 
Adickes et al. [24] address the indoor wireless transceiver placement problem in a 
warehouse management system or a manufacturing execution system. To solve the design 
problem, they develop a heuristic optimization based upon a genetic algorithm. They aim 
to identify the optimal number and placement of transceivers in industrial facilities. Their 
design considers the radio signal coverage and average data rate capacity that a 
transceiver can achieve over the required coverage area. They employ the partitioning 
path loss model [12] to estimate a radio propagation environment. They use the Shannon 
limit for information capacity [25] to determine the data rate that can be transmitted 
across a medium. Coverage for the transceivers is initially modeled as a geometric 
problem, in which a number of circles are placed over an area in such a manner as to 
completely cover it with the minimum number of circles. The genetic algorithm then 
optimizes the transceivers’ location according to radio signal and capacity requirements. 
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According to Shannon’s formula, the data rate capacity is then computed based on the 
signal-to-noise ratio for a given medium bandwidth. However, the data rate capacity for 
WLANs cannot be simply computed from the signal strength. The MAC protocol and the 
users’ traffic characteristics have an impact on the effective AP capacity. Thus, the 
transceiver placement approach of Adickes et al. [24] cannot be directly applied to the 
WLAN design. 
Anderson and McGeehan [26] address the base station placement problem using 
the simulated annealing technique. They consider radio coverage and interference 
between multiple base stations, aiming to optimize signal levels in the service area by 
minimizing the mean square error of the difference between the receiver sensitivity and 
the power levels of each grid point in the service areas. They use a simplified empirical 
line-of-sight (LOS) path loss model [27] to approximate the radio environment. The 
empirical models are based on measurements and usually involve some kind of inverse 
function of distance, d, where the exponent of d is adjusted for the propagation conditions 
and whether the transmitter and receiver are in LOS or non-LOS conditions. Anderson 
and McGeehan’s only objective in determining the location of the base stations is to 
improve the worst-case coverage situations. The overall performance (i.e., average 
received power for the entire service area) is not considered. In addition, the authors do 
not address the frequency channel nor the power level assignment for the base stations.  
Sherali et al. [28] propose a mathematical design model to optimally place a 
single transmitter or a set of transmitters in a specified region and ensure that the signal 
strength at each point in the region is above a specified threshold. The problem is 
modeled by discretizing the radio coverage region into a grid of receiver locations and by 
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specifying a function that estimates the path loss or signal attenuation for each receiver 
location, given a particular location for a transmitter that communicates with it. The 
authors use a site-specific propagation prediction model to evaluate the signal coverage 
[29], considering the forward link propagation case (i.e., the signal from the transmitter to 
the receiver). Sherali et al. formulate the design problem as a nonlinear programming 
problem with the objective of minimizing the measure of weighted path losses. The 
method employs a weighted convex combination of a minisum and a minimax objective. 
The minisum objective function aims to minimize the sum of path loss at each receiver to 
improve the average received power of the entire service area. The minimax objective 
function aims to minimize the highest path loss that violates the path loss threshold to 
ensure that even the worst receiver location is within the radio coverage. The convex 
combination of the two objective functions ensures good coverage over the entire service 
area, while maintaining an acceptable coverage at remotely located receivers. The authors 
developed nonlinear optimization solution techniques such as a conjugate gradient search 
approach to solve the problem. They state that “a region having a high density of users 
has a greater need for better coverage than a region where only a few users are likely to 
operate” [28]. While this is true in terms of providing the best signal quality for the 
highest number of users, signal quality alone is not sufficient without accompanying data 
rate capacity, especially in WLANs. Traffic load characteristics are not considered.  
Stamatelos et al. [30] consider the transmitter placement problem for indoor 
wireless networks. Their goal is to determine locations and power levels of the 
transmitters. The design objective is to increase the number of users that can gain access 
to the network. To maximize user access capability, they try to provide sufficient signal 
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strength across the service area with minimum interference in the areas where coverage 
of APs overlap. They formulate the optimization problem with an objective to minimize 
both a weighted sum of the area that is not covered and the sum of the areas that face 
excessive interference. The entire area to be covered is broken up into a rectangular grid 
and signal strength and interference are calculated within this grid. They assume the use 
of a single frequency. Radio propagation effects are incorporated by employing ray 
tracing models. Stamatelos et al. introduce a two-phase heuristic approach to solving the 
optimization design problem. In the first phase, given the number of APs required in the 
service area and a fixed power level, they determine a location of each AP. The AP 
placement is optimized with respect to the objective function and the initial power level. 
In the second phase, the optimal power level is determined while the AP locations are 
fixed with the value obtained from the first phase. However, the authors do not take into 
account user traffic, data rate density requirements, or capacity. They consider only a 
single floor (2-D) design. Medium access control is not considered. Access to the 
network depends only on the physical properties of the signal.  
Rodrigues et al. [31] consider WLAN design for a service area covering two 
floors of a selected building. They aim to determine the best location and frequency 
channel for an AP. They divide the total area into small quadrangular pieces of demand 
areas. Each demand area is associated with a specific service priority that indicates how 
important it is to have good signal strength over that demand area. Candidate locations to 
install APs are selected based on two criteria: low installation cost and good attendance 
area. Six candidate locations are chosen. A path loss model is not employed to capture 
radio coverage. Instead, signal strength from each candidate AP to each demand points is 
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measured. The authors address the problem with a two-phase design technique using two 
integer linear programming models. The first addresses the AP placement problem, while 
the second assigns frequency channels. In the first phase, given the number of available 
APs, the best location is determined by an objective function that maximizes overall 
signal strength in the service areas and considers the assigned service priorities. The 
second phase assigns frequency channels using an objective function that minimizes 
interference between APs by maximizing the sum of channel distances between adjacent 
APs where the minimum distance of three channels is required. However, the authors 
consider only signal coverage in the service area and fail to account for user demand and 
the traffic profile. AP locations are limited to a few opportunistic locations. The design is 
limited to a service area of two floors. The radio coverage characteristics are based on a 
limited number of measurements. 
Unbehaun [32] extends the work of Anderson et al. [26] and Sherali et al. [28] by 
implementing the coverage planning for indoor WLANs as an optimization algorithm 
using a convex combination of two objective functions as proposed by Sherali et al. [28]. 
Unlike Sherali’s solution technique [28], Unbehaun applies the simulated annealing 
approach used by Anderson et al. [26] to solve the design problem. Unbehaun separates 
the solution technique into two consecutive steps, propagation prediction and the 
coverage optimization, due to the complexity of the ray-tracing propagation model used 
in the paper. In the first step, he defines grid points of candidate locations for APs and 
computes the propagation data for all grid points. Then, he determines AP locations that 
optimize radio coverage by using a simulated annealing algorithm. The design in this 
paper considers three different frequency bands (5, 17, and 60 GHz). Two groups of 
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experiments were conducted: single-transmitter and multiple-transmitter placement. The 
results of the single transmitter placement experiment show that in low frequency, 5 
GHz, the optimal coverage planning is less sensitive to the AP location. This means that 
there appear to be several choices for AP locations that give close-to-optimum coverage. 
In the higher frequency (60 GHz), however, only a few locations yield good coverage. In 
other words, to achieve optimal or close-to-optimal coverage, the AP must be located at a 
few specific places. In the multiple-transmitter placement experiment, at 5 GHz, 
Unbehaun observed that the coverage optimization approach yielded only a small gain in 
signal coverage compared to the regular installation approach in which APs are located in 
the center of cells and placement is determined by dividing the service area into equal-
sized rectangles [18].  At higher frequencies of 17 GHz and 60 GHz, however, the 
coverage optimization approach improved the worst-case signal quality by more than 12 
dB while the average signal coverage was only slightly improved. Although this paper 
provides good insight into the efficiency of coverage optimization methods on the system 
in different frequency bands, it only takes into account the signal coverage objective and 
fails to consider user density and traffic demand in the service area.  
2.2 Cellular Network Design 
The design of cellular networks has usually followed the following procedure. 
Given the type of modulation scheme, the multiple-access technique and the required SIR 
for an acceptable service quality, the allowable transmission power and radio propagation 
characteristics are used to determine the coverage of a base station in a given area. The 
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number of base stations required to be deployed to meet initial subscription demand is 
determined and approximate locations for the base stations are chosen. 
In the past, the major design criterion of cellular networks was the coverage area. 
Conventional mobile engineering methods like the analytical approach [33, 34] are 
mainly focused on providing the best possible radio signal at every location of the 
planning region. The capacity aspects of network design are addressed only in later stages 
of the planning process. In this case, the radio frequency design objective and the 
network capacity objective are treated separately, so trade-offs between design objectives 
and optimal design are hard to obtain.  
Now that mobile radio has made the transition into a mass-communication 
system, cost has become an important issue in system design. Since demand coverage can 
be viewed as revenue coverage, the network demand objective has become one of the 
major keys in cellular network design. To overcome the disadvantages of the 
conventional approach, the new design approach incorporates the demand criterion in the 
early stages of the design process [35].  
Tutschku [35] proposed an integrated approach, in which the network design 
begins with the analysis of the expected teletraffic and this information is used together 
with other objectives (e.g., radio coverage and network deployment) in the radio network 
optimization. The author suggested a new way to represent the demand for teletraffic by a 
discrete point. The discretization of the traffic demand is called the Demand Node 
Concept [36, 37] where a demand node represents the center of an area that contains a 
quantum of demand (i.e., a fixed number of call requests per time unit). The demand 
nodes are generated by a partition clustering method, which uses the information in 
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geographical information systems to estimate the distribution of teletraffic demand. Such 
a demand model incorporates factors such as land use, population density, and vehicular 
traffic. The partition clustering method [36] is based on the idea of dividing the service 
area until the teletraffic of every tessellation piece is below a threshold and the center of 
each tessellation piece represents a demand node. Thus, the demand nodes would be 
dense in areas of high traffic intensity (e.g., in the center of a city or on highways) and 
sparse in areas of low traffic intensity (e.g., in rural areas) The obtained spatial traffic 
distribution is then incorporated into the cellular network design via a mathematical 
formulation as a set covering problem, which aims to determine the number of base 
stations and their locations such that all demand points are served with an adequate signal 
strength [35].  
2.3 Demand Node Representation for Traffic Demand in Cellular Network Designs 
The idea of a spatial pattern of demand has been used widely in facility location 
problems [38]. It provides information on the geographic pattern of demand for retail 
goods and services. Typically, the demand within a small geographic area is estimated 
from population, income, and demographic characteristics and assigned to a point within 
the area.   
The concept of a demand node has been applied in the cellular network designs to 
impose network capacity requirements in the design processes [35, 39]. The expected 
traffic demand in the service area is estimated based on the geographic and demographic 
information of the service areas.  
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There are two types of demand node representations that have been used in the 
cellular network designs in existing studies: the uniform size demand node and the 
variable size demand node. These demand node representations are explained in more 
detail below. 
2.3.1 Uniform-Size Demand Node 
For the uniform-size demand node, each node represents the center of an area that 
contains the same amount of traffic demand (i.e., a fixed number of call requests per time 
unit) [36]. The demand nodes are dense in areas of high traffic intensity and sparse in 
areas of low traffic intensity. Figure 2.3 illustrates the uniform-size demand node 
representation as it is applied in the cellular network design presented by Tutschku [35].  
 
 
 
 Figure 2.3 Uniform size demand node [36] 
 
2.3.2 Variable-Size Demand Node  
A demand node in this model has a fixed location and represents a certain number 
of calls per time unit. However, this number can vary across demand nodes. The demand 
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nodes are large in areas of high traffic intensity and small in areas of low traffic intensity. 
Figure 2.4 illustrates the demand node representation of this type which is applied in the 
base station transmitter placement presented by Weicker et al [39].  
 
Figure 2.4 Variable-size demand node [39] 
 
2.4 Network Usage Characteristic in WLANs 
Network usage characteristics in WLANs have been studied widely in various 
environments. Tang and Baker [40] observed WLAN usage characteristics in a university 
building. Kotz and Essien [41, 42] and Hutchins and Zegura [43] investigated network 
usage of a university WLAN ranging across multiple campus buildings. Balachandran et 
al. [44] examined usage of a WLAN in a large auditorium that hosted conferences. 
Balazinska and Castro [45] conducted network traces on a large corporate environment 
ranging across three buildings. From the existing network trace studies, WLAN usage 
characteristics are summarized as follows:  
 
• User Mobility and User Population  
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 WLAN users are rather stationary, spending most of the time they are connected 
to the network at a single location [40, 45]. Wireless users in corporate and academic 
offices usually perform data transfer activities at their office desks, occasionally moving 
to conference or meeting rooms. Researchers have reported that the number of wireless 
users in a network varies according to daily and hourly work, meeting, and/or class 
schedules [40, 44, 45]. In a corporate network environment, the number of user follows 
an office work hour pattern, and there is a reduction in the number of users around lunch 
time [45]. This network usage pattern is similar to what is observed at  administrative and 
office locations in the university environment [40, 41]. In auditoriums or conference 
rooms, the number of users of APs varies with the schedule of activities [44]. 
Thus, the number of wireless users handled by APs varies based on the APs’ 
locations. In a place where wireless users usually congregate (e.g., auditoriums, 
classrooms or cafeteria), the APs see a high number of users connecting to the network 
[40, 41, 45]. In private offices and doom rooms, it appears fewer users connect to the APs 
[41, 42]. 
 
• Correlation between Number of Users and Traffic Load 
 Researchers report that little correlation exists between the number of users and 
the traffic over APs. Balazinska and Castro [45] and Balachandran et al. [44] observe that 
in locations such as auditoriums and cafeterias where many people congregate and 
connect to APs, most users are passive for a large part of their sessions, occasionally 
checking email. Kotz and Essien [41, 42] also notice little correlation between the 
number of users and the amount of traffic going through APs. They find that the majority 
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of network users are located in classrooms while the majority of network traffic is 
generated by those in dorm rooms and graduate offices.  
 
• Correlation between Locations and Traffic Load 
 Researchers report a correlation between locations where users are present (and, 
implicitly, the locations of APs) and traffic load over APs. Users pursue different types of 
activities, in part based on their location, and this in turn affects their data transfer 
activity. Balazinska et al. and Balachandran et al. [44, 45] found that location 
significantly affects users’ level of data transfer activities. They observed that users 
accessing the network while in auditoriums have low data transfer activities, only 
occasionally check e-mails. Other network trace studies also find a relationship between 
location and data transfer activity level. Balachandran et al. [44] found that while 
approximately 50% of wireless users connect to APs during conference talks, 80% of 
those who connect are inactive for more than 30% of their session length. Kotz and 
Essien [41, 42] find more data transfer activity from graduate offices and doom rooms 
than from other more crowed locations (e.g., classrooms, cafeterias and libraries).  
2.5 Quality of Service in WLANs 
As the use of WLANs extends beyond simple data transfer to multimedia 
applications, the need to address Quality of Service (QoS) issues becomes critical. QoS in 
WLANs has been studied with regard to timeliness (e.g., delay, jitter) and bandwidth 
(e.g., system data rate, application level data rate) [46]. Several recommendations have 
been made for improvement in the timeliness of the original 802.11 MAC protocol. Most 
 28
of the work in this area has focused on analyzing performance [11], tuning the 802.11 
MAC parameters [47], and introducing a priority queuing scheme [48]. To address the 
bandwidth QoS, modulation and coding techniques such as Orthogonal Frequency 
Division Multiplexing (OFDM) [49], Complimentary Code Keying (CCK) [50], and 
Packet Binary Convolutional Code (PBCC) [51] have been developed to improve system 
data rates and frequency spectrum utilization. However, despite the enhanced MAC 
protocols and advanced modulation and coding techniques, WLANs might not be able to 
guarantee that the QoS that users’ applications require is met if the WLAN system is 
overloaded with large numbers of users try to access the same AP [13].  
2.6 Constraint Satisfaction Problem 
A Constraint Satisfaction Problem (CSP) consists of a set of variables (V), a set of 
domains associating to the variables (D) (i.e., a set of all possible values that can be 
assigned to the variable), and a set of constraints (C). The set of constraints puts 
restrictions on the values that variables in the set V can take simultaneously. A feasible 
solution to a CSP is an assignment of values from associating domains to all the variables 
such that no constraint is violated.  
Tsang [52] classifies CSPs into four categories based on an application’s 
requirements: (a) CSPs in which one has to find any feasible solution, (b) CSPs in which 
one has to find all feasible solutions, (c) CSPs in which one has to find an optimal 
solution, and (d) CSPs in which the constraints are so tight that it is difficult or 
impossible to satisfy all of them and one has to find a solution that satisfies as many 
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constraints as possible. In this dissertation, we focus on the task of finding any feasible 
network configuration solution to the demand-based WLAN design problem. 
There are two types of approaches to solving the CSP: systematic approaches and 
repair approaches, also known as iterative improvement approaches.  
The systematic approaches typically develop a search tree based on the possible 
values for each of the variables of the CSP. Such search algorithms start from an empty 
variable assignment and enlarge the assignment step by step until all variables are 
assigned feasible values [52]. When a dead-end is reached, backtracking occurs. The 
primary limitation of this approach is that it can only handle small problems and is not 
large enough to accommodate practical problems [53]. This type of approaches is best for 
CSPs that do not need a complete assignment of variables to evaluate the constraints. For 
example, in scheduling problems the constraints can be evaluated after partially assigning 
values to some variables because the constraints may only involve a single restriction of 
each variable.  
In repair approaches, an initial solution is assigned to all variables regardless of 
feasibility. This solution is gradually repaired in order to reduce the infeasibility until all 
constraints are satisfied. The repair approach incorporates variations of hill climbing or 
local search techniques such as tabu search [53] and genetic algorithms [54]. The repair 
approaches are best for the CSPs that require a complete assignment of all variables so 
that the constraints can be evaluated. For example, in wireless network design problems, 
one can only evaluate the signal quality requirements in the service areas after assigning 
values to all transmitters’ parameters. The solution technique developed in this 
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dissertation pursues the repair type approach and uses tabu search as a basic mechanism 
to carry out the repairing process.  
2.7 Path Loss Models for Indoor Radio Propagation 
Indoor radio propagation is an important issue for WLAN system design. The 
coverage area of an AP can be estimated by using path loss models, which consider the 
impact of environment factors such as building layout, construction materials, and 
obstructions in predicting indoor propagation [12]. Rappaport [12] provides surveys on 
indoor path loss models and classifies the existing models into two categories: single 
floor and multi-floor models.  
2.7.1 Single Floor Models 
Single floor models are used when the transmitter and receiver are located on the 
same floor. Examples of single floor models that can be found in the literature are as 
follows: 
 
Log-Distance Model:  
The log-distance model [12] considers that path loss increases with distance from the 
transmitter. The path loss model is expressed as: 
( ) ( ) δXd
dlogndPLdPL +⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
0
100 10  
(2.1) 
where d is the distance from the transmitter, PL(d0) is the path loss at reference distance 
d0 , n is the path loss exponent specifying the path loss behavior for a particular 
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environment, and Xδ is a log-normally distributed random variable representing the 
shadow fading with standard deviation δ dB.  
 
Partition-Dependent Model:  
The partition-dependent model [29] considers an explicit number of partitions existing 
between the transmitter and receiver. It assumes that signal attenuation is in the free 
space (n =2) plus additional path loss increasing with the number of partitions. The path 
loss model is expressed as: 
( ) ( ) δXwmd
dlogndPLdPL ii ++⎟⎟⎠
⎞
⎜⎜⎝
⎛+= ∑
0
100 10  
(2.2) 
 
where mi is the number of partitions of type i and wi is the attenuation factor in dB for a 
partition of type i. 
 
2.7.2 Multi-Floor Models 
 Multifloor models are used only when the locations of the transmitter and receiver 
are located on different floors of a building. Motley and Keenan [55], Seidel and 
Rappaport [29] proposed similar floor-dependent path loss models. A general formula for 
computing the mean path loss in a multi-floor scenario is expressed as:  
( ) ( ) FAC
d
dndPLdPL +⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
0
100 log10  
(2.3) 
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where FAC is the floor attenuation component, a function of the number of intervening 
floors. In the Motley and Keenan model, the FAC (dB) increases linearly with the number 
of floors (i.e., each floor reduces the signal strength by the same amount). However, 
Seidel and Rappaport [29] have observed that different number of intervening floors 
attenuate the signal strength by different amounts. Their FAC increases non-linearly with 
the number of floors. For example, FACs of 12.9, 18.7, 24.4, and 27 dB are 
corresponding to signal propagation through 1, 2, 3 and 4 intervening floors, respectively 
[29]. Andersen and Rappaport et al. [56] report no significant increase in FAC for more 
than five floors of separation. 
 
2.8 Antenna Patterns 
The IEEE standard 145-1993 defines an antenna pattern as “a mathematical 
function or graphical representation of the radiation properties of the antenna as a 
function of space coordinates.” Power pattern, one method of measuring radiation 
properties of the antenna, is a trace of the measured power at a constant distance from a 
transmitting antenna. Typically, antenna performance is measured in terms of gain in dBi, 
denoting power measured in reference to an isotropic radiator. Since the isotropic radiator 
is assumed to have unit gain, the term dBi is often used interchangeably with dB.  
Antenna patterns are represented using the spherical coordinate system shown in 
Figure 2.5. The horizontal (x-y) plane, called the azimuth plane, is denoted by θ = 90°. 
The vertical planes are called elevation planes. Two elevation planes of particular interest 
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are φ = 0° (x-z plane) and φ = 90° (y-z plane). The relationship between rectangular and 
spherical coordinates is:  
x = r sinθcosφ, y = r sinθsinφ, z = r cosθ, where r ≥ 0, 0°≤ φ < 360°, 0°≤ θ ≤ 180°,  
and  .
x
ytan,
z
yx
tan,zyxr 1
22
1222 −− =⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=++= φθ  
 
Figure 2.5 Spherical coordinate system [57] 
(Note that the point P may be represented using Cartesian coordinates (x, y, z) or by using spherical 
coordinates (r, θ, φ).) 
2.8.1 Antenna Gain Equations  
 Antenna gain, GT(θ, φ), as seen by a receiving point P (as shown in Figure 2.5) is 
expressed by the following equation (2.5) [57]. 
( )[ ] ( )φθφθ ,log20, 10 MBT GGdBinG +=  (2.5) 
where  
• GB is azimuth gain or the peak directivity in dB. 
• GM(θ, φ) is the normalized electric field in the elevation plane.  
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2.8.2 Antenna Patterns 
Antenna patterns can be classified into three types: 
1) Isotropic Pattern  
An isotropic antenna has equal radiation, and the gain equation GT(θ, φ) is 
constant in all directions [58]. In three dimensions, the radiation pattern is spherical in 
shape. Such an ideal radiator is often used as reference to express the directional 
properties of other antennas. Figure 2.6 illustrates the concept of directivity, which is a 
figure-of-merit to describe the directional properties of an antenna. The direction of peak 
directivity (i.e., maximum radiation from the antenna) is called the boresight direction. 
 
Figure 2.6 Illustration of directivity. 
Note that both circles represent the average radiation intensity of an isotropic source. The 
darker region represents the directional property of the antenna. 
 
2) Omnidirectional Patterns  
An omnidirectional pattern has a donut shape in three dimensions [59]. Antennas 
with these patterns are the most widely used for indoor communications. The pattern is 
circular and constant in the azimuth (x-y) plane and directional in any elevation plane. 
The generalized gain equation is written as [59]: 
( )[ ] ( )[ ] ( )[ ]dBinGdBinGdBin,G ELAZT θφφθ +=  (2.6) 
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where GAZ(φ) is a constant and GAZ(φ) = GB. GEL(θ) = GM(θ, φ). Figure 2.7 is a simple 
illustration of the pattern with the donut sliced to show an elevation plane pattern.  
 
Figure 2.7 Omnidirectioanal antenna pattern [59] 
 
Types of omnidirectional antennas that are commonly used in 802.11 WLANs include 
dipole antennas and monopole antennas [60]. 
 
2.1) Dipole Antennas 
Types of dipole antennas include the halfwave dipole and quarterwave dipole antennas.  
 
2.1.1) Halfwave Dipole 
The halfwave dipole antenna has the physical length of a resonant wire of λ/2, 
where λ is the wavelength. The halfpower beamwidth of the halfwave dipole is 78°. The 
peak directivity of the halfwave dipole is in the azimuth plane, and it is constant in all 
directions around the plane. Figure 2.8a shows the pattern of the elevation plane (GEL(θ)) 
of the halfwave dipole antenna. The antenna patterns can be written using the following 
closed-form equations [57]:  
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Azimuth plane: GAZ(φ) = peak directivity, constant (in dB) (2.7) 
Elevation plane: 
GEL(θ) = ( )θ
θπ
sin
cos.coslog 5020 10  dB for all θ∈ (0°, 180°) (2.8) 
 
2.1.2) Quarterwave Dipole 
The quarterwave dipole has the physical length of a resonant wire of λ/4. The 
pattern is similar to the halfwave dipole except that the halfwave beamwidth of a 
quarterwave dipole is 87°. The peak directivity is constant in the azimuth plane. Figure 
2.8b depicts the elevation plane pattern of the quarterwave dipole. The antenna patterns 
can be written using the following closed-form equations [57]: 
Azimuth plane: GAZ(φ) = peak directivity and constant (in dB) (2.9) 
Elevation plane: 
GEL(θ) = ( ) ( )θ
πθπ
sin
.coscos.coslog 25025020 10
−  dB  
for all θ∈ (0°, 180°) 
(2.10) 
 
  
a. Halfwave dipole 
  
b. Quarterwave dipole 
Figure 2.8 Antenna pattern of the elevation plane of the dipole omnidirectional antenna [57] 
 
2.2) Monopole Antennas  
The monopole is a dipole divided in half at its center feed point and fed against a 
ground plane, as shown in Figure 2.9. However, high frequency monopoles are usually 
fed from behind the ground plane, as shown in Figure 2.9. A monopole above the ground 
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plane radiates one-half the total power of a similar dipole in free space. Thus, the 
directivity of a monopole is double that of a similar size dipole. 
 
Figure 2.9 Monopole antennas [57] 
(The figure depicts two ways in which energy can be fed into the antenna.) 
 
The three-dimensional form of the monopole antenna is a half donut shape where 
the donut is chopped along the azimuth plane. In this case, it is assumed that the ground 
is both infinite and a perfect electrical conductor. Elliott [61] and Balanis [59] base their 
closed-form monopole equations on the dipole equations, modified to fit ground plane 
effects of a monopole. They multiply the closed-form equations for the dipole by the 
factor “k sin(n sinθ”), where n and k are determined by the size of the ground plane and 
the size of the monopole antenna [59]. This factor is called the “ground plane correction 
factor.” 
 
2.2.1) Halfwave Monopole 
The peak directivity is constant in the azimuth plane, and it is denoted by the 
antenna specification. The equation for the elevation plane is modified from that of the 
fullwave dipole by multiplying with the “ground plane correction factor”. The elevation 
plane plot is shown in Figure 2.10a. The closed form equation of the halfwave monopole 
is expressed as [57]: 
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Azimuth plane: GAZ(φ) = constant (in dB) (2.11) 
Elevation plane: 
GEL(θ) = ( ) ( )θθ
θπ sinnsink
sin
coscoslog 120 10
+  dB  
for all θ∈ (0°, 90°) with n = 2.75 [57] and k = 1.2015 [57] 
Elsewhere, GEL(θ) = -60 dB [57] 
(2.12) 
 
2.2.2) Quarterwave Monopole 
As in the halfwave monopole, the peak directivity is constant in the azimuth 
plane, and is denoted by the antenna specification. The elevation plane is modified from 
the halfwave dipole by multiplying with the “ground plane correction factor”. The 
elevation plane plot is shown in Figure 2.10b. The closed form equation of the 
quarterwave monopole is expressed as [57]: 
Azimuth plane: GAZ(φ) = constant (in dB) (2.13) 
Elevation plane: 
GEL(θ) = ( ) ( )θθ
θπ sinnsink
sin
cos.coslog 5020 10  dB  
for all θ∈ (0°, 90°) with n = 2.5 [57] and k = 1.4782 [57] 
Elsewhere, GEL(θ) = -60 dB [57] 
(2.14) 
 
 
a. Halfwave monopole 
  
b. Quarterwave monopole 
Figure 2.10 Antenna pattern of the elevation plane of the monopole omnidirectional 
antenna [57] 
 
3) Directional Antenna  
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A directional antenna radiates and receives electromagnetic waves more 
efficiently in certain directions than others. Patch antennas are typically used in indoor 
802.11 WLANs [60]. Figure 2.11 shows an example of the patch antenna pattern.  
 
 
a. Azimuth plane 
 
b. Elevation plane 
Figure 2.11 Antenna pattern of the patch directional antenna [57] 
 
2.9 Summary 
This chapter presents a literature review of indoor wireless network designs, 
particular WLAN design, and cellular network designs. The chapter also provides  an 
overview of related issues including network usage characteristics, quality of service in 
WLANs, constraint satisfaction problems, path loss models and 3D antenna patterns. A 
review of the current literature shows several shortcomings and missing components of 
existing WLAN design approaches. Most of these existing methods are based on trial and 
error and measurement-based approaches. These methods are time consuming and labor 
intensive. Existing optimization based approaches limit their focus to optimizing signal 
strength in the service area. The present design techniques do not consider user density, 
traffic demand, or network capacity requirements in the design process. Additionally, 
most of the existing WLAN design approaches limit their focuses to network design for 
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small and single floor service areas. A systematic design for multi-floor service scenarios 
is needed. This need is addressed in this dissertation.  
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3.0 DEMAND-BASED WLAN DESIGN: MODEL AND 
PROBLEM FORMULATION 
  
Wireless local area networks (WLANs) are experiencing tremendous growth, 
providing untethered data networking capabilities [2, 4]. Their deployment has been 
facilitated by the availability of unlicensed frequency spectrum and inexpensive network 
equipment [1]. As WLAN-access devices become cheaper, smaller and more powerful, 
there has been phenomenal growth in the number of people who use WLAN services [1-
4]. In designing WLANs, network designers must accommodate both growth of the user 
population and increased demand for services. Unfortunately, most existing indoor 
wireless network design methods limit their focus to radio signal coverage, which only 
ensures that an adequate signal strength is maintained in the intended service area [14-24, 
26, 28, 30-32]. In this dissertation, we present a demand-based WLAN design approach, 
incorporating traffic demand issues into the network design model. 
This chapter describes in detail a demand-based WLAN design approach. Section 
3.1 gives the problem definition. Section 3.2 presents network design criteria imposed in 
the proposed model. Section 3.3 discusses a demand node representation for WLAN 
design. Section 3.4 presents the mathematical problem formulation of the demand-based 
WLAN design model. Section 3.5 provides an overview of the heuristic solution 
technique developed to solve the demand-based WLAN design problem. Finally, section 
3.6 summarizes the chapter.  
 42
3.1 Problem Definition 
The task of demand-based WLAN design is to place a sufficient number of access 
points (APs) in a service area that may be located on a single floor or range across 
multiple floors. The APs may be configured with different power levels and frequency 
channels. The power level and frequency channel of an AP, together with the 
environment specific path loss and an antenna radiation pattern, determines the region 
(called Basic Service Area (BSA)) in which the AP can support traffic demand to/from 
wireless users. According to capacity analysis of the CSMA/CA protocol used in 
WLANs, the capacity of an AP can vary depending on the number of wireless users 
simultaneously transferring data through the AP. As the number of wireless users with 
active data transfer connections to a particular AP increases, the effective AP capacity 
decreases. Thus, the number of APs in a service area should be a function of the number 
and density characteristics of the wireless users. Due to the low cost of the APs compared 
to that of the wireless devices with which they are communicating, minimizing the 
number of the APs -- as would be recommended by current optimization approaches -- is 
unnecessary [13]. Thus, we formulate the WLAN design problem as a Constraint 
Satisfaction Problem (CSP) which aims to determine the number of APs, identify their 
locations, and assign power levels and frequency channels to them such that the resulting 
network satisfies the network design criteria described below. 
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3.2 Network Design Criteria 
3.2.1 Radio Signal Coverage Requirement 
 In wireless network design, a fundamental requirement for a network is that it 
provide radio signal coverage over a target service area [62]. Wireless users located in the 
service region require a certain level of radio signal quality in order to be able to access 
the network. As a measure of radio signal availability and coverage, the received signal 
strength and the signal to interference ratio (SIR) are considered in the design model. The 
received signal strength by wireless nodes must exceed the specified receiver sensitivity 
threshold. Additionally, the received signal strength from the serving AP must be 
sufficiently greater than the signal received from other APs operating on the same or 
overlapping frequency channels as specified by the SIR. 
 
3.2.2 User Data Rate Capacity Requirement 
An obtainable user data rate (link rate) has become an essential concern in 
network planning for WLANs as the user population grows and multimedia applications 
requiring higher data rates spread [13, 14]. We incorporate a mean user data rate 
requirement in the developed demand-based WLAN design model. 
As discussed in section 2.4, average available user data rates observed in the 
network trace studies does not depend just on the number of wireless users existing in the 
service area, but also on the activity of wireless users in the network [40-42, 44, 45]. 
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There are correlations between user behaviors and traffic volume in the network [45]. 
The user behavior in turn correlates to types of locations where users are situated and the 
major activities users typically pursue in such locations [40-42, 44, 45]. We incorporate 
this critical information about characteristics of WLAN usage and traffic patterns in our 
design model as described in the following sections.  
 
3.3 Demand Node Representation for WLAN Design 
The demand node concept has been used widely in facility location problems to 
provide information on the geographic pattern of demand for retail goods and services 
[38]. This concept has recently been applied in wide-area wireless network designs to 
represent the distribution of expected network traffic in a service area [35, 39]. In wide 
area wireless networks, demand nodes are derived from land usage and demographic 
information. As described in section 2.3, two types of demand nodes have been applied in 
cellular network design: a uniform size demand node and a variable size demand node. 
The uniform size demand node represents the center of an area that contains a fixed 
number of call requests per time unit while the variable size demand node represents a 
certain number of calls per time unit in which the number can vary across demand nodes. 
The cellular network designs aim to provide sufficient traffic channels to accommodate 
the estimated number of call requests represented by demand nodes. 
Here we apply the demand node concept to WLAN design. However, in the 
context of WLAN a demand node is different from that used in the cellular network 
design as defined in the following discussion. 
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3.3.1 Definition of a Demand Node for WLAN Design 
In WLAN design, a demand node represents an individual prospective wireless 
user in a service area. In local area network design, average locations of prospective 
wireless users can be estimated simply from available seats and working desks provided 
in service areas. The facility administrators can provide information about the estimated 
number of prospective wireless users in the area.  
The reasoning for adopting a different definition of a demand node in WLAN 
design is that more precise information about the potential number of wireless users and 
users' locations is needed in order to appropriately place APs and assign users to APs. 
This is because in WLANs, users communicate through APs using the CSMA/CA 
protocol in which users compete for channel access and share AP capacity. In this case, 
information about the number of users is required to calculate the potential data rate and 
average AP capacity while information about user locations is needed to appropriately 
assign users to an AP based on an acceptable radio signal level. 
Another consideration in wireless network design is traffic fluctuation with the 
time of day [63]. As mentioned in section 2.4, researchers have observed that the volume 
of network traffic and distribution of users changes with daily class and work schedule as 
users move between classrooms or move from lab facilities to offices [40-42, 44, 45]. As 
an example, Figure 3.1 shows the distribution of prospective wireless users during 
different times of day on the fourth floor of the School of Information Science (SIS) 
building at the University of Pittsburgh. Between 9AM and 12PM, students are present in 
classrooms 403, 406, 409, and 411. At other times, group of students are present in 
different rooms. In our design approach, we take into account the variation of user 
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density and distribution by applying a worst-case (peak) estimate approach [64] in which 
a representation of overall user distribution in a service area is drawn from the user 
population when the highest user density may be present in each sub-area or room. This 
approach constitutes a busy-hour user population representation, capturing user density 
fluctuations due to mobile user time of day characteristics. Figure 3.2 illustrates the 
resulting user population representation of the fourth floor SIS building. The obtained 
busy-hour user population information will be used in the network design process.  
 
 
 
 
 
 
 
 
 
 
Figure 3.1 User distribution during different times of day 
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Figure 3.2 User population representation for WLAN design 
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While estimates of demand node locations representing prospective wireless users 
in service areas can be derived and represented by the busy-hour user population as 
described above, expected traffic volume of each demand node on the network can be 
estimated from network usage characteristics observed in the existing WLAN.   
 
3.3.2 WLAN Usage Characteristics and User Activity Level 
Several network trace studies characterize the usage of WLANs in various 
environments such as on university campuses [41, 42], in corporate office buildings [45], 
in academic buildings [40], and in a large auditorium [44]. Researchers have found 
similarities in network usage characteristics among different network environments [40-
42, 44, 45]. It has been observed that traffic load at APs does not depend entirely on the 
number of wireless users who situate within radio coverage of APs and associate to them. 
The amount of traffic depends on users’ level of data transfer activity on the network as 
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well. Network trace studies reported in the literature show a correlation between users’ 
level of data transfer activity and locations where users are present [41, 42, 44, 45]. 
As an example, network traces studies at Dartmouth College [41, 42] show that 
the highest number of wireless users associated with APs at any time occurs in the areas 
where users usually congregate, such as in classrooms and auditoriums. However, the 
highest amount of traffic does not occur in these areas. Rather, the places that experience 
high traffic volume are private offices and dorm rooms where a smaller number of 
wireless users are present [41, 42]. Presumably, most people attending classes, meetings, 
or conferences usually concentrate on the event, only occasionally checking e-mail and/or 
downloading slides. Balachandran et al. [44] report that wireless users attending meeting 
or conference talks tend to be idle over large portion of their session duration. They found 
that only about 50% of wireless users connect to APs while attending meetings or 
conference talks and about 80% of those who connect are inactive more than 30% of their 
session length. The average user data rate observed in such an environment tends to be 
low (between 15 and 80 Kbps) [44].  
To account for the correlation between network usage characteristics and 
locations where users situate in our demand-based network design model, we categorize 
sub-areas of the whole service area into two types. These types are based on typical tasks 
corresponding to particular locations and network usage characteristics of the sub-areas. 
They are the private sub-area and the public sub-area. 
 
- Private sub-area: 
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Private sub-areas are sub-areas of a service area that are limited to authorized 
persons only. Examples of private sub-areas include office areas, homes, and dorm 
rooms. In these areas, the number of wireless users and their locations can be known or 
expected a priori. 
 
- Public sub-area: 
Public sub-areas are locations where large numbers of users often congregate. The 
number of wireless users varies depending upon events or schedules. We subdivide the 
public sub-areas into two categories: schedule-based activities and unschedule-based 
activities. The public sub-areas for schedule-based activities exhibit a timeline during 
which the group of wireless users exists for a specific purpose. Examples of these 
locations include classrooms, meeting rooms, auditoriums, and cafeterias. The public 
sub-areas for unschedule-based activities have a poorly structure timeline; users 
occasionally enter and leave. These locations include libraries, student lounges, and 
coffee houses. 
We account for the correlation between network usage characteristics and 
locations where users situate in the demand-based WLAN design model through a 
parameter called “user activity level” which is defined as follows: 
User activity level (αt) is the percentage of wireless users in a sub-area of type t 
who are simultaneously transferring data over APs. These active users are participating in 
medium contention to gain access to a communication channel and share AP capacity. 
We consider the remaining users (1-αt) to be idle users who are situated in a sub-area of 
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type t but do not generate data transfer activity over the network at a particular time. The 
idle users do not affect AP capacity [44].   
The busy-hour user population and user activity level (αt) parameter are 
incorporated into the demand-based WLAN design model formulated in the next section. 
3.4 Demand-based WLAN Design Model 
Here we develop a new model for the WLAN design problem that incorporates 
not only radio signal coverage requirements but also network capacity requirements. We 
mathematically formulate a demand-based WLAN design model as a Constraint 
Satisfaction Problem (CSP). First we define terms and notations used in the problem 
formulation. 
3.4.1 Definition 
3.4.1.1 Signal Test Points 
The service area where the WLAN is to be deployed is divided into a finite 
number of grid points. Those points within the usage area are referred to as signal test 
points (STPs) where the received signal strength and the SIR level will be assessed. Note 
that grid points in places which are defined as non-usage areas (e.g., elevator shafts and 
restrooms) are not included in the set of STPs.  
Let G = {g1, g2, …, gc} denote a set of STPs representing locations where the 
received signal strength and the SIR level will be tested, and c is the total number of 
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STPs in the service area. Each STP gh refers to a coordinate in three-dimensional space 
(xh, yh, zh), where 1 ≤ h ≤ c and zh is the floor where gh is located.  
3.4.1.2 Demand Nodes 
A set of demand nodes represents prospective wireless users that may be present 
in the service area. It represents a busy-hour user population in service areas.  
Let U = {d1t, d2t, …, dmt} denote a set of demand nodes, given by their position 
inside the service area, where m is the total number of demand nodes in the set U. Index t 
indicates the type of sub-area where demand node i is located: 1 ≤ i ≤ m and t ∈ T where 
T is the set of sub-area types. Here we define three types of sub-areas: T = {1,2,3} where 
1 denotes private sub-areas, 2 denotes public sub-areas for unscheduled activities, and 3 
denotes public sub-areas for schedule-based activities. The position of demand node i 
within the service area is denoted by (xi, yi, zi), where (xi, yi) is the coordinates on floor zi 
where dit is located.  
We incorporate network usage characteristics of demand nodes located in sub-
areas of type t through the user activity level (αt) and the average data rate requirement 
(Rt). The set of demand nodes together with the sub-area classification and parameters 
specifying network usage characteristics (αt and Rt) are given as input to the design 
process by the designer. 
3.4.1.3 Network Configuration 
The demand-based WLAN design problem aims to determine a network 
configuration such that the radio signal is available throughout the defined service area 
(represented by a set of STPs, G) and the network capacity is adequate to accommodate 
expected traffic demand from a set of demand nodes, U. A network configuration 
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specifies the number of access points (APs) and their parameters including locations, 
frequency channels, and power levels.  
Let A = {ap1, ap2, …, apn} denote a set of APs used in the service area, where n is 
the total number of APs required. Let acj = {pj, fj, (xj, yj, zj)} denote a set of parameters 
assigned to apj for 1 ≤ j ≤ n, where pj denotes the power level assigned to apj, fj denotes 
the frequency channel assigned to apj, and (xj, yj, zj) denotes the coordinate (xj, yj) on 
floor zj where apj is placed. 
3.4.2 Notation 
The following notation is defined and used in the mathematical formulation of the 
WLAN design problem:  
(x, y, z) = Coordinate in three-dimensional space, where (x, y) represents a location 
on floor z 
A = Set of APs used in the service area 
U = Set of demand nodes in the service area 
G = Set of signal test points (STPs) that are locations for testing received 
signal strength and SIR level 
T = Set of sub-area types 
 
Indices:  
i = 1, 2, …, m  demand nodes in set U 
j = 1, 2, …, n   APs in set A 
h = 1, 2, …, c   STPs in set G 
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t = 1, 2, …, s sub-area types in set T 
 
Variables: 
n = Number of APs used in the network 
pj = power level of apj ∈A 
fj = frequency channel of apj ∈A 
t
ijd = User association binary variable that equals 1 if demand node i∈U 
associates to apj ∈A; 0 otherwise. Index t ∈ T represents the type of sub-
area where demand node i is located 
ghj = Signal availability binary variable that equals 1 if STP h∈G can receive a 
signal from apj ∈A; 0 otherwise 
(xj,yj,zj) = location of apj ∈A, (xj, yj) represents the coordinates on floor zj
 
Domains: 
Dn = Integer number 
Dp = Set of candidate power levels for variable pj = {P1, P2,…, Pmax} 
Df = Set of candidate frequency channels for variable fj = {F1, F2, …, Fk} 
Dd = {0, 1} the domain of binary variable  tijd
Dg = {0, 1} the domain of binary variable ghj 
D(x,y,z) = The domain of variable (xj, yj, zj) where xmin < xj < xmax, ymin < yj < ymax, 
and zj∈FLOOR={1st, 2nd, …, rth} 
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3.4.3 Static Parameters 
 Static parameters depend solely on standard requirements and characteristics of 
the user activities in WLAN service areas and do not change during the design process. 
Static parameters include those specifying physical signal requirements (e.g., the received 
signal strength (PRthreshold) and the SIR level (SIRthreshold)), user profiles (e.g., the user 
activity level (αt) and the average user data rate requirement (Rt)), adjacent channel 
interference between signals from overlapping channels (ηjk), and the data rate capacity 
of  AP (Cj) that will be employed in the network.  
 
Table 3.1 Static parameters 
Parameter Definition Unit 
αt User activity level defines the percentage of wireless 
users in sub-area type t that are engaged in a data transfer 
activities (i.e., participating in channel contention and 
sharing AP capacity) 
- 
Rt Average user data rate requirement in the sub-area type t  bps 
PRthreshold Received sensitivity threshold  dBm 
SIRthreshold Signal to interference ratio threshold  dB 
ηjk Adjacent channel interference, specifying the percentage 
of interfering power that the signal operating at fk 
dissipates to the signal operating at fj
- 
Cj Data rate capacity of the apj  bps 
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3.4.4 Dynamic Parameters 
 Values of dynamic parameters are recomputed when the variables are set with 
different values during the course of the design process. In our design model, the 
dynamic parameters include received signal strength ( ), interference level ( ), and 
average obtainable data rate ( ). 
ijR
P ijIntf
t
ir
 
Table 3.2 Dynamic parameters 
Parameter Definition Unit 
ijR
P  Received signal strength that user i receives from apj dBm 
ijIntf  Interference level at user i, when associating to apj dBm 
t
ir  Average data rate that user i who situates in sub-area 
type t can obtain  
bps 
 
• Received signal strength ( ) 
ijR
P
The received signal strength ( ) that user i receives from ap
ijR
P j, can be computed from:  
( ) ( )( ) ( ) ( )( )jjjiiiAjjjiiijjR zyxzyxGzyxzyxfLpdBmP ij ,,,,,,,,,,,)( +−=  (3.1)
 
where  
L(fj, (xi, yi, zi), (xj, yj, zj)) is the path loss function between the location of apj, 
(xj, yj, zj) and the location of user i, (xi, yi, zi) when apj 
uses frequency channel fj. 
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GA((xi, yi, zi), (xj, yj, zj)) is the antenna gain based on the 3D antenna pattern 
calculation at the location of user i, (xi, yi, zi) from the 
location of apj, (xj, yj, zj) 
 
• Interference level ( ) ijIntf
The interference level for user i when it associates to apj ( ) is the summation of 
interfering signals from other APs in the vicinity. 
ijIntf
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ηjk is the percentage of interfering power that the signal operating at the channel fk 
dissipates to the signal operating at the channel fj due to the overlapping of the frequency 
spectrum of the channels. Consider the frequency spectrum of the 802.11b and 802.11g 
as shown in Figure 1.2. Channels fj and fk are non-overlapping channels and do not 
interfere with each other (i.e., ηjk = 0) if the channel separation (channel distance) is at 
least five (i.e.,    | fj – fk| ≥ 5). Channels fj and fk are overlapping channels and interfere 
with each other if the channel distance is less than five (i.e., | fj – fk| < 5). In such a case,  
0 < ηjk ≤ 1. In the case that APs are assigned the same frequency channel (co-channel) 
and the channel distance is zero (fj = fk), they interfere with each other 100 % (ηjk = 1). In 
the case of partially overlapping-channels (i.e., 0 < | fj – fk| < 5), ηjk is computed from the 
ratio of the overlapping spectrum as in the approach used in the OPNET simulation [65]. 
For example, consider fj = channel 1 (the frequency range = 2.401 – 2.423 GHz) and fk = 
channel 2 (the frequency range = 2.406 – 2.428 GHz). The bandwidth of each channel is 
22 MHz. In this case, the channel separation = 1 and the overlapping bandwidth is 2.423 
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GHz – 2.406 GHz = 17 MHz. Thus, the ratio of the overlapping spectrum, ηjk, is 
=−
MHz
MHz
22
24062423 0.77. When the channel separation is 2, 3, and 4, the overlapping 
bandwidth is 12, 7, and 2 MHz, respectively and ηjk = 0.54, 0.31, and 0.1, respectively. 
Note that in equation (3.2), the received signal ( ) is in units of dBm. In order 
to sum the signals, dBm has to be converted to miliWatts by dividing  by 10 and 
taking anti log
ikR
P
ikR
P
10. After summing, the obtained signal is converted back to dBm by taking 
log10 and multiplying by 10.  
 
• Average obtainable user data rate ( )  tir
 Since network usage characteristics and traffic correlate with locations where 
users situate, we incorporate such characteristics in the demand-based WLAN design 
through two parameters: the user activity level (αt) and the average data traffic (Rt) 
generated by active users. When employing the 802.11 medium access protocol 
(CSMA/CA), the AP’s capacity and the available user data rate reduce with the 
increasing number of active users competing for the AP’s data channel [10, 66, 67]. 
Satisfying the average user data rate requirement by deploying extra APs in the service 
area may not yield higher network capacity if the extra APs increase interference. In the 
proposed WLAN design model, an adequate number of APs are deployed to 
accommodate the expected amount of traffic and provide sufficient average data rate to 
the target wireless users while limiting the interference level in the service area. Given 
the expected number of active wireless users associating to an AP, the available user data 
rate can be estimated by using an 802.11 capacity analytical model [10, 66, 67]. In the 
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calculation of the average available user data rate and the capacity analytical model, we 
use the following notation: 
Notation: 
t
jU = Set of all prospective wireless users located in sub-area type t that are 
within the radio signal coverage of apj and associate to apj  
  ∑∑
∈ ∈
=
Ui Aj
t
ij
t
j dU   
t
jm  = Set of active wireless users located in sub-area type t that are active in 
data transfer activities and sharing capacity of apj. The average number 
of active users in the set  is the fraction of users in the set tjm tjU  that 
are expected to be active and can be estimated by applying the 
parameter αt (user activity level) (i.e., tjjtj Um α= ) 
= Set of all active wireless users that are sharing capacity of apj  
= Union of all active users from all sub-areas that can communicate to apj
mj
=
t
j
Tt
mU
∈∀
 
Λ = Set of all active wireless users in the network =  j
Aj
mU
∈∀
pktt = Average packet length (bits) of data traffic from the user in sub-area 
type t  
t
iτ  = Average overall transmission time (µsec) that it takes to successfully 
transmit a packet  from user i located in sub-area type t 
τoverhead = Transmission time according to the CSMA/CA protocol overhead 
(µsec) 
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τcompete = Estimated time spent in the contention period when a group of mj active 
users are contending for the data channel at apj (µsec) 
τpkt = Packet transmission time (µsec) 
Pc(mj) = proportion of collisions experienced by each packet successfully 
acknowledged at the MAC layer when a group of mj active users are 
contending for the data channel at apj (0 ≤ Pc(mj) < 1) 
DIFS = Distributed Interframe Space = 50 µsec 
PLCPpreamble = Preamble part of the Physical Layer 
Convergence Protocol 
= 72 µsec 
PLCPheader = Header part of the Physical Layer 
Convergence Protocol 
= 24 µsec 
SIFS  = Short Interframe Space = 10 µsec 
ACK  = Acknowledgement = 10 µsec 
SLOT  = Time slot = 20 µsec 
CWmin = Contention window  = 240 bits 
CRC = Cyclic Redundancy Check = 32 bits 
MACheader = Average medium access layer header = 240 bits 
 
Most CSMA/CA capacity analytical models assume asymptotic conditions where 
terminals always have a packet ready for transmission [10, 66, 67]. The asymptotic 
condition of the capacity analytical model is applied only to active terminals that have a 
packet ready for transmission. Therefore, |mj| terminals compete for the radio channel. 
The long term channel access probability of CSMA/CA is equal for all terminals and an 
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average available user data rate is computed by assuming that the wireless terminals 
alternate transmissions with the probability of collisions during contention for channel 
access using the model of Heusse et al. [67]. We adopt the capacity analytical model 
presented by Heusse et al. [67] to compute the average available user data rate ( ), 
which is the ratio between the average packet size of user i and the time it takes for 
successful transmission, as written in equation 3.3. Figure 3.3 shows the CSMA/CA 
MAC variables, the contention period and the successful transmission period. Note that 
the successful transmission period accounts for a constant overhead time (t
t
ir
overhead, as 
written in equation 3.5), time in contention procedures (tcompete, as written in equation 
3.6), and a package transmission time (tpkt, as written in equation 3.7).  
t
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Where 
t
iτ  (µsec) pktcompeteoverhead τττ ++=  (3.4)
τoverhead   (µsec) = DIFS + 2×PLCPpreamble + 2×PLCPheader + SIFS + ACK (3.5)
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 Figure 3.3 Structure of a successful transmission time 
 
 The calculation of the received signal strength ( ), the interference level 
( ), and the average user data rate ( ) described above are incorporated into the set 
of constraints in the proposed WLAN design model.  
ijR
P
ijIntf
t
ir
3.4.5 Constraint Satisfaction Problem Formulation 
 This section presents a mathematical formulation of the demand-based WLAN 
design problem. The problem is formulated as a Constraint Satisfaction Problem (CSP), 
with prescribed requirements for a finite number of variables with a given set of possible 
values (called domains) that can be assigned to the variables [51]. A constraint specifies 
which value tuples are allowed for a certain subset of all the variables. The solution of a 
CSP is any instantiation of all the variables that satisfy all constraints simultaneously. 
The CSP for the demand-based WLAN design model imposes restrictions and 
network requirements into the design process. It can be defined by the triple (V, D, C), 
where  
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V = {n, pj, fj, , gtijd hj, (xj, yj, zj)} denotes a set of variables of the design problem  
D = {Dn, Dp, Df, Dd, Dg, D(x,y,z)} denotes a set of finite domains associated with each 
variable 
C = {C1, C2, C3, C4, C5, C6, C7, C8, C9} denotes a set of constraints 
 The number of APs used in the network, n, is determined by the construction 
phase of the solution technique (as described in section 4.2). For the specified number of 
APs (n), the APs’ parameters (e.g., the location, frequency channel, and power level) are 
determined such that all constraints in set C are satisfied. If all constraints cannot be 
satisfied for the initial number of APs, n, the Add-AP phase (described in section 4.6) is 
applied to place additional APs in the network.  
The constraints in the CSP for the demand-based WLAN design model include: 
C1: 1=∑
∈∀ Aj
t
ijd  ,∀i∈U (3.9)
C2: ( ) 0≥− RthresholdRtij PPd ij  ,∀i∈U,∀j∈A (3.10)
C3: ( ) 0≥−− thresholdijRtij SIRIntfPd ij  ,∀i∈U,∀j∈A (3.11)
C4: t
t
i Rr >  ,∀i∈U (3.12)
C5: ∑
∈∀
≥
Aj
hjg 1 ,∀h∈G (3.13)
C6: ( ) 0≥− RthresholdRhj PPg hj  ,∀h∈G,∀j∈A (3.14)
C7: ( ) 0≥−− thresholdhjRhj SIRIntfPg hj  ,∀h∈G,∀j∈A (3.15)
C8: { }10,d tij ∈  ,∀i∈U,∀j∈A 
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C9: { }10,ghj ∈  ,∀h∈G,∀j∈A 
 
 The defined set of constraints imposes the design requirements including radio 
signal quality and data rate capacity criterion into the network planning process. 
Constraints C1-C3 and C5-C7 address the radio signal quality requirement while 
constraint C4 addresses the data rate capacity requirement.  
The set of constraints C1-C3 ensure that the prospective wireless users in the 
service area can connect to the WLAN. That is, satisfying C1-C3 simultaneously results 
in each demand node having adequate received signal strength and SIR level such that 
wireless data transfer can take place. Constraint C1 requires that each wireless user 
associates to one AP and only one AP. The decision variable dtij is equal to one if the 
received signal strength that user i received from the apj (PRij in dBm) and the SIR level 
with respect to the apj (the received signal strength (PRij in dBm) less the interference 
level (Intfij in dBm)) meet the receiver sensitivity threshold (PRthreshold) and the SIR 
threshold (SIRthreshold) as specified by C2 and C3, respectively; dtij is equal to zero 
otherwise. 
Constraint C4 ensures that the average data rate available to wireless user i which 
is a type t user (rit) is greater than the specified user data rate (Rt). The 802.11 capacity 
analytical model and the user activity pattern correlated with the type of sub-areas where 
users locate are incorporated in this constraint to estimate the average data rate that the 
active wireless user can obtain [10, 67]. 
The set of constraints C5 – C7 ensure that the radio signal is available throughout 
the predefined usable area of the service region. To assess the signal quality in the service 
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area, the received signal strength and the SIR level are tested at all signal test points 
(STPs) specified by the grid spacing granularity. Constraint C5 specifies that each STP 
must be able to receive signals from at least one AP. It allows overlapping of the APs’ 
coverage areas. The decision variable ghj is equal to one if the received signal strength at 
the STP h transmitted from the apj (PRhj in dBm) and the SIR level with respect to the apj 
(i.e., PRhj - Intfhj) meet the received sensitivity threshold (PRthreshold) and the SIR threshold 
(SIRthreshold) as specified by C6 and C7, respectively; ghj is equal to zero otherwise.  
Constraints C8 and C9 specify that variable and  are binary {0, 1} 
variables, respectively. 
t
ijd hjg
3.5 Solution Technique for the Demand-based WLAN Design 
 The demand-based WLAN design approach aims to find any single feasible 
network configuration that satisfies the network design criteria. Consider the complexity 
of the CSP for a problem with n number of variables in which each variable consists of a 
candidate values. There are altogether an possible combinations of n-tuples (candidate 
solutions). In the worst case, the search may have to explore the solution space 
exhaustively to identify a feasible solution if any exists. The complexity of the CSP 
module is O(an), which increases exponentially with the number of variables n. Prommak 
et al. [68] show that the computational time of an exhaustive search of the CSP WLAN 
design solution space increases exponentially with the number of variables. The next 
chapter presents an efficient heuristic solution technique that is developed in this 
dissertation to solve demand-based WLAN design problems.  
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3.6 Summary 
This chapter describes the demand-based WLAN design approach in detail. The 
developed demand-based WLAN design approach incorporates two essential design 
criteria: radio signal coverage and the data rate capacity. The demand node concept and 
the busy-hour user population are applied to represent user distribution and traffic 
demand in the service area. Typical WLAN network usage characteristics and user 
activity level are incorporated into the network design model which is formulated as a 
constraint satisfaction problem (CSP). Due to the complexity of the resulting CSP 
network design model, a heuristic solution technique is proposed to efficiently solve the 
demand-based WLAN design problem in reasonable time. The next chapter describes the 
heuristic solution technique in detail.  
 
 66
 4.0 A HEURISTIC SOLUTION TECHNIQUE FOR 
DEMAND-BASED WLAN DESIGN 
 
 Demand-based WLAN design aims to devise a network configuration that can 
provide signal coverage and accommodate traffic demand in a target service area. 
Network requirements are incorporated into the design model through application of the 
constraint satisfaction problem (CSP) formulation presented in chapter three. This 
chapter presents a heuristic solution technique that we developed to solve the demand-
based WLAN design problem. The heuristic solution technique will determine the 
number of APs required in the service area and their parameters, including location, 
power level and frequency channel in the WLAN configuration. Section one presents the 
overall framework of the heuristic solution technique, consisting of five phases: the 
construction phase, the frequency channel assignment (FCA) phase, the constraint 
violation reduction (CVR) phase, the intensification phase and the add-AP phase. The 
following sections of this chapter describe the detailed implementation of each phase.  
4.1 A Framework for Solving the WLAN CSP 
Demand-based WLAN design can be formulated as a constraint satisfaction 
problem (CSP) as presented in chapter three. The objective of the design is to identify a 
feasible solution that can satisfy the specified network requirements. Since the 
complexity of the CSP design model increases exponentially as the problem size (or 
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number of variables) increases, we developed a heuristic solution technique that can 
efficiently explore the search space and find a feasible solution within a reasonable 
amount of computational time. 
The overall framework of the heuristic solution technique is shown in Figure 4.1. 
There are two input components for the main solution technique. The first input involves 
the physical description of the service area (e.g., building size, location and composition 
of partitions, etc.) and the user traffic information (e.g., user location density, user 
activity level and required average data rates). The second input specifies models 
(functions) and parameters for fundamental calculations necessary to the solution 
technique, including the path loss model, the 3-D antenna radiation model, and the 
capacity analytical model. The parameters include the necessary information to formulate 
and compute the constraints in the CSP (e.g., SIR threshold, received signal strength 
threshold, path loss exponent, etc.). The output from the solution technique is a WLAN 
configuration that meets the network design requirement. It specifies the number of APs 
required and their parameters, including location, power level, and frequency assignment. 
The main body of the solution technique consists of five phases; the construction 
phase, the frequency channel assignment (FCA) phase, the constraint violation reduction 
(CVR) phase, the intensification phase and the add-AP phase. The interconnection of the 
phases is shown in Figure 4.1.  
 An overview of the solution technique process is as follows. The first two phases 
(the construction and FCA phases) aim to generate a good starting configuration that 
provides an estimated number of APs and their initial parameters. The construction phase 
(described in detail in section 4.2) involves two heuristics: the Area Covering Heuristic 
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(ACH) and the Demand Clustering Heuristic (DCH). The ACH involves estimating the 
number of APs that are required to provide radio signal coverage to the service area, 
while DCH deals with placing additional AP(s) in those parts of the service area where 
high traffic volume exists. Together, these two heuristics determine the initial locations 
and power levels of the APs. The FCA phase (described in detail in section 4.3) utilizes a 
simulated annealing method to determine the frequency channel assignments of the APs 
based on their initial locations and power levels as defined in the construction phase. 
 The CVR phase (described in detail in section 4.4) evaluates the initial network 
configuration by using evaluation functions described in section 4.4.3. If any design 
requirement constraint is violated, the CVR phase reduces the constraint violations by 
adjusting the locations and power levels of the APs by using tabu search and reassigning 
frequency channels by using the FCA simulated annealing method. If the CVR phase 
fails to produce a feasible network configuration satisfying all design constraints, the 
intensification phase (section 4.5) revisits good candidate solutions recorded during the 
CVR phase and performs the repairing process for each revisited solution. After the 
intensification phase, if a feasible network configuration is still not found, the add-AP 
phase (section 4.6) attempts to solve the problem by installing additional AP(s) in the 
service area.  
 The implementation of each phase of the solution technique is described in detail 
in the following sections. 
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 Figure 4.1 Framework of the solution technique 
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4.2 Construction Phase 
 For a given design scenario, the construction phase generates an initial solution 
which provides the number of APs as well as their locations and power levels. The 
construction phase is a combination of the Area Covering Heuristic (ACH) and the 
Demand Clustering Heuristic (DCH). The ACH is a modified version of the Initial 
Covering Heuristic (ICH) [24], which estimates the number of transmitters required in 
coverage optimized wireless network design. The DCH was developed based hierarchical 
clustering methods [69]. It clusters and represents a group of wireless terminals with a 
single point where a service facility should be placed. The ACH and DCH are explained 
in detail as follows. 
4.2.1 Area Covering Heuristic (ACH) 
 The ACH aims to determine the initial number of APs for the given service area. 
Unlike the ICH in which the APs are uniformly distributed across the service region [24], 
the ACH determines location of APs based not only on the size of the service area but 
also on the distribution of traffic demand in the area.  
 Assessing the initial number of APs required for a given service scenario requires 
estimating the coverage area of each AP. Here we assume an isotropic antenna and 
approximate AP coverage area as a circle with a radius γ computed using a path loss 
model for the given environment and the minimum required received signal strength. In 
order to allow an overlap between coverage of adjacent APs, we represent the access 
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point coverage area as a coverage square (CS), which is the biggest square that can fit 
into the coverage circle as shown in Figure 4.2.  
 
    γ2  
γ γ CS = γ2 × γ2  
 
Figure 4.2 Coverage Square (CS) estimating an AP’s coverage area 
 
 Given the operating frequency (f), the AP transmitting power (PT), and the 
receiver sensitivity (PR), γ is calculated from the equation (4.1).  
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where L(d0) is the path loss at reference distance d0 , n0 is the path loss exponent, and Xδ 
is a log-normally distributed random variable representing the shadow fading with 
standard deviation δ dB. 
For example, consider an AP that operates at 2.462 GHz. A minimum received 
signal strength requirement is PR = -80 dBm [70], given the highest power level PT = 24 
dBm, d0 = 1 meter [12], n0 = 3.3 [71], δ = 3.5 dB [72], and the corresponding Xδ = 5.75 
dB for 95% coverage availability at the edge of the cell [62]; solving equation (4.1); we 
obtain γ = 23 m. Thus, the coverage square is CS = ( ) ( )232232 × =32.5×32.5 m2. 
 The resulting CS is used in the ACH, a bottom up process which starts from the 
first floor and progresses through the top floor. Let U be a set of wireless users who are 
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not associated to any AP and U represents the set of all wireless users in the service area. 
Initially, UU = . A sufficient number of CSs are placed on each floor to cover the entire 
area. Typically, one AP is placed in each CS. However, there is no need to install any AP 
in those CSs where low traffic demand exists and signal coverage is available from 
another floor. In each CS, the location of the AP and its power level are determined as 
follows. If low traffic demand exists, the AP is located in the middle of the CS and 
assigned the highest power level. All wireless users in the CS are assigned to the AP and 
removed from U . In a CS where traffic demand is high (i.e., the required user data rate 
of all wireless users in the CS cannot be satisfied by one AP), wireless users are selected 
and associated to an AP located at the center of gravity (CoG) of the cluster of the 
selected wireless users. The cluster of users is formed such that each user in the cluster 
can obtain the required average data rate.  
The cluster of wireless users and the corresponding CoG are formed as follows:  
• To form a cluster of wireless users in a CS where high traffic demand exists: 
i. Select the first wireless user closest to the left corner of the CS (denote it as u1). 
Sort the rest of the wireless users in the CS in an increasing order according to 
their distance from u1. Call the resulting list sorted_List.  
ii. Add the first wireless node of the sorted_List to the cluster and compute the CoG 
of the cluster.  
iii. If the required user data rate can be satisfied, remove the wireless user who was 
just been added to the cluster from the set U . Otherwise, go to step v. 
iv. If there remain unassigned wireless users in the CS, go to step ii.   
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v. The unassigned wireless terminals in the CS will be taken care of in the DCH 
process. For the users in CS that are assigned an AP, the AP is placed at the 
resulting CoG derived by equation 4.2 shown below. The power level to be 
assigned to the AP is determined from the Euclidian distance measured from the 
location of u1 to the resulting CoG. This distance is called distance_to_CoG and is 
determined in the following ways: 
If distance_to_CoG < γ0, power level = P0
If distance_to_CoG < γ1, power level = P1
… 
If distance_to_CoG < γmax, power level = Pmax
where  γ0, γ1, … γmax are computed by using equation 4.1 as illustrated 
previously. 
γ0 is the resulting radius of the coverage area when PT = P0  
γ1 is the resulting radius of the coverage area when PT = P1 
… 
γmax is the resulting radius of the coverage area when PT = Pmax
 
Note that at the end of the ACH process there may be unassigned wireless users 
remaining in set U . The DCH process will consider adding more APs to 
accommodate the traffic demand of those users. 
 
• To derive the center of gravity (CoG): 
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Let (  denote the coordinates of a particular CoG. )CoGCoG y,x
( )
( )j
jClusteri
i
CoG n
x
x
∑
∈=  and ( )
( )j
jClusteri
i
CoG n
y
y
∑
∈=  (4.2) 
where (xi, yi) is the coordinates of wireless user i who is in cluster j, and n(j) is the 
number of wireless users in cluster j.  
4.2.2 Demand Clustering Heuristic (DCH)  
 In an area with a high user density and traffic volume where some wireless nodes 
are unassigned by the ACH process (i.e., the wireless terminals in the set U ), the DCH 
attempts to cluster those terminals and derive a center of gravity for each cluster where an 
additional AP will be placed. Unlike the clustering procedures used in the ACH, in which 
the cluster of wireless nodes is formed within the CS, here the cluster of wireless nodes 
can be formed across multiple CS boundaries. The DCH is a bottom-up process, 
progressing from the first through the top floors. 
 
For each floor i: 
i. Determine the set of unassigned wireless nodes on floor i, denoted by iU . 
ii. Try to associate wireless nodes in iU to existing APs with residual capacity in the 
adjacent floor. Remove the assigned wireless nodes from iU .  
iii. Select an unassigned wireless node in iU , which is closest to the left corner of 
floor i (denoted as u1). Sort the remaining unassigned wireless nodes in iU  in 
increasing order according to their distance from u1. Store this as a sorted_List. 
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iv. Add the first wireless node of the sorted_List to the cluster and compute the CoG 
of the cluster. Let distance_to_CoG be the distance from the u1 to the CoG. Let 
γmax be the radius of the coverage area of an AP placed at CoG when operating at 
the highest power level. If distance_to_CoG < γmax, add the next wireless node 
in the sorted_List to the cluster and recompute the CoG. The wireless nodes in the 
clusters are removed from iU . 
v. The clustering process stops when the distance_to_CoG ≥ γmax or the obtainable 
data rate of the wireless nodes in the cluster is lower than the required data rate. 
vi. The resulting CoG is the location to place an additional AP. The power level to be 
assigned to the AP is determined from the distance_to_CoG as described 
previously. 
vii. If the iU is not empty, return to step iii. 
viii. If the iU  is empty, continue onto the next floor.  
4.2.3 Example of the Construction Phase 
 Figure 4.3 illustrates an example of the construction phase. A single floor service 
area and its wireless node distribution is shown in Figure 4.3a. The first CS is placed in 
the lower left corner of the service area, as shown in Figure 4.3a. Figure 4.3b shows the 
service area covered with the minimum number of CSs (in this case nine). Next, the APs 
are placed and their power levels are defined. This step addresses the traffic distribution 
in the service area and incorporates the AP capacity analytical model [10, 67] to estimate 
both the average data rate available to users and the effective capacity of the AP. 
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Associate all wireless nodes located in each CS to the AP located in the middle. If all 
wireless nodes can obtain an average data rate as specified in the traffic profile, the AP is 
assigned with the highest power level as shown in Figure 4.3c. If the required average 
data rate cannot be achieved due to a high density of users or high traffic demand (see the 
second CS shown in Figure 4.3d), the demand clustering technique from section 4.2.2 is 
applied to derive the power level and location for APs needed in that CS. In Figure 4.3d, 
the middle power level is assigned to the AP in the second CS, which is located at the 
CoG of the cluster of selected wireless nodes. After proceeding through all CSs, Figure 
4.3e presents the result from the ACH process. We can see that in areas of high traffic 
density, some wireless nodes are left unserved. The DCH heuristic is then applied to 
place additional APs in those areas. Figure 4.3f shows the results of the construction 
phase providing the initial number of APs, their locations and their power level 
assignment for the given network design scenario. 
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a. 
 
b. 
 
c. 
 
d. e. f. 
Figure 4.3 Construction phase procedures 
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4.3 Frequency Channel Assignment Phase 
The frequency spectrum available for WLAN operations is limited. In North 
America, of a total of eleven frequency channels in the 2.4 GHz band, just three non-
overlapping channels are allocated for 802.11b and 802.11g operation [8], while twelve 
non-overlapping channels in the 5 GHz band are allocated for 802.11a operation [7]. Due 
to the limited number of WLAN operating channels available, frequency channels need 
to be carefully assigned to APs so that the resulting network can maintain an adequate 
signal to interference ratio (SIR).   
This section describes the frequency channel assignment (FCA) procedure in the 
developed solution technique for demand-based WLAN design. Inputs to the FCA phase 
are the APs’ locations and their power levels as obtained during the construction phase 
(section 4.2). The output from this phase is the frequency channel assignment for each 
AP in the network. 
The FCA problem in demand-based WLAN design is a fixed-spectrum FCA 
problem [73]. It involves assigning frequency channels from a limited set of frequency 
channels to a given set of transmitters (i.e., APs) such that the signal strength of the 
desired signal is greater than the interference signal evaluated at all signal test points 
(STPs) in the coverage area. 
In general, the FCA problem is described as a graph coloring problem [74] in 
which each vertex of the graph represents a transmitter in the network and each edge of 
the graph represents a constraint on the frequency channel separation between two APs at 
the end of each edge. The FCA phase is divided into two steps: generating channel 
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separation constraints and assigning frequency channels to APs based on the channel 
separation constraints. Each step is described in detail as follows: 
4.3.1 Generating Channel Separation Constraints 
Let graph ψ = (V, E) represent a WLAN in which V = {v1, v2, …, vn} is the set of 
vertices representing APs in the set A = {ap1, ap2, …, apn} and E = {(vi,vj)/ vi,vj ∈ V) is 
the set of edges representing channel separation constraints between all pairs of APs.  
In FCA, the channel separation constraints are used to specify channel distances 
between all pairs of APs in the network. The constraints are represented by a matrix 
called the channel separation matrix, denoted by B. Let B = (bij)n′×n′ where n′ is the 
number of vertices of the graph, element bij with i ≠ j representing the minimum channel 
separation required between vertices vi and vj such that the network can avoid 
interference caused by other APs in the vicinity. This section explains the process of 
generating the channel separation matrix B. 
We adopt the procedure to generate the channel separation matrix B explained by 
L.E. Hodge et al. [75]. The procedure begins by determining which AP in the network 
yields the highest received signal strength at each signal test point (STP) g ∈ G. Let 
tuned_AP[g] denote the AP that yields the highest received signal strength to the STP g. 
For each STP g ∈ G, the signals from all other APs are considered in turn as interfering 
signals and a frequency separation constraint is generated (or strengthened) where 
necessary. Figure 4.4 shows the pseudo code of the process to generate the channel 
separation matrix B, which is used to store the channel_distance (bij) required between
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api and apj for ∀ i , j ∈ A and i ≠ j. Initially, all elements in the matrix contain zeros. The 
matrix B is derived such that for each STP g ∈ G, the SIR level (the signal strength from 
the tuned_AP[g] less the signal strength from the interfering AP) meets the required 
threshold. Note that the distancemax (in Figure 4.4) denotes the channel separation 
between each pair of consecutive non-overlapping channels. For 802.11b and 802.11g, 
the non-overlapping channels include channels 1, 6, and 11. Thus, the distancemax = 5. 
For 802.11a, the value of distancemax is set to 1 because in 802.11a, there are no 
overlapping channels. Thus, the distancemax between two consecutive channels is one. 
 
 
 Initialize frequency channel of each AP (let all APs operate at the same channel) 
Initialize bij (written as b[i][j]) such that each element contains 0, for all AP i and j ∈ A 
 
For each signal test point g∈ G 
   Determine tuned_AP[g] = AP that yields the highest signal strength at g 
End For 
 
/* Generate the channel separation matrix, B */ 
For each signal test point g∈ G 
   For each AP j∈ A where j≠ tuned_AP[g] 
        Ptuned = signal strength received at g from the tuned_AP[g] (in dBm) 
        Pinterfering = signal strength received at g from AP j (in dBm) 
        SIR = Ptuned − Pinterfering  (in dB) 
        channel_distance = 0 
        newPinterfering = Pinterfering (in dBm) 
         
        While(SIR < SIRthreshold & channel_distance < distancemax) 
             channel_distance = channel_distance +1 
             newPinterfering = 10log10(percent_interfering[channel_distance]* 1010
erferingintP
)  (in dBm) 
             SIR = Ptuned − newPinterfering  (in dB) 
         End While 
 
        If(channel_distance > b[tuned_AP[g]][j]) 
           b[tuned_AP[g]][j] = channel_distance 
   End For 
End For 
 
Figure 4.4 Pseudo code for generation of the channel separation matrix 
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As an example, consider a WLAN design for a two-floor service environment. 
Assume that the construction phase produces a WLAN setting as shown in Figure 4.5a 
where two and three APs are located on the first floor and the second floor, respectively. 
ap1, ap2, and ap4 are assigned a transmit power of 24 dBm while ap3 and ap5 are assigned 
transmit power of 15 dBm. Figure 4.5b illustrates the resulting channel separation matrix 
for the WLAN setting of Figure 4.5a. In the matrix B in Figure 4.5b, the element b[1][2] 
= 3 means that the minimum channel separation required between ap1 and ap2 is three 
channels. Figure 4.5c shows the graph based on the matrix B. Note that for elements of B 
that equal zero, no edge exists between the corresponding vertices in the graph. This 
indicates that the corresponding pair of APs can use the same frequency channel.  
 
Figure 4.5 Deriving a channel separation matrix and a network graph 
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4.3.2 Assigning Frequency Channels to APs 
The channel separation constraints explained in the previous section are used to 
restrict the frequency channels assigned to APs in the network. The FCA problem in 
WLAN design can be described as follows. Given a set of frequency channels available 
in the frequency spectrum allocated for WLAN operation, the frequency channels are 
assigned to APs such that the channel separation constraints specified by the matrix B are 
satisfied. If overall satisfaction is impossible, the goal is to minimize any violations of the 
channel separation constraints.  
As defined in chapter 3, the notation reviewed below is used in the mathematical 
formulation of the FCA problem. 
 
Notation:  
fj = Frequency channel assigned to AP j 
Df = A set of consecutive integers specifying available frequency channels for the 
WLAN design = {F1, F2, …, Fk} 
 
FCA problem formulation: 
Minimize ( )∑ ∑−
= +=
−−
1
1 1
0
n
i
n
ij
jiij |ff|b,max  
(4.3) 
Subject to:  fi , fj ∈Df, for ∀ i, j∈ A (4.4) 
 
Several techniques have been developed to solve the FCA problem. Aardal et al. 
[76] provide a survey on existing solution approaches which include; graph theory [77], 
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integer linear programming [78], greedy techniques [79], and meta-heuristic approaches 
such as tabu search [79, 80], simulated annealing [79, 81], and genetic algorithm [79, 82]. 
 Here, we adopt the simulated annealing (SA) method to solve the FCA problem 
for this WLAN design because of its simplicity and effectiveness as reported by Dunkin 
and Allen, and Thiel et al. [73, 74]. The following sections provide an overview of the 
SA algorithm and describe in detail the implementation of SA for the WLAN FCA 
problem. 
 
4.3.2.1 Overview of Simulated Annealing 
Simulated annealing (SA) is a variation of a hill-climber heuristic search 
approach. Unlike a greedy hill-climber heuristic which only moves to a solution that 
improves the objective function, SA allows the search to move to non-improving 
solutions (those that lead to a worse objective value) with a certain probability. This 
allows the SA search to avoid being trapped at local optima. The probability of accepting 
non-improving moves is controlled by a parameter which is analogous to the temperature 
in the annealing schedule at which liquids freeze into a minimum energy crystalline 
structure [83].  
 In order to make use of the simulated annealing method for solving mathematical 
optimization problems, the following elements must be provided: 
• Solution representation: A description of a possible solution in the search space. This 
usually involves some configuration of parameters such as X = (x1, x2, …,xn) that 
represent a solution. 
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• Cost function: A function that maps each solution into a value representing its cost 
(analogous to the energy of the system in the thermodynamic case). 
• Neighborhood: A set of solutions obtained by perturbing the current solution. One 
example of a perturbing technique is to randomly change any element xi of the current 
solution while the rest remain unchanged.  
• Control temperature CT and an annealing schedule: The annealing schedule 
simulating the physical process of a cooling system indicates how CT is lowered as 
the search progresses. 
• Termination criterion: The algorithm stops when the termination criterion is satisfied. 
Generally the criterion is represented by a minimum value for the temperature or by a 
maximum number of consecutive iterations carried out without an improvement in 
the obtained solution.  
 
4.3.2.2 Simulated Annealing Implementation for WLAN Frequency Channel 
Assignment 
 In order to apply the SA algorithm to solve the FCA problem for the demand-
based WLAN design, the following components are defined: 
 
• Representation of the frequency channel assignment 
A frequency assignment is represented by using an array F = [f1, f2, …, fn] where n 
= the total number of APs in the network and fj = the frequency channel assigned to AP j 
which is chosen from a set of available frequency channels given in the domain Df.   
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• Cost function 
The cost function, Θ, takes into account those factors involved in minimizing 
violations of the channel separation constraints. Such factors include the number of 
violated constraints (nviolated) and the sum of the amount by which each constraint is 
violated. The cost function, Θ, is written as follows:  
( )(∑ ∑−
= +=
−−+=Θ
1
1 1
0
n
i
n
ij
jiijviolated |ff|b,maxn ) (4.5)
 Note that even though both terms in the cost function are in different units, they 
are not normalized. The preliminary tests showed that normalized cost function did not 
yield good results in solving FCA problem; most of the time the search could not 
converge. The reason is that the normalized cost values were too small and caused pre-
mature freezing state of the annealing schedule, trapping at local optima. On the other 
hands, the non-normalized cost function in equation (4.5) yielded the search that could 
perform better than that using the normalized cost function; the preliminary tests showed 
that the search could converge to optimal solutions. 
 
• Initialization of frequency channel assignment 
An initial assignment is created by a greedy method that iteratively selects an AP 
and then assigns a feasible frequency to it. The selection follows a list of APs which are 
sorted in decreasing order according to the number of channel separations between the 
selected AP and all other APs. This is because we want to assign frequency channels to 
APs subject to many constraints before assigning to those with few constraints. The 
frequency channel to be assigned to the AP is selected so that the assignment avoids or 
minimizes channel separation violation of prior assignments.  
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 • Generation of new frequency channel assignment 
To explore the search space of the FCA problem, the SA algorithm generates a 
new frequency channel assignment (Fnew) based on the current F, hoping that either Fnew 
will be better than F or that it will lead to a better solution in future iterations of the 
search.  
To produce Fnew, we define the neighbor solutions of the current F as those 
assignments where one element of the array F is altered. This can be done by randomly 
selecting one AP whose frequency channel will be changed and randomly selecting a new 
frequency channel for such APs. The move from the current assignment to the new 
assignment is accepted if it results in a reduction of the cost function. A non-improving 
assignment may be accepted with probability of ( ) ( )( ) CT/FFnewe Θ−Θ− . 
 
• Annealing schedule 
The annealing schedule indicates how the parameter CT (analogous to 
temperature), which controls the probability of accepting non-improving moves, is 
lowered. In other words, it indicates how many random changes in the frequency 
assignment occur before CT is reduced as well as the extent to which it is reduced.  
 Here, we adopt a geometric annealing schedule as expressed in equation (4.6) in 
the SA algorithm for WLAN design because of its simplicity and effectiveness for graph 
coloring problems as presented by Costa et al. [81]. In the geometric annealing schedule, 
the temperature CT is reduced according to the parameter ϕ. The number of iterations at 
each temperature is specified by formula (4.7) where the initial value of Maxiter is set to n, 
the number of APs in the network. As the temperature CT decreases, the number of 
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iterations (i.e., the number of random assignments tested at each temperature) increases. 
This scheme is adopted because as CT decreases and the process becomes more stable, a 
move tends to be accepted only when it yields improvement in the cost function. One can 
see that formula (4.7) allows a higher number of iterations (Maxiter) as the search 
progress. In this way, the search can explore the solution space thoroughly at a low value 
of CT. This annealing scheme was found to be effective in the convergence of the SA 
process as reported by Costa et al. [81]. 
 
CT = ϕCT (4.6)
ϕ
iter
iter
MaxMax =  (4.7)
 
4.3.2.3 Procedures of the FCA SA Algorithm  
Given a channel separation matrix obtained as described in section 4.3.1, Figure 
4.6 illustrates the specific procedures of the SA algorithm when assigning frequency 
channels to the APs in a WLAN. The process begins by initializing parameters and 
generating an initial frequency channel assignment. Next, in each iteration, the algorithm 
generates a new frequency channel assignment (Fnew) from the current frequency channel 
assignment (F). Let ∆cost be the different between the cost of Fnew and that of F. If the 
cost of Fnew is less than or equal to the cost of F (i.e., ∆cost ≤ 0) then the new frequency 
channel assignment is accepted and becomes the current solution. Otherwise, the new 
assignment is accepted with a probability, Paccept, expressed as  
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accept eP
∆−=  (4.8)
The control temperature CT is varied as the search progresses. In the beginning, CT is 
high and, as the search proceeds, CT reduces. The manner in which the temperature CT 
reduces is specified by an annealing schedule (4.6). The search continues until the 
number of consecutive iterations without improvement reaches the Max_noimprov or until 
the temperature CT drops below CTmin.  
 
 Input static parameters: ϕ, Max_noimprov, CTmax, CTmin
Initialize CT = CTmax , Maxiter = n, iter = 0, count_noimprov = 0 
Initialize frequency channel assignment F 
Evaluate cost = Θ(F) 
 
While CT > CTmin do 
 While iter < Maxiter do 
  Generate new assignment Fnew from F 
  Evaluate costnew = Θ(Fnew) 
  Calculate ∆cost = costnew - cost 
  If ∆cost < 0 then 
   count_noimprov = 0 
   F = Fnew
   cost = costnew
  Else   
   count_noimprov ++ 
   If (count_noimprov > Max_noimprov) then End SA process 
Else If random[0,1] < CT
tcos
e
∆−
then  
    F = Fnew
    cost = costnew
   End If     
End If 
  iter ++ 
 End While 
iter = 0 
CT = ϕCT 
ϕ
iter
iter
MaxMax =  
End While 
 
Figure 4.6 The simulated annealing procedure for frequency channel assignments 
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4.3.2.4 Static Parameters in FCA Phase 
 
 The following static parameters are determined from parameter tuning 
experiments and used in the SA process: 
ϕ = the parameter that specifies how the temperature CT is reduced and 
how the number of iterations at each temperature step is increased as 
CT is reduced 
Max_noimprov = the number of consecutive iterations that allow the search to proceed 
without improvement 
CTmax = the starting temperature 
CTmin = the finishing temperature 
 
4.4 Constraint Violation Reduction Phase 
 The Constraint Violation Reduction (CVR) phase is the main process for solving 
the constraint satisfaction problem (CSP) described in section 3.4.5. The heuristic in the 
CVR phase is developed based on the tabu search approach. In this section, a knowledge-
based system that provides constraint violation information to help facilitate the search 
process is defined. The basic idea is that information from the current violated constraints 
is used to navigate the search space and to change the values of potential variables that 
can contribute to the reduction of constraint violations.  
 The following provides an overview of the tabu search algorithm. 
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4.4.1 Overview of Tabu Search  
Tabu search (TS) was first suggested by Glover [84]. The basic idea of TS is for 
the solution space to be explored economically and efficiently using memory strategies to 
guide the search process. Webster’s II dictionary defines tabu (or taboo) as “A 
prohibition against doing, using, or mentioning something because of association with 
powerful supernatural forces” [85]. In this application, TS imposes restrictions on the 
available choices in order to guide the search process and avoid cycling of solutions 
during particular iterations, thereby escaping from local optima. Restrictions are imposed 
or created by making reference to memory structures which are designed for this specific 
purpose.  
The main elements of the TS algorithms are: 
• Evaluation function: An evaluation function maps a solution into a value representing 
the cost of the solution to the problem considered.  
• Neighborhood and move operator: In each iteration, the TS algorithm selects a new 
solution which is the best unrestricted solution in the neighborhood of the current 
solution. The neighbor solutions are generated by a perturbing function called a move 
operator, which specifies attribute(s) of the current solution to be adjusted. All 
parameters of the new solution are the same as those of the current solution except for 
the parameter(s) that are modified by the move operator. 
• Memory: The memory used in tabu search is both explicit and attributive. Explicit 
memory records complete solutions (called elite solutions) visited during the search. 
The memorized elite solutions are used to guide the search to revisit a solution area 
more thoroughly or to direct the search to areas that have been visited rarely. 
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Alternatively, TS uses attributive memory which records information about solution 
attributes that change when a new solution is generated from the current one. For 
example, in a routing problem, attributes can consist of nodes or links that are added 
or dropped by a move operator. The main memory mechanisms include short term 
memory and long term memory.  
• Short term memory: The short term memory commonly keeps track of solution 
attributes changed in recent iterations. The changed attributes are labeled tabu-active, 
and their status remains active for a number of iterations called the tabu tenure. There 
are two types of tabu tenure: static and dynamic tabu tenure. In static tabu tenure, the 
tabu active status is maintained for a fixed number of iterations. In dynamic tabu 
tenure, the number of iterations for which the attributes remain active is variable. 
Solutions that contain tabu-active elements or combinations of tabu-active attributes 
become forbidden and are not included in the neighborhood. The tabu (restricted) 
solution can be selected as the new solution only if it satisfies the aspiration criteria 
explained below.  
• Long term memory: Long term memory makes use of the attributive and explicit 
memory mechanisms. In the attributive-based long term memory, the mechanism 
keeps track of how often attributes change and whether the changes lead to good 
solutions or not. In the explicit-based long term memory, the mechanism keeps track 
of elite solutions found during the search. Later, the search can revisit the area of the 
elite solutions more thoroughly. 
• Aspiration criteria: Normally, attributes that are tabu-active are not included in the 
neighborhood of the current solution. However, the tabu-active status can be 
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overridden when certain condition(s), called aspiration criteria, are met. An example 
of aspiration criteria is when the tabu-active solution is better than any other solution 
seen thus far in the search. Such a condition is called the improved-best aspiration 
criterion [84]. 
• Termination rule: The termination rule specifies when to stop the TS search.  
 
 The following describes the main components of the tabu search methods, 
including the overall tabu search structure of the CVR phase, the evaluation function, the 
structure of the constraint violation information, the neighborhood structure and move 
operators, the short term memory, the long term memory, the aspiration criteria, and the 
termination rules. 
4.4.2 Overall Structure of Tabu Search Procedures Implemented for the CVR Phase 
 The CVR phase begins by evaluating the initial network configuration (initial 
solution) generated during the first two phases (the construction and FCA phases). If any 
design requirement is violated, the CVR process evaluates the neighbor solutions of the 
initial solution and moves to the best unrestricted solution (the solution with the least 
degree of constraint violation) in the neighborhood. Then, the best unrestricted solution is 
regarded as the current solution during the following iteration and is evaluated. The 
process of neighborhood evaluation is repeated until either a feasible solution satisfying 
all design constraints is found or the termination rule is reached. Evaluating all solutions 
in the neighborhood can take a lot of computational time because each evaluation 
requires the computation of the received signal strength and the SIR levels at all signal 
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test points (STPs). The number of STPs depends on the size of the service area and the 
grid spacing used. Moreover, the size of the neighborhood can be large, depending on the 
size of the domain of each variable. To restrict the number of neighbor solutions 
examined in each iteration, we utilize the constraint violation information to derive a set 
of potential neighbor solutions that are likely to lead the search to a feasible solution. 
 Figure 4.7 shows the structure of the tabu search procedure implemented during 
the CVR phase. The process begins with an evaluation of an input WLAN configuration 
(denoted as the current solution s) to determine if it satisfies all design requirements. If 
not, the violated constraints are determined and potential neighbor solutions are derived 
based on the neighborhood structure and move operators described in section 4.4.5. Let S 
= {s1, s2, s3, …, sm} be a set of neighbor solutions generated based on the current solution 
s.  
To prevent a circulation in the search, the short term memory of the tabu search 
technique is applied. The attributes of solutions that are recorded during the search 
include direction and power level attributes. For each candidate solution si ∈ S, attributes 
of s that are changed to create si are identified. For example, if the location of AP1 is 
changed to create s1, then the direction that AP1 is moved is computed. In this example, 
the attribute of s that is changed to create s1 is the direction attribute. 
The tabu status of the changed attributes is checked. If the tabu status is not 
active, the solution si ∈ S is then evaluated; if it is better than other candidate solutions in 
S, it is recorded as the best solution in S (denoted as s*). If the tabu status of some 
attributes is active, the solution si is then evaluated while the tabu-active attributes remain 
unchanged; if it is better than other candidate solutions in S, it is recorded as the best in S. 
 94
The aspiration criteria are applied to determine when the tabu activation rules can be 
overridden. The improved-best aspiration criterion is applied here by allowing an 
evaluation of si whose tabu-active attributes are changed. If it is better than both the 
best_so_far solutions (denoted as s**) and the best solution in S (denoted as s*), s** and s* 
will be updated.  
After all si in S are evaluated in each iteration, the best solution in the 
neighborhood s* is identified. The search moves to s*. In other words, in the next 
iteration, the current solution s is set to s*. The iterative process of the CVR phase stops 
when either a feasible configuration is found or the CVR stopping rule is met.   
Figure 4.7 Structure of Tabu search procedure implemented for the CVR phase 
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4.4.3 Evaluation of Network Configuration 
 The evaluation function implemented here is a measure of the degree of constraint 
violation of the network configuration. It is equal to the sum of two weighted functions, 
each of which represents a degree of constraint violations for each design criterion. The 
first function β1 measures the violations of the radio signal coverage criterion. It is equal 
to the sum of the normalized signal strength violation and normalized SIR violation at 
Signal Test Points (STPs). This normalized sum value is weighted with a factor (wg) 
representing the relative importance of each STP. Note that the wg can be different across 
STPs in the service area if imposing a different priority to different locations in the 
service region is desired. When all usable locations have the same service priority, wg is 
set to 1. The total violation of the first design criterion across all STPs is then normalized 
by so that the value of β∑
∈∀ Gg
gw2 1 is scaled from 0 to 1. 
 The second function, β2, measures violations of the data rate requirement 
criterion. It is equal to the sum of the normalized data rate violation for each wireless 
user. The total violation of the second design criterion across all active wireless users is 
then normalized by so that the value of β∑
∈∀ Mi
iw 2 is scaled from 0 to 1. In the evaluation 
function, the weight factors w1 and w2 are used to impose different focuses in the design. 
If the desire is to provide only radio signal coverage in the service area, the weight factor 
can be set as w1 = 1 and w2 = 0. If both design criteria are required, one can set w1 = 1 and 
w2 = 1. 
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 E(solutioni) = w1β1(signal coverage criteria) + w2β2(demand coverage criteria)  (4.9) 
where 
 w1 = weight factor representing relative importance of radio signal coverage 
criteria 
 w2 = weight factor representing relative importance of traffic demand coverage 
criteria 
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where 
 Prthreshold  = receiver sensitivity threshold (in watt) 
 Prg  = signal strength at STP g (in watt) 
 Intfg = interference level at STP g (in watt) 
 SIRthreshold  = signal to interference ratio threshold (no unit, ratio) 
 dt =  required average data rate of user of type t (in bps) 
 rit =  achievable average data rate of user i which is a user of type t (in bps) 
 wg = weight factor representing relative importance of grid g 
 wi = weight factor representing relative importance of user i 
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4.4.4 Constraint Violation Information 
 The direction of the search is determined by exploiting data structures of the 
information regarding constraint violations. In each iteration, the current solution might 
violate some constraints. In other words, signal strength and/or SIR level in some areas 
might be below the threshold and/or some APs might experience a traffic overload. The 
idea is to keep track of those location(s) where network performance does not meet the 
design requirements. This information is used to identify variables that should be 
adjusted to improve network performance based on the specified design criteria. 
 To manage the information about constraint violations, we divide the service area 
into a unit area (UA) where the performance information described below is evaluated 
and recorded. The reason that the constraint violation information is managed per UA is 
to provide a good indicator about the locations of problems, in case those locations are 
spread across the service region. An example described later in this section will illustrate 
this scenario. 
 The size of the UA is a parameter to be tuned. Chapter 5 illustrates experiments 
conducted to define an efficient UA size.  
Notations: 
nUA = Total number of UAs managed in the service area 
pr
iG  = Set of STPs in UAi where the received signal strength is below the threshold, 
for i = 1,…, nUA
SIR
iG  = Set of STPs in UAi where the SIR level is below the threshold, for i = 1,…, nUA
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ov
iA  = Set of APs in UAi that cannot provide the required average data rate to 
associated wireless users for i = 1,…, nUA
 
For each UAi, the following information is observed and recorded. 
1. Information related to low signal strength grids 
• Center of gravity of STPs in  (denoted by ) priG priCoG
• The lowest received signal strength among STPs in  (denoted by ) priG pril
• Location of the STP with the lowest signal strength (denoted by ) priLoc
2. Information related to low SIR grids  
• SIRiG , Number of STPs in  SIRiG
• Average SIR level of all STPs in  (denoted by ) SIRiG SIRiavg
• Center of gravity of STPs in  (denoted by ) priG SIRiCoG
3. Information related to overload APs 
•  oviA
• Center of gravity of the locations of wireless users assigned to  (denoted 
by ) where a
ov
i
ov Aa ∈
ova
iCoG ov denotes an overload AP 
 
 Figure 4.8 illustrates the constraint violation information observed within the 
example service area. The red grids represent the STPs where signal strength is below the 
received sensitivity threshold. The red cross-circle represents the centers of gravity for 
those grids with low signal strength. The blue grids represent the STPs where SIR is 
below the acceptable threshold. The blue cross-circle represents the center of gravity for 
those grids with low SIR level. The small green circles represent those wireless users 
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whose average data rate is below the required rate. The green cross-circle represents the 
center of gravity for those wireless users.  
 
 
Figure 4.8 Examples of constraint violation information management 
4.4.5 Neighborhood Structure and Move Operators 
 The neighbors of the current solution are obtained by adjusting parameters of APs 
which are likely to result in the reduction of constraint violations. The constraint violation 
information described in section 4.4.4 is used to guide the derivation of a set of potential 
neighbor solutions. This information is used to identify a set of potential APs denoted as 
Apotential whose variables should be adjusted to improve the network performance. We 
describe how to determine Apotential later in this section. 
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 To generate neighbors of the current solution, two types of move operators are 
developed. They include greedy moves and conservative moves. Each type deals with 
changing the power level (p) and the location (x, y) of APs in the set Apotential. 
 In greedy moves, parameters (x,y and/or p) of more than one AP in the set Apotential 
are changed simultaneously. The advantage of this strategy is that the constraint 
violations in multiple areas can be improved in one iteration. This allows a fast 
convergence of the search. However, greedy moves can be too aggressive and cause 
unintended constraint violation in some cases, especially when the search is approaching 
a feasible solution and only a small violation remains. Conservative moves overcome this 
problem by changing only parameter (x,y) or parameter p of one AP in the set Apotential at 
a time. Another advantage of the conservative move strategy is that it allows the search to 
escape from those solutions in which the greedy moves could not derive any better 
solution. A detailed description of greedy and conservative moves is presented later in 
this section. 
 The parameter frequency channel (f) is not changed by either greedy moves or 
conservative moves. The reason is that each type of move intends to reduce the constraint 
violations by adjusting APs’ locations and power levels based on the current setting of 
frequency assignment.  Independently changing the frequency channel of some APs 
could increase interference in multiple areas around the AP(s). However, in each iteration 
considering the locations and power levels of APs of the current solution, a separate 
process of frequency channel assignment is performed by the simulated annealing 
method described in section 4.3. The obtained frequency assignment is considered as 
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another neighbor solution of the current solution, while the locations and power level of 
APs remain unchanged.  
 According to the type of constraint violations and the APs’ parameters that need 
to be adjusted, the neighborhood structures are classified into four types as follows: 
a. Neighborhood structure of the current solution that causes signal strength 
violation 
b. Neighborhood structure of the current solution that causes interference 
violation 
c. Neighborhood structure of the current solution that causes average data rate 
violation 
d. Neighborhood structure of the current solution that requires frequency channel 
reassignment  
 
The following describes how to identify Apotential and explains in detail the greedy and 
conservative moves implemented for each neighborhood structure. 
Notations: 
ssv
potentialA  = Set of potential APs selected with respect to the signal strength violation 
(ssv) 
SIRv
potentialA  = Set of potential APs selected with respect to the SIR violation (SIRv) 
drv
potentialA  = Set of potential APs selected with respect to the average data rate 
violation (drv) 
potentialA  = Set of all potential APs =  
drv
potential
SIRv
potential
ssv
potential AAA ∪∪
ssv
.m.gΩ  = Set of neighbor solutions regarding the signal strength violation derived 
by the greedy moves (g.m.) 
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ssv
.m.cΩ  = Set of neighbor solutions regarding the signal strength violation derived 
by conservative moves (c.m.) 
SIRv
.m.gΩ  = Set of neighbor solutions regarding the SIR violation derived by greedy 
moves 
SIRv
.m.cΩ  = Set of neighbor solutions regarding the SIR violation derived by 
conservative moves 
drv
.m.gΩ  = Set of neighbor solutions regarding the average data rate violation derived 
by greedy moves 
drv
.m.cΩ  = Set of neighbor solutions regarding the average data rate violation derived 
by conservative moves 
 
a. Neighborhood structure of the current solution that causes signal strength 
violation 
Step 1: Identify  ssvpotentialA
 For each UAi, if there exist STPs whose received signal strength is below the 
received sensitivity threshold, the AP closest to is selected as a potential AP for 
UA
pr
iCoG
i denoted as . After evaluating signal strength constraint violation in all UAs, we 
obtain . 
pr
ia
ssv
potentialA
 }n,...,i,G|a{A UA
pr
i
pr
i
ssv
potential 10 =∀>=  
 
Step 2: Generate  }s,s,s{ssv .m.g 321=Ω
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To generate each solution in this neighborhood, the greedy moves intend to adjust 
parameters ((x,y) and/or p) of all APs in  simultaneously with a goal to improve 
the radio signal strength in multiple areas (UAs) in one iteration. The following describes 
the greedy move operation to generate . 
ssv
potentialA
ssv
.m.gΩ
 
s1: The first solution is obtained by changing locations of all APs in . The new 
location of each AP in  is determined by a line search heuristic which works as 
follows. Move toward by a fixed step size (λ) at a time until it provides 
sufficient signal strength to the . It then stops and the new location of is 
obtained. Repeat this process for all in . Finally, a solution that provides new 
locations to all APs in  is obtained. 
ssv
potentialA
ssv
potentialA
pr
ia
pr
iCoG
pr
iLoc
pr
ia
pr
ia ssvpotentialA
ssv
potentialA
 
s2: The second solution is obtained by increasing the transmission power of all APs in 
 by one level, providing that the power level does not exceed the maximum power 
level.  
ssv
potentialA
 
s3: The third solution is obtained by a combination of adjusting locations and power 
levels of APs in . The power level of the AP that is selected as a potential AP for 
more than one UA is increased by one level. The location of the AP that is selected as a 
potential AP for only one UA will be adjusted, an the new location will be derived from 
the line search method described above. 
ssv
potentialA
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 Step 3: Generate  ssv .m.cΩ
Each solution in this neighborhood is obtained by the conservative moves that 
attempt to change only one parameter (location (x,y) or power level, p) of one AP 
in . We consider eight directions to move each potential AP as illustrated in Figure 
4.9. For each in , the first neighbor solution is obtained by changing ’s 
location to the direction 1 by a step size λ. The second solution in the neighborhood is 
obtained by changing ’s location to the direction 2 by a step size λ and so on for all 
eight directions. This operation is repeated for all APs in . We also consider 
increasing the power level of each potential AP by one level. Thus, the total number of 
solutions in the neighborhood is equal to
ssv
potentialA
pr
ia ssvpotentialA
pr
ia
pr
ia
ssv
potentialA
ssv
.m.cΩ ssvpotentialA×9 .  
 
 
Figure 4.9 Direction to move AP for conservative move operations 
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b. Neighborhood structure of the current solution that causes interference violation 
Step 1: Identify  SIRvpotentialA
The STPs in each UA may obtain their highest SIR levels from different APs 
located in nearby locations. Figure 4.10 illustrates this scenario. AP1 and AP4, located in 
UA1 and UA4, respectively, operate at frequency channel 1 while AP2 and AP3, located 
in UA2 and UA3, operate at frequency channels 6 and 11, respectively. Signals from AP1 
and AP4 can interfere with each other at the boundary of the AP coverage area. So, those 
STPs in the boundary of the coverage area of AP1 and AP4 may obtain the highest SIR 
level from AP2 and AP3. In Figure 4.10, green grids represent STPs in UA1 that obtain 
the highest SIR from AP1 while red and blue grids represent STPs in UA1 that obtain the 
highest SIR from AP2 and AP3, respectively.  
 
 
Figure 4.10 Example where STPs in a particular UA obtain their highest SIR levels from 
different APs 
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Based on the concept depicted in Figure 4.10, we adopt the following notation: 
SIR
iG  = Set of STPs in UAi where the SIR level is below the SIRthreshold, for i = 
1,…, nUA
SIR
iG  is subdivided into σ subsets where 
SIR
iG 1,  ∪  ∪ … ∪ ∪ … ∪  = and SIRiG 2, SIRkiG , SIR,iG σ SIRiG
SIR
iG 1,  ∩  ∩ … ∩ ∩ … ∩ = ∅ SIRiG 2, SIRkiG , SIR,iG σ
σ = Total number of APs that provide the highest SIR level to STPs in  SIRiG
h
kia ,  = AP that provides the highest SIR level to STPs in , for k = 1, …, σ SIRkiG ,
INTF
kia ,  = AP that is closest to and operates at the interfering frequency channel 
with respect to the frequency channel assigned to the . Note that in the 
case of 802.11b, the interfering frequency channel is the channel where the 
channel distance to the frequency channel of the is less than five. In 
the case of the 802.11a, the AP whose frequency channel is the same as 
that of is the interfering AP. 
h
kia ,
h
kia ,
h
kia ,
h
kia ,
hSIR
potentialA
,
 
= Set of potential APs that could improve the received signal strength so that 
the SIR level can be improved 
INTFSIR
potentialA
,
 
= Set of potential APs that could reduce the interference signal so that the 
SIR level can be improved 
 
 For each UAi, if there are STPs whose SIR level is below the SIR threshold, 
among all k = 1, …, σ, denote the  of the set  that contains the highest number of hkia , SIRkiG ,
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STPs as  and compute the center of gravity of STPs in such  (denoted 
by ). Also determine that corresponds to  (denoted as ). After 
evaluating the constraint violation regarding SIR violation in all UAs,  is 
obtained:  
max,
,
h
kia
SIR
kiG ,
SIR
kiCoG ,
INTF
kia ,
max,
,
h
kia
max,
,
INTF
kia
hSIR
potentialA
,
 = a set of for UAhSIRpotentialA
, max,
,
h
kia i that 0>SIRiG for all i = 1, …, nUA and  is the 
set that contains the highest number of STPs where 1 < k < σ 
SIR
kiG ,
 = a set of that corresponds to all in  INTFSIRpotentialA
, INTF
kia ,
max,
,
h
kia
h,SIR
potentialA
 Then  is obtained:  SIRvpotentialA
   INTF,SIRpotential
h,SIR
potential
SIRv
potential AAA ∪=
 
Step 2: Generate  }s,s,s,s,s,s{SIRv.m.g 654321=Ω
To generate each solution in this neighborhood, the greedy moves intend to adjust 
location and/or power level ((x,y) and/or p) of all APs in  in one move with the 
goal of improving the SIR level in multiple areas (UAs) in one iteration. The following 
describes the greedy move operation to generate . 
SIRv
potentialA
SIRv
.m.gΩ
 
s1: The first solution is obtained by moving all APs in away from their 
corresponding  in order to reduce the interference signal of those STPs in the 
set . The new location (x′
INTFSIR
potentialA
,
SIR
kiCoG ,
SIR
kiG , j, y′j) of each aj ∈ is heuristically obtained as 
follows: 
INTFSIR
potentialA
,
(x′j, y′j) = (xj+∆ x′j, yj+∆ y′j)       (4.12) 
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where 
 is the step size to move the a),( jj yx ∆∆ j ∈ and is computed by INTFSIRpotentialA ,
 SIRkij
threshold
avgthreshold
j CoGxxSIR
SIRSIR
x ,_. −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=∆     (4.13) 
 SIRkij
threshold
avgthreshold
j CoGyySIR
SIRSIR
y ,_. −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=∆     (4.14) 
 ( )( )lowerboundxupperboundx jj ,max,min ∆⊕=′∆    (4.15)
 ( )( )lowerboundyupperboundy jj ,max,min ∆⊕=′∆    (4.16) 
where  
 (xj, yj) = (x, y) coordinate of aj ∈  INTFSIRpotentialA ,
 = (x, y) coordinate of the center of gravity   )_,_( ,,
SIR
ki
SIR
ki CoGyCoGx
SIR
kiCoG ,
 ⊕ represents the direction to move aj∈ . (It indicates whether to move 
away from or toward ) 
INTFSIR
potentialA
,
SIR
kiCoG ,
 lowerbound specifies the minimum step size to move AP 
 upperbound specifies the maximum step size to move AP 
 
Repeat this process for all aj∈  to obtain a neighbor solution sINTFSIRpotentialA , 1 whose parameter 
(xj, yj) of all aj∈  is moved to new location (x′INTFSIRpotentialA , j, y′j). 
 
s2: The second solution is obtained by moving all APs in toward their 
corresponding  in order to increase the signal strength level so that the SIR level 
hSIR
potentialA
,
SIR
kiCoG ,
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can be improved. The new location of each aj ∈  can be obtained by the same 
method described in equations (4.12) – (4.16). 
hSIR
potentialA
,
 
s3: The third solution is obtained by reducing the power level of all APs in by 
one level, providing that the resulting power level is not lower than the minimum power 
level. The reduction of power level is intended to lower the interference signal. 
INTFSIR
potentialA
,
 
s4: The fourth solution is obtained by adjusting a combination of locations and power 
levels of APs in . An AP which is selected as a potential AP ( ) for more 
than one UA can cause interference in multiple UAs. This AP’s power level will be 
reduced by one level. The location of an AP that is a potential AP for only one UA will 
be adjusted by moving away from the corresponding . The new location will be 
derived from the heuristic method described in equations (4.12) – (4.16).  
INTFSIR
potentialA
, max,
,
INTF
kia
SIR
kiCoG ,
 
s5: The fifth solution is obtained by increasing the power level of all APs in  by 
one level, providing that the power level does not exceed the maximum power level. The 
increase of those APs’ power levels is intended to raise the wanted signal strength level. 
hSIR
potentialA
,
 
s6: The sixth solution is obtained by adjusting a combination of locations and power 
levels of APs in . An AP which is selected as a potential AP ( ) for more 
than one UA can improve the wanted signal level in multiple UAs. Such AP’s power 
level will be increased by one level. The location of the AP that is a potential AP for only 
hSIR
potentialA
, max,
,
h
kia
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one UA will be adjusted by moving toward the corresponding . The new location 
will be derived from the heuristic method described in equations (4.12) – (4.16). 
SIR
kiCoG ,
 
Step 3: Generate  SIRv.m.cΩ
Each solution in this neighborhood is obtained by conservative moves that 
attempt to change only one parameter (location (x,y) or power level, p) of one AP 
in . Again we consider eight directions to move each potential AP as illustrated in 
Figure 4.9. For each AP in , the first neighbor solution is obtained by changing the 
AP’s location in direction 1 by a step size λ. The second solution in the neighborhood is 
obtained by changing the AP’s location in direction 2 by a step size λ and so on for all 
eight directions. This operation is repeated for all APs in . We also consider 
increasing the power level of each potential AP in  (one AP at a time) by one 
level and decreasing the power level of each potential AP in  (one AP at a time) 
by one level. Thus, the total number of solutions in this neighborhood is equal to 
SIRv
potentialA
SIRv
potentialA
SIRv
potentialA
hSIR
potentialA
,
INTFSIR
potentialA
,
INTF,SIR
potential
h,SIR
potential
SIRv
potential AAA ++×8  
 
c. Neighborhood structure of the current solution that causes average data rate 
violation 
Step 1: Identify  drvpotentialA
 For each UAi, if there exist any overloaded AP, select a low-load AP (denoted as 
) that is closest to the center of gravity of a set of wireless users associated with the lowia
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overloaded AP ( ). If no low load AP exists in the nearby UAs, an additional AP 
is placed at the . 
ova
iCoG
ova
iCoG
After evaluating for average data rate constraint violations in all UAs, we obtain .  drvpotentialA
 = a set of for UAdrvpotentialA
low
ia i that 0>oviA for all i = 1, …, nUA
 
Step 2: Generate  }s,s,s,s{drv .m.g 4321=Ω
s1: The first solution is obtained by changing the locations of all APs in . The new 
location of each ∈ is determined by a line search heuristic which works as 
follows: Move  toward the corresponding with a fixed step size (λ) at a time 
until it provides sufficient signal strength to the location of the corresponding  
(i.e., until it can take some load from the overload AP). It then stops and the new location 
of  is obtained. Repeat this process for all selected APs in . Finally, the 
solution that provides new locations to all APs in  is obtained. 
drv
potentialA
low
ia ratepotentialA
low
ia
ova
iCoG
ova
iCoG
low
ia ratepotentialA
rate
potentialA
 
s2: The second solution is obtained by increasing the power level of all low load APs in 
 by one level, providing that the power level does not exceed the maximum power 
level. The increase of the APs’ power level is intended to expand the coverage area of the 
low load APs so that they can take some load from the overloaded AP. 
rate
potentialA
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s3: The third solution is obtained by decreasing the power level of the overloaded APs in 
by one level, providing that the power level is not lower than the minimum power 
level. The reduction of the APs’ power level is intended to reduce the coverage area of 
the overloaded APs so that their traffic load can be reduced and a higher average user 
data rate can be obtained. 
ov
iA
 
s4: The forth solution is obtained by adjusting a combination of locations and power 
levels of APs in . The power level of the AP that is selected as a potential AP 
( ) for more than one UA will be increased by one level. The location of the AP that is 
a potential AP for only one UA will be adjusted by moving it toward the 
corresponding . The new location is derived from the line search heuristic 
method described previously in s
drv
potentialA
low
ia
ova
iCoG
1. 
 
Step 3: Generate  drv .m.cΩ
Each solution in this neighborhood is obtained by conservative moves that 
attempt to change only one parameter (location (x,y) or power level, p) of one AP in 
. We consider eight directions to move each potential AP as illustrated in Figure 
4.9. For each AP in , the first neighbor solution is obtained by changing the AP’s 
location in direction 1 by a step size λ. The second solution in the neighborhood is 
obtained by changing its location in direction 2 by a step size λ and so on for all eight 
directions. Repeat this operation for all APs in . We also consider increasing the 
drv
potentialA
drv
potentialA
drv
potentialA
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power level of one AP∈  at a time to generate additional solutions for the  
neighborhood. The total number of solutions in the  neighborhood is equal to 
drv
potentialA
drv
.m.cΩ
drv
.m.cΩ
drv
potentialA×9  
 
d. Neighborhood structure of the current solution that needs frequency channel 
reassignment 
The APs’ frequency channels are not changed in the neighborhood structures 
described previously. The reason is that we want to keep the APs’ frequency assignments 
the same while adjusting their locations and power levels to improve the constraint 
violations. After those adjustments, the APs’ frequency channels may need to be 
reassigned because the change in locations and power levels can change the number of 
channel separations required between AP pairs.  
Here we consider the reassignment of the frequency channels while the APs’ 
locations and power levels remain unchanged. The frequency channel reassignment is 
obtained by the simulated annealing method described in section 4.3. WLAN 
configuration with new frequency channel assignment is considered as another solution 
in the neighborhood of a particular WLAN configuration.  
4.4.6 Short Term Memory 
The memory structure implemented in the tabu search process of the CVR phase 
includes both short term memory and the long term memory. This section describes the 
short term memory. The algorithm keeps track of two attributes of the WLAN 
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configuration, specifically the direction APs are moved and their power levels. For the 
direction (di) attribute, eight directions are managed (Figure 4.11a). Figure 4.11b 
illustrates an example in which an AP is moved from a location (x1, y1) to (x2, y2). In this 
example, the AP is moved from the θ6 direction to the θ2 direction. Thus, the tabu status 
of the θ6 attribute is labeled active. This means that such an AP cannot be moved back to 
the θ6 direction for a number of iterations called the tabu tenure. The direction attribute is 
maintained to prevent moving AP(s) back to the area where they were recently located.   
 
  
a. Direction attributes b. Example of the direction attribute management 
Figure 4.11 Short term memory: Direction attributes 
 
 
For the power level (pl) attribute, increasing and decreasing-pl attribute are 
maintained. If an AP’s power level is increased, the decreasing-pl attribute is labeled 
active. The tabu-active status of the decreasing-pl attribute of a particular AP means that 
its power level cannot be decreased during the tabu tenure unless it meets the aspiration 
criteria. The increasing-pl attribute works in the opposite manner. The use of these 
attributes can prevent the oscillating of an AP’s power level.  
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4.4.7 Long Term Memory 
For the long term memory, we employ the explicit memory mechanism, which 
records a complete solution (i.e., a detail network configuration), to keep track of good 
solutions observed along the search process. In each iteration of the CVR phase, the 
search selects and moves to the best unrestricted solution in the neighborhood with 
respect to the degree of constraint violations of the solution. The algorithm records the 
second best solution of the neighborhood in a list called the elite list. (As explained 
earlier, the solutions recorded in the elite list are called elite solutions.) The elite solutions 
are revisited in the intensification phase. 
4.4.8 Aspiration criterion 
 An aspiration criterion is used to determine when tabu active status can be 
overridden. The improved-best aspiration criterion is implemented in the CVR procedure. 
The improved-best criterion allows the neighbor solution whose attribute direction and/or 
power level is active to be accepted as a next move if it is a better network configuration 
than the best solution found so far [84]. 
4.4.9 Stopping Criteria for CVR Phase 
 The CVR phase stops either when a feasible solution is found or when the number 
of consecutive iterations passed without improvement reaches a threshold value 
Maxiter_CVR. The latter case activates the intensification phase.  
 116
4.4.10 Static Parameters in the CVR Phase 
Static parameters in the CVR phase that remain unchanged during the course of the CVR 
process include: 
 
UA size = The size of the unit area that is used to partition the service area in 
order to manage the constraint violation information 
λ = Step size to move AP  
Maxiter_CVR = The number of consecutive iterations without improvement on the 
constraint violation reduction 
TabuTenuredi = The tabu tenure of an AP’s move direction attribute (the number of 
iterations during which the AP cannot return back to the direction from 
which it is moved) 
TabuTenurep = The tabu tenure of an AP’s power level attribute (the number of 
iterations during which the AP’s power level cannot be reduced 
(increased) if it has just been increased (reduced)) 
Elite_list_size = The number of good solutions recorded in the list  
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4.5 Intensification Phase 
The intensification phase aims to revisit good solutions found during the earlier 
CVR phase and explore their neighborhoods more thoroughly. Figure 4.12 shows an 
outline of the intensification phase. When the termination rule of the CVR phase is met, 
the search proceeds to the intensification phase where good solutions recorded in the elite 
list are revisited. The search restarts with the first solution in the elite list and the CVR 
process is performed until either a feasible solution is found or the termination rule of the 
CVR phase is met. In the latter case, the intensification phase proceeds to check the next 
solution in the elite list. After exploring all solutions in the record, if no feasible solution 
is found, additional AP(s) will be added.  
 
Begin intensification phase 
do { 
         Choose solution from the elite list 
         Perform CVR process and add new solutions to elite list when applicable 
} while( Elite list not empty) 
Figure 4.12 Outline of the intensification phase 
 
4.6 Add-AP Phase 
 After the CVR and the intensification phases, if a feasible solution still has not 
been found, additional AP(s) will be added to the service area. Figure 4.13 depicts the 
procedure for adding an AP.  If coverage holes or overloaded AP(s) exist, the unit area 
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(UA) that has the highest number of STPs with signal strength below the threshold and 
the AP with the highest traffic overload are defined. Next, the center of gravity where an 
additional AP will be placed is then defined. The new AP is initiated at the lowest power 
level. The frequency channel assignment is performed by the procedures described in the 
FCA phase. Finally, the new network configuration is input to the CVR phase. 
 
If coverage hole exists 
{ 
      Define UA with the highest number of STPs whose signal strength is below threshold 
      Place an additional AP at the center of gravity of such STPs 
} 
Else if an overloaded AP exists 
{ 
      Define an AP with the highest traffic overload 
      Place an additional AP at the center of gravity of the demand nodes associated with 
the overloaded AP 
} 
Initiate the power level of the new AP at the lowest level 
Perform frequency channel assignment 
Return to CVR phase 
Figure 4.13 Add-AP procedure 
 
4.7 Summary 
This chapter describes a heuristic solution technique developed to solve the 
demand-based CSP WLAN design problem. The heuristic solution technique aims to 
determine a feasible network configuration that can satisfy both the radio signal coverage 
requirement and the data rate capacity requirement. In particular, the heuristic solution 
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technique produces a network configuration that specifies the number of APs required 
and their parameters, including locations, power levels and frequency channels. The 
developed heuristic solution technique consists of five phases. The first two phases, 
called the construction phase and the Frequency Channel Assignment (FCA) phase, aim 
to generate a good starting network configuration and provide an estimated number of 
APs required and their parameters. The third phase, called the Constraint Violation 
Reduction (CVR) phase, utilizes the constraint violation information to guide the search 
to converge to a feasible network configuration. The fourth phase, called the 
intensification phase, is performed only if no feasible solution is found during the CVR 
phase. This phase revisits good configurations found during the CVR phase and explores 
their neighborhoods more thoroughly. Finally, the fifth phase, called the add-AP phase, 
considers adding additional APs to the service area if the search has been unable to find a 
feasible network configuration. Parameters in the heuristic solution technique are defined 
through extensive numerical experiments presented in the next chapter.  
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5.0 SENSITIVITY ANALYSIS AND EFFECTIVENESS OF 
THE HEURISTIC SOLUTION TECHNIQUE 
 
 Here we present a sensitivity analysis of the key parameters that control 
operations of the proposed solution technique to the demand-based WLAN CSP. Through 
extensive numerical experiments, appropriate values of the key parameters that will be 
used in experimental studies discussed in chapter six are herein defined. This chapter is 
organized into four sections. Section 5.1 discusses parameters in demand-based WLAN 
design. Section 5.2 and 5.3 present a sensitivity analysis of the key parameters in the 
solution technique developed to solve the demand-based WLAN design problem. Section 
5.4 presents an evaluation of the effectiveness of the proposed heuristic solution 
technique. 
5.1 Parameters in the Demand-based WLAN Design Methodology 
Parameters associated with the demand-based WLAN design can be categorized 
into two groups. The first group includes those parameters associated with characteristics 
of service scenarios, such as radio propagation, user distribution and traffic profile. These 
parameters are discussed in chapter six of this dissertation. The second group includes 
those parameters that control the operation of the heuristic solution technique, such as the 
static parameters in the Frequency Channel Assignment (FCA) phase and the static 
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parameters in the Constraint Violation Reduction (CVR) phase. A sensitivity analysis of 
these parameters is presented in this chapter (sections 5.2 and 5.3, respectively).   
5.2 Sensitivity Analysis of Static Parameters in the FCA Phase 
The frequency channel assignment (FCA) phase relies upon the simulated 
annealing (SA) approach which is described earlier in this dissertation (section 4.3). The 
static parameters involved in the FCA phase include the initial temperature (CTmax), the 
parameter ϕ that specifies both how the temperature is reduced and the number of 
iterations at each temperature is increased, and the stopping criteria which is the finishing 
temperature (CTmin) and the number of consecutive iterations (Max_noimprov) that allow the 
search to proceed without improvement. The remainder of section 5.2 presents a 
sensitivity analysis of these parameters and determines the appropriate values to be used 
in subsequent numerical experiments. 
5.2.1 Parameter Settings for the Sensitivity Analysis 
The following describes the parameter settings for the sensitivity analysis 
involving CTmax, ϕ, CTmin and Max_noimprov: 
• CTmax is an initial temperature that determines the probability of accepting an inferior 
FCA solution† at the beginning of the simulated annealing process. Recall that the 
acceptance probability (Paccept) for the minimization problem is written as  
CT
tcos
accept eP
∆−=  (5.1) 
 
† Based on the cost function written in equation (4.5), an inferior FCA solution is a solution that has higher 
cost when compared to the initial FCA solution. 
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where ∆cost is the difference between the cost of a neighbor FCA solution and the 
cost of the current FCA solution. At the first temperature step, CT = CTmax and the 
initial FCA solution is considered to be the current solution. CTmax is chosen so that 
during the iterations at this temperature step, the probability of accepting a worse 
FCA solution is approximately equal to a predefined initial Paccept (called Pa_init). Thus, 
CTmax is a function of ∆cost and Pa_init. It can be computed from 
( )init_amax Pln
tcosCT ∆−=  (5.2) 
Kirkpatrick [86] argues that the value of Pa_init has to be high enough to allow a 
high probability of accepting inferior FCA solution in early iterations. He suggests 
that Pa_init be given a value of 0.8 [86]. In this study, we examine three levels of Pa_init : 
0.3, 0.5, and 0.8. Each value’s impact on the efficiency of the FCA process is 
observed.  
The ∆cost used in Equation (5.2) is calculated in several steps. First, a number of 
random FCA solutions are generated and the ∆cost of all cost increasing FCA 
solutions as compared to the initial FCA solution (i.e., ∆cost > 0) is recorded. Then, 
an average of those ∆cost values is computed. Finally, CTmax is obtained by applying 
the resulting ∆cost and the Pa_init under consideration in equation (5.2).   
• For the parameter ϕ specifying how the temperature is reduced and how the number 
of iterations at each temperature is increased, we test four levels of ϕ: 0.3, 0.5, 0.7, 
and 0.9 to examine each value’s effects on the simulated annealing process in the 
frequency channel assignment phase. 
• Stopping rules for the FCA phase are specified by the CTmin or Max_noimprov parameter, 
whichever is reached first. CTmin specifies a minimum temperature level for the 
simulated annealing process while Max_noimprov specifies the number of consecutive 
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iterations that can be executed without improvement of the obtained solution. In this 
sensitivity analysis study, we test several values of Max_noimprov for each setting of ϕ 
and Pa_init as listed in Table 5.2 and 5.3. The value of CTmin is set at 0.01 for all cases. 
5.2.2 Test Networks 
In order to study the effects of the key parameters described above, we conducted 
frequency channel assignment experiments on test networks in the School of Information 
Science (SIS) building at the University of Pittsburgh. The SIS building is an eight-story 
campus building comprised of classrooms, offices, laboratories, student lounges, and a 
library. The floor plan of the SIS building with expected wireless users indicated is 
presented in Figure 5.1. Network usage characteristics are summarized in Table 5.1. We 
consider two test network scenarios. The first test network (Network 1) considers the 
service area ranging from the first floor through the fourth floor of the building. This 
scenario requires 10 APs for network service. The second test network (Network 2) 
considers the service area ranging from the first floor through the eighth floor and 
requires 19 APs.  
The sensitivity analysis detailed in this section focuses on the efficiency of the 
frequency channel assignment process of the simulated annealing method. The 
performance measures of this study includes the CPU time to run the simulated annealing 
process, the value of the cost function of the FCA solution (computed by Equation 4.5), 
and the number of channel separation violations occurring in the resulting channel 
assignment. 
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 a. 1st floor  
 
b. 2nd floor 
 
c. 3rd floor 
 
Figure 5.1 Floor plans of the School of Information Science building  
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 d. 4th floor  
 
e. 5th floor 
 
f. 6th floor 
 
Figure 5.1 Floor plans of the School of Information Science building (continued) 
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 f. 7th floor  
 
g. 8th floor 
 
Note: A symbol “Wireless user type i” indicates wireless user situating in the sub-areas of type i as 
defined in Table 5.1. 
 
Figure 5.1 Floor plans of the School of Information Science building (continued) 
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Table 5.1 Network usage characteristics 
Sub-areas User activity level Average user data rate (Kbps) 
Type 1: Private sub-areas  
(e.g., staff and graduate 
student offices) 
α1 = 0.70 R1 = 460 
Type 2: Public sub-areas for 
unscheduled activities 
(e.g., library, student lounges) 
α2 = 0.55 R2 = 260 
Type 3: Public sub-areas for 
schedule-based activities 
(e.g,. classrooms, laboratories) 
α3 = 0.50 R3 = 80 
 
5.2.3 Numerical Results and Discussion 
Tables 5.2 and 5.3 summarize the numerical results of the frequency channel 
assignment process for Networks 1 and 2, respectively. Tables 5.2a and 5.3a report the 
cost and the number of channel separation violations of the optimal FCA solution as 
determined by the exhaustive search. Additionally, they report the CPU time of the 
exhaustive enumeration. Tables 5.2b through 5.2e and Tables 5.3b through 5.3e show 
numerical results derived when different values of α are considered. The performance of 
the implemented FCA process is measured by the cost of the FCA solution, the number 
of channel separation violations and the CPU time (in seconds). The results displayed in 
the tables are highlighted if the cost and the violation value are equal to the optimal result 
obtained in the exhaustive search. For each combination of parameter settings, the 
simulated annealing process was run ten times. The average value and standard deviation 
of the cost function, the number of channel separation violations and the CPU time are 
computed and reported in Tables 5.2 and 5.3. From the results shown in the tables, the 
following observations are made: 
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5.2.3.1 Efficiency of the Simulated Annealing Method in the FCA Phase 
The results in Tables 5.2 and 5.3 show that the simulated annealing method 
implemented for the FCA phase can find the optimal solution for the test networks in a 
much shorter CPU time than the exhaustive search. In the case of Network 1, the 
exhaustive search took 3 minutes to enumerate all possible solutions and to determine the 
optimal FCA solution. By comparison, the simulated annealing method spent as little as 
0.02 seconds with a proper parameter setting of ϕ = 0.7, Pa_init = 0.3, and Max_noimprov = 
100. In the case of Network 2, the exhaustive search spent 6 hours and 6 minutes to 
obtain the optimal FCA solution while the implemented simulated annealing method 
spent as little as 0.06 seconds when parameters were ϕ = 0.7, Pa_init = 0.3, and Max_noimprov 
= 150. In some cases in which the value of Max_noimprov is set too low while the values of 
ϕ and Pa_init are set too high (such as when ϕ = 0.9, Pa_init = 0.8, and Max_noimprov < 500) the 
simulated annealing method was unable to reach the optimal solution and stopped at local 
optima. Thus, the appropriate parameter settings must be defined for the simulated 
annealing method to work effectively. 
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 Table 5.2 Sensitivity analysis of control parameters in FCA phase: Network 1 
a. Optimal solution 
b. ϕ = 0.3 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 25.20 13.20 0.019
stdv 1.55 1.55 0.007
avg 24.00 12.00 0.028
stdv 0.00 0.00 0.008
avg 24.00 12.00 0.027
stdv 0.00 0.00 0.009
avg 24.00 12.00 0.032
stdv 0.00 0.00 0.009
avg 24.00 12.00 0.036
stdv 0.00 0.00 0.007
avg 26.70 14.70 0.011
stdv 0.95 0.95 0.003
avg 29.40 17.40 0.017
stdv 1.90 1.90 0.011
avg 24.00 12.00 0.030
stdv 0.00 0.00 0.006
avg 24.00 12.00 0.034
stdv 0.00 0.00 0.011
avg 24.00 12.00 0.038
stdv 0.00 0.00 0.008
avg 29.00 17.00 0.012
stdv 0.00 0.00 0.004
avg 28.00 16.00 0.022
stdv 2.11 2.11 0.009
avg 24.00 12.00 0.050
stdv 0.00 0.00 0.008
avg 24.00 12.00 0.062
stdv 0.00 0.00 0.006
avg 24.00 12.00 0.063
stdv 0.00 0.00 0.005
0.8
100
200
300
400
500
0.5
50
100
150
200
250
0.3
50
100
150
200
250
c. ϕ = 0.5 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 24.00 12.00 0.017
stdv 0.00 0.00 0.007
avg 24.00 12.00 0.020
stdv 0.00 0.00 0.005
avg 24.00 12.00 0.027
stdv 0.00 0.00 0.008
avg 24.00 12.00 0.031
stdv 0.00 0.00 0.006
avg 24.00 12.00 0.033
stdv 0.00 0.00 0.005
avg 31.40 18.70 0.011
stdv 0.97 0.48 0.003
avg 25.50 13.50 0.020
stdv 2.42 2.42 0.008
avg 24.00 12.00 0.030
stdv 0.00 0.00 0.000
avg 24.00 12.00 0.032
stdv 0.00 0.00 0.004
avg 24.00 12.00 0.035
stdv 0.00 0.00 0.008
avg 31.40 19.40 0.016
stdv 2.07 2.07 0.008
avg 27.20 15.20 0.020
stdv 2.35 2.35 0.015
avg 24.00 12.00 0.049
stdv 0.00 0.00 0.007
avg 24.00 12.00 0.055
stdv 0.00 0.00 0.007
avg 24.00 12.00 0.066
stdv 0.00 0.00 0.008
0.3
50
0.8
100
200
300
400
500
0.5
50
100
150
200
250
100
150
200
250
d. ϕ = 0.7 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 24.00 12.00 0.015
stdv 0.00 0.00 0.007
avg 24.00 12.00 0.020
stdv 0.00 0.00 0.005
avg 24.00 12.00 0.025
stdv 0.00 0.00 0.005
avg 24.00 12.00 0.032
stdv 0.00 0.00 0.006
avg 24.00 12.00 0.039
stdv 0.00 0.00 0.006
avg 30.00 18.00 0.012
stdv 0.00 0.00 0.004
avg 24.00 12.00 0.021
stdv 0.00 0.00 0.003
avg 24.50 12.50 0.026
stdv 1.58 1.58 0.007
avg 24.00 12.00 0.033
stdv 0.00 0.00 0.005
avg 24.00 12.00 0.040
stdv 0.00 0.00 0.007
avg 27.60 15.60 0.011
stdv 0.97 0.97 0.003
avg 28.90 16.90 0.013
stdv 0.32 0.32 0.005
avg 27.30 15.30 0.021
stdv 1.25 1.25 0.011
avg 24.00 12.00 0.046
stdv 0.00 0.00 0.005
avg 24.00 12.00 0.068
stdv 0.00 0.00 0.009
0.8
100
200
300
400
500
0.5
50
100
150
200
250
0.3
50
100
150
200
250
e. ϕ = 0.9 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 25.50 13.50 0.017
stdv 2.42 2.42 0.007
avg 27.60 15.60 0.012
stdv 0.97 0.97 0.006
avg 24.00 12.00 0.026
stdv 0.00 0.00 0.005
avg 24.00 12.00 0.028
stdv 0.00 0.00 0.008
avg 24.00 12.00 0.031
stdv 0.00 0.00 0.003
avg 28.60 16.60 0.012
stdv 2.07 2.07 0.004
avg 29.00 17.00 0.015
stdv 0.00 0.00 0.007
avg 24.00 12.00 0.025
stdv 0.00 0.00 0.005
avg 24.00 12.00 0.021
stdv 0.00 0.00 0.012
avg 24.00 12.00 0.036
stdv 0.00 0.00 0.005
avg 29.40 17.20 0.013
stdv 0.84 0.42 0.005
avg 29.00 17.00 0.013
stdv 0.00 0.00 0.007
avg 29.00 17.00 0.014
stdv 0.00 0.00 0.005
avg 29.00 17.00 0.012
stdv 0.00 0.00 0.004
avg 24.00 12.00 0.058
stdv 0.00 0.00 0.006
0.8
100
200
300
400
500
0.5
50
100
150
200
250
0.3
50
100
150
200
250
Cost # channel separation violation
24 12
CPU time
optimal frequency channel 
assignment obtained from 
exhausive search
3 mins
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 Table 5.3 Sensitivity analysis of control parameters in FCA phase: Network 2 
a. Optimal solution  
b. ϕ = 0.3 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 113.00 62.00 0.024
stdv 0.00 0.00 0.007
avg 114.60 63.60 0.046
stdv 10.84 10.84 0.020
avg 102.00 51.00 0.094
stdv 0.00 0.00 0.011
avg 102.00 51.00 0.121
stdv 0.00 0.00 0.014
avg 102.00 51.00 0.143
stdv 0.00 0.00 0.012
avg 113.60 62.60 0.020
stdv 0.52 0.52 0.009
avg 113.00 62.00 0.031
stdv 0.00 0.00 0.007
avg 109.70 58.70 0.046
stdv 5.31 5.31 0.026
avg 109.20 58.20 0.058
stdv 6.20 6.20 0.039
avg 102.00 51.00 0.145
stdv 0.00 0.00 0.011
avg 118.50 67.50 0.038
stdv 5.80 5.80 0.008
avg 109.20 58.20 0.097
stdv 6.20 6.20 0.065
avg 105.30 54.30 0.200
stdv 5.31 5.31 0.098
avg 102.00 51.00 0.282
stdv 0.00 0.00 0.032
avg 102.00 51.00 0.324
stdv 0.00 0.00 0.034
0.8
300
400
500
600
700
0.5
50
100
150
200
250
0.3
50
100
150
200
250
c. ϕ = 0.5 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 111.90 60.90 0.022
stdv 3.48 3.48 0.010
avg 102.00 51.00 0.068
stdv 0.00 0.00 0.014
avg 102.00 51.00 0.093
stdv 0.00 0.00 0.009
avg 102.00 51.00 0.101
stdv 0.00 0.00 0.006
avg 102.00 51.00 0.122
stdv 0.00 0.00 0.006
avg 116.00 65.00 0.021
stdv 4.83 4.83 0.006
avg 110.50 59.50 0.026
stdv 2.64 2.64 0.011
avg 107.40 56.40 0.071
stdv 9.03 9.03 0.031
avg 106.40 55.40 0.092
stdv 9.28 9.28 0.036
avg 102.00 51.00 0.129
stdv 0.00 0.00 0.013
avg 113.60 62.60 0.040
stdv 1.90 1.90 0.005
avg 116.00 65.00 0.044
stdv 3.16 3.16 0.013
avg 106.80 55.80 0.166
stdv 6.20 6.20 0.096
avg 102.00 51.00 0.273
stdv 0.00 0.00 0.019
avg 102.00 51.00 0.329
stdv 0.00 0.00 0.017
0.3
50
0.8
300
400
500
600
700
0.5
50
100
150
200
250
100
150
200
250
d. ϕ = 0.7 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 111.30 60.30 0.020
stdv 7.82 7.82 0.007
avg 106.30 55.40 0.035
stdv 7.44 7.55 0.014
avg 102.00 51.00 0.064
stdv 0.00 0.00 0.008
avg 102.00 51.00 0.072
stdv 0.00 0.00 0.008
avg 102.00 51.00 0.086
stdv 0.00 0.00 0.013
avg 118.10 66.40 0.014
stdv 4.56 4.77 0.005
avg 113.90 65.60 0.021
stdv 3.67 5.74 0.006
avg 112.30 61.10 0.028
stdv 6.13 5.86 0.021
avg 108.70 57.70 0.052
stdv 9.03 9.03 0.027
avg 102.00 51.00 0.087
stdv 0.00 0.00 0.012
avg 115.10 64.10 0.028
stdv 4.43 4.43 0.009
avg 116.80 65.90 0.030
stdv 4.87 5.04 0.007
avg 108.60 57.60 0.110
stdv 9.16 9.16 0.069
avg 107.50 56.50 0.132
stdv 7.78 7.78 0.084
avg 102.00 51.00 0.218
stdv 0.00 0.00 0.014
0.8
300
400
500
600
700
0.5
50
100
150
200
250
0.3
50
100
150
200
250
 
e. ϕ = 0.9 
P a_init Max_noimprov statistic Cost
# channel separation 
violation
CPU time 
(sec)
avg 114.60 63.50 0.015
stdv 6.26 6.19 0.007
avg 113.10 62.00 0.020
stdv 6.44 6.27 0.005
avg 113.10 62.10 0.032
stdv 7.03 7.03 0.018
avg 103.70 52.60 0.071
stdv 5.38 5.06 0.017
avg 102.00 51.00 0.096
stdv 0.00 0.00 0.010
avg 117.10 66.10 0.023
stdv 5.30 5.30 0.008
avg 115.00 64.00 0.019
stdv 4.22 4.22 0.003
avg 110.80 59.80 0.040
stdv 4.64 4.64 0.035
avg 107.50 56.60 0.092
stdv 7.78 8.02 0.052
avg 102.00 51.00 0.167
stdv 0.00 0.00 0.020
avg 118.70 67.50 0.034
stdv 6.29 6.60 0.005
avg 117.10 66.10 0.044
stdv 5.30 5.30 0.005
avg 113.60 62.60 0.055
stdv 1.90 1.90 0.012
avg 109.20 58.30 0.209
stdv 8.15 8.34 0.155
avg 102.00 51.00 0.409
stdv 0.00 0.00 0.036
0.8
600
800
1000
1200
1400
0.5
100
200
300
400
500
0.3
50
100
150
200
250
Cost # channel separation violation
102 51 6 hours. 6 mins
CPU time
optimal frequency channel 
assignment obtained from 
exhausive search
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5.2.3.2 Effects of Pa_init on the FCA Phase 
For each value of ϕ considered in the study, as the value of Pa_init increases, the 
simulated annealing method searches an increasing number of iterations before 
converging to the optimal solution. In other word, a high value of Max_noimprov needs to 
be set in order to allow the search to reach the optimal solution. This results in a longer 
CPU time for the simulated annealing method to converge and terminate. Figure 5.2 
summarizes the effects of Pa_init on the CPU time. The figure plots the CPU time versus 
Pa_init with different values of ϕ for Networks 1 and 2. Consider the results shown for 
Network 1 in Figure 5.2a. We can see that Pa_init values of 0.3 and 0.5 result in shorter 
CPU times compared to those when Pa_init is 0.8 for all values of ϕ considered. As the 
problem size increases, it is obvious that the small values of Pa_init outperform the larger 
value, as we can observe in the numerical results of the Network 2 study (Figure 5.2b). 
The Pa_init of 0.3 yields a more efficient simulated annealing method in terms of CPU time 
than all values of ϕ considered.  
The reason for these phenomena is that when the values of Pa_init are high, the 
search begins with a high probability to accept inferior neighbor solutions. In the 
implemented frequency channel assignment process, a good initial FCA solution is 
derived and input to the search process, indicating that the search began at a good quality 
solution. As a result, setting a high value for the initial acceptance probability causes the 
search to waste time accepting many unnecessary, poor solutions and to spend more time 
before converging on a solution. In the case when a good initial solution is provided, the 
starting value of the acceptance probability (which, in turn determines an appropriate 
value of CTmax as computed by Equation 5.2) should be set at a low value. 
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From these observations, we conclude that a low value of Pa_init is suitable for the 
frequency channel assignment process when a good initial assignment is provided for the 
simulated annealing method. Thus, Pa_init of 0.3 is used in further numerical experiments. 
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Figure 5.2 Effect of Pa_init on the computational time of the simulated annealing method 
 
5.2.3.3 Effects of ϕ on the FCA Phase 
For the simulated annealing method to be efficient, ϕ needs to be set at a proper 
value. Too small or too high a value of ϕ could result in a longer search time during the 
frequency channel assignment process. In the following sensitivity analysis study, ϕ 
values of 0.3, 0.5, 0.7, and 0.9 are tested. As shown in the numerical results presented in 
Tables 5.2 and 5.3 and summarized in Figure 5.2, ϕ of 0.7 yields the most efficient 
Simulate Annealing method, converging to the optimal solution in less CPU time for all 
values of Pa_init in both test networks. 
The reasons for these results and observations are as follows: ϕ determines a 
decreasing rate of the control temperature and an increasing rate of the number of 
iterations at each temperature step. In turn, the control temperature defines the probability 
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of accepting an inferior FCA solution. If the control temperature decreases too fast (with 
a small value of ϕ), the search might miss chances to explore some inferior solutions 
which might lead to the optimal solution because the probability of accepting inferior 
solutions also decreases as the control temperature decreases. If the control temperature 
decreases too slow (with a high value of ϕ), the search might accept too many 
unnecessary inferior solutions resulting in slow convergence of the search.  
Consider the number of iterations at each temperature step. Typically, as the 
search progresses and as the control temperature decreases, the number of iterations at 
each temperature step increases to allow the search to explore the neighborhood more 
thoroughly as it approaches the optimal solution. However, if the number of iterations at 
each temperature step increases at a high rate (with a small value of ϕ), the search can 
remain at a particular temperature for too long. If the number of iterations at each 
temperature step increases at a low rate (with a high value of ϕ), the search might move 
to the next temperature step too fast. Thus, the appropriate value of ϕ must be set to 
achieve a balance between the decreasing rate of the control temperature and the 
increasing rate of the number of iterations at each temperature step. 
From the numerical results and observations, ϕ value of 0.7 results in the most 
efficient simulated annealing method and this value will be used in further numerical 
experiments. 
5.2.3.4 Effects of stopping criteria on the FCA phase  
 The numerical results show that in all cases the simulated annealing method 
terminated the search because it reached the Max_noimprov stopping criteria. The search 
stopped before the control temperature reaches the CTmin of 0.01. This means the CTmin of 
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0.01 is low enough to allow the simulated annealing search process to reach a point of 
equilibrium. 
The value of Max_noimprov should be set such that the search has a sufficient 
number of iterations to explore the solution space and could converge to the optimal (or 
near optimal) solution without wasting too much time after reaching the optimal solution 
before terminating the search process. From the numerical results in Tables 5.2 and 5.3, 
with values of ϕ = 0.7 and Pa_init = 0.3. Max_noimprov of 150 is sufficient to allow the search 
to converge to the optimal solution in both test networks. Thus, the value of Max_noimprov  
is set at 150 in further numerical experiments.  
5.2.4 Parameter Setting of the Simulated Annealing Method in the FCA Phase 
In summary, parameter settings of the simulated annealing method implemented 
for the FCA phase that will be used in further experiments are: ϕ = 0.7, Pa_init = 0.3, CTmin = 
0.01 and Max_noimprov = 150. 
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5.3 Sensitivity Analysis on Static Parameters in the CVR Phase 
The Constraint Violation Reduction (CVR) phase aims to adjust the APs’ 
locations and power levels in order to improve network performance and obtain a 
network configuration that meets the design criteria. The search procedures of the CVR 
phase use constraint violation information to guide the search and utilize the memory 
techniques based on the tabu search method to prevent the occurrence of cycling in the 
search.  
The constraint violation information is evaluated and recorded for each predefined 
area, called a unit area (UA). Such information provides useful data that aids in the 
indication of potential parameters’ adjustments that may lead to improvement of network 
performance. The memory techniques are implemented such that the most recently 
moved AP is not allowed to move back in the direction from which it originated for an 
allotted period of time (i.e., a number of iterations called the tabu tenure). The memory 
approach is also applied in changing the AP’s power level parameter. The CVR process 
continues until either a feasible solution is obtained or a stopping condition is reached.  
 The main parameters involved in the CVR process are the size of the unit area 
(UA) for managing and recording the constraint violation information, the tabu tenure 
(tabu list length) for both the AP’s move direction and power level attribute, and the 
number of consecutive non-improving iterations (Maxiter_CVR) which will cause the CVR 
process to stop. In the following sections, we present the results of a sensitivity analysis 
of these parameters and determine the appropriate values that yield an efficient CVR 
process. 
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5.3.1 Parameter Settings for the Sensitivity Analysis 
 We conducted a sensitivity analysis on the key parameters of the CVR process, 
including the length of tabu tenures, the Maxiter_CVR and the size of the unit area (UA). We 
test the following parameter settings: 
• The length of tabu tenure can be either fixed (static tabu tenure) or varied (dynamic 
tabu tenure) during the course of the search. In this study, we examine both static and 
dynamic tabu tenures for an AP’s move direction and power level attribute. Several 
combinations of static tabu tenure for both attributes are tested. For both the move 
direction attribute and the power level attribute, tabu list sizes of 1, 4, and 8 are 
tested. In addition, we examine dynamic tabu tenures in which the tabu list size of the 
move direction attribute is randomly selected from the ranges [2, 4] and [4, 8], while 
the tabu list size of the power level attribute are varied from the ranges [1, 4] and [4, 
8]. These values are selected among several values considered in the preliminary 
tests. The selected values indicate good potential for the tabu search and are 
thoroughly explored in the parameter tuning test presented in the following sections. 
• For parameter Maxiter_CVR, we test 30, 50, 100, and 150. 
• The UA size is set relative to the size of coverage square (CS) which is used to 
estimate a coverage area of an AP as described in section 4.2.1. The UA is set at half 
of the CS size (0.5×CS), equal to the CS size (1×CS) and twice the CS size (2×CS). 
The effects of the different UA sizes on efficiency of the CVR process are 
investigated.  
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5.3.2 Test Scenarios  
In order to study the effects of the parameters described above, we conducted 
extensive numerical experiments of WLAN design on several scenarios. We considered 
network service environments at the School of Information Science (SIS) building and 
the Hillman library (HL) building at the University of Pittsburgh. Four design scenarios, 
ranging from the simple case of a small, single-floor network design to the complex case 
of a service area covering multiple floors are considered. 
Scenario 1 considers a single-floor design in which the target service area is 
located on the fourth floor of the SIS building (called SIS4). Scenario 2 considers a two-
floor design in which the target service area covers both the fourth and fifth floors of the 
SIS building. Scenario 3 considers a four-floor design in which the target service area 
ranges from the first floor through the fourth floor of the SIS building. Finally, Scenario 4 
is a single-floor design considering the particular WLAN service needs for the first floor 
of the HL building (called HL1). The floor plan of the SIS building is shown in Figure 
5.1. Figure 5.3 shows the floor plan of the first floor of Hillman Library. It is assumed 
that traffic activities of wireless users follow the description in Table 5.4.  
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Table 5.4 Network usage characteristics  
Sub-areas User activity level Average user data rate (Kbps) 
Type 1: Private sub-areas  
(e.g., library staff offices, 
graduate student offices) 
α1 = 0.50 R1 = 460 
Type 2: Public sub-areas for 
unscheduled activities 
(e.g., library study areas, 
student lounges) 
α2 = 0.40 R2 = 260 
Type 3: Public sub-areas for 
schedule-based activities 
(e.g., classrooms, laboratories, 
meeting rooms) 
α3 = 0.35 R3 = 80 
 
 
 
Figure 5.3 Floor-plan and demand node distribution for the first floor of Hillman 
Library (HL1) 
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The sensitivity analysis study described in this section focuses on the efficiency of 
the CVR process as developed based on the tabu search approach with a special 
implementation of constraint violation information to help guild the search. The 
performance measures of this sensitivity analysis include CPU time and the constraint 
violation value of the obtained WLAN configuration (see section 4.4.3 for the evaluation 
function). The design process starts by generating an initial configuration in which the 
number of APs and their locations and power levels are derived from the construction 
phase (see section 4.2) and their frequency channels are derived from the FCA phase (see 
section 4.3). The CVR process is run until either a feasible configuration is obtained or 
until a stopping rule is reached, whichever come first. In the latter case, an intensification 
phase is activated in which the CVR process is restarted and reinitialized with the first 
solution on the elite list. This procedure of restarting the CVR process is repeated until a 
feasible solution is obtained or until the elite list is depleted.  
To test the CVR process thoroughly, for each design scenario and combination of 
parameter settings, the solution technique is run ten times. Average values and standard 
deviations of the CPU time and the constraint violation values of the resulting WLAN 
configurations are reported.  
5.3.3 Numerical Results and Discussion 
5.3.3.1 Effects of Tabu Tenure Length on the CVR Phase 
Table 5.5 compares the results obtained by using the static tabu tenure with the 
results obtained by using the dynamic tabu tenure in various network design scenarios. 
The table reports the average and the standard deviation of the resulting constraint 
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violation values as well as the CPU times. Findings show that use of the dynamic tabu 
tenure outperforms the static tabu tenure in the search process. In all scenarios tested, the 
search using dynamic tabu tenures converges to a feasible solution faster than a search 
using static tabu tenures. This is because the dynamic tabu tenure more effectively 
prevents cycling in the search. When the static tabu tenure is used, small tabu tenure 
periodically can cause a repeat of the solutions in the search. Tabu tenures that are too 
large can prevent the search from exploring some regions that may represent vicinities of 
good solutions. The dynamic tabu tenure avoids looping in the search and directs it to 
different parts of the solution space. 
As shown in Table 5.5, all ranges of tabu list size for the dynamic tabu tenure 
perform relatively well. Especially with the range [4, 8] for the direction attribute and the 
range [1, 4] for the power level attribute, the search yields good results, converging to a 
feasible solution relatively quickly, for all design scenarios considered. Therefore, we 
will use a dynamic tabu tenure with the range [4, 8] for the direction attribute and the 
range [1, 4] for the power level attribute for the remainder of the numerical experiments. 
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Table 5.5 Effects of tabu tenure on the CVR process 
Type AP's move direction attribute
power level 
attribute avg stdv avg stdv
scenario 1 (SIS4) 1 1 0.000 0.000 0.327 0.005
 4 4 0.000 0.000 0.325 0.002
8 8 0.000 0.000 0.325 0.003
(2,4) (1,4) 0.000 0.000 0.322 0.001
(4,8) 0.000 0.000 0.323 0.004
(4,8) (1,4) 0.000 0.000 0.326 0.008
 (4,8) 0.000 0.000 0.322 0.002
scenario 2 (2 floors) 1 1 0.000 0.000 8.20 4.20
 4 4 0.000 0.000 9.52 3.15
8 8 0.000 0.000 14.66 7.04
(2,4) (1,4) 0.000 0.000 8.03 2.8
(4,8) 0.000 0.000 8.42 3.4
(4,8) (1,4) 0.000 0.000 7.34 3.5
 (4,8) 0.000 0.000 7.45 2.0
scenario 3 (4 floors) 1 1 0.000 0.000 118.57 38.62
 4 4 0.000 0.000 149.45 78.25
8 8 0.000 0.000 170.71 96.31
(2,4) (1,4) 0.000 0.000 108.80 47.5
(4,8) 0.000 0.000 120.91 42.5
(4,8) (1,4) 0.000 0.000 93.86 18.0
 (4,8) 0.000 0.000 147.79 36.6
scenario 4 (HL1) 1 1 0.000 0.000 99.57 46.1
 4 4 0.000 0.000 115.01 42.9
8 8 0.000 0.000 127.43 42.1
(2,4) (1,4) 0.000 0.000 96.88 36.8
(4,8) 0.000 0.000 100.93 75.9
(4,8) (1,4) 0.000 0.000 83.64 34.9
 (4,8) 0.000 0.000 92.46 65.5
static
dynamic
static
dynamic
static
dynamic
static
dynamic
Design scenario Tabu tenure CPU time (sec)Constraint violation
 
 
5.3.3.2 Effect of Maxiter_CVR on the CVR Phase 
To study the effects of the number of consecutive iterations that the search can 
proceed without improvement, the dynamic tabu tenure and the UA size of 1xCS are 
used. The Maxiter_CVR is set at 30, 50, 100, and 150 iterations. The tests are run for network 
design scenario 1 through 4. The results are summarized in Table 5.6.  
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Table 5.6 Effects of Maxiter_CVR on the CVR process 
avg stdv
scenario 1 (SIS4) 30 0.0000000 0.0000000
 50 0.0000000 0.0000000
100 0.0000000 0.0000000
150 0.0000000 0.0000000
scenario 2 (2 floors) 30 0.0000061 0.0000183
 50 0.0000000 0.0000000
100 0.0000000 0.0000000
150 0.0000000 0.0000000
scenario 3 (4 floors) 30 0.0002051 0.0005975
 50 0.0001192 0.0003409
100 0.0000000 0.0000000
150 0.0000000 0.0000000
scenario 4 (HL1) 30 0.0000330 0.0000536
 50 0.0000257 0.0000501
100 0.0000000 0.0000000
150 0.0000000 0.0000000
Design scenario # iterations without 
improvement (Max iter_CVR )
Constraint violation
 
Table 5.6 reports the averages and standard deviations of the constraint violations 
for each of the four design scenarios. We can see that with a small Maxiter_CVR of 30, the 
search cannot obtain a feasible solution in the multi-floor design scenarios (scenarios 2 
and 3) or the large service area (scenario 4). With Maxiter_CVR of 50, the search cannot 
obtain a feasible solution for scenarios 3 and 4. However, the search can find feasible 
solutions for all design scenarios when the value of Maxiter_CVR is set at 100 or 150. The 
Maxiter_CVR of 100 is sufficient to allow the search to converge to a feasible solution within 
a reasonable CPU time. Therefore, a Maxiter_CVR of 100 will be used in further numerical 
experiments.  
5.3.3.3 Effect of the UA Size on the CVR Phase 
In order to manage the constraint violation information that guides the search in 
the CVR process, the service area is divided into equally sized areas called unit areas 
(UA) in which the received signal strength and the SIR level of the signal test points 
(STPs) are evaluated. In case any performance criteria fail to meet the design 
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requirement, the constraint violation are calculated and recorded in each UA. In this 
section, the effects of UA sizes on the efficiency of the CVR process are studied. 
Table 5.7 reports the averages and standard deviations of CPU times and the 
constraint violations of the solutions obtained as a result of the search process. As shown 
in the table, the search using a UA size of 1×CS (i.e., the size of the coverage square) 
converges to a feasible solution faster than any of the other sizes. When the UA size is 
smaller or bigger than 1×CS (i.e., 0.5×CS or 2×CS), the search takes a longer time to 
reach a feasible solution and, in some cases, is not able to reach a feasible solution. The 
reason is that too small or too big a unit area may provide incorrect constraint violation 
information. Figure 5.4 illustrates such cases. Figure 5.4a shows the STPs in the service 
area that have signal strength below the PRthreshold. Figures 5.4b, 5.4c and 5.4d show 
Center of Gravities (CoGs) of such STPs with UA sizes of 0.5×CS, 1×CS, and 2×CS, 
respectively. When a small UA size is used, the service area is divided into several 
sections to manage the constraint violation information. Constraint information of the UA 
 
Table 5.7 Effects of UA size on the efficiency of the CVR process 
avg stdv avg stdv
scenario 1 (SIS4) 0.5×CS 8.156 1.295 0.0108 0.0040
 1×CS 0.306 0.010 0.0000 0.0000
2×CS 0.248 0.003 0.0000 0.0000
scenario 2 (2 floors) 0.5×CS 25.715 11.470 0.0327 0.0091
 1×CS 7.214 3.686 0.0000 0.0000
2×CS 138.056 38.067 0.0072 0.0057
scenario 3 (4 floors) 0.5×CS 527.080 130.429 0.7466 0.0173
 1×CS 93.203 24.267 0.0000 0.0000
2×CS 1024.295 373.893 0.0064 0.0039
scenario 4 (HL1) 0.5×CS 357.054 194.320 0.0022 0.0023
 1×CS 84.646 34.974 0.0000 0.0000
2×CS 128.723 95.263 0.0006 0.0011
Design scenario Size of unit area CPU time (sec) Constraint violation
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 a. Signal Test Points (STPs) with received signal 
strength below the threshold 
 
b. Center of gravity for low signal strength STPs 
when UA size = 0 5×CS 
 
c. Center of gravity for low signal strength STPs when 
UA size = 1×CS 
 
d. Center of gravity for low signal strength STPs 
when UA size = 2×CS 
Figure 5.4 Examples of problems in small or large UA size 
 
is then used in the move operation to determine APs and their parameters that should be 
adjusted to improve the solution. If one uses a small UA size, too many unnecessary 
CoGs may result as shown in Figure 5.4b. In this case, a group of problematic STPs may 
be represented with too many CoGs. When the UA is too large (Figure 5.4d), the 
resulting CoG may provide incorrect information about the constraint violation and 
 145
mislead the search. This results in a longer search time before a feasible solution is found. 
In some cases, the search may never be able to reach a feasible solution.  
5.3.3.4 Effect of Step size (λ) on the CVR Phase 
APs’ locations are adjusted as they are move in a direction specified by the move 
operator for λ step size at a time. A small step size may result in it taking a long time for 
an AP to reach a desired location while a large step size may be too coarse and move the 
AP further away from the desired location. As a result, it might take a longer time for the 
AP to reach a feasible location and the search to end. Table 5.8 reports the average and 
standard deviation of the CPU time and the constraint violation values. When step sizes 
of 3 and 5 meters are used, there is a longer search time and, in some cases, the search is 
unable to obtain a feasible solution. A step size of 1 meter works well in all design 
scenarios tested. Thus, a step size of 1 meter is used in further experiments.  
 
Table 5.8 Effects of step size (λ) on the CVR process 
avg stdv avg stdv
scenario 1 (SIS4) 1 m. 0.306 0.010 0.000000 0.000000
 3 m. 0.673 0.335 0.000000 0.000000
5 m. 0.790 0.759 0.000000 0.000000
scenario 2 (2 floors) 1 m. 7.214 3.686 0.000000 0.000000
 3 m. 48.587 55.143 0.000016 0.000032
5 m. 124.447 106.023 0.000807 0.001285
scenario 3 (4 floors) 1 m. 93.203 24.267 0.000000 0.000000
 3 m. 321.078 191.652 0.001140 0.001825
5 m. 439.977 164.295 0.002811 0.002913
scenario 4 (HL1) 1 m. 84.646 34.974 0.000000 0.000000
 3 m. 139.317 120.506 0.000000 0.000000
5 m. 221.468 147.322 0.000005 0.000014
Design scenario Step size CPU time (sec) Constraint violation
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5.3.4 Parameter Setting for the CVR Phase 
 In summary, parameter settings for the CVR phase that will be used in the rest of 
numerical experiments are as follows:  
• Tabu list size: 
o AP’s move direction attribute: dynamic tabu tenure, uniformly selected 
from 4 to 8 
o Power level attribute: dynamic tabu tenure, uniformly selected from 1 to 4 
• Maxiter_CVR = 100 
• UA size = 1×CS  
• Step size to move AP = 1 meter 
 
5.4 Effectiveness of the Heuristic Solution Technique 
The effectiveness of the heuristic solution technique in solving the demand-based 
WLAN design problem is evaluated in two ways: an exhaustive enumeration test and a 
comparison with other solution techniques.  
5.4.1 Exhaustive Enumeration Test 
A goal of demand-based WLAN design is to find a network configuration that can 
satisfy all network design requirements for a particular design scenario. One may ask 
how difficult it is to find a single feasible solution for a network design problem which is 
formulated as a Constraint Satisfaction Problem (CSP). If there are a lot of feasible 
solutions in the search space, such problems may not be difficult and a simple solution 
technique might be able to find a feasible solution easily. 
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This section aims to evaluate the difficulty of the demand-based WLAN design 
problem. The problem difficulty is measured by the tightness of the CSP, defined as the 
ratio of the number of feasible solutions to the number of all possible solutions in the 
search space [52]. 
The exhaustive enumeration was performed over all possible combinations of 
APs’ parameters in the WLAN design of the fourth floor of the School of Information 
Science (SIS) building for scenario 1 as described in section 5.3.2. The parameters used 
in the network design are described in Table 6.2. In this design scenario, three APs are 
required. To determine a network configuration, each AP is pre-assigned a different 
frequency channel. (Note that channels 1, 6, and 11 are used). This results in a reduced 
form of the problem in which we need to determine locations and power levels for three 
APs. There are six power levels that can be assigned to each AP, and the APs can be 
placed at a grid spacing of 3m × 3m instead of 1m × 1m due to the computationally 
intensive nature of the exhaustive enumeration. The APs are not allowed to be placed 
within a specified non-usage area (the central of the floor, housing elevator shafts, 
stairways and restrooms).  
In this problem, there are 98,611,128 possible combinations in which APs’ 
parameters (location and power level) can legally be assigned. At 0.01 seconds per 
solution, the Sun Blade 1000 workstation with a 750 MHz processor and 2 gigabytes of 
memory took 273 hours 55 minutes to perform calculations and evaluate the solution 
space. This number grows exponentially as the problem size enlarges due to either a 
larger service area and/or higher traffic demand that results in more APs used in the 
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network. Table 5.9 summarizes the results of the exhaustive enumeration. 12,947 
solutions are identified as feasible configurations, satisfying all design requirements.  
 
Table 5.9 Summary of the exhaustive enumeration test 
Total possible solutions in the search space 98,611,128 
Total number of feasible solutions 12,947 
Tightness of the problem 0.013% 
Total number of feasible solutions when the receiver 
sensitivity threshold is reduced by 1 dB 
24,589 
Tightness of the problem when the receiver sensitivity 
threshold is reduced by 1 dB 
0.025% 
 
The results of the exhaustive enumeration indicate that only 0.013% of all 
possible solutions satisfy all of the design requirements thus making them feasible 
solutions. There are only 0.025% of all possible solutions that are feasible when the 
receiver sensitivity threshold is reduced by 1 dB. Therefore, the search space for this 
particular network design problem is very tight, indicating that the demand-base WLAN 
design problem is a difficult problem to solve. 
5.4.2 Comparison with other Solution Techniques 
The demand-based WLAN design problem is a difficult problem for which the 
computational complexity grows exponentially as the problem size enlarges. According 
to Prommak et al. [68], the brute-force search technique was preliminary implemented to 
solve the demand-based WLAN design problem. Such technique is based on enumerating 
all possible solutions in the search space to find the first feasible solution. Here, the 
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brute-force search changes value of each variable one at a time. In this dissertation, an 
efficient heuristic solution technique was developed. It utilizes the constraint violation 
information to help guide the search to those areas where feasible solutions are likely to 
appear. To evaluate the efficiency of the developed heuristic solution technique, this 
section compares the proposed solution technique with the brute-force search approach 
over the four network design scenarios described in section 5.3.2.  
Table 5.10 shows the computational results and compares the solution techniques. It 
details how many times the network evaluation function (Equation 4.9) was executed as 
well as the overall CPU time spent during the search process. From Table 5.10 we can 
see that the proposed heuristic solution technique can efficiently solve all the network 
design problems considered in a much shorter time than the brute-force search technique 
can. For the SIS4 design scenario (scenario 1), the average CPU time and standard 
deviation that the proposed heuristic solution technique spent in the search process until 
finding a feasible network configuration are 0.33 and 0.1 seconds, respectively, while the 
corresponding average number of function evaluations and standard deviations are 50.57 
and 2.74, respectively. By comparison, the brute-force search technique spent 3.5 seconds 
executing the network evaluation function 546 times. The effectiveness and superiority of 
the proposed heuristic solution technique becomes more pronounced as larger and more 
complex network design problems are considered, as demonstrated in the 2-floor, 4-floor 
and HL1 design scenario (scenarios 2 through 4). In the 2-floor design scenario, the 
average CPU time and standard deviation of the proposed heuristic solution technique are 
7.73 and 4.13 seconds, with a corresponding average number of function evaluations and 
standard deviation of 299 and 162.44, respectively. By comparison, the brute-force 
 150
search approach took 157 seconds with the number of function evaluations of 4,899. In 
the case of the 4-floor and HL1 design scenarios, the brute-force search technique was 
unable to find a feasible network configuration after evaluating 500,000 and 100,000 
network configurations with CPU times of 63,038 and 10,239 seconds, respectively. By 
comparison, the proposed heuristic solution technique identified feasible network 
configurations for the 4-floor and HL1 design scenarios after spending an average of 
91.09 and 84.06 seconds, respectively, with an average number of function evaluations of 
757.93 (4-floor) and 863.36 (HL1). 
5.5 Summary 
This chapter presents sensitivity analysis and an effectiveness evaluation of the 
heuristic solution technique developed to solve the demand-based WLAN design 
problem. Findings from the sensitivity analysis provide appropriate parameter settings to 
be used in the heuristic solution technique. Such parameters are applied in the numerical 
experiments conducted in the next chapter. The effectiveness evaluations were conducted 
in two ways: exhaustive enumeration and comparison with brute-force search techniques. 
Exhaustive enumeration shows that the demand-based WLAN design problem 
formulated as the constraint satisfaction problem has a tight search space which is 
difficult to solve. Comparison with a brute-force search technique shows that the 
developed heuristic solution technique can efficiently solve the demand-based WLAN 
CSP in much shorter CPU times compared to the brute-force search techniques.  
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Table 5.10 Comparison of solution techniques for the demand-based WLAN design problem 
avg stdv avg stdv
scenario 1 (SIS4) 3 Yes 546 3.5 Yes 50.57 2.74 0.33 0.01
scenario 2 (2 floors) 5 Yes 4899 157 Yes 299.00 162.44 7.73 4.13
scenario 3 (4 floors) 9 No (0.0003)*  500,000 63038 Yes 757.93 122.04 91.09 17.36
scenario 4 (HL1) 7 No (0.0003)*  100,000 10239 Yes 863.36 197.73 84.06 31.30
Note: *  indicate the constraint violation of the best solution found
Brute-force search
Design scenarios # APs used in network Satisfy all 
design 
requirements 
# function 
evaluations
CPU time 
(seconds)
# function evaluations CPU time (seconds)
Heuristic solution technique
Satisfy all 
design 
requirements
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6.0 NUMERICAL EXPERIMENTS 
 
 Chapter 6 presents numerical studies on several aspects of network planning for 
WLANs. The first part of the chapter explores various scenarios of WLAN design 
ranging from a single floor WLAN design (section 6.1) to a multi-floor WLAN design 
(section 6.2) to the design for an area that includes an outdoor courtyard around a 
building (section 6.3). The second part of this chapter is a sensitivity analysis of several 
aspects: Section 6.4 presents a numerical study of the effects of user activity level on 
network configurations and provides a comparative performance evaluation of the 
demand-based WLAN design model versus coverage-based design. Section 6.5 presents a 
numerical study of the effects of fading margins on signal coverage availability and 
network configurations obtained from the design process. Section 6.6 presents a 
numerical study of the effects of using different path loss models on network 
configurations obtained from the design.  
6.1 Single Floor WLAN Designs 
 In this section, we illustrate WLAN design for a single floor service environment. 
A variety of service scenarios, including both small and large service areas, are 
considered. Symbols and definitions of figures used in the presentation of the resulting 
network configurations are explained.  
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6.1.1 Experiment Settings 
Numerical network design experiments were conducted for both small and large 
single-floor service areas. The small service area considered is the fourth floor of the 
School of Information Science building (SIS4) (dimension 33 × 21 meters), shown in 
Figure 6.1a, while the large service area is the first floor of the Hillman Library building 
(HL1) (dimension 66 × 75 meters), shown in Figure 6.1b. Both buildings are located on 
the campus of the University of Pittsburgh. SIS4 resembles a typical floor plan of an 
academic building containing both public and private network usage areas. The public 
areas are used for both scheduled and unscheduled activities. Scheduled activities occur 
in classrooms (rooms 403, 404, 405, 406 and 411) and laboratories (rooms 409 and 410), 
while unscheduled activities occur in the student lounge (room 401). The private areas of 
SIS4 are graduate student offices (rooms 402, 407, and 410). HL1 also contains both 
public and private type of usage areas. The public areas are the available study areas, and 
the private areas are library staff offices.  
Prospective wireless users in the service area are represented by the demand node 
distributions shown in Figure 6.1, which are based on a preliminary site survey and 
information obtained from the facility staff in each location. In this figure, the symbol  
represents the demand nodes located in public areas for scheduled activities, the symbol 
 represents the demand nodes located in public areas for unscheduled activities, and the 
symbol  represents the demand nodes located in private areas. User activity levels 
corresponding to each sub-area type are assumed according to network usage 
observations which have shown that users in private sub-areas tend to be more active in 
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a. The fourth floor of the School of Information Science building (SIS4) 
 
 
b. The first floor of Hillman Library (HL1) 
Figure 6.1 Floor plans and demand node distribution of SIS4 and HL1 
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data transfer activities than those in other areas, while users in the public areas of 
schedule-based activities tend to be more idle than those in other areas [41, 44, 45]. The 
average user data rates are taken from observed network usage characteristics [41, 44, 
45]. The network usage characteristics are summarized in Table 6.1. 
 
Table 6.1 Network usage characteristics  
Sub-areas User activity 
level 
Average user data rate 
(Kbps) 
Type 1: Private sub-areas  
(e.g., graduate student and library staff 
offices) 
α1 = 0.50 R1 = 460 
Type 2: Public sub-areas for unscheduled 
activities 
(e.g., library study areas, student lounge) 
α2 = 0.40 R2 = 260 
Type 3: Public sub-areas for schedule-
based activities 
(e.g., classrooms, laboratories) 
α3 = 0.35 R3 = 80 
 
Input parameters of the network design problem are summarized in Table 6.2. The 
domains of the variables have been tailored to the 802.11b specification. We employed 
the log distance path loss model and the omnidirectional antenna (halfwave dipole) with 
gain GAZ of 2.5 dB to estimate the radio propagation characteristics in the service area. 
Other input parameters were selected based on the service environments and the building 
structures. This design aims for 95% coverage availability at the edge of AP coverage 
areas [62]. In this case, a fading margin of 5.75 dB is applied in the signal coverage 
calculation. 
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Table 6.2 Summary of parameters used in the WLAN design  
Parameter Definition Value 
 
Domains of Variables: 
Dp Set of candidate power levels for 
variable pj
{0, 7, 13, 15, 17, 20, 24} in dBm [87] 
Df Set of candidate frequency 
channels for variable fj
{2.412, 2.437, 2.462} in GHz [87] 
Dd Domain of binary variable t
ijd  {0, 1} 
Dg Domain of binary variable ghj {0, 1} 
For SIS4, 0 < xj < 33, 0 < yj < 21  D(x,y) Domain of variable (xj, yj) for 
∀j∈A (in meter) For HL1, 0 < xj < 66, 0 < yj < 75 
 
Static Parameters: 
αt User active level defines percentage of wireless 
users in sub-area type t that are engaged in data 
transfer activities (i.e., participating in channel 
contention and sharing AP capacity) 
Rt Average user data rate requirement in sub-area 
type t  
See Table 6.1
PRthreshold Received sensitivity threshold -80 dBm [88]
SIRthreshold Signal to interference ratio threshold 10 dB [88]
Cj Data rate capacity of the apj for ∀j∈A 11 Kbps [88]
 
Path loss Parameters: 
d0 Reference distance d0 1 meter [12]
n Path loss exponent 3.3 [71]
δ Standard deviation representing shadow fading 3.5 dB [72]
 
Antenna Parameters:  
GAZ Antenna gain (peak directivity) 2.5 dB [57]
 
Note: • The frequencies 2.412, 2.437, and 2.462 GHz are denoted by channels number 1, 6, 
and 11, respectively. 
 • The transmit power of 0, 7, 13, 15, 17, 20 and 24 dBm are denoted by power levels 
0, 1, 2, 3, 4, 5, and 6, respectively. 
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The service area is divided into grids of size 1m × 1m. The grid points represent 
possible locations for access points and specify the Signal Test Points (STPs). Figure 6.2 
illustrates STPs in the SIS4 service area. 
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Figure 6.2 Grid point resolution of the small service area (SIS4) 
 
6.1.2 Numerical Results  
We apply the proposed demand-based WLAN design model to the SIS4 and HL1 
network service areas. The heuristic solution technique described in chapter four is used 
to generate WLAN configurations. Figures 6.3 and 6.4 depict the resulting WLAN 
configurations for SIS4 and HL1, respectively. Figures 6.3a and 6.4a show contour plots 
of the APs’ signal coverage areas, representing area in which the received signal strength 
from a particular AP is at least equal to the receiver sensitivity level. Such contour plots 
are circular in shape due to the log distance path loss model used in the path loss 
calculation. Figures 6.3b and 6.4b show contour plots of the APs’ basic service areas, 
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representing the area around the APs in which the SIR level is at least equal to the 
specified SIR threshold. Within such an area, the signal quality is good enough to allow 
communication between the wireless terminal and a particular AP. The shading of the 
contour plot figures corresponds to the frequency channels assigned to APs. In this case, 
channels 1, 6, and 11 are indicated by shades of green, pink, and blue, respectively. 
Demand nodes are colored to show which AP they are assigned. Figures 6.3c and 6.4c 
provide the APs’ parameters, including location, frequency channel, and power level. It 
also provides information about the figures’ colors.  
For the SIS4 service area, application of the demand-based WLAN design model 
and the heuristic solution technique yields a network configuration using three APs with 
the locations, power levels and frequency channels shown in Figure 6.3. The obtained 
network configuration provides radio signal coverage across the service area according to 
the resulting signal strength and SIR evaluation at specified STPs. Based on the 
CSMA/CA capacity analytical models [67], the obtained network configuration can 
satisfy average data rate requirements to wireless users in the service area.  
For the HL1 service area, the network configuration utilizes seven APs. Figure 
6.4 depicts the resulting network configuration in which the APs’ frequency channels, 
power levels and locations are assigned so that interference in the service area is avoided 
and the specified SIR threshold is met.  
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a. Contour plot of APs’ signal coverage area  
 
b. Contour plot of APs’ basic service area 
 
c. WLAN configuration 
AP Location Frequency Channel Power level Colors represent user 
association to AP 
1 (6.0,10.0) 1 6  
2 (19.0,7.0) 6 6  
3 (26.0,13.0) 11 6  
Figure 6.3 WLAN network configuration for a small service area (SIS4)  
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a. Contour plot of APs’ signal coverage area 
 
b. Contour plot of APs’ basic service area 
 
AP Location Frequency Channel Power level Colors represent user 
association to AP 
1 (18.0,13.0) 11 5  
2 (15.0,43.0) 1 5  
3 (51.0,10.0) 11 4  
4 (40.0,50.0) 1 5  
5 (10.0,20.0) 6 5  
6 (16.0,52.0) 11 5  
7 (35.0,28.0) 6 6  
8 (49.0,26.0) 1 4  
c. WLAN configuration 
Figure 6.4 WLAN network configuration for a large service area (HL1) 
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6.2 Multi-floor WLAN design 
A WLAN’s service area may include some rooms on a single floor, an entire floor 
or even multiple floors. In a WLAN covering multiple floors, interference caused by 
nearby APs operating at co-channels or overlapping channels is an important concern 
during the network design phase. APs located on adjacent floors may interfere with each 
other if the design does not coordinate the AP placement, frequency assignment, and 
power level assignment. 
In this section, we consider a multi-floor WLAN design using the proposed 
demand-based design model and heuristic solution technique to develop an efficient 
network configuration.  
6.2.1 Experimental Settings 
 In this study, we consider the design of a service area aiming to cover the fourth 
and fifth floors (SIS4 and SIS5) of the School of Information Science building as shown 
in Figure 6.5. SIS4 is a typical floor plan of an academic building containing a large 
central structure with elevator shafts, stairwells, and restrooms. Around this center, 
partitioned by office walls, are classrooms, graduate student offices and a student lounge. 
SIS5 also has a large central structure with the same components as that of SIS4. Around 
this are administrative offices, conference rooms, and classrooms. The expected wireless 
users on these two floors are represented by the demand node distribution map shown in 
Figure 6.5. Wireless users located in private office spaces can be identified in advance 
while prospective users in classrooms and laboratories can be estimated from the 
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 a. 4th floor  
 
 
b. 5th floor 
Figure 6.5 Floor plans of the fourth and fifth floors of the School of Information Science 
building  
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available seats in the room. For example, the number of wireless users in the classrooms 
is limited by the number of seats provided. The network usage characteristics of 
prospective wireless users used in this section are the same as those shown in Table 6.1 
(section 6.1). 
6.2.2 Numerical Results 
The demand-based design model and the developed heuristic solution technique 
are applied to solve this multi-floor WLAN design problem. The resulting network 
utilizes five APs. Based on traffic demand, three of the APs (AP1, AP2, and AP3) are 
located on the fourth floor. Two APs (AP4 and AP5) are located on the fifth floor. Figure 
6.6 depicts signal coverage on each floor. Figures 6.6a and 6.6b show signal coverage on 
the floor where the APs are located, with 6.6a showing coverage on the fourth floor and 
6.6b showing coverage on the fifth floor. The basic service area (BSA) of each AP is 
shaded in a different color, and each color is associated with the frequency channel 
assigned to that AP. Green, blue and pink represent the BSAs of APs operating at 
channels 1, 6 and 11, respectively. Figure 6.6c presents signal coverage from two APs 
located on the fifth floor to the area of the fourth floor while Figure 6.6d presents signal 
coverage from three APs located on the fourth floor to the area on the fifth floor.  
The process of assigning frequency channels in the heuristic solution technique 
coordinates the channels assigned to APs on different floors to limit interference in the 
network. Figure 6.7 depicts overall signal coverage on each floor. The signal penetrating 
from each floor is superimposed on the contour plot of the other floor. The demand node 
assignment is represented by different colors as listed in Figure 6.7c. For example, the 
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 4th floor 5th floor 
 
a. Signal on 4th floor from  
AP1, AP2, AP3 (located on 4th floor)  
 
b. Signal on 5th floor from  
AP4, AP5 (located on 5th floor) 
 
c. Signal on 4th floor from  
AP4, AP5 (located on 5th floor) 
 
d. Signal on 5th floor from  
AP1, AP2, AP3 (located on 4th floor) 
Figure 6.6 Signal coverage from APs located on different floors 
 
demand node assigned to AP1 is green, and the demand node assigned to AP2 is blue. 
We can see that the blue demand nodes on the fifth floor are assigned to AP2 on the 
fourth floor and that the pink demand nodes on the fourth floor are assigned to AP4 on 
the fifth floor. This demonstrates that in this WLAN design scenario, the APs can handle 
traffic generated by wireless users on different floors. 
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a. Overall signal coverage and demand node association to APs on the 4th floor 
 
b. Overall signal coverage and demand node association to APs on the 5th floor 
c. WLAN configuration 
AP Location Floor 
number 
Frequency 
channel 
Power level Colors represent user 
association to AP 
1 (5.0,12.0) 4 11 5  
2 (21.0,2.0) 4 1 6  
3 (26.0,13.0) 4 6 5  
4 (7.0,9.0) 5 6 6  
5 (26.0,10.0) 5 11 6  
Figure 6.7 WLAN configuration of the 4th and 5th floors of the SIS building 
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6.3 Extend Indoor WLAN Design to a Courtyard Area 
As WLANs become increasingly popular, the need of their services expands from 
inside buildings to include outside areas such as courtyards [2]. In WLANs in which the 
target service area consists of both indoor and outdoor areas, signal penetration from 
outdoor APs may affect the deployment of indoor APs [89-91]. The WLAN design 
process needs to coordinate the assignment of parameters for both the indoor and outdoor 
APs. In this section, we illustrate the application of the demand-based WLAN design 
model and the heuristic solution technique developed in this dissertation to a design 
scenario that extends the service coverage to include a courtyard area. 
6.3.1 Experiment Settings 
We consider the design of a service environment which extends from inside 
Hillman Library to a courtyard area outside. The layout of the service area and the 
estimated demand node distribution are shown in Figure 6.8. We consider network usage 
characteristics as described in Table 6.1. 
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Figure 6.8 Layout of service area and demand node distribution of Hillman Library and 
the courtyard area next to the building 
 
The demand-based design model imposes network requirements upon the indoor 
and outdoor service area. The heuristic solution technique is applied to solve the WLAN 
design problem. The empirical outdoor path loss model for 802.11b developed for the 
university campus environment using a transmitter height of 4 meters (as written in 
equation 6.1) [92] is applied in the path loss calculation of the outdoor area while the 
indoor log distance path loss model [12] (as shown in equation 2.1) and the parameters 
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for indoor radio propagation are applied to the path loss calculation of the indoor area. 
The aggregate penetration loss of signal from outdoor to indoor area is also considered. 
An attenuation of 20 dB is added to the path loss of signal penetration from outdoor to 
indoor [91].  
( ) d.
d
dlogndPL)d(PL f 030510
0
100 ++⎟⎟⎠
⎞
⎜⎜⎝
⎛+=  (6.1) 
where )d(PL is the average path loss (dB), PL(d0) is a fixed path loss at a reference 
distance d0, nf is a path loss exponent for free space, and d is the distance between the 
transmitter and receiver in meters.  In these tests, the values of d0 = 1 m. and nf = 2 are 
used. 
6.3.2 Numerical Results  
The heuristic solution technique can harmonize the placement of APs and the 
assignment of frequency channels of indoor and outdoor APs. Figure 6.9 depicts the 
resulting network configuration, in which five APs provide service coverage in the target 
area. AP1 is located on a lamppost in the courtyard, and the other four APs are located 
within the library. AP1 is assigned frequency channel 6, and its adjacent APs (i.e., AP2 
and AP3) are assigned frequency channels 1 and 11, respectively. According to the path 
loss calculation used in the design, a signal from AP1 will penetrate into the building and 
carry some of the traffic load from demand nodes in the building (in Figure 6.9, such 
demand nodes are colored in pink).  
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 a. Contour plot of APs’ basic service areas 
 
 
AP Location Frequency channel Power level Colors represent user 
association to AP 
1 (8.8,34.0) 6 6  
2 (41.0,23.0) 1 6  
3 (50.0,60.0) 11 6  
4 (72.0,15.0) 11 6  
5 (72.0,46.0) 6 6  
b. WLAN configuration 
 
Figure 6.9 WLAN configuration for Hillman Library and the courtyard next to the building 
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6.4 Effects of User Activity Level  
 The user activity level is defined as the percentage of prospective wireless users 
who associate to the APs in the service area and use the network (e.g., participate in the 
wireless channel contention and share AP capacity) at a particular time. The user activity 
level varies across different areas with different usages or functionalities. As reported in 
network trace studies [41, 42, 44, 45], WLAN usage pattern and user behavior are 
correlated with users’ locations. For example, the amount of traffic generated in areas 
such as auditoriums and classrooms in which a high number of users associate to the APs, 
is quite low compared to the traffic generated by users in private offices where user 
activity is high [41, 42, 44, 45]. We account for WLAN usage patterns and user behaviors 
in the demand-based WLAN design model through the use of a user activity level 
parameter. This parameter indicates the activity of prospective wireless users on the 
network and the expected amount of traffic that needs to be carried in the network.  
In this section, we aim to investigate the effects of the user activity level on the 
network configuration and the performance of the WLAN obtained from the proposed 
demand-based WLAN design model.  
6.4.1 Experiment Settings 
 Two types of service environments are studied. They include the fourth floor of 
the School of Information Science building (SIS4) and the first floor of Hillman Library 
(HL1), shown Figure 6.1 (section 6.1). For these two service environments, we study the 
WLAN design in six scenarios. Scenarios 1 through 3 consider the SIS4 environment, 
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while scenarios 4 through 6 consider the HL1 environment. We vary the user activity 
level (αt) so that scenarios 1 and 4 reflect an area with low network traffic, scenarios 2 
and 5 replicate an area with medium network traffic, and scenarios 3 and 6 reflect an area 
with high network traffic. 
Note that user activity levels for the medium traffic case are based on the WLAN 
usage patterns and characteristics experienced and reported in the literature in which 
users in private sub-areas tend to be more active in data transfer activities than those 
located in other areas, while users in public sub-areas used for schedule-based activities 
tend to be more idle than users in other areas [41, 42]. The parameters of the low and 
high traffic cases are defined as being 40% lower and higher than those of the medium 
traffic case. In all scenarios, we consider the same set of average user data rates (Rt in 
Kbps), drawn from the network trace results reported in [40, 44]. In the private spaces, 
the average user data rate is 460 Kbps. In those public spaces with scheduled activities, 
the average user data rate is 80 Kbps. In the public spaces with unscheduled activities, the 
average user data rate is 260 Kbps. Parameters used in each scenario are summarized in 
Table 6.3.  
The proposed demand-based WLAN design model was applied to the six network 
design scenarios of the SIS4 and HL1 environments, as described above. The heuristic 
solution techniques described in chapter 4 were used to generate WLAN configurations 
for all design scenarios. The static parameters and the domain of the variables used in the 
solution technique are the same as those specified in section 6.1.  
 172
Table 6.3 Parameters used in sensitivity analysis to study the effects of user activity level 
Scenario Service environment α1 α2 α3 R1 R2 R3
1 SIS4, low user activity level 0.30 0.25 0.20 460 260 80 
2 SIS4, medium user activity level 0.50 0.40 0.35 460 260 80 
3 SIS4, high user activity level 0.70 0.55 0.50 460 260 80 
4 HL1, low user activity level 0.30 0.25 0.20 460 260 80 
5 HL1, medium user activity level 0.50 0.40 0.35 460 260 80 
6 HL1, high user activity level 0.70 0.55 0.50 460 260 80 
Note:  αt = user activity level of the prospective wireless users that are present in a service area of type t  
  Rt = average user data rate requirement (in Kbps) of the prospective wireless users that are present in a 
service area of type t 
where t = 1 indicates private spaces (e.g., graduate student offices, library staff offices) 
 t = 2 indicates public spaces for unscheduled activities (e.g., library study areas, student lounge) 
 t = 3 indicates public spaces for scheduled activities (e.g. classrooms, meeting rooms)  
 
6.4.2 Numerical Results and Discussion 
6.4.2.1 Effects of User Activity Level on Network Configurations 
Figures 6.10 through 6.15 shows WLAN configurations obtained for design 
scenarios 1 – 6, respectively. The figures show the contour plots of the APs’ basic service 
areas, indicating regions around the APs where signal strength and SIR level are good 
enough to allow data communication. Colors of the APs’ basic service areas correspond 
to frequency channel assignments. For example, in Figure 6.12, the basic service areas of 
APs using channels 1, 6, and 11 are shaded in blue, green, and pink, respectively. 
Demand nodes are colored to show to which AP they are assigned. The figures also 
provide details about the APs’ parameters, including locations, frequency channels, and 
power levels. It also provides information about the colors representing user association 
to APs. 
In the case of SIS4 with a low user activity level (scenario 1), the obtained 
network configuration utilizes two APs to provide radio signal coverage and 
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accommodate the expected data traffic in the area (Figure 6.10). As the prospective 
wireless users become more active in data transfer activities (i.e., higher value of the user 
activity level), the amount of traffic aggregating at the APs and competing for the 
wireless channel increases. As a result, more APs are needed to support network activity. 
In the medium network traffic case (scenario 2), three APs are used (Figure 6.11) while 
in the high network traffic case (scenario 3), four APs are used (Figure 6.12). 
 
 
a. Contour plot of APs’ basic service areas 
 
b. WLAN configuration 
AP Location Frequency channel Power level Colors represent user 
association to AP 
1 (8.0,8.0) 1 6  
2 (28.0,12.0) 6 6  
 
Figure 6.10 Basic service areas and WLAN configuration of SIS4, low user activity level 
(scenario 1) 
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a. Contour plot of APs’ basic service areas 
 
b. WLAN configuration 
AP Location Frequency channel Power level Colors represent user 
association to AP 
1 (6.0,10.0) 1 6  
2 (19.0,7.0) 6 6  
3 (26.0,13.0) 11 6  
Figure 6.11 Basic service area and WLAN configuration of SIS4, medium user activity 
level (scenario 2) 
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a. Contour plot of APs’ basic service areas 
 
b. WLAN configuration 
AP Location Frequency channel Power level Colors represent user 
association to AP 
1 (9.0,16.0) 1 5  
2 (23.0,15.0) 6 5  
3 (24.0,8.0) 1 6  
4 (8.0,0.0) 11 5  
Figure 6.12 Basic service areas and WLAN configuration of SIS4, high user activity level 
(scenario 3) 
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The resulting WLAN system configurations for HL1 scenarios 4 through 6 are 
shown in Figures 6.13 – 6.15, respectively. As in the case of SIS4, more APs are used in 
the service areas where high traffic demand is expected. In the case of low traffic demand 
(scenario 4), Figure 6.13 shows a WLAN configuration using five APs to provide radio 
signal coverage and accommodate data traffic generated by users in the service area. In 
the medium network traffic case (scenario 5), Figure 6.14 shows a WLAN configuration 
in which seven APs are used. Finally, in the high network traffic case (scenario 6), Figure 
6.15 shows the resulting WLAN configuration in which eight APs are used. As the 
number of APs used in the network configuration increases, the incidence of co-channel 
frequency reuse increases. This causes more interference between co-channel APs. As a 
result, the APs’ basic service areas become irregularly shaped as can be observed in 
Figures 6.14 and 6.15. 
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a. Contour plot of APs’ basic service areas 
 
AP Location Frequency channel Power level Colors represent user 
association to AP 
1 (16.0,23.0) 6 6  
2 (16.0,59.0) 1 6  
3 (54.0,12.0) 1 6  
4 (50.0,62.0) 6 5  
5 (54.0,36.0) 11 4  
b. WLAN configuration 
Figure 6.13 Basic service areas and WLAN configuration of HL1, low user activity level 
(scenario 4) 
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a. Contour plot of APs’ basic service areas 
 
AP Location Frequency channel Power level Colors represent user 
association to AP 
1 (11.0,16.0) 1 6  
2 (12.0,50.0) 6 5  
3 (51.0,12.0) 6 5  
4 (49.0,52.0) 1 6  
5 (38.0,31.0) 11 6  
6 (15.0,68.0) 11 4  
7 (55.0,33.0) 11 3  
b. WLAN configuration 
Figure 6.14 Basic service areas and WLAN configuration of HL1, medium user activity 
level (scenario 5) 
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a. Contour plot of APs’ basic service areas 
 
AP Location Frequency channel Power level Colors represent user 
association to AP 
1 (18.0,13.0) 11 5  
2 (15.0,43.0) 1 5  
3 (51.0,10.0) 11 4  
4 (40.0,50.0) 1 5  
5 (10.0,20.0) 6 5  
6 (16.0,52.0) 11 5  
7 (35.0,28.0) 6 6  
8 (49.0,26.0) 1 4  
b. WLAN configuration 
Figure 6.15 Basic service areas and WLAN configuration of HL1, high user activity level 
(scenario 6) 
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6.4.2.2 Comparative Performance Evaluation: Demand-based WLAN Design vs. 
Coverage-based WLAN Design 
Coverage-based WLAN design is the traditional and existing WLAN design 
approach and it focuses on providing radio signal coverage in the service region [24, 28, 
30-32]. In such work, the network traffic generated by wireless users in the service area is 
not considered. To demonstrate the superiority of the proposed demand-based WLAN 
design over the existing coverage-based design, we derive the comparative performance 
evaluation, considering the WLAN scenarios 1 through 6 described previously.  
The network configuration shown in Figure 6.10, designed for the case of a low 
network traffic (scenario 1), is considered to be the coverage-based WLAN configuration 
for the SIS4. The network configuration shown in Figure 6.13, designed for the case of a 
low network traffic (scenario 4), is considered to be the coverage-based WLAN 
configuration for the HL1. The reason is that such network configurations (Figures 6.10 
and 6.13) employ the minimum number of APs that can provide the required received 
signal strength and interference level in the service region according to the log-distance 
path loss model used in the path loss calculation of the design process. Figures 6.11 and 
6.12 show the demand-based WLAN configurations designed for SIS4 scenarios 2 and 3, 
respectively. Figures 6.14 and 6.15 show the demand-based WLAN configurations 
designed for HL1 scenarios 5 and 6, respectively.  
Tables 6.4 and 6.5 compare the network performance of the demand-based 
WLAN configurations against that of the coverage-based WLAN configurations under 
different network traffic conditions for SIS4 and HL1, respectively. Performance 
matrices used for the comparison include:  
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• Lowest average data rate available to an individual user present in a particular 
usage area type (Lavg, Kbps) 
• Percentage of prospective wireless users in the service area that can obtain their 
average data rate as required (% Satisfaction) 
• The number of APs used in the obtained network configurations 
• Average AP throughput, comparing all APs used in the service area (APavg, Kbps) 
 
Table 6.4 presents a comparative performance evaluation of SIS4 in three network 
traffic scenarios (scenario 1 through 3). Performances of the demand-based WLAN 
configurations are compared to that of the coverage-based WLAN configurations based 
on the performance matrices described above. In scenario 1 (low network traffic 
scenario), the coverage-based WLAN configuration with 2 APs can provide the average 
user data rate as required. The network traffic increases in scenarios 2 and 3, and the 
demand-based WLAN configurations (employing 3 and 4 APs, respectively) outperform 
the coverage-based WLAN configurations according to the resulting average data rate 
available to wireless users in the network. In Table 6.4, the lowest average obtainable 
user data rates are compared to the average user data rate requirement. The demand-based 
WLAN configuration can meet the average user data rate requirement in all scenarios 
considered. The lowest average data rates available to users meets the average data rate 
requirements, providing 100% of prospective wireless users in the service area with the 
average data rate as required. The coverage-based WLAN configuration, on the other 
hand, cannot provide the required average data rate to users in the service area of the 
scenarios 2 and 3. As the user activity levels increase in scenarios 2 and 3, the number of 
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active users that are simultaneously communicating and sharing the APs’ capacity 
increases. According to the capacity analytical model, as the number of users 
simultaneously connecting to the AP increases, the effective AP capacity decreases. As a 
result, the average obtainable user data rate becomes lower than if fewer users were 
sharing the same AP. Table 6.4, looking at scenario 2 (medium network traffic), shows 
that only 8% of wireless users can obtain the average data rate as required while 92% of 
the users suffer as a result of competing for the data channel and sharing APs under high 
network traffic conditions; the result is a lower average data rate than required. In 
scenario 3 (high network traffic), none of the wireless users in the area can obtain the 
required data rate because all APs in the network are overloaded with high traffic 
volume.  
 As shown in Table 6.5, similar conclusions can be made for the HL1 service area. 
The coverage-based WLAN configuration using 5 APs can provide the average user data 
rate required in the low network traffic case (scenario 4). However, when faced with the 
higher user activity levels of scenarios 5 and 6, AP1 and AP5 of the coverage-based 
WLAN configuration suffer from higher traffic load, resulting in lower average AP 
throughput compared to that of the scenario 4. The percentage of wireless users who can 
obtain average data rate as required falls to 60% and 30% in scenario 5 and 6, 
respectively.  
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Table 6.4 Comparative performance evaluation of WLAN configurations for SIS4  
  Traffic load scenarios 
  Low network traffic 
(scenario 1) 
Medium network 
traffic (scenario 2) 
High network traffic 
(scenario 3) 
  t=1 t=2 t=3 t=1 t=2 t=3 t=1 t=2 t=3 
Average data 
rate required 460.0 260.0 80.0 460.0 260.0 80.0 460.0 260.0 80.0 
Demand –
based design 737.2 491.5 98.3 608.4 405.6 81.2 602.1 401.4 80.3 
Lowest average data rate 
available to an individual 
use located in a particular 
usage area type (Kbps) Coverage -
based design 737.2 491.5 98.3 457.5 260.0 52.0 257.2 171.5 34.3 
Demand –
based design 100% 100% 100% % wireless users in service area obtaining average data 
rate as required Coverage -
based design 100% 8% 0% 
Demand –
based design  2 3 4   # APs used in the obtained 
network configuration Coverage -
based design  2 2 2  
Demand –
based design ap1=4.100, ap2=4.669 
ap1=3.970, ap2=5.232, 
ap3=3.756 
ap1=4.215, ap2=5.323, 
ap3=4.215, ap4=3.291 
Average AP throughput of 
each AP used in the service 
area (Mbps) Coverage -
based design ap1=4.100, ap2=4.669 ap1=3.633, ap2=4.130 ap1=3.360, ap2=3.823 
 
Note: 
 
t = 1 indicates private spaces (e.g., graduate student offices, library staff offices) 
 t = 2 indicates public spaces for unscheduled activities (e.g., library study areas, student lounge) 
 t = 3 indicates public spaces for scheduled activities (e.g., classrooms, meeting rooms)  
 
Table 6.5 Comparative performance evaluation of WLAN configurations for HL1 
  Traffic load scenarios 
  Low network traffic 
(scenario 4) 
Medium network 
traffic (scenario 5) 
High network traffic 
(scenario 6) 
  t=1 t=2 t=3 t=1 t=2 t=3 t=1 t=2 t=3 
Average data 
rate required 460.0 260.0 80.0 460.0 260.0 80.0 460.0 260.0 80.0 
Demand –
based design 609.8 406.6 81.3 605.8 403.8 80.8 618.0 412.0 82.4 
Lowest average data rate 
available to an individual 
user located in a particular 
usage area type (Kbps) Coverage -
based design 609.8 406.6 81.3 328.2 218.8 43.8 207.7 138.5 27.7 
Demand –
based design 100% 100% 100% % wireless users in service area obtaining average data 
rate as required Coverage -
based design 100% 60% 30% 
Demand –
based design  5 7  8   # APs used in the obtained 
network configuration Coverage -
based design  5 5  5  
Demand –
based design 
ap1=4.431, ap2=6.646, 
ap3=5.805, ap4=7.166, 
ap5=5.184 
ap1=3.450, ap2=5.966, 
ap3=4.868, ap4=5.250, 
ap5=5.729, ap6=7.590, 
ap7=7.084 
ap1=4.140, ap2=6.058, 
ap3=5.323, ap4=6.152, 
ap5=3.776, ap6=6.254, 
ap7=4.656, ap8=5.257  
Average AP throughput of 
each AP used in the service 
area (Mbps) 
Coverage -
based design 
ap1=4.431, ap2=6.646, 
ap3=5.805, ap4=7.166, 
ap5=5.184 
ap1=3.873, ap2=6.023, 
ap3=5.322, ap4=6.812, 
ap5=4.573 
ap1=3.642, ap2=5.730, 
ap3=4.887, ap4=6.090, 
ap5=4,257  
 184
6.5 Effects of Shadow Fading 
The signal strength received at a particular location will vary due to fluctuations 
in the signal caused by “shadow fading,” experienced as the signal goes through 
obstructions. Shadow fading can be characterized as a lognormal distribution where the 
fading component has a Gaussian distribution with a zero mean and a particular standard 
deviation determined based upon the environment and the surroundings [12]. As a result, 
the received signal strength at some locations in a service area may fall below a desired 
receiver sensitivity threshold. In order to provide adequate service coverage to the target 
area, the transmitted power needs to be increased beyond the level required to overcome 
the fluctuation in the received signal strength due to shadow fading effects. The amount 
by which the transmitted power needs to be raised is called the fading margin.  
The fading margin is determined based upon the desired percentage of coverage 
availability at the boundary of the AP’s coverage area (cell) [12, 71]. For example, we 
want to provide 95% coverage availability at the edge of the cell of a particular network 
in which the standard deviation (σ) of the shadow fading component is 4 dB. To find a 
fading margin (F) for this case, we solve the equation 050
22
1 .Ferfc =⎟⎠
⎞⎜⎝
⎛
σ  by using Matlab 
and obtain F = 6.58 dB. 
In this study, the effects of shadow fading on the WLAN configurations obtained 
from the design process are observed. 
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6.5.1 Experimental Settings 
This study considers WLAN design for the first floor of Hillman Library (HL1), 
dimension 66m. × 75m., at the University of Pittsburgh, as shown in Figure 6.1b (section 
6.1). The demand node distribution and the network usage characteristics are the same as 
that described in section 6.1.  
In planning a wireless network, designers usually aim to provide 95-99% 
coverage availability at the edge of the cell [62]. In this experiment, our design aims for 
95% coverage availability at the edge of the cell. We consider five values of the shadow 
fading. The corresponding fading margin for each value of the shadow fading is 
presented in Table 6.6. These fading margins have been applied to the link budget 
calculation of the design process. The effects of shadow fading on the resulting WLAN 
configuration are observed.  
 
Table 6.6 Shadow fading and corresponding fading margins 
Shadow fading (dB) Fading margin (dB) for 95% coverage 
availability at the edge of cells 
1 1.645 
2 3.290 
3 4.935 
4 6.580 
5 8.225 
 
6.5.2 Numerical Results and Discussions 
The initial network configuration used to derive the WLAN configuration for the 
case of shadow fading of 1 dB is obtained from the construction phase and the initial 
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frequency channel assignment phase. Table 6.7 shows the parameters of this initial 
network configuration. The WLAN configuration resulting from consideration of shadow 
fading of 1 dB is called WLAN1. We aimed to observe how the network configurations 
change from WLAN1 as the shadow fading increases. So, WLAN1 is then used as the 
initial configuration to determine WLAN configurations for the remaining shadow fading 
cases. Table 6.8 summarizes the resulting WLAN configurations obtained for each 
shadow fading value considered in this experiment. In Table 6.8, parameters of APs in 
the configurations altered from that of the WLAN1 are highlighted to indicate differences 
between network configurations. 
Table 6.8 shows that the WLAN configurations obtained for each case of shadow 
fading are slightly different from that of WLAN1. As the shadow fading increases, power 
levels of some APs need to be increased to compensate for higher signal reduction, and 
locations of some APs are adjusted to prevent excessive interference between co-channel 
APs due to higher signal fluctuation. Figure 6.16 shows the locations of APs with all 
resulting WLAN configurations superimposed on each other. We can see that APs’ 
locations do not change much in the resulting network configurations when different 
values of shadow fading are considered.  
 
Table 6.7 Initial network configuration 
Initial network 
configurations 
AP0 AP1 AP2 AP3 AP4 Ap5 AP6 
Location (x,y) (15,14) (12,50) (51,12) (49,55) (25,30) (18,69) (52,30) 
Frequency channel 11 6 1 11 6 1 1 
Power level 4 4 4 6 4 4 4 
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Table 6.8 Resulting WLAN configurations 
Shadow 
fading (dB) 
Resulting WLAN 
configurations 
AP0 AP1 AP2 AP3 AP4 AP5 AP6 
Location (x,y) (17,20) (12,50) (56,6) (46,44) (15,12) (9,74) (52,33) 
Freq. channel 6 1 11 11 11 6 1 
1 
(WLAN1) 
Power level 6 4 4 6 5 3 3 
Location (x,y) (17,20) (12,50) (56,6) (46,44) (15,12) (9,74) (52,33) 
Freq. channel 6 1 11 11 11 6 1 
2 
Power level 6 4 5 6 5 3 3 
Location (x,y) (17,20) (12,50) (54,7) (46,44) (15,12) (11,72) (52,33) 
Freq. channel 6 1 11 11 11 6 1 
3 
Power level 6 4 5 6 5 3 3 
Location (x,y) (17,20) (12,50) (51,10) (46,44) (15,12) (12,71) (52,33) 
Freq. channel 6 1 11 11 11 6 1 
4 
Power level 6 4 5 6 5 3 3 
Location (x,y) (17,20) (12,50) (51,11) (48,55) (15,12) (9,74) (52,33) 
Freq. channel 6 1 11 11 11 6 1 
5 
Power level 6 5 5 6 5 4 4 
 
Figure 6.16 Locations of APs in WLAN configurations obtained for different values of 
shadow fading. 
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6.6 Effects of Path Loss Models used in the WLAN Design 
In the WLAN design, signal strength calculation is a major task to estimate the 
coverage area of the APs. Path loss models are used to calculate this signal coverage. It 
relates the loss of signal strength to distance and environment between the AP and the 
receiver. Several path loss models have been developed for use in indoor wireless 
network design as reported by Rappaport [12]. In this study, the effects of using different 
path loss models on WLAN configurations are investigated.   
6.6.1 Experiment Settings 
We conducted this study by considering the design of two service areas, the fourth 
floor of the School of Information Science building (SIS4), dimension 33m × 21m 
(Figure 6.1a) and the first floor of Hillman Library (HL1), dimension 66m × 75m (Figure 
6.1b). SIS4 is a typical floor plan of an academic building containing a large central 
structure with elevator shafts, stairwells, and restrooms. Around this center, partitioned 
by office walls, are classrooms, graduate student offices and a student lounge. HL1 is a 
large library containing both an open study area and an open area of bookshelves, an area 
of compact bookshelves, and separated library staff offices. The center of the floor plan 
consists of stairwells, elevator shafts, and restrooms. The design of the six scenarios 
described in section 6.1 were considered, in which scenarios 1 through 3 are tailored to 
the SIS4 environment and scenarios 4 through 6 to the HL1 environment. Different levels 
of network traffic are considered in each of the scenarios, as described in Table 6.1.   
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We compare the use of two path loss models: the log distance model and the 
partition dependent model, for the signal strength calculations in the design process. A 
detailed description of each model is presented in Section 2.7 and is reviewed below. 
 
1. Log-distance model 
The log-distance path loss model for the path loss calculation is written in the 
equation (6.1).   
( ) ( ) δXd
dlogndPLdPL +⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
0
100 10  (6.1) 
 
where d is the distance from the transmitter, PL(d0) is the path loss at reference distance 
d0 , n specifies the path loss behavior for a particular environment, and Xδ represents a 
normal random variable with standard deviation of δ dB.  
In this experiment, n = 3.3 [71] and δ = 3.5 [72] are applied in the path loss 
calculation using the equation (6.1). To provide 95% signal coverage availability [62], a 
fading margin of 5.75 dB is applied in the path loss calculation of the design process. 
 
2. Partition dependent model 
The partition dependent model [29] considers an explicit number of partitions 
intervening between the transmitter and the receiver. It assumes the signal attenuation as 
in the free space (n =2) plus additional path loss increasing with the number of partitions. 
The path loss model is given by 
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( ) ( ) δϖϑ Xd
dndPLdPL ii ++⎟⎟⎠
⎞
⎜⎜⎝
⎛+= ∑
0
100 log10  (6.2) 
where ϑi is the number of partitions of type i and ϖi is the attenuation factor in dB for the 
partition of type i. The loss values for different types of partitions at 2.4 GHz are reported 
by Pahlavan and Krishnamurthy [71].  
In this experiment, we considered the concrete wall and the elevator shaft to have 
a loss of 12.4 dB and the floor-to-ceiling walls partitioning classrooms and office spaces 
to have a loss of 6 dB at 2.4 GHz [71]. In the implementation of the partition dependent 
path loss model, we count the number of partitions crossed by a straight line connecting 
the AP and the receiving point. A fading margin of 5.75 is applied to provide 95% signal 
coverage availability [62], considering δ of 3.5 in both service environments studied here 
[72].  
6.6.2 Numerical Results and Discussions 
6.6.2.1 Is the design sensitive to path loss models?  
First, the six scenarios considered in this experiment were designed using the log 
distance path loss model in the signal strength calculation of the design process. Then the 
resulting network configurations were analyzed using the partition dependent model. The 
results show that the network configurations designed using the log distance model do 
not meet all constraints when analyzed using the partition dependent model. From the 
network design scenarios considered here, it can be concluded that the network design is 
sensitive to the path loss model used.  
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6.6.2.2 Effect of Using Different Path Loss Models on the Resulting Network 
Configurations 
For each design scenario, different path loss models were used in the design 
process. Numerical results show that the use of different path loss model in the network 
design yield different network configurations as described in the following:  
Table 6.9 shows the number of APs employed in the resulting network 
configurations designed by using different path loss models in the signal strength 
calculation of the design process. We can see in the low traffic load scenarios of the SIS4 
and HL1 service areas (scenarios 1 and 4, respectively), that the partition dependent 
model yields network configurations employing more APs than configurations designed 
using the log distance model. In the SIS4 scenario 1, the log distance model yields a 
network configuration with two APs, while the partition dependent model yield a 
network with three APs. Figure 6.17 shows network configurations of SIS4 in low 
network traffic conditions (scenario 1).  
 
Table 6.9 Number of APs used in network configurations 
   Number of APs used in the  
resulting network configurations 
Service  
area 
Scenario Expected traffic 
load 
Log distance 
model 
Partition dependent 
model 
1 low 2 3 
2 medium 3 3 
SIS4 
3 high 4 4 
4 low 5 6 
5 medium 7 7 
HL1 
6 high 8 8 
 
 192
In the HL1 scenario 4, the log distance model yields a network configuration 
using five APs, while the partition dependent model yield a network using six APs. 
Figure 6.20 shows the resulting network configurations of HL1 in low network traffic 
conditions (scenario 4). 
In the network design for medium and high network traffic (scenarios 2, 3, 5 and 
6), both path loss models considered in this study yield network configurations 
employing the same number of APs as shown in Table 6.9. However, the APs’ 
parameters, specifically their locations and power levels, are different, as described 
below: 
In the SIS4 medium network traffic scenario (scenario 2), both path loss models 
result in network configurations using three APs. Figure 6.18 shows the resulting network 
configurations in which the APs’ locations are slightly different while the power levels 
and frequency channels are the same.  
In the SIS4 high network traffic scenario (scenario 3), each of the resulting 
network configurations employs four APs (Figure 6.19). However, they are slightly 
different from each other with regard to the APs’ locations and power levels. Using the 
partition path loss model, the APs are assigned higher power levels compared to those 
designed by using the log distance model. 
In the HL1 medium and high network traffic scenarios (scenarios 5 and 6), seven 
and eight APs are used in the resulting network configurations, respectively. Figures 6.21 
and 6.22 depict the resulting network configurations in which the APs’ locations are 
different and the power levels are higher in the network configurations designed by using 
the partition model compared to those designed of the log distance path loss model.  
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From the results of the numerical experiment described in this section, the 
following observations and explanations can be made:  
• In the low network traffic scenarios (scenarios 1 and 4), the amount of traffic in the 
network is not a critical issue in the network design, rather the dominant factor is the 
obstructive characteristics of the service area. The network configurations designed 
using the path loss model that does not take into account detailed obstructions 
between the transmitter and the receiver (e.g., the log distance model) utilize fewer 
APs than the network configurations designed using the path loss model that accounts 
for detailed obstruction in the service area (e.g., the partition dependent model). 
• In the medium and high network traffic scenarios (scenarios 2, 3, 5 and 6), the 
amount of network traffic is an issue in the network design. Using either the log 
distance or the partition dependent path loss models in the design process yields 
WLAN configurations that require the same number of APs. The reason is that APs 
used to accommodate traffic demand in the service area in turn provide signal 
coverage to the area where obstructions might exist. Therefore, the resulting network 
configurations designed by using both path loss models require the same number of 
APs in the network. However, the APs’ parameters (e.g., locations, power levels, and 
frequency channels) are changed when using the partition dependent path loss model 
which accounts for detailed obstructions in the service environment. 
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AP Location Frequency 
channel 
Power 
level 
1 (8.0,8.0) 1 6 
2 (24.0,8.0) 6 6 
a. WLAN configuration designed by using the log distance path loss model 
 
  
AP Location Frequency 
channel 
Power 
level 
1 (8.0,8.0) 1 6 
2 (27.0,10.0) 6 6 
3 (14,14) 11 4 
b. WLAN configuration designed by using the partition dependent path loss model 
Figure 6.17 Comparison of WLAN configurations for SIS4 with low network traffic (scenario 1) 
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AP Location Frequency 
channel 
Power 
level 
1 (6.0,10.0) 1 6 
2 (19.0,7.0) 6 6 
3 (26.0,13.0) 11 6 
a. WLAN configuration designed by using the log distance path loss model 
 
  
AP Location Frequency 
channel 
Power 
level 
1 (5,13) 1 6 
2 (13,8) 6 6 
3 (27,13) 11 6 
b. WLAN configuration designed by using the partition dependent path loss model 
Figure 6.18 Comparison of WLAN configurations for SIS4 with medium network traffic (scenario 2) 
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AP Location Frequency 
channel 
Power 
level 
1 (8.0,0.0) 6 5 
2 (24.0,8.0) 1 6 
3 (9.0,16.0) 1 5 
4 (23.0,15.0) 11 5 
a. WLAN configuration designed by using the log distance path loss model 
  
AP Location Frequency 
channel 
Power 
level 
1 (5,6) 6 6 
2 (27,1) 1 5 
3 (5,14) 1 5 
4 (26,14) 11 6 
b. WLAN configuration designed by using the partition dependent path loss model 
Figure 6.19 Comparison of WLAN configurations for SIS4 with high network traffic (scenario 3) 
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AP Location Frequency 
channel 
Power 
level 
1 (16.0,23.0) 6 6 
2 (16.0,59.0) 1 6 
3 (54.0,12.0) 1 6 
4 (50.0,62.0) 6 5 
5 (54.0,36.0) 11 4  
a. WLAN configuration designed by using the log distance path loss model  
 
AP Location Frequency 
channel 
Power 
level 
1 (22,20) 1 6 
2 (12,68) 1 5 
3 (54,12) 6 6 
4 (50,60) 6 6 
5 (53,37) 11 6 
6 (10,47) 11 6  
b. WLAN configuration designed by using the partition dependent path loss model 
Figure 6.20 Comparison of WLAN configurations for HL1 with low network traffic (scenario 4)  
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AP Location Frequency 
channel 
Power 
level 
1 (11.0,16.0) 1 6 
2 (12.0,50.0) 6 5 
3 (51.0,12.0) 6 5 
4 (49.0,52.0) 1 6 
5 (38.0,31.0) 11 6 
6 (15.0,68.0) 11 4 
7 (55.0,33.0) 11 3  
a. WLAN configuration designed by using the log distance path loss model  
 
AP Location Frequency 
channel 
Power 
level 
1 (10,16) 1 5 
2 (12,49) 6 6 
3 (50,12) 1 6 
4 (49,55) 11 6 
5 (25,30) 11 6 
6 (16,67) 1 4 
7 (47,32) 6 3  
b. WLAN configuration designed by using the partition dependent path loss model 
Figure 6.21 Comparison of WLAN configurations for HL1 with medium network traffic (scenario5)  
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AP Location Frequency 
channel 
Power 
level 
1 (18.0,13.0) 11 5 
2 (15.0,43.0) 1 5 
3 (51.0,10.0) 11 4 
4 (40.0,50.0) 1 5 
5 (10.0,20.0) 6 5 
6 (16.0,52.0) 11 5 
7 (35.0,28.0) 6 6 
8 (49.0,26.0) 1 4  
a. WLAN configuration designed by using the log distance path loss model  
 
AP Location Frequency 
channel 
Power 
level 
1 (10,5) 11 5 
2 (7,66) 1 6 
3 (51,10) 6 6 
4 (35,50) 11 6 
5 (10,20) 1 6 
6 (14,45) 6 6 
7 (47,46) 6 6 
8 (49,26) 11 4  
b. WLAN configuration designed by using the partition dependent path loss model 
Figure 6.22 Comparison of WLAN configurations for HL1 with high network traffic (scenario 6)  
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6.7 Summary 
 This chapter presents numerical experiments in WLAN design considering 
various scenarios ranging from the design of a network for a small, single-floor service 
area to the design of a network for a large, single-floor area to the design of a network for 
a multiple-floor service area. We also demonstrate the application of the proposed 
demand-based WLAN design model to an indoor service area being extended to include 
an outdoor courtyard.  
Additionally, a comparative performance evaluation was conducted to compare 
the performance of WLANs designed by the demand-based network design approach 
against those designed by the coverage-based design approach. The results demonstrate 
the superiority of networks designed using the demand-based approach over those 
designed using the coverage-based approach.  
Finally, extensive numerical experiments were conducted to study the effects of 
shadow fading and the path loss models used in the network design. When using different 
values for the shadow fading in network design, the resulting network configurations are 
slightly different from each other. As the shadow fading increases, the power levels of 
some APs are increased to compensate for greater signal reduction due to signal 
fluctuation, and the locations of some APs are adjusted to prevent interference between 
co-channel APs.  
The numerical experiments conducted to study the effects of path loss models 
show that network design is sensitive to the model used in the calculation of the design 
process. Different path loss models used in the design process yield networks with 
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different configurations. In a service area with low traffic demand, the path loss model 
considering detailed obstructions between APs and the receiving points yields network 
configurations requiring more APs than those designed using the distance dependent path 
loss model. In a service area with high traffic demand, both the partition dependent and 
the distance dependent path loss models yield network configurations using the same 
number of APs. However, the APs’ parameters are different.  
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7.0 CONCLUSIONS, CONTRIBUTIONS, 
LIMITATIONS, AND FUTURE WORK 
 
7.1 Conclusions and Contributions 
 In this dissertation, we have considered the problem of Wireless Local Area 
Networks (WLAN) design. As WLANs become more widespread and the price of 
notebook and handheld computers drops, the number of wireless users and the expected 
network traffic become issues that need to be considered in the network design process. If 
these issues are not considered, the resulting networks may not be capable of 
accommodating their traffic. Existing WLAN design methods limit their focuses to the 
provision of signal radio coverage in the service area. These are insufficient and 
inefficient methods for designing networks for current and the emerging WLAN 
environments in which traffic demand for data communication is high. To address the 
drawbacks of the existing WLAN design methods, we develop in this dissertation a 
demand-based WLAN design methodology that accounts for not only the radio signal 
coverage requirements but also the data rate capacity requirements. Specifically, the 
major contributions of this dissertation include: 
• Development of a demand-based WLAN design model formulated as a Constraint 
Satisfaction Problem (CSP). The design model’s mathematical formulation 
considers both signal radio coverage requirements and data rate capacity 
requirements. Network usage characteristics of WLANs are accounted for by 
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incorporating the correlation between users’ network usage behavior and their 
locations into the CSP formulation. Additionally, CSMA/CA capacity analytical 
model is incorporated into the network design to ensure that the average required 
data rate is available to prospective wireless users in the service area.  
• Development of a heuristic solution technique that can efficiently solve the 
demand-based WLAN design problem. The heuristic relies upon simple constraint 
violation information and can efficiently guide the search to converge to a feasible 
solution in a reasonable amount of time. Components of the heuristic solution 
technique framework that this research has developed include: an Area Covering 
Heuristic (ACH), a Demand Clustering Heuristics (DCH), Frequency Channel 
Assignment (FCA) based on the simulated annealing algorithm, and the 
Constraint Violation Reduction (CVR) heuristic based on a tabu search algorithm.  
• The framework of the developed WLAN design methodology is flexible. Its 
flexibility due to a modular structure allows for different antenna patterns, path 
loss models and/or 802.11 capacity analytical models to be used without changing 
the overall framework of the network design model and the solution technique.  
• The developed demand-based WLAN design methodology is capable of designing 
various network scenarios. This methodology is useful for a variety of 
environments, from those with small, single floor service areas to those that are 
complex with multiple-floor service areas. The capability of this design 
methodology is fourfold, as it can determine not only the number of APs required, 
but also their locations, power levels and frequency channels. Additionally, it can 
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be applied to the design of service environments that include courtyard areas 
around the service building. 
7.2 Limitations and Future Work 
 The WLAN design formulation developed in this dissertation incorporates several 
assumptions which result in limitations in the network design model. Addressing each of 
these assumptions and their effects is left for future work. The current network design 
model accounts for only a downlink design (i.e. signal transmitted from APs toward 
wireless terminals). Interference is calculated based on signal levels from adjacent APs 
operating on the same or overlapping frequency channels. Interfering signals generated 
by mobile nodes are not considered. The assumption, based on network trace studies [40], 
was that most of traffic in a WLAN is in the downlink direction (i.e. data transmitted 
from APs toward wireless users). Thus, the majority of the interference energy is also 
from the downlink signals transmitted from APs. In real environment, there might already  
be APs and occur interference sources in the desired service area, however the current 
network design model assumes a "greenfield" design. Additionally, the model assumes 
that wireless users communicate with one AP (i.e. the network design model associates 
each wireless user to one AP). Therefore traffic load to may be assigned to a specific AP, 
so that an average obtainable user data rate can be estimated. However, wireless users 
may be able to communicate with and use the capacity from more than one AP. Finally, 
the model assumed a constant and uniform data rate within the BSA. However, due to 
data rate fallback protocols, the data rate may change as signal strength and SIR levels 
change. 
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Directions for future work include: 
• Incorporating both uplink and downlink signals in the network design 
formulation. 
• Modifying the WLAN design methodology so that it can redesign existing 
WLANs to accommodate higher expected traffic demand and/or to expand 
coverage of the present service area. 
• Incorporating multiple data rates within the BSA by applying multiple SIR levels 
in the network design formulation.  
• Allowing mobile nodes to multi-home (i.e. associating each wireless user (each 
demand node) to multiple APs) in order to provide survivability in the WLAN 
design. If sufficient capacity is designed into the WLAN configuration then when 
one AP fails, another AP can support the traffic load. 
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APPENDIX A 
List of abbreviations used in the dissertation 
ACH = Area Covering Heuristic 
AP = Access Point 
BSA = Basic Service Area 
BSS = Basic Service Set 
CS = Coverage Square 
CSMA/CA = Carrier Send Multiple Access/ Collision Avoidance 
CSP = Constraint Satisfaction Problem 
CVR = Constraint Violation Reduction 
DCH = Demand Clustering Heuristic 
ESS = Extended Service Set 
FCA = Frequency Channel Assignment 
ICH = Initial Covering Heuristic 
MAC = Medium Access Control 
SA = Simulated Annealing  
STP = Signal Test Point 
SIR = Signal to Interference Ratio 
TS = Tabu Search 
UA = Unit Area 
WLAN = Wireless Local Area Network 
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APPENDIX B 
List of notations used in the dissertation 
(x, y, z) = Coordinate in three-dimensional space, where (x, y) represents a location 
on floor z 
A = {ap1, ap2, …, apn} denote a set of APs used in the service area, where n is 
the total number of APs required. 
U = {d1t, d2t, …, dmt} denote a set of demand nodes, given by their position 
inside the service area, where m is the total number of demand nodes in 
the set U. Index t indicates the type of sub-area where demand node i is 
located: 1 ≤ i ≤ m and t ∈ T where T is the set of sub-area types.  
U  = Set of demand nodes that are not associated to any AP 
G = {g1, g2, …, gc} denote a set of STPs representing locations where the 
received signal strength and the SIR level will be tested, and c is the total 
number of STPs in the service area. Each STP gh refers to a coordinate in 
three-dimensional space (xh, yh, zh), where 1 ≤ h ≤ c and zh is the floor 
where gh is located. 
T = Set of sub-area types. Here we define three types of sub-areas: T = 
{1,2,3} where 1 denotes private sub-areas, 2 denotes public sub-areas for 
unscheduled activities, and 3 denotes public sub-areas for schedule-based 
activities. 
n = Number of APs used in the network 
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pj = power level of apj ∈A 
fj = frequency channel of apj ∈A 
t
ijd  
= User association binary variable that equals 1 if demand node i ∈ U 
associates to apj ∈ A; 0 otherwise. Index t ∈ T represents the type of sub-
area where demand node i is located. 
ghj = Signal availability binary variable that equals 1 if STP h∈G can receive a 
signal from apj ∈A; 0 otherwise. 
(xj,yj,zj) = location of apj ∈A, (xj, yj) represents the coordinates on floor zj
Dn = Integer number 
Dp = Set of candidate power levels for variable pj = {P1, P2,…, Pmax} 
Df = Set of candidate frequency channels for variable fj = {F1, F2, …, Fk} 
Dd = {0, 1} the domain of binary variable  tijd
Dg = {0, 1} the domain of binary variable ghj 
D(x,y,z) = The domain of variable (xj, yj, zj) where xmin < xj < xmax, ymin < yj < ymax, 
and zj∈FLOOR={1st, 2nd, …, rth} 
αt = User activity level defines the percentage of wireless users in sub-area 
type t that are engaged in a data transfer activities (i.e., participating in 
channel contention and sharing AP capacity) 
Rt = Average user data rate requirement in the sub-area type t  
PRthreshold = Received sensitivity threshold  
SIRthreshold = Signal to interference ratio threshold  
ηjk = Adjacent channel interference, specifying the percentage of interfering 
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power that the signal operating at fk dissipates to the signal operating at fj
Cj = Data rate capacity of the apj  
ijR
P  = Received signal strength that user i receives from apj
ijIntf  = Interference level at user i, when associating to apj
t
ir  = Average data rate that user i who situates in sub-area type t can obtain  
t
jU  
= Set of all prospective wireless users located in sub-area type t that are 
within the radio signal coverage of apj and associate to apj  
  ∑∑
∈ ∈
=
Ui Aj
t
ij
t
j dU
  
t
jm  = Set of active wireless users located in sub-area type t that are active in 
data transfer activities and sharing capacity of apj. The average number of 
active users in the set  is the fraction of users in the set  that are 
expected to be active and can be estimated by applying the parameter α
t
jm
t
jU
t 
(user activity level) (i.e., tjj
t
j Um α= ) 
mj = Set of all active wireless users that are sharing capacity of apj  
 = Union of all active users from all sub-areas that can communicate to apj
 = t
j
Tt
mU
∈∀  
Λ =   Set of all active wireless users in the network =  j
Aj
mU
∈∀
pktt = Average packet length (bits) of data traffic from the user in sub-area type t 
t
iτ  = Average overall transmission time (µsec) that it takes to successfully 
transmit a packet  from user i located in sub-area type t 
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τoverhead = Transmission time according to the CSMA/CA protocol overhead (µsec) 
τcompete = Estimated time spent in the contention period when a group of mj active 
users are contending for the data channel at apj (µsec) 
τpkt = Packet transmission time (µsec) 
Pc(mj) = proportion of collisions experienced by each packet successfully 
acknowledged at the MAC layer when a group of mj active users are 
contending for the data channel at apj (0 ≤ Pc(mj) < 1) 
DIFS = Distributed Interframe Space 
PLCPpreamble = Preamble part of the Physical Layer Convergence Protocol 
PLCPheader = Header part of the Physical Layer Convergence Protocol 
SIFS  = Short Interframe Space 
ACK  = Acknowledgement 
SLOT  = Time slot 
CWmin = Contention window  
CRC = Cyclic Redundancy Check 
MACheader = Average medium access layer header 
CoG = Center of gravity 
γ = Radius of AP coverage area computed using a path loss model and 
assuming an isotropic antenna. 
( CoGCoG y,x )  = Coordinate of CoG  
Ψ = Graph (V, E) represent a WLAN in which V = {v1, v2, …, vn} is the set 
of vertices representing APs in the set A = {ap1, ap2, …, apn} and E = 
{(vi,vj)/ vi,vj ∈ V) is the set of edges representing channel separation 
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constraints between all pairs of APs.  
B = (bij)n′×n′ channel separation matrix where n′ is the number of vertices of 
the graph, element bij with i ≠ j representing the minimum channel 
separation required between vertices vi and vj such that the network can 
avoid interference caused by other APs in the vicinity. 
distancemax = Channel separation between each pair of consecutive non-overlapping 
channels 
CT = Control temperature in the simulated annealing algorithm 
Θ = Cost function of the WLAN FCA problem 
nviolated = The number of violations on the channel separation requirement in the 
WLAN FCA problem. 
Maxiter = Maximum number of iterations allowed at each temperature state in the 
simulated annealing process of the WLAN FCA problem 
Paccept = Probability of accepting new frequency assignment in the simulated 
annealing process of the WLAN FCA problem 
ϕ = the parameter that specifies how the CT is reduced and how the number 
of iterations at each temperature step is increased as CT is reduced 
Max_noimprov = the number of consecutive iterations that allow the search to proceed 
without improvement 
CTmax = the starting temperature 
CTmin = the finishing temperature 
S = {s1, s2, s3, …, sm} a set of neighbor solutions generated based on the 
current solution s. 
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s** = The best_so_far solutions  
s* = The best solution in S  
β1 = measures the violations of the radio signal coverage criterion 
β2 = measures violations of the data rate requirement criterion 
w1 = weight factor representing relative importance of radio signal coverage 
criteria 
w2 = weight factor representing relative importance of traffic demand 
coverage criteria 
wg = weight factor representing relative importance of grid g 
wi = weight factor representing relative importance of user i 
UA = Unit Area in the service area  
nUA = Total number of UAs managed in the service area 
pr
iG  = Set of STPs in UAi where the received signal strength is below the 
threshold, for i = 1,…, nUA
SIR
iG  = Set of STPs in UAi where the SIR level is below the threshold, for i = 
1,…, nUA
ov
iA  = Set of APs in UAi that cannot provide the required average data rate to 
associated wireless users for i = 1,…, nUA
pr
iCoG  
=
Center of gravity of STPs in   
pr
iG
pr
il  
=
The lowest received signal strength among STPs in  
pr
iG
pr
iLoc  
= Location of the STP with the lowest signal strength 
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SIR
iG  = Number of STPs in  
SIR
iG
SIR
iavg  
=
Average SIR level of all STPs in   
SIR
iG
SIR
iCoG  
=
Center of gravity of STPs in  
pr
iG
ova
iCoG  
= Center of gravity of the locations of wireless users assigned to 
 where a
ov
i
ov Aa ∈ ov denotes an overload AP 
ssv
potentialA  
=
=
Set of potential APs selected with respect to the signal strength 
violation (ssv) 
SIRv
potentialA  
= Set of potential APs selected with respect to the SIR violation (SIRv) 
drv
potentialA  
= Set of potential APs selected with respect to the average data rate 
violation (drv) 
potentialA  = Set of all potential APs =  
drv
potential
SIRv
potential
ssv
potential AAA ∪∪
ssv
.m.gΩ  = Set of neighbor solutions regarding the signal strength violation derived 
by the greedy moves (g.m.) 
ssv
.m.cΩ  = Set of neighbor solutions regarding the signal strength violation derived 
by conservative moves (c.m.) 
SIRv
.m.gΩ  = Set of neighbor solutions regarding the SIR violation derived by greedy 
moves 
SIRv
.m.cΩ  = Set of neighbor solutions regarding the SIR violation derived by 
conservative moves 
drv
.m.gΩ  = Set of neighbor solutions regarding the average data rate violation 
derived by greedy moves 
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drv
.m.cΩ  = Set of neighbor solutions regarding the average data rate violation 
derived by conservative moves 
SIR
iG  
= Set of STPs in UAi where the SIR level is below the SIRthreshold, for i = 
1,…, nUA
SIR
iG  is subdivided into σ subsets where 
SIR
,iG 1  ∪ SIR,i 2  ∪ … k,i ∪ …  G = SIRiGG ∪ G ∪ σ  and 
∩ G ∩ ∩ = ∅ 
 
SIR SIR
,i
SIR
,i 1  ,i 2  ∩ …  SIRk,iG ∩ …  SIR,iG σG  SIR
σ = Total number of APs that provide the highest SIR level to STPs in SIRiG  
h
k,ia  
=
AP that provides the highest SIR level to STPs in , for k = 1, …, σ SIRk,iG
INTF
k,ia  
=
AP that is closest to k,ia and operates at the interfering frequency  
h
channel with respect to the frequency channel assigned to the 
h
. Note 
that in the case of 802.11b, the interfering frequency channel is the 
channel where the channel distance to the frequency channel of the 
is less than five. In the case of the 802.11a, the AP whose frequency 
k,ia
h
k,ia
channel is the same as that of k,ia is the interfering AP. 
h
h,SIR
potentialA  = Set of potential APs that could improve the received signal strength so 
that the SIR level can be improved 
INTFSIR
potentialA
,
 
= Set of potential APs that could reduce the interference signal so that the 
 = st ,
SIR level can be improved 
),( jj yx ∆∆  ep size to move the aj ∈ potentialA  INTFSIR
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)_,_(x ,,
SIR
ki
SIR
ki CoGyCoG  
⊕ ove a . (It indicates whether to move 
,
UA size 
= (x, y) coordinate of the center of gravity SIRkiCoG ,  
= Direction to m j∈ INTFSIRpotentialA ,
away from or toward SIRCoG ) ki
= The size of the unit area that is used to partition the service area 
in order to manage the constraint violation information 
λ = Step size to move AP  
Maxiter_CVR = The number of consecutive iterations without improvement on 
the constraint violation reduction 
TabuTenuredi = The tabu tenure of an AP’s move direction attribute (the number 
of iterations during which the AP cannot return back to the 
TabuTenurep
direction from which it is moved) 
= The tabu tenure of an AP’s power level attribute (the number of 
iterations during which the AP’s power level cannot be reduced 
Elite_list_size 
(increased) if it has just been increased (reduced)) 
= The number of good solutions recorded in the list  
iϑ = The number of partitions of type i  
ϖi  = The attenuation factor in dB for the partition of type i 
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