Abstract. In this paper, we will give two proofs of the CluckersVeys conjecture on exponential sums for the case of polynomials in Z[x1, . . . , xn] having log-canonical thresholds at most one half. In particular, these results imply Igusa's conjecture and Denef-Sperber's conjecture under the same restriction on the log-canonical threshold.
Introduction
Let n ≥ 1 be a natural number and let f ∈ Z[x 1 , . . . , x n ] be a nonconstant polynomial in n variables, for which we assume that f (0, . . . , 0) = 0. For homogeneous polynomials f , Igusa has formulated, on page 2 of [10] , a conjecture on the exponential sum where p is a prime number and m ∈ N. More precisely, he predicted that there exist a constant σ, which depends on the geometric properties of f , and a positive constant C, independent of p and m, such that for all primes p and for all m ≥ 1, |E m,p (f )| ≤ Cm n−1 p −mσ .
In particular, his conjecture implies an adèlic Poisson summation formula.
A local version of this sum, was considered by Denef and Sperber in [8] . Under certain conditions on the Newton polyhedron ∆ of f , they proved that there exist constants σ, κ, depending only on ∆, and a positive constant C, independent of p and m, such that for all m ≥ 1 and almost all p, we have
In [1] , Cluckers proved both conjectures in the case that f is non-degenerate.
To generalise these facts, Cluckers and Veys formulated, in [4] , a conjecture related to the log-canonical threshold of an arbitrary polynomial f . We will recall the definition of the log-canonical threshold in the next section. They also introduced the following local exponential sum, for each y ∈ Z n : We restate their conjecture here.
Conjecture 1.1 (Cluckers-Veys).
There exists a positive constant C (that may depend on the polynomial f ), such that for all primes p, for all m ≥ 2 and for all y ∈ Z n , we have Here a(f ) is the minimum, over all b ∈ C, of the log-canonical thresholds of the polynomials f (x) − b. And, for y ∈ Z n , a y,p (f ) is the minimum of the log-canonical thresholds at y ′ of the polynomials f (x) − f (y ′ ), where y ′ runs over y + pZ n p . In this article, we will prove a special case of the Cluckers-Veys conjecture. More concretely, we will prove the case in which the log-canonical threshold of f is at most a half. We will consider in detail the local sum where y = 0 and we will afterwards discuss how one can adapt the proofs to obtain uniform upper bounds for |E y m,p (f )|, for y ∈ Z n , and an upper bound for |E m,p (f )|. Our main theorems will be the following.
Main Theorem 1.2. Let n ≥ 1 and let f ∈ Z[x 1 , . . . , x n ] be a non-constant polynomial with f (0) = 0. Put σ = min c 0 (f ), Main Theorem 1.3. Let n ≥ 1 and let f ∈ Z[x 1 , . . . , x n ] be a non-constant polynomial. Put σ = min a(f ), 1 p n . Hence the Main Theorem 1.2 is trivial for m = 1 and we only need to prove it for m ≥ 2.
We will give two approaches to our main theorems and for the Main Theorem 1.2 we will give the details of these approaches. The first approach, in Section 3, will make use of model theory, an estimate of the dimension of arc spaces as in [13] , the Cluckers-Loeser motivic integration theory and an estimate of Weil on finite field exponential sums in one variable (see [16] ). We will also use an idea which is close to the construction of the local Artin map by Lubin-Tate theory. More concretely, we will prove that certain functions do not depend on the choice of a uniformiser in Q p , but only on the angular component of the chosen uniformiser. Hence, when varying uniformisers, we obtain orbits of points that have the same image under these functions. In fact, these orbits depend on actions of the group µ p−1 (Q p ), the group of (p − 1) th roots of unity of Q p , on the set of uniformisers of Q p and on Q p . The second approach, in Section 4, will use a concrete expression of cohomology, as in [5] . Both of these approaches will use not only Lang-Weil estimates ( [11] ) for the number of points on varieties over finite fields, but also the theory of Igusa's local zeta functions. In Section 2 we will give some background on log-canonical thresholds, exponential sums and Igusa's local zeta functions. In Section 5, we will explain how the results from Section 4 can be used to prove the Main Theorem 1.3. We will end this paper by explaining, in Section 6, how to obtain uniform upper bounds for all local sums E y m,p . We will do this both from the geometric, as well as from the model theoretic point of view.
We remark that our results can be extended to the ring of integers O K of any number field K, but we only work with Z and Q to simplify notation.
2. Log-canonical Thresholds and exponential sums 2.1. Log-canonical Threshold. In this section we will recall two possible definitions of the log-canonical threshold of a polynomial f . Definition 2.1. Let f be a non-constant polynomial in n variables over an algebraically closed field K of characteristic zero. Let π : Y → K n be a proper birational morphism on a smooth variety Y . For any prime divisor E on Y , we denote by N and ν − 1 the multiplicities along E of the divisors of π * f and π * (dx 1 ∧ . . . ∧ dx n ), respectively. For each x ∈ Z(f ) ⊂ K n , the log-canonical threshold of f at x, denoted by c x (f ), is the real number inf π,E ν N , where π runs over all proper birational morphisms to K n and E runs over all prime divisors on Y such that x ∈ π(E). If we fix any embedded resolution π of the germ of f = 0 at x, then c x (f ) = min E:x∈π (E) ν N .
Furthermore we always have c x (f ) ≤ 1. We denote by c(f ) = inf x∈Z(f ) c x (f ) the log-canonical threshold of f .
By the following theorem from [13] , which is true for any algebraically closed field K of characteristic zero, there exists a description of the logcanonical threshold in terms of arc spaces and jet spaces.
Theorem 2.2 ([13]
, Corollaries 0.2 and 3.6). Let f be a non-constant polynomial over K in n variables and let m be a natural number. We set
We denote by π m the projection from K[[t]] n to (K[t]/(t m )) n and we consider the codimensions of π m (Cont ≥m (f )) and π m (Cont
We denote these two values by codim Cont ≥m (f ) and codim Cont ≥m 0 (f ), respectively. Then the log-canonical threshold of f equals the real number
and if f (0) = 0, then the log-canonical threshold of f at 0 equals the real number
2.2.
Exponential sum and Igusa local zeta function. In this section we will discuss formulas for the exponential sums E m,p (f ) and E 0 m,p (f ). These formulas can be found in the works of Igusa and Denef on Igusa local zeta functions. Most of the theory in this section comes from [7] . We will just introduce the necessary notation here.
Let K be a number field, O the ring of algebraic integers of K and p any maximal ideal of O. We denote the completions of K and O with respect to p by K p and O p . Let q = p m be the cardinality of the residue field k p of the local ring O p , then k p = F q . For x ∈ K p , we denote by ord(x) ∈ Z ∪ {+∞} the p-valuation of x, |x| = q − ord(x) and ac(x) = xπ − ord(x) , where π ∈ O p is a fixed uniformising parameter for O p .
Let χ : O × p → C × be a character on the group of units O × p of O p , with finite image. By the order of such a character we mean the number of elements in its image. The conductor c(χ) of the character is the smallest c ≥ 1 for which χ is trivial on 1 + p c . We formally put χ(0) = 0. Let f (x) ∈ K[x] be a polynomial in n variables, x = (x 1 , . . . , x n ), with f = 0, and let Φ : K n p → C be a Schwartz-Bruhat function, i.e., a locally constant function with compact support. We say that Φ is residual if Supp(Φ) ⊂ O n p and Φ(x) only depends on x mod p. Thus if Φ is residual, it induces a function Φ : k n p → C. Now we associate to these data Igusa's local zeta function
In [10] , Igusa showed that Z Φ (K p , χ, s, f ) is a rational function in t = q −s . From now on we will write Z Φ (p, χ, s, f ), whenever we have fixed K.
Let Ψ be the standard additive character on K p , i.e. for z ∈ K p ,
where Tr Kp/Qp denotes the trace map. We set
or Φ = 1 (pOp) n and K is fixed, we will simply denote this function by E p (z, f ) or E 0 p (z, f ), respectively. When K = Q, p = pZ, z = p −m and Φ = 1 Z n p or Φ = 1 (pZp) n we will simplify notation even more by writing E m,p (f ) or E 0 m,p (f ), respectively, and this notation coincide with the notation in Section 1 by an easy calculation.
We recall the following proposition from [7] , that relates the exponential sums to Igusa's local zeta functions.
where g χ is the Gaussian sum
Now we will describe a formula for Igusa's local zeta function using resolution of singularities Let K and f be as above. Put X = Spec K[x] and D = Spec K[x]/(f ). We take an embedded resolution (Y, h) for f −1 (0) over K. This means that Y is an integral smooth closed subscheme of projective space over X, h : Y → X is the natural map, the restriction h : Y \h −1 (D) → X\D is an isomorphism, and (h −1 (D)) red has only normal crossings as subscheme of Y . Let E i , i ∈ T , be the irreducible components of (h −1 (D)) red . For each i ∈ T , let N i be the multiplicity of E i in the divisor of f • h on Y and let ν i − 1 be the multiplicity of E i in the divisor of h * (dx 1 ∧ . . . ∧ dx n ). The (N i , ν i ) i∈T are called the numerical data of the resolution. For each subset I ⊂ T , we consider the schemes
and
In particular, when I = ∅ we have E ∅ = Y . We denote the critical locus of
If Z is a closed subscheme of Y , we denote the reduction mod p of Z by Z (see [15] ). We say that the resolution (Y, h) of f has good reduction modulo p if Y and all E i are smooth, ∪ i∈T E i has only normal crossings, and the schemes E i and E j have no common components whenever i = j. There exists a finite subset S of Spec O, such that for all p / ∈ S, we have f ∈ O p [x], f ≡ 0 mod p and the resolution (Y, h) for f has good reduction mod p (see [6] , Theorem 2.4).
Let p / ∈ S and I ⊂ T , then it is easy to prove that E I = ∩ i∈I E i . We put
Let a be a closed point of Y and T a = {i ∈ T |a ∈ E i }. In the local ring of Y at a we can write
where u is a unit, (g i ) i∈Ta is a part of a regular system of parameters and N i is as above.
In two cases, depending on the conductor c(χ) of the character χ, we will give a more explicit description of Igusa's zeta function Z Φ (p, χ, s, f ). In the first case we consider a character χ on O × p of order d, which is trivial on 1 + pO p , i.e., c(χ) = 1. Then χ induces a character (denoted also by χ) on k
This definition is independent of the choice of g i . In the following theorem we recall the formula of Igusa's local zeta function. 
or Φ = 1 (pOp) n we will denote c I,Φ,χ by c I,χ or c 0 I,χ , respectively. We note that c I,Φ,χ = 0, if there exists i ∈ I, such that d ∤ N i . Therefore the number of characters χ, for which c(χ) = 1 and c I,Φ,χ = 0 for some I ⊂ T , will have an upper bound M , which will only depend on the numerical data of (Y, h), hence does not depend on char(k p ).
Now in the second case we consider a character χ on O × p , which is nontrivial on 1 + pO p , i.e. c(χ) > 1. Then we have the following theorem by Denef. 
As a consequence of these results, one can obtain the following description of the exponential sums E Φ (z, p, f ). This result and its proof are very similar to that of Corollary 1.4.5 from [7] . Corollary 2.6. Suppose that Φ is residual, p / ∈ S, N i / ∈ p for all i ∈ T , and
of functions of the form χ(ac(z))|z| λ (log q |z|) β with coefficients independent of z, where λ ∈ C is a pole of
for χ = χ triv , and β ∈ N, such that β ≤ (multiplicity of pole λ) − 1, provided that |z| is big enough.
Proof. It is easy to prove by combining the Theorems 2.3, 2.4 and 2.5.
The first approach by Model theory
The first part of this section will contain some background on the theory of motivic integration. For the details we refer to [3] or [2] . In the second part we will use this theory to give our first proof of the Main Theorem 1.2.
Constructible Motivic Functions.
3.1.1. The language of Denef-Pas. Let K be a valued field, with valuation map ord : K × → Γ K for some additive ordered group Γ K , and let O K be the valuation ring of K with maximal ideal M K and residue field k K . We denote by
ac(x) = x for all x with ord(x) = 0. It can be extended to K by putting ac(0) = 0.
The language L DP of Denef-Pas is the three-sorted language (L ring , L ring , L oag , ord, ac) with as sorts:
(i) a sort VF for the valued field-sort, (ii) a sort RF for the residue field-sort, and (iii) a sort VG for the value group-sort. The first copy of L ring is used for the sort VF, the second copy for RF and the language L oag , the language (+, <) of ordered abelian groups, is used for VG. Furthermore ord denotes the valuation map from non-zero elements of VF to VG, and ac stands for an angular component map from VF to RF.
As usual for first order formulas, L DP -formulas are built up from the L DPsymbols together with variables, the logical connectives ∧ (and), ∨ (or), ¬ (not), the quantifiers ∃, ∀, the equality symbol =, and possibly parameters (see [14] for more details).
Let us briefly recall the statement of the Denef-Pas theorem on elimination of valued field quantifiers in the language L DP . Denote by H ac,0 the L DPtheory of the above described structures whose valued field is Henselian and whose residue field is of characteristic zero. Then the theory H ac,0 admits elimination of quantifiers in the valued field sort, as stated in the following theorem.
Theorem 3.1 (Pas, [14] ). The theory H ac,0 admits elimination of quantifiers in the valued field sort. More precisely, every L DP -formula φ(x, ξ, α) (without parameters), with x denoting variables in the VF-sort, ξ variables in the RFsort and α variables in the VG-sort, is H ac,0 -equivalent to a finite disjunction of formulas of the form
where ψ is an L ring -formula, ϑ an L oag -formula and
This theorem implies the following, useful corollary. . Let (K, k, Γ) be a model of the theory H ac,0 and S a subring of K. Let T S be the set of atomic L DP ∪ S-sentences and negations of atomic sentences ϕ such that S |= ϕ. We take H S to be the union of H ac,0 and T S . Then Theorem 3.1 holds with H ac,0 replaced by H S , L DP replaced by L DP ∪ S, and
It is important to remark that by compactness, this theorem and its corollary are still true in the case of Q p for p sufficiently large.
We will need the following notion. Let k be a fixed field of characteristic zero. We denote by L DP,k the language obtained by adding constant symbols to the language L DP in the VF, resp. RF sort, for every element of k((t)), resp. k. Then for any field K containing k, (K((t)), K, Z) is an L DP,kstructure.
3.1.2. Constructible motivic functions. In this section we will recall very quickly the definition of constructible motivic functions. For the details we refer to [3] .
We fix a field k of characteristic zero. Denote by Field k the category of all fields containing k. For any L DP,k -formula φ, we denote by h φ (K) the set of points in
which satisfy φ. We call the assignment K → h φ (K) a k-definable subassignment and we define Def k to be the category of k-definable subassignments. A point x of X ∈ Def k is a tuple x = (x 0 , K) where x 0 ∈ X(K) and K ∈ Field k . In general, for S ∈ Def k we define the category Def S of definable subassigments X with a definable map X → S. We denote RDef S for the category of definable subassignments of S × h[0, n, 0] where n ∈ N. We recall that the Grothendieck semigroup SK 0 (RDef S ) is the quotient of the free abelian semigroup over symbols [Y → S], with Y → S in RDef S , by the relations
Similarly, we recall that the Grothendieck group K 0 (RDef S ) is the quotient of the free abelian group over the symbols [Y → S], with Y → S in RDef S , by the relations (2) and (3). The Cartesian fiber product over S induces a natural semi-ring (resp. ring) structure on SK 0 (RDef S ) (resp. K 0 (RDef S )) by setting
We consider a formal symbol L and the ring
For every real number q > 1, there is a unique morphism of rings ϑ q : A → R mapping L to q, and it is obvious that ϑ q is injective for q transcendental.
We define a partial ordering on A by setting a ≥ b if, for every real number q > 1, ϑ q (a) ≥ ϑ q (b). Furthermore we denote by A + the set {a ∈ A|a ≥ 0}.
Definition 3.3. Let S be a definable subassignment in Def k and denote by |S| its set of points. The ring P(S) of constructible Presburger functions on S is defined as the subring of the ring of functions |S| → A, generated by • the constant functions |S| → A;
• the functions α : |S| → Z that correspond to a definable morphism
. We denote by P + (S) the semiring of funtions in P(S) with values in A + .
Definition 3.4. Let Z be in Def k . For Y a definable subassignment of Z, we denote by 1 Y the function in P(Z) with value 1 on |Y | and 0 on |Z\Y |. We denote by P 0 Z (resp. P 0 + (Z)) the subring (resp. subsemiring) of P(Z) (resp. P + (Z)) generated by the functions 1 Y , for all definable subassignments Y of Z, and by the constant function L − 1. Notice that we have a canonical ring morphism
Definition 3.5. We say that a function ϕ ∈ P(S × Z r ) is S-integrable, if for every s ∈ S, the family (ϕ(s, i)) i∈Z r is summable. We denote by I S P(S ×Z r ) the P(S)-module of S-integrable functions. Now we define the semiring C + (Z) of positive constructible motivic functions on Z as
, the map f ! is exactly the same as taking the integral over Y .
3.1.3.
The language L O . Now we suppose that K is a number field with O its ring of integers. We denote by F O the set of all non-archimedean local fields over O, which is endowed the structure of an O-algebra. For N ∈ N we denote by Let F ∈ F O , we write k F for its residue field, q F for the number of elements in k F , O F for its valuation ring and M F for its maximal ideal. For each choice of a uniformising element ̟ F of O F , there is a unique map
has an L DP -structure with respect to ̟ F . Moreover F can be equipped with the structure of an O[[t]]-algebra via the morphism:
If we have two L O -formulas φ 1 , φ 2 which define the same subassignment of h[m, n, r], then, by compactness, φ 1 (F ) = φ 2 (F ), for all F ∈ F O,N , for some large enough N ∈ N, which does not depend on the choice of a uniformising element.
If a definable subassignment is defined in the language L O , then we say that it belongs to Def L O . In the same way we also say that a constructible
Now we will explain how to interprete a constructible function θ ∈ C(X, L O ) in a field F ∈ F O . If θ ∈ P(X) we will replace L by q F and a definable func-
Notice that these interpretations can depend on the choice of formulas.
3.1.4. Cell decomposition. The structure of the sets appearing in a definable subassignment, can be better understood by decomposing the subassignment into 'cells'. A definable subassignment Z of S[1, 0, 0] will be called a 1-cell, resp. a 0-cell, if there exists a definable isomorphism
resp. a definable isomorphism
for some r, s ≥ 0, some basis C ⊂ S[0, s, r], resp. S[0, s, 0], and some 1-cell Z C,α,ξ,c , resp. 0-cell Z C,c , such that the morphism π •λ, with π the projection on the S[1, 0, 0]-factor, is the identity on Z. The data (λ, Z C,α,ξ,c ), resp. (λ, Z C,c ), will be called a presentation of the cell Z and denoted for short by (λ, Z C ). (1) The subassignment X is a finite disjoint union of cells.
(2) For every ϕ ∈ C(X), there exists a finite partition of X into cells Proof. The proof is the same as the proof of Theorem 3.7, but we replace
3.2. Proof of the main theorem. We will give a proof of the Main Theorem 1.2 by splitting the exponential sum E 0 m,p (f ) into three subsums.
In three different lemmas we will analyse each of these sums.
For the first subsum we will introduce a constructible function G, that expresses, for a certain input z ∈ Z p with ord p (z) ≤ m − 2, how many x ∈ (pZ p ) n are mapped close to z by f . We will apply the Cell Decomposition Theorem to G and with some further techniques like eliminiation of quantifiers, we will show that certain values z of f occur equally often. In the exponential sum these values will cancel out.
Lemma 3.9. Let f ∈ Z[x 1 , . . . , x n ] be a non-constant polynomial such that f (0) = 0. There exists N ∈ N such that, for all m ≥ 1 and all prime numbers p > N , we have
Proof. The statement is obvious when m = 1 or m = 2, so we can assume that m > 2. Let φ be the L Z -formula given by
where x i , z are in the valued field-sort and m is in the value group-sort. To shorten notation we set x = (x 1 , . . . , x n ). For each prime p, we fix a uniformiser ̟ p of Q p , then φ defines, for each p, a definable set
More precisely, we have
It is obvious that X p does not depend on ̟ p . We denote by X ⊂ h[n + 1, 0, 1] the definable subassignment defined by φ.
For each prime p and each uniformiser ̟ p of Q p , there exist the following interpretations of F and G in Q p :
F ̟p = 1 Xp and
where X p,z,m is the fiber of X p over (z, m), and
Now we use Corollary 3.8 for
]). This means that there exists a finite partition of
. By elimination of quantifiers (Corollary 3.2), there exist polynomials f 1 , . . . , f r in one variable z with coefficients in Z[[t]], such that θ i (z, η, γ, m) is equivalent to the formula
where ζ ij is an L ring -formula and ν ij an L oag -formula. Since c i is a function, we know that, for each (η, γ, m) ∈ C i , there exists a unique z = c i (η, γ, m) such that θ i (z, η, γ, m) is true. We claim now that there exists 1 ≤ l ≤ r such that f l (z) = 0. Indeed, if f l (z) = 0, for all l, then there exists a small open neighborhood V of z and there exists an index j, such that, for all y ∈ V , (y, η, γ, m) will satisfy the formulas ζ ij , η ij . Since this would contradict the uniqueness of z, we must have that f l (z) = 0 for some l. We deduce that
From the definition of G i we see that, if we fix (η, γ, m) ∈ C i , then G(·, m) will be constant on the ball
Now, for each m > 2, we set
and Now there exists N 0 ∈ N, independent of m > 2, for which we can interpret all of the above discussion in Q p , with any choice of uniformiser ̟ p ∈ Z p and for any p > N 0 , by applying the map λ ̟p to the coefficients of the polynomials f 1 , . . . , f r . Because U m,̟p is an {m, ̟ p }-definable set in the language L DP , it can vary when changing ̟ p . This suggests us to set U m,p := ∪ ̟p U m,̟p with ̟ p running over the set of all uniformisers of Q p . Then U m,p is given by an L DP -formula. (q 1 (z) ), . . . , ac ̟p (qr(z)) ∧ν j ord p (q 1 (z) In what follows we will show that if V m,p were not empty, then the set V m,p would grow with p. This will give the desired contradiction. We set
thus B ∞ is a finite set with 0 / ∈ B ∞ and B m ⊂ B ∞ for all m > 2. Looking at the order of the coefficients of f j we see that there exists M ∈ N such that ord p (z)
Suppose for a contradiction, that for some p > N , there exists z ∈ V p,m . Then ac ̟p (z) ∈ V m,p , for every uniformiser ̟ p , and so
for all y ∈ pZ/p m Z with y ≡ z mod p m−1 . Hence
This implies that
In the proof of the following lemma we will introduce again a constructible function G, similar to the one from the previous proof. For this exponential sum the different values z of f do not cancel out completely. By using the Lang-Weil estimation (see [11] ) and Theorem 2.2 we obtain the following upper bound for the second subsum. 
Proof. Let φ, φ be two L Z -formulas given by
where x i , z are in the valued field-sort, m is in the valued group-sort and ξ is in the residue field-sort. To shorten notation we set x = (x 1 , . . . , x n ). For each prime p, we fix a uniformiser ̟ p of Q p , then φ, φ define, for each p, two definable sets
It is obvious that X p does not depend on ̟ p . We denote by X ⊂ h[n + 1, 0, 1], resp. X ⊂ h[n, 1, 1], the definable subassignments defined by φ, resp. φ. Let 
if ord p (z) = m − 1, where X p,z,m is the fiber of X p over (z, m), and
We can see that both F ̟p (x, z, m) and G ̟p (z, m) do not depend on ̟ p . So we can set G(z, m, p) := G ̟p (z, m). The idea is to partition p m−1 Z p \p m Z p into sets on which G(·, m, p) is constant. First of all, we can see that G(·, m, p) is constant on balls of the form
with ξ 0 ∈ F × p . Now we will look more closely on which of these balls G(·, m, p) takes the same value. In what follows we will show is that for p big enough, if ̟ p , ̟ ′ p are two uniformiser, then G(·, m, p) will be the same on the sets {z ∈ Z p | ord p (z) = m − 1, ac ̟p (z) = ξ 0 } and {z ∈ Z p | ord p (z) = m − 1, ac ̟ ′ p (z) = ξ 0 }. When this holds, we can see that G will be constant on the orbits of an action of the group µ p−1 (Q p ) on Q p . (h[0, 1, 1] ). For each prime p and each uniformiser ̟ p of Q p , there exist the following interpretations of F and G in Q p .
We take
where X p,ξ,m the fiber of X p over (ξ, m).
, we can write G in the form
where
We use elimition of quantifiers (Corollary 3.2) for the formulas defining α i , β i , V i , hence there exist N ∈ N, and (L ring ∪ Z)-formulas φ ij , θ ij , ς ij and (L oag ∪ Z)-formulas η ij , ν ij , τ ij , where j ∈ J, such that for all p > N and all uniformiser ̟ p , we have
From these formulas we can see that G ̟p (ξ, m) does not depend on the uniformiser ̟ p , so we will write G(ξ, m, p) instead of G ̟p (ξ, m). But by definition of G and G we can see that
, then by the same reasoning as in Lemma 3.9 we have that G(·, m, p) will be constant on the sets 
By the last result from [16] we have
We also have
When we view A p,m as a subvariety of F mn p , then, by the Lang-Weil estimation (see [11] ), there exists a constant D ′ m , not depending on p, such that
By Theorem 2.2 we have
And now we finish the proof by showing that for all p big enough,
G i dp
The last subsum can be easily estimated by use of the Lang-Weil estimation (see [11] ) and Theorem 2.2. 
We can view B p,m as a subvariety of F mn p . Then by the Lang-Weil estimation (see [11] ), there exists a number D m , which does not depend on p, such that
By Theorem 2.2 we have
Hence, for all p big enough,
We will now put the three lemmas together to prove one of our main theorems. The essential ingredient in this proof is the expression that was obtained in Corollary 2.6.
Proof of the Main Theorem 1.2. From the Lemmas 3.9, 3.12 and 3.13 it follows that, for each m > 1, there exists a natural number N m and a positive constant C m , such that for all p > N m , we have
By Corollary 2.6 (with Supp(Φ) = {0}), there exist constants s, M ′ , N ′ ∈ N, and for each 1 ≤ i ≤ s, there exist constants β i ∈ N, λ i ∈ Q and a definable set A i ⊂ N in the Presburger language L Pres , such that for all p > N ′ and for all 1 ≤ i ≤ s, there exists a i,p ∈ C for which the formula
holds, for all m > M ′ . Moreover from the results in Section 2 we can deduce that 0 ≤ β i ≤ n − 1 and c 0 (f ) ≤ λ i for all 1 ≤ i ≤ s. After enlarging M ′ and removing some small elements from A i , we can assume that, for each subset I ⊂ {1, . . . , s}, the set ∩ i∈I A i \ ∪ i / ∈I A i is either empty or infinite. Notice that for each m > M ′ , there is a unique subset I ⊂ {1, . . . , s}, such that m ∈ ∩ i∈I A i \ ∪ i / ∈I A i . 
Since there are only finitely many subsets I ⊂ {1, . . . , s}, it is sufficient to fix a subset I and prove the claim for m restricted to the set ∩ i∈I A i \ ∪ i / ∈I A i . Without loss of generality, we can assume that I = {1, . . . , r}. If p > N ′ , m ∈ ∩ i∈I A i \ ∪ i / ∈I A i and m > M ′ , then we have
From Equation 3.1 we can see that, for such m and for all p > max{N ′ , N m }, we have
It is easy to see that there exist m 1 , . . . , m r ∈ ∩ i∈I A i \∪ i / ∈I A i , all bigger than M ′ , and N I > max{N ′ , N m 1 , . . . , N mr }, such that all of the determinants of the size r and r − 1 submatrices of the matrix B p = (m β i j p (σ−λ i )m j ) 1≤j,i≤r are different from zero for every p > N I . We set
If we write x p = (a 1,p , . . . , a r,p ) T and c p = (c 1,p , . . . , c r,p ) T , then x p is a solution of the equation B p x = c p . By our assumption on m 1 , . . . , m r we see that D p = 0 and D k,l,p = 0 for every 1 ≤ k, l ≤ r and for p > N I . Using Cramer's rule we have
for all 1 ≤ i ≤ r and p > N I . We remark that |c j,p | ≤ C I , for all p > N I , and that λ i ≥ σ, for all 1 ≤ i ≤ r. This gives us 
If λ i 0 = σ, we observe that
By the definition of determinant, there exist
By changing m 1 , . . . , m r if necessary, we can assume that there exists d > 0, such that |D p | = dp γ , when p → ∞, where γ = max{γ j | 1 ≤ j ≤ r}. Thus there exist C 0 > 0 and N i 0 > N I , such that
for all p > N i 0 . And so
for all p > N i 0 and all m > 1. This proves the claim.
Hence we have
for all m > M 0 , p > N 0 . By Equation 3.1 we also have, for each 1 < m ≤ M 0 , an upper bound for |E 0 m,p (f )| in terms of some constant C m . Now let N := max{N i | i ∈ {0, 2, . . . , M 0 }} and C := max{sC 0 , C 2 , . . . , C M 0 }, then we have
for all m > 1, p > N .
The second approach by geometry
We take f ∈ Z[x 1 , . . . , x n ] a nonconstant polynomial with f (0) = 0 and we put σ = min{c 0 (f ), 1 2 }, where c 0 (f ) is the log-canonical threshold of f at 0. We use the notation of Section 2.2 with (Y, h) an embedded resolution of f −1 (0), K = Q and O K = Z. Then by Theorem 2.5 and the discussion preceding that theorem, there exist M 0 , N 0 ∈ N, such that for all p > N 0 , there exist at most M 0 non-trivial characters χ of Z × p with Z Φp (p, χ, s, f ) = 0, where Φ p = 1 (pZp) n , i.e., Supp(Φ p ) = {0}. Moreover any such character has conductor c(χ) = 1. To simplify we will omit Φ p and f in the notation of Igusa's local zeta functions.
We can suppose that f has good reduction mod p for all p > N 0 (after enlarging N 0 if necessary). Let p > N 0 and let E be an irreducible component of h −1 (Z(f )), such that 0 ∈ h(E), then h(E) ∩ pZ n p = ∅. Remark that h is proper, so h(E) is a closed subvariety of A n . Therefore, after possibly enlarging N 0 again, we can assume that if 0 / ∈ h(E), then h(E) ∩ pZ n p = ∅, for all p > N 0 . Hence, for p > N 0 , 0 ∈ h(E) implies 0 ∈ h(E). So the map E → E is a bijection between
where T is as in Section 2, hence
Now to prove the Main Theorem 1.2, we use Proposition 2.3 for p > N 0 , u = 1, π = p and m > 1. This tells us that E 0 p,m (f ) is equal to
Lemma 4.1. There exist a positive constant C and a natural number N , such that for all m > 1, p > N , we have
Proof. We use Theorem 2.4 which tells us that there exists a natural number N ′ , such that for all p > N ′ ,
From the formula
Notice that if I ⊂ T , such that
Hence we can assume that
When (a i ) i∈I ∈ J I,m and p > N 0 , we can use Equation 4.1 for the following estimate:
We also deduce from this assumption that #I ≤ n, thus by Equation 4.5, (4.7)
for all p > N 0 . Using Equation 4.6 we can see that, in order to find an upper bound for the difference of 4.2 and 4.4, we need to analyse the expression
Afters some calculations we find that
Therefore, for all p > N 0 , we have, (4.8)
where C I is a constant which does not depend on m and p, for example
Now if I ⊂ T , then, by the Lang-Weil estimate (see [11] ), there exists a constant D I and a natural number N I , depending only on I, such that for all p > N I , we have (4.9)
Putting together the inequalities 4.7, 4.8 and 4.9 with the formulas 4.2, 4.3 and 4.4, we find that there exists a natural number N > max{N 0 , N ′ , (N I ) I⊂T }, such that for all p > N , we have
where C = I⊂T D I (C I + 2) is a constant that is independent of p and m and where we have used the fact that c 0 (f ) ≤ 1.
Lemma 4.2. There exist a positive constant C and a natural number N , such that for all m > 1, p > N , we have
Proof. We continue to use Theorem 2.4, hence there exists a natural number N ′ , such that for all p > N ′ ,
with χ a character of order d on Z × p with conductor c(χ) = 1.
For a subset I ⊂ T , such that d|N i , ∀i ∈ I, and
where J I,m is as in the proof of Lemma 4.1. By the equations 4.5 and 4.7 we have
We use the Lang-Weil estimate ( [11] ) again, as we did in Lemma 4.1. So there exist a constant D I and a natural number N I , depending only on I, such that for all p > N I , we have
If we take N ′′ > max I⊂T N I , then we find that for all p > N ′′ ,
where C ′ := I⊂T D I . Furthermore, by a standard result on Gauss sums,
we can see that, if χ = χ triv , then |g χ −1 | ≤ Dp 
where C = M 0 C ′ D is a constant that is independent of p and m and where we have used the fact that σ = min{c 0 (f ), 1 2 }. Remark 4.3. These two proofs still work if we take Φ p = 1 Up instead of 1 (pZp) n , where U p is a union of some multiballs y + (pZ p ) n in Z n p , such that C f ∩U p ⊂ f −1 (0) (this is needed in the proof of Lemma 4.2 to apply Theorem 2.5). We have to replace c 0 (f ) for example by c(f ),
by c I,1 Up ,χ triv . The constant C and the natural number N that are found in these proofs, do not depend on U p . They do depend however on f and on the embedded resolution (Y, h) of f .
Proof of the Main Theorem 1.2. The proof follows by combining the two Lemmas 4.1 and 4.2 and using the fact that σ ≤ c 0 (f ).
Proof of the Main Theorem 1.3
In this section we will prove the Main Theorem 1.3 by adapting the proofs from Section 4. First, we need the following lemma. (1) for all z ∈ V f,p , we have ord p (z) = 0; (2) for any two distinct points
, then x, resp. x, is a regular point of f , resp. f := (f mod p).
Proof. Remark that we can uniquely extend the valuation ord p to Q p (the algebraic closure of Q p ). We denote by O p = {z ∈ Q p | ord p (z) ≥ 0} the ring of integers of Q p and by
The set of critical values V f of f is a definable set in L ring given by
By elimination of quantifiers in the ACF 0 -theory, i.e., the theory of algebraically closed fields of characteristic 0, and because of the fact that V f is a finite set, there exist non-zero polynomials
Moreover, we can assume that T (z) and R(z) only have simple roots in Q. By logical compactness, there exists N 0 , such that for all p > N 0 , T p (z) ∈ F p (z) and R p (z) ∈ F p (z) also only have simple roots in F p and
is a finite set of algebraic numbers, there exists N ≥ N 0 , such that for all p > N , the conditions (1) and (2) are satisfied, not only for V f,p , but for Z(T ) and Z(R) as well.
To prove condition (3), we take p > N and x ∈ Z n p such that
, so x is a regular point of f . Suppose, for a contradiction, that x is a critical point of f , then
. From the facts that T p has only simple roots in F p , z ′ ∈ F p and T p (z ′ ) = 0, it follows by Hensel's lemma that there exists z 1 ∈ Z p such that T (z 1 ) = 0 and z 1 = z ′ . Hence ord p (f (x) − z 1 ) > 0, and therefore z 1 / ∈ V f,p . On the other hand, R p has also only simple roots in F p and z ′ ∈ Z(R p ), so, by Hensel's lemma, there exists z 2 ∈ O p such that R(z 2 ) = 0 and z 2 = z ′ . From the facts that z 1 and z 2 are both roots of T , z 1 = z ′ = z 2 and the conditions (1) and (2) are true for Z(T ), it follows that z 1 = z 2 . Hence z 1 ∈ Z(R) = V f , and we knew already that z 1 ∈ Z p so z 1 ∈ V f,p . This contradiction proves that condition (3) also holds.
Proof of the Main Theorem 1.3. Let N, d be as in Lemma 5.1 and write V f = {z 1 , . . . , z d }. We fix p > N , then we can assume that V f,p = {z 1 , . . . , z r } with r ≤ d. For each 1 ≤ i ≤ r, we put Φ i,p := 1 {x∈Z n p |ordp(f (x)−z i )>0} : Q n p → C. Because f ∈ Z[x 1 , . . . , x n ] and by Lemma 5.1 we see that Φ i,p is residual, for all 1 ≤ i ≤ r, and that Supp(
, then Φ 0,p will also be residual. Now we have
. So we can use Theorems 2.4 and 2.5 for f i . According to Remark 4.3, the Main Theorem 1.2 is still true for the exponential sum E Φ i,p (z, p, f i ), where we take σ i = min c(f i ), 1 2 . In the proofs from Section 4 we need to replace c 0 I,χ by c I,Φ i,p ,χ and
For each 1 ≤ i ≤ r, there exist a constant C i and a natural number N i > N , only depending on the critical value z i ∈ V f and the chosen resolution h i of f i , such that, if p > N i and z i ∈ V f,p , then we have
We remark that by definition of Φ 0,p and by condition (3) from Lemma 5.1, we have C f ∩ Supp(Φ 0,p ) = ∅, for all p > N , and thus it is well known that E Φ 0,p (z, p, f ) = 0, for |z| > p (see [7] , Remark 4.5.3).
We recall that a(f ) is the minimum, over all b ∈ C, of the log-canonical thresholds of the polynomials f (x)−b. Therefore, if we set σ = min a(f ), In this section f ∈ Z[x 1 , . . . , x n ] is a nonconstant polynomial. We will describe how to adapt the Sections 3 and 4 to obtain a constant C and a natural number N , such that for all y ∈ Z n and for all m ≥ 1, p > N , we have
Here we take σ y,p = min{a y,p (f ), 1 2 }. We recall that a y,p (f ) is the minimum of the log canoncial thresholds at y ′ of the polynomials f (x) − f (y ′ ), where y ′ runs over y + (pZ p ) n . Notice that the case m = 1 is covered by Remark 1.4. Hence we can assume that m ≥ 2.
, then x, resp. x, is a regular point of f , resp. f (see Lemma 5.1). We put N ′ := max A j,p := {y ∈ Z n | ord p (f j (y)) > 0 and f has a critical point in y + (pZ p ) n }, B j,p := {y ∈ Z n | ord p (f j (y)) > 0 and f has no critical points in y + (pZ p ) n },
First of all, for p > N ′ , we observe that if y ∈ A 0,p , then
So y is a regular point of f , by Lemma 5.1, hence the condition C f ∩ Supp(Φ y,p ) = ∅, with Φ y,p := 1 y+(pZp) n , is satisfied. Thus, by Remark 4.5.3 from [7] , we get that E y m,p (f ) = 0, for all m ≥ 2, p > N ′ and y ∈ A 0,p .
Secondly, if 1 ≤ j ≤ d, p > N ′ , and y ∈ B j,p , then f j has no critical points in y +(pZ p ) n . So by 1.4.1 from [7] , we have E y m,p (f j ) = 0, for m large enough. Using Corollary 1.4.5 from [7] , we see that (p s+1 − 1)Z Φy,p (p, χ triv , s, f j ) and Z Φy,p (p, χ, s, f j ), for χ = χ triv , cannot have any poles. Because the resolution (Y j , h j ) of f j has good reduction modulo p, for p > N ′ , and C f j ∩ Supp(Φ y,p ) ⊂ f −1 j (0), for y ∈ B j,p , the Theorem 2.5 applies. By combining it with Proposition 2.3, we get that for all p > N ′ and y ∈ B j,p , the sum E Φy,p (p, χ, s, f j ) ).
Since Z Φy,p (p, χ, s, f j ) does not have any poles for χ = χ triv , we can see that, for m big enough, Coeff t m−1 (Z Φy,p (p, χ, s, f j )) will not depend on m. Also the total expression 6.2 is independent of m, for m big enough (because it is equal to 0). Therefore the part Coeff , as a function in t, has at most two poles, one pole at t = 1 of order 1 and one pole at t = 0. However, the explicit formula of Z Φy,p (p, χ triv , s, f j ) implies that it can not have poles at t = 0. So has at most one pole, and this pole (if it exists) must be of order 1 at t = 1.
According to 4.1.1 from [7] , the degree of Z Φp (p, χ, s, f j ) ≤ 0 (as a rational function in t), for all p > N ′ and all charachters χ with conductor c(χ) = 1. is of the form c + and Coeff t m−1 (Z Φy,p (p, χ, s, f j )), for χ = χ triv , are indepent of m. We conclude that E y m,p (f j ) = 0, for all m ≥ 2, p > N ′ and y ∈ B j,p .
This implies that
The last case is the one where y ∈ A j,p , for 1 ≤ j ≤ d. We will show that in this case there exists a constant C j and a natural number N j (only depending on j, not on y), such that for all p > N j , m ≥ 2 and y ∈ A j,p , we have By taking N := max{N ′ , N 1 , . . . , N d } and C := max{C 1 , . . . , C d } (both independent of y), the formula 6.1 will hold for all y ∈ Z n , p > N and m ≥ 1. In what follows, we will show how to adapt the proofs of both Sections 3 and 4, to obtain the formula 6.3.
6.1. Adapting Section 4. If we want to be able to use the method of proof that was outlined in Section 4, then we need to show the following result, for all j > 0, y ∈ A j,p and p > N ′ : (6.4) a y,p (f ) = min
where E is an irreducible component of h −1 j (Z(f j )) with numerical data (N, ν) . When we compare this to the Formula 4.1, we see that, by replacing c 0 (f ) by a y,p (f ), we can adapt the results of Section 4 to f j with Φ p = 1 y+(pZp) n . Indeed the condition C f j ∩ Supp(Φ p ) ⊂ f −1 j (0) is satisfied. This proves the Formula 6.3 and by Remark 4.3 we know that the constant C j and the natural number N j only depend on f j and the chosen resolution (Y j , h j ).
All that is left, is to prove Equation 6.4 for y ∈ A j,p and j > 0. We remark that if y ′ ∈ y + (pZ p ) n is not a critical point of f , then c y ′ (f (x) − f (y ′ )) = 1. If y ′ ∈ y + (pZ p ) n is a critical point of f , then we know by Lemma 5.1 that f (y ′ ) = z j , hence f j (y ′ ) = f (y ′ ) − f (y ′ ) = 0. Since (Y j , h j ) has good reduction modulo p, for p > N ′ , we know that, after possibly enlarging N ′ as we did for 4.1, we have If y ∈ A j,p , then y + (pZ p ) n contains at least one critical point of f , in which case Equation 6.4 holds.
6.2. Adapting Section 3. For j > 0 and y ∈ A j,p , we will split the exponential sum E y m,p (f j ) into three subsums in exactly the same way as in Section 3. In each of the Lemmas 3.9, 3.12, 3.13 and in the proof of the Main Theoreom 1.2 from Section 3 we need to make some changes.
Lemma 6.1. Let f ∈ Z[x 1 , . . . , x n ] be a nonconstant polynomial and let z j ∈ V f be a critical value of f . There exists a natural number N 0 > N ′ , such that for all m ≥ 1, for all p > N 0 and for all y ∈ A j,p , we have x∈y+(pZ/p m Z) n , ordp(f j (x))≤m−2 exp 2πif j (x) p m = 0.
Remark that if A j,p = ∅, then z j ∈ V f,p ⊂ Z p , so the term exp 2πif j (x) p m is well-defined.
To prove this lemma, we adapt the proof of Lemma 3.9 as follows. We replace the formula φ by φ j (x 1 , . . . , x n , z, ξ 1 , . . . , ξ n , m) = The final step after these three lemmas, is to modify the proof of the Main Theorem 1.2 at the end of Section 3. According to Corollary 2.6 and its proof, there exist natural numbers s j , M j , N ′′ j , such that for all p > N ′′ j , m > M j and y ∈ A j,p , we have We can easily see that β ij , λ ij and A ij only depend on f j and not on y. By going through the proof of Claim 3.14 we obtain a constant C 0 and natural numbersM ,Ñ (that depend on β ij , λ ij and A ij , but not on a i,p,y ), such that for all m >M , p >Ñ , y ∈ A j,p and 1 ≤ i ≤ s j , we have |a i,p,y p −λ ij m | ≤ C 0 p −σy,pm . Now 6.3 follows easily.
