People with hearing-motion synaesthesia experience sounds from moving or changing (e.g. flickering) visual stimuli. This phenomenon may be one of the most common forms of synaesthesia but it has rarely been studied and there are no studies of its neural basis. We screened for this in a sample of 200+ individuals, and estimated a prevalence of 4.2%. We also document its characteristics: it tends to be induced by physically moving stimuli (more so than static stimuli which imply motion or trigger illusory motion); and the psychoacoustic features are simple (e.g. "whooshing") with some systematic correspondences to vision (e.g. faster movement is higher pitch). We demonstrate using event-related potentials that it emerges from early perceptual processing of vision. The synaesthetes have a higher amplitude motion-evoked N2 (165-185 ms), with some evidence of group differences as early as 55-75 ms. We discuss similarities between hearing-motion synaesthesia and previous observations that visual motion triggers auditory activity in the congenitally deaf. It is possible that both conditions reflect the maintenance of multisensory pathways found in early development that most people lose but can be retained in certain people in response to sensory deprivation (in the deaf) or, in people with normal hearing, as a result of other differences (e.g. genes predisposing to synaesthesia).
Introduction
The movement of objects in the external world is processed through multiple sensory channels; notably vision, audition, and touch. This requires both specialised routines within each sensory system for detecting motion, as well as the ability to compare and contrast motion signals from different senses to determine whether they reflect a common event (i.e. resulting in a bound percept) or multiple events (Soto-Faraco et al., 2004) . As such, motion perception is a highly constructive process. This can lead to illusory perception of motion arising because the brain makes a 'best guess' from ambiguous or contradictory signals. In this paper, we also propose that this constructive nature of motion perception can, in certain individuals, lead to visual motion habitually giving rise to synaesthetic auditory experiences -a phenomenon termed hearing-motion synaesthesia (Saenz and Koch, 2008) . We determine the prevalence and characteristics of this type of synaesthesia and show, using EEG, that it reflects early perceptual differences in the visual system.
To illustrate how motion perception is constructed from different multisensory signals, consider the stream-bounce illusion (Sekuler et al., 1997) . In this illusion, two moving lines are typically perceived to approach each other and then pass through each other ('streaming'), obeying the Gestalt law of good continuity. However, the presence of an auditory beep as the lines come together can alter the visual percept to one of 'bouncing' in which the lines reverse their direction of motion. In this instance, perceptual knowledge of the world (i.e., that collisions are often accompanied by sounds) alters the percept of visual motion. There are multiple pathways in which visual and auditory motionrelevant information converge, and different stimuli might preferentially engage different pathways (Ursino et al., 2014) . Connections between primary auditory and primary visual cortex have been postulated to underlie the double-flash illusion in which a rapid double beep and a single flash give rise to an illusory visual experience (Watkins et al., 2006) . Considering higher visual regions, sounds with ascending/ descending pitch can activate, in fMRI, the region MT/V5 which is generally thought to code 'visual' motion (Sadaghiani et al., 2009) . In this instance, the sound source is not moving but movement is implied through other acoustic features. Certain static visual stimuli that induce a percept of motion have also been shown to activate this region including the Rotating Snakes illusion (Kuriki et al., 2008) . Purely linguistic information describing motion does not activate this region but activates a 'higher' convergence zone in parietal cortex (Sadaghiani et al., 2009) , and parietal regions appear to be essential for creating the bound percept in the stream-bounce illusion, as shown by TMS (Maniglia et al., 2012) . Further still, regions involved in semantic memory may drive auditory and visual imagery (e.g. imagining the sound of a horse galloping) through top-down activation of sensory regions (Zvyagintsev et al., 2013) .
The constructive nature of motion perception via multiple signals might give rise not only to various illusions (experienced by almost all people), but also to fundamentally different perceptual experiences (experienced by a few) as in the case of hearing-motion synaesthesia studied here. People with hearing-motion synaesthesia experience moving or changing (e.g. flickering) visual stimuli as sounds: in effect, a moving visual stimulus elicits a subjectively bound audio-visual percept. This was first documented by Saenz and Koch (2008) who discovered it when presenting an optic flow stimulus (dots moving inwards or outwards from a central point) to students -one of whom claimed to 'hear' the movement.
2 Visual stimuli such as these have been previously shown to activate the auditory cortex of congenitally deaf people (Finney et al., 2001) . This is attributed to early multisensory plasticity such that pathways linking vision to audition were retained in these deaf individuals but eliminated (or reduced) in most people with normal hearing, a process that some researchers have likened to synaesthesia (Giraud and Lee, 2007) . The 'neonatal synaesthesia hypothesis' argues that adult synaesthesia is a consequence of failing to remove multisensory pathways present in everyone during infancy (Maurer and Mondloch, 2006) , or otherwise functionally suppressed (e.g. by inhibition; Grossenbacher and Lovelace, 2001 ). In the synaesthetic population the retention of these pathways (structural and/or functional) may arise due to genetic differences that affect brain maturation (Asher et al., 2009) , whereas in the case of deaf people it arises in response to the absence of an appropriate sensory signal (Bavelier and Neville, 2002 ). An alternative scenario is that this form synaesthesia reflects a pattern of cross-wiring that is unique to some individuals and is not related to other groups (e.g. deaf adults, neurotypical infants) and is not related to the normal multisensory perception of motion. We return to this possibility in the discussion. Whilst Saenz and Koch (2008) did not explore the neural basis, they did adapt a behavioural test (Guttman et al., 2005￼ ) ￼ . In general, people are better at discriminating rhythm in the auditory domain (e.g. from a signal of long and short beeps resembling Morse code) than the visual domain (e.g. a visual disc flickering on and off for short or long durations). Saenz and Koch (2008) reasoned that if a rhythmic visual stimulus induces an auditory percept then it would lead to auditory-like levels of performance for these visual stimuli, and this was observed in their N = 4 hearing-motion synaesthetes.
A recent report by Fassnidge et al. (2017) attempted to replicate the Saenz and Koch (2008) paradigm, and also introduced a new task in which participants had to detect the presence/absence of an auditory stimulus in either the presence/absence of visual motion. The latter should elicit an interfering auditory experience for the synaesthetes. They divided participants according to their subjective report of hearing-motion synaesthesia during the debrief ('Did you actually hear faint sounds when you saw flashes?') with 8/40 (22%) giving an affirmative response. They did not find a selective advantage for synaesthetes in visual rhythm perception, as reported by Saenz and Koch (2008) , but rather a general advantage in both visual and auditory conditions. Nevertheless, across the whole group, there was a correlation between visual interference on auditory detection (which could arguably reflect the visual stimulus inducing a masking synaesthetic sound) and performance on the rhythm detection task.
The present research builds on prior research in several novel and important ways. We report the detailed characteristics of this phenomenon by screening a sample of over 200 people, documenting both the kinds of visual stimuli that elicit these sensations and the psychoacoustic characteristics of the sensations. We determine whether the association between visual and auditory features obeys certain 'rules', termed cross-modal correspondences (Spence, 2011) . These may include a tendency to associate small objects with higher pitch (e.g. Mondloch and Maurer, 2004) ; to judge larger or looming objects as louder (Liu et al., 2011) ; and for the presence of a visual movement to increase loudness but not pitch perception (Maniglia et al., in press ). We also report the electrophysiological correlates (EEG event-related potentials) of hearing-motion synaesthesia with the aim of understanding at what stage in visual processing of the inducer group differences emerge (perceptual or post-perceptual). The assumption is that these are related to or concomitant with elicitation of the concurrent (i.e. audiovisual). With regards to visual motion, several event-related components have been identified including the P1 and N2 (Kuba et al., 2007) . The P1 tends to reflect motion onset, it peaks at around 100 ms and has been linked to activity in V1 (Schellart et al., 2004) . The N2 (or N2b) emerges around 160-200 ms (Kuba et al., 2007) and has been linked to motion processing per se, reflecting activity in V5/MT (Schellart et al., 2004) . Our hypothesis is that there will be differences in these or other motion-related VEPs in hearing-motion synaesthetes that will enable us to infer specific underlying neural mechanisms. More generally, it will enable us to confirm that this is a perceptual phenomenon rather than post-perceptual (e.g. associative memory). For comparison we measure auditory evoked potentials (where we do not expect any differences) and audio-visual potentials. For the latter, we also expect group differences because the visual component of the stimulus should induce synaesthetic sound but the extent to which the synaesthetic sound and physical sound will interact is unknown.
2. Study 1: Prevalence and characteristics of visual inducers and synaesthetic auditory experiences 2.1. Methods 2.1.1. Participants 221 participants (180 female, 192 right handed, with a mean age of 20.85, SD ± 6.25) were recruited. A sample of psychology undergraduates (N = 189) took the study for course credits. As this sample was naïve as to the purposes of the study it enables an estimate of prevalence. A second sample (N = 32) were recruited because they had indicated that they might have this type of synaesthesia. Self-referral was via our synaesthesia website (www.sussex.ac.uk/synaesthesia) or via social media, and was based on indicating they may have this type of synaesthesia in response to the optic flow stimulus used by Saenz and Koch (2008) . All participants gave consent according to the study protocol approved by the Psychology and Life Sciences Cluster-based Research Ethics Committee, University of Sussex.
Stimuli
There were 12 silent movies, each lasting 20 s, and 2 static images (see Supplementary Material). The silent movies consisted of moving single dots (N = 8), a rotating checkboard (N = 1), the optic flow stimulus (N = 1) of Saenz and Koch (2008) , and two real-world movies (a busy street scene, a flock of birds in flight). The static images consisted of an image implying motion (galloping horses), which are known to activate area V5/MT (Kourtzi and Kanwisher, 2000) , and the Rotating Snakes stimulus (Kitaoka and Ashida, 2003) which induces an illusion of motion. The movies depicting moving single dots were created using Synfig Studio .64.1 and contrasted four visual dimensions: large v. small moving dot, high v. low moving dot, fast/slow speed of movement, and fast/slow flicker. All stimuli contained a moving or flickering white dot on a black background. The standard size was approximately 2.12 degrees, presented centrally, oscillating left and right at approximately 17.15 deg/s on average (based on a 15.6 in. monitor and viewing distance of 65 cm). The size manipulation increased or decreased the standard diameter threefold. The speed manipulation increased or decreased the speed by approximately 50% The vertical position manipulation shifted the dot up/down by 25% of the screen height. In the flicker condition, the dot remained central and the dot appeared/disappeared with an average frequency of 10 Hz or 5 Hz.
Procedure
Participants completed an online questionnaire using the Bristol Online Survey software. The stimuli were presented in a fixed order and participants answered a set of questions after viewing each one. They were first asked "Do you experience sound(s) whilst watching this video? [yes/no]" and, given an affirmative answer, they were asked five clarifying questions. 1) On a scale of 1-9, how loud did the sound feel? [1-silence; 2-just audible; 3-whisper; 4-quiet office; 5-ordinary conversation; 6-street noises; 7-machinery (vacuum cleaner, hairdryer); 8-loud radio; 9-jet plane taking off] 2) How low or high did you feel the pitch of the sound was? (1-very low, 9-very high) 3) On a scale of 1-9, how dynamic did the sound feel? (1-static, single tone, 9-changing, variable tone/sounds) 4) How internal or external did the sound feel? [1-as in my head/like listening through headphones 2-as from outside/like listening through speakers] 5) Did the sound resemble any of the following: [hissing, ringing, pulsing, buzzing, clicking, cracking, humming, popping, roaring, rushing, whistling, whoosing, like a tone, like a typewriter, other: specify___]
The loudness measure (Q1) uses common environmental descriptors linked to the decibel scale, and the psychoacoustic descriptors (Q5) were taken from the Tinnitus Sample Case History Questionnaire (Langguth et al., 2007) . Given that the stimuli were presented online, there was no experimental control over the absolute size/speed but we can nevertheless assess how relative differences in visual features manifest themselves psychoacoustically.
Following presentation of the 12 movies and 2 static stimuli, they were asked a series of questions about their musical experience, whether synaesthetic sounds are affected/elicited by tiredness, touch and or body movements, and to describe any other relevant motion-sound experiences from everyday life (see Appendix A for the full list of questions).
Results

Prevalence and characteristics of hearing-motion synaesthetes
For the 12 movies, the average number of stimuli inducing a sound was low for the overall group (1.49, SD = 2.95, range = 0-12, N = 221) and was lower still for the naïve sample of undergraduates (average = .87, SD = 1.90). We classified people as having hearingmotion synaesthesia if at least half of these stimuli ( > = 6) elicited sounds. Whilst the cut-off is somewhat arbitrary, and requires independent verification, we show that people above and below the cutoff have different characteristics (Table 1 ) and different electrophysiological correlates (Study 2). From the total sample, we classed 21 people as having hearing-motion synaesthesia, of which 8 were recruited from the undergraduate sample. This gives a prevalence estimate of 4.2% (8/189) based just on the naïve sample. Table 1 shows the characteristics of the two groups in terms of the percentage of responses generated to different kinds of stimuli. The hearing-motion group reported an increased rate of auditory experiences (relative to the control group) across the whole range of stimuli. The first two rows show the previously reported data (for the 12 movies depicting physical motion) but broken down into abstract and realworld. The third and fourth rows show the data for illusory and implied motion. The hearing-motion group were far more likely to report an auditory experience to physical motion than to illusory or implied motion. By contrast, controls showed the greatest proportion of responses to real-world movies. Rather than suggest 'strong' and 'weak' forms of synaesthesia (Martino and Marks, 2001) , we suggest that the two groups draw preferentially from distinct mechanisms: one based on visual perception of motion/change (favouring physical motion over static, irrespective of whether real-world or abstract) versus auditory imagery (favouring real-world over abstract). These would perhaps map on to perceptual versus semantic mechanisms of multisensory motion processing that have been noted elsewhere (Sadaghiani et al., 2009) . Table 1 shows that the hearing motion group also report higher levels of musical engagement (albeit not from an earlier age). The complementary auditory-to-visual type of synaesthesia is also linked to increased musical engagement, although this is not found in other, nonauditory types of synaesthesia (Ward et al., 2008) . The direction of cause and effect cannot be ascertained at present.
Almost half of the synaesthetes agreed that sounds are elicited by the movements of their own hands irrespective of whether the hands are seen. A smaller number of synaesthetes agreed with statements about whether touch elicits sounds. Tiredness was noted to intensify their hearing-motion synaesthesia in 47.6% of participants, but to reduce the synaesthesia in 14.3%.
Cross-modal correspondences and psychoacoustic characteristics
For the 21 hearing-motion synaesthetes, paired t-tests were conducted on the psychoacoustic properties (pitch, loudness, dynamism) that were induced by the matched pairs of visual stimuli varying in size, position, speed of movement, or rate of flicker (providing that a sound was elicited for both items in a pair). The results are summarised in Fig. 1 . Higher pitch was associated with faster motion (paired t(12) = 4.454, p = .001; which survives a Bonferroni correction of α < . 05/4) and smaller size (t(14) = 2.219, p = .044; which would not survive correction). Higher pitch was not linked to higher spatial positions (t (14) = .739, p = .472) or faster flicker (t(16) = 1.344, p = .198). None of the visual changes systematically affected loudness (p > .10). The mean loudness across stimuli was~3, corresponding to a subjective loudness of "whisper" (~20 dB) on the scale used here. None of the pairs of visual changes systematically affected the rated dynamism of the sounds (all p's > .07), although the flickering dots were rated as having far less auditory dynamism than moving dots.
For the hearing motion synaesthetes, across all movies, the majority of sounds (90%) are reported as being internalised, and the tendency to hear internal sounds was common across all the synaesthetes. For the qualitative descriptors, the most common ones were "pulsing" (N = 23), "like a tone" (N = 22), "whooshing" (N = 20), "ringing" (N = 13), "rushing" (N = 10), "humming" (N = 9), "hissing" (N = 5) and "popping" (N = 5) [N refers to the number of times a descriptor was chosen].
When asked to describe what the sounds are like in everyday experience, several synaesthetes gave detailed answers such as the following (all from different individuals):
The sounds are mainly like inhaled and exhaled humming noises/ faint whooshing noises, sometimes blends of sounds that can't be phonetically pronounced, although other times they can. If they can, than I can see the letters or sounds they would make in my mind's eye. I also can feel physical corresponding pulses in my legs, which match up with the sounds.
Usually just walking outside and going to the shops my surroundings are more varied so I notice synaesthetic responses more. I enjoy watching dance for part of this reason maybe? I don't know, it's kinda normal so tricky to describe. Going to loud places like music clubs are hard because it gets a bit much.
The sounds are in my head but are hard to describe! They're not like normal sounds but fit the motion of objects well. Pitches are higher towards the right hand side and lower on the left. This was not something I had given much thought to until watching these videos but I found the sounds I experienced to be very simple tones I ride the train to work and I find I can "hear" the beat of the trees as they go by. Or I "hear" people walking as a rhythm which allows me to pick up on any slight limp or inconsistency in their walk. If I watch a machine or something moving in a repetitive motion, I create a rhythm in my head which is usually fairly complex and repetitive. However when I see lots of things moving all at once, like crowds of people or things, it sounds like a constant fuzzy tone. (No pure tone or beat, just like watching the "white snow" on a TV, but kind of muted & quieter)
The sounds are similar to comic animation sounds. When feeling a heartbeat, [I] hear the noise from it.
Blinking lights (including the onscreen cursor in a text field such as this) often hum softly, especially when I'm tired. Aside from that, sounds often only begin to appear when I pay singular attention to rhythmic movement, i.e. hardly ever. Nineteen participants, recruited from Study 1, with normal or corrected-to-normal vision completed the EEG task. Two control participants were excluded due to poor quality and noise in the EEG recording. Nine participants, perceived sound on at least 6/10 of the meaningless motion videos described above were classified as synaesthetes (mean age 24.25 with SD ± 5.04, 7 female, 6 righthanded), whilst 8 control participants (mean age 28.11 with SD ± 10.14, 7 female, 6 right-handed) reported no synaesthetic sound experience to any stimulus in Study 1.
Materials
Stimuli were presented in E-Prime 2.0, on a 22 in. CRT monitor with a 60 Hz refresh rate, and Labtek speakers approximately 100cms from the ears bilaterally. Participants were shown high contrast checkerboards moving left or right that have previously been used to study motion-evoked potentials namely (Schellart et al., 2004) . The checkerboard was 16.98 × 9.62 degrees in size and comprised a 10 × 6 grid of black and white squares -see Fig. 2 . Its centre point was aligned with a coloured fixation cross which always remained in the centre of the screen. On visual trials, the checkerboard pattern was displaced to the left/right in subsequent steps (1 step / refresh rate), creating a perception of movement at a constant speed to the left/right, returning to the same phase angle at end of the trial. Audio-visual trials consisted of the same stimuli, accompanied by a 400 Hz pure tone (loudness equalized at 20 phons) synchronized with motion duration. In auditory trials, participants were played the 400 Hz pure tone whilst the checkerboard pattern remained still. The duration of the stimuli was either 83 ms or 183 ms. Visual and audio-visual trials were presented at two different speeds, equivalent to movement of 24 and 48 deg/s of visual angle at the viewing distance of 100 cm.
Procedure
Participants were introduced to the experimental environment and gave informed consent at the beginning of the session. The experimenter explained and set up the task, ensuring viewing distance of 100 cm.
Blocks of stimuli (each 2-4 min in duration) were presented, with five blocks of visual, audio-visual and auditory blocks each presented in pseudo-randomized order, without consecutive repetition of the same block-type. Participants were free to break between blocks. Trials with different motion speed and duration were randomized within each block. This produced 240 trials per each condition. Participants were instructed to maintain fixation on a central cross throughout. In random and infrequent (16.7%) target trials the fixation cross changed its colour from red to green for the duration of trial and participants were required to press a key. Interval lengths, trial/interval length-ratio and block lengths were selected to minimize motion-adaptation effects (Heinrich, 2007; Kuba et al., 2007) and ensure participant comfort. In addition, inter-stimulus intervals were selected randomly between 800 ms and 1200 ms, to prevent potential carry-over effects. The recording session lasted approximately 60-min excluding set-up and debrief.
EEG recording
EEG data was recorded with ACQUIRE 4.3.1 software of the Neuroscan system using Ag/AgCl active electrodes positioned over the scalp(N = 32) and mastoids (N = 2). Four occular electrodes were used to monitor horizontal and vertical eye-movement. After initial testing sessions, the upper vertical eye electrode was removed with the aim of estimating eye-movement data from FP1. The ground electrode was positioned at AFz and the reference electrode at CPz according to the 10-20 system. All electrodes were fitted on a 64/80-system compatible Easy-Cap cap, both manufactured by Easycap GmbH. Impedances were kept below 10 kΩ. A/D acquisition rate was 500 Hz, with an online low pass filter of 100 Hz and high pass filter of .05 Hz.
Data analysis
EEG recordings were processed and analysed in Matlab using EEGLAB (Delorme and Makeig, 2004) and ERPLAB (Lopez-Calderon and Luck, 2014) toolboxes. Data were visually screened for anomalies. All target trials were excluded (i.e., green fixation cross). The following channels were removed: FP1, FPZ, and FP2 because the noise in these channels did not survive any rejection criteria. Vertical eye-channel(s) were also removed because they were not recorded in all individuals. At the same time channels were re-referenced to linked mastoids (auditory evoked-potentials) or Fz (visual evoked-potentials). First, a second order Butterworth high-pass filter with a half-amplitude cutoff of .1 Hz was applied and DC-bias was removed. Then a 50 Hz notch-filter was applied. Secondly, a second-order Butterworth low-pass filter with a half-amplitude cutoff of 25 Hz was applied. Thereafter, automatic artefact rejection methods were applied. Epochs where the signal exceeded −60/+60 uV in any of the EEG channels were rejected. Next, a moving window with a width of 100 ms and a step size of 50 ms was applied to the HEOG (horizontal electro-occulogram; horizontal eye channel). Epochs containing saccades (where the signal changed by more than 20 uV in any of the moving windows) were rejected. EEG epochs were averaged using baseline correction of 100 ms preceding stimuli onset. For visual-evoked potentials (VEPs), an occipital cluster of electrodes (O1, Oz, O2) was averaged and referenced to Fz. The same occipital electrode clusters, referenced to Fz, were considered in the audio-visual stimulus condition. Auditory-evoked potentials (AEPs) are maximal over fronto-central sites, and a cluster of three electrodes (FC1, Fz, Cz, FC2) were averaged and referenced to linked mastoids as is conventional for AEPs. The peak latency was extracted from the grand mean average (collapsing across speed, stimulus duration, and group) and the mean amplitude was calculated for each participant in a 20 ms time window centred on P1 and N2 peaks identified based on previous research (Schellart et al., 2004) .
Results
Participants performed well overall in the oddball task and identified the fixation-cross colour change reliably, indicated by near-ceiling hit rates for both synaesthetes (M = .98, SE = .01) and controls (M = .96, SE = .01). Mean overall hit rates in all conditions were between .95 and .99. Mean false alarm rates for both groups were .7% and .5% respectively.
The visual condition is primarily of interest as this induces a difference in phenomenology across the groups. We may also expect some differences in the audio-visual condition too, although this would depend on the extent to which the physical sounds masked the synaesthetic sounds. We do not predict group differences in the auditory condition. If differences in the auditory condition were found this might reflect greater excitability (or less inhibition) of auditory areas in the synaesthete group.
The VEPs are shown in Fig. 3 . Three visual motion components were analysed: the P1 (90-110 ms) which has been linked to visual transients rather than motion per se, the N2 (165-185 ms) that has previously been linked to motion processing (Schellart et al., 2004) , and a short latency component (SLC; 55-75 ms). The latter has not been routinely studied in the motion VEP literature but was identified by visual inspection of the waveforms and may be related to the N75 (Odom et al., 2010) that is found for checkerboard pattern-reversal (black and white squares reversed in contrast) and linked to activity in V1 (Di Russo et al., 2005) . A later component, the visual P2, is related to motion offset and was not analysed here (but is clearly visible for the short duration stimuli within the time window viewed). The results were analysed as a 2 × 2 × 2 mixed ANOVA contrasting group, speed and duration. For the visual P1, there was a main effect of speed with faster stimuli eliciting a greater amplitude (F(1,15) = 7.30, p = .016, np2 = .33), but no other main effects (group: F(1,15) = .17, p = .685, np2 = .01; duration F(1,15) = 2.23, p = .156, np2 = .13) and no interactions (group X duration; F(1,15) = 1.74, p = .207, np2 = .10; group X speed F(1,15) = 2.05, p = .172, np2 = .12; duration X speed F(1,15) = 2.89, p = .110, np2 = .16; group X duration X speed F(1,15) = 1.57, p = .229, np2 = .10). For the visual N2, there was a main effect of group with synaesthetes showing a larger peak than the controls (F(1,15) = 4.72, p = .046, np2 = .24). There were also main effects of speed (fast > slow; F(1,15) = 20.72, p < .001, np2 = .58) and duration (long > short; F(1,15) = 17.75, p = .001, np2 = .54) and an interaction between speed and duration (F(1,15) = 5.45, p = .034, np2 = .27). No other interactions were significant (group X duration F(1,15) = 1.36, p = .262, np2 = .08; group X speed F(1,15) = .52, p = .482, np2 = .03; group X duration X speed F(1,15) = .14, p = .710, np2 = .01). For the SLC (55-75 ms), the effect of group approached significance (F(1,15) = 4.23, p = .057, np2 = .22) due to greater negativity for the synaesthetes, but there were no other effects or interactions (duration F(1,15) = 1.06, p = .319, np2 = .07; speed F (1,15) = .90, p = .359, np2 = .06; group X duration F(1,15) = .02, p = .900, np2 < .01; group X speed F(1,15) = 2.84, p = .112, np2 = .16; duration X speed F(1,15) = 1.44, p = .248, np2 = .09; group X duration X speed F(1,15) = 1.09, p = .312, np2 = .07).
The audio-visual condition is summarised in Fig. 4 , based on the same occipital electrode cluster and Fz reference as the VEP analysis above. In this analysis, the SLC window (55-75 ms) did reveal a significant group differences with synaesthetes showing a small negativegoing peak that was not visible at all in the controls (group F(1,15) = 5.07, p = .040, np2 = .25), and this was more pronounced for longer duration stimuli (group X duration F(1,15) = 8.32, p = .011, np2 = .36). Neither the visual P1 nor N2 showed a group difference (P1: F (1,15) = .71, p = .414, np2 = .04; N2: F(1,15) = 1.73, p = .208, np2 = .10). As such the pattern is somewhat different to that reported for VEPs. There is evidence for an early difference between the groups (55-75 ms), which is significant in the audio-visual condition and borderline significant in the visual condition. There is a significant later difference, in the N2, that is present in the visual condition that is not present in the audio-visual condition. This may suggest an auditory masking of synaesthetic sound in this later time window. In the audiovisual condition, both the P1 and N2 showed main effects of speed (fast > slower; P1: F(1,15) = 5.78, p = .030, np2 = .28; N2: speed F (1,15) = 18.20, p = .001, np2 = .55) and the N2 showed an interaction between speed and duration (F(1,15) = 8.16, p = .012, np2 = .35) as observed in the unimodal visual condition. No other interactions or effects approached significance (all p's > .10).
For auditory stimuli, a 2 × 2 mixed ANOVA was carried out contrasting group and stimulus duration using the same time windows identified previously and fronto-central electrodes (note that fast and slow was not a feature of the auditory stimuli). The results are shown in Fig. 5 . The only effect of significance was an effect of duration for the 165-185 ms positive component, such that the shorter duration was linked to a higher peak amplitude (F(1,15) = 16.58, p = .001, np2 = .52). No other main effects or interactions approached significance (all p's > .10). As such, the group differences that were apparent in visual and audio-visual evoked potentials were not found for unimodal auditory stimuli -consistent with the former, but not the latter, eliciting anomalous experiences.
Unfortunately, EEG does not typically have the spatial resolution to determine whether the electrophysiological components originate from visual cortex, auditory cortex, or elsewhere. We can, however, examine the effects of our visual stimuli over more anterior (fronto-central) sites that show the greatest effect to auditory stimuli. Considering the visual N2 which showed a significant group difference over occipital sites, this component also shows a significant group difference over fronto-central sites re-referenced to linked mastoids rather than Fz, (F(1,15) = 6.09, p = .026, np2 = .29. SYN mean = 2.877, SE = .705 and CON mean = .293, SE = .778). One-sample t-tests, against a reference of zero, showed that whilst controls showed no electrophysiological signature over these electrodes (t(7) = .38, p = .718, d = .19) the synaesthetes did (t(8) = 4.08, p = .004, d = 1.92).
Discussion
This study examined the characteristics of hearing-motion synaesthesia. Our primary conclusion is that it is a perceptual phenomenon that originates at some of the earliest stages of cortical visual processing. With regards to the phenomenology (Study 1), we show that it is elicited by simple visual stimuli (e.g. a single moving dot) rather than elaborated stimuli (e.g. that involve object recognition or semantics, as in the case of grapheme-colour synaesthesia). Static images that imply or induce motion tended not to trigger sounds even though these stimuli are known to activate V5/MT (Kourtzi and Kanwisher, 2000; Kuriki et al., 2008) Non-synaesthetes, insofar as they reported any auditory experiences, tended to do so for meaningful stimuli (e.g. a silent movie clip of a bustling street scene). We suggest that synaesthetic auditory experiences are elicited by perceptual processing of physical visual movement, whereas the rarer auditory experiences reported by non-synaesthetes reflect other processes (e.g. semantically induced auditory imagery). Just as the inducing visual stimuli can be described as 'simple', so were the associated auditory experiences (e.g. "hissing", "whooshing"). The motion VEPs (Study 2) indicated a group difference in the N2 component at 165-185 ms. This was centred on posterior electrodes (for both groups) but with an associated frontocentral component for synaesthetes only. The N2 is a perceptual component that is linked to motion processing in V5/MT (Schellart et al., 2004) , although in hearing-motion synaesthetes other regions (e.g. auditory) could be co-activated. There was also some evidence of an earlier difference (55-75 ms) that was significant in the audio-visual condition, and close to significant in the visual condition. This resembles the N75 component that has been observed in checkerboard pattern-reversal (in which black and white squares are reversed in . Auditory evoked potentials to a pure tone stimulus for synaesthetes (dashed) and controls (solid) for short duration (top) and long duration (bottom) stimuli. The three shaded areas represent the three analysed time windows (i.e., P1, N1, and P2). The shaded areas on the EEG signature represent standard errors. contrast) and linked to the processing of visual transients in V1 (Di Russo et al., 2005) .
Other researchers have observed that fMRI activation of auditory cortex by moving visual stimuli in early deaf people resembles synaesthesia (Giraud and Lee, 2007) . It is important to note that we have no reason to believe that our synaesthetes have impaired hearing. This is backed up by our findings of normal auditory evoked potentials and the fact that the synaesthetes report being more musical than our control sample. However, it is possible that the synaesthetes are using some of the same neural pathways as those observed in congenitally deaf groups that are typically absent (or reduced) in most others. This is consistent with the neonatal synaesthesia hypothesis (Maurer and Mondloch, 2006) . Campbell and Sharma (2016) contrasted motion-related VEPs in hearing children and early deaf children fitted with cochlear implants. Similar to our study of synaesthetes, they also noted increased amplitude of VEPs in the previously deaf children, and source localisation revealed an involvement of right auditory cortex in this VEP enhancement. Congenitally deaf adults also show enhanced VEPs to briefly flashed stimuli, particularly in the peripheral vision (Neville et al., 1983) . More recently it has been shown, using the Saenz and Koch (2008) visual rhythm paradigm, that this task does activate auditory cortex in the congenitally deaf whereas only the auditory version of the task does so in participants with normal hearing (Bola et al., 2017) . Whilst we believe that our results are consistent with this interpretation, we cannot rule out the alternative hypothesis that hearingmotion synaesthetes have specialised neural pathways that are unrelated to other adults (hearing or deaf). This will require research on the structural anatomy and direct comparisons between these groups.
Our study also provides preliminary evidence for the prevalence of hearing-motion synaesthesia. Our estimate of 4.2% is comparable to the prevalence estimates for types of synaesthesia involving visual experiences (Simner et al., 2006) . Saenz and Koch (2008) found their first case of hearing-motion by chance, but recruited a further 3 cases "after querying a few hundred individuals", i.e. a somewhat lower prevalence than our study. Fassnidge et al. (2017) , however, report a prevalence rate much higher than us (22%) but this was based on a single question at debrief. We suggest that further research needs to combine both the more detailed phenomenological report from our Study 1 with the objective measures used by Saenz and Koch (2008) and Fassnidge et al. (2017) . Cluster analysis avoids arbitrary cut-offs and offers a bottom-up approach for defining groups based on multiple dimensions (e.g. behavioural, phenomenological) and has been applied to synaesthesia-like conditions (Grice-Jackson et al., in press). It is important to note that our sample was not demographically representative (containing mainly younger females), although other research suggests that synaesthesia is not strongly linked to either age or gender (Simner et al., 2006) .
Historically, the nature of synaesthetic associations has been described as 'idiosyncratic' (i.e. random or unprincipled). However, a large body of research has subsequently shown that whilst synaesthetes vary greatly between each other they are nevertheless constrained by cross-modal correspondences . We found evidence that cross-modal correspondences are also implicated in hearingmotion synaesthesia in terms of smaller moving objects generating higher pitch (as noted elsewhere, Bien et al., 2012) and faster moving objects linked to higher pitch. The latter has not been previously noted in the literature on cross-modal correspondences (to our knowledge), but may derive from properties of the physical world. Faster vibrations of an object do generate higher acoustic frequencies. Other correspondences that we anticipated were not found. Higher elevation of a moving object was not linked to higher pitch, despite pitch-height correspondences being widespread (Parise et al., 2014) . It is possible that the height of a computer screen does not generate a large enough spatial comparison, or that a pitch modulation would be found for ascending-descending objects (i.e. for changes in elevation, rather the level of elevation per se). Similarly, judgments of synaesthetic loudness were not related to any properties of the visual stimuli tested here despite evidence elsewhere of, for instance, size-loudness correspondences (Liu et al., 2011) .
In summary, we establish that hearing-motion synaesthesia arises from early visual processing of motion-related signals and draws on some cross-modal correspondences. It is likely to be at least as common as other forms of synaesthesia, although our prevalence estimate is preliminary. We propose a neurodevelopmental model that is consistent with the neonatal synaesthesia hypothesis, and consistent with other lines of converging evidence such as cross-modal plasticity in early deafness.
