Abstract. Shift registers/Primitive polynomials find applications in various branches of Mathematics, Coding Theory and Cryptography. Matrix analogues of primitive polynomials do exist. In this paper, an algorithmic approach to generating all such matrices over GF(2) has been presented. A technique for counting all such n × n matrices over GF (2) is also presented. The technique may be easily extended to other finite fields.
Introduction
Shift registers have been widely used in the later half of the last century to generate sequences of 0's and 1's having certain other properties. A few of them are mentioned over here in brief. For a detailed account, one may refer to [1] . In [1] , it has been shown that each state of an n-tube shift register can be thought of as an n-dimensional vector. The shift register acts as a linear operator and changes each state into the next. This linear operator operating on n-dimensional vectors is represented by a n × n matrix. The characteristic equation of this matrix is essentially the same as the characteristic polynomial of the shift register. In this paper, only matrices are dealt with.
The matrices under consideration belong to the last two application areas. All the n × n matrices of highest order over GF (2) have been counted with detailed description of each step. Begin with the property of the characteristic polynomial of these matrices and note that these polynomials are primitive polynomials. Also note that these matrices are the primitive elements of the general linear group GL n (GF (2)), conjugate to each other and belong to an equivalence class where the the equivalence relation is conjugacy. The cardinality of this equivalence class is calculated from elementary abstract algebra. Once all the above steps are complete, it remains an easy task to calculate the total number of such matrices. A method for generating all such matrices is presented next.
Preliminaries: A few definitions and results from Abstract Algebra
At the outset, a few results are presented. For the proof and other details, one may refer to [1, 2, 3] Theorem 1. The maximum order of an n × n matrix A over GF (2) is 2 n − 1.
Theorem 2. An n × n matrix A over GF (2) has maximum order 2 n − 1 iff its characteristic polynomial is a primitive polynomial of degree n. has the characteristic polynomial f (x) = x 3 + x + 1, which is a primitive polynomial of degree 3 over GF (2) . Hence its order is 2 3 − 1 = 7 Theorem 3. There exist equal number of matrices corresponding to each of the primitive polynomials of degree n. In order to count the n × n matrices of order 2 n − 1, it will suffice to count the matrices whose chararcteristic polynomial is a given primitive polynomial, say, f (x).
Since the characteristic polynomial of A is a primitive polynomial, the minimal polynomial of A is also the same primitive polynomial, f (x).
Definition: Companion Matrix In general, the companion matrix of a monic polynomial f (x) = a 0 + a 1 x + . . . + a n−1 x n−1 + x n of positive degree n over a field is defined to be the n × n matrix
All the matrices whose characteristic polynomial and the minimal polynomial are same and equal to f (x), (where f (x) is a primitive polynomial), are similar or conjugate to each other.
The proof of the above theorem is based on the fact that all such matrices are similar to the companion matrix of the polynomial f (x). A direct application of the Rational Form Theorem proves the result easily.
Example 2. For n = 3, there are two such polynomials. In other words, there are two primitive polynomials of degree 3 as follows:
and
The companion matrix of
The above theorem asserts that all the matrices having the characteristic (here, it is the same as the minimal polynomial) f 1 (x) are similar. Also all the matrices corresponding to f 2 (x) are imilar.
It may be noted that the matrices we are dealing with are elements of the general linear group GL n (GF (2)), the group of non-singular n × n matrices over GF (2) .
Definition: General Linear Group over GF (2) and its order The set of all n × n invertible matrices over a field F forms a group with respect to matrix multiplication.This group is called the general linear group of degree n over F and is denoted by GL n (F ). The identity element of GL n (F ) is the identity matrix and the inverse element of A is A −1 . It may be noted that GL n (F ) is not an abelian group for n ≥ 2. In the following treatment, we shall choose F as GF (2) and we shall refer to GL n (GF (2)) as G henceforth.
The number of elements in G is given by
The proof of the above is easy to see:
1. The first column of a non-singular matrix must not be the 0 vector,thus there are 2 n − 1 many to form the first column. 2. The i-th column must not be a linear combination of the previous i − 1-columns, thus there are only (2 n − 2 i−1 ) many choices.
Let G be a group. Definition: Conjugacy If a, b ∈ G, then b is said to be a conjugate of a in G if there exists an element c ∈ G such that b = c −1 ac Elements a, b ∈ G related as above are called conjugate. 
Definition: Cyclic matrix
If the characteristic polynomial of a matrix is the product of distinct irreducible factors, the matrix is said to be a cyclic matrix.
Clearly, the characteristic polynomial and the minimal polynomial are the same for cyclic matrices.
Theorem 9. If the characteristic polynomial of a matrix f (x) be irreducible, it may be shown that any non-zero polynomial in A is non-singular.
(The above theorem may be used since we are dealing with primitive polynomials of degree n that are necessarily irreducible)
Proof. Let g(A) be such a polynomial. Since f (x) is irrducible, g(x) and f (x) are relatively prime.
From Euclid's algorithm,
for some polynomials p(x) and q(x). Replacing x by A and 1 by I, the following matrix identity is obtained:
since f (A) = 0, by definition of the minimal polynomial. Hence g(A) is invertible and therefore non-singular.
Theorem 10. If A is a cyclic matrix and B commutes with A, then B is a polynomial in A
Proof. Since A is a cyclic matrix, there exists a cyclic vector α such that the set S = v, Av, . . . , A n−1 v is a basis of V . Consider a matrix B that commutes with A. The vector Bα can be expressed as a linear combination of the vectors in S since S is a basis. Bα = a 0 + a 1 Aα + . . . + a n−1 A n−1 α = g(A)α where g(A) = a 0 + a 1 A + . . . + a n−1 A n−1 is a polynomial in A (of degree (n − 1)).
As B commutes with A, it commutes with any power of A and also with g(A).
Obviously, A also commutes with g(A).
If the linear operator B is applied to any vector (A
The above result shows that the k-th column of BC is equal to the k-th column of g(A)C for all k = 1, 2, . . . , n which means BC = g(A).C. Since C is non-singular, so B = g(A).
The final result:
Theorem 11. The number of non-zero polynomials of degree less than n is 2 n − 1
Proof. Consider the (n − 1)-th degree polynomial c 0 + c 1 x + . . . + c n−1 A n−1 . There are n coefficients and each of them can assume only two values, zero or one.
Hence there are totally 2 n − 1 non-zero polynomials of degree less than n.
Since B is a polynomial of degree less than n in A, |N (A)| = 2 n − 1 So the number of matrices (say,A) with characteristic polynomial f (x) is equal to
The above is the number of matrices per primitive polynomial.
Since there are
number of primitive polynomials, so there are totally
number of matrices of order 2 n − 1.
The Method
Given: A primitive polynomial of degree n. Let us denote it by f (x).
Steps:
1. Calculate the companion matrix of f (x). Call it A. 2. Calculate the centraliser H of A in GL n (GF (2)), which is nothing but the collection of all the polynomials in A of degree less than n. 3. Find the coset decomposition of GL n (GF (2)) with respect to H. Let 
It is clear that two matrices belonging to the same right coset of H in G will yield the same conjugate of A and two matrices belonging to different right cosets of H in G will yield different conjugates of A.
Thus, if the coset decomposition of G is known, calculating the matrices similar (conjugate) to A is easy. All these matrices are of maximum order.
Illustration for n = 3
6 + a 21 2 7 + a 22 2 8 . It may be noted that there are 512 number of 3 × 3 matrices and they will be represented by the integers 0, 1, . . . , 511.
Coset decomposition of GL 3 (GF (2))
Note that |GL 3 (GF (2) Now choose one coset each from the above 23 cosets and calculate the conjugate of A using that matrix. Since all the matrices belonging to the same coset will yield the same conjugate, choosing any one of the matrices from each coset will give the same result. Finally we shall get a list of 24 matrices which are similar (conjugate) to the matrix A. 
Conclusion
It is clear from the above example for n = 3 and GF (2) that one can find all the n × n matrices of maximum order, i.e., |2 n − 1|, given the coset decomposition of the General Linear Group of order n. These matrices are equivalent to shift registers, as pointed out earlier. If one knows the entire pool of matrices that exhibit the primitive behaviour, one can choose any one from the pool and use it for an application where random behaviour is sought for. If the matrix is thought of as a linear operator/transformation (operating on a non-zero vector of length n called the state), it is immediate that the resulting sequence of states will comprise of all possible 2 n − 1 states and also this is the cycle length of the state diagram. However, the order of the states in each case will be different (if one starts with a new matrix each time), thus providing some notion of randomness.
