In this online supplement, we first describe two statistical approaches that may yield evidence that is potentially relevant to questions about the latent * structure of the criterion symptoms of schizophrenia. Following these descriptions we present a pair of simulations to illustrate their application. Finally, we illustrate reverse association using evidence reported by Kendler et al. 
analysis of descriptive statistics displayed graphically and is supplemented by substantive tests of consistency among the bootstrapped parameters. CCK methods can be understood by the following example. If a sample of men (n = 100) and another of women (n = 100) are mixed and the correlation between the indicator variables strength and muscle mass are plotted, a linear association will be visible in the plot with no evidence for subgroups of men and women. If, however, the covariance between strength and muscle mass on the y-axis is plotted against a "cut" variable shoe size on the x-axis, the covariance will be noticeably high at the point of shoe size that overlaps most between men and women, and much lower on the right and left side, where groups are homogeneously male or female. (An example of this pattern of covariance is illustrated in the top left panel of Figure S2 ). The principle underlying these analyzes is that if two discrete groups exist that are discriminated by an indicator variable, y, it follows that the two groups will differ in the mean of y.
This means that if the cases are sorted into taxon and complement groups, these groups must differ in their means on y by some value, dy. If a second variable, x, exists that also discriminates the taxon from the complement group but is not correlated with y within either of the groups, then any cut of the distribution at a given value of x will lead to a degree of separation between the means of y above and below the cut.
The MAXCOV procedure requires a minimum of three indicators, X, Y, and Z, about which it can be assumed there is negligible within-class covariance. (This is referred to as the assumption of conditional independence or local independence in latent variable modeling.) Under this assumption, all observed covariance in a twoclass mix is determined by the class sizes (taxon base rate) and the separation between taxon and complement groups. The commingled sample is ordered along one indicator, X, cut into a sequence of sub-samples, and the covariance of the remaining indicators, cov YZ , within each sub-sample is calculated. If the latent structure of the data is taxonic, the covariance coefficients will rise to a cusp or peak in the subsample in which the base rate is closest to 50%. If the latent structure is dimensional, covariance coefficients will be comparatively stable. The analysis is repeated by ordering on Y (taking cov XZ coefficients) and then on Z (cov XY ), and median or mean covariance curves are obtained. If a peak or cusp is present, its location is used to estimate the taxon base rate, and Bayesian posterior taxon membership probabilities are obtained using the corresponding indicator cut scores. Case membership then serves as a basis for finding taxon-complement separation, within class covariance, and estimating goodness of fit.
As with all the methods considered here, indicators must be carefully selected.
In the case of MAXCOV and other CCK methods, the method should be used iteratively to identify and eliminate inappropriate indicators. 3 relationship between indicators and latent classes is linear. Given these assumptions, the higher order moments (i.e., skewness and kurtosis) will deviate from zero as differences between latent classes (i.e., of proportions, means, and variances) increase.
A common assumption of latent continuous and categorical models is that the indicators are independent, conditional on the class or common factor. In factor analysis, this corresponds to the specification of uncorrelated residuals; in LCA and LPA, to conditional independence. However, recently developed generalized latent variable models take both categorical and continuous observed indicators as input.
This permits the relaxation of the conditional independence assumption. [5] [6] [7] One such hybrid approach, factor mixture modeling (FMM) allows complex structural relationships by simultaneously modeling common factor models within two or more latent classes. Thus, FMM is useful when there is reason to expect within class correlations of observed variables. FMM assumptions include that: (a) the observed sample is heterogeneous, that is, the joint distribution of the observed variables is a mixture distribution; and (b) there is multivariate normality within classes. Deviation from the latter assumption may lead to over-extraction of classes. Recent simulation studies suggest that hybrid modeling distinguishes correctly between simulations with categorical and continuous latent structures, although the degree of class separation and class base rates affect performance. [5] [6] [7] There are several important general considerations to bear in mind when conducting or evaluating modeling research. Firstly, at the conceptual level, the difference between categorical and continuous latent variables has important heuristic significance. However, statistically, these are structurally equivalent; the K-class model is structurally equivalent to a K -1 factor model with continuous indicators. 8, 9 Therefore, if one assumes sample heterogeneity but, in fact, indicators derive from a latent continuous variable in a homogeneous population, LCA will extract (overextract) classes. Likewise, assuming sample homogeneity when, in fact, indicators derive from a mixed distribution, exploratory factor analyzes will extract (overextract) factors. Thirdly, when the assumptions of the common factor model are met, unmixed or single class distribution will have near-zero skewness and kurtosis. In contrast, skewness and kurtosis deviate significantly from zero in mixed or commingled distributions. Thus, maximum likelihood estimations of latent class and exploratory factor models should be comparable using log-likelihood-based information criteria.
Here, again, better fit is indicated by larger log likelihood values. Two separate data sets were constructed, one representing a latent dimensional structure in the population, the other representing a latent class structure where the true prevalence of Disorder A is 25%. The latter was constructed first, using the Stata random normal number generator, drawnorm, to generate n = 700 cases each with 8 normally distributed continuous scores. Subsequently, a latent structure was introduced into the data by adding a constant to 25% of the data values, and subtracting the same constant from the remaining data values. The constant was that which resulted in a separation of 1 SD between groups' mean scores on the discriminating indices (i.e., X 1 to X 3 and X 6 to X 8 ) once the data were restandardized.
To simulate a dimensional data set, the correlation matrix for the class simulation was Table S1 and the correlation matrices in Table S2 . Univariate and bivariate density plots for two example indicators from each set are illustrated in Figure S1 . Figure S1 . Illustrative bivariate and univariate density plots for indicators X 1 and X 2 from the class (upper) and dimensional (lower) simulations.
Indicator Selection and MAXCOV Analyzes of Simulations
Two observations affect indicator selection. First, high scores on indicators X 1 to X 3 characterize Disorder A and high scores on X 6 to X 8 characterize Disorder B.
There is no a priori reason for including indicators X 4 and X 5 in an analysis because these are not discriminative attributes. Secondly, and following from the first, low scores on indicators X 6 to X 8 are possibly characteristic of Disorder A, given the sampling population. So, as the six discriminating indicators must be consistent in the direction of their discrimination, the scoring of X 6 to X 8 should be reversed.
If we were not in a position to know as much about the population sample at the outset, the same selection decisions could be made on the basis of scrutiny of scatter plots and the correlation matrix (Table S2 ) and some preliminary MAXCOV iterations. First, if indicators are sensitive, with separations of between 0.9 and 1.1 SD, and the base rate is assumed to range between 0.2 and 0.3, given conditional independence, the pairwise correlation coefficients should fall between r = 0.13 and r = 0.25. 16, 17 Consequently, the near-zero pairwise correlations of X 4 to X 5 suggest these measures cannot be used to separate the taxon from the complement and so warrant exclusion. Second, the negative or parataxonic correlations among indicators X 1 to X 3 and X 6 to X 8 imply that these indicators are not sensitive to the same latent class. 17 One might arrive at the conclusion that three scores should be reversed after demonstrating taxon overlap when the two sets of three indicators are analyzed separately.
Thus, for both the class and dimensional simulations, the scores on X 6 to X 8 were reversed and these along with X 1 to X 3 were subjected to MAXCOV analyzes.
With six indicators, there are 60 indicator triplet combinations to be analyzed. The principal graphical results are presented in Figure S2 . The covariance curve for the class simulation has a pronounced peak to the right of center, whereas for the dimensional simulation, the covariance curve is both elevated and reveals no clear peak, suggesting the latent structure is not taxonic. The observed base rates for the class and dimensional simulations were M = 0.270 and M = 0.458, respectively. 
Latent Variable Modeling of Simulations
We fitted a series of models to the dimensional and two-class simulated data sets (Tables S3 and S4 ). For FMM fitted models, factor variance was fixed at zero and factor loadings were constrained so that all the factor parameters are class specific.
That is, the analysis is fully exploratory. Log-likelihood ratios and information criteria obtained for the dimensional and class simulations are shown in Tables S3 and S4, respectively. Given the hypothetical nature of the simulation, we set aside consideration of potential substantive issues; models were rejected on the basis of fit alone. Note. C = class; F = factor; 1F2C = 1-factor 2-class; AIC = Akaike information criterion; BIC = Bayesian information criterion; BIC´ = sample size adjusted BIC; LRT = bootstrapped likelihood ratio test.
a The LRT is not calculable for models with one class. The true latent structure. To evaluate results for the dimensional simulation, consider Table S3 . Among the LPA models it can be seen that the information criteria deteriorate (decrease) as the number of classes increase (Table S3) Comparing only the exploratory factor analytic models (i.e., 1F1C, 2F1C, and 3F1C), the correct model, 1F1C, would have been chosen on the basis of any of the information criteria in Table S3 . When the results of all the fitted models are compared, the AIC and BIC´ favor the one-factor two-class (1F2C) solution.
However, 1F2C is not supported by the bootstrapped LRT, for which p = 1.0. That is, 1F2C is rejected because of the bootstrapped LRT and 1C1F, the correct model, has the best fit.
Turning to the class-simulation (Table S4) 
Illustration of Reverse Association
To illustrate reverse association, we will consider data reported by Kendler et al. 2 that was used to test the validity of a six-class solution describing the latent structure of features of schizophrenia and affective disorders. The six classes were labeled classic schizophrenia, major depression, schizophreniform, bipolar schizomania, schizodepression, and hebephrenia. The validating evidence included differences in the frequencies of probands' social and psychopathology outcomes and relatives' morbidity risk for psychosis and affective disorder among six classes. For simplicity, we will restrict our discussion to the latter, which included rates for six morbid outcomes: three schizophrenia-related outcomes (schizophrenia, nonaffective psychoses, schizophrenia spectrum disorders) and three affective outcomes (bipolar affective illness, unipolar affective illness, and affective illness). These outcome data are shown in Figure S3 . For the three schizophrenia-related outcomes, the differences in relatives' morbidity risk across the six classes ( Figure S3 ) are, in essence, a series of single dissociations. If the same-process hypothesis were correct, plots of three or more values of one parameter against the corresponding values of the other parameter must yield monotonic-decreasing or monotonic-increasing curves. Thus, pairwise plots of the schizophrenia-related outcomes are monotonic because, as can be seen in the top panel of Figure S4 , monotonic curves-specifically, curves that have no negatively sloping segments-can be drawn over this panel to adequately represent the position of all six classes. This suggests a single process could indeed account for the differences among the six classes on these three variables. If such plots yielded nonmonotonic curves (i.e., increases in one variable are sometimes associated with decreases in the other variable and are sometimes associated with increases), this is logically incompatible with the same-process hypothesis. Thus, the situation appears to be different for the affective illness outcomes; one could not draw monotonic curves to represent the groups shown in each of the plots in the bottom panel of Figure S4 . That is, monotonic curves do not adequately capture the relationships of bipolar illness with the other two outcomes (affective illness, unipolar illness) because curves that will adequately represent the position of all six classes must have segments that are positively sloping (i.e., go up) as well as segments that are negatively sloping (i.e., go down). Consequently, given the assumption that a monotonic process leads to unipolar morbidity in relatives, these plots allow one to reject the notion that the same process could possibly lead to bipolar morbidity in relatives.
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