We develop a general method for computing extreme value distribution (Gumbel, 1958) parameters for gapped alignments. Our approach uses mixture distribution theory to obtain associated BLOSUM matrices for gapped alignments, which in turn are used for determining significance of gapped alignment scores for pairs of biological sequences. We compare our results with parameters already obtained in the literature.
Introduction
For alignment of biological sequences without gaps, it is well known that the distribution of alignment scores for random sequences is extreme or Gumbel (Karlin and Altschul, 1990; Karlin and Dembo, 1992; Karlin and Altschul, 1993) . For the case of gapped alignments, however, there is not yet a general theory. Reese and Pearson (2002) find empirical results; Neuwald and Liu (2004) applied Monte Carlo and Markov methods to the special case where constraints specific to a family (and shared by a larger subset or by the entire superfamily) are known and adverted to; Dayhoff et al. (1978) obtained some improvements to gapped alignment in BLAST by prescribing allowed events (insertions and deletions are allowed only every N residues; and insertions matched with insertions are disallowed). That there is not yet a general theory for gapped alignments also is mentioned by Kschischo et al. (2005) . Their results indicate that the extreme value distribution for alignments with gaps is empirically given by Gumbel distributions, with exponential tails of the form P(S max > x) ~ exp(-lx). They use probabilistic arguments to derive an exact expression for l, for a special case of simple match-mismatch scoring functions. They posit that their approach might provide a good starting-point for more general scoring functions; Su et al. (2006) constructed a gapped alignment scoring tool for position frequency matrices based on the principle of using information about the type of binding sites under investigation to limit possible alignments.
There also are difficulties on the numerical side, for using discrete counting methods computations get bogged down in exponentially large combinatorics for the various cases of one gap, two gaps, etc. (Smith et al., 1985; Olsen et al., 1999) . Nevertheless, ample numerical evidence has lead to the conjecture that the gapped score distribution is again of the Gumbel form (Smith et al., 1985; Collins et al., 1988; Waterman and Vingron, 1994a; Waterman and Vingron, 1994b; Altschul and Gish, 1996; Olsen et al., 1999; McLachlan and Peel, 2000; Kschischo et al., 2005) .
Our approach is motivated directly by the numerical evidence; and so we assume from the start that a Gumbel distribution (Gumbel, 1958) provides a reasonable approximation. We use the well-known BLOSUM matrices, whose entries are defined in terms of (logarithms of) ratios of probabilities. Standard definitions as well as illustrations can be found in Ch. 9 of Introduction to Mathematical Methods in Bioinformatics (Isaev, 2004) . This allows us to formulate the problem using mixture distributions, together with methods already known for the gapless case. We call this a Mixture Method. Note that a mixture probability distribution is a convex combination of given probability distributions (see, e.g., McLachlan and Peel, 2000; Sylvia, 2008) .
Some of the details are as follows: Let a be the amino acid alphabet; and consider a gap (an Idel) to be the '21st residue'. The structure therefore includes a transition probability for each one of the 20 amino acids to occur opposite a gap (an Idel). With a gap represented by the character '-' we define a new alphabet
This approach leads to user-friendly algorithms and pseudo-codes for computing the parameters for the corresponding extreme value distribution, easily run on a PC (see Sections 2 and 3). We also note that the numerical results compare favourably with existing results (see Tables 1-6 and Mott, 1992; Waterman and Vingron, 1994a; Waterman and Vingron, 1994b; Altschul and Gish, 1996; Altshcul et al., 2001 .
The structure of the paper is as follows. In Section 2 we review basic definitions for random walks; indicate the mixture distribution used; and provide algorithms with corresponding pseudo-codes for preliminary quantities. We use these results in Section 3, where we provide details (algorithm and pseudo-code) for computing K and *, the parameters for the extreme value mixture distribution. In Section 4 we compare our results with values obtained previously in the literature, and give summary comments.
Random walk induced by substitution matrix
For the convenience of the reader, regularly we refer to the book of Isaev (2004) , a standard text in the field on the mathematical foundations of biological sequence alignment theory (see also Ewens and Grant, 2004) .
A random walk is a discrete-time process that starts at 0 Following standard theory we associate a random walk with a substitution matrix (s(a,b)) determined by a pair of probability distributions {p′ b } and {p a }. In this application, T is the set of entries j of the substitution matrix. In biological sequences, the distributions are for allowed residues a, b; and a product pair is for an alignment of that pair. Since scores are related to probabilities, we therefore define For the Mixture Method, an alignment of a letter with a gap is given the score -g, where -g < -c< 0. For gapped alignments we therefore introduce the extended set of scores T G = T  {-g} = {-g, -c,..., d}, and define a mixture of two distributions, p and q. The distribution p corresponds to the original distribution p -c , ..., p d on T = {-c, ..., d}; and the distribution q corresponds to a distribution on the set-theoretic complement T G -T , which in this case happens to be a singleton {-g}. (In other words, this mixture formalism also applies more generally.) Explicitly, we have
We define the mixture probability distribution (McLachlan and Peel, 2000; Sylvia, 2008) ,
To determine weights w 1 , w 2 we invoke standard independence hypotheses for mixtures. This leads to
In particular, it follows that we get the right results for the extreme cases. That is, when gaps are rare
Visiting negative values: 50,000 random walks with different mixture parameters (see online version for colours) (a) Histogram for random walks that first visit a negative integer k before any other negative value; k = -1, -2, -3,..., -12. Note vertical axis scale-factor is 10 4 . Number of walks: N = 50,000. Length of walks: 100. Random walks were generated using the BLOSUM62 matrix, gap penalty g = 12, and mixture parameter  = 2 (b) Histogram for random walks that first visit a negative integer k before any other negative value; k = -1, -2, -3,..., -12. Note vertical axis scale-factor is 10 4 . Number of walks: N = 50,000. Length of walks: 100. Random walks were generated using the BLOSUM62 matrix, gap penalty g = 12, and mixture parameter  = .02
Preliminaries for computations: visiting negative values
From now on all calculations are for an extended set of scores T G and mixture parameter   0. Using Matlab code (pseudocode below), one may use the probability distribution of T G to generate large sample sets of the random walks just defined. Relative actual frequencies provide approximations for {R -j , j = 1,..., g}, where
Algorithm 1 (1) The pseodocode for computing {R -j , j = 1, ...,g} is: (2) For i from 1 to M do (where M is the number of simulations)
The mixture probability distribution p  naturally induces a probability measure on the set S w of random walks. For then
is a disjoint union of measurable sets. Note that because of assumption (ii) in the definition of random walk, except for a set of random walks E 0 of measure zero, all random walks drift to -. Therefore, {E -j } j = 1,…,g partitions the measure space and we get 
Preliminaries for computations: visiting positive values
We also need to make use of Q k , the probability that a trajectory visits a positive integer k before visiting any other positive value. Note that because both p d > 0 and p -c > 0, the random walks that first visit positive integers are of positive measure but do not partition the probability space, and so we get
The quantity 0 1 Q   is defined by the equation
Using a similar approach as for R -j , one may use C++ code or Matlab code to approximate the values for Q k by using sampling of random walks.
Algorithm 2
(1) The pseudocode for computing {Q k , k = 1,..., d} is:
countn >= countn + 1 (11) if (countn >= length of the random walk ) break; (12) end of while loop 
for all large  (Isaev, 2004) .
Let the symbol t refer to the step sizes from the set T G and define  () =  (exp (t)) = exp( ) . (a) Histogram for random walks that first visit a positive integer k before any other positive value; k = 1, 2, 3, 4. Note vertical axis scale-factor is 10 4 . Number of walks: N = 50,000. Length of walks: 100. Random walks were generated using the BLOSUM62 matrix, gap penalty g = 12, and mixture parameter  = 2 (b) Histogram for random walks that first visit a positive integer k before any other positive value; k = 1, 2, 3, 4. Note vertical axis scale-factor is 10 4 . Number of walks: N = 50,000. Length of walks: 100. Random walks were generated using the BLOSUM62 matrix, gap penalty g = 12, and mixture parameter  = .02
The parameter  * is easily computed using the Newton-Raphson method (see Section 3).
To obtain K note that (1 ) , (1 )( )
Note that another way to compute C and A is to use power series approximations (see, e.g., Karlin and Dembo, 1992 ) (see Section 4). However, as indicated above, a direct and computationally straightforward way is to run large sample sets of random walks in order to directly obtain approximations for R -j , Q k . Then, using equations (5) and (6), values obtained can then be substituted into the defining equations for C and A.
In order to apply these results to sequence alignments, we suppose two molecular sequences of lengths N 1 and N 2 respectively. Let N be the length of the alignment of two sequences with gaps resulting from local alignment by the Smith and Waterman dynamic algorithm. Note that N  max{N 1 , N 2 }. In this setting, Y = s is the score function and the general result becomes
Computing statistical parameters for the extreme value mixture distribution
In this section we provide a pseudocode for computing K and  * [see equation (7)]. We remind the reader that quantities and parameters depend on the mixture parameter .
Algorithm 3
(1) Select a  > 0.
(2) As in Section 2, this determines a probability distribution for T G . Table 1 Mixture Method approach with  = 0.03662; 10,000 random walks using step sizes from the BLOSUM62 matrix and a gap penalty of 12. Values of * and K. Compare to 
Conclusion
For gapped alignment scores there is not yet a general theory. The Mixture Method approach that we outline in this paper has three main parts: a theoretical basis; a computational method; and algorithms designed to be easy to use on a PC. The algorithms are based on easily obtained large sample sets of random walks. Approximations are seen to be numerically stable. The Mixture Method values compare favourably with results previously obtained in the literature. And the direct algorithms are not computationally costly.
In Section 2 we used gaps as an extension to the original alphabet of residues for biological sequences. We then used basic mixture distribution theory to obtain the mixture parameter  needed for defining the new extended distribution p  for the extended set of scores T G .
In Section 2 we also defined various quantities needed in follow-up computations. We appealed to the general theory, partitioning the space of random of walks in two ways, thus providing relative actual frequencies R -j and Q k respectively. These relative frequencies were then substituted directly into formulas (5), (6), (4) and (2) obtained from the general theory. In Section 3 we provided an algorithm for computing the extreme value mixture distribution parameters K and *. Table 2 contains parameters obtained by Altschul and Gish (1996) for various sequence lengths. Notice the variation in K values, computationally costly, and sensitive to sequence length. Compare to Table 1 , where values obtained from the Mixture Method are stable throughout. This is to be expected since the Mixture Method does not rely on Taylor expansions (Karlin and Dembo, 1992) , but uses directly computed large sample sets of random walks. Table 2 10,000 random walks which were generated using step sizes from the BLOSUM62 matrix and the (12,1) affine gap costs. Note that in Altschul and Gish (1996) In Table 3 , the Mixture Method values for l =  * are consistent with values obtained using other approaches. For the gap cost (Gopaul et al., 1996; Altshcul et al., 2001) , the Mixture Method value for K is consistently higher than all other values. The other approaches, however, are known to be low order approximations, and costly to compute. We conjecture that in this scenario the Mixture Method is the more accurate. However, that will require further investigation, both theoretical and experimental. Comparison of results in Table 4 and Table 5 verify consistency of the Mixture Method algorithms with the gapless case. In a special case where an analytic solution is possible (Isaev, 2004, pp.225-226) , Mixture Method values coincide with the analytic solution. Table 5 Results obtained using the Mixture Method with  = 0.0 (no gap) and 10,000 random walks generated by step sizes from the BLOSUM matrices. Compare with results of Table 6 Results obtained using the mixture method with 10,000 random walks generated by step sizes from the BLOSUM matrices. When the mixture parameter  = 0, our computational approach produces values consistent with the non-mixture analytic solution (Isaev, 2004, pp.225-226) We conclude with some comments on empirical run-time. Data is provided in Tables 7, 8 and 9, for Algorithms 1, 2, and 3 respectively. Algorithm 1 exhibits a sub-linear order of growth; Algorithms 2 and 3 both exhibit approximately linear orders of growth. Table 9 Empirical Run-Time Analysis for Algorithm 3 (see description for 
