(X(n); n = 0, 1, * * .} denotes the random walk with transition matrix p ( i , j) defined by (1.2), and P,( ) denotes the measure induced on sequences of non-negative integers by { X ( n ) : X ( 0 ) = x } . X(n) is null recurrent for 0 s y s 3 and transient for y > 4.
An immediate consequence of the main results of this paper is that Khintchine's estimate (1.1) holds for the random walks X ( n ) .
To be more precise we have THEOREM 1 .l. I f {a,} is any sequence increasing to + 00 and satisfying the there exists an integer condition lim (a: -+log n) = -00, then for each E > 0 N ( E ) so that, for n 2 N ( E ) ,
It is to be observed that such estimates were first obtained in very special cases and using completely different techniques by Rosenkrantz [9] . We shall see later (subsection 3.1) that the estimate (1.3) includes as well the class of random walks studied in [9] .
Finally some comments about our proof are in order. To the random walk {X(n) : n = 0, 1, * * a } we can associate a sequence of stochastic processes { X n ( t ) } first studied by Lamperti [7] . Set Xn(t) = X( In a previous work [2] we have characterized the class of functions f for which sqooth solutions to the singular parabolic partial differential equation (1 -5) exist. A brief review of those results is given in Section 2.
We then construct a sequence of random walks {Yn(t)} with the following two properties :
where f is a smooth function. The class of smooth functions f for which (1.7) holds is given in Section 2. Because of (1.6), we refer to the Yn(t) process as the "dominating random walk".
In the case of independent identically distributed random variables the estimate (1.7) is trivial because the operation of differentiation commutes with the infinitesimal generator of the Brownian motion semigroup. This is certainly not the case for the generator G. Our most difficult step then is to derive the rate of convergence estimate (1.7). Once this is done, Pinsky's idea, op. cit., can be exploited to yield (1.3) for the sequence of random variables Yn(l). From the "domination inequality" (1.6) and a lower bound in [9] , estimate (1.3) is readily inferred. Inequalities (1.3), (1.6), and (1.7) are derived in Section 3.
For the purposes of the law of the iterated logarithm, (1.3) suffices. Nevertheless, an exact asymptotic estimate of the middle term of (1.3) is not without interest. In subsection 3.3 we shall prove THEOREM 1.2. If {u,} is any sequence increasing to + co and satisfying the
Finally in Section 4 we use our results to derive a law of the iterated logarithm for the random walk X(n). That is, we prove
Thus we have obtained a genuine extension of the law of the iterated logarithm for a class of null recurrent and transient Markov chains converging to a singular diffusion.
For a general account of the ideas used herein we refer the reader to Trotter [lo] . Mention should also be made of Khintchine's proof of the De MoivreLaplace limit theorem, for which see ItB-McKean [6] , pp. 10-1 1. X,(t), except that it may make a larger one-step excursion away from the boundary. The precise interpretation of our expression "dominating random walk" is explained in subsection 3.2.
Speed of
Pinsky, OF. cit., has shown that for independent identically distributed random variables {Xi}& with EXi = 0, EX! = 1, E IXi12+8 < co for some 6 > 0, the estimate for all f with three bounded continuous derivatives (i,e,) f E BS), yields Khintchine's estimate for large deviations. Here S,, = X , + --+ X , and g is a normally distributed random variable independent of {Xi} with Eg = 0,
The appropriate analogue of (2.2) for the random walks (2.1) and the limiting process considered in this paper is for some a > 0 and for a class of functions f which is sufficiently rich to approximate step functions. Moreover, is the semigroup of operators induced by the diffusion process {Y(t) : t 2 0} 
and that for h sufficiently smooth
(see e.g., Hille-Phillips [S] ). By an elementary Taylor expansion (see subsection 2.3), we obtain (2.7)'
JG
We apply these estimates to the sequence of functions for smooth f. In particular, if where C( f ) is a constant depending only on f, then we can conclude, as did
Pinsky, that and thus (2.3) is established.
The final estimates using (2.7) are analogous to Pinsky's explicit estimate 2.2. Differentiability properties of T(t)f. Our need for the bound (2.8) immediately leads to the problem of determining which differentiability properties of f are preserved under the action of the semigroup T(t). As is well known, this is equivalent to giving a precise characterization of the domain of the infinitesimal generator G.
Our characterization requires the function spaces It was observed in [2] that it is easier to establish differentiability properties of
which satisfies than to establish differentiability properties of U(x7 t ) directly. I n particular, it was shown that is the infinitesimal generator of a strongly continuous contraction semigroup The following estimates from [2] are of basic importance:
S ( t )
(ii) O u r large deviation theorem requires these estimates only for f which are smooth approximations to step functions vanishing a t 00. In particular, we need only apply (i) and (ii) to where tn E (u,, a).
Step 2. Decomposition of semi-groups. Recall the inequality (2.6) : 
G, = n ( T ( t ) -I ) ,
and 11 11 means supremum over the grid L, .
Step 3. Clearly we have fib) 5 X n b ) 5 fZ(4 * Before proceeding further we pause for a bit of notation. Set %(f) = Rn(t, f f ) .
T n ( : ) h ( O ) = ~( $ ) P ( o 3 1) + ~( -) P ( o
3 -> 3) J i = h(O) + (Y + B) - n since h'(0) = 0.
Remark. From (3.2) and the fact that T ( t ) is a positivity preserving semigroup, we
The variable t is held fixed throughout the ensuing discussion. obtain (3.6)
T(t)f,(x) 5 W X n ( X ) 5 T(t)f;(x) *

V t > x , ( x ) = P,(Y(t) s an) 9
Since (3.6) can be transformed into Setting x = 0 in (3.7) and recalling the definitions of p(n) and F,(a,), we get functions f z ( x ) appearing in (3.8) and (3.9) as a t + 03, where c l ( t ) = 2t * l ( t ) . We now take the logarithm of both sides of (3.16) and get
as a + co. In addition we have, as is easily checked, A sufficient condition is that (3.19) lim (a: -+t log n) = -co .
n+ w Consequently we have, under condition (3.19),
The left-hand inequality of (3.10) and the previous estimates yield the lower bound from which we finally conclude 
This precise estimate can be extended to X,(t) by making use of (1.6) (to be proved in the next section) and some estimates due to Rosenkrantz, op. cit.
The upper bound Po(X,(t) 2 a,) 5 exp {(-a?/2t)(l -E ) } is an immediate consequence of the domination inequality (1.6). The lower bound is obtained in the same way by noting that (see subsection 3 .2) where is a Markov chain on 9+ with transition matrix q(i, j ) satisfying the conditions ( 4
I t is a consequence of Theorem 3 in [9] that for every E > 0 there exists an integer N ( E ) for which the inequality holds, provided n 2 N ( E ) . Clearly this implies that Theorem 3.1 holds for the X,(t) process. Indeed, the upper bound of Theorem 3.1 remains valid for a slightly larger class of random walks. Proof: In the course of our argument we use the inequality for all I, k 1, and j in the range 0 j 5 n -1. This is immediate for ~' = n -1 and we leave the proof (by induction) to the reader. Keeping (3.24) in mind and using the (trivial) fact that we conclude that the number D, defined by is nonpositive (i.e., D 5 0). We have also used the fact that
The proof of (3.23) proceeds by mathematical induction. For j = n -1, (3.23) follows by inspection and so we assume it is true for all 1, k, and j in the range n -m 5 j 5 n -1. Using the Markov property and then the induction hypothesis, we have
The proof of the next lemma is similar to the proof of Lemma 3.1 and is therefore omitted. 
This obviously completes the proofs of (1.6) and (3.20).
3.
3. An exact asymptotic estimate. It is possible to refine the methods of subsection 3.1 to obtain (3.27) where a t + a .
Indeed, applying the method of (3.6) through (3.10) to the functions and we get g;(x) = f ( n * ( a , -l/n*)); xn*) , a > o , The estimate (3.27) will follow provided we can choose a, t + 03 and n-* -+ 0 so that the two conditions will hold provided limn+oo (a: -Qt log n) = -co. Now set t = 1 and the proof of (3.27) is complete.
I t is to be observed that the arguments used to extend Theorem 3.1 to the process & ( t ) may also be used here. Thus, we have (3.32) 2 for (an -+ log n) = -co, and this is Theorem 1.2 (cf. Theorem 3 of [9] ). Note also that Khintchine's estimate (1.1) can be sharpened to an exact asymptotic estimate by similar methods. We omit the details.
Law of the Iterated Logarithm
We have now at our disposal all the tools necessary for the proof of (1.8) except the estimate Po maxX (i) 2 x 5 2P,,(X(n) I_ x ) .
If the reader will grant, for the moment, the validity of (4.1), then the proof of (1.8) proceeds, mutatis mutandis, as in Feller [4] ; therefore, we shall content ourselves with a brief sketch. It suffices to show that for every 1 > 1 the event {X(n) > I J2n log log n}
Let
[ denote a number in the range 1 < [ < 1, and set n, = [PI. Let B, denote the event (max n,si<n,+l X ( i ) > ild2n, log log n,}. As is well known, one has only to show that B, occurs infinitely often with probability ( l l i l n 1 (4.1) occurs infinitely often with probability zero.
zero. In particular, we shall prove that We pick E > 0 small enough so that v = I(1 -E ) > 1. Then we apply Theorem 1.1 to the right-hand side of (4.4) and get, for sufficiently large I , Since Y > 1, this establishes (4.2).
We now return to the proof of (4.1). Let 
