We investigate strategies to improve the utterance verification performance using a 2-class pattern classification approach, including: utilizing N-best candidate scores, modifying segmentation boundaries, applying background and out-of-vocabulary filler models, incorporating contexts, and minimizing verification errors via discriminative training. A connected-digit database recorded in a noisy, moving car with a hands-free microphone mounted on the sun-visor is used to evaluate the verification performance. The equal error rate (EER) of word verification is employed as the sole performance measure. All factors and their effects on the verification performance are presented in detail. The EER is reduced from 29%, using the standard likelihood ratio test, down to 21.4%, when all features are properly integrated. key words: 2-class classifier, discriminative training, N-best hypothesis, word verification
Introduction
The automatic speech recognition (ASR) module in a human-machine dialogue system needs a high word recognition accuracy to make it useful for many applications. Oftentimes, the performance of these systems is seriously degraded by the ambient noise, especially in a hands-free (open microphone) environment. To enhance the ASR performance for making a friendlier voice user interface, we often need a procedure to verify or reconfirm the recognition results. In [1] - [3] , the recognizer itself is redesigned with a verification procedure. In [4] - [12] , verification is used as a post-classification measure before the recognition result is declared final.
The purpose of this study is to develop and investigate a verification procedure as a post-classification measure to deal with unreliable recognition results that degrade the system performance. Although recognition errors are generally inevitable in an ASR system, the verification procedure can potentially alleviate the negative impact of an incorrect recognition or false triggering due to background interference, as commonly found in hands-free environments.
We first formulate the verification problem. Let X = {x t } is the segmented input observations of the uth word and t u is its last frame index with t 0 = 0 and t U = T . A proper matching scheme is devised to evaluate the performance of the recognizer by comparing the two sequences W and W * , resulting in three essential types of errors, namely, substitution, insertion and deletion. Without ambiguity, only those cases where w u = w * u (assuming all other errors have been accounted for before reassigning the index u to each individual word) are considered as correct recognition.
In this paper, we only attempt to deal with two types of errors, substitution and insertion, denoted as w u w * u and w u φ, respectively. We want to find an ideal test function f such that for each word observation sequence, X u , the test function value, f (X u |w u ) is less than a prescribed score threshold if w u w * u or w u φ, otherwise, greater than the threshold. Obviously, reducing the word recognition error by verification should not come at the expense of rejecting the correctly recognized words, i.e., w u = w * u . Utterance verification is traditionally performed in a framework of hypothesis testing. A "standard" likelihood ratio (SLR) test is adopted to confirm a tentative decision that a given token X u is recognized as word w u . The decision rule is expressed as follows:
where ρ is a prescribed threshold andw u is related to an alternate decision (i.e., to reject the tentative decision). Here we use the same notation for the word and the corresponding model interchangeably without ambiguity. In practice, p(X u |w u ) is represented by some functional forms such as a linear combination of the likelihood values for several models, e.g., the background and the impostor models [2] , or the anti-keyword and the filler models [5] . The legitimacy of SLR-based hypothesis testing depends on the conditional probability density function (pdf) being accurate for each word, and in the case of continuous speech recognition, it also depends on the condition that the acoustic token X u is correctly segmented. In reality, however, the pdf is only modeled in an appropriate functional form and the corresponding parameters are estimated from only a limited amount of training data. As a result, the obCopyright c 2005 The Institute of Electronics, Information and Communication Engineers tained pdf is by all means only an estimate of the true but unknown pdf. Also because the token is obtained as a byproduct of the recognizer, its segmentation may not be perfect, particularly when noise is present in the observations. That is, the supporting probability space as implied in the traditional hypothesis-testing framework may not have a clear yet practical definition. One thus may wish to transform the verification problem into a separate 2-class classification design, potentially involving a set of observations as outlined below.
In this 2-class classifier approach to verification, we use the likelihood values of all classes as input. This enables the use of a sophisticated function for discriminating classes w u fromw u . Several additional refinements have been incorporated: for example, tests at different levels (e.g., phone and word-levels), use of different features (e.g., the state duration [5] - [7] ), use of non-linear classifiers, integration of supplementary tests using N-best hypotheses (e.g., wordlattices [11] and N-best lists [12] ), and incorporation of context dependency using neighboring tokens. We believe that a 2-class classifier is a good alternative to the traditional SLR paradigm and allows the design of a robust test function.
In the next section, the classifier design is described in detail. The discriminative training procedure for optimizing the classifier parameters is specified in Sect. 3. In Sect. 4, model parameter optimization over variable segmentation boundaries of a word token is introduced. In Sect. 5, the experiments and results are presented. We select connected digit recognition to test our approach to utterance verification for its popularity in current speech recognition services and requirement of a good confidence measure, especially in a hands-free, noisy environment. In Sect. 6, a robust formulation, effects of N-best scores, the background (BG) and the out-of-vocabulary (OOV) models and incorporation of contexts are discussed. Finally we summarize our findings in Sect. 7. Figure 1 shows a block diagram of the proposed classifier that is designed to verify a word w u in a recognized word sequence, W = {w u } U u=1 , with its corresponding segmentation, Fig. 1 A block diagram of a classifier for decision verification.
Classifier Design
, of the acoustic observation X. The input parameters are the likelihood values of the N-best word candidates and the BG and OOV filler models. In this figure, w (i) u denotes the ith best word candidate which is obtained using the segment X u , of the corresponding recognized word; φ, the BG model; ϕ, the OOV model; and δ, a sigmoid function. To supplement the traditional hypothesis testing and make it robust to noise, the likelihood ratios for the N-best candidates are used. Since the BG and OOV models are useful in detecting insertion errors, the likelihood ratios for the BG and OOV models are also incorporated. To alleviate the adverse effect of its intrinsic, large dynamic range, the likelihood ratio is smoothed, compressed, and regulated by logarithm and a sigmoid function before being used as input observations to the classifier. The classifier then uses a discriminant function which is a linear combination of the smoothed likelihood ratios and the weighting coefficients are optimized using discriminative training with a stochastic gradient based, generalized probabilistic descent (GPD) method [13] to minimize classification errors. We refer the motivation, concept and algorithmic detail of GPD to corresponding references, e.g., [13] . The discriminant function is defined as follows.
where l u denotes a function of the log-likelihood ratio between a model and its corresponding anti-model, and δ is a sigmoid function to regularize the log-likelihood ratio between 0 to 1:
where α and β are the slope and the bias of the sigmoid function, respectively.
The likelihood values of anti-models,w
u ,φ, andφ, are defined as a geometric means of all likelihood values, excluding the values of w (i) u , φ, and ϕ, respectively as follows.
We do not use extra models for evaluation of the antimodel likelihoods. It is noted that the geometric mean of the likelihood values is their arithmetic mean in the corresponding log-domain. This is consistent with the spirit of compressing and smoothing the likelihood values using logarithm to avoid excessive dynamic range in the observations.
Discriminative Training
The classifier weighting coefficients, {λ 1 , . . . , λ N , λ φ , λ ϕ }, are discriminatively trained using the GPD method [13] to minimize classification errors in the training data. In the hypothesis testing, the discriminant functions for the null hypothesis (H 0 ) and the alternative hypothesis (H 1 ) are defined as follows:
The misclassification measure is then defined as the difference between the above two functions.
A sigmoid function of the misclassification measure is chosen as the cost function to soften the usual "0-1" hardlimited error function. By minimizing the cost function, we obtain an optimal set of classification coefficients {θ 1 , . . . , θ N , θ φ , θ ϕ }. The GPD algorithm computes the gradient of the objective function in a descent-based search. Starting from an initial value, each parameter θ i is adjusted in each iteration by a small amount ∆θ i controlled by the step size ε according to (10) for the null hypothesis and (11) for the alternative hypothesis. ∆θ φ and ∆θ ϕ can be similarly derived.
Dealing with Segmentation Uncertainty
We argue that segmentation points based on the maximum likelihood (ML) state sequence decoding in recognition may not be optimal for verifying a word in a sentence. Neighboring speech events tend to demonstrate co-articulation effects, thus lacking a clearly defined boundary. The consecutive non-overlapping segments obtained by the ML decoding may therefore need some boundary point adjustments, or to allow consecutive segments to overlap so as to accommodate this intrinsic boundary ambiguity problem. In [6] , it was reported that by extending boundaries, up to 50% overlap with neighboring segments, performance improvements were achieved. We expand the word segment by k frames on both ends and find the optimal k using the training data.
Experiments and Results

Database and System Description
All of the experiments were carried out using the car voice user interface (CARVUI) database collected at Bell Labs, containing utterances recorded in a running car through a 16-channel microphone array mounted on the sun-visor on the passenger side. There are 56 speakers including some non-native English speakers in the database. Each speaker uttered a set of phonetically-balanced TIMIT sentences, several digit strings with 1 to 7 digits in length, and about 85 short commands for car applications. The data was originally sampled at 24 kHz. In our experiments, hands-free speech data recorded in one of the 16 channels was used, and all data was down-sampled to 8 kHz after proper lowpass filtering.
For the baseline recognizer, a set of 41 speakerindependent, monophone acoustic models and three short/ long/noisy silence models were built using 3,984 utterances of digit strings and TIMIT sentences uttered by 45 speakers. The total number of mixture components is 2,055 and the averaged number of mixture components per state is 15.8. A feature vector of 39 components, consisting of 12 melfrequency cepstral coefficients plus normalized log energy and their first and second derivatives, was derived once every 10 ms over a 30 ms Hamming-windowed speech segment. The number of filters used for the computation of mel-cepstrum was 18. Cepstral mean subtraction was applied to each utterance in both training and testing. A finite state grammar with digit strings of unknown length was used as the language model for decoding. The lexicon size was 11 including "0" to "9" and "oh".
The BG filler model is a "silence-loop" model, consisting of 3 types: a 3-state long, a 1-state short, and a 3-state noisy "silence" models in the above speaker-independent, monophone models. The OOV filler model is a looping phone model without any phonotactic constraint. It consists of 41 phone models of lower acoustic resolution, with 483 mixture components in total and 3.9 per state on average, in the speaker-independent, monophone model set.
During GPD training, 7,481 correct segments in digit strings uttered by the same 45 speakers as those used for constructing the acoustic models were used. The number of digit per speaker was 50. The slope and bias parameters, α and β, of the sigmoid function for the cost function were set to −1.0 and 0.0, respectively.
In the testing, 965 correctly recognized tokens, 125 substitution errors, and 72 insertion errors for 350 digit strings uttered by seven speakers, different from those in the training set, were used. The word-correct rate with the speaker-independent model set was 87.5% on the average (the substation error rate: 10.9%, the deletion error rate: 1.6%, the insertion error rate: 6.0%). We used the equal error rate (EER) of word verification as the performance measure in our evaluation. The verification threshold was digit dependent and set a posteriori. The classifier coefficients were estimated for each digit.
SLR-Based Hypothesis Testing vs. 2-Class Classifier
The performance of the SLR-based hypothesis testing and that of our 2-class classifier (2CC) are compared. The form for the SLR-based hypothesis testing is defined as follows.
Here the likelihood value of the anti-model is calculated only using the second or lower best likelihood values. For our 2-class classifier, in contrast, several likelihood input values are considered and we examine the following three variations:
In "2CC N-best" in (13) , only the likelihood ratios for the N-best candidates are used. In "2CC BG+OOV" in (14), the likelihood ratios for the best candidate, the BG model, and the OOV model are used. In "2CC All" in (15), all likelihood ratios (i.e., the N-best candidates, the BG model, and the OOV model) are used. Table 1 lists the equal error rates for word verification by comparing the performance of the SLR-based hypothesis testing with that of our 2-class classifier. The 11-best likelihood ratios are used in "2CC N-best" and "2CC All". The 2-class classifier performs better than the SLR-based hypothesis testing. The performance improves as more information is used. The relative error reduction, compared with the SLR-based hypothesis testing achieved by our classifier "2CC All," is 16.9%.
Effects of Changing Segmentation Points
In this section, we present evaluation of the performance by varying the segmentation boundaries. Figure 2 shows equal error rates for training and testing data as a function of k, number of frames extended at both ends of the segment. For k = 0, it corresponds to using the segmentations given by the recognizer. The equal error rate curves show similar shapes for both training and testing data. From two to six frames, the curves of the equal error rates are relatively flat. As the number of frames increases, the performance starts to deteriorate. The optimal k found using training data is around 4. Table 2 lists the equal error rates for word verification with/without changing segment point (CSP) optimization. The optimal CSP improves the performance. The relative error reduction of the 2CC classifier by CSP optimization is 11.2%.
Discussion
Likelihood Ratio Based Formulation
Our classifier was formulated based on the use of likelihood ratios, compressed by a sigmoid function, as the input observation. Here, we check the appropriateness of this formulation through comparative experiments with classifiers in (16), (17), and (18).
The input parameters (likelihood values) of the N-best candidates and the OOV model are common to all classifiers. The "2CC(LR)" in (17) is our classifier of the likelihood ratio based form, while "2CC(L)" in (16) is based on the likelihood. The "2CC(LR/OOV)" in (18) is a variation of our classifier and uses the likelihood value of the OOV model as that of an anti-model for each N-best candidate. Table 3 lists the equal error rates for the word verification performance. The likelihood ratio based classifier in (17) and (18) performs better than the likelihood-based classifier in (16). The relative error reduction from "2CC(L)" to "2CC(LR)" is 35.0%.
If we ignore the sigmoid function, (17) and (18) can be rewritten as follows.
Note that besides the slightly different appearance of the coefficients, (16), (19), and (20) are equivalent if we disregard the sigmoid function in (16). To understand the contribu- Table 3 Equal error rates (%) of word verification with different forms.
Table 4
Equal error rates (%) of word verification when using coefficients of "2CC(LR)" and "2CC(LR/OOV)" to initialize "2CC(L)". tion of the sigmoid function to the final verification performance, we conducted verification experiments by plugging the discriminatively trained classifier coefficients λ i 's of "2CC(LR)" and "2CC(LR/OOV)" as the initial coefficients into (19) and (20). Table 4 lists the resultant equal error rates. In this table, "initial(LR)" and "initial(LR/OOV)" are the verification performance using the plugged-in coefficients without further GPD training. While the GPD training was applied subsequently, the improved performance is given under "GPD(LR)" and "GPD(LR/OOV)." The GPD training improves the verification by less than 1%, i.e., from 25.4% to 24.6%, and 26.9% to 26.3%. The plugged-in coefficients for "2CC(L)" performed slightly worse than the corresponding fully GPD trained classifiers, 2CC(LR) and 2CC(LR/OOV), but definitely much better than the likelihood based classifier, 2CC(L). This indicates that while the sigmoid function itself may not be absolutely crucial to produce the performance improvement, a proper initial condition, which was found by using the likelihood ratios as the input, is important to make the optimization of the coefficients of 2CC(L) easier. The sigmoid function as depicted in Fig. 3 compresses extreme values, which may be considered outliers, but keeps the center region relatively intact. While the log-likelihood ratio has a intrinsic anchor point at 0.0, the likelihood does not. Therefore, even when the sigmoid function compresses the input values with a large dynamic range into the interval, [0, 1], an un-normalized likelihood value can still be unstably compressed, thus likely to lead to some undesirable suboptimal performance. The log-likelihood ratio is implicitly a normalized value with a reference point of 0.0, and is numerically a better parameter for verification. When design-ing a classifier, it is important to use input observations with a stable, normalized reference point like the likelihood ratio.
Effects of N-best Scores
We investigated the effect of using variable N in our N-best likelihood ratios based verification with 1-, 2-and 11-best scores. Table 5 lists the equal error rates for word verification with and without the BG and OOV models. When BG and OOV models were not used, use of the 2-best likelihood ratios gave the best performance; the relative error reduction rate from 1-best to 2-best was 11.4%, i.e., from 29.0% to 25.7%. When the BG and OOV models were used, in contrast, the 11-best likelihood ratios gave the best performance and the relative error reduction from 1-best to 11-best was 10.1%, i.e., from 26.8% to 24.1%. The results show that the optimal N can be application dependent, but utilizing the Nbest likelihood ratios is effective in reducing the equal error rate.
Effects of the BG and OOV Models
We further investigated the effects of the BG and OOV models on insertions. Table 6 lists the equal error rates for word verification using test data excluding/including insertion errors in our classifier with/without using the BG and OOV models. It is clear from the table that the EER's are lowered when BG and OOV models were used, as shown by the corresponding results in the 2nd and the 3rd columns. The 2nd column tabulates the result without using the BG and OOV models. When insertion errors were not considered in the verification experiment, the EER is lower than that when they were included. The corresponding error rates are 26.0% and 27.2%. The 3rd column shows the result when both BG and OOV models were used in conjunction with Table 5 Equal error rates (%) of word verification for 1-, 2-and 11-best likeihood rations with/without the BG and OOV models. Fig. 4 Word verification performance for each digit with/without context. the 11-best candidates. The EER results show an opposite trend. An EER of 24.1% was obtained when insertion errors were considered in the verification experiment. This result is better than the corresponding EER of 25.5% when insertion errors were not considered. While including insertion errors for verification, the EER is reduced by a larger percentage, 11.4%, from 27.2% (with BG and OOV models) to 24.1% (without BG and OOV models). It shows that incorporation of the BG and OOV models as supplementary knowledge is effective in reducing errors, especially when the training data does not have sufficient occurrences of insertion errors like our training database, which has a relatively low insertion error rate of 2.8%.
Incorporation of Contexts
We present the result of incorporating contexts using neighboring word tokens. While the form in (2) is context independent, we tried a simple context dependency as follows.
In (21), the averaged log-likelihood ratios of the preceding, current and succeeding words are used. Figure 4 shows the averaged and individual equal error rates of all digits. Incorporation of contexts does not improve the overall performance. However, for some errorprone digits like "4", "8" and "oh", the context-dependent "2CC All(CD)" performed better than the context independent one. Further investigations found that incorporating context can indeed alleviate insertion problem. Table 6 Equal error rates (%) of word verification excluding/including insertions with/without the BG and OOV models.
Conclusions and Future Work
We propose a new confidence measure by reformulating verification into a 2-class classification. The 2-class classifier is discriminatively trained with the GPD training. The traditional hypothesis testing is improved with N-best candidate scores. Segmentation point optimization further improves the performance. Moreover we validate that strategies of a likelihood ratio based formulation, use of N-best candidates, BG and OOV models, and incorporating contexts are beneficial to the new 2-class classifier. In connected digit recognition experiments using distance-talking, hands-free CARVUI speech data, the proposed method is shown to achieve an equal error rate of 21.4% for word verification. The relative error reduction is 26%, when compared with the standard likelihood ratio test. We also show that it is important to formulate a classifier based on input observations with a normalized reference point such as the likelihood ratio. The difference in performance between the likelihoodbased and the likelihood-ratio based formulations can be as much as 35% in the relative error rate. The optimal choice of N for the N-best candidates can be application dependent. Using N-best likelihood ratios is effective, leading to a 10% performance improvement. In addition, the BG and OOV models as supplementary knowledge are shown to be useful and lead to an improvement of performance by another 10% in relative error rate, especially when the training data does not have sufficient occurrences of insertions. Incorporation of context is effective for reducing insertion errors of some error-prone words.
Future work includes investigating the task independency issues and performance of these strategies for large vocabulary recognition. We also plan to optimize N in a best "cohort" sense and to further study the effects of context on word verification.
