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Introduction
For a non singular scheme Y over C the hyper-cohomology of the algebraic de Rham complex calculates
the analytic cohomology H
.
(Y an,C). For singular Y there is no straighforward generalization of this
calculation: indeed, it is the algebraic side that causes problems. Grothendieck has introduced the
algebraic infinitesimal site Yinf [11]. Moreover, as explained in [13], when Y admits an embedding
as a closed subscheme of a smooth scheme X, one can also consider the completion of the de Rham
complex Ω
.
X along Y : Ω
.
X |ˆY
. At this point one has three different cohomologies
H
.
(Y,Ω
.
X |ˆY
), (1)
H
.
(Yinf ,OYinf ), (2)
and
H
.
(Y an,C). (3)
The isomorphism between (2) and (3) was proved by Grothendieck ([11]) only in the case of a
smooth scheme over C. The isomorphism between (1) and (3) was proved by Herrera-Liebermann
([14]), in the case of Y proper over C, while Deligne (unpublished), and Hartshorne ([13, Chapter
IV, Theorem (I.I)]) proved it for a general (not necessary proper) scheme over C. A direct statement
asserting the isomorphism of these cohomology groups for arbitrary C-schemes Y cannot be found
in literature, although all the necessary ingredients are given. The proof presented in this paper, if
applied to classical schemes, can be used to fill this gap (see §1). Of course the generalization of this
problem to the case of mixed or finite characteristic has been carefully studied by Berthelot and Ogus.
On the other hand, in more recent years the notion of scheme and the properties of schemes have
been generalized by the introduction of log schemes. Among the expected features of log schemes,
there is the fact that log smooth schemes (which are in general singular as schemes) should behave like
classical smooth schemes and moreover should also be related to analytic schemes. The goal of the
present work is to introduce the log scheme analogues of (1),(2),(3) over C, and prove the isomorphisms
between them.
With these ideas in mind we first consider the analogue of Grothendieck’s Infinitesimal Site ([11])
in the logarithmic context (see also [18] for positive characteristic). We work with pro-crystals and
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we link them to the logarithmic stratification on pro-objects. If we suppose that there exists an exact
closed immersion of fs log schemes Y →֒ X, with X log smooth over C, then we can define the Log De
Rham Cohomology of Y over C, as the hyper-cohomology of the complex ω
.
X |ˆY
, where X |ˆY represents
the formal completion of the log scheme X along its closed log subscheme Y . We give a direct proof
of the existence of an isomorphism between the Log Infinitesimal Cohomology of Y over C, and its
Log De Rham Cohomology, namely we prove the following isomorphism
H
.
(Y loginf ,OY log
inf
) ∼= H
.
DR,log(Y/C) =: H
.
(Y, ω
.
X |ˆY
)
This result was proved by Shiho ([24]) for a log smooth log scheme over C.
For the remaining isomorphisms, we were inspired by a work of K. Kato and C. Nakayama ([21,
Theorem (0.2), (2)]). Given an fs (ideally) log smooth log scheme X over C, Kato and Nakayama
associate a topological space Xanlog and show that the algebraic Log De Rham cohomology of X (which
is defined as the hyper-cohomology of the log De Rham complex ω
.
X) is isomorphic to the cohomology
of the constant sheaf C on Xanlog, i.e.
H
.
DR,log(X/C) =: H
.
(X,ω
.
X )
∼= H
.
(Xanlog,C) (4)
We will prove an analogue of (4), for a general fs log scheme Y over C. In this case, the Log De Rham
Cohomology of Y is defined as before (for Y admitting an exact closed immersion). In §2, we extend
the theory of Kato-Nakayama ([21]) to the log formal setting. To this end, we first introduce a ringed
topological space (X |ˆY )log, associated to the log formal analytic space (X |ˆY )an, with sheaf of rings
Olog
(X |ˆY )an
(Definition 2.2). The underlying topological space (X |ˆY )log of this ringed space coincides
with Y anlog . We construct the complex ω
.,log
(X |ˆY )an
(Definition 2.5 and (33)), which is a sort of “formal
analogue” of the complex ω
.,log
Xan , introduced by Kato-Nakayama for a log smooth log scheme X ([21,
(3.5)]).
Later, in §3, we give a “formal version” of the Deligne Poincare´ Residue map ([6, (3.6.7.1)]), in the
particular case of a smooth scheme X over C, endowed with log structure given by a normal crossing
divisor D, and Y →֒ X a closed subscheme, with the induced log structure (§3.2). We show that this
map is an isomorphism. It is useful for describing the cohomology of the complex ω
.
(X |ˆY )an
.
Using that description, we can prove the Log Formal Poincare´ Lemma (Theorem 4.1): given a general
fs log scheme Y over C, the Betti Cohomology of its associated topological space Y anlog is isomorphic
to the hyper-cohomology of the complex ω
.,log
(X |ˆY )an
.
In §5, we show that ω
.
(X |ˆY )an
is quasi-isomorphic to Rτ∗ω
.,log
(X |ˆY )an
∼= Rτ∗CY log (Proposition 5.2),
where τ : Y anlog −→ Y
an is the canonical (continuous, proper and surjective) Kato-Nakayama map of
topological spaces. Finally, we prove that there exists an isomorphism in cohomology H
.
(Y an, ω
.
(X |ˆY )an
)
∼= H
.
(Y, ω
.
X |ˆY
) between the Analytic and the Algebraic Log De Rham Cohomology (Theorem 5.3).
We conclude with the main theorem of this article (Theorem 5.1): the cohomology of the constant
sheaf C on the topological space Y anlog , associated to an fs log scheme Y , is isomorphic to the Log De
Rham Cohomology of Y ,
H
.
(Y loginf ,OY log
inf
) ∼= H
.
DR,log(Y/C)
∼= H
.
(Y anlog ,C)
We would like to thank Prof. L. Illusie and T. Tsuji, for their precious comments and suggestions.
Preliminaries
Notations: by S we denote the logarithmic scheme SpecC endowed with the trivial log structure,
and, by a log scheme, we mean a logarithmic scheme over S, whose underlying scheme is a separated
2
C-scheme of finite type. Moreover, if A
.
is a complex of sheaves and k ∈ N, then A
.
[−k] is the complex
defined in degree j as Aj+k.
0.1 The Logarithmic Infinitesimal Site
Given a log scheme X, endowed with a fine log structure M , we denote by InfLog(X/S) the Log-
arithmic Infinitesimal Site of X over S. It is given by 4−uples (U, T,MT , i), where U is an e´tale
scheme over X, (T,MT ) is a scheme with a fine log structure over S, i is an exact closed immersion
(U,M) →֒ (T,MT ) over S, defined by a nilpotent ideal on T , i.e. i is a nilpotent exact closed immer-
sion. Morphisms, coverings (for the usual e´tale topology), and sheaves on InfLog(X/S) are defined in
the usual way. The category of all sheaves on InfLog(X/S) is a ringed topos, called the Logarithmic
Infinitesimal Topos of X over S, and denoted by (X/S)loginf .
0.2 Pro-Crystals and Logarithmic Stratification
Let X be a log smooth log scheme. For the definition of pro objects we refer to [1], [8], [11, §6.2].
Definition 0.1 Let {Fk}k∈K be a pro object. It is a pro-crystal if, given g : (U
′, T ′,MT ′ , i
′) −→
(U, T,MT , i) a morphism in X
log
inf , there exists an isomorphism of pro objects
{g∗Fk(U, T,MT , i)}k∈K ∼= {Fk(U
′, T ′,MT ′ , i
′)}k∈K
i.e. {g∗FkT }k∈K ∼= {FkT ′}k∈K . In a similar way we can define Artin-Rees pro-crystals (see [23,
Proposition 0.5.1]).
For each integer i ≥ 0, let ∆1log(i) be the i−th log infinitesimal neighbourhood of the diago-
nal (X,M) →֒ (X,M) ×S (X,M), and let ∆
2
log(i) be the i−th log infinitesimal neighbourhood of
(X,M) ×S (X,M) →֒ (X,M) ×S (X,M) ×S (X,M) (where the fiber product is taken in the cate-
gory of fine log schemes). We have the canonical projections p1(i), p2(i) : ∆
1
log(i) −→ (X,M), and
p31(i), p32(i), p21(i) : ∆
2
log(i) −→ ∆
1
log(i). We denote by P
ν,i
X,log the structural sheaf of rings O∆νlog(i),
for each ν = 1, 2, i ≥ 0. In particular, we can regard P1,iX,log as an OX−module in two ways, via the
canonical projections p1(i), p2(i). So, we call the left OX−module structure (resp. right OX−module
structure) on P1,iX,log the structure given by p1(i) (resp. p2(i)).
We introduce a logarithmic stratification on the category of pro-coherent OX−modules. We could
define a logarithmic stratification “at any level” of the pro object, and consider the pro-category
of log stratified OX−modules. But this stratification would be too restrictive for our purpose. We
need to work with a larger category and, to this aim, we introduce the logarithmic stratification as a
pro-morphism.
Definition 0.2 [8, Definition 1.3] Let {Fk}k∈K be a pro-coherent OX module. A logarithmic strat-
ification on {Fk}k∈K is a pro-morphism
{Fk}k
s{Fk}k−→ {Fk}k ⊗ {P
1,i
X,log}i
such that the coidentity diagram
{Fk}k
s{Fk}k−→ {Fk}k ⊗ {P
1,i
X,log}i
id{Fk}k↓ ↓id{Fk}k⊗{qi,0}i
{Fk}k
id{Fk}k−→ {Fk}k
and the coassociativity diagram
{Fk}k
s{Fk}k−→ {Fk}k ⊗ {P
1,i
X,log}i
s{Fk}k ↓ ↓
s{Fk}k⊗id{P1,i
X,log
}i
{Fk}k ⊗ {P
1,i
X,log}i
id{Fk}k⊗s{P1,i
X,log
}i
−→ {Fk}k ⊗ {P
1,i
X,log}i ⊗ {P
1,i
X,log}i
3
are commutative, where qi,j : P
1,i
X,log −→ P
1,j
X,log are the natural compatible maps, and s{P1,i
X,log
}i
=
{δi,jX }(i,j) (see [24, Lemma 3.2.3] for the definition of δ
i,j
X : ∆
1
log(i)×(X,M) ∆
1
log(j) −→ ∆
1
log(i+ j)).
Theorem 0.3 [8, Theorem 3.2]. The following two categories are equivalent:
(a) the category of pro-crystals on InfLog(X/S);
(b) the category of pro-sheaves {Mn}n on X, endowed with a logarithmic stratification.
Remark 0.4 In fact, our pro-crystals are actually Artin-Rees pro-crystals and one could refine the
previous result on these objects.
Now let i : Y →֒ X be an exact closed immersion of fs log schemes, with X log smooth over S. We
consider the direct image functor iloginf∗ : Y
log
inf −→ X
log
inf . For a crystal F of Y
log
inf , we briefly describe the
construction of the direct image iloginf∗F , in characteristic zero. Let (U, T,MT , j) ∈ InfLog((X,M)/S),
then we consider the fiber product (in the category of fine log schemes) UY = (Y,N) ×(X,M) (U,M).
By base change, the map UY →֒ (U,M) is an exact closed immersion. Since j : (U,M) →֒ (T,MT )
is a nilpotent exact closed immersion, UY →֒ (T,MT ) is also an exact closed immersion, and we
can take the n−th log infinitesimal neighbourhood of UY inside (T,MT ), and denote it by (Tn,Mn).
Let λn : (Tn,Mn) →֒ (T,MT ). Then, (i
log
inf∗F )(U,T,MT ,j) =: lim←−
n
λn∗F(UY ,Tn,Mn,jn). So, the Artin-
Rees pro-crystal {Fn}n∈N on InfLog((X,M)/S), associated to i
log
inf∗F , is defined on (U, T,MT , j) ∈
InfLog((X,M)/S) as Fn(U,T,MT ,j) := λn∗(F(UY ,Tn,Mn,jn)) = λn∗(FTn) ([23, Proposition 0.5.1]). In
particular, the Artin-Rees pro-crystal {On}n∈N associated to i
log
inf∗OY log
inf
, is in fact defined, on each
(U, T,MT , j), as ({On}n∈N)(U,T,MT ,j) := {λn∗OTn}n∈N.
Remark 0.5 From Theorem 0.3, the log stratified OX−pro-module associated to the (Artin-Rees)
pro-crystal {On}n∈N is equal to {(On)(X,X,M,id)}n∈N = {λn∗OYn}n∈N = {OX/I
n}n∈N, where I ⊂ OX
is the ideal of definition of Y into X, and Yn is the n−th log infinitesimal neighborhood of Y →֒ X.
Moreover, (iloginf∗OY log
inf
)(X,X,M,id) = lim
←−
n
OX/I
n = O
X |ˆY
.
0.3 Linearization of the Log De Rham complex
Let ω
.
X be the log De Rham complex of the log smooth log scheme X over S. As in the classical case
([3, p. 2.17]), we denote the complex of Artin-Rees pro-coherent OX modules which is the linearization
of ω
.
X by {LX(ω
.
X)i}i∈N, i.e.
{LX(ω
.
X)i}i∈N =: {P
1,i
X,log}i∈N ⊗OX ω
.
X (5)
Since, for all i, j ∈ N, there exist maps P1,i+jX,log ⊗ ω
k
X −→ P
1,i
X,log ⊗ ω
k
X ⊗P
1,j
X,log, each term of (5) has
a canonical logarithmic stratification, in the sense of Definition 0.2 ([3, Construction 2.14]).
We have a local description of the differential maps {LX(d
.
X)i}i of this complex. Indeed, let M
i be
the log structure on ∆1log(i). Let U −→ X be an e´tale morphism of schemes, and let m ∈ Γ(U,M).
Then, there exists uniquely an element um,i in Γ(U, (P
1,i
X,log)
∗) ⊂ Γ(U,M i), such that p2(i)
∗(m) =
p1(i)
∗(m)um,i ([24, pp. 43, 44]). In particular, we have that um,i − 1 ∈ Ker {Γ(U, (P
1,i
X,log)
∗) −→
Γ(U,OX)} ([24, Lemma 3.2.7]).
Let now x ∈ X, and t1, ..., tr ∈ Mx be such that {dlog tj}1≤j≤r is a basis of ω
1
X,x. We can restrict
to an e´tale neighborhood U of x, and suppose that {dlog tj} is a local basis of ω
1
X on U . Let uj,i,
1 ≤ j ≤ r, i ≥ 0, be the elements in Γ(U, (P1,iX,log)
∗) such that p2(i)
∗(tj) = p1(i)
∗(tj)uj,i, as above. We
put ξj,i := uj,i − 1 ∈ Γ(∆
1
log(i),P
1,i
X,log) (note that the ξj,i’s are compatible with respect to i).
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Proposition 0.6 In the above notations,
(1) [24, Lemma 3.2.7], for each i ≥ 0, the OX−module P
1,i
X,log is locally free with basis
{ξai :=
r∏
j=1
ξ
aj
j,i|0 ≤
r∑
j=1
aj ≤ i}
where a = (a1, ..., ar) is a multi-index of length r. In particular, {ξ1,1, ..., ξr,1} is a basis for the locally
free OX−module P
1,1
X,log, e´tale locally at x;
(2) [24, Proposition 3.2.5], there exists a canonical isomorphism of OX−modules K1/K
2
1
∼=
−→ ω1X ,
where K1 := Ker {∆
∗ : P1,1X,log −→ OX} (with ∆: X →֒ ∆
1
log(1) the exact closed immersion). Under
this identification, the local basis {dlog tj}1≤j≤r of ω
1
X is identified with {ξj,1}1≤j≤r.
Therefore, for each i ≥ 0, the map LX(d
.
X)i is the OX−linear map
LX(d
k
X)i : P
1,i
X,log ⊗OX ω
k
X −→ P
1,i−1
X,log ⊗OX ω
k+1
X
defined, for a ∈ OX , ω ∈ ω
k
X , and nj ∈ N such that n1 + ...+ nr ≤ i, by setting
LX(d
k
X)i(aξ
n1
1,i ·...·ξ
nr
r,i⊗ω) = a·
∑
j=1,...,r
njξ
n1
1,i−1·...·ξ
nj−1
j,i−1 ·...·ξ
nr
r,i−1⊗dlog tj∧ω+a ξ
n1
1,i−1·...·ξ
nr
r,i−1⊗dω (6)
0.4 Log Formal Completion and Kato-Nakayama Topological Space
Let X be a log scheme, endowed with fs log structure M , and let i : Y →֒ X be an exact closed im-
mersion. We refer to [18, (5.8)] and [24, Proposition-Definition 3.2.1], for the definition of logarithmic
n−infinitesimal neighborhoods (n ∈ N).
Definition 0.7 The log formal completion X |ˆY of X along Y is the classical formal completion of
the scheme X along its closed subscheme Y , endowed with log structure given by the inverse image of
M via the canonical map X |ˆY −→ X.
We note that, if the closed immersion i : Y →֒ X is not exact, it is also possible to define the log formal
completion of X along Y , but in this article we will always work with exact closed immersions.
Let now Xan be the (fs) log analytic space associated to X. Kato-Nakayama define the topological
space Xanlog associated to X
an as the set {(x, h)|x ∈ Xan, h ∈ Hom(Mgpx ,S1), h(f) = f(x)/|f(x)|, for
any f ∈ O∗Xan,x} (where S
1 = {x ∈ C; |x| = 1}). Let now β : P −→M be a fixed local chart for Xan,
with P an fs monoid. The topology on Xanlog is locally defined as follows:
Definition 0.8 In the local chart β, Xanlog is identified with a closed subset of X
an × Hom(P gp,S1),
via the map Xanlog →֒ X
an × Hom(P gp,S1): (x, h) 7−→ (x, hP ), where hP is the composite P
gp −→
Mgpx
h
−→ S1. So, Xanlog is locally endowed with the topology induced from the natural topology on
Xan ×Hom(P gp,S1).
This local topology does not depend on the choice of the chart, so it induces a well defined global
topology on Xanlog ([21, (1.2.1), (1.2.2)]). There exists a surjective map of topological spaces τ : X
an
log −→
Xan : (x, h) 7−→ x, which is continuous and proper ([21, Lemma (1.3)]). Though Xanlog in general is not
an analytic space, it is still endowed with a nice sheaf of rings OlogXan . Indeed, let LX be the sheaf of
abelian groups on Xanlog which represents the “logarithms of local sections of τ
−1(Mgp)” ([21, (1.4)]).
There exists an exact sequence of sheaves of abelian groups
0 −→ τ−1(OXan)
k
−→ LX
exp
−→ τ−1(Mgp/O∗Xan) −→ 0
5
If we consider commutative τ−1(OXan)-algebras A on X
an
log, endowed with a homomorphism LX −→ A
of sheaves of abelian groups which commutes with k, then OlogXan is the universal object among such
A ([21, (3.2)]).
We suppose that X satisfies the following hypothesis ([21, Theorem (0.2), (2)])
(*) Locally for the e´tale topology, there exists an fs monoid P , an ideal Φ of P , and a morphism
f : X −→ Spec (C[P ]/(Φ)) of log schemes over S, such that the underlying morphism of schemes is
smooth, and the log structure on X is associated to P −→ OX .
Remark 0.9 We note that, if X is (ideally) log smooth over S, then it satisfies hypothesis (*),
because X is a filtered semi-toroidal variety ([17, Definition 5.2], [16, Definition (1.5)], [9, Proposition
II.1.0.11]).
Theorem 0.10 [21, Theorem (0.2), (2)]. Let X be an fs (ideally) log smooth log scheme over S (see
Remark 0.9). Then, there exists a canonical isomorphism
H
q(X,ω
.
X)
∼= Hq(Xanlog,C), for all q ∈ Z.
1 Log Infinitesimal and Log De Rham Cohomologies
From now on, let Y be a generic fs log scheme over S, endowed with log structure MY . We suppose
there exists an exact closed immersion i : Y →֒ X (i.e. i∗MX ∼= MY ), where X is an fs log smooth
log scheme over S, with log structure MX . The Log De Rham complex of the log scheme Y is the
complex (ω
.
X |ˆY
∼= ω
.
X ⊗OX OX |ˆY , dˆ
.
), where dˆ
.
is the integrable connection induced by the differential
d
.
X of ω
.
X . Then, we define the Log De Rham Cohomology of Y as the hyper-cohomology of the log
De Rham complex ω
.
X |ˆY
, i.e. H
.
DR,log(Y/S) =: H
.
(Y, ω
.
X |ˆY
).
Let I be the ideal of definition of Y in X. For each fixed ν ≥ 0, we consider the diagonal immersion
of fine log schemes X →֒ Xν , where Xν is the fiber product over S of ν + 1 copies of (X,MX ) over
S (the fiber product being that of the category of fine log schemes over S). We denote by ∆νX,log(i)
the i-th log infinitesimal neighbourhood of the diagonal of Xν , and by Pν,iX,log its structural scheaf of
rings O∆ν
X,log
(i) = OXν/K
i+1
ν , where Kν is the ideal of definition of the log scheme X inside X
ν .
Now, if we fix ν and vary i ∈ N, we get the Artin-Rees pro-object of sheaves {Pν,iX,log}i on X. On the
other hand, if we fix i and vary ν ∈ N, we get a sheaf on the simplicial log smooth log scheme
... −→ Xν −→ ... −→ X1 = X ×S X −→ X
which is the following cosimplicial sheaf of rings on X
0 −→ OX
d1−d0−→ P1,iX,log
d2−d1+d0−→ P2,iX,log −→ ... −→ P
ν,i
X,log −→ ... (7)
where the maps are given by the alternating sum of the faces of the simplicial log scheme {Xν}ν . If
we vary ν and i, we get a cosimplicial sheaf of Artin-Rees OX−pro modules {P
ν,i
X,log}ν,i.
We define the cosimplicial Artin-Rees pro-object {Qν,ilog}ν,i, by setting
Qν,ilog =: P
ν+1,i
X,log (8)
for every i, ν ≥ 0. Then, for each ν ≥ 0, there is a canonical homomorphism of pro-rings αν,
.
log : P
ν,.
X,log −→
Qν,
.
log, defined by the canonical injection {0, 1, ..., ν} →֒ {0, 1, ..., ν, ν+1}. So, we have a homomorphism
of cosimplicial pro-rings
{α∗,ilog}i : {P
∗,i
X,log}i −→ {Q
∗,i
log}i (9)
Let N be an OX−module. As in the classical case, we define the cosimplicial pro-ring
{Q∗,ilog(N )}i =: {Q
∗,i
log}i ⊗OX N (10)
6
We note that, for fixed ν ≥ 0, {Qν,ilog(N )}i is clearly a {Q
ν,i
log}i−module, and so an OX−bimodule with
the obvious left and right structures. Moreover, if we regard {Qν,ilog(N )}i as a cosimplicial pro-module
on {Pν,iX,log}i (by restriction of scalars, via {α
ν,i
log}i), we see that it is the cosimplicial pro-module
associated with the OX−pro-module with canonical stratification {Q
0,i
log(N )}i = {P
1,i
X,log}i ⊗OX N .
Indeed, for each ν ≤ µ, {Qν,ilog(N )}i is obtained from {Q
µ,i
log(N )}i by base change with respect to any
of the canonical morphisms {Pν,iX,log}i −→ {P
µ,i
X,log}i. Now, for each integer k ≥ 2, we consider the
differential operator dk of the log De Rham complex,
dk : ωkX −→ ω
k+1
X
Following [11, p. 347], for each ν ≥ 0, dk induces a homomorphism of Artin-Rees pro-objects
Qν,
.
log(d
k) : Qν,
.
log(ω
k
X) −→ Q
ν,.
log(ω
k+1
X ) (11)
and we get the following cosimplicial complex of Artin-Rees pro-objects,
{Q∗,ilog(OX )}i −→ {Q
∗,i
log(ω
1
X)}i −→ {Q
∗,i
log(ω
2
X)}i −→ ... −→ {Q
∗,i
log(ω
k
X)}i −→ ... (12)
The cosimplicial complex of Artin-Rees pro-objects {Q∗,ilog(ω
.
X)}i is a resolution of ω
.
X (Cˇech resolution).
Indeed, we consider the double complex of OX−pro-modules
ω
.
X
d0−→ {Q0,ilog(ω
.
X)}i
d1−d0−→ {Q1,ilog(ω
.
X)}i
d2−d1+d0−→ ... −→ {Qν,ilog(ω
.
X)}i −→ ... (13)
where the maps are obtained from the cosimplicial maps (7) (with respect to the cosimplicial index
ν), by “forgetting one face” ([5, p. 12]). Then, one can show that (13) is locally homotopic to zero, by
using the degenerating maps of the cosimplicial complex (7) ([2, §V, Lemma 2.2.1]). Now, we apply
to (13) the additive functor {OX/I
n}n∈N ⊗OX (−), in the category of pro-coherent OX−modules.
Since it respects the local homotopies, we find that the complex
{OX/I
n}n ⊗ ω
.
X
d0−→ {OX/I
n}n ⊗ {Q
0,i
log(ω
.
X)}i
d1−d0−→ {OX/I
n}n ⊗ {Q
1,i
log(ω
.
X)}i
d2−d1+d0−→ ... (14)
is also locally homotopic to zero.
We give now a sort of “Log Poincare´ Lemma” in characteristic zero.
Theorem 1.1 The complex of Artin-Rees OX−pro modules
[OX
d0−→ {LX(ω
.
X)}i] = [OX
d0−→ {P1,iX,log}i −→ {P
1,i
X,log}i ⊗OX ω
1
X −→ {P
1,i
X,log}i ⊗OX ω
2
X −→ ...]
(15)
is locally homotopic to zero.
Proof. From (6), it follows that the composition OX −→ {LX(OX)i}i −→ {LX(ω
1
X)i}i is zero, so
(15) is in fact a complex of OX−pro modules. It is easy to show that the complexes
[OX
d0−→ P1,iX,log
LX(d
0
X )i−→ P1,i−1X,log ⊗OX ω
1
X
LX(d
1
X )i−1−→ P1,i−2X,log ⊗OX ω
2
X
LX(d
2
X )i−2−→ ...] (16)
are locally homotopic to zero, for each i ∈ N. Indeed, from Proposition 0.6, we can define the following
maps on the local basis,
P
1,i−p
X,log
⊗OX ω
p
X
sp
−→ P1,i−p+1
X,log
⊗OX ω
p−1
X
ξα1
1,i−p · · · ξ
αr
r,i−p ⊗ ξi1,1 ∧ · · · ∧ ξip,1 7−→
1
k+p
∑p
m=1(−1)
m+1ξα1
1,i−p+1 · · · ξ
αr
r,i−p+1ξim,i−p+1 ⊗ ξi1,1 ∧ · · · ∧ ξˆim,1 ∧ · · · ∧ ξip,1
I⊗ ξi1,1 ∧ · · · ∧ ξip,1 7−→
1
p
∑p
m=1(−1)
m+1ξim,i−p+1 ⊗ ξi1,1 ∧ · · · ∧ ξˆim,1 ∧ · · · ∧ ξip,1
where 0 6= α1 + · · · + αr = k ≤ i − p, and extend them by linearity. It is easy to compute that
s0 ◦ d0 = id, and LX(d
p−1
X )i−p+1 ◦ sp + sp+1 ◦ LX(d
p
X)i−p = id, for each p ≥ 0 (see also [8, Theorem
2.2] for an alternative proof, in the classical case).
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Now, since the additive functor {OX/I
n}n ⊗OX (−) respects the local homotopies, by Theorem 1.1,
the following complex of Artin-Rees OX−pro modules
[{OX/I
n}n
d0−→ {OX/I
n}n ⊗ {P
1,i
X,log}i −→ {OX/I
n}n ⊗ {P
1,i
X,log}i ⊗OX ω
1
X −→ ...] (17)
is also locally homotopic to zero, in the category of pro-coherent OX−modules.
We consider now the following double complex (⋆⋆)
{OX/I
n}n −→ {OX/I
n}n ⊗ ω1X −→ {OX/I
n}n ⊗ ω2X ...
d0↓ d0↓ d0↓
{OX/I
n}n
d0−→ {OX/I
n}n ⊗ {P
1,i
X,log
}i −→ {OX/I
n}n ⊗ {P
1,i
X,log
}i ⊗ ω1X −→ {OX/I
n}n ⊗ {P
1,i
X,log
}i ⊗ ω2X ...
d1−d0↓ d1−d0↓ d1−d0↓ d1−d0↓
{OX/I
n}n ⊗ {P
1,i
X,log
}i
d0−→ {OX/I
n}n ⊗ {P
2,i
X,log
}i −→ {OX/I
n}n ⊗ {P
2,i
X,log
}i ⊗ ω
1
X −→ {OX/I
n}n ⊗ {P
2,i
X,log
}i ⊗ ω2X ...
d2−d1+d0↓ d2−d1+d0↓ d2−d1+d0↓ d2−d1+d0↓
... ... ... ...
↓ ↓ ↓ ↓
{OX/I
n}n ⊗ {P
ν−1,i
X,log
}i
d0−→ {OX/I
n}n ⊗ {P
ν,i
X,log
}i −→ {OX/I
n}n ⊗ {P
ν,i
X,log
}i ⊗ ω1X −→ {OX/I
n}n ⊗ {P
ν,i
X,log
}i ⊗ ω2X ...
↓ ↓ ↓ ↓
... ... ... ...
Now, from (14), all the columns of (⋆⋆), except the first, are locally homotopic to zero. Moreover,
from (17), the second row of (⋆⋆) is also locally homotopic to zero. The (ν+1)−th row of this double
complex (ν ≥ 2) is obtained from the second row by tensorizing (over OX) with the (log stratified)
Artin-Rees pro-object {Pν−1,iX,log }i. Indeed, for each ν ≥ 0, {P
ν,i
X,log}i
∼= {P
ν−1,i
X,log }i ⊗ {P
1,j
X,log}j . So,
since the second row is locally homotopic to zero and the additive functor {Pν−1,iX,log }i⊗OX (−) respects
the local homotopies, we see that each row of (⋆⋆), except the first, is also locally homotopic to zero.
Therefore, we can conclude that the double complex {OX/I
n}n⊗{Q
∗,i
log(ω
.
X)}i is a resolution of both
the first column {OX/I
n}n ⊗ {P
∗,i
X,log}i, and the first row {OX/I
n}n ⊗ ω
.
X of (⋆⋆). Then, since all
pro-systems satisfy the Mittag-Leffler condition, we get the two following isomorphisms in cohomology,
H
.
(Y, lim
←−
n
lim
←−
i
OX/I
n ⊗P∗,iX,log)
∼= H
.
(Y, lim
←−
n
lim
←−
i
OX/I
n ⊗Q∗,ilog(ω
.
X)) (18)
H
.
DR,log((Y,N)/C) := H
.
(Y, lim
←−
n
OX/I
n ⊗ ω
.
X)
∼= H
.
(Y, lim
←−
n
lim
←−
i
OX/I
n ⊗Q∗,ilog(ω
.
X)) (19)
Remark 1.2 Since the Artin-Rees OX−pro module {OX/I
n}n is endowed with a log stratification
(see Remark 0.5), we have isomorphisms, for any ν, k ≥ 0,
{OX/I
n}n ⊗ {P
ν,i
X,log}i ⊗ ω
.
X
∼= {P
ν,i
X,log}i ⊗ {OX/I
n}n ⊗ ω
.
X
and so there is an identification
{OX/I
n}n ⊗ {Q
∗,i
log(ω
.
X)}i
∼= {Q
∗,i
log({OX/I
n}n ⊗ ω
.
X)}i
In order to calculate H
.
(Y loginf ,OY log
inf
), from the exact closed imersion Y →֒ X one can define the
sheaf Y˜ := lim
−→
n
Y˜n on InfLog(Y/S) (Yn being the n−th log infinitesimal neighborhood of Y in X),
which covers the final object of Y loginf ([11, §5.2]). If (X
ν )ˆ|Y is the log formal completion of Xν along
its closed log subscheme Y →֒ X →֒ Xν , we can introduce the (Cˇech) cosimplicial sheaf on Y equal to
O
(X∗ )ˆ|Y
(this is denoted by F ∗ in [11, p. 338], when F = O
Y log
inf
). Then, by means of Y˜ and this Cˇech
cosimplicial sheaf, we have that H
.
(Y,O
(X∗ )ˆ|Y
) ∼= H
.
(Y loginf ,OY log
inf
) ([11, §5.1 and p. 339]). Finally,
since lim
←−
n
lim
←−
i
OX/I
n ⊗P∗,iX,log, as cosimplicial sheaf on Y , is equal to O(X∗ )ˆ|Y ,
H
.
(Y, lim
←−
n
lim
←−
i
OX/I
n ⊗P∗,iX,log)
∼= H
.
(Y loginf ,OY log
inf
) (20)
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From (18), (19) and (20), we conclude that there exists an isomorphism between the log De Rham
cohomology of Y and its log Infinitesimal cohomology, namely
H
.
DR,log((Y,N)/C)
∼= H
.
(Y loginf ,OY log
inf
) (21)
Remark 1.3 Forgetting log structure, one could use analogous techniques in the classical setting
(which are nothing but a miscellanea of those ones indicated in [11]) and obtain the isomorphism
(21) for any scheme Y over S (without log). This fact, together with the result proved by Hartshorne
in [13, Chapter IV, Theorem I.I], gives the isomorphisms between (1), (2) and (3) in the Introduction.
2 The Complex ω
.,log
X |ˆY
With X and Y as in §1, let Y an, Xan be the associated fs log analytic spaces, and let ian : Y an →֒ Xan
be the corresponding analytic exact closed immersion. When the context obviates any confusion, we
will omit the superscript (−)an in denoting the associated analytic spaces.
We consider the closed analytic subspaces Yk of X, defined by the ideals I
k, with k ∈ N. On each
such Yk we consider the log structure induced by MX , i.e., if ik : Yk →֒ X is the closed immersion,
then we take MYk = i
∗
kMX . We have a sequence of exact closed immersions, which we denote by ϕk,
Y = Y1
ϕ1
→֒ Y2
ϕ2
→֒ Y3
ϕ3
→֒ ...
ϕk
→֒ Yk+1
ϕk+1
→֒ ... →֒ X
Therefore, we have a projective system of rings {OYk
∼= i−1k (OX/I
k); ϕk : OYk+1 −→ OYk}k≥1, where
the transition maps ϕk are surjective. Moreover, the diagram
ϕ−1k (MYk+1) −→ MYk
αk+1 ↓ αk↓
ϕ−1k (OYk+1) −→ OYk
(22)
is commutative, for each k ≥ 1. Since MX is a fine log structure on X, each Yk is endowed with a fine
log structure i∗kMX , which we donote more by Mk.
The closed immersion ik : Yk →֒ X is exact, for each k, so ([18, (1.4.1)])
Mk/O
∗
Yk
= i∗kMX/O
∗
Yk
∼= i−1k (MX/O
∗
X) = (MX/O
∗
X)|Yk (23)
Remark 2.1 Since the underlying topological space of each Yk is equal to Y , it follows from (23) that
Mk/O
∗
Yk
∼= (MX/O
∗
X)|Y , for each k ≥ 1. Therefore, if we consider the associated sheaf of groups
(Mk/O
∗
Yk
)gp ∼=M
gp
k /O
∗
Yk
, we have that, for each k ≥ 1,
Mgpk /O
∗
Yk
∼= (M
gp
X /O
∗
X)|Y (24)
Let Y logk (resp. X
log) be the Kato-Nakayama topological space associated to Yk (resp. to X), and
let τk : Y
log
k −→ Yk (resp. τX : X
log −→ X) be the corresponding surjective, continuous and proper
map of topological spaces (§0.4). We now consider the “formal” analytic space X |ˆY , which is Y an as
topological space, and whose structural sheaf is
O
X |ˆY
=: lim
←−
k
OYk
∼= lim
←−
k
i−1k (OX/I
k)
Now, since the closed immersion i : Y →֒ X is exact, the formal completion of the fs log analytic space
X along the closed log subspace Y is equal to the classical completion X |ˆY , endowed with the log
structure induced by MX (Definition 0.7). So, if iX |ˆY : X |ˆY →֒ X, then the log structure on X |ˆY
is i∗
X |ˆY
MX . We denote it by MX |ˆY . We now define a ringed topological space ((X |ˆY )
log,Olog
X |ˆY
),
associated to the formal fine log analytic space X |ˆY .
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Definition 2.2 With the previous notation, we define (X |ˆY )log to be the topological space Y log, en-
dowed with the following sheaf of rings
Olog
X |ˆY
=: τ−1Y (OX |ˆY )⊗τ−1X (OX)
(OlogX ) (25)
Lemma 2.3 [21, Lemma (3.3)] With the previous notation, let x ∈ Y , y ∈ Y log be such that τY (y) =
x. Let LX be the sheaf of logarithms of local sections of τ
−1
X (M
gp
X ) (§0.4). Let {t1, ..., tn} be a family
of elements of the stalk LX,y, whose image under the map expy : LX,y −→ τ
−1
X (M
gp
X /O
∗
X)y is a
Z−basis of MgpX,x/O
∗
X,x. Then, O
log
(X |ˆY ),y
is isomorphic, as O
(X |ˆY ),x
−algebra, to the polynomial ring
O
(X |ˆY ),x
[T1, ..., Tn], via the correspondence
O
(X |ˆY ),x
[T1, ..., Tn] −→ O
log
(X |ˆY ),y
Ti 7−→ ti
(26)
for i = 1, ..., n.
Proof. By [21, Lemma (3.3)], applied to X log, the isomorphism OlogX,y
∼= τ−1X (OX )y[T1, ..., Tn] implies
that Olog
(X |ˆY ),y
∼= τ−1Y (OX |ˆY )y ⊗τ−1X (OX )y
τ−1X (OX)y[T1, ..., Tn]
∼= τ−1Y (OX |ˆY )y[T1, ..., Tn]
∼=
O
(X |ˆY ),x
[T1, ..., Tn].
Lemma 2.4 [21, Lemma (3.4)] Let r ∈ Z. We define a filtration filr(O
log
X |ˆY
) on Olog
X |ˆY
by
filr(O
log
X |ˆY
) =: τ−1(O
X |ˆY
)⊗τ−1(OX ) filr(O
log
X ) (27)
(where filr(O
log
X ) is defined by Kato-Nakayama as Im{τ
−1(OX)⊗Z(
⊕r
j=1 Sym
j
Z
LX) −→ O
log
X }). Then,
the canonical map
τ−1(MgpX /O
∗
X)
∼= LX/τ
−1(OX) ⊆ fil1(O
log
X )/fil0(O
log
X )
induces the following isomorphism
τ−1(O
X |ˆY
)⊗Z τ
−1(SymrZ(M
gp
X /O
∗
X))
∼=
−→ filr(O
log
X |ˆY
)/filr−1(O
log
X |ˆY
) (28)
Proof. By [21, Lemma (3.4)], for any r ≥ 0, we have an isomorphism
τ−1(OX)⊗Z τ
−1(SymrZ(M
gp
X /O
∗
X))
∼=
−→ filr(O
log
X )/filr−1(O
log
X ) (29)
So,
τ−1(O
X |ˆY
)⊗Z τ
−1(SymrZ(M
gp
X /O
∗
X))
∼=
τ−1(O
X |ˆY
)⊗τ−1(OX)
(
τ−1(OX)⊗Z τ
−1(SymrZ(M
gp
X /O
∗
X))
)
and, by (29), this is isomorphic to
τ−1(O
X |ˆY
)⊗τ−1(OX) filr(O
log
X )/filr−1(O
log
X ) (30)
Now, since the functor τ−1(O
X |ˆY
) ⊗τ−1(OX ) (−) is right exact, it follows that (30) is isomorphic to
filr(O
log
X |ˆY
)/filr−1(O
log
X |ˆY
).
Using the Kato-Nakayama complex ω
.,log
X associated to the fs log smooth log analytic space X over
S ([21, (3.5)]), we can now give the following
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Definition 2.5 In the previous notation, for any q ∈ N, 0 ≤ q ≤ rkZ ω
1
X , we define the following
sheaf on Y log
ωq,log
X |ˆY
=: Olog
X |ˆY
⊗τ−1(OX) τ
−1(ωqX) (31)
Since X is log smooth over S, it follows that ωqX is a locally free OX−module of finite type, and so
ωq,log
X |ˆY
is a locally free Olog
X |ˆY
−module of finite type. Moreover, since ωq,logX =: O
log
X ⊗τ−1(OX) τ
−1(ωqX)
([21, (3.5)]), using the definition of Olog
X |ˆY
(25), we can also write
ωq,log
X |ˆY
= τ−1(O
X |ˆY
)⊗τ−1(OX ) ω
q,log
X (32)
Now, since the differential dq : ωq,logX −→ ω
q+1,log
X is induced by that of ω
.
X , we have that d
1(I r) ⊆
I r−1ω1X , for any r ≥ 0. Thus, d
.
can be extended to get a differential
dˆq : ωq,log
X |ˆY
−→ ωq+1,log
X |ˆY
(33)
Therefore, we obtain a complex ω
.,log
X |ˆY
, whose differentials dˆ
.
satisfy dˆ1(x) = dlog(exp(x)), for each
element x ∈ LX , and dˆ
1(y) ∈ I r−1ω1X , for each element y ∈ I
r, r ≥ 0.
3 Formal Poincare´ Residue Map
In this section, we want to give a “formal version” of the Poincare´ Residue map given by Deligne ([6,
(3.1.5.2)]). We consider an fs log scheme Y , with log structure MY , and an exact closed immersion
i : Y →֒ X, where X is an fs log smooth log scheme, with log structure MX . We also suppose that
the underlying scheme of X is smooth over S, and its log structure MX is given by a normal crossing
divisor D →֒ X, i.e. MX = j∗O
∗
U ∩ OX →֒ OX , where j : U = X −D →֒ X is the open immersion.
Let Xan, Y an be the log analytic spaces associated to X and Y , which we will simply denote by X,
Y , when no confusion can arise.
We take the log De Rham complex ω
.
X = Ω
.
X(logMX) = Ω
.
X(logD). Its completion ω
.
X |ˆY
, along the
closed subscheme Y of X, satisfies
ωi
X |ˆY
∼= ωiX ⊗OX OX |ˆY
for each i, 0 ≤ i ≤ n = dimX, because the OX−modules ω
i
X are locally free, and so coherent.
We denote by dˆi the differential ωi
X |ˆY
−→ ωi+1
X |ˆY
of the complex ω
.
X⊗OX OX |ˆY . We consider the weight
filtration W. on ω
.
X ([6, (3.1.5.1)]): since each term Wk(ω
i
X) = Ω
i−k
X ∧ω
k
X is a locally free OX−module,
this filtration induces an increasing filtration Wˆ. on ω
.
X |ˆY
, defined by
Wˆk(ω
i
X |ˆY
) =:Wk(ω
i
X)⊗OX OX |ˆY
for each 0 ≤ k ≤ i ≤ n.
Since Wˆk(ω
i
X |ˆY
) = Im{ωkX ⊗OX Ω
i−k
X ⊗OX OX |ˆY
∧⊗id
−→ ωiX ⊗OX OX |ˆY }, we can write the term Wˆk of the
filtration as ωkX ∧Ω
i−k
X |ˆY
, where Ω
.
X |ˆY
is the completion of the classical De Rham complex Ω
.
X along Y .
Moreover, we note that Wˆk(ω
i
X |ˆY
) is a locally free O
X |ˆY
−submodule of ωi
X |ˆY
, for each i.
We suppose now that, locally at a point x ∈ Y →֒ X, the normal crossing divisor D is the union of
smooth irreducible components D = D1 ∪ ...∪Dr, where each component Di is locally defined by the
equation zi = 0 (for a local coordinate system {z1, ..., zn} of X at x). Let S
k be the set of strictly
increasing sequences of indices σ = (σ1, ..., σk), where σi ∈ {1, ..., r}, and let Dσ = Dσ1 ∩ ... ∩ Dσk .
Let Dk =
⋃
σ∈Sk Dσ and D
k be the disjoint union
∐
σ∈Sk Dσ. Moreover, let π
k : Dk −→ X be the
canonical map. Then, locally at x, the O
X |ˆY
-submodule Wˆk(ω
i
X |ˆY
) of ωi
X |ˆY
can be written as
Wˆk(ω
i
X |ˆY
) =
∑
σ∈Sk
Ωi−k
X |ˆY
∧ dlogzσ1 ∧ ... ∧ dlogzσk
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for each 0 ≤ i ≤ n. Therefore, the elements of Wˆk(ω
i
X |ˆY
) are locally linear combinations of terms
η ∧ dlogzσ1 ∧ ... ∧ dlogzσk , with η ∈ Ω
i−k
X |ˆY
.
Let Yk = Dk ∩Y , and Y
k =
∐
σ∈Sk(Yσ), with Yσ = Dσ ∩Y . We have the following cartesian diagram
Y k →֒ Dk
pik
Y ↓ pi
k
↓
Y
i
→֒ X
(34)
Since each intersection Dσ is smooth over S, we can take the sheaf of classical differential i−forms
Ωi
Dk
over Dk; then, πk∗ (Ω
i
Dk
) ∼=
⊕
σ∈Sk(iσ∗Ω
i
Dσ
), where iσ : Dσ →֒ X.
So, (πk∗ (Ω
i
Dk
))ˆ
|Y
∼= (
⊕
σ∈Sk(iσ∗Ω
i
Dσ
))ˆ
|Y
∼=
⊕
σ∈Sk(iσ∗Ω
i
Dσ
)ˆ
|Y
.
From the cartesian diagram
Yσ →֒ Dσ
↓ iσ↓
Y
i
→֒ X
(35)
we deduce the map iˆσ : Dσ |ˆYσ →֒ X |ˆY . From [12, (Corollaire (10.14.7))], it follows that
(iσ∗Ω
i
Dσ )ˆ|Y
∼= iˆσ∗(Ω
i
Dσ |ˆYσ
)
and then
(πk∗Ω
i
Dk )ˆ|Y
∼=
⊕
σ∈Sk
iˆσ∗(Ω
i
Dσ |ˆYσ
) (36)
3.1 The Formal Poincare´ Residue
In [6, (3.1.5.2)], Deligne defines a map of complexes
Res
.
: GrWk (Ω
.
X(logD)) −→ π
k
∗Ω
.
Dk(ε
k)[−k] (37)
for each k ≤ n, called the Poincare´ Residue map, where εk is defined as in [6, (3.1.4)], and represents
the orientations of the intersections Dσ of k components of D. Given a local section η ∧ dlogzσ1 ∧
... ∧ dlogzσk ∈ Gr
W
k (Ω
p
X(logD)), with η ∈ Ω
p−k
X , the map Res sends it to η|Dσ ⊗ (orientation σ1...σk).
Deligne proved that Res is an isomorphism of complexes ([6]). Moreover, from [6, (3.1.8.2)], the
following sequence of isomorphisms
R
kj∗C ∼= H
k(j∗Ω
.
U )
∼= H k(Ω
.
X(logD))
∼= εkX
implies that there exists an identification
εkX
∼= C⊗Z
k∧
MgpX /O
∗
X (38)
(MX is the log structure on X associated to the normal crossing divisor D, and ε
k
X is the direct image
of εk via the map πk : Dk −→ X [6, (3.1.4.1)]). Using diagram (34), and (36), we can extend the
Deligne Poincare´ Residue map to the formal case.
Definition 3.1 In the previous notation, we define the map
Rˆes
p
: GrWk (ω
p
X |ˆY
) ∼= GrWk (ω
p
X ⊗OX OX |ˆY ) −→ πˆ
k
∗Ω
p−k
Dk |ˆY k
(εk) (39)
as
η ∧ dlogzσ1 ∧ ... ∧ dlogzσk 7−→ η|(Dσ |ˆYσ) ⊗ (orientation σ1...σk)
where η ∈ Ωp−k
X |ˆY
.
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We consider the completion Rˆes
p
of the Deligne Poincare´ Residue map (37), in degree p, along the
closed subscheme Y . We will prove that the maps Rˆes
p
induce the following OX− linear isomorphism
of complexes
Rˆes
.
: GrWk (ω
.
X |ˆY
)
∼=
−→ πˆk∗Ω
.
Dk |ˆY k
(εk)[−k] (40)
for each k ≤ n.
To this end, we briefly recall the classical construction of the Deligne Poincare´ Residue map. So, given
σ ∈ Sk, we consider the application
ρσ : Ω
p−k
X −→ Gr
W
k (ω
p
X) (41)
which is locally defined by
ρσ(η) =: η ∧ dlogzσ1 ∧ ... ∧ dlogzσk (42)
This map does not depend on the choice of the local coordinates zi ([7, 3.6.6]). Moreover we have that
ρσ(zσi · β) = 0 and ρσ(dzσi ∧ γ) = 0
for all sections β ∈ Ωp−kX , and γ ∈ Ω
p−1−k
X . Therefore ρσ factorizes into
Ωp−kX −→ iσ∗Ω
p−k
Dσ
⊗ (orientation σ1...σk)
ρσ↓ ւρσ
GrWk (ω
p
X)
(43)
Thus, all these maps being locally compatible with the differentials, the maps ρσ define a morphism
of complexes
ρ
.
: πk∗Ω
.
Dk(ε
k)[−k] −→ GrWk (ω
.
X) (44)
This morphism is locally defined by (42), and it is a global morphism on X: it is an isomorphism
of complexes. Its inverse isomorphism GrWk (ω
.
X) −→ π
k
∗Ω
.
Dk
(εk)[−k] is the Deligne Poincare´ Residue
map Res
.
([7, (3.6.7.1)]). In view of this construction, we can see that Res
.
is an OX−linear morphism
of complexes: so we deduce that the maps Rˆes
p
in (39), are compatible with the differentials induced
from ω
.
X |ˆY
and Ω
.
Dk |ˆY k
[−k], because Rˆes
p
comes from the OX−linear map Res
p by completion along
Y . Indeed, we note that
GrWk (ω
.
X |ˆY
) ∼= GrWk (ω
.
X)⊗OX OX |ˆY
and, from (36), we have that
(πk∗Ω
.
Dk(ε
k)[−k])ˆ
|Y
∼=
⊕
σ∈Sk
iˆσ∗(Ω
.
Dσ |ˆYσ
)(εk)[−k] ∼= πˆk∗Ω
.
Dk |ˆY k
(εk)[−k]
So we conclude that the morphism of complexes Rˆes
.
(40) is an isomorphism, for each k ≤ n.
Remark 3.2 We can also construct the morphism Rˆes
.
using a formal version of the classical con-
struction of Res
.
, described in (41), (42), (43), (44). Indeed, we can define the map
ρ
σ|ˆY
: Ωp−k
X |ˆY
−→ GrWk (ω
p
X |ˆY
) (45)
which is the completion along Y of (41), and is locally defined as in (42), but with η ∈ Ωp−k
X |ˆY
. Then,
we can see that this map ρ
σ|ˆY
factorizes into
Ωp−k
X |ˆY
−→ iσ∗Ω
p−k
Dσ |ˆYσ
⊗ (orientation σ1...σk)
ρσ↓ ւρσ
GrWk (ω
p
X |ˆY
)
(46)
which is the formal analogue of (43). We conclude that there exists an isomorphism of complexes on
X
ρ
.
|ˆY
: πk∗Ω
.
Dk |ˆY k
(εk)[−k] −→ GrWk (ω
.
X |ˆY
) (47)
whose inverse isomorphism is exactly Rˆes
.
.
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3.2 Cohomology of ω
.
X |ˆY
From the isomorphism Rˆes
.
, and from (38), we deduce that, when X is smooth over S, with log
structure given by a normal crossing divisor D on X, and Y is a closed subscheme of X, then
H
q(GrWk (ω
.
X |ˆY
)) ∼= CY k ⊗C ε
k
X
∼= CY k ⊗Z
k∧
MgpX /O
∗
X if q = k (48)
and
H
q(GrWk (ω
.
X |ˆY
)) = 0 if q 6= k (49)
Therefore, we deduce that, for each point x ∈ Y ∩D, there exists an isomorphism
H
q(ω
.
X |ˆY
)x ∼= C⊗Z
q∧
(MgpX /O
∗
X)x (50)
4 Formal Log Poincare´ Lemma
In this section, we generalize the logarithmic version of the Poincare´ Lemma, proved by Kato-
Nakayama ([21, Theorem (3.8)]) in the case of an (ideally) log smooth log analytic space (i.e. a
log analytic space satisfying the assumption (0.4) in [21]). We extend this result to the case of a
generic fs log analytic space over S, and prove the following
Theorem 4.1 Let i : Y →֒ X be like in §2, and let ω
.,log
X |ˆY
be the complex introduced in Definition 2.5,
with differential maps given by (33). Then, there exists a quasi-isomorphism
CY log
∼=
−→ ω
.,log
X |ˆY
(51)
To prove this theorem we first need some preliminary results. The methods of the proof are similar
to those in [21].
Let Y and X be as in §2. Let P −→ MX be a chart, with P a toric (or simply fs) monoid. Let p be
a prime ideal of P which is sent to 0 ∈ OX under P −→ MX −→ OX . Let T be the fs log analytic
space whose underlying space is the same as that of X but whose log structure MT is associated to
P r p −→ OT . Similarly, let Z be the closed log subspace of T whose underlying space is the same
as that of Y and whose log structure is the inverse image of MT . We have the following commutative
diagram of fine log analytic spaces
(Y, i∗MX)
i
→֒ (X,MX )
↓ ↓
(Z, i∗TMT )
iT
→֒ (T,MT )
(52)
where the vertical maps are the identity over the underlying analytic spaces. We also note that, since
the closed immersions i and iT are both exact, the log formal analytic space T |ˆZ coincides with the
classical formal analytic space X |ˆY and so
ω
.
T |ˆZ
∼= ω
.
T ⊗OX OX |ˆY (53)
We introduce now a filtration on the complex ω
.
X |ˆY
. So, for q, r ∈ Z, let F pr ω
q
X be the OX−subsheaf
of ωqX defined by F
p
r ω
q
X = 0, if r < 0; F
p
r ω
q
X = Im{ω
r
X ⊗ ω
q−r
T −→ ω
q
X}, if 0 ≤ r ≤ q; F
p
r ω
q
X = ω
q
X , if
q ≤ r ([21, Filr in Lemma (4.4)]).
On the complex ω
.
X |ˆY
we consider the induced filtration
Fˆ pr ω
.
X |ˆY
= F pr ω
.
X ⊗OX OX |ˆY
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Lemma 4.2 [21, Lemma (4.4)] In the previous context,
(1) Fˆ pr ω
.
X |ˆY
is a subcomplex of ω
.
X |ˆY
.
(2) For any r ∈ Z, there is an isomorphism of complexes
r∧
(P gp/(P r p)gp)⊗Z ω
.
T |ˆZ
[−r]
∼=
−→ Fˆ pr ω
.
X |ˆY
/Fˆ pr−1ω
.
X |ˆY
(54)
whose degree q part is given by
(p1 ∧ ... ∧ pr)⊗Z (η ⊗OX f) 7−→ dlog(p1) ∧ ... ∧ dlog(pr) ∧ (η ⊗OX f)
where p1, ..., pr ∈ P
gp, η ⊗OX f ∈ ω
q
T |ˆZ
∼= ω
.
T ⊗OX OX |ˆY . The differential of the left side is equal to
(id⊗Z dˆ
.
), where dˆ
.
is the differential of ω
.
T |ˆZ
.
Proof. (2). By applying the functor (−)⊗O
X |ˆY
to the exact sequence of coherent sheaves 4.4.1 in
[21, Lemma (4.4)], and using (53), we have
0 −→ ω1
T |ˆZ
−→ ω1
X |ˆY
−→ O
X |ˆY
⊗Z P
gp/(P r p)gp −→ 0
Let P be an fs (or toric) monoid and let X be the log analytic space SpecC[P ], endowed with log
structure P −→ OX . Let i : Y →֒ X be an exact closed immersion, where Y is a fine log analytic
space endowed with the induced log structure. We fix a point x ∈ Y . Since i : Y →֒ X is exact, via
the canonical isomorphism
ω1
X |ˆY
∼= C[P ]ˆ|Y ⊗Z P
gp
the map P gp −→ ω1
X |ˆY
, sending p ∈ P gp to dlog p, corresponds to the map sending p to 1 ⊗ p ([22,
§3]). The image of this map is contained in the closed 1−forms. Therefore, we get a map
MgpX,x/O
∗
X,x
∼= P gp −→ H 1(ω
.
X |ˆY
)
and, by cup product, we deduce a map
q∧
(MgpX,x/O
∗
X,x)
∼=
q∧
P gp −→ H q(ω
.
X |ˆY
) (55)
Let b be the prime ideal of P which is the inverse image of the maximal ideal of OX,x under
P −→ OX,x. We denote by X(b) the closed analytic subspace Spec (C[P ]/(b)) of X. The underlying
analytic space of X(b) is equal to SpecC[P r b], and x belongs to its smooth open analytic subspace
SpecC[(P r b)gp], where the log structure is trivial. Let Y (b) be the fiber product
Y (b) →֒ X(b)
↓ ↓
Y →֒ X
(56)
which is a closed subspace of X(b). Moreover, let (X |ˆY )(b) be the completion X(b)ˆ|Y (b) ofX(b) along
its closed subspace Y (b), and let ω
.
(X |ˆY )(b)
be the formal log complex of (X |ˆY )(b), with differential
maps dˆ
.
b.
We denote by (O
(X |ˆY )(b)
)dˆ
1
b
=0 the kernel of dˆ1b : O(X |ˆY )(b) −→ ω
1
(X |ˆY )(b)
.
Lemma 4.3 [21, Lemma (4.5)] In the previous context,
(1) if we restrict to some open neighbourhood of x in X(b) (x ∈ Y ), there exists an isomorphism
C
∼=
−→ (O
(X |ˆY )(b)
)
dˆ1
b
=0
x (57)
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and a quasi-isomorphism
C
∼=
−→ (ω
.
(X |ˆY )(b)
)x (58)
(2) Let bω
.
X |ˆY
be the subcomplex of ω
.
X |ˆY
whose degree q part is defined to be the OX−subsheaf of ω
q
X |ˆY
generated by bωq
X |ˆY
, with b ∈ b. For any q, the map
q∧
(MgpX /O
∗
X)x ⊗Z C −→ H
q(ω
.
X |ˆY
/bω
.
X |ˆY
)x (59)
which is induced by the map (55), is bijective.
(3) The stalk at x of the canonical map of complexes
ω
.
X |ˆY
−→ ω
.
X |ˆY
/bω
.
X |ˆY
(60)
is a quasi-isomorphism.
Proof. We first note that the complex ω
.
X |ˆY
/bω
.
X |ˆY
is isomorphic to ω
.
(X |ˆY )(b)
. Indeed, since b is an
ideal of the monoid P , by [21, Lemma (3.6), (2)], ω1X/bω
1
X
∼= ω1X(b), and it follows that
ω
.
X |ˆY
/bω
.
X |ˆY
∼= ω
.
X/bω
.
X ⊗OX OX |ˆY
∼=
ω
.
X(b) ⊗OX OX |ˆY
∼= ω
.
X(b)ˆ|Y (b)
= ω
.
(X |ˆY )(b)
We start to prove (1) and (2). We may restrict ourselves to the open neighbourhood SpecC[(P rb)gp]
of x in X(b), and consider the restriction of Y (b) to this open neighborhood. So, x belongs to the
closed subspace Y (b) ∩ SpecC[(P r b)gp] of the non-singular analytic space SpecC[(P r b)gp], where
the log structure is trivial.
In this local situation, ω
.
(X |ˆY )(b)
∼= Ω
.
X(b)ˆ|Y (b)
, and, from [13, Theorem 2.1], we know that this complex
is a resolution of the constant sheaf CY (b) over Y (b). Therefore, the stalk at x of (O(X |ˆY )(b))
dˆ1
b
=0 is
isomorphic to C, and there is a quasi-isomorphism
C
∼=
−→ (Ω
.
X(b)ˆ|Y (b)
)x
so (1) is proved. Now, we apply Lemma 4.2 by taking X(b), P , b as X, P and p. We consider H q of
both sides of Lemma 4.2, (2), and take the stalk at x. Then, H q(Fˆ br (ω
.
(X |ˆY )(b)
)/Fˆ br−1(ω
.
(X |ˆY )(b)
))x is
isomorphic to
∧r P gp/(P rb)gp⊗ZH q−r(Ω.
X(b)ˆ|Y (b)
)x, which is isomorphic to
∧r P gp/(P rb)gp⊗ZC if
q = r and is zero if q 6= r. Therefore, since ω
.
X |ˆY
/bω
.
X |ˆY
∼= ω
.
(X |ˆY )(b)
, the stalk at x of H q(ω
.
X |ˆY
/bω
.
X |ˆY
)
is isomorphic to
∧q(MgpX,x/O∗X,x)⊗Z C, so (2) is proved.
To prove (3), we consider the particular case where P = Nr, for some r ≥ 0. In this situation,
X ∼= Cr as an analytic space, with canonical log structure given by a normal crossing divisor
D →֒ X, and Y is a closed analytic subspace of X, with induced log structure. Then, the com-
plex ω
.
X |ˆY
∼= Ω
.
X(logD) ⊗OX OX |ˆY . Therefore, we are reduced to the case analyzed in §3.2, and we
can use the isomorphism (50) to describe the stalk at x of H q(ω
.
X |ˆY
). So, by applying Lemma 4.3,
(2), H q(ω
.
X |ˆY
/bω
.
X |ˆY
)x ∼=
∧q(MgpX /O∗X)x ⊗Z C, which is isomorphic to H q(ω
.
X |ˆY
)x, via (50).
Now, we prove (3) in the general situation. For a non-empty ideal I of the monoid P , we can consider
the toric variety BI(SpecC[P ]), which we get from X by “blowing-up” along I as in [20, §I, Theorem
10]. It is endowed with a canonical log structure ([18, (3.7)(1)]).
Note. From [19, Proposition (9.8)], and [20, §I, Theorem 11], it is possible to choose an ideal
I˜ of P , such that, if X˜ = BI˜(SpecC[P ]), with log structure M˜ , then, for any y ∈ X˜, (M˜/O
∗
X˜
)y is
isomorphic to Nr(y), for some r(y) ≥ 0. Let f : X˜ −→ X be the proper map, corresponding to the
16
“blowing-up” of X along I˜. We can suppose X˜ ∼= Cr, for some r ∈ N, i.e. X to be a non-singular
log analytic space, with canonical log structure Nr −→ C[Nr], namely, the log structure given by a
normal crossing divisor D˜.
Then, we consider the following cartesian diagram
Y˜
i˜
→֒ X˜
f|Y ↓ f↓
Y
i
→֒ X
(61)
where Y˜ = f−1(Y ) is a closed subspace of X˜, and we suppose it to be endowed with the inverse image
of the log structure M˜ . We denote by fˆ the morphism fˆ : X˜ |ˆY˜ −→ X |ˆY (deduced from the cartesian
diagram (61)). We also note that the vertical maps in (61) are log-e´tale, so
ω
.
X˜
∼= f∗ω
.
X (62)
Then, from (62), we get
ω
.
X˜ |ˆY˜
∼= fˆ∗ω
.
X |ˆY
(63)
Moreover, by [20, §I, Corollary 1. c)], there exists a quasi-isomorphism
OX
∼=
−→ Rf∗OX˜ (64)
Since f is proper, and X, X˜ are schemes of finite type over S, applying [13, §II, Proposition (6.2)] to
the structural sheaf OX˜ , we get
(Rf∗OX˜ )ˆ|Y
∼=
−→ Rfˆ∗(OX˜ |ˆY˜ ) (65)
and, from the isomorphism (64), we get
O
X |ˆY
∼=
−→ Rfˆ∗(OX˜ |ˆY˜ ) (66)
Therefore, since the OX˜ -module (resp. OX−module) ω
q
X˜
(resp. ωqX) is free of finite rank, for any q,
from (63) and (66), we finally get an isomorphism in the derived category
ω
.
X |ˆY
∼= Rfˆ∗ω
.
X˜ |ˆY˜
(67)
Let now x˜ ∈ Y˜ be such that f(x˜) = x. Let b˜ be the prime ideal of Nr equal to the inverse image of
the maximal ideal of OX˜,x under N
r −→ OX˜,x. We consider the log analytic closed subspace X˜(b˜) of
X˜, and its closed log subspace Y˜ (b˜) →֒ X˜(b˜), defined as in (56).
We consider the following commutative diagram
ω
.
X |ˆY
−→ ω
.
X |ˆY
/bω
.
X |ˆY
∼= ω
.
(X |ˆY )(b)
∼=↓ ↓
Rfˆ∗ω
.
X˜ |ˆY˜
−→ Rfˆ∗(ω
.
X˜ |ˆY˜
/b˜ω
.
X˜ |ˆY˜
) ∼= Rfˆ∗ω
.
(X˜ |ˆY˜ )(b˜)
(68)
Since we have just proved (3) in the case P = Nr, r ≥ 0, the lower horizontal arrow is an isomorphism
at x. Therefore, the map
H
q(ω
.
X |ˆY
)x −→ H
q(ω
.
X |ˆY
/bω
.
X |ˆY
)x (69)
is injective. Moreover, by Lemma 4.3, (1), H 0(ω
.
X |ˆY
/bω
.
X |ˆY
)x ∼= H
0(ω
.
(X |ˆY )(b)
)x
∼=
−→ C, and also
H 0(ω
.
X˜ |ˆY˜
/b˜ω
.
X˜ |ˆY˜
) ∼= H 0(ω
.
(X˜ |ˆY˜ )(b˜)
) ∼= C. Thus, we find that the composition map
C ∼= H 0(ω
.
X |ˆY
/bω
.
X |ˆY
)x −→ H
0(Rfˆ∗(ω
.
X˜ |ˆY˜
/b˜ω
.
X˜ |ˆY˜
))x −→ H
0(ω
.
X˜ |ˆY˜
/b˜ω
.
X˜ |ˆY˜
)x˜ ∼= C
17
is the identity map, and so
H
0(ω
.
X |ˆY
/bω
.
X |ˆY
)x −→ H
0(Rfˆ∗(ω
.
X˜ |ˆY˜
/b˜ω
.
X˜ |ˆY˜
))x (70)
is injective. Now, from diagram (68), since the composed map ω
.
X |ˆY
−→ Rfˆ∗(ω
.
X˜ |ˆY˜
/b˜ω
.
X˜ |ˆY˜
) is an
isomorphism at x, it follows that the map (70) is also surjective, and so it is an isomorphism.
Therefore, from diagram (68), the map
H
0(ω
.
X |ˆY
)x −→ H
0(ω
.
X |ˆY
/bω
.
X |ˆY
)x (71)
is also an isomorphism, and we can conclude that H 0(ω
.
X |ˆY
)x ∼= C.
Now, the isomorphism (59), factorizes through
q∧
(MgpX,x/O
∗
X,x)⊗Z H
0(ω
.
X |ˆY
)x −→ H
q(ω
.
X |ˆY
)x −→ H
q(ω
.
X |ˆY
/bω
.
X |ˆY
)x
and we can conclude that the map (69) is also surjective, and so it is an isomorphism.
From Lemma 4.3, we can deduce the following
Proposition 4.4 [21, Proposition (4.6)] Let Y be an fs log analytic space over S, and let i : Y →֒ X
be an exact closed immersion of Y into an fs log smooth log analytic space X. Then, for all q ∈ Z,
there is an isomorphism
q∧
(MgpX /O
∗
X)|Y ⊗Z C
∼=
−→ H q(ω
.
X |ˆY
) (72)
induced by the map ˆdlog : Mgp
X |ˆY
−→ ω1
X |ˆY
.
Proof. Since the question is local on X, we may assume that X = SpecC[P ], where P is an fs
monoid. Let x ∈ Y , and let b ⊂ P be the inverse image of the maximal ideal of OX,x. Now, by Lemma
4.3, (3),
H
q(ω
.
X |ˆY
)x ∼= H
q(ω
.
X |ˆY
/bω
.
X |ˆY
)x
and, by Lemma 4.3, (2),
H
q(ω
.
X |ˆY
/bω
.
X |ˆY
)x ∼=
q∧
(MgpX,x/O
∗
X,x)⊗Z C
for each point x ∈ Y .
Now, we use Lemma 4.3 and Proposition 4.4 to prove a “formal version” of the logarithmic Poincare´
Lemma.
Proof. (of Theorem 4.1)
In the previous notation, let x ∈ Y , y ∈ Y log be such that τ(y) = x. Let {t1, ..., tn} be a family of
elements of LX,x whose image via the map expx : LX,x −→M
gp
X,x/O
∗
X,x is a Z−basis of M
gp
X,x/O
∗
X,x.
Let R be the polynomial ring C[T1, ..., Tn]. From Lemma 2.3, the stalk in y of O
log
X |ˆY
is isomorphic to
O
X |ˆY,x
[T1, ..., Tn], where each ti corresponds to Ti. Therefore, we consider the C−linear homomorphism
R −→ Olog
X |ˆY,y
(73)
which sends Ti 7−→ ti, for i = 1, ..., n. Since
C −→ Ω
.
R/C
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is a quasi-isomorphism, it is sufficient to prove that there exists a quasi-isomorphism
Ω
.
R/C
∼=
−→ ω
.,log
X |ˆY,y
(74)
To this end, we introduce a filtration on Ω
.
R/C as follows: for any r ∈ Z, let Filr(Ω
.
R/C) be the
subcomplex of Ω
.
R/C whose degree q part is the C−submodule of Ω
q
R/C generated by elements of the
type f · γ, with f ∈ R an element of degree ≤ r, and γ ∈ ΩqR/C.
We also introduce a filtration on ω
.,log
X |ˆY,y
: for any r ∈ Z, let Filr(ω
.,log
X |ˆY
) be the subcomplex of ω
.,log
X |ˆY
whose degree q part Filr(ω
q,log
X |ˆY
) is defined as
Filr(ω
q,log
X |ˆY
) =: filr(O
log
X |ˆY
)⊗τ−1(OX) τ
−1(ωqX)
where filr(O
log
X |ˆY
) is the filtration defined in Lemma 2.4.
Then, by Lemma 2.4,
Filr(ω
.,log
X |ˆY
)/Filr−1(ω
.,log
X |ˆY
) ∼= τ−1
(
ω
.
X |ˆY
⊗Z Sym
r
Z(M
gp
X /O
∗
X)
)
and, by Proposition 4.4, for any q,
H
q
(
τ−1(ω
.
X |ˆY
⊗Z Sym
r
Z(M
gp
X /O
∗
X ))
)
∼= C⊗Z
q∧
(MgpX /O
∗
X)⊗Z τ
−1(SymrZ(M
gp
X /O
∗
X))
On the other hand, Filr(Ω
.
R/C)/Filr−1(Ω
.
R/C) is the complex
q 7−→ C⊗Z (
q∧ n⊕
i=1
ZTi)⊗Z Sym
r
Z(
n⊕
i=1
ZTi)
which is isomorphic to C ⊗Z
∧q(MgpX /O∗X)x ⊗Z SymrZ(MgpX /O∗X)x. The differentials of this complex
are zero.
Therefore, for any r ∈ Z, there exists a quasi-isomorphism
Filr(Ω
.
R/C)/Filr−1(Ω
.
R/C)
∼=
−→ Filr(ω
.,log
X |ˆY
)/Filr−1(ω
.,log
X |ˆY
) (75)
and this implies that there is a quasi-isomorphism Ω
.
R/C
∼= ω
.,log
X |ˆY,y
for each point y ∈ Y log.
5 Log De Rham and Log Betti Cohomologies
The goal of this section is to compare the Log Betti Cohomology H
.
(Y log,C) of an fs log scheme Y ,
with its Algebraic Log De Rham Cohomology H
.
(Y, ω
.
X |ˆY
). Therefore, we begin with
Theorem 5.1 Let Y be an fs log scheme over S, and let i : Y →֒ X be an exact closed immersion of
Y into an fs log smooth log scheme X. Then, for any q ∈ Z, there exists an isomorphism
Hq(Y log,C) ∼= Hq(Y, ω
.
X |ˆY
) (76)
Proof. In the previous section, we have checked that Hq(Y log,C) ∼= Hq(Y log, ω
.,log
X |ˆY
), for any q ∈ Z.
So, we will first show that the Log Betti Cohomology of Y is isomorphic to the Analytic Log De
Rham Cohomology H
.
(Y an, ω
.
(X |ˆY )an
) (Proposition 5.2). Finally, we will check that the algebraic log
De Rham complex ω
.
X |ˆY
is quasi-isomorphic to its associated analytic log complex ω
.
(X |ˆY )an
(Theorem
5.3).
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Proposition 5.2 [21, (4.8), 4.8.5]. There exists a quasi-isomorphism
Rτ∗(ω
.,log
X |ˆY
)
∼=
−→ ω
.
(X |ˆY )an
(77)
Proof. We consider the composed map
C⊗Z
q∧
(MgpX /O
∗
X)|Y
∼=
−→ H q(ω
.
(X |ˆY )an
) −→ Rqτ∗CY log (78)
(where the second map is given by the natural arrow ω
.
(X |ˆY )an
−→ Rτ∗(ω
.,log
X |ˆY
)). Since the first map is
an isomorphism by Proposition 4.4, it is sufficient to prove that there is a quasi-isomorphism
R
qτ∗CY log
∼= C⊗Z
q∧
(MgpX /O
∗
X )|Y
To prove this, we apply [21, Lemma (1.5)], taking the constant sheaf C on Y an. We have a canonical
isomorphism
(Rqτ∗CY log
∼=)Rqτ∗τ
∗
CY an
∼= C⊗Z
q∧
MgpY /O
∗
Y
where the sheaf MgpY /O
∗
Y is isomorphic to (M
gp
X /O
∗
X)|Y , by (23).
We will now compare the algebraic log De Rham complex ω
.
X |ˆY
with its associated analytic log De
Rham complex ω
.
(X |ˆY )an
, and we will show that they are quasi-isomorphic.
Theorem 5.3 In the previous notation, let g : Xan −→ X be the canonical morphism. If we consider
the cartesian diagram
Y an
ian
→֒ Xan
gY ↓ g↓
Y
i
→֒ X
(79)
then the morphism
ω
.
X |ˆY
−→ Rgˆ∗ω
.
(X |ˆY )an
(80)
induces an isomorphism in cohomology
H
.
(Y, ω
.
X |ˆY
)
∼=
−→ H
.
(Y an, ω
.
(X |ˆY )an
) (81)
Proof. We may assume that X = SpecC[P ], endowed with the canonical log structure (with P a
toric monoid), and Y →֒ X is a closed log subscheme of X, with the induced log structure. We divide
the proof into two steps:
1) We begin by proving the assertion in the case where P = Nr, for some r ∈ N, i.e. in the case of a
smooth scheme X over S, with log structure given by a normal crossing divisor D →֒ X. Then, by
the formal Poincare´ residue isomorphism (40), for each k ≤ n, we have the following identifications
H
q(Y,GrWk (ω
.
X |ˆY
)) ∼= Hq−k(Y, πˆk∗Ω
.
Dk |ˆY k
(εk)) (82)
Moreover, by [13, §IV],
H
q−k(Y, πˆk∗Ω
.
Dk |ˆY k
(εk)) ∼= Hq−k(Y an, πˆk∗Ω
.
Dk,an|ˆY k,an
(εk)) ∼= Hq−k(Y k,an,C)
and so
H
q(Y,GrWk (ω
.
X |ˆY
)) ∼= Hq(Y an,GrWk (ω
.
(X |ˆY )an
))
for each k, 0 ≤ k ≤ n. Therefore, we can conclude that the morphism (80) induces the isomorphism
H
.
(Y, ω
.
X |ˆY
) ∼= H
.
(Y an, ω
.
(X |ˆY )an
).
20
2) We now prove the assertion for a generic toric monoid P . We can take I˜, X˜, and f : X˜ −→ X, as
in the Note interpolated in the proof of Lemma 4.3. We consider the cartesian diagram (61), for the
algebraic and analytic cases. Then, by arguments similar to those in the proof of Lemma 4.3, (63),
(66), (67), we can conclude that, in the algebraic setting,
ω
.
X |ˆY
∼= Rfˆ∗ω
.
X˜ |ˆY˜
and similarly, in the analytic setting,
ω
.
(X |ˆY )an
∼= Rfˆan∗ ω
.
(X˜ |ˆY˜ )an
Therefore, to prove the assertion it is sufficient to check that there exists an isomorphismH
.
(Y˜ , ω
.
X˜ |ˆY˜
) ∼=
H
.
(Y˜ an, ω
.
(X˜ |ˆY˜ )an
). But this follows from step 1), because X˜ = SpecC[Nr], for some r ∈ N, endowed
with canonical log structure Nr −→ C[Nr].
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