Regularization methods, including Lasso, group Lasso, and SCAD, typically focus on selecting variables with strong effects while ignoring weak signals.
INTRODUCTION
Given n independent samples, we consider a high-dimensional linear regression model
where y = ( 1 , … , n ) T is an n-vector of responses, X = (X i j ) n×p is an n × p random design matrix, = ( 1 , … , ) T is a p-vector of regression coefficients, and = ( 1 , … , n ) T is an n-vector of independently and identically distributed random errors with mean 0 and variance 2 . Let * = ( * 1 , … , * ) T denote the true value of . We write X = (x (1) , … , x (n) ) T = (x 1 , … , x ), where x (i) = (X i1 , … , X i ) T is the ith row of X and x j is the jth column of X, for i = 1, … , n and j = 1, … , p. Without the subject index i, we write y, X j , and as the random variables underlying y i , X i j , and i , respectively. We assume that each X j is independent of . We write x as the random vector underlying x (i) and assume that x follows a p-dimensional multivariate sub-Gaussian distribution with mean zeros, variance proxy 2 x , and covariance matrix . Sub-Gaussian distributions contain a wide range of distributions such as Gaussian, binary, and all bounded random variables. Therefore, our proposed framework can accommodate more data types, as opposed to the conventional Gaussian distributions.
We assume that model (1) is sparse. That is, the number of nonzero * components is less than n. When p > n, the essential problem is to recover the set of predictors with nonzero coefficients. The past two decades have seen many regularization methods developed for variable selection and estimation in high-dimensional settings, including Lasso, 1 adaptive Lasso, 2 group Lasso, 3 SCAD, 4 and MCP, 5 among many others. Most regularization methods assume the restrictive -min condition, which requires that the strength of nonzero * 's is larger than a certain noise level. 6 Hence, regularization methods may fail to detect weak signals with nonzero but small * 's, and this will result in biased estimates and inaccurate predictions, especially when weak signals outnumber strong signals.
Detection of weak signals is challenging. However, if weak signals are partially correlated with strong signals that satisfy the -min condition, they may be more reliably detected. To elaborate on this idea, first notice that the regression coefficient * can be written as * = ∑
where Ω ′ is the jj ′ th entry of Ω = Σ −1 , ie, the precision matrix of x. Let ′ be the partial correlation of X j and X ′ , ie, the correlation between the residuals of X j and X ′ after regressing them on all the other X variables. It can be shown that ′ = −Ω ′ ∕ √ Ω Ω ′ ′ . Hence, X j and X ′ the are partially uncorrelated are equivalent to Ω ′ = 0. Assume that Ω is a sparse matrix with only a few nonzero entries in Ω. When the right-hand side of (2) can be accurately evaluated, weak signals can be distinguished from those of noises. In high-dimensional settings, it is impossible to accurately evaluate ∑ 1≤ ′ ≤ Ω ′ cov(X ′ , ). However, under the faithfulness condition that will be introduced in Section 3, a variable, say, indexed by j ′ , satisfying the -min condition, will have a nonzero cov(X ′ , ). Once we identify such strong signals, we set to discover variables that are partially correlated with them.
For brevity, we term weak signals that are partially correlated with strong signals as "weak-but-correlated" (WBC) signals. This paper aims to incorporate WBC signals in variable selection, estimation, and prediction. We propose a two-stage procedure that consists of variable selection and postselection estimation. The variable selection stage involves a covariance-insured screening for detecting weak signals, and the postselection estimation stage involves a shrinkage estimator for jointly estimating strong and weak signals selected from the first stage. We call the proposed method as the covariance-insured screening-based postselection shrinkage estimator (CIS-PSE). Our simulation studies demonstrate that, by incorporating WBC signals, CIS-PSE improves estimation and prediction accuracy. We also establish the asymptotic selection consistency of CIS-PSE.
The paper is organized as follows. We outline the proposed CIS-PSE method in Section 2 and investigate its asymptotic properties in Section 3. We evaluate the finite-sample performance of CIS-PSE via simulations in Section 4, and apply the proposed method to predict the annual gross domestic product (GDP) rates based on the socioeconomic status for 82 countries in Section 5. We conclude the paper with a brief discussion in Section 6. All technical proofs are provided in the Appendix.
METHODS

Notation
We use scripted upper-case letters, such as , to denote the subsets of {1, … , p}. Denote by || the cardinality of  and by  c the complement of . For a vector v, we denote a subvector of v indexed by  by v  . Let X  = (x , ∈ ) be a submatrix of the design matrix X restricted to the columns indexed by . For the symmetric covariance matrix Σ, denote by Σ  ′ its submatix with the row and column indices restricted to subsets  and  ′ , respectively. When  =  ′ , we write Σ  = Σ  ′ for short. The notation also applies to its sample versionΣ.
Denote by (, ; Ω) the graph induced by Ω, where the node set is  = {1, … , } and the set of edges is denoted by . An edge is a pair of nodes, say, k and k ′ , with Ω kk ′ ≠ 0. For a subset  l ⊂ , denote by Ω l the principal submatrix of Ω with its row and column indices restricted to  l and by  l the corresponding edge set. The subgraph ( l ,  l , Ω l ) is a connected component of (, ; Ω) if any two nodes in  l are connected by edges in , and if k ∈  c l , then Ω kk ′ = 0 for any k ′ ∈  l . For a symmetric matrix A, denote by tr(A) the trace of A and denote by min (A) and max (A) the minimum and maximum eigenvalues of A. We define the operator norm and the Frobenius norm as ||A|| = Denote the sample covariance matrix and the marginal sample covariance between X j and y, j = 1, … , p, bŷ
Defining strong and weak signals
Consider a low-dimensional linear regression model where p < n. The ordinary least squares (OLS) estimator̂O LS = Σ −1ĉ ov(x, ) =Ωĉov(x, ) minimizes the prediction error, whereΩ =Σ −1 is the empirical precision matrix. It is also known that̂O LS is an unbiased estimator of * and yields the best outcome predictionŷ best = XΩĉov(x, ) with the minimal prediction error.
However, when p > n,Σ becomes noninvertible, and thus cannot be estimated using all X variables. Let  0 = { ∶ * ≠ 0} be the true signal set and assume that | 0 | < n. If  0 were known, the predicted outcome, ie,ŷ
ov(x  0 , ), would have the smallest prediction error. In practice,  0 is unknown and some variable selection method must be applied first to identify  0 . We define the set of strong signals as
and let  2 =  0 ⧵  1 be the set of weak signals. Then, the OLS estimator and the best outcome prediction are given bŷ
) and
where
is the partitioned empirical precision matrix. We observe that the partial correlations between the variables in  1 and  2 contribute to the estimation of  1 and  2 and the outcome prediction. Therefore, incorporating WBC signals helps reduce the estimation bias and prediction error. We further decompose  2 =  WBC ∪  2 * , where  WBC and  WBC are the sets of weak signals with nonzero and zero partial correlations with the signals in  1 , respectively. Formally, with c given in (3),
where  null = { ∶ * = 0}. We assume that | 1 | = 1 , | WBC | = WBC , and | 2 * | = 2 * .
Covariance-insured screening-based postselection shrinkage estimator
Our proposed CIS-PSE method consists of the variable selection and postshrinkage estimation steps.
Variable selection. First, we detect strong signals by regularization methods such as Lasso or adaptive Lasso. Denote by 1 the set of detected strong signals. To identify WBC signals, we evaluate (2) for each ∈ c 1 . When there is no confusion, we use j ′ to denote a strong signal. Though estimating cov(X ′ , ) for every 1 ≤ j ′ ≤ p can be easily done, identifying and estimating nonzero entries in are still challenging in high-dimensional settings. However, for identifying WBC signals, it is unnecessary to estimate the whole matrix. Leveraging intrafeature correlations among predictors, we introduce a computationally efficient method for detecting nonzero Ω ′ 's.
Variables that are partially correlated with signals in 1 form the connected components of (, ; Ω) that contain at least one element of 1 . Therefore, for detecting WBC signals, it suffices to focus on such connected components. Under the sparsity assumptions of * and , the size of such connected components is relatively small. For example, as shown in Figure 1 , the first two diagonal blocks of a moderate size are relevant for the detection of WBC signals. Under the sparsity assumption of , the connected components of can be inferred from those of the thresholded sample covariance matrix, [7] [8] [9] [10] which is much easier to estimate and can be calculated in a parallel manner. Denote byΣ the thresholded sample covariance matrix with a thresholding parameter ,
in the third panel of Figure 1 . Clearly, when
Correspondingly, for a variable k, 1 ≤ k ≤ p, denote by [k] the vertex set of the connected component in (,;Σ ) containing k. When x follows a multivariate Gaussian distribution, 7 show that  [k] 's can be exactly recovered from [k] 's with a properly chosen . For a multivariate sub-Gaussian x, the same results follow, as shown in the following lemma.
Lemma 1. Suppose that the maximum size of a connected component in containing a variable in
for some positive constants C 1 and C 2 .
We summarize the variable selection procedure for  1 and  WBC .
Step 1 (Detection of  1 ). Obtain a candidate subset 1 of strong signals using a penalized regression method. We consider the following penalized least squares (PLS) estimator:
where Pen ( j ) is a penalty on each individual j to shrink the weak effects toward zeros and select the strong signals, with the tuning parameter > 0 controlling the size of the candidate subset 1 . Commonly used penalties are Pen ( j ) = | j | and Pen ( j ) = j | j | for Lasso and adaptive Lasso, where j > 0 is a known weight.
Step 2 (Detection of  WBC ). First, for a given threshold , construct a sparse estimate of the covariance matrixΣ . Next,
. According to (4) , it suffices to identify WBC signals within  . LetΣ [m] be the submatrix by restricting the row and column indices ofΣ to [m] . Then, by properly rearranging the rows and columns ofΣ according to  , we can tranformΣ into a block diagonal matrix, as illustrated in Figure 1 , and (Σ ) −1 can be easily computed. Denote (Σ )
′ as the entry of (Σ ) −1 corresponding to variables j and j ′ . We then evaluate (4) and select WBC variables bŷ
for some prespecified n > 0.
Step 3 (Detection of  2 * ). To identify 2 * , we first solve a regression problem with a ridge penalty only on variables in  c 1WBC
, where 1WBC = 1 ∪ WBC . That is,
wherẽn > 0 is a tuning parameter controlling the overall strength of the variables selected in c 1WBC
. Then, a postselection weighted ridge (WR) estimator̂W R has the form
where a n is a thresholding parameter. Then, the candidate subset 2 * is obtained bŷ
Postselection shrinkage estimation. We consider the following two cases when performing the postselection shrinkage estimation. Case 1.̂1 +̂W BC +̂2 * < n. We obtain the CIS-PSE on 0 bŷ 
T . We obtain the CIS-PSE of
andT n is as defined byT
with M 
Selection of tuning parameters
When selecting strong signals, the tuning parameter in Lasso or adaptive Lasso can be chosen by BIC. 2 To choose n for the selection of WBC signals according to (7), we rank variables ∈
′ĉ ov(X ′ , )|, and select the first r ≤ n − | 1 | variables to be WBC . Specifically, r can be chosen such that 1WBC minimizes the average prediction error in an independent validation dataset. For tuning parameter , we set = c 3 log(n), for some positive constant c 3 , as suggested in the work of Shao et al. 10 Our empirical experiments show that = c 3 log(n) tends to give the larger true positives and the smaller false positives in identifying WBC variables. Figure A3 in the Appendix reveals that, in order to find the optimal that minimizes the prediction error on a validation dataset, it suffices to conduct a grid search with only a few proposed values of . In our numerical studies, instead of thresholding the sample covariance matrix, we threshold the sample correlation matrix. As correlations are ranged between −1 and 1, it is easier to set a target range for . To detect signals in  2 * , we follow the work of Gao et al 11 to use cross validation to choosẽn and a n in (8) and (9), respectively. In particular, we set̃n = c 1 a −2 n (log log n) 3 log(n∨ ) and a n = c 2 n −1/8 for some positive constants c 1 and c 2 . In the training dataset, we fix the tuning parameters and fit the model, and in the validation dataset, we compute the prediction error of the model. We repeat this procedure for various c 1 and c 2 and choose a pair that gives the smallest prediction error on the validation dataset.
ASYMPTOTIC PROPERTIES
To investigate the asymptotic properties of CIS-PSE, we assume the following. 
|| 2 = o(n ) for some 0 < < 1, where || · || 2 is the Euclidean norm.
(A1), a technical assumption for the asymptotic proofs, is satisfied by many parametric distributions such as Gaussian. The assumption is mild as we do not assume any parametric distributions for except that it has finite moments. (A2) and (A3) are commonly assumed in the high-dimensional literature. (A4) guarantees that  1 can be recovered with probability tending to 1 as n → ∞.
12 (A5) ensures that, for all ∈  1 , min
|ĉov(X , )| holds with probability tending to 1 (lemma 4 in Genovese et al). (A6) implies that the size of each connected component of a strong signal, ie,
′ ∈  1 , cannot exceed the order of exp(n ) for some ∈ (0, 1). This assumption is required for estimating sparse covariance matrices. (A7) guarantees that, with a properly chosen thresholding parameter , X k and X k ′ have nonzero thresholded sample covariances for (k, k ′ ) ∈  and have zero thresholded sample covariances for (k, k ′ ) ∉ . As a result, the connected components of the thresholded sample covariance matrix and those of the precision matrix can be detected with adequate accuracy. (A8) ensures that the precision matrix can be accurately estimated by inverting the thresholded sample covariance matrix (see the works of Bickel and Levina 8 and Shao et al 10 for details). (A9), which bounds the total size of weak signals on  2 * , is required for selection consistency on  2 * . 11 We show that, given a consistently selected  1 , we have selection consistency for  WBC .
Theorem 1. With (A1)-(A3) and (A6)-(A8),
The following corollary shows that Theorem 1, together with theorem 2 in the work of Zhang and Huang 12 and corollary 2 in the work of Gao et al, 11 further implies selection consistency for  1 ∪  WBC ∪  2 * .
Corollary 1. Under Assumptions (A1)-(A9), we have
Corollary 1 implies that CIS-PSE can recover the true set asymptotically. Thus, when | 0 | < n, CIS-PSE gives an OLS estimator with probability going to 1 and has the minimum prediction error asymptotically, among all the unbiased estimators.
SIMULATION STUDIES
We conduct simulations to compare the performance of the proposed CIS-PSE and the postshrinkage estimator (PSE) by Gao et al. 11 The key difference between CIS-PSE and PSE lies in that PSE focuses only on  1 , whereas CIS-PSE considers
Data are generated according to (1) with * = (
⏞⏞⏞ ⏞⏞⏞ ⏞ 20, 20, 20,
The random errors i are independently generated from N(0, 1). We consider the following examples.
Example 1. The first three variables, which belong to  1 , are independently generated from N(0, 1). The first ten, next ten, and the last ten signals in  WBC belong to the connected component of X 1 , X 2 , and X 3 , respectively. These three connected components are independent of each other.  2 * is independent of  1 and  WBC . Each connected component within  1 ∪  WBC and  2 * are generated from a multivariate normal distribution with mean zeros, variance 1, and a compound symmetric correlation matrix with correlation coefficient of 0.7. Variables in  null are independently generated from N(0, 1).
Example 2.
This example is the same as Example 1 except that the three connected components within  1 ∪  WBC and  2 * follow the first-order autocorrelation (AR(1)) structure with correlation coefficient of 0.7.
Example 3.
This example is the same as Example 1 except that there are 30 variables in  null (ie, variables X 64 -X 93 ) that are set to be correlated with signals in  1 . That is, X 64 -X 73 are correlated with X 1 , X 74 -X 83 are correlated with X 2 , and X 84 -X 93 are correlated with X 3 . These three connected components within  1 ∪  null have a compound symmetric correlation structure with correlation coefficient of 0.7.
For each example, we conduct 500 independent experiments with p=200, 300, 400, and 500. We generate a training dataset of size n = 200, a test dataset of size n = 100 to assess the prediction performance, and an independent validation dataset of size n = 100 for tuning parameter selection.
First, we compare CIS-PSE and PSE in selecting  0 under Examples 1 and 2. We use Lasso and adaptive Lasso to select  1 . Since both Lasso and adaptive Lasso give similar results, we report only the Lasso results in this section and present the results of adaptive Lasso in the Appendix. We report the number of correctly identified variables (TP) in  0 and the number of incorrectly selected variables (FP) in  c 0 . Table 1 shows that CIS-PSE outperforms PSE in identifying signals in  0 . We observe that the performance of PSE deteriorates as p increases, whereas CIS-PSE selects  0 signals consistently even when p increases.
Next, we evaluate the estimation accuracy on the targeted submodel  1 ∪  WBC using the mean-squared error (MSE) as the criterion under Examples 1 and 2. Figure 2 indicates that the proposed CIS-PSE detects WBC signals and provides more accurate and precise estimates. Figure 3 shows that CIS-PSE also improves the estimation of  1 as compared to PSE.
We explore the prediction performance under Examples 1 and 2 using the mean-squared prediction error (MSPE), defined as ||ŷ −y test || 2 2
∕n test , wherê⋄ is obtained from the training data, y test is the response variable for the test dataset, n test is the size of test dataset, and ⋄ represents either the proposed CIS-PSE or PSE. Table 2 , which summarizes the results, shows that CIS-PSE outperforms PSE, suggesting incorporating WBC signals helps to improve the prediction accuracy. Lastly, we consider the setting where a subset of  null is correlated with a subset of  1 (see Example 3). Compared to Example 1, the results that are summarized in Table 3 show that the number of false positives only slightly increases, when some variables in  null are correlated with variables in  1 . 
A REAL DATA EXAMPLE
We apply the proposed CIS-PSE method to analyze the GDP growth data studied in the works of Gao et al 11 and Barro and Lee. 13 Our goal is to identify factors that are associated with the long-run GDP growth rate. The dataset includes the GDP growth rates and 45 socioeconomic variables for 82 countries from 1960 to 1985. We consider the following model:
where i is the country indicator, i = 1, … , 82, GR i is the annualized GDP growth rate of country i from 1960 to 1985, GDP60 i is the GDP per capita in 1960, and z i are 45 socioeconomic covariates, the details of which can be found in the work of Gao et al. 11 The 1 and 2 represent the coefficients of log(GDP60) and socioeconomic predictors, respectively. The 0 represents the coefficient of whether the GDP per capita in 1960 is below a threshold (=2898) or not. The 1 represents the coefficient of log(GDP60) when GDP per capita in 1960 is below 2898. The 2 represent the coefficients of the interactions between the GDP60 i < 2898 and the socioeconomic predictors when GDP per capita in 1960 is below 2898. We apply the proposed CIS-PSE and PSE by Gao et al 11 to detect  1 . Additionally, CIS-PSE is used to further identify  WBC . The effects of covariates in 1 are estimated by Lasso, adaptive Lasso, PSE, and CIS-PSE. The effects of covariates in WBC are estimated by CIS-PSE. The sample correlations between variables in 1 and WBC are also provided. Table 4 reports the selected variables and their estimated coefficients.
Next, we evaluate the accuracy of the predicted GR using a leave-one-out cross validation. For each country, we treat it as the test set while using all the other countries as the training set. We apply Lasso, adaptive Lasso, PSE, and CIS-PSE. All tuning parameters are selected as described in Section 4. The prediction results in Figure 4 show that CIS-PSE has the smallest prediction errors compared to PSE, Lasso, and adaptive Lasso, with 1 detected by either Lasso or adaptive Lasso.
DISCUSSION
To improve the estimation and prediction accuracy in high-dimensional linear regressions, we introduce the concept of WBC signals, which are commonly missed by the Lasso-type variable selection methods. We show that these variables can be easily detected with the help of their partial correlations with strong signals. We propose a CIS-PSE procedure for high-dimensional variable selection and estimation, particularly for WBC signal detection and estimation. We show that, by incorporating WBC signals, it significantly improves the estimation and prediction accuracy.
An alternative approach to weak signal detection would be to group them according to a known group structure and then select by their grouped effects. 3, [14] [15] [16] However, grouping strategies require prior knowledge on the group structure and, in some situations, may not amplify the grouped effects of weak signals. For example, as pointed out in the works of Bühlmann et al 17 and Shah and Samworth, 18 when a pair of highly negatively correlated variables are grouped together, they cancel out each other's effect. On the other hand, our CIS-PSE method is based on detecting partial correlations and can accommodate the "canceling out" scenarios. Hence, when the grouping structure is known, it is worth combining the grouping strategy and CIS-PSE for weak signal detection. We will pursue this in the future.
Lemma 2 is concluded by combining the aforementioned two inequalities with the faithfulness condition. □ Mazumder and Hastie 7 showed that, for = O(
given in (A6). Furthermore, Mazumder and Hastie 7 and Bickel and Levina 8 showed that the estimation
To detect the connected components of the thresholded sample covariance matrix, we adopt the recursive labeling Algorithm as in the work of Shapiro and Stockman. 19 Without loss of generality, suppose that the strong signals in 1 belong to distinct connected components ofΣ . We rearrange the indices in 1 as {1, … , | 1 |} and write the submatrix ofΣ corresponding to j ′ , 1 ≤ ′ ≤ | 1 |, asΣ ′ . For notational convenience, we rewriteΩ
The following Lemma 3 is useful for controlling the size of [ ] .
Lemma 3. Under (A6)-(A7), when x is from a multivariate sub-Gaussian distribution, we have P(|
Lemma 3 is a direct conclusion of Lemma 1 and Assumption (A6). Next, we prove Theorem 1. Proof of Theorem 1. Notice that
. Consider a sequence of thresholding parameters n = O(n 3 /2 ) with a decreasing series of positive numbers u n = 1+n − /4 such that lim n→∞ u n = 1,
Moreover, since {|̂| ≤ n } and {| * | > n u n }, we have |̂− * | ≥ n (u n − 1). As a result,
By (A1) and Assumption (A6), ||Ω − Ω|| ≤ Mn −(1− ∕4) , for some 0 < M < ∞. As n → ∞, the first term in (A4) can be shown as follows:
) .
Notice that E[y 
. Therefore, from (A5), for sufficiently large n,
where the second last step is from applying Markov inequality to the positively valued random variable y T y∕n.
For the second term in (A4), letz = (
. Then, using Lemma 3 to control the size of [ ] and applying Markov inequality on |Z ′ |, we have
Plugging (A6) and (A7) into (A4) and then plugging (A4) into (A3) give
By a similar argument, we also have
Combining (A8) and (A9), we have lim
Proof of Corollary 1. Notice that
Under the sparse Riesz condition in (A4), by lemma 1 in the work of Gao et al 11 or theorem 2 in the work of Zhang and Huang, 
FIGURE A3
The sum of squared prediction error (SSPE) corresponding to different 's Equations (A11) and (A12) together give lim n→∞ P ( WBC =  WBC ) = 1. This further gives that P ( 1 ⊂ 1WBC ⊂ { 1WBC ∪  2 }) → 1. Then, by corollary 2 in the work of Gao et al, 11 we also have
Combining (A11)-(A13) and (A10) completes the proof. □ The following x s A1 -A2 and Figures A1-A2 give the selection, estimation, and prediction results under Examples 1 and 2 when 1 is selected by the adaptive Lasso. Figure A3 shows the averaged sum of squared prediction error (SSPE) on the validation datasets across 500 independent experiments for different 's.
