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Abstract
An explicit formula concerning curve intersections equivalent to the time evolution of the
periodic discrete Toda lattice is presented. First, the time evolution is realized as a point addition
on a hyperelliptic curve, which is the spectral curve of the periodic discrete Toda lattice, then
the point addition is translated into curve intersections. Next, it is shown that the curves which
appear in the curve intersections are explicitly given by using the conserved quantities of the
periodic discrete Toda lattice. Finally, the formulation is lifted to the framework of tropical
geometry, and a tropical geometric realization of the periodic box-ball system is constructed via
tropical curve intersections.
1 Introduction
In recent years, many studies on ultradiscrete integrable systems, or integrable cellular automata
have intensively been made by using various mathematical tools such as combinatorics [24, 3, 37, 31],
ultradiscretization procedure [35, 27, 34, 14], crystal bases of quantum groups [9, 7, 8, 11], and so
forth. In particular, among many studies on geometric aspects of ultradiscrete integrable systems,
several remarkable works have successively been made by Kimijima-Tokihiro [21], Inoue-Takenawa
[12, 13], and Iwao [17] in terms of tropical geometry and ultradiscretization procedure. They have
solved the initial value problems to box-ball systems with periodic boundary conditions (abbreviated
as periodic box-ball systems or pBBS shortly) by using tropical hyperelliptic curves, their tropical
Jacobians, ultradiscrete theta functions, and ultradiscretization of Abelian integrals. Through their
works, we have gradually recognized the advantage in applying the method of tropical geometry to
ultradiscrete integrable systems. Therefore, when we focused our interest on the geometric aspect of
ultradiscrete integrable systems we usually chose the framework of tropical geometry as the analysis
tool [28, 20, 19, 29, 11].
In this paper, we will go a step further and try to realize a pBBS in the framework of tropical
geometry more precisely. Here a ‘precise’ geometric realization means that we will give the time
evolution of the pBBS not by linear flows on the tropical Jacobian but by tropical curve intersections.
If we try to do so we immediately notice that the task is not so easy, because to find tropical curve
intersections equivalent to the time evolution of the pBBS is essentially the same as to obtain the
general solution to a simultaneous system of piecewise linear equations. (Note that we do not have
a Cramer-type formula for such a system of equations.) However, preceding studies on ultradiscrete
systems shed light on us and we found a short cut. We first establish a geometric realization of the
periodic discrete Toda lattice (abbreviated as pdTL), whose ultradiscretization gives the pBBS, by
using curve intersections. We then apply the ultradiscretization procedure to the members in the
∗nobe@faculty.chiba-u.jp
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curve intersections, and finally obtain a geometric realization of the pBBS in terms of tropical curve
intersections.
To carry out our plan, this paper is organized as follows. We first review the basic results
concerning addition of points on hyperelliptic curves in section 2. In section 3, we then introduce the
pdTL and investigate its spectral curve and the conserved quantities. In section 4, we establish curve
intersections equivalent to the time evolution of the pdTL. We then focus on ultradiscrete systems.
In section 5, we introduce the ultradiscrete periodic Toda lattice (UD-pTL) and its spectral curve,
and review addition of points on tropical hyperelliptic curves. (If we take the initial values of the
UD-pTL in positive integers then we obtain the pBBS.) Finally, in section 6, we apply the procedure
of ultradiscretization to the rational functions which appear in the geometric realization of the pdTL.
Then the geometric framework of the pdTL can naturally be translated into that of tropical geometry,
and we obtain a geometric realization of the UD-pTL by using tropical curve intersections.
2 Addition on hyperelliptic curves
We first present a brief review of addition of points on hyperelliptic curves (see for example [26]).
2.1 Hyperelliptic curves
Let h(x) be the monic polynomial of degree 2g + 2 ≥ 4:
h(x) = x2g+2 + a2g+1x
2g+1 + a2gx
2g + · · · + a1x+ a0,
where a0, a1, . . . , a2g+1 ∈ C. Consider the affine curves H0 on C
2
(x,y) and H∞ on C
2
(u,v):
H0 :=
(
y2 − h(x) = 0
)
, H∞ :=
(
v2 − u2g+2h
(
1
u
)
= 0
)
,
where (x, y) and (u, v) are the standard coordinates of C2(x,y) and C
2
(u,v), respectively. Assume that
h(x) = 0 has no multiple root and hence the both affine curves are non-singular. Let the projections
on the curves be
π0 : H0 → Cx; (a, b) 7→ a, π∞ : H∞ → Cu; (α, β) 7→ α.
By gluing H0 with H∞ in terms of the bi-holomorphic map H0 \ π
−1
0 (0)→ H∞ \ π
−1
∞ (0);
(x, y) 7→ (u, v) =
(
1
x
,
y
xg+1
)
,
we obtain the hyperelliptic curve H := H0 ∪H∞ of genus g.
Substitute x = 1/t into y2 − h(x) = 0 then we obtain(
tg+1y
)2
= 1 + a2g+1t+ a2gt
2 + · · · + a1t
2g+1 + a0t
2g+2.
If t goes to 0 this equation reduces to
(
tg+1y
)2
∼ 1. Hence we obtain (x, y) ∼
(
1/t,±1/tg+1
)
, or
equivalently (u, v) ∼ (t,±1) for sufficiently small t. Therefore, the curve H can be expressed as
H = H0 ∪
{
P∞, P
′
∞
}
,
where P∞ = (0, 1), P
′
∞ = (0,−1) ∈ C
2
(u,v) are the points at infinity.
Consider the involution ι : H → H;P = (x, y) 7→ P ′ = (x,−y). We call P ′ the conjugate of P .
Let D(H) be the divisor group of H. If D ∈ D(H) then D has the form D =
∑
P∈H aPP , where
aP ∈ Z and aP = 0 except for finite P . The number
∑
P∈H aP is called the degree of D and is
denoted by degD. If aP ≥ 0 for all P ∈ H the divisor D is called effective and is denoted by D > 0.
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2.2 Canonical maps
Let D0(H) := {D ∈ D(H) | degD = 0} be the group of divisors of degree 0 on H. Also let Dl(H) :=
{(k) | k ∈ C(H)} be the group of principal divisors of rational functions on H, where C(H) is the
field of rational functions on H and (k) denotes the principal divisor of k ∈ C(H). We define the
Picard group Pic0(H) to be the residue class group Pic0(H) := D0(H)/Dl(H).
Let D+g (H) := {D ∈ D(H) | D > 0,degD = g} be the set of effective divisors of degree g on H.
For simplicity, we denote the element P1 + P2 + · · ·+ Pg of D
+
g (H) by DP .
Fix an element D∗ of D+g (H). Define the canonical map Φ : D
+
g (H)→ Pic
0(H) to be
Φ(A) :≡ A−D∗ (mod Dl(H)) for A ∈ D
+
g (H).
The following theorem is easily shown.
Theorem 1 The canonical map Φ is surjective. In particular, Φ is bijective if g = 1.
(Proof) Let D be an arbitrary element of D0(H). By the Riemann-Roch theorem, we have
dimL (D +D∗) = deg (D +D∗) + 1− g + dimL (W −D −D∗) ≥ 1,
where L(D) := {k ∈ C(H) | (k) +D > 0} and W is a canonical divisor. This inequality implies that
there exists a rational function h on H such that (h) + D + D∗ > 0. If we put A = (h) + D +D∗
then A is an effective divisor of degree g, and hence A ∈ D+g (H). Moreover, we have
Φ(A) ≡ D (mod Dl(H)).
Therefore, the map Φ is surjective.
Now assume g = 1. If Φ(P ) = Φ(Q) holds then P ≡ Q (mod Dl(H)), and hence there exists a
rational function h on H such that (h) = P −Q. Since P = (h) +Q is effective, we find h ∈ L(Q).
Note that the degree of Q satisfies degQ = 1 > 2g − 2. By the Riemann-Roch theorem, we have
dimL(Q) = 1.
This means that L(Q) is spanned by a constant function, say 1; L(Q) = 〈1〉. Therefore, P − Q =
(1) = 0 holds. Thus we conclude that the map Φ is injective. 
2.3 Addition on symmetric products
By using the surjection Φ, we induce addition of points on the g-th symmetric product Symg(H) :=
Hg/Sg from Pic
0(H).
There exists a bijection
µ : D+g (H)→ Sym
g(H); DP 7→ µ(DP ) = {P1, P2, · · · , Pg} .
We denote µ(DP ) ∈ Sym
g(H) by dP . Put Φ˜ := Φ ◦ µ
−1 : Symg(H) → Pic0(H). Note that we have
Pic0(H) =
{
Φ˜(d) | d ∈ Symg(H)
}
because Φ˜ is surjective. For dP , dQ ∈ Sym
g(H), we define dP ⊕dQ
to be an element in the subset
Φ˜−1
(
Φ˜(dP ) + Φ˜(dQ)
)
⊂ Symg(H).
Since Φ˜ is surjective, Φ˜−1
(
Φ˜(dP ) + Φ˜(dQ)
)
6= ∅ holds and hence dP ⊕ dQ exists. However, since Φ˜
is not necessarily injective, dP ⊕ dQ is not always determined uniquely. We choose o = µ(D) for
D ∈ ker Φ as the unit of addition on Symg(H).
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Let dP , dQ, and dR be the elements of Sym
g(H) satisfying
dP ⊕ dQ ⊕ dR = o. (1)
This can be written by the divisors on Pic0(H):
DP +DQ +DR − 3D
∗ ≡ 0 (mod Dl(H)).
There exists a rational function k ∈ L(3D∗) whose 3g zeros are P1, . . . , Pg, Q1, . . . , Qg, R1, . . . , Rg.
Let C be the curve defined by k: C = (k(x, y) = 0). Then the zeros of k are points on C. Since
these points are on H by definition, these points are the intersection points of H and C. Thus (1) is
realized by using the intersection of H and C.
2.4 Kernel of Φ
Hereafter, we fix D∗ as follows
D∗ =

g
2
(P∞ + P
′
∞) for even g,
g − 1
2
(P∞ + P
′
∞) + P∞ for odd g.
Put In := {1, 2, . . . , n} for n ∈ N. We have the following theorems concerning the kernel of the
surjective canonical map Φ.
Theorem 2 If g is an even number we have
kerΦ =
{
g∑
i=1
Pi
∣∣∣∣∣ ∀i ∈ Ig ∃j ∈ Ig s.t. Pj = P ′i , j 6= i
}
.
If g is an odd number we have
ker Φ =
{
g−1∑
i=1
Pi + P∞
∣∣∣∣∣ ∀i ∈ Ig−1 ∃j ∈ Ig−1 s.t. Pj = P ′i , j 6= i.
}
.
(Proof) See A. 
If g = 1 the surjection Φ is also injective (see theorem1). On the other hand, for g ≥ 2, Φ is
‘almost’ injective.
Theorem 3 For any g, we have
Φ(DP ) = Φ(DQ) ⇐⇒
∃DR ∈ D
+
g (H) s.t. DP +DQ′ = DR +DR′ .
(Proof) See B. 
In particular, if g = 2 the surjection Φ is injective except for its kernel.
Corollary 1 If g = 2 we have
Φ(DP ) = Φ(DQ) and DP 6= DQ ⇐⇒ DP ,DQ ∈ kerΦ.
(Proof) Put g = 2. Assume
DP +DQ′ = R1 +R2 +R
′
1 +R
′
2,
where R1 and R2 are points on H. Then we have{
DP = R1 +R2,
DQ = R1 +R2,
{
DP = R1 +R
′
1,
DQ = R2 +R
′
2,
{
DP = R1 +R
′
2,
DQ = R1 +R
′
2,{
DP = R
′
1 +R2,
DQ = R
′
1 +R2,
{
DP = R
′
1 +R
′
2,
DQ = R
′
1 +R
′
2,
{
DP = R2 +R
′
2,
DQ = R1 +R
′
1.
Thus, by theorem 2, if and only if DP 6= DQ then DP ,DQ ∈ kerΦ. 
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3 Discrete Toda lattice with a periodic boundary condition
Let us consider the periodic discrete Toda lattice (pdTL) [10], which is a map χ : C2g+2 → C2g+2
given by
χ : (I1, · · · , Ig+1, V1, · · · , Vg+1) 7→ (I¯1, · · · , I¯g+1, V¯1, · · · , V¯g+1),
where I¯i and V¯i (i = 1, 2, . . . , g + 1) are defined to be
I¯i = Vi + Ii
1−
V1V2···Vg+1
I1I2···Ig+1
1 + Vi−1Ii−1 +
Vi−1Vi−2
Ii−1Ii−2
+ · · · + Vi−1Vi−2···Vi+1Ii−1Ii−2···Ii+1
, V¯i =
Ii+1Vi
I¯i
.
If we assume 0 <
∏g+1
i=1 Vi <
∏g+1
i=1 Ii these evolution equations are equivalent to the following [21]
I¯i + V¯i−1 = Ii + Vi, V¯iI¯i = Ii+1Vi. (2)
For t = 0, 1, . . ., we use the notation(
It1, . . . , I
t
g+1, V
t
1 , . . . , V
t
g+1
)
:= χ ◦ χ ◦ · · · ◦ χ︸ ︷︷ ︸
t
(I1, · · · , Ig+1, V1, · · · , Vg+1).
The Lax form of (2) is given by
L¯M =ML, (3)
where L and M are the following (g + 1)× (g + 1) matrices1
L :=

I2 + V1 1 (−1)
gI1V1/y
I2V2 I3 + V2 1
. . .
. . .
. . .
IgVg Ig+1 + Vg 1
(−1)gy Ig+1Vg+1 I1 + Vg+1
 ,
M :=

I2 1
I3 1
. . .
. . .
Ig+1 1
(−1)gy I1

and L¯ is obtained from L by replacing Ii and Vi with I¯i and V¯i (i = 1, 2, . . . , g+1), respectively. Here
y ∈ C is the spectral parameter.
3.1 Conserved quantities
Let Λ be the set {1, 2, . . . , g +1}. For Λ, we define the (g +1)× (g + 1) triple diagonal matrix LΛ to
be
LΛ :=

I2 + V1 1
I2V2
. . .
. . .
. . .
. . . 1
Ig+1Vg+1 I1 + Vg+1
 .
1These matrices L and M are for g ≥ 2. For the case of g = 1, L and M are given in C.
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Note that LΛ is the Lax matrix of the discrete Toda molecule [10]. We denote the (i, j)-entry of LΛ
by λij. For a subset Ω ⊂ Λ, we define LΩ := (λij)i,j∈Ω as well.
Let us consider the polynomial f˜(x, y) in x and y
f˜(x, y) := y |xI+ L| ,
where I is the identity matrix of degree g + 1. The eigenpolynomial of L can be expanded as follows
|xI+ L| = y + |xI+ LΛ| − I1V1
∣∣xI+ LΛ¯∣∣+ c−1y ,
where we put Λ¯ := Λ \ {1, g + 1} = {2, 3, . . . , g} ⊂ Λ and
c−1 =
g+1∏
i=1
IiVi. (4)
Note the formula
|xI+ LΛ| = x
g+1 +
g+1∑
k=1
∑
Ω⊂Λ
|Ω|=k
|LΩ| x
g+1−k,
where Ω ranges over all subsets of Λ consisting of k elements. We find
|xI+ L| = y + xg+1 +
g+1∑
k=1
cg+1−kx
g+1−k +
c−1
y
,
where we put
cg =
g+1∑
i=1
(Ii + Vi), (5)
cg+1−k =
∑
Ω⊂Λ
|Ω|=k
|LΩ| − I1V1
∑
Υ⊂Λ¯
|Υ|=k−2
|LΥ| (k = 2, 3, . . . , g + 1). (6)
Thus we obtain
f˜(x, y) = y2 + y
(
xg+1 + cgx
g + · · ·+ c1x+ c0
)
+ c−1. (7)
We may use the notation cti := ci
(
It1, . . . , I
t
g+1, V
t
1 , . . . , V
t
g+1
)
(t = 0, 1, . . .).
Since |M | =
∏g+1
i=1 Ii + (−1)
gy 6≡ 0, we have L¯ = MLM−1 by (3). Hence, the eigenpolynomial of
L is invariant with respect to the time evolution (2):∣∣xI+ L¯∣∣ = ∣∣xI+MLM−1∣∣ = |xI+ L| .
Thus the coefficients c−1, c0, . . . , cg are the conserved quantities of the pdTL.
We show that the conserved quantity cg+1−k is a homogeneous polynomial in Ii and Vj of degree
k. A subset Ω ⊂ Λ such that |Ω| = k is a union of sets of consecutive numbers:
Ω =
l⋃
s=1
Ωs, Ωs = {ωs, ωs + 1, . . . , ωs + |Ωs| − 1} ,
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where we assume ωs < ωt for s < t. Therefore, the matrix LΩ is block diagonal. This implies
|LΩ| =
∏l
s=1 |LΩs |. The determinant |LΩs | is given by
|LΩs | =
|Ωs|∑
m=0
|Ωs|∏
i=m+1
Ii+ωs
m−1∏
j=0
Vj+ωs ,
where we assume
∏|Ωs|
i=|Ωs|+1
Ii+ωs =
∏−1
j=0 Vj+ωs = 1.
Now assume 1, g + 1 ∈ Ω for Ω =
⋃l
s=1Ωs ⊂ Λ such that |Ω| = k. Then, by definition, we find
1 ∈ Ω1 and g + 1 ∈ Ωl. Put Ω¯1 := Ω1 \ {1} and Ω¯l := Ωl \ {g + 1}. Then we have
|LΩ1 | =
|Ω1|+1∏
i=2
Ii + V1
∣∣LΩ¯1∣∣ , |LΩl | = g+1∏
j=ωl
Vj + I1
∣∣LΩ¯l∣∣ ,
where we use the fact ωl+|Ωl|−1 = g+1. Moreover, set Ω˜ :=
⋃l−1
s=2Ωs, Ω¯ := Ω¯1∪Ω˜∪Ω¯l, Ω¯⊥ := Ω˜∪Ω¯l,
and Ω¯⊤ := Ω¯1 ∪ Ω˜. Then, for Ω =
⋃l
s=1Ωs such that 1 ∈ Ω1 and g + 1 ∈ Ωl, we have
|LΩ| =
|Ω1|+1∏
i=2
Ii
g+1∏
j=ωl
Vj
∣∣LΩ˜∣∣+ |Ω1|+1∏
i=1
Ii
∣∣LΩ¯⊥∣∣+ g+2∏
j=ωl
Vj
∣∣LΩ¯⊤∣∣+ I1V1 |LΩ¯| .
Noting Ω¯ ⊂ Λ¯ and |Ω¯| = k − 2, we obtain
cg+1−k =
∑
Ω′⊂Λ
|Ω′|=k
|LΩ′ |
+
∑
Ω⊂Λ
|Ω|=k
|Ω1|+1∏
i=2
Ii
g+1∏
j=ωl
Vj
∣∣LΩ˜∣∣+ |Ω1|+1∏
i=1
Ii
∣∣LΩ¯⊥∣∣+ g+2∏
j=ωl
Vj
∣∣LΩ¯⊤∣∣
 ,
where the first sum is taken over all Ω′ ⊂ Λ which does not contain both 1 and g+1, and the second
sum is taken over all Ω ⊂ Λ which contains both 1 and g + 1. We assume |L∅| = 1. Thus we obtain
the following.
Proposition 1 The coefficient cg+1−k of x
g+1−k in f˜(x, y) is a subtraction-free homogeneous poly-
nomial in I1, . . . , Ig+1, V1, . . . , Vg+1 of degree k for k = 1, 2, . . . , g + 1. 
Example 1 Put k = g+1. Then there exists no Ω′ which does not contain both 1 and g+1, and we
find Ω = Λ with |Ω| = g + 1. This implies Ω1 = Ω, Ω˜ = Ωl = ∅. Therefore, we obtain
c0 =
g+1∏
i=1
Ii +
g+1∏
j=1
Vj.
Put k = g. Then we find Ω′ = Λ¯ := Λ \ {g + 1} = {1, 2, . . . , g} or Ω′ = {2, . . . , g, g + 1}. We
also find Ω = Ω1 ∪ Ω2, Ω1 = {1, 2, . . . , n− 1}, and Ω2 = {n + 1, n + 2, . . . , g + 1} for n = 2, 3, . . . , g.
Noting |Ω1| = n− 1 and ω2 = n+ 1, we obtain
c1 =
g∑
m=0
 g+1∏
i=m+2
Ii
m∏
j=1
Vj +
g+2∏
i=m+3
Ii
m+1∏
j=2
Vj
+ g+1∑
n=2
n∏
i=2
Ii
g+1∏
j=n+1
Vj
+
g∑
n=2
 n∏
i=1
Ii
g−n∑
m=0
g+1∏
i=m+n+2
Ii
m+n∏
j=1+n
Vj +
g+2∏
j=n+1
Vj
n−2∑
m=0
n∏
i=m+3
Ii
m+1∏
j=2
Vj
 . (8)
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3.2 Spectral curves
Let us consider the affine curves on C2(x,y) and C
2
(u,v), respectively
γ˜0 :=
(
f˜(x, y) = 0
)
,
γ˜∞ :=
(
v2 + v
(
1 + cgu+ · · ·+ c1u
g + c0u
g+1
)
+ c−1u
2g+2 = 0
)
.
These affine curves are non-singular under certain conditions for ci’s. Let the projections on the
curves be
π0 : γ˜0 → Cx; (a, b) 7→ a, π∞ : γ˜∞ → Cu; (α, β) 7→ α.
By gluing γ˜0 with γ˜∞ in terms of the bi-holomorphic map γ˜0 \ π
−1
0 (0)→ γ˜∞ \ π
−1
∞ (0);
(x, y) 7→ (u, v) =
(
1
x
,
y
xg+1
)
,
we obtain the hyperelliptic curve γ˜ = γ˜0 ∪ γ˜∞ of genus g.
Substitute x = 1/t into f˜(x, y) = 0. We then find(
tg+1y
)2
+
(
tg+1y
) (
1 + cgt+ · · ·+ c1t
g + c0t
g+1
)
+ c−1t
2g+2 = 0.
For sufficiently small t this equation reduces to
(
tg+1y
)2
+
(
tg+1y
)
∼ 0. Hence, we obtain (x, y) ∼
(1/t, 0) ,
(
1/t,−1/tg+1
)
, or equivalently (u, v) ∼ (t, 0) , (t,−1). Thus the curve γ˜ can be expressed as
γ˜ = γ˜0 ∪
{
P˜∞, P˜
′
∞
}
,
where P˜∞ := (0, 0), P˜
′
∞ := (0,−1) ∈ C(u,v) are the points at infinity.
Now we consider the rational map ρ : C2(x,y) → C
2
(u,v);
ρ : (x, y) 7→ (u, v) =
(
x, y −
c−1
y
)
.
By applying ρ to points on γ˜0, we obtain the affine curve γ0 on C
2
(u,v):
γ0 := (f(u, v) = 0) =
{
(u, v) = ρ(x, y) | f˜(x, y) = 0
}
,
f(u, v) := v2 −
(
ug+1 + cgu
g + · · · + c1u+ c0
)2
+ 4c−1.
As in the same manner in section 2, by gluing γ0 with the affine curve
γ∞ :=
(
y2 −
(
1 + cgx+ · · ·+ c1x
g + c0x
g+1
)2
+ 4c−1x
2g+2 = 0
)
,
we obtain the canonical hyperelliptic curve γ = γ0 ∪ γ∞ of genus g. Remember that the curve γ can
be given by
γ = γ0 ∪
{
P∞, P
′
∞
}
,
where P∞ = (0, 1), P
′
∞ = (0,−1) ∈ C(x,y) are the points at infinity.
Let the solution to the quadratic equation f˜(1/t, y) = 0 in y be y+ and y− which tend to 0 and
−1/tg+1 for sufficiently small t, respectively. Apply the rational map ρ to the points (1/t, y+), (1/t, y−) ∈
γ˜0. Then, for sufficiently small t, we find
ρ
(
1
t , y+
)
∼
(
1
t ,
1
tg+1
)
, ρ
(
1
t
, y−
)
∼
(
1
t
,−
1
tg+1
)
.
Therefore, the map ρ is naturally extended to on the hyperelliptic curve γ˜:
ρ(P˜∞) = P∞, ρ(P˜
′
∞) = P
′
∞.
We also denote the extension by ρ. The hyperelliptic curves γ˜ and γ are called the spectral curves of
the pdTL.
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3.3 Eigenvector maps
Let the phase space of the pdTL be
U :=
{
(I1, . . . , Ig+1, V1, . . . , Vg+1) | 0 <
g+1∏
i=1
Vi <
g+1∏
i=1
Ii
}
.
Also let the moduli space of γ be C := {(c−1, c0, . . . , cg)}. Consider the map
ψ : U → C; (I1, . . . , Ig+1, V1, . . . , Vg+1) 7→ (c−1, c0, . . . , cg)
defined by (4 - 6). We define the isolevel set Uc of the pdTL to be
Uc := ψ
−1(c−1, c0, . . . , cg) ⊂ U .
The isolevel set Uc is isomorphic to the affine part of the Jacobian J(γ) of γ, and the time evolution
(2) is linearized on it [1, 21, 16].
Let ϕ(x, y) = (ϕ1, · · · , ϕg,−ϕg+1)
T be the eigenvector of the Lax matrix L associated with the
eigenvalue x. Consider the eigenvalue equation of L
(xI+ L)ϕ(x, y) = 0. (9)
Let the (i, j)-entry of the matrix L be lij . By applying the Cramer formula, each element of ϕ(x, y)
is explicitly given by
ϕi(x, y) =
∣∣∣∣∣∣∣
l11 + x · · · l1,i−1 l1,g+1 l1,i+1 · · · l1g
...
...
...
...
...
lg1 · · · lg,i−1 lg,g+1 lg,i+1 · · · lgg + x
∣∣∣∣∣∣∣
for i = 1, 2, . . . , g and
ϕg+1(x) = |xI+ LΛ¯| .
Thus we see that ϕg+1(x) is the eigenpolynomial of LΛ¯.
We introduce another expression of ϕg+1(x). Expand the eigenpolynomial |xI+ L| with respect
to the last row:
|xI+ L| = yϕ1(x, y)− Ig+1Vg+1ϕg(x, y) + (x+ I1 + Vg+1)ϕg+1(x). (10)
To show several properties of the spectral curves, we will set the variables x, y and parameters
I1, Ig+1, V1, Vg+1 specially. For this purpose, we denote |xI+ L| by θ(x, y; I1, V1, Ig+1, Vg+1). By
setting I1 = Vg+1 = 0 in (10), we obtain an expression of ϕg+1(x)
ϕg+1(x) =
θ(x, y; 0, Ig+1, V1, 0) − y
x
.
Now we define the eigenvector map [39, 16]. Each equation in (9) is a three-term relation among
ϕi−1, ϕi, and ϕi+1. Therefore, if a point (x, y) satisfies ϕ1(x, y) = ϕ2(x, y) = 0 then ϕi(x, y) = 0 holds
for all i = 1, 2, . . . , g+1. We can easily see that there exactly exist g points (x, y) satisfying ϕ1(x, y) =
ϕ2(x, y) = 0, counting multiplicities. Denote these points by P˜1, P˜2, · · · , P˜g. By eliminating y from
ϕ1(x, y) = 0 and ϕ2(x, y) = 0, we obtain ϕg+1(x) = |xI+ LΛ¯| = 0. Thus the x-component of P˜i
(i = 1, 2, . . . , g) is the eigenvalue of LΛ¯. Moreover, we see that all P˜i’s are on the spectral curve γ˜.
Because the (g + 1)-th equation
(−1)gyϕ1(x, y) + Ig+1Vg+1ϕg(x, y)− (I1 + Vg+1 + x)ϕg+1(x) = 0
9
in (9) is equivalent to f˜(x, y) = 0, the defining equation of γ˜. We choose DP = P1 + · · · + Pg, where
Pi := ρ(P˜i), as a representative of Pic
g (γ) := Dg(γ)/Dl(γ). We define the eigenvector map
φ : Uc → Pic
g (γ); U 7→ φ(U) ≡ DP (mod Dl(γ)).
Let the subset D of D+g (γ) be
D :=
{
DP ∈ D
+
g (γ)
∣∣ φ(U) ≡ DP (mod Dl(γ)) for U ∈ Uc} .
Theorem 4 The reduced map Φ|D : D → Pic0 (γ) is injective.
(Proof) If Φ(DP ) ≡ Φ(DQ) then, by theorem 3, we have
DP +DQ′ = DR +DR′ (11)
for some DR ∈ D
+
g (γ). It immediately follows
DP ′ +DQ = DR +DR′ . (12)
Subtract (12) from (11). We then obtain
DP −DP ′ +DQ′ −DQ = 0. (13)
Let DP =
∑g
i=1 Pi be the representative of Pic
g (γ) such that φ(U) ≡ DP (mod Dl(γ)) for U ∈ Uc.
Let P1, · · · , Pk be the bifurcation points and Pk+1, · · · , Pg ordinary points. Then, by construction of
DP , we have
Pi = P
′
i i = 1, . . . , k, (14)
{Pk+1, · · · , Pg} ∩
{
P ′k+1, · · · , P
′
g
}
= ∅. (15)
Also let DQ =
∑g
i=1Qi be the representative of Pic
g (γ) such that φ(V ) ≡ DQ (mod Dl(γ)) for
V ∈ Uc. Let Q1, · · · , Ql be the bifurcation points and Ql+1, · · · , Qg ordinary points. Then we have
Qi = Q
′
i i = 1, . . . , l, (16)
{Ql+1, · · · , Qg} ∩
{
Q′l+1, · · · , Q
′
g
}
= ∅. (17)
By (13), (14), and (16), we find
DP −DP ′ +DQ′ −DQ =
g∑
i=k+1
Pi −
g∑
i=k+1
P ′i +
g∑
i=l+1
Q′i −
g∑
i=l+1
Qi = 0.
By (15) and (17), we further obtain
g∑
i=k+1
Pi =
g∑
i=l+1
Qi,
g∑
i=k+1
P ′i =
g∑
i=l+1
Q′i.
This implies k = l and DP = DQ. 
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3.4 Time evolution
In the linearization of time evolution of the pdTL on the Jacobian J(γ), we choose the element
DP ≡ φ(U) (mod Dl(γ)) of D
+
g (γ) as the representative of an element U of the isospectral set Uc.
Theorem 4 shows that the subset D of D+g (γ) consisting of such representatives is injectively mapped
into Pic0(γ) by the canonical map Φ. Therefore, the time evolution of pdTL is also linearized on
Pic0(γ) through the injection
Uc → Pic
0(γ); U 7→ (Φ ◦ φ) (U) = Φ(DP ).
It should be noted the following theorem concerning the linearization of time evolution of the
pdTL shown by Iwao [16, 18].
Theorem 5 (Proposition 2.16 in [16] with N = g+1 and M = 1) Let D be the divisor D = A−P ′∞,
where A =
(
0,
∏g+1
i=1 Vi −
∏g+1
i=1 Ii
)
. Then the following diagram is commutative
Uc
φ
−−−−→ Picg(γ)
(2)
y y+D
Uc −−−−→
φ
Picg(γ).

By theorem 5, there exists a rational function h on γ such that DP¯ = DP+D+(h). It immediately
follows
DP¯ −D
∗ ≡ DP −D
∗ +D (mod Dl(γ)).
Note that this is an addition formula on Pic0(γ).
Consider the divisor
T := D +D∗ =

A+
g − 2
2
(
P∞ + P
′
∞
)
+ P∞ for even g
A+
g − 3
2
(
P∞ + P
′
∞
)
+ 2P∞ for odd g.
We observe that T ∈ D+g (γ) for g ≥ 2, and hence we have
Φ(T ) ≡ D (mod Dl(γ)).
Since µ : D+g (γ)→ Sym
g(γ) is bijective, we obtain the following theorem.
Theorem 6 Let τ := µ(T ) ∈ Symg(γ) for g ≥ 2. Then the following diagram is commutative2
Uc
µ◦φ
−−−−→ Symg(γ)
(2)
y y⊕τ
Uc −−−−→
µ◦φ
Symg(γ).

Thus the following addition formula on Symg(γ) is equivalent to the time evolution (2) of the
pdTL
dP¯ = dP ⊕ τ. (18)
2For the case of g = 1, see C.
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4 A geometric realization of pdTL
In this section, we realize the time evolution (18) of the pdTL on Symg(γ) by using curve intersections.
4.1 Linear spaces of rational functions
The addition formula (18) on Symg(γ) reduces to
−dP¯ ⊕ dP ⊕ τ = o, (19)
where −dP¯ is the inverse of dP¯ with respect to ⊕. This can be written by the divisors on Pic
0(γ):
DQ +DP +A− P
′
∞ − 2D
∗ ≡ 0 (mod Dl(γ)), (20)
where we put DQ := µ
−1(−dP¯ ). This implies that there exists a rational function h on γ such that
(h) = DQ +DP + A − P
′
∞ − 2D
∗ and h ∈ L(P ′∞ + 2D
∗). The curve given by h passes through the
points A, P1, . . . , Pg, Q1, . . . , Qg on γ.
In order to obtain the curves given by rational functions in L(P ′∞ + 2D
∗), we first establish
the linear space L(P ′∞ + 2D
∗). For a while, we assume that g is an even number. We then have
L(P ′∞+2D
∗) = L (gP∞ + (g + 1)P
′
∞). The principal divisors of the coordinate functions x and y are
(x) = P0 + P
′
0 − P∞ − P
′
∞ and (y) =
2g+2∑
i=1
Pαi − (g + 1)
(
P∞ + P
′
∞
)
,
respectively, where P0 is the point on γ whose x-component is 0 and Pαi is the point on γ whose
x-component solves f(x, 0) = 0. We can easily see 〈1, x, · · · , xg〉 ⊂ L(P ′∞+2D
∗) and y 6∈ L(P ′∞+2D
∗).
Let the local parameter at P∞ be t. Substitute x = 1/t into f(x, y) = 0. We then find y =
t−g−1
(
1 + cgt+ cg−1t
2 + · · · + c1t
g + c0t
g+1
)
+ o(1). This implies
xg+1 − y = cgt
−g + cg−1t
−g+1 + o(t−g+1).
Therefore, the rational function xg+1− y has a pole at P∞ whose order is smaller than or equal to g.
Also let the local parameter at P ′∞ be s. Then we also find
xg+1 − y = 2s−g−1 − cgs
−g − cg−1s
−g+1 + o(s−g+1).
Thus the rational function xg+1− y has a pole at P ′∞ whose order is exactly g+1. Therefore, we find
xg+1 − y ∈ L(P ′∞ + 2D
∗). By the Riemann-Roch theorem, we have dimL(P ′∞ + 2D
∗) = g + 2. Thus
we obtain L(P ′∞ + 2D
∗) =
〈
1, x, · · · , xg, xg+1 − y
〉
.
In a similar manner, we also obtain L(P ′∞+2D
∗) =
〈
1, x, · · · , xg, xg+1 + y
〉
for an odd number g.
Next consider the addition formula on Symg(γ)
−dP¯ ⊕ dP¯ = o.
This can be written by the divisors on Pic0(γ):
DQ +DP¯ − 2D
∗ ≡ 0 (mod Dl(γ)). (21)
Hence we consider the linear space L(2D∗). For an odd number g, we find
L(2D∗) =
〈
1, x, · · · , xg−1, cgx
g + xg+1 + y
〉
.
Thus we obtain the following proposition.
Proposition 2 For any g, we have
L(P ′∞ + 2D
∗) =
〈
1, x, · · · , xg, xg+1 − (−1)gy
〉
.
Moreover, for any odd number g, we have
L(2D∗) =
〈
1, x, · · · , xg−1, cgx
g + xg+1 + y
〉
.

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4.2 A curve passing through given points
Now we construct a curve given by a rational function in L(P ′∞ + 2D
∗) and passing through g + 1
given points on γ. We see from (20) that there exists a rational function h ∈ L(P ′∞ + 2D
∗) such
that (h) = DQ + DP + A − P
′
∞ − 2D
∗. By proposition 2, we can assume that h has the form
h(x, y) = β0+β1x+ · · ·+βgx
g +xg+1− (−1)gy, where β0, β1 . . . , βg ∈ C. By definition of h, we have
h(A) = 0. Hence, we find β0 = (−1)
g
(∏g+1
j=1 Vj −
∏g+1
i=1 Ii
)
.
We show an explicit formula which gives β1, β2, . . . , βg by using the coefficients c1, c2, . . . , cg of γ.
Introduce the involutions sj and tk (j, k = 1, 2, . . . , g + 1) on the phase space U of the pdTL:
sj : (I1, . . . , Ij , . . . , Vg+1) 7→ (I1, . . . ,−Ij, . . . , Vg+1) ,
tk : (I1, . . . , Vk, . . . , Vg+1) 7→ (I1, . . . ,−Vk, . . . , Vg+1) .
These involutions act naturally on the moduli space C of γ:
sj(ci) := ci(s
−1
j (I1, . . . , Ij , . . . , Vg+1)) = ci(I1, . . . ,−Ij , . . . , Vg+1),
tk(ci) := ci(t
−1
k (I1, . . . , Vk, . . . , Vg+1)) = ci(I1, . . . ,−Vk, . . . , Vg+1)
for i = −1, 0, . . . , g and j, k = 1, 2, . . . , g + 1. We then find
β0 =
{
s1(c0) < 0 for even g,
tg+1(c0) > 0 for odd g,
(22)
where we use the assumption 0 <
∏g+1
j=1 Vj <
∏g+1
i=1 Ii.
Let P1, P2, . . . , Pg be the points on γ given by the eigenvector map:
∑g
i=1 Pi ≡ (ρ ◦ φ) (U)
(mod Dl(γ)) for U ∈ Uc. Assume that these points are in generic position (The generic condition for
Pi = (pi, qi) is pi 6= 0, pi 6= pj for i 6= j ∈ {1, 2, . . . , g}). We have the following theorem.
Theorem 7 Let h1 be a rational function in L(P
′
∞ + 2D
∗). Then the curve κ1 = (h1(u, v) = 0)
passing through the points A =
(
0,
∏g+1
i=1 Vi −
∏g+1
i=1 Ii
)
and P1, P2, · · · , Pg is given by the formula
h1(u, v) =

g∑
i=0
s1(ci)u
i + ug+1 − v for even g,
g∑
i=0
tg+1(ci)u
i + ug+1 + v for odd g.
(23)
(Proof) Remember that |xI + L| is denoted by θ(x, y; I1, Ig+1, V1, Vg+1). By replacing y and I1
in θ(x, y; I1, Ig+1, V1, Vg+1) with −y and −I1 respectively, we obtain (see (7))
θ(x,−y;−I1, Ig+1, V1, Vg+1) = −y +
c−1
y
+ xg+1 +
g∑
i=0
s1(ci)x
i.
Similarly, by replacing Vg+1 in θ(x, y; I1, Ig+1, V1, Vg+1) with −Vg+1, we obtain
θ(x, y; I1, Ig+1, V1,−Vg+1) = y −
c−1
y
+ xg+1 +
g∑
i=0
tg+1(ci)x
i.
Here we use the fact s1(c−1) = tg+1(c−1) = −c−1. By applying the rational map ρ to these rational
functions, we obtain h1 defined by (23). Clearly, the rational function h1 is in L(P
′
∞ + 2D
∗) (see
proposition 2).
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Note that the curve κ1 = (h1(u, v) = 0) passes through the point A ∈ γ because of the fact (22).
Let P˜i = (p˜i, q˜i) (i = 1, 2, . . . , g) be the points on γ˜ given by the eigenvector map. Then we have
ϕ1(p˜i, q˜i) = · · · = ϕg(p˜i, q˜i) = 0 and ϕg+1(p˜i) = 0. Moreover, we have (see (10))
θ(x,−y;−I1, Ig+1, V1, Vg+1)
= −yϕ1(x,−y)− Ig+1Vg+1ϕg(x,−y) + (x− I1 + Vg+1)ϕg+1(x),
θ(x, y; I1, Ig+1, V1,−Vg+1)
= yϕ1(x, y) + Ig+1Vg+1ϕg(x, y) + (x+ I1 − Vg+1)ϕg+1(x).
Therefore, we find that
θ(p˜i, q˜i;−I1, Ig+1, V1, Vg+1) = 0 and θ(p˜i, q˜i; I1, Ig+1, V1,−Vg+1) = 0
hold for all i. Hence, we finally show that κ1 passes through Pi = ρ(P˜i) (i = 1, 2, . . . , g). If the points
P1, P2, . . . , Pg are in generic position then the curve κ1 is uniquely determined. 
By construction, κ1 also passes through the points Q1, Q2, . . . , Qg satisfying (20). Thus the points
P1, P2, . . . , Pg, Q1, Q2, . . . , Qg, A satisfying (20) are on both γ and κ1. Therefore, the addition formula
(19) can be realized by using the intersection of γ and κ1. In order to realize the time evolution of
the pdTL by using curve intersections, we have only to give the inverse dP¯ of −dP¯ = µ(DQ) in terms
of a curve intersection.
4.3 Inverse elements
The inverse dP¯ ∈ Sym
g(γ) of −dP¯ = µ(DQ) ∈ Sym
g(γ) is given by the following theorem.
Theorem 8 Let Q1, Q2, . . . , Qg be the points on γ satisfying (20) and (21) (see theorem 7). Also
let P¯1, P¯2, . . . , P¯g be the points on γ satisfying (21). If g is an even number we have P¯i = Q
′
i for
i = 1, 2, . . . , g.
If g is an odd number then P¯1, P¯2, . . . , P¯g are the intersection points of γ and the curve κ2 =
(h2(u, v) = 0) given by
h2(u, v) =
g−1∑
i=0
(s1(ci) + 2I1c´i+1) u
i + cgu
g + ug+1 + v, (24)
where c´i is obtained from ci by setting I1 = V1 = 0 for i = 1, 2, . . . , g.
(Proof) If g is an even number we can easily see P¯i = Q
′
i for i = 1, 2, . . . , g. This implies the
first part.
Next assume that g is an odd number. Note that the eigenpolynomial of L is invariant with
respect to the time evolution. We then have
θ(x, y; I1, Ig+1, V1, Vg+1) = yϕ¯1(x, y)− I1Vg+1ϕ¯g(x, y) + (x+ I1 + V1)ϕ¯g+1(x).
Here ϕ¯i is the i-th element of the eigenvector ϕ¯ of L¯ for i = 1, 2, . . . , g + 1. By setting I1 = V1 = 0,
we obtain
ϕ¯g+1(x) =
θ(x, y; 0, Ig+1, 0, Vg+1)− y
x
= xg +
g−1∑
i=0
c´i+1x
i,
where c´i is obtained from ci by setting I1 = V1 = 0. Note that the x-component p¯i of P¯i solves
ϕ¯g+1(x) = 0 by definition. Therefore, we have
c´i+1 = (−1)
g−i
∑
Ω⊂Λ¯
|Ω|=g−i
∏
j∈Ω
p¯j, (25)
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where Λ¯ = {1, 2, . . . , g}.
From (21), there exists a rational function h2 ∈ L(2D
∗) such that
(h2) = DQ +DP¯ − 2D
∗. (26)
Since h2 ∈ L(2D
∗), it can be written by h2(x, y) = δ0 + δ1x + · · · + δg−1x
g−1 + cgx
g + xg+1 + y
for δ0, δ1, . . . , δg−1 ∈ C (see proposition 2). The coefficients are determined by solving the system of
linear equations
h2(P¯i) = 0 i = 1, 2, . . . , g. (27)
By using the Cramer formula, we find that if and only if the condition
p¯i 6= p¯j for i, j = 1, 2, . . . , g, i 6= j
holds then the following δi’s (i = 0, 2, . . . , g − 1) solve the equation (27)
δi = s1(ci) + (−1)
g−i(cg − s1(cg))
∑
Ω⊂Λ¯
|Ω|=g−i
∏
j∈Ω
p¯j = s1(ci) + 2I1c´i+1.
Here we use the fact cg − s1(cg) = 2I1 and (25).
Thus we see that the rational function h2 satisfying (26) is given by (24). Therefore, the curve
κ2 = (h2(u, v) = 0) passes through the points Q1, Q2, . . . , Qg and P¯1, P¯2, . . . , P¯g on γ. 
Thus the addition formula (18) on Symg(γ) equivalent to the time evolution (2) of the pdTL is
realized by using the intersection of γ, κ1, and κ2.
Example 2 Put g = 3. The spectral curve γ is given by
f(u, v) = v2 −
(
u4 + c3u
3 + c2u
2 + c1u+ c0
)2
+ 4c−1,
c3 =
4∑
i=1
(Ii + Vi) , c2 =
∑
1≤i<j≤4
(IiIj + ViVj) +
4∑
i=1
Ii (Vi+1 + Vi+2) ,
c1 =
∑
1≤i<j<k≤4
(IiIjIk + ViVjVk) +
4∑
i=1
Ii (Ii+1 + Vi+1)Vi+2,
c0 =
4∏
i=1
Ii +
4∏
i=1
Vi, c−1 =
4∏
i=1
IiVi.
The curve κ1 passing through P1, P2, P3 and A = (0,
∏4
i=1 Vi −
∏4
i=1 Ii) is given by
h1(u, v) = t4(c0) + t4(c1)u+ t4(c2)u
2 + t4(c3)u
3 + u4 + v.
The curve κ2 passing through Q1, Q2, Q3, the intersection points of γ and κ1, is given by
h2(u, v) = c0 + 2I1V4 (I2I3 + I2V3 + V2V3)
+ {c1 + 2I1V4 (I2 + I3 + V2 + V3)}u
+ (c2 + 2I1V4) u
2 + c3u
3 + u4 + v.
Figure 1 shows an example of the intersection γ, κ1, and κ2.
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Figure 1: The solid curve is γ, the dashed one is κ1, and the dotted one is κ2. The intersection point
of γ and κ1 on the vertical axis is A. The triple intersection points of γ, κ1, and κ2 are Q1, Q2, and
Q3. The intersection points of γ and κ1 other than Qi are P1, P2, and P3. The intersection points
of γ and κ2 other than Qi are P¯1, P¯2, and P¯3. Here we set I1 = 1, I2 = 3, I3 = I4 = 2, V1 = 2, and
V2 = V3 = V4 = 1.
4.4 Discrete motion of curves
We can interpret the time evolution of the pdTL as discrete motion of affine curves.
Let C1 be the moduli space of the curve κ1 = (h1(u, v) = 0):
C1 =
{
{(s1(c0), s1(c1), . . . , s1(cg))} for even g,
{(tg+1(c0), tg+1(c1), . . . , tg+1(cg))} for odd g.
Define a map ψ˜ : Uc → C1 to be
ψ˜ : (I1, . . . , Ig+1, V1, . . . , Vg+1) 7→
{
(s1(c0), . . . , s1(cg)) for even g,
(tg+1(c0), . . . , tg+1(cg)) for odd g.
Also define a map υ on C1 to be
υ :
{
(s1(c0), . . . , s1(cg)) 7→ (s1(c¯0), . . . , s1(c¯g)) for even g,
(tg+1(c0), . . . , tg+1(cg)) 7→ (tg+1(c¯0), . . . , tg+1(c¯g)) for odd g
so that the following diagram is commutative
Uc
ψ˜
−−−−→ C1
(2)
y yυ
Uc −−−−→
ψ˜
C1.
Then υ induces the discrete motion of curves
κ01 → κ
1
1 → κ
2
1 → · · · ,
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where κt1 =
(
ht1(u, v) = 0
)
and
ht1(u, v) =

g∑
i=0
s1(c
t
i)u
i + ug+1 − v for even g,
g∑
i=0
tg+1(c
t
i)u
i + ug+1 + v for odd g.
Figure 2 shows an example of the discrete motion of κt1.
Figure 2: The discrete motion of the curves κt1 (t = 0, 1, . . . , 7) induced by υ. The solid curves are
κt1 and the dashed one is γ. The figures are sorted in time increasing order from left to right and top
to bottom. Here we set I01 = 1, I
0
2 = 3, I
0
3 = I
0
4 = 2, V
0
1 = 2, and V
0
2 = V
0
3 = V
0
4 = 1.
5 Ultradiscrete periodic Toda lattice and tropical hyperelliptic curves
In this section, we tropicalize the geometric framework concerning the time evolution of the pdTL
shown above. We then present a tropical geometric realization of the ultradiscrete periodic Toda
lattice, which is the ultradiscretization of the pdTL.
5.1 UD-pTL and its spectral curve
Suppose that the pdTL has a one parameter family of positive solutions Ii(ǫ) > 0 and Vi(ǫ) > 0 for
i = 1, 2, . . . , g + 1, where ǫ is a positive number. Also suppose that the limits limǫ→+0−ǫ log Ii(ǫ) =
Ji ∈ R and limǫ→+0−ǫ log Vi(ǫ) = Wi ∈ R exist. Then Ji and Wi (i = 1, 2, . . . , g + 1) solve the
difference equation
J¯i = ⌊Wi,Xi + Ji⌋ , W i = Ji+1 +Wi − J¯i, (28)
Xi =
⌈
k∑
l=1
(Ji−l −Wi−l)
⌉
0≤k≤g
,
where we define
⌊A,B, . . .⌋ := min[A,B, . . .], ⌈A,B, . . .⌉ := max[A,B, . . .]
for A,B, . . . ∈ R. Here we assume that
∑0
l=1 (Ji−l −Wi−l) = 0 and
g+1∑
i=1
Ji <
g+1∑
i=1
Wi. (29)
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We denote the map R2g+2 → R2g+2;
(J1, . . . , Jg+1,W1, . . . ,Wg+1) 7→ (J¯1, . . . , J¯g+1, W¯1, . . . , W¯g+1)
by ζ and use the notation(
J t1, . . . , J
t
g+1,W
t
1 , . . . ,W
t
g+1
)
:= ζ ◦ ζ ◦ · · · ◦ ζ︸ ︷︷ ︸
t
(J1, · · · , Jg+1,W1, · · · ,Wg+1)
for t = 0, 1, . . ..
We call the dynamical system generated by (28) the ultradiscrete periodic Toda lattice (UD-pTL).
In particular, if the variables J1, . . . , Jg+1 and W1, . . . ,Wg+1 take their values in positive integer then
the dynamical system is called the periodic box-ball system (pBBS) [38, 21]. The pBBS is obtained
from the box-ball system (BBS), which was introduced by Takahashi and Satsuma as a soliton cellular
automaton [33], by imposing a periodic boundary condition. The procedure which reduces (2) to (28)
is called the ultradiscretization [35].
Now we introduce the spectral curve of the UD-pTL by using the procedure of ultradiscretization.
Note first that all coefficients c−1, c0, . . . , cg in f˜ , the defining polynomial of the spectral curve γ˜ of the
pdTL, are subtraction-free (see proposition 1). Hence we can apply the ultradiscretization procedure
to them; suppose that the positive numbers x, y, and ci are parametrized with ǫ > 0 and the limits
limǫ→+0−ǫ log x = X, limǫ→+0−ǫ log y = Y , and limǫ→+0−ǫ log ci = Ci exist (i = −1, 0, . . . , g).
Then f˜ reduces to the following tropical polynomial F in the limit ǫ→ +0
F (X,Y ) := ⌊2Y, Y + ⌊(g + 1)X,Cg + gX, · · · , C1 +X,C0⌋ , C−1⌋ .
By definition, the coefficient Ci (i = −1, 0, . . . , g) is a tropical polynomial in Jj and Wk (j, k =
1, 2, . . . , g + 1). Therefore, the correspondence defines a piecewise linear map
ψ : R2g+2 → Rg+2; (J1, . . . , Jg+1,W1, . . . ,Wg+1) 7→ (C−1, C0, . . . , Cg) . (30)
We may use the notation Cti := Ci
(
J t1, . . . , J
t
g+1,W
t
1 , . . . ,W
t
g+1
)
(t = 0, 1, . . .).
In general, Ci has a complicated form because it is the ultradiscretization of ci (see (8)). For
small or large i, however, Ci has a relatively simple form:
Cg = ⌊Ji,Wi⌋1≤i≤g+1,
Cg−1 =
⌊Ji + Jj ,Wi +Wj⌋
1≤i<j≤g+1
, ⌊Ji +Wj⌋
1≤i,j≤g+1
j 6=i,i−1
 ,
C0 =
⌊
g+1∑
i=1
Ji,
g+1∑
i=1
Wi
⌋
=
g+1∑
i=1
Ji,
C−1 =
g+1∑
i=1
(Ji +Wi) .
Here we use the assumption (29).
One can show that the coefficients C−1, C0, . . . , Cg in the tropical polynomial F are the conserved
quantities of the UD-pTL [12]. These conserved quantities can also be constructed via paths on a
two dimensional array of boxes [23].
Consider the tropical curve Γ˜ defined by the tropical polynomial F [32, 4, 15]:
Γ˜ :=
{
P ∈ R2 | F is not differentiable at P
}
.
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Figure 3: The tropical hyperelliptic curve Γ˜. The compact subset Γ is drown by solid lines and the
half rays by dotted lines.
Assume C−1 > 2C0, Cg−1 > 2Cg, and Ci + Ci+2 > 2Ci+1 for i = 0, 1, . . . , g − 2. Then Γ˜ is a tropical
hyperelliptic curve of genus g [25, 6]. The tropical curve Γ˜ is often referred to as the tropicalization
of the hyperelliptic curve γ˜ or γ. By removing all half rays from Γ˜, we obtain the compact tropical
curve denoted by Γ (see figure 3). The tropical hyperelliptic curves Γ˜ and Γ are called the spectral
curves of the UD-pTL.
Consider the involution ι : Γ˜→ Γ˜;P = (X,Y ) 7→ P ′ = (X,C−1 − Y ). We call P
′ the conjugate of
P . Note that Γ˜ is symmetric with respect to the line Y = C−1/2.
We denote the 2g + 2 vertices of Γ by Vi and V
′
i for i = 0, 1, . . . , g
Vi = (Cg−i − Cg−i+1, C−1 − (g − i+ 1)Cg−i + (g − i)Cg−i+1) ,
V ′i = (Cg−i − Cg−i+1, (g − i+ 1)Cg−i − (g − i)Cg−i+1) .
The cycle connecting Vi, Vi−1, V
′
i−1, and V
′
i in a counterclockwise direction is denoted by αi for
i = 1, 2, . . . , g.
5.2 Addition on tropical hyperelliptic curves
We briefly review addition of points on tropical hyperelliptic curves [36, 30].
Denote the divisor group of the tropical hyperelliptic curve Γ˜ by D(Γ˜) as in the non-tropical case
(To reduce symbols, we often use the same ones as in the non-tropical case). A rational function on
Γ˜ is a continuous function f : Γ˜→ R∪ {±∞} such that its restriction to any edge is piecewise linear
with integral slope [4]. The order of f at P ∈ Γ˜ is the sum of the outgoing slopes of all segments
emanating from P and is denoted by ordP f . If ordP f < 0 then P is called the zero of f of order
|ordP f |. If ordPf > 0 then P is called the pole of f of order ordP f . This is because we choose the
tropical semi-field T = R ∪ {∞} equipped with the operations min and +. The principal divisor (f)
of f is defined to be (f) :=
∑
P∈Γ˜ (ordP f)P . We then find deg(f) = 0.
Define the Picard group of Γ˜ to be the residue class group Pic0(Γ˜) := D0(Γ˜)/Dl(Γ˜), where D0(Γ˜)
is the group of divisors of degree 0 on Γ˜ and Dl(Γ˜) is the group of principal divisors of rational
functions on Γ˜. We also define Pic0(Γ) := D0(Γ)/Dl(Γ) for the compact subset Γ of Γ˜. We then find
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the following [5, 36, 30]
Pic0(Γ˜) = Pic0(Γ).
Let us define L(D) := {k ∈ R(Γ) | (k) +D > 0} for D ∈ D(Γ), where R(Γ) is the field of rational
functions on Γ [5, 2]. Also define the rank of L(D) to be the maximal integer k such that for all
choices of (not necessarily distinct) points P1, P2, . . . , Pk ∈ Γ we have L(D − P1 − P2 − · · · − Pk) 6= ∅
[5]. We denote it by rankL(D). The following theorem (a corollary of the tropical Riemann-Roch
theorem) is useful [5, 25, 2].
Theorem 9 For any divisor D on a tropical hyperelliptic curve Γ of genus g such that degD > 2g−2,
we have
rankL(D) = degD − g.

As in the non-tropical case, we define the canonical map Φ : D+g (Γ)→ Pic
0(Γ) to be
Φ(A) :≡ A−D∗ (mod Dl(Γ)) for A ∈ D
+
g (Γ),
where D+g (Γ) is the group of effective divisors of degree g on Γ and D
∗ ∈ D+g (Γ) is a fixed element.
We then have the following theorem.
Theorem 10 ([30]) The canonical map Φ is surjective. In particular, Φ is bijective if g = 1. 
By using the surjection Φ, we induce addition of points on the g-th symmetric product Symg(Γ) :=
Γg/Sg from Pic
0(Γ). Put Φ˜ := Φ ◦ µ−1 : Symg(Γ) → Pic0(Γ), where µ : D+g (Γ) → Sym
g(Γ);DP =
P1 + P2 + · · · + Pg 7→ dP := µ(DP ) = {P1, P2, . . . , Pg}. For dP , dQ ∈ Sym
g(Γ), we define dP ⊕ dQ to
be an element in the subset
Φ˜−1
(
Φ˜(dP ) + Φ˜(dQ)
)
⊂ Symg(Γ).
Put αij := αi∩αj \{end points of αi ∩ αj} for the cycles αi (i = 1, 2, . . . , g). We define the subset
D˜ of D+g (Γ) to be
D˜ :=
{
DP ∈ D
+
g (Γ)
∣∣∣∣ Pi ∈ αi for all i = 1, 2, . . . , g andthere exists at most one point on αij
}
.
We then have the following theorem.
Theorem 11 ([12]) The reduced map Φ|D˜ : D˜
∼
→ Pic0(Γ) is bijective. 
Hereafter, we fix D∗ as follows
D∗ =

g
2
(V0 + V
′
0) for even g,
g − 1
2
(V0 + V
′
0) + V0 for odd g.
Define the element o ∈ Symg(Γ) to be
o :=

g/2⋃
i=1
{
V2i−1, V
′
2i−1
}
for even g,
{V0} ∪
g−1/2⋃
i=1
{
V2i, V
′
2i
} for odd g.
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Also define
O := µ−1(o) =

g/2∑
i=1
(
V2i−1 + V
′
2i−1
)
for even g,
V0 +
g−1/2∑
i=1
(
V2i + V
′
2i
)
for odd g.
One can show that O ∈ D˜ ∩ ker Φ holds [30]. Therefore, the element o is the unit of addition of the
group µ(D˜) ≃ Pic0(Γ).
Let dP , dQ, and dR be the elements of µ(D˜) satisfying the addition formula
dP ⊕ dQ ⊕ dR = o.
This can be written by the divisors on Pic0(Γ):
DP +DQ +DR − 3D
∗ ≡ 0 (mod Dl(Γ)).
There exists a rational function k ∈ L(3D∗) whose 3g zeros are P1, . . . , Pg, Q1, . . . , Qg, R1, . . . , Rg.
If the rational function k is given by a tropical polynomial then we can define a tropical curve C as
the set of points at which the tropical polynomial is not differentiable. Then the above addition is
realized by using the intersection of Γ and C [30].
5.3 Tropical Jacobians
Tropical Jacobians were introduced by Mikhalkin and Zharkov in 2006 [25]. Let E(Γ) be the set of
edges of Γ. Define the weight w : E(Γ)→ R≥0 by
w(e) =
‖e‖
‖ξe‖
,
where ξe is the primitive tangent vector of e ∈ E(Γ) and ‖ ‖ denotes the Euclidean norm in R
2. We
define a symmetric bilinear form Q on the space of paths in Γ as follows. For a non-self-intersecting
path̟, setQ(̟,̟) := (length of ̟ with respect to w), and extend it to any pairs of paths bilinearly.
Definition 1 The tropical Jacobian of Γ is a g-dimensional real torus defined to be
J(Γ) := Rg/ΛZg,
where Λ = (Λij) is the g × g real matrix given by
Λij = Q
(
i∑
k=1
αk,
j∑
l=1
αl
)
= C−1 + riδij + 2⌊λi, λj⌋,
λi = Cg−i − Cg−i+1, ri = C−1 − 2
g∑
k=1
⌊λi, λk⌋
for i, j = 1, 2, . . . , g.
Fix a point P0 on Γ. Let the path from P0 to Pi on Γ be ̟i. We define the Abel-Jacobi map
η : D+g (Γ)→ J(Γ) to be
η : DP = P1 + · · ·+ Pg 7→
g∑
i=1
(Q(̟i, α1), · · · , Q(̟i, αg)) .
21
5.4 Time evolution
Let the phase space of the UD-pTL be T :=
{
(J1, . . . , Jg+1,W1, . . . ,Wg+1) |
∑g+1
i=1 Ji <
∑g+1
i=1 Wi
}
and the moduli space of Γ be C := {(C−1, C0, . . . , Cg)}. Consider the map ψ : T → C defined by (30)
and set
TC := ψ
−1(C−1, C0, . . . , Cg) ⊂ T .
Let φ : T → D+g (Γ) be the tropical eigenvector map [12]. Then the UD-pTL is linearized on the
tropical Jacobian J(Γ).
Theorem 12 ([12, 13]) Define the transformation operator ν to be
ν : J(Γ)→ J(Γ); z 7→ z+ (λ1, λ2 − λ1, . . . , λg − λg−1) .
Then the following diagram is commutative
TC
η◦φ
−−−−→ J(Γ)
(28)
y yν
TC −−−−→
η◦φ
J(Γ).

Define T ∈ D+g (Γ) to be
T =

V0 + V
′
g +
(g−2)/2∑
i=1
(
V2i + V
′
2i
)
for even g,
B + V1 + V
′
g +
(g−1)/2∑
i=2
(
V2i−1 + V
′
2i−1
)
for odd g
(31)
for g ≥ 2. Here B = (Cg, C−1 − Cg−1 − (g − 1)Cg) ∈ V0V ′0 ⊂ α1 is the unique point such that
B + V1 − 2V0 is the principal divisor of a rational function on Γ. Note that Q(V0B,V0B) = λ1 and
T ∈ D˜. For an even number g, we find
Φ (T ) = V ′g − V
′
0 +
(g−2)/2∑
i=0
(
V2i + V
′
2i
)
−
g
2
(
V0 + V
′
0
)
≡ V ′g − V
′
0 (mod Dl(Γ)).
For an odd number g, we also find
Φ (T ) = V ′g − V
′
0 +B + V1 − 2V0 +
(g−1)/2∑
i=2
(
V2i−1 + V
′
2i−1
)
−
g − 3
2
(
V0 + V
′
0
)
≡ V ′g − V
′
0 (mod Dl(Γ)).
For g = 1, we define T to be the point (C1, C0) ∈ D˜ on the edge V0V ′0 . Since there exists a rational
function whose principal divisor is V0 + V
′
1 − V
′
0 − T , we find
Φ(T ) = T − V0 ≡ V
′
1 − V
′
0 (mod Dl(Γ)).
Thus we obtain the following proposition.
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Proposition 3 For any g, we have
Φ (T ) ≡ V ′g − V
′
0 (mod Dl(Γ)).

We obtain the following theorem concerning the time evolution of the UD-pTL and an addition
on Symg(Γ).
Theorem 13 Set τ = µ(T ) ∈ Symg(Γ). Then, for any g, the following diagram is commutative
TC
µ◦φ
−−−−→ Symg(Γ)
(28)
y y⊕τ
TC −−−−→
µ◦φ
Symg(Γ).
(Proof) Let the paths from V ′i to Vi−1, Vi, and V
′
i+1 be̟
1
i , ̟
2
i , and̟
3
i as in figure 4, respectively
(i = 1, 2, . . . , g− 1). Also let the paths from the fixed point P0 to Vi−1, Vi, and V
′
i+1 via ̟
1
i , ̟
2
i , and
̟3i be ˜̟ 1i , ˜̟ 2i , and ˜̟ 3i , respectively.
✻
✘✘✘
✘✘✘✿
❍❍
❍❍
❍❍
❍❨Vi−1
V ′i
Vi
V ′i+1
̟1i
̟2i
̟3i
t
t
t
t
Figure 4: The paths ̟1i , ̟
2
i , and ̟
3
i .
Let ΠS be the set of paths on Γ emanating from S ∈ Γ. Define ιS : ΠS → R
g;ω 7→ ιS(ω) =
(Q(ω,αi))1≤i≤g. For DP = P1 + · · ·+ Pg ∈ D˜, we see η(DP ) ≡
∑g
i=1 ιP0(ωi) (mod ΛZ
g), where ωi is
a path from P0 to Pi. Let us denote ιP0(
−−−→
P0V
′
i ) by pi, where
−−−→
P0V
′
i is a path from P0 to V
′
i . Also let
the i-th standard vector in Rg be ei. Then we have
ιP0( ˜̟ 1i ) = (ri + λi − λi−1) ei − riei+1 + pi,
ιP0( ˜̟ 2i ) = riei − riei+1 + pi, (32)
ιP0( ˜̟ 3i ) = (λi+1 − λi) ei+1 + pi.
Now assume that g is an even number. Then we have
O =
g/2∑
i=1
(
V2i−1 + V
′
2i−1
)
, T = V0 + V
′
g +
(g−2)/2∑
i=1
(
V2i + V
′
2i
)
.
By (32), we find
η(O) =
g/2∑
i=1
(
ιP0( ˜̟ 22i−1) + p2i−1) = g/2∑
i=1
r2i−1 (e2i−1 − e2i) + 2
g/2∑
i=1
p2i−1
23
and
η(T ) =
g/2∑
i=1
(
ιP0( ˜̟ 12i−1) + ιP0( ˜̟ 32i−1))
=
g/2∑
i=1
{(r2i−1 + λ2i−1 − λ2i−2) e2i−1 − (r2i−1 − λ2i + λ2i−1) e2i}+ 2
g/2∑
i=1
p2i−1.
Thus we obtain
η(T ) − η(O) =
g/2∑
i=1
{(λ2i−1 − λ2i−2) e2i−1 + (λ2i − λ2i−1) e2i}
=
g∑
i=1
(λi − λi−1) ei.
Next assume that g is an odd number. Then we have
O = V0 +
(g−1)/2∑
i=1
(
V2i + V
′
2i
)
, T = B + V1 + V
′
g +
(g−1)/2∑
i=2
(
V2i−1 + V
′
2i−1
)
.
We find
η(O) =
(g−1)/2∑
i=1
(
ιP0( ˜̟ 22i) + p2i)+ η( ˜̟ 20)
=
(g−1)/2∑
i=1
r2i (e2i − e2i+1)− C−1e1 + 2
(g−1)/2∑
i=1
p2i + p0
and
η(T ) =
(g−1)/2∑
i=1
(
ιP0( ˜̟ 12i) + ιP0( ˜̟ 32i))+ ιP0(−−→P0B) + p0
=
(g−1)/2∑
i=1
{(r2i + λ2i − λ2i−1) e2i − (r2i − λ2i+1 + λ2i) e2i+1}
− (C−1 − λ1) e1 + 2
(g−1)/2∑
i=1
p2i + p0.
It follows that we have
η(T )− η(O) =
(g−1)/2∑
i=1
{(λ2i − λ2i−1) e2i + (λ2i+1 − λ2i) e2i+1}+ λ1e1
=
g∑
i=1
(λi − λi−1) ei.
Since µ : D+g (Γ)→ Sym
g(Γ) and η|D˜ : D˜ → J(Γ) are bijective, this completes the proof. 
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6 A geometric realization of UD-pTL
6.1 Ultradiscretization of rational functions
In order to tropicalize the geometric framework of the pdTL constructed in section 4, we first intro-
duce a rational map which maps the defining polynomials of the curves appearing in the geometric
realization into subtraction-free ones. Then we apply the ultradiscretization procedure to them.
Let σ : C2(u,v) → C
2
(x,y) be the rational map
(x, y) = σ(u, v) =
(
u,
v − ug+1 − cgu
g − · · · − c1u− c0
2
)
.
If we apply σ to the points on γ then we recover γ˜. Therefore, σ is the inverse of ρ on γ. Note that
the defining function f˜ of γ˜ is subtraction-free.
Consider the curve κ1 = (h1(u, v) = 0) introduced in §4.2. Applying σ to the points on κ1, we
obtain an affine curve
κ˜1 :=
(
h˜1(x, y) = 0
)
= {(x, y) = σ(u, v) | h1(u, v) = 0} ,
where
h˜1(x, y) =

g∑
i=0
(s1(ci)− ci)x
i − 2y for even g,
g∑
i=0
(tg+1(ci) + ci)x
i + 2xg+1 + 2y for odd g.
We see that h˜1 for an odd number g is subtraction-free as well as f˜ . Similarly, for an even number g,
−h˜1 is subtraction-free. Therefore, we can simultaneously apply the procedure of ultradiscretization
(or tropicalization with trivial valuation [22]) to the rational functions f˜ and h˜1. Thus we recover
the intersection of γ and κ1 in terms of the tropical curves Γ and K1, which is defined below, in the
framework of tropical geometry.
Now we introduce the transformations Sj and Tk on the moduli space C = {(C−1, C0, . . . , Cg)} of
Γ:
Sj(Ci) := lim
ǫ→0
−ǫ log(ci − sj(ci)) = Ci(∞, . . . ,∞, Jj ,∞, . . . ,∞),
Tk(Ci) := lim
ǫ→0
−ǫ log(tk(ci) + ci) = Ci(J1, . . . ,Wk−1,∞,Wk+1, . . . ,Wg+1)
for i = −1, 0, . . . , g and j, k = 1, 2, . . . , g + 1. Note that Sj eliminates the terms in Ci not containing
Jj and Tk the terms in Ci containing Wk. By applying the ultradiscretization procedure to h˜1, we
obtain the tropical polynomial
H1(X,Y ) =

⌊
⌊S1(Ci) + iX⌋
0≤i≤g
, Y
⌋
for even g,⌊
⌊Tg+1(Ci) + iX⌋
0≤i≤g
, (g + 1)X,Y
⌋
for odd g.
(33)
In order to consider non-degenerate curves, we assume{
S1(Ci) + S1(Ci+2) > 2S1(Ci+1) for even g,
Tg+1(Ci) + Tg+1(Ci+2) > 2Tg+1(Ci+1) for odd g
for i = 0, 1, . . . , g − 2.
We define the tropical curve K1 to be the set of points at which H1 is not differentiable:
K1 :=
{
P ∈ R2 | H1 is not differentiable at P
}
.
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6.2 Tropical curve intersections
We show that the intersection of Γ and K1 realizes an addition on Sym
g(Γ).
Lemma 1 The restriction H1|Γ of H1 on Γ satisfies H1|Γ ∈ L(V
′
0 + 2D
∗) for any g.
(Proof) Note first that we have
L(V ′0 + 2D
∗) =
{
L (gV0 + (g + 1)V
′
0) for even g,
L ((g + 1)V0 + gV
′
0) for odd g.
By the tropical Riemann-Roch theorem (theorem 9), we find
rankL(V ′0 + 2D
∗) = g + 1.
Also note that the principal divisors of the coordinate functions x and y are given by
(x) = Vg + V
′
g − V0 − V
′
0 , (y) = (g + 1)V0 − (g + 1)V
′
0 .
If g is an even number then the g + 2 rational functions 1, x, , . . . , gx, y on Γ are in L(V ′0 + 2D
∗).
Similarly, if g is an odd number then the g + 2 rational functions 1, x, . . . , gx, ⌊(g + 1)x, y⌋ on Γ are
in L(V ′0 +2D
∗). Here we use the fact that the rational function ⌊(g + 1)x, y⌋ has a pole of order g at
V ′0 and that of order g+1 at V0. We denote the tropical module spanned by these rational functions
by M1 [25]:
M1 :=
{
〈1, x, . . . , gx, y〉 for even g,
〈1, x, . . . , gx, ⌊(g + 1)x, y⌋〉 for odd g.
ThenM1 ⊂ L(V
′
0+2D
∗). Since the rank ofM1 is g+2 as a tropical module and rankL(V
′
0+2D
∗) =
g + 1, M1 is the maximal tropical module in L(V
′
0 + 2D
∗). Clearly, H1|Γ ∈ M1 holds for any g. 
Lemma 2 The tropical curve K1 passes through the vertex V
′
g = (C0 − C1, C0) of Γ.
(Proof) Note that we have
c0 − s1(c0) = 2
g+1∏
i=1
Ii, tg+1(c0) + c0 = 2
g+1∏
i=1
Ii.
This implies that we have
S1(C0) = Tg+1(C0) = C0 =
g+1∑
i=1
Ji.
Now assume that g is an even number. There exists an infinite edge E of K1 defined by S1(C0) =
Y . The edge E is emanating rightward from the vertex (S1(C0) − S1(C1), S1(C0)) of K1. Since
S1(C1) = C1(J1,∞, . . . ,∞), we find C1 ≤ S1(C1). This implies C0 − C1 ≥ S1(C0) − S1(C1). Thus
the vertex V ′g of Γ is on E. For an odd number g the statement is similarly shown. 
Figure 5 shows the tropical curves K1 and Γ. If g is an even number the vertical edges of K1 are
given by X = S1(Ci) − S1(Ci+1) for i = 0, 1, . . . , g − 1. If g is an odd number the vertical edges of
K1 are given by X = Tg+1(Ci)− Tg+1(Ci+1) for i = 0, 1, . . . , g − 1 and X = Tg+1(Cg).
If we assume that g is an odd number then K1 passes through the vertex V
′
0 because Cg ≤
Tg+1(Cg) ≤ Cg−1 − Cg holds. Moreover, there exists at least one intersection point of Γ and K1 on
the upper half of α1 \ α1,2.
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Figure 5: The tropical curve drown by solid lines is K1 for an odd number g. The curve drown by
dotted lines is the tropical hyperelliptic curve Γ.
Let us consider the addition formula on Symg(Γ) equivalent to the time evolution of the UD-pTL
(see theorem 13):
dP¯ = dP ⊕ τ ⇐⇒ −dP¯ ⊕ dP ⊕ τ = 0. (34)
Since φ(T ) ≡ V ′g − V
′
0 (mod Dl(Γ)) for any g (see proposition 3), the addition formula (34) is written
by the divisors on Pic0(Γ):
DQ +DP + V
′
g − V
′
0 − 2D
∗ ≡ 0 (mod Dl(Γ)), (35)
where DQ = µ
−1(−dP¯ ). Hereafter we assume that the divisor DP is in D˜. We have the following
proposition.
Proposition 4 Assume that the points P1, P2, . . . , Pg ∈ Γ are on the tropical curve K1. Then the
rational function H1|Γ on Γ satisfies
(H1|Γ) = DQ +DP + V
′
g − V
′
0 − 2D
∗. (36)
(Proof) By lemma 2, the curve K1 passes through V
′
g . By the assumption of proposition, K1
passes through P1, P2, . . . , Pg as well. These fact suggests that the rational function H1|Γ on Γ has
g+1 zeros at P1, P2, . . . , Pg, V
′
g . Moreover, by lemma 1, H1|Γ is in the maximal tropical module M1
in L(V ′0+2D
∗). Therefore, H1|Γ satisfies (36) and is uniquely determined up to an additive constant.

Thus the points P1, P2, . . . , Pg, Q1, Q2, . . . , Qg, V
′
g satisfying (35) are on both Γ andK1. Therefore,
the addition formula (34) can be realized by using the intersection of Γ and K1. Note that we have
DQ ∈ D˜ because DP ,DT ∈ D˜ and D˜ ≃ Pic
0(Γ). In order to realize the time evolution of the UD-pTL
by using tropical curve intersections, we have only to give the inverse dP¯ of −dP¯ = µ(DQ) in terms
of a tropical curve intersection.
6.3 Inverse elements
Consider the addition formula on Symg(Γ)
−dP¯ ⊕ dP¯ = o.
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This can be written by the divisors on Pic0(Γ):
DQ +DP¯ − 2D
∗ ≡ 0 (mod Dl(Γ)).
Therefore, the tropical curve whose intersection with Γ gives the inverse dP¯ of −dP¯ = µ(DQ) is given
by a rational function in L(2D∗). In the following, we show that the ultradiscretization of the rational
function h2 gives such a tropical curve.
Assume that g is an odd number. Consider the curve κ2 = (h2(u, v) = 0) introduced in §4.3.
Applying σ to the points on κ2, we obtain an affine curve
κ˜2 :=
(
h˜2(x, y) = 0
)
= {(x, y) = σ(u, v) | h2(u, v) = 0} ,
where
h˜2(x, y) =
g−1∑
i=0
(ci + s1(ci) + 2I1c´i+1)x
i + 2cgx
g + 2xg+1 + 2y.
Remember that c´i is obtained from ci by setting I1 = V1 = 0 for i = 1, 2, . . . , g. Since the polyno-
mial h˜2 is subtraction-free, by applying the procedure of ultradiscretization, we obtain the tropical
polynomial
H2(X,Y ) =
⌊
C´0, C´1 +X, · · · , C´g−1 + (g − 1)X,Cg + gX, (g + 1)X,Y
⌋
,
where C´i = limǫ→0−ǫ log(ci + s1(ci) + 2I1c´i+1) for i = 0, 1, . . . , g − 1. In order to consider non-
degenerate curves, we assume C´i + C´i+2 > 2C´i+1 for i = 0, 1, . . . , g − 3.
We define the tropical curve K2 to be the set of points at which H2 is not differentiable:
K2 :=
{
P ∈ R2 | H2 is not differentiable at P
}
.
Figure 6 shows the tropical curve K2.
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Figure 6: The tropical curve K2 defined by H2 is drown by solid lines. The intersection points of
K2 and the tropical hyperelliptic curve Γ, drown by dotted lines, are Ri and R
′
i for i = 1, 2, . . . , g.
The point Z0 satisfies the condition (38).
Note that the terms (g + 1)X and Y are never dominant in H2 on Γ. Therefore, the restriction
of H2 on Γ, which is denoted by H2|Γ, is given by the formula
H2|Γ(X,Y ) =
⌊
C´0, C´1 +X, · · · , C´g−1 + (g − 1)X,Cg + gX
⌋
.
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On can show that C´g−1 ≤ Cg−1 holds for any odd number g. Thus we can let R1, R
′
1, . . . , Rg, R
′
g
be the intersection points of Γ and K2, where we assume that Ri is on the upper half of Γ (see figure
6).
The rational function H2|Γ on Γ has poles of oder g at V0 and V
′
0 . This implies
(H2|Γ) = DR +DR′ − g(V0 + V
′
0) = DR +DR′ + V0 − V
′
0 − 2D
∗, (37)
where 2D∗ = (g+1)V0+(g− 1)V
′
0 . There uniquely exists a point Z0 on α1 \α1,2 such that V0+R
′
1−
V ′0 − Z0 is the principal divisor of a rational function on Γ (see figure 6). The point Z0 satisfies the
condition
Q(V ′0R
′
1, V
′
0R
′
1) = Q(V0Z0, V0Z0). (38)
We define H˜2 to be the rational function on Γ whose principal divisor is DR+Z0+R
′
2+ · · ·+R
′
g−2D
∗.
Then we find (H˜2) ≡ (H2|Γ) (mod Dl(Γ)) and H˜2 ∈ L(2D
∗).
Proposition 5 Let DP and DQ be elements of D˜ satisfying (36). Also let DR and DR′ be elements
of D˜ satisfying (37). Then, for any odd number g, we have
DQ + Z1 +Q
′
2 + · · ·+Q
′
g − 2D
∗ ≡ 0 (mod Dl(Γ)),
where Z1 is the unique point on α1 \ α1,2 such that Z1 + Q1 − Z0 − R1 is the principal divisor of a
rational function on Γ. Moreover, we have Z1 +Q
′
2 + · · · +Q
′
g ∈ D˜.
(Proof) Since there exists at least one intersection point of Γ andK1 on the upper half of α1\α1,2,
we can assume that Q1 is the one. Then there exist rational functions G1 and G2 on Γ such that
(G1) = Z1 +Q1 − Z0 −R1,
(G2) = Q2 + · · ·+Qg +Q
′
2 + · · ·+Q
′
g −R2 − · · · −Rg −R
′
2 − · · · −R
′
g.
Let H be the rational function G1 +G2 on Γ. Then we have
(H) = Z1 +DQ +Q
′
2 + · · ·+Q
′
g − Z0 −DR −R
′
2 − · · · −R
′
g.
Note that we also have (
H˜2
)
= DR + Z0 +R
′
2 + · · ·+R
′
g − 2D
∗.
We then find (
H + H˜2
)
= Z1 +DQ +Q
′
2 + · · · +Q
′
g − 2D
∗ ≡ 0 (mod Dl(Γ))
and H + H˜2 ∈ L(2D
∗). It is clear that Z1 +Q
′
2 + · · ·+Q
′
g ∈ D˜. 
If g is an even number we have (see [30])
DP¯ = DQ′ .
If g is an odd number proposition 5 implies
DP¯ = Z1 +Q
′
2 + · · ·+Q
′
g.
Thus we obtain the following theorem.
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Theorem 14 Let DP and DQ be elements of D˜ satisfying (36). Also let T be the element of D˜ given
by (31). Put dP = µ(DP ) ∈ Sym
g(Γ) and τ = µ(T ) ∈ Symg(Γ). Then the element dP¯ ∈ Sym
g(Γ)
defined by the addition
dP¯ = dP ⊕ τ
is explicitly given by the formula
dP¯ =
{{
Q′1, Q
′
2, . . . , Q
′
g
}
for even g,{
Z1, Q
′
2, . . . , Q
′
g
}
for odd g.

Thus the time evolution of the UD-pTL is realized by using the intersection of the tropical curves
Γ, K1, and K2.
Example 3 Put g = 3. The spectral curve Γ is given by
F (X,Y ) = ⌊2X,Y + ⌊4X,C3 + 3X,C2 + 2X,C1 +X,C0⌋ , C−1⌋ ,
C3 = ⌊Ji,Wi⌋1≤i≤4 , C2 =
⌊
⌊Ji + Jj,Wi +Wj⌋
1≤i<j≤4
, ⌊Ji +Wi+1, Ji +Wi+2⌋
1≤i≤4
⌋
,
C1 =
⌊
⌊Ji + Jj + Jk,Wi +Wj +Wk⌋
1≤i<j<k≤4
, ⌊Ji +Wi+2 + ⌊Ji+1,Wi+1⌋⌋
1≤i≤4
⌋
,
C0 =
4∑
i=1
Ji, C−1 =
4∑
i=1
(Ji +Wi) .
The tropical curves K1 and K2 are respectively given by
H1(X,Y ) = ⌊Y, 4X,T4(C3) + 3X,T4(C2) + 2X,T4(C1) +X,T4(C0)⌋ ,
H2(X,Y ) =
⌊
Y, 4X,C3 + 3X, C´2 + 2X, C´1 +X, C´0
⌋
.
Figure 7 shows an example of the intersection of Γ, K1, and K2.
6.4 Discrete motion of tropical curves
We can interpret the time evolution of the UD-pTL as discrete motion of tropical curves.
Let C1 be the moduli space of the tropical curve K1
C1 =
{
{(S1(C0), S1(C1), . . . , S1(Cg))} for even g,
{(Tg+1(C0), Tg+1(C1), . . . , Tg+1(Cg))} for odd g.
Define a map ψ˜ : TC → C1 to be
ψ˜ : (J1, . . . , Jg+1,W1, . . . ,Wg+1) 7→
{
(S1(C0), . . . , S1(Cg)) for even g,
(Tg+1(C0), . . . , Tg+1(Cg)) for odd g.
Also define a map υ on C1 to be
υ :
{
(S1(C0), . . . , S1(Cg)) 7→
(
S1(C¯0), . . . , S1(C¯g)
)
for even g,
(Tg+1(C0), . . . , Tg+1(Cg)) 7→
(
Tg+1(C¯0), . . . , Tg+1(C¯g)
)
for odd g
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Figure 7: The solid curve is Γ, the dashed one is K1, and the dotted one is K2. The set {P1, P2, P3} of
points is mapped into {Z1, Q
′
2, Q
′
3} by the addition by {B,V1, V
′
3} on Sym
3(Γ). This map is equivalent
to the time evolution of the UD-pTL. Here we set J1 = 3, J2 = 5, J3 = 7, J4 = 2,W1 = 3.5,W2 =
6,W3 = 10,W4 = 0.
so that the following diagram is commutative
TC
ψ˜
−−−−→ C1
(28)
y yυ
TC −−−−→
ψ˜
C1.
Then υ induces the discrete motion of tropical curves
K01 → K
1
1 → K
2
1 → · · · ,
where Kt1 is given by the tropical polynomial
Ht1(X,Y ) =

⌊⌊
S1(C
t
i ) + iX
⌋
0≤i≤g
, Y
⌋
for even g,⌊⌊
Tg+1(C
t
i ) + iX
⌋
0≤i≤g
, (g + 1)X,Y
⌋
for odd g.
Figure 8 shows an example of the discrete motion of Kt1.
7 Concluding remarks
We establish a geometric realization of the pdTL via the curve intersections of its spectral curve γ
and two affine curves κ1 and κ2. Namely, the linear flow on the Jacobian J(γ) equivalent to the time
evolution of the pdTL is translated into the curve intersections of γ, κ1, and κ2. The rational functions
f , h1, and h2 which respectively define γ, κ1, and κ2 are explicitly given by using the conserved
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Figure 8: The discrete motion of the tropical curves Kt1 (t = 0, 1, . . . , 12) induced by υ. The solid
curves are Kt1 and the dashed one is Γ. The figures are sorted in time increasing order from left to
right and top to bottom. Note that K11 = K
2
1 = · · · = K
6
1 and the second figure shows them. (This
fact does not suggest that the intersection points of Γ and Kt1 (t = 1, 2, . . . , 6) are fixed.) Here we set
J01 = 3, J
0
2 = 5, J
0
3 = 7, J
0
4 = 2,W
0
1 = 3.5,W
0
2 = 6,W
0
3 = 10,W
0
4 = 0.
quantities c−1, c0, . . . , cg of the pdTL. In addition, these rational functions can simultaneously be
mapped into subtraction-free ones by the rational transformation σ on C2. Therefore, we can naturally
apply the procedure of ultradiscretization to them and obtain the tropical hyperelliptic curve Γ and
two tropical curves K1 and K2 intersecting each other. The tropical hyperelliptic curve Γ thus
obtained is nothing but the spectral curve of the UD-pTL. Hence, the coefficients C−1, C0, . . . , Cg of
its defining tropical polynomial F are the conserved quantities of the UD-pTL, and the time evolution
of the UD-pTL is linearized on its tropical Jacobian J(Γ). Moreover, two tropical curves K1 and K2
thus obtained are explicitly given by using the conserved quantities of the UD-pTL. We then show
that the tropical curve intersections of Γ, K1, and K2 give the linear flow on J(Γ) equivalent to the
time evolution of the UD-pTL. Thus we also establish a tropical geometric realization of the UD-pTL
via the tropical curve intersections of Γ, K1, and K2.
It should be noted that the time evolutions of the pdTL and UD-pTL lead to discrete motions
of (tropical) curves κ1 and K1 which appear in their (tropical) geometric realizations, respectively.
Because the coefficients of the defining polynomial h1 (resp. H1) depend on time, while those of the
defining polynomial f (resp. F ) of the spectral curve γ (resp. Γ) do not. The time dependence of the
moving curves κ1 and K1 is derived from a simple action on the phase space U of the pdTL which
changes the sign of I1 or Vg+1. Thus the moduli spaces of κ1 and K1 are easily obtained from that of
γ and Γ by applying such actions, respectively. We do not know the reason why we can obtain these
moduli spaces such a way. To investigate the time evolutions of the pdTL and UD-pTL as actions
on the moduli spaces of the (tropical) hyperelliptic curves is a further problem.
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A Proof of theorem 2
Assume that g is an even number. If DP = P1+P2+ · · ·+Pg ∈ ker Φ there exists a rational function
h ∈ L (D∗) on H such that (h) = DP −D
∗. By the Riemann-Roch theorem, we have
dimL(0) = −g + 1 + dimL (W ) .
Noting dimL(0) = 1, we obtain dimL (W ) = g, where W is a canonical divisor on H. Now choose
W = (dx/y) = (g − 1) (P∞ + P
′
∞). Again, by the Riemann-Roch theorem, we have
dimL(P∞ + P
′
∞) = −g + 3 + dimL
(
(g − 2)
(
P∞ + P
′
∞
))
.
Let x be the coordinate function:
x(P ) = p for P = (p, q) ∈ H.
We then have (x) = P0+P
′
0−P∞−P
′
∞, where P0 is the point whose x-component is 0. This implies
〈1, x〉 ⊂ L(P∞ + P
′
∞). It immediately follows dimL(P∞ + P
′
∞) ≥ 2. Therefore we obtain
dimL
(
(g − 2)
(
P∞ + P
′
∞
))
≥ g − 1.
Moreover, since L ((g − 2) (P∞ + P
′
∞)) ( L (W ) and dimL (W ) = g, we find
dimL
(
(g − 2)
(
P∞ + P
′
∞
))
= g − 1.
We inductively obtain
dimL
(
i
(
P∞ + P
′
∞
))
= i+ 1 (i = 1, 2, . . . , g − 1).
In particular, for i = g/2, we have
dimL (D∗) = dimL
(g
2
(
P∞ + P
′
∞
))
=
g
2
+ 1.
On the other hand, since (xi) = i (P0 + P
′
0 − P∞ − P
′
∞), we have〈
1, x, x2, · · · , x
g
2
〉
⊂ L (D∗)
and
dim
〈
1, x, x2, · · · , x
g
2
〉
=
g
2
+ 1.
Therefore, we obtain 〈
1, x, x2, · · · , x
g
2
〉
= L (D∗) .
Thus a rational function h ∈ L(D∗) can be expressed as follows
h = a0 + a1x+ · · · + a g
2
x
g
2 (ai ∈ C).
If ag/2 6= 0 the equation h = 0 has exactly g/2 solutions c1, c2, · · · , c g
2
, counting multiplicities. Thus
the principal divisor of h is
(h) = (x− c1) + (x− c2) + · · ·+ (x− c g
2
).
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Noting
(x− ci) = Pci + P
′
ci − P∞ − P
′
∞,
where Pci is the point whose x-component is ci, we have
(h) =
g
2∑
i=1
(
Pci + P
′
ci
)
−D∗.
Therefore, we obtain DP =
∑ g
2
i=1
(
Pci + P
′
ci
)
as desired.
If ag/2 = 0 and ag/2−1 6= 0 the equation h = 0 has exactly g/2 − 1 solutions c1, c2, · · · , cg/2−1,
counting multiplicities. Hence we have
(h) =
g
2
−1∑
i=1
(
Pci + P
′
ci
)
+ P∞ + P
′
∞ −D
∗.
This is equivalent to DP =
∑g/2−1
i=1
(
Pci + P
′
ci
)
+ P∞ + P
′
∞. Thus we inductively obtain the desired
result.
For an odd number g, the statement is similarly shown. 
B Proof of theorem 3
If Φ(DP ) = Φ(DQ) we have
DP −D
∗ ≡ DQ −D
∗ ⇐⇒ DP −DQ ≡ 0, (39)
where the equivalence is considered modulo Dl(H). Let the x-component of Qi be qi for i = 1, 2, . . . , g.
We then have (x− qi) = Qi +Q
′
i − P∞ − P
′
∞. Hence we obtain
DQ +DQ′ − g
(
P∞ + P
′
∞
)
≡ 0 (mod Dl(H)). (40)
By (39) and (40), we have
DP +DQ′ − g
(
P∞ + P
′
∞
)
≡ 0 (mod Dl(H)). (41)
Therefore, there exists a rational function h on H such that
(h) = DP +DQ′ − g
(
P∞ + P
′
∞
)
. (42)
Since h ∈ L(g (P∞ + P
′
∞)) and L(g (P∞ + P
′
∞)) =
〈
1, x, x2, · · · , xg
〉
(see the proof of theorem 2), the
rational function h can be expressed as h =
∑g
i=1 aix
i (ai ∈ C).
Let j be the number such that
ag = ag−1 = · · · = ag−j+1 = 0, ag−j 6= 0, and 0 ≤ j ≤ g.
Then the rational function h is factorized as follows
h =
g−j∏
i=1
(x− ci),
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where ci (i = 1, 2, . . . , g − j) is the solutions of h = 0. The principal divisor of h is
(h) =
g−j∑
i=1
(
Pci + P
′
ci
)
− (g − j)
(
P∞ + P
′
∞
)
. (43)
Comparing (42) and (43), we find
DP +DQ′ =
g−j∑
i=1
(
Pci + P
′
ci
)
+ j
(
P∞ + P
′
∞
)
.
The right hand side can be expressed as DR +DR′ for DR =
∑g−j
i=1 Pci + jP∞ ∈ D
+
g .
The converse is easily shown. 
C A geometric realization of the pdTL for g = 1
For g = 1, we choose the Lax matrices as follows
L =
(
I2 + V1 1− I1V1/y
I2V2 − y I1 + V2
)
, M =
(
I2 1
−y I1
)
.
The spectral curve γ is given by
f(u, v) = v2 −
(
u2 + c1u+ c0
)2
+ 4c−1,
c1 =
2∑
i=1
(Ii + Vi) , c0 =
2∏
i=1
Ii +
2∏
i=1
Vi, c−1 =
2∏
i=1
IiVi.
By solving the linear equations
ϕ1(x, y) = I2V2 − y = 0, ϕ2(x) = x+ I1 + V2 = 0,
we obtain the eigenvector map
P1 = φ(I1, I2, V1, V2) = (−I1 − V2, I2V2 − I1V1) .
The time evolution of the pdTL is given by the addition formula on Sym1(γ) ≃ γ:
P¯1 = P1 ⊕ T, (44)
where T is the unique point on γ such that T + P ′∞ − A − P∞ is the principal divisor of a rational
function on γ and A = (0, V1V2 − I1I2).
To obtain T explicitly, note first that l ∈ L(A+P∞) for (l) = T+P
′
∞−A−P∞ and dimL(A+P∞) =
2. We can easily see that the rational function
y +
√
c20 − 4c−1
x
+ x+ c1 (45)
is expanded as follows 
2
t1
+ 2c1 +
(
c0 +
√
c20 − 4c−1
)
t1 + o(t1) at P∞,(
−c0 +
√
c20 − 4c−1
)
t2 + o(t2) at P
′
∞,
2
√
c20 − 4c−1
t3
+
c0c1√
c20 − 4c−1
+ c1 + o(1) at A,
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where t1, t2, and t3 are the local parameters at P∞, P
′
∞, and A, respectively. The rational function
(45) has poles of oder 1 at P∞ and A, and has a zero of order 1 at P
′
∞. Therefore, the rational
function l is nothing but (45). By solving l = 0 and f = 0, we obtain
T =
(
−c1,−
√
c20 − 4c−1
)
.
The addition (44) can be written by the divisors:(
−P¯1
)
+ P1 + T − 3P∞ ≡
(
−P¯1
)
+ P1 +A− P
′
∞ − 2P∞ ≡ 0 (mod Dl(γ)),
where −P¯1 is the inverse of P¯1. This implies that the rational function h such that (h) =
(
−P¯1
)
+
P1 + A − P
′
∞ − 2P∞ is in L(P
′
∞ + 2P∞) =
〈
1, x, x2 + y
〉
. Thus we obtain the curve κ1 = (h1 = 0)
passing through P1 and A:
h1(u, v) = (I1I2 − V1V2) + (I1 + I2 − V1 + V2)u+ u
2 + v.
The third intersection point of γ and κ1 is Q1 = (−I2 − V2, I1V2 − I2V1). We successively obtain the
curve κ2 = (h2(u, v) = 0) passing through Q1:
h2(u, v) = I1I2 + V1V2 + 2I2V1 + u
2 + c1u+ v.
The second intersection point of γ and κ2 is
(−I1 − V1, I1V2 − I2V1) = (−I¯1 − V¯2, I¯2V¯2 − I¯1V¯1) = P¯1.
Thus the time evolution of the pdTL is realized by using the intersection of the spectral curve γ and
the affine curves κ1, κ2.
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