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Introduction
In the field of computer vision, region segmentation plays a crucial role as a preliminary step for high-level image processing. To understand an image, one needs to segment it into separate objects and find relationships among them. The process of separating objects is referred to as image segmentation. Image segmentation is used to extract the meaningful regions or objects from given images. In fact, this capability is fundamental to any system of automatic image analysis, since the post-processing, such as classification of an image, cannot be realized unless the object region is detected. Although the identification of objects and their surface boundaries is one of the easiest processes for a human observer, an accurate segmentation of a color image by a computer has been proved to be very difficult and complex. Achieving adequate segmentation depends mainly on techniques to detect uniformity among feature values of the picture and isolating the area exhibiting such uniformity.
Image segmentation algorithms are classified into supervised and unsupervised approaches. In supervised algorithms, the procedure of object extraction is controlled by the intervention human being, while unsupervised algorithms try to automate the decision of the number of object regions in the image and assign optimal parameter values for the segmentation algorithm. Since supervised approaches require inputs from outside of the system, segmentation results are heavily dependent on the control of the intervening human being. To automate the segmentation procedure, there have been extensive research on unsupervised methods and this paper deals with segmentation with unsupervised object extraction based on stochastic modeling. However, due to the inherent difficulty of the problem, there are few automatic algorithms for the unsupervised segmentation that work well on a large variety of data.
In the past decades, many segmentation methods for analyzing various images have been studied. One of the general methods is based on a thresholding and the fuzzy C-means technique [1] . Hance et al. have shown unsupervised segmentation with application to skin tumor border in medical images [2] . In these methods [1, 2] , the scale-space filter (SSF) has been used for the adaptive thresholding to extract the number of clusters using histograms. Shafarenko et al. have proposed automatic watershed segmentation for textured color images [3] . Also, Huang has proposed the segmentation problem as minimizing function using a Hop-field network [4] . Compedelli changed the network initialization and dynamic evolution of segmentation algorithms for color image segmentation based on Huang's work [5] . Moreira et al. have presented neural-based color image segmentation in [6] . However, these approaches are applicable to simple images with a limited number of textures or colors and they are not suitable for segmentation of natural color images with various intensity components and nonhomogeneous textures.
In the past, a large number of techniques based on statistical modeling for analyzing various images have been reported. The finite mixture of multivariate probability distributions has been used as the statistical modeling of a continuous feature space. Feature vectors in a given image are analyzed in local neighborhood information and mapped into the space spanned by their coordinates. The widely used assumption in modeling by using a finite mixture of distribution is that the number of components is known a priori, and the individual components obey multivariate normal distributions. That is, the feature space can be modeled as a finite mixture of Gaussian distributions with a known number of components [7, 8] . Geman et al. in [9] , and Besag in [10] have studied the application of the Markov random field (MRF) model and Bayesian methods to segment the intrinsic character of image. Saeed et al. in [11] , and McLachlan et al. in [12] have proposed the Gaussian mixture model for each pixel intensity in an image field and used the EM algorithm to estimate the parameters of the given model. Hofmann et al. have formulated the texture segmentation as a data clustering problem based on spare proximity data [13, 14] . They have derived the clustering algorithm using deterministic annealing and used this algorithm in the segmentation of synthetic data set and textured images. Also, Liu et al. have proposed a multiresolution algorithm for color image segmentation using a Markov random field [15] . Their idea is a stochastic relaxation process that converges to the maximum a posteriori estimate of multiresolution color image segmentation. However, these methods are computationally expensive and cannot detect an accurate object boundary if the region is mixed with noises. We are primarily interested in automatically estimating the number of mixture components and employing a global optimal solution for the parameter estimates of statistical model.
In this paper, we consider an unsupervised segmentation algorithm combining the adaptive mean shift (AMS) with mean field annealing EM (MFAEM). The AMS estimates the local modes without the requirement of estimating the probability density function (PDF). And, the MFAEM algorithm is derived using the principle of maximum entropy to overcome the local maximal problem associated with the conventional EM algorithm as shown in previous work [16] . We will show how to apply the AMS-MFAEM for estimation of components and parameters in a Gaussian mixture model. We have adopted the Gaussian mixture model to represent the probability distribution of the observed feature vector and perform the image segmentation using this model. And this paper demonstrates the performance of our segmentation algorithm from natural color images.
The remainder of this paper is organized as follows: In Section 2, feature analysis of color models is presented. Section 3 illustrates the AMS for determining the number of clusters, which is important as a preprocessing step for unsupervised clustering. Section 4 describes the proposed MFAEM algorithm for natural color images. The experimental results and conclusions are presented in Sections 5 and 6, respectively.
Color space analysis
Color models for representing image pixels are commonly used with the RGB model. Generally, in color image processing, the color of a pixel is presented as three values corresponding to the tristimuli R (red), G (green), and B (blue). Various kinds of color models such as intensity, saturation, and hue can be computed from the RGB components by using either linear or nonlinear transformations.
Each color space has its own characteristic. For example, the set of H (hue), S (saturation), and I (intensity) is convenient for representing the human color perception. There are various models used for different purposes or to solve different problems in color image processing, such as HSI, XYZ, Lab, UVW, I1I2I3, and YUV. For color clustering, it is desirable that the selected color features define a uniform color space. Many systematic experiments with a comparative study in region segmentation demonstrated that feature components of the HSI color space are effective tools for the color segmentation problem [17] .
For color segmentation in this paper, the RGB color space has been translated into the HSI color space and only the chromatic color components of H and S are considered. Next, input feature values are translated as polar coordinates into Cartesian coordinate using the components of hue and saturation. Therefore, computed new color feature vectors are used in adaptive mean shift for mode detection.
Mode detection using adaptive mean shift
In this section, we describe the adaptive mean shift approach to determine modes of objects in natural color images. We review some of the results described in [18] [19] [20] , which should be consulted for the details. Assume that each data point
. . , n is associated with a bandwidth h i > 0. The multivariate kernel density estimate, computed at point x, obtained with kernel K (x) and window radius for bandwidth h is defined by:
Here, we are interested only in a class of radically symmetric kernels satisfying
, where the profile of the kernel k(x) is defined for x ≥ 0 and c K ,d is the normalized constant which makes K (x) integrate to one. The differentiation of the kernel allows one to define the estimate of the density gradient as the gradient of the kernel density estimate:
We define the derivative of the kernel profile as a new function g(x) = −k (x), and assume that the derivative exists for all x ≥ 0, except for a finite set of points. Now, if we use a function for profile, the kernel is defined as
where c G,d is the corresponding normalization constant. In this case, the kernel K (x) is called the shadow of kernel G(x). If we use a function g(x) in formula (1), then the gradient of the density estimator is written by
Here, this is given as the product of two terms with special meanings [15] . The first term in expression (3) is proportional to the density estimate at x computed with the kernel G(x)
and the second term is defined as the mean shift vector
The vector is the difference between the weight mean using the kernel G(x) for weights and the center of the kernel. Then, we can rewrite expression (3) as
which yields
The expression (6) shows that the mean shift vector yielded with kernel G is proportional to the normalized gradient density estimate yielded with kernel K . As this mean shift vector points toward the direction of maximum increase in density, it can define a path leading to a local density maximum which becomes a mode of density. It also exhibits a desirable adaptive behavior, with the mean shift step being large for low-density regions and decreases as point x approaches a mode. Each data point thus tends to be associated with a point of convergence, which represents a local mode of the density in the d-dimensional space. By using the fact that the gradient of the density estimate computed at a stationary point is zero, we need to check the trajectories of mean shift iterations being attracted by a local maximum if they are unique stationary points. The theoretical results obtained from the above implications suggest a practical algorithm for mode detection: STEP 1: Run the mean shift procedure to find the stationary points of density estimates. STEP 2: Prune these points by retaining only the local maximum.
A robust nonparametric detecting for initial modes in the natural image is achieved by applying the mean shift procedure to find the highest density modes of the data points. After convergence, the detected modes are the component centers, and the shape of the components is determined by the basins of attraction.
Color image segmentation using GMMs
The image understanding and computer vision depend strongly on the accurate segmentation of the object from the given scenes, but the intensity values of objects in the natural images are variable. Novel approaches that can perfectly identify objects from a color image with complex structure are required. Therefore, we propose a novel segmentation method of color image using the mean field theory and EM. Mean field theory is a long established tool in statistical mechanics and statistical physics. It has also been extensively used in the fields of image processing, image understanding, and computer vision.
MFAEM Algorithm for GMMs
The maximum likelihood (ML) estimation has been proved to be a successful method for image segmentation. In ML image segmentation, the difficulty is how to estimate the parameters of the likelihood function. The EM algorithm, which is used to estimate statistical parameters from incomplete data, is well known as a computationally simpler algorithm for obtaining the parameters of ML estimation. But the problem is that the performance of estimation depending on initial parameter values. If the initial value is not good, the parameters obtained by the general EM algorithm may not be robust. In order to overcome the problem of local maximizing of the general EM, we combine the principle of mechanics annealing with the efficiency of a deterministic procedure to form the mean field theory. In the MFAEM algorithm, the EM process is reformulated as the problem of minimizing the thermodynamic free energy by using a statistical mechanics analogy. Using the MFAEM algorithm to image segmentation we can not only get better result than using EM, but also free of initial parameter values [21] . We will employ a GMM to characterize the distribution of color feature vectors observed from each object in a natural color image.
Suppose that a color image consists of a set of disjointed pixels labeled 1 to N, and that each pixel is assumed to belong to one of K distinct regions. We let the groups G 1 , . . . , G K represent the K possible regions. Also we let y denote the finitedimensional feature vector observed from ith pixel. Then, we adopt the GMM for a distribution of each feature vector y as defined as the following model
where π k is the mixture proportion for each group and φ(y i ; µ k , Σ k ) denotes a bivariate or trivariate normal distribution with mean vector µ k and a covariance matrix Σ k . Given the data and with knowledge of parameter Θ of mean µ k and covariance Σ k , the maximum a posterior estimate (MAP),ẑ i of the class indicator vector Z i at pixel i is defined as:
We can proceed to segment an image by assigning class memberships to each pixel individually using the above MAP estimate of the pixel class. In general, each pixel in homogeneous regions of most natural images is correlated with one another. Markov random fields (MRF) have been commonly used to model this correlation [19] . MRF models are not computationally tractable, thus we propose a simplified new model which incorporates neighboring pixel correlations to yield improved segmentation. The mean field approximation can be given as a formal justification for providing a computationally tractable bound on quantities of interest (e.g. the partition function). We let N i be some specified neighborhood of the ith pixel, containing s pixels. We will assume that two kinds of the prior probability density of Z are given as
where π ik is the prior probability that the ith pixel belong to the kth group. On the other hand, concerning the joint probability density function of Y given z, a common assumption in image analysis is to take the feature vector Y i to be independently distributed given their group membership.
In common, p k (y i ; θ k ) is taken to be the multivariate normal density φ(y i ; µ k , Σ k ) with mean µ k and covariance matrix Σ k , so that θ k contains the elements of µ k and the distinct element of Σ k . Hence two kinds of log likelihood function of the complete data are given by
Here, we define a cost function for the segmentation as follows:
If we apply the deterministic annealing EM algorithm discussed in our previous work [21] for this cost function, we can obtain the posterior distribution of assignments random vector Z of each pixel for the cost functions. These are given as the Gibbs distribution But since the assignment variables Z ik in each cost functions of the segmentation are statistically dependent on all neighboring pixel variables, the Gibbs distribution cannot be exactly rewritten in factorized form. So, we need a cost contribution that is able to reduce the influence of correlation on individual data assignments. The mean field approximation is a well-known method to approximate the potential energy of many interacting particles with the average interaction, which is called a mean field. We define an approximating family of distributions with potentials, ε ik , which represents the partial cost for independently assigning the pixel to each group. The approximate cost function is defined as
To use the mean field approach as an approximation of the segmentation problem, we split the original cost function and write
where V p represents a perturbation term due to neglected interactions. The free energy of the cost functions can be rewritten as
Here, the average bracket denotes the average with respect to P(H 0 m (z)). By the Jensen inequality, we can obtain the following result,
It yields the well-known upper bound
Hence, the optimal mean fields come from a variation approach to minimize the upper bound under free energy. It yields the optimal potential for assigning the ith pixel to group k.
The calculation of the partial derivatives gives us the two optimal potentials
Thus, the resulted optimal assignment on the E-step of the ith iteration using these potentials is given by
, m = 1, 2, . . . (21) and if we replace the assignment variable, Z ik by its optimal assignment τ m(t) k (y i ), we can obtain the Q function.
On the M-step on the ith iteration, we should choose the value of Θ that maximizes Q β (Θ|Θ (t−1) ). If we solve the likelihood equation using Lagrange's multiplier method, we can obtain the current fit for the mixing proportions in two kinds of models,
We can also obtain the current estimators of the means, and covariance matrices. These are given explicitly bŷ
andΣ
Segmentation using statistical method
Suppose that color images consist of a set of the K distinct objects or regions. We usually segment a color image to assign each pixel to some regions or objects. To do this, we use a posterior probability of the ith pixel belong to kth region. Next we try to find which component or region has the maximum value among the estimated posterior probabilities. This is defined aŝ
(26) Then, we can proceed to segment a color image by assigning each pixel to the group given by the above MAP estimate of the individual pixel.
Experimental results
To assess the performance of the proposed algorithm, we have conducted several experiments with the synthetic data and natural color images. Fig. 1 shows synthetic data sets generated from six different Gaussian mixture functions, and each mode is consisted of 1000 samples. We have first applied the adaptive mean shift to the data sets in Fig. 1 to find the number and location of clusters. We can see that each mode is correctly detected regardless of the cluster structures.
To examine the influence of the bandwidth parameter h, we have obtained trajectories by applying the adaptive mean shift procedure to the synthetic data set consisting of 6000 samples with multivariate Gaussian density functions in Fig. 2 . Randomly selected 60 points were used as the initial window location and bandwidth with 0.1 and 0.3 were chosen for the experiment. As expected, we can observe that the trajectories exhibit a path leading to a local density maximum from each initial location. An unfavorable effect, however, has occurred from the cluster with scattering samples. The number of modes increase when the small bandwidth is employed to the cluster with a large covariance matrix. This is due to the unstable variations of local density estimated by a small bandwidth. This kind of artifact can be eliminated by merging the closely located modes to the one corresponding to the highest density. For a similar reason, the paths with bandwidth 0.3 follow a more smooth trajectory toward the mode than the ones with bandwidth 0.1.
Next, we have used three different Gaussian mixture functions to show a global optimal solution of the MFAEM in Fig. 3 . In Fig. 3(a) and (c), we have used two different initial positions which were chosen for each mixture function at random. These positions are the center of the circles displayed in Fig. 3(a) and (c), and points on circles have the unit Mahalanobis distance from each center. That is
Here, the initial covariance matrix Σ is assumed to be a diagonal matrix whose diagonal elements are all 0.05. The convergence results of applying the proposed MFAEM algorithm are shown in Fig. 3(b) for the initial position in Fig. 3(a) and (d) for the initial position in Fig. 3(c) , respectively. We can observe that the MFAEM tends to accurately estimate the parameters of each cluster from the synthetic data. We can also see that the estimates of each component of the Gaussian parameters obtained by using the MFAEM algorithm converge to the same values regardless of the initial position, and the patterns of each cluster are consistent. Therefore, we can conclude that the MFAEM algorithm can provide a global optimal solution regardless of the initial positions. This is the result of the fact the proposed algorithm could overcome a local maximum and over-fitting problem.
The proposed algorithm has been applied to natural color images in Fig. 4 . The conversion of the RGB color image to the HSI model is carried out and the hue and saturation components are only used as values of the feature vectors. To verify the boundary examination of the objects, we also present the superposition of segmented results on the original color images in Fig. 4 . Segmented hand image is not smooth in the object boundaries due to the strong texture patterns in the background whereas segmented results of the other images show the smooth boundaries with fine details being preserved.
To examine the robustness of the parameter estimation, we compared the proposed method with other algorithms, the EM algorithm and the deterministic annealing EM (DAEM) algorithm [14] . The segmentation result for natural color images using the EM, DAEM and the proposed method are shown in Fig. 5 . One can see that the proposed method provides subjectively superior segmentation in all cases. The homogeneous regions are partitioned correctly and isolated regions in the background disappeared by the proposed method.
Conclusions
This paper has presented unsupervised segmentation in natural color images. An effective segmentation method was proposed using adaptive mean shift and Gaussian mixture models. The adaptive mean shift has been used to determine the number of components in a Gaussian mixture model and to detect the modes of each mixture component. We also follow a mean field annealing EM algorithm for the parameter estimation of various parameters in GMM which are derived from the principle of maximum entropy to overcome the local maximum problem.
Experimental results of synthetic data and natural color images show that the adaptive mean shift performs well in detecting the number of components or clusters in complicated feature spaces, and MFAEM provides a global optimal solution for ML estimators.
