Abstract. We consider the problem of computing a modest number of the smallest eigenvalues along with orthogonal bases for the corresponding eigenspaces of a symmetric positive de nite operator A de ned on a nite dimensional real Hilbert space V . In our applications, the dimension of V is large and the cost of inverting A is prohibitive. In this paper, we shall develop an e ective parallelizable technique for computing these eigenvalues and eigenvectors utilizing subspace iteration and preconditioning for A. Estimates will be provided which show that the preconditioned method converges linearly when used with a uniform preconditioner under the assumption that the approximating subspace is close enough to the span of desired eigenvectors.
We consider the case where the rst s eigenvalues are simple and well separated. It seems possible to extend the analysis to the case of eigenvalues of higher multiplicity. The extensions of the results to the case of eigenvalues with little separation is somewhat more tedious. If the operator A is a mesh analog of a PDE with multiple eigenvalues, then A has clusters of eigenvalues and this is one of the most interesting practical examples of a bad separation of eigenvalues. However, for this case the operator A can be viewed as a perturbation of an operator with well separated multiple eigenvalues, see 20] . The analysis of such perturbation appears possible for the method described below, but will not be addressed in this paper.
We shall be interested in iterative schemes for computing f i g and fv i g, for i = 1; : : : ; s, where s is small compared to N: We will only assume that a procedure for evaluating the action of A applied to vectors in V is available. Given a basis for V the corresponding matrix representing A is often large and sparse and a full computer representation, including the zero elements, is not feasible since its size would be too large to manage. We will also avoid the computation of the action of A ?1 :
There are many methods for obtaining eigenvalues and eigenvectors for symmetric positive de nite matrices (see , 36] ). Methods like the QR{algorithm work extremely well for relatively small matrices. Classical iterative methods involve subspaces of vectors which result from applying A ? I or its inverse with a nonnegative parameter which may change from iteration to iteration. Because A is ill-conditioned and we seek the eigenspaces corresponding to the smaller eigenvalues, to be e ective, the classical methods require inversions of A ? I.
In this paper, we shall study an iterative eigenvalue scheme which utilizes subspace iteration and preconditioning. A preconditioner B is a symmetric positive de nite operator on V which \approximates" the inverse of A. For our purposes, we shall assume that B is scaled so that the operator I ? BA is a reducer. This There is a vast literature of techniques for developing preconditioners for symmetric positive de nite problems, especially in the case when the operator A is a discretization of an elliptic partial di erential equation (see, e. 24] ). The best preconditioners satisfy (1.1) with bounded away from one (independently of N). In addition, a good preconditioner is economical to evaluate. This means that the cost of computing the action of B applied to an arbitrary vector should not be much greater than that of applying A. When A corresponds to a discretization of a partial di erential equation, often low cost preconditioners are known for which (1.1) holds with independent of the mesh size and hence the number of unknowns (see, e.g., 3]{ 6], 12], 18], 43]). Multigrid and domain decomposition are two examples of e ective techniques for developing preconditioners for the discrete systems arising from approximations to elliptic boundary value problems (see, e.g., 4]{ 13]).
The use of preconditioned iterations for computing the eigenvectors and eigenvalues has been rst studied by L. V. Kantorovitch's graduate student B. A. Samokish 41] , and then by W. V. Petryshyn 37] . Ruhe 38] , 39] clari ed the asymptotic connection of the such methods and similar preconditioned iterative methods for nding a nontrivial solution of the corresponding Helmholtz system. Explicit convergence rate estimates, independent of the number of unknowns, for preconditioned iterative methods in the case of one eigenvector were rst obtained in the Russian literature, by S. K. Godunov et. al. 25] and by E. G. D'yakonov et. al. 21] , 22] (see also 29] , 28] and the included references). In particular, the base iteration used in our preconditioned subspace iteration was used in 25] and was further analyzed in 21] .
There are a number of alternative preconditioned schemes which have been proposed to further improve convergence of the base method. The possibility of using Chebyshev parameters to accelerate the convergence of two stage preconditioned eigenvalue iterations was discovered by V. P. Il'in 26] . An analogous idea of using Lanczos method in the inner stage is due to D. Scott et. al. 42] , 35] . Explicit convergence rate estimates, independent of the number of unknowns, for these methods have been established in 29] , 28]. The convergence estimates for the two stage method are better than those for the base method when high accuracy is required. The locally optimal preconditioned conjugate gradient method was suggested in 31]. In 31] , 32], a new preconditioned variant especially suited for the domain decomposition approach was presented and the corresponding convergence rate estimates were proved.
Generalizations of the preconditioned methods for the simultaneous computation of several leading eigenvalues and the corresponding invariant subspaces by using subspace iterations were suggested in 41], 34], 33], 14]. The rst explicit estimates on the convergence behavior, independent of the number of unknowns, were obtained in 19] , 20] where simpli ed methods with the same iteration operator for all vectors in a subspace were developed and analyzed. This simpli cation, however, leads to a method which computes only one eigenvalue, the largest in the group, at a time. To nd another, smaller, eigenvalue, the method has to be used again with an initial subspace of a smaller dimension and with an orthogonalization to the previously computed eigenvector. For this method, the convergence estimates do not depend on the separation of the eigenvalues.
In the present paper we analyze a preconditioned subspace iteration technique. This involves a recursively generated sequence of subspaces. Given a subspace in this sequence, we compute the approximate eigenvectors by applying the RayleighRitz procedure. The next subspace in the sequence is de ned as the linear space spanned by the vectors which result from the application of a simple preconditioned eigenvector iteration procedure to the Ritz eigenvectors. In contrary to the method of 19] , 20], our iteration operator is di erent for di erent Ritz eigenvectors, because it uses corresponding Ritz values as shifts.
We present a theorem which guarantees convergence of the preconditioned subspace method provided that the starting subspace is su ciently accurate. As in the classical block inverse power method, the convergence rate estimate for the smaller eigenvalues and their corresponding eigenvectors is better than for eigenpairs whose eigenvalues are closer to s+1 . The rates only depend on the rst s+1 eigenvalues, and is independent of the largest eigenvalue m and/or the number of unknowns. This is crucial for our applications where we seek the eigenvalues of a discrete second order elliptic operator. The largest eigenvalue of such an operator and the number of unknowns tend to in nity like h ?2 where h is the mesh parameter. The only disadvantage of our theory is that the accuracy condition on the initial subspace depends on the gap in rst s + 1 eigenvalues, in contrast to the theory of the classical block inverse power method and of the simpli ed preconditioned subspace iterations of 19] , 20] . Numerical experiments suggest that the actual convergence of our method is, in fact, independent of the gap and that its overall perfomance is much better than the method of 19], 20] .
The form of the algorithm proposed was motivated by a need for developing a parallelizable eigenvalue/eigenvector algorithm which would be e ective in computing a number of the smallest eigenvalues and their corresponding eigenvectors for large symmetric systems. We are currently applying the scheme to the computation of several hundred eigenfunctions for a problem with several thousand unknowns which arises in rst principle electronic structure computations 17] .
The outline of the remainder of the paper is as follows. We describe the algorithm in Section 2 and give a theorem which bounds its convergence. Section 3 contains several useful estimates for the Rayleigh-Ritz method, partially based on results of 40] , 29] , 30]. The proof of the theorem is given in Section 4. Finally, the results of numerical experiments involving the preconditioned subspace technique are given in Section 5.
2. The subspace preconditioning algorithm.
In this section, we describe the subspace preconditioning algorithm which will be studied in this paper. This algorithm involves the development of a sequence of subspaces V n s V; for n = 1; 2; : : : , approximating the eigenspace V s = spanfv 1 ; : : : ; v s g:
The initial approximation subspace V 0 s of dimension s is assumed given. Given an approximation subspace V n s of dimension s, the eigenvectors and eigenvalues of A are approximated by computing the Ritz eigenvectors fv n i g V n s along with their corresponding eigenvalues n i satisfying the generalized eigenvalue problem (2.5) implies that the generalized eigenvector v n i converges to the eigenvector v i exponentially with n. Remark 2.3. The above theorem can be applied to the problem of the approximation of relatively few of the lowest eigenvalues and their corresponding eigenvectors of an elliptic boundary value problem de ned on a bounded domain in the case when the corresponding lower eigenvalues are simple. It is well known that these eigenvalues are distinct. Moreover, these eigenvalues and eigenvectors can be approximated by those which result from nite element discretization. The eigenvalues of the discrete system exhibit behavior similar to those of the continuous problem. They are well separated provided that the mesh paramter h is suitably small since the discrete eigenvalues converge to those of the continuous problem. If A = A h is the system corresponding to the discretization with mesh size h then the parameters s , 1 , can be bounded independently of the mesh parameter h. If one uses a preconditioner B = B h which satis es (1.1) with < 1 (not depending h) then the above proposition provides asymptotic rates of convergence which do not depend h and hence the dimension of the underlying system. Remark 2.4. With a slightly more complicated proof, it is possible to reduce the constant 1999 to 500 in the above theorem. However, the method appears to be much more robust in practice. In our experience, the method converges with initial subspaces consisting of vectors with random entries (see Section 5) . Such an initial subspace fails to satisfy the accuracy condition (2.4).
The following corollary show that the rates of convergence for the given eigenvalue/eigenvector tend asymptotically to i as the V n s converges to V s . 
Properties of the Ritz approximation
In this section, we give some lemmas which describe the approximation properties of the eigenvalues and eigenvectors resulting from the Ritz subspace method. These lemmas only depend on the distribution of the eigenvalues of A and the approximation properties of the subspace. Thus, we shall state them in terms of an arbitrary approximation subspaceṼ V of dimension less than or equal to s. The proof of the above lemma follows 29] and uses two additional lemmas. The rst is essentially given in 27] (see Theorem 6.34). In this section, we will prove the theorem and corollary stated in Section 2. Their proofs are based on three additional lemmas as well as the lemmas for the Ritz eigenpairs.
We shall require some additional notation for this section. If n is su ciently small, Lemma 3.1 implies that n j 6 = i whenever i; j 2 f1:::sg and i 6 = j. Following Section 3, we de ne the quantities ij (n) = i j1 ? i = n j j for i 6 = j; i; j = The inequality (4.7) follows from (4.10) and (4.11). We have also shown (4.8).
The next lemma provides a perturbation estimate which will be used to develop bounds for convergence of the preconditioned subspace method. Lemma 4.4. Assume that n ?1=2 ; n+1 ?1=2 and de ne We used (4. 
In the above inequality, the constants C 1 and C 2 correspond to n = 0. The inequality (4.26) for k = n + 1 then follows from (2.4 The results of numerical experiments involving the preconditioned subspace iteration technique are given in this section. We rst give results for the case when the eigenvalues are well separated. We also consider an example where a group of eigenvalues are distinct but much closer together. For comparison, we include the results of numerical experiments involving a block preconditioned method analyzed in 19], 20]. All of our experiments include subspaces of multiplicity greater than one.
The model problem which we shall consider is the one dimensional eigenvalue problem The smallest eigenvalue for (5.1) is one and its eigenspace is equal to the space of constants. The larger eigenvalues are given by j = 1 + 4 2 j 2 for j = 1; 2; : : : . The corresponding eigenspace has dimension two and is spanned by the vectors v + j = cos(2 jx);ṽ ? j = sin(2 jx):
We approximate (5.1) by using a spectral approximation. Let n be given and de ne h = (2n) ?1 and x i = ih. V is the space of 2n dimensional vectors with inner product . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . For all of the numerical results reported, we use eight overlapping subdomains (of size 1/4) and a coarse grid of size H = 1=8. For this problem, the additive preconditioner was scaled so that (1.1) holds with = 2=3 (independently of n). In all of our runs, we took n = 256. The results for other n were qualitatively the same. We applied the above algorithm with an eleven dimensional subspace. The initial subspace was chosen to be the space spanned by 11 vectors with entries consisting of random numbers uniformly distributed in the interval 0,1]. No attempt was made to generate a su ciently accurate starting subspace as required by the theory. Nevertheless, the method converged extremely well. Note the faster rate of convergence for the smaller eigenvalues. Figure 1 reports the actual error. Thus after eight iterations the error in the fth eigenvalue was less than 1.5 percent.
We did not report the eigenvalue error for the initial subspace. The reason for this is that these errors are very large and depend on the largest eigenvalue of the system. For the reported example (n = 256), the eigenvalue error in the initial subspace was on the order of 10 6 . This is to be expected since the initial subspace is chosen at random and is dominated by high frequency components. It is somewhat surprising that the method reduces these errors so rapidly. The eigenvector convergence behavior is illustrated in Figure 2 . Here we report the eigenvector error as measured by e n i = v i ?Q n i v i kv i k whereQ n i is the ( ; ) orthogonal projector onto the the space V n i spanned by the approximate eigenvectors. The rst eigenvalue is of multiplicity zero and hence V n 0 is one dimensional. The remaining eigenvalues are of multiplicity two and V n i involves the span of subsequent pairs of approximate eigenvectors. For the multiplicity two case, we report the larger of the two values of e n i . As predicted by the theory, more rapid convergence is observed for the eigenvectors associated with the smaller eigenvalues. The estimates developed earlier in this manuscript deteriorate in the case of eigenvalues with little separation. The next example suggests that the preconditioned subspace method still works well even when the eigenvalues cluster. For this example, we no longer use (5.1) but still preserve the same eigenspaces. We simply move the second and fourth eigenvalues so that they are signi cantly closer to the third. Speci cally, we apply the preconditioned subspace method to the problem with eigenvalues 0 = 1 1 = 157:7 2 = 158:9 3 = 160:9 4 = 632:7 5 = 988:0: For this problem, there is a six dimensional eigenspace with eigenvalues which are separated by less than two percent. We used the same preconditioner as in the rst example but in this case (since A has changed) we have :7. Figure 3 illustrates that we still get rapid eigenvalue convergence. In fact, there is not a lot of di erence in the performance when compared to the well separated case in Figure 1 . Figure 4 gives the eigenvector convergence measured the same way as reported in the rst example (Figure 2) . Note that the eigenspaces corresponding to the three clustered eigenvalues still converge quite rapidly.
As 
It is shown in 19]
, 20] that convergence is acheived for the eigenspace corresponding to the largest eigenvector in the subspace V s . In contrast to the theory of the present paper, the convergence estimates for the D-K method do not depend on the clustering of eigenvalues.
To compare the method of the paper with the D-K method, we ran the D-K method for the clustered eigenvalue example. The eigenvalue convergence is illustrated in Figure 5 . The gure shows that the D-K method does exhibit a rate of convergence for the largest eigenvalue 5 . However, it should be noted that the accuracy achieved by the D-K method for this eigenvalue using 18 iterations was not as good as that by the method of this paper using 8 iterations. Note that the approximations for the lower eigenvalues are not improving. This is what one would expect as the theory does not suggest any convergence for these eigenvalues.
The initial steps of the D-K method show good convergence on the smaller eigenvalues and eigenvectors. The eigenvector convergence is illustrated in Figure 6 . Although a uniform convergence rate is achieved for the eigenspace corresponding to the largest eigenvector, the method stops converging the remaining eigenspaces. The method of this paper gives rise to a faster convergent approximation to the eigenspace corresponding to the largest eigenvalue 5 
