Interpolating virtual views from sparse visual content in creases the angular resolution of the visualization. However, such techniques may degrade the image quality through inac curate view estimation. The smooth motion parallax through increased angular resolution, and image quality are essential components of the overall user experience. The choice of in terpolation initiates an unclear trade-off between them. In this paper, we introduce our research on interpolation techniques for 3D light field visualization. We examined the performance and perceived quality of selected algorithms, in a series of sub jective quality assessment experiments. Our results show an obvious interpolation technique preference on visual contents with low angular resolutions.
INTRODUCTION
Interpolation is an operation that generates virtual camera im ages from real camera images. Interpolation can increase the angular resolution of a visualized content, and thus improve the smoothness of the motion parallax. However, interpolation techniques by definition are estimations, and the inaccuracies of the interpolation can lead to degradations of visual qual ity, e.g., artefacts. This creates a trade-off for visual content interpolation on light field displays: on one hand, an original content with low angular resolution can perceptually benefit from the higher number of views, but on the other hand, the possible degradations in visual quality can reduce user sat isfaction. Both of these factors are vital components of the Quality of Experience (QoE) achievable on light field dis plays, and the preference may vary between observers; while for some, the smoothness of the 3D experience may be more important, some others may value the visual quality of the content more. In this paper, we present our results obtained from a se ries of subjective tests that investigated the performance of selected interpolation techniques on a light field display. The main scope of this paper is to answer the following primary research questions: (1) Is there a perceivable difference be tween visual contents with genuine high angular resolutions and interpolated contents with the same angular resolution? If there is, how significant is it? (2) How much can the perceived quality of a given content with low angular resolution benefit from interpolation? How different are the inputs and the out puts of the investigated techniques regarding visual quality? (3) Which interpolation technique performs better when they are subjectively assessed by human observers on a real light field display?
The remainder of this paper is structured as follows. Sec tion 2 provides a brief overview of the relevant related work, followed by the detailed introduction of the interpolation tech niques used in our experiment in Section 3. The experiment itself is described in Section 4, results of which are presented in Section 5. The paper is concluded in Section 6, which also points out potential continuations of the research topic.
RELATED WORK
In the area of imaging and cameras, interpolation traditionally referred to an operation between the pixels of a given image, facilitating digital zooming, anti-aliasing and creating various forms of image distortions. One of the earliest methods to use interpolation in the sense of computing an image captured by a virtual camera from existing camera images was published by Chen and Williams in '93 [1] . Since then, the technique of image interpolation has been used for several purposes and it is a basic tool in image-based rendering.
One obvious use of image interpolation is making motions in animations and video streams smoother. This technique is called motion-compensated frame interpolation [2] . It is used to make motion more continuous in low-frame-rate videos and also for increasing the efficiency of video compression algorithms [3] .
In the work of Dricot et al. [4] , specific views were skipped and then replaced with synthesized ones, and the introduced visual degradations and artefacts were assessed during sub jecti ve assessments. The work of Kara et at. [5] compares the effects of low angular resolution and reduced visual quality on user experience. In the research, the view interpolation was performed on rectified camera images using inpainting in the shearlet domain [6] . The results indicate subjective ob server sensitivity towards both aspects of quality, and shows that on the selected visual stimuli, the degradations introduced by the shearlet transform were more difficult to tolerate than the angular resolution of 1.5-2 views per degree. However, on lower angular resolutions, light field reconstruction performed similarly. In case depth information is additionally available, depth image-based rendering (DIBR) view synthesis can be used, as in the work of Bosc et at. [7] . The so-called "holy grail" of image interpolation is the streamable free-viewpoint video. This means that a scene is captured with cameras from different angles, then streamed to the viewer, who can choose an arbitrary viewpoint to view the scene from. An excellent example for this is a sports event, in case of which cameras are located all around the stadium, but the sports fans would like to watch the events live from a specific point of the field from close distance and in high detail. A lot of effort has been done towards this goal [S] [9] [1O].
INVESTIGATED INTERPOLATION TECHNIQUES

1. Disparity based interpolation
Disparity is the row-wise difference between adjacent 2D im ages [11] . Disparity calculation between two images trans forms one rectified image row-wise into the other, in order to allow such algorithms to run in real time. Rectification refers to the method of transforming the camera coordinate system of two adjacent cameras into a new camera system, so that the camera directions are equal and they enclose a right angle with the line connecting the camera positions. The new coordinate systems are chosen so that the epipolar lines of the original camera images are falling on the same horizontal pixel rows in the new camera images. A virtual image can be interpo lated between the two rectified cameras images, by finding the linear interpolation value based on the distance from the left and the right camera and interpolating the left and right disparity values to transform the pixels of both source images. In the final step these two images are blended together based on the interpolation value. Due to the simple per pixel shifts of color, the disparity based interpolation can be implemented effiCiently on maSSively parallel architectures (e.g., GPU). In this paper, test materials that are outputs of the disparity based interpolation are denoted with D.
Sweeping planes based interpolation
A more sophisticated method of image interpolation is the plane sweeping approach [12] [13] . The essence of this tech- nique is that we put planes perpendicular to the average of camera directions to different depth levels in front of the cam eras and we project the colors seen by the cameras on these. By evaluating the color match consistency of this projection, for every pixel in the cameras we find the most probable depth level where the light seen by these pixels was emitted from. Then the interpolation is the reprojection of these depth planes onto the new virtual camera. This operation is computation ally expensive as the projections have to be evaluated for all adjacent camera pairs on many planes. In this paper, test materials that are outputs of the sweeping planes based inter polation are denoted with S.
EXPERIMENTAL SETUP
1. Display and test environment
The subjective assessment of quality was carried out on Holo grafika's HoloVizio eso light field cinema system l , which is a 3-meter wide projection-based light field display with a brightness of 1500 cd/m 2 • The tests were performed in an isolated laboratory environment with lighting conditions of 20 Lx. The display itself was calibrated in a way to enable a 45-degree field of view. The test participants observed the screen of the display from a distance of 4.6 meters (see Figure 1) , which corre sponded to 2.5H, as the height of the screen was 1.S5 m. From the middle position on the line of observation, the test participants had to move a meter to the left and to the right during the visualization of a test stimulus, in order to fully experience the notion of horizontal motion parallax.
Visualized source content
The experiment involved 4 source stimuli, all of which were still image models in front of a plain background (see Figure   I HoloVizio C80 light field cinema system, www.holografika.com/DocumentslHoloVizio_C80.pdf 2). Two of the models were mathematical bodies 2 and the other two were laser-scanned statues 3 . We used a linear setup of virtual cameras to render the stimuli in given angular res olutions, which were then used as inputs of the interpolation techniques. All the visualized stimuli in the experiment had the same spatial resolution of 1440 x 1080. Stimulus A was a polyhedron with 972 faces. The reason why we chose this complex mathematical body is that even though the far side of the model was partially visible through the front grid, its interpolation was challenging due to the occluded areas. Stimulus B was also a complex mathematical body, namely a structure of 120 regular dodecahedra. Here the fine-grained details of the central structure of the model and also the occlusions posed the greatest challenge, while the frontal part in the given orientation -closest to the observer had a simple surface. Stimulus C was a laser scan of an actual statue. Beyond the surface of the thin, low-depth body, the out-reaching arm was also a notable component, as it reacted differently to reduced angular resolution than the torso due to depth distances. Stimulus D was also a laser-scanned statue, with different visualization parameters. Although there was no specific part of the model standing out from the wholelike the arm of the previous statue -depth values were greater and there were deeper wrinkles on the surface.
In this paper, test materials that are directly rendered in given angular resolutions and used as interpolation inputs are denoted with R. The interpolated test materials are denoted dif ferently -depending on the selected interpolation techniques -as specified earlier.
Test conditions
As defined in previous subsections of the paper, we used three main types of stimuli in our experiment: the directly rendered stimuli (R), and the outputs of disparity based interpolation (D) and sweeping planes based interpolation (S). As interpola tion was performed on 3 different angular resolutions (10, 20 and 45 views) which resulted in 3 increased angular resolution (181,191 and 221 views, respectively), we also rendered stim uli with the corresponding high angular resolutions as ground truth -denoted with G in the paper. This defines a total of 12 different visual stimuli (see Table 1 ). We chose angular resolutions at 1 view per degree (45 views in this case) and below, as such low values can provide poor perceived quality [14] and can benefit from interpolation.
In this paper, the identification numbers for the interpo lated stimuli (D and S) refer to the number of views in the input, and the numbers for the rendered stimuli (R) and the ground truth (G) determine the number of views in which the content was rendered. As an example, D45 means that the input consisting of 45 views (R45) was interpolated based on disparity, that resulted in 221 views, which has the same an gular resolution as G221, but may have a different, degraded visual quality.
Interpolation outputs
In general, we can state that the investigated interpolation algorithms performed well; Figure 3 is a good example, as the difference between the ground truth views and the interpolated views are minimal. Artefacts were only introduced in two cases: in case of occluded visuals, where the interpolation algorithms had no information to work with (see Figure 4 ) and in case of the disparity based interpolation, when the available views were insufficiently low and the color difference between adjacent views were too high, thus the algorithm could not always find the appropriate color correspondences.
Subjective quality assessment task and structure
The task of the test participants was to compare the test condi tions for each source content during a single-stimulus paired comparison. A seven-point scale from ITU-R Rec. BT.500-13 was used [15] , with points Much worse, Worse, Slightly worse, Same, Slightly better, Better and Much better. How ever, comparison was performed on two identical instances of this scale, comparing different aspects of quality. One fo cused particularly on the visual quality of the visualized object (i.e., considering degradations through artefacts) and the other separately rated the 3D performance and the smoothness of Measuring all factors on a single scale would have pro vided a better insight to effect on the whole; how the combi nation of the two shape the overall user experience. However, by separating them, we can directly analyze the possible neg ative impacts of interpolation artefacts and the benefits of the higher angular resolutions.
Each stimulus was visualized for 10 seconds. The stimuli in the investigated pairs were separated with a 5-second long blak screen, and there was a lQ-second blank screen after the second stimulus in the pair, during which the rating on the two scales was performed. As each pair had a duration of approximately 35 seconds (with rating included), and there were 60 pairs in the experiment (15 pairs for 4 source stimuli), thus the total duration for a subjective test was roughly 35 minutes. The tests were conducted without breaks.
Investigated test condition pairs
The previous subsection stated that there were 60 comparisons in total, with 15 different condition pairs. In the experiment, we compared each interpolated stimulus (IS) with the other type of interpolation (C-IS), the corresponding rendered stim ulus with same high angular resolution (G) and the input of the interpolation technique with the original low angular reso lution (R). This would define 18 pairs (see Table 2 ); however, 3 of them comparing the performance of the two interpolation techniques are identical, which leaves us 15 comparisons. G  R   D45 S45  G221 R45  S45  D45  G221 R45  D20 S20  G191 R20  S20  D20  G191 R20  DIO SlO  G181 RIO  SIO  DIO  G181 RIO   Table 2 : Investigated test condition pairs.
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Test participants
A total of 21 test participants completed the quality assessment task, with an average age of 31. From these observers 16 were male and 5 were female. None of the test participants were experts; only naIve human observers participated.
RESULTS
In this section of the paper, we first introduce real camera cap tures of the test stimuli visualized on the light field display, and then present the results of the subjective quality assess ment experiment. The aim of this dissemination of our results is to address our research questions via the mean subjective comparison scores, but in-depth statistical analysis, content dependent result separation, correlation calculation and scor ing pattern analysis are not included in the scope of this paper.
1. Visualized interpolations
We took pictures of the light field display with a DSLR camera from the default location of the test participants (4.6 meters from the screen). Figure 5 illustrates the artefacts introduced by both algorithms in the occluded areas, as it was seen by the participants. Figures 6 and 7 show the cases, where the disparity based interpolation generated artefacts due to the the low angular resolution of the input image set. These examples also show that the sweeping planes interpolation was able to maintain image quality and increased the angular resolution.
Subjective assessment results
The subjective quality assessment experiment gathered scores on two comparati ve scales for the smoothness of the horizontal motion parallax and for the visual quality, as specified earlier.
In this analysis, we refer to the smoothness of the horizontal motion parallax as "motion" -especially since test participants were particularly instructed to move to the left and to the right during assessment -and to the visual quality of the visualized object simply as "quality". Both algorithms performed at an acceptable level com pared to the ground truth when the input image set 45 views (Figure 8 ). At lower angular resolutions, the artefacts intro duced by the disparity based interpolation decreased the mean comparison scores rapidly.
Compared to the input image sets, we can state that the sweeping planes interpolation always improved the visual ex- perience, both motion and quality (see Figure 9 ). Based on these results, we can also conclude that disparity based inter polation requires higher angular resolution image sets to be beneficial.
The direct comparison of the techniques clearly shows the difference at the lower angular resolution image sets, as the sweeping planes based interpolation performed better (see Figure 10 ). For 45-view inputs, even though they do not differ directly, disparity based interpolation improved both aspects more (see Figure 9 ).
CONCLUSIONS
In this paper, we presented our research results on interpola tion techniques for light field visualization. Our findings indi cate that the sweeping planes based interpolation can preserve image quality at low input angular resolutions, while signif icantly improving the smoothness of the horizontal motion parallax. The disparity based interpolation can also benefit the visual experience, however, it requires a sufficiently dense input image set. From the two techniques, the sweeping planes technique performed better in case of sparse inputs, but other wise there is no apparent difference in performance. In future dissemination of this research, we aim to provide a detailed analysis of the results, for each source stimuli. A potential con tinuation of the research is the development and analysis of further techniques, specially designed for light field displays, and the performance comparison of 3D reconstruction and interpolation algorithms. The computational requirements of such operations are also worth investigating, as a long-term goal in this area is to perform real-time content enhancement for future light field services.
