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1. Introduktion
Det som huvudsakligen beskrivs på följande sidor är den systema-
tiska konstruktionen av talmängderna N, Z och R. Vad betyder det
och varför skall man göra det? Vad är intressant med detta? Vilket
ändamål stöder det?
Var går gränsen till förståelsen av vad som är sant? När vet vi något
så säkert att vi inte behöver mera bevis för det? I vilket skede kan vi
säga att något är intuitivt sant och inte behöver bevis? Naturliga talen
benämns naturliga eftersom de förefaller vara naturliga då vi tänker
oss uppräkning av mängder och jämförelse av mängders storlek. Men
genast då vi övergår redan till de hela talen så blir det problem med
intuitiva begrepp. Hur skulle man beskriva ett negativt tal för någon
som inte vet vad det är? Inte kan man ta fem äpplen om man har bara
fyra.
Positiva rationella tal däremot förefaller logiska och intuitiva som
delar av hela mängder. Det förefaller intuitivt sant att man kan beskri-
va delar. Men kontakten mellan hela tal och rationella tal är inte lika
självklar även om man kan förstå behovet av dem. Problem uppstår
då vi försöker förklara varför det behöver existera ännu en vidare tal-
mängd. Varför är inte t.ex.
√
2 ett rationellt tal? Men det visar sig att
det är exakt vad vi gör men att det inte finns något gränsvärde bland
rationella tal som skulle motsvara
√
2. Men är det en tillräcklig orsak
att definiera en ny talmängd? Kan vi inte bara fylla alla hål som vi
hittar med ’nya’ tal? Ur ett praktiskt perspektiv så förefaller det som
om det inte är så viktigt med definitionerna eftersom de inte ser ut som
att motsvara något verkligt. I och för sig så kan man sluta där och bara
använda sig av tal som vi kallar för reella tal utan att desto mera bry
sig om det. Men det visar sig att man missar en hel del intressant om
man inte fördjupar sig i kontakten mellan t.ex. rationella tal och reella
tal. Hur så? Det visar sig att dessa ’hål’ som vi upptäcker i mängden av
rationella talen utgör en stor mängd. Nämligen, vi noterar exempelvis
att dessa irrationella tals mängd är ouppräkneligt oändlig.
Men för att gå tillbaka till orsaken att definiera alla dessa mängder
så kan vi säga att för en som vill ha bevis på att det är ’vettigt’ att
använda sig av reella talen så är det viktigt att kunna visa att de kan
baseras på något som vi tar intuitivt för givet. Om man dyker in i vad
vi egentligen tar för givet, så blir det svårt att sluta dyka djupare. Me-
dan vårt mål inte nu var att dyka så djupt som möjligt, utan lämpligt,
så att vi hittar en bekväm bas för vårt ämne så tar vi mängder och
element som givna. Därutöver så använder vi oss av Zermelo-Fraenkels
axiomatiska mängdlära för att ha en grund för definitionen av förhål-
landen mellan dessa mängder. Här börjar då hela äventyret!
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2. Mängdlära och Algebra
2.1. Axiom i mängdlära. Vi räknar inte upp alla axiom som
hör till Zermelo-Fraenkels mängdlära, utan endast de vi behöver för
att kunna bygga upp de naturliga talen.
A1. ∀x ∀y[∀z(z ∈ x⇔ z ∈ y)⇒ x = y].
Tolkningen är att om A och B är icke-tomma mängder och varje
element i A är ett element av B och varje element av B är ett element
av A så är A = B. Detta kallas för likhet.
A2. ∃B∀x x /∈ B.
Detta är axiomet för tomma mängdens existens.
A3. ∀u ∀v ∃B ∀x(x ∈ B ⇔ x = u ∨ x = v).
Tolkninen är att för godtyckliga u och v finns det en mängd med
bara u och v.
A4. ∀A∃B∀x[x ∈ B ⇔ (∃b ∈ A)x ∈ b].
Tolkningen är att för givna mängden A finns det en mängd B så
att för varje element x är x ett element av B om och endast om det
finns ett b i A så att x hör till b.
A5. ∀A ∀B ∃S∀t[t ∈ S ⇔ t ∈ A ∧ t /∈ B].
Tolkningen är att för två mängder A och B så kan man välja en
mängd S. Då är varje t i S om och endast om t finns i A men inte i B.
Detta kallas för axiomet för delmängder.
A6. ∀a ∃B ∀x(x ∈ B ⇔ x ⊆ a).
Tolkningen är att man kan bygga en mängd B vars element består
av alla delmängder av a. Detta kallas för potensmängden till a.
A7. ∃A[∅ ∈ A ∧ (∀a ∈ A)a+ ∈ A].
Här menar vi med a+ en efterföljare till a. I kapitlet om naturliga tal
behandlas detta noggrannare. Tolkningen är att det finns en induktiv
mängd. Detta kallas för axiomet för oändliga mängder.
2.2. Definitioner.
2.2.1. Definition. Vi kallar mängden {{x}{x, y}} för det ordnade
paret 〈x, y〉. Vi hoppar över beviset på dess entydighet. Men idèn för
beviset ligger i att man kan visa att potensmängden av potensmängden
för mängderna A och B är en mängd som innehåller alla ordnade par
〈a, b〉 med a ∈ A och b ∈ B. Därför är det möjligt att ge följande
definition:
2.2.2. Definition. Den kartesiska produkten av mängderna A och B
definieras som A×B = {〈x, y〉 | x ∈ A ∧ y ∈ B}.
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2.2.3. Definition. En binär relation är en delmängd R till den kar-
tesiska produkten A×B.
2.2.4. Definition. x ∈ dom R⇔ ∃y〈x, y〉 ∈ R
x ∈ ran R⇔ ∃t〈t, x〉 ∈ R
2.2.5. Definition. En funktion är en relation F som för varje x ∈
dom F finns endast ett y så att xFy.
2.2.6. Definition. En funktion är en injektion om f(x) 6= f(y) alltid
då x 6= y.
2.2.7. Definition. En funktion är en surjektion om för f : A → B
är f(A) = B.
2.3. Ordningsrelation.
2.4. Definition. Relationen ≤ i A är en ordningsrelation för alla
x, y, z ∈ A om
1. x ≤ x (reflexivitet)
2. x ≤ y ∧ y ≤ z ⇒ x ≤ z (transitivitet)
3. x ≤ y ∧ y ≤ x⇒ x = y (antisymmetri).
Om dessutom följande krav uppfylls så kallas ordningsrelationen full-
ständig och paret (A,≤) är en mängd med en fullständig ordning.
4. ∀x, y ∈ A x ≤ y ∨ y ≤ x.
2.5. Grupp.
2.5.1. Definition. Låt G vara en icke-tom mängd och ◦ en räkne-
operation, dvs en avbildning G × G → G. Paret (G, ◦) kallas för en
grupp om följande krav uppfylls:
G0. ◦ är en i mängden G definierad räkneoperation, dvs. a ◦ b ∈
G ∀ a, b ∈ G.
G1. (a ◦ b) ◦ c = a ◦ (b ◦ c) ∀a, b, c ∈ G (associativa lagen).
G2. Det finns ett element (s.k. neutralt element) e ∈ G för vilken det
gäller att e ◦ a = a ◦ e = a ∀a ∈ G.
G3. För varje element a finns det ett element a−1 ∈ G så att a ◦ a−1 =
a−1 ◦ a = e. Element a−1 är inversen till a.
Om dessutom följande gäller så kallas gruppen G för en Abelsk
grupp.
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G4. a ◦ b = b ◦ a ∀a, b ∈ G (kommutativa lagen).
2.6. Ring.
2.6.1. Definition. Vi kallar tripletten (R,+, ·) för en ring om föl-
jande gäller:
R1. (R,+) är en Abelsk grupp;
R2. · är en definierad räkneoperation i mängden R;
R3. a(bc) = (ab)c ∀ a, b, c ∈ R;
R4. · har ett neutralt element e ∈ R, så att a · e = e · a = a;
R5. a(b+ c) = ab+ ac, (a+ b)c = ac+ bc ∀ a, b, c ∈ R (distributiva
lagarna).
Om det även för · gäller att ab = ba ∀ a, b ∈ R, så kallas R för en
kommutativ ring.
2.7. Kropp.
2.7.1. Definition. Tripletten (K,+, ·) kallas för en kropp om följan-
de gäller:
K1. (K,+) är en Abelsk grupp;
K2. (K\{0}, ·) är en Abelsk grupp;
K3. a(b+ c) = ab+ ac och (a+ b)c = ac+ bc för alla a, b, c ∈ K.
Ett alternativt sätt att definiera en kropp är att kräva att (K,+, ·)
är en kommutativ ring och att för varje element i K som är olika noll
så finns det ett inverst element.
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3. De Naturliga talen
Talen 0, 1, 2, 3, ... kallas för de naturliga talen. De kan ofta tas för
givna och ingen desto noggrannare konstruktion krävs då, och vi kun-
de bara definiera räkneoperationerna och vara färdiga. Men eftersom
jag personligen känner en vilja att forska i själva talens inneboende
egenskaper förutom deras kända och mindre kända förhållanden till
varandra, så tänker jag, utan att ta ställning till realistiska eller kon-
struktivistiska frågeställningar forska i talen genom att gå steg för steg
igenom en välkänd konstruktion av de naturliga talen. Jag följer här
Zermelo-Fraenkels axiomsystem som en mängdteoretisk definition av
de naturliga talen.
Zermelos förslag till en mängdteoretisk definition ser ut så här:
(1) 0 = ∅, 1 = {∅}, 2 = {{∅}}, 3 = {{{∅}}}, ...
Vi börjar med att definiera de naturliga talen som mängder. Vi an-
vänder oss av von Neumanns alternativ, dvs. vi låter naturliga tal vara
en mängd som innehåller mängderna som definierar varje föregående
tals mängd. Detta betyder att
0 = ∅,
1 = {∅},
2 = {0, 1} = {∅, {∅}},
3 = {0, 1, 2} = {∅, {∅}, {∅, {∅}}} osv.
Vi har ännu inte en definition av vad ett naturligt tal i allmänhet
är. Vi vill t.ex. att de naturliga talen följer en viss ’ordning’. Detta kan
vi göra med att definiera ett påföljande tal (successor).
Definition. För en godtycklig mängd a definierar vi dess efterföl-
jare a+, genom
a+ = a ∪ {a}.
Definition. Mängden A sägs vara induktiv om och endast om ∅ ∈
A och (∀a ∈ A)a+ ∈ A. Alltså om för varje element a som finns i
mängden A så finns också elementets efterföljare a+ i A.
Definition. Ett naturligt tal är en mängd som tillhör varje induk-
tiv mängd.
Vi behöver som nästa steg visa att alla naturliga talen tillsammans
bildar en mängd.
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3.1. Sats. Det existerar en mängd vars element är de naturliga
talen.
Bevis. Låt A vara en induktiv mängd. Vi kan hitta en delmängd
w så att för varje x gäller att
x ∈ w ⇔ x ∈ A & x tillhör varje induktiv mängd
⇔ x tillhör varje induktiv mängd.

De naturliga talens mängd betecknas med N.
3.2. Sats. N är en induktiv mängd och den är en delmängd av
varje induktiv mängd.
Bevis. ∅ ∈ N eftersom ∅ tillhör varje induktiva mängd.
Om a ∈ N så tillhör a varje induktiv mängd. Det betyder att a+
tillhör varje induktiv mängd och att a+ ∈ N.
Alltså är N induktiv och är en delmängd av varje induktiva mängd.

Vi skall visa att mängden N satisfierar Peanos axiom. Men vad är
ett Peano system?
3.3. Peanos axiom. Om S är en funktion och A är en delmängd
av dom S, så är A sluten under S om och endast om då x ∈ A så
är S(x) ∈ A. Vi definierar ett Peano system som tripletten 〈N,S, e〉,
där N är en mängd, S en funktion och e är ett element som uppfyller
följande tre krav:
(1) e /∈ ran S.
(2) S är injektiv.
(3) Varje delmängd A av N som innehåller e och är sluten i S är
lika med N .
Kraven (1) och (2) ser till att varje element kan ’väljas’ endast
en gång, dvs. inga ’loopar’ uppstår. Det sista kravet, som även kallas
för Peanos induktionspostulat, möjliggör att endast de element som vi
förväntar oss förekommer (alltså e, S(e), SS(e), SSS(e), ...).
Låt oss kalla σ för efterföljaroperatorn till N, då
(2) σ = {〈n, n+〉|n ∈ N}.
3.4. Sats. 〈N, σ, 0〉 är ett Peano system.
Bevis. Eftersom N är induktiv så vet vi att 0 ∈ N och σ : N→ N.
Vi märker också att eftersom n+ 6= ∅ så gäller det att 0 /∈ ran σ, alltså
har vi krav (1) uppfyllt. Krav (3) säger att varje delmängd A av N skall
innehålla 0 och vara sluten, då är A lika med N. Om A är en delmängd
av N som innehåller 0 och är sluten med avseende på σ, så är A = N.
Det får vi direkt ur induktionsprincipen för N. Det återstår att visa att
σ är injektiv.
7
Om vi kan visa att varje naturligt tal är en transitiv mängd eller
t.o.m. att mängden N är transitiv så är det lätt att visa att σ är injektiv.
Detta gör vi som nästa steg.
Definition. Mängden A är transitiv om och endast om varje ele-
ment av ett element av A är ett element av A, dvs.
(3) x ∈ a ∈ A⇒ x ∈ A.
3.5. Sats. För varje transitiv mängd a gäller att,
(4)
⋃
(a+) = a.
Bevis. ⋃
a+ =
⋃
(a ∪ {a})
=
⋃
a ∪
⋃
{a}
= (
⋃
a) ∪ a
= a.

3.6. Sats. Varje naturligt tal är en transitiv mängd.
Bevis. Vi använder induktion. Låt T = {n ∈ N|n är en transitiv mängd}.
Det räcker att visa att T är en induktiv mängd.
Vi vet att 0 ∈ T . Låt k ∈ T . Då gäller att⋃
(k+) = k ⊆ k+,
alltså är k+ ∈ T och T är en induktiv mängd. 
Vi bör alltså ännu visa att σ är en injektiv mängd. Nu om m+ = n+
för m och n i N, så är
⋃
(m+) =
⋃
(n+). Men eftersom m och n är
transitiva mängder, så är
⋃
(m+) = m och
⋃
(n+) = n. Alltså vi får
enligt sats 3.5 att m = n.

3.7. Rekursion. Det mest kända exemplet på en rekursion är må-
hända Fibonaccis talföljd fn = fn−1 + fn−2, n ≥ 3, f1 = f2 = 1 där
talet i talföljden är summan av de två föregående. Rekursion är alltså
ett sätt att definiera något via referens till det tidigare. Kan man säga
att induktion är en sorts rekursion med sin efterföljare? Det är lätt att
ta det som en självklarhet att rekursion är möjlig för t.ex. de naturliga
talen. Med ett kort exempel försöker jag klargöra varför det inte är en
självklarhet.
Låt oss definiera en funktion h : N→ A för vilken vi känner till h(0)
och en funktion F : A → A där h(n+) = F (h(n)) för alla n ∈ N. Vi
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har alltså h som ’plockar’ naturliga tal i ordning och ger ut elementet
i en rekursionsföljd så att vi behöver veta endast det ’första’ A dvs.
h(0) då vi har en annan funktion F som bestämmer det uppföljande
talet. Men kan vi garantera att en sådan funktion h över huvudtaget
existerar? Det vet vi inte heller. Därför skall den bevisas till nästa.
3.8. Rekursionsteoremet i N. Låt A vara en mängd, a ∈ A, och
F : A→ A. Då existerar det en unik funktion h : N→ A så att
(5) h(0) = a,
och för varje n i N gäller att
(6) h(n+) = F (h(n)).
Bevis. Detta argument följer Enderton. Vi börjar med att definiera
en funktion v som är ett exempel på en approximation av h. Därefter
påstår vi att h är unionen av samlingen av alla v. Påståendet bevisas
sedan i fyra steg: 1) h är en funktion, 2) h är en god approximation,
3) definitionsmängden av h är hela N och 4) h är unik.
De approximerande funktionerna v har en definitionsmängd som
är en delmängd av N (dom v ⊆ N) och en värdemängd som är en
delmängd av A (ran v ⊆ A) och som fyller följande krav:
(1) Om 0 ∈ dom v, så är v(0) = a.
(2) Om n+ ∈ dom v (n ∈ N), så är n ∈ dom v och v(n+) =
F (v(n)).
Vi kallar mängden av alla sådana v för ϑ. Låt h =
⋃
ϑ. Då har vi
〈n, y〉 ∈ h omm 〈n, y〉 hör till någon v(7)
omm v(n) = y för någon v.(8)
Nu påstår vi att h fyller teoremets krav.
i. Vi börjar med att visa att h är en funktion. Hur bevisar man att
en relation är en funktion? Vi tar funktionens definition och visar att
varje element i funktionens definitionsmängd bildar ett par med exakt
ett element i värdemängden. För detta bildar vi en mängd S som består
av de naturliga tal som har exakt ett par i h(n):
(9) S = {n ∈ N|(〈n, y1〉 ∈ h ∧ 〈n, y2〉 ∈ h)→ y1 = y2}
Om man tillhör S så är man ett ordnat par i en funktion som passar
definitionen av h. För att S skulle vara lika med N så behöver den vara
induktiv. Låt oss säga att 〈0, y1〉 ∈ h och 〈0, y2〉 ∈ h. Då gäller enligt
(7) och (8) att det existerar v1 och v2 så att v1(0) = y1 och v2(0) = y2.
Men enligt första kravet för v så får vi att y1 = a = y2. Det betyder
att 0 ∈ S.
Vi antar att k ∈ S för att vi vill visa att k+ ∈ S. Anta att 〈k+, y1〉 ∈
h och 〈k+, y2〉 ∈ h. Då måste det finnas v1 och v2 så att v1(k+) = y1
och v2(k+) = y2. Ur andra kravet för v följer att
y1 = v1(k
+) = F (v1(k)) och y2 = v2(k+) = F (v2(k)).
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Men eftersom 〈k, v1(k)〉 ∈ h och 〈k, v2(k)〉 ∈ h så har vi enligt
definitionen av S att v1(k) = v2(k). Alltså är
y1 = F (v1(k)) = F (v2(k)) = y2.
Vi har visat att k+ ∈ S vilket leder till att S är en induktiv mängd
och därmed är h en funktion.
ii. Andra steget består av att visa att h själv uppfyller kraven för v.
Eftersom h =
⋃
ϑ och ϑ är samlingen av alla v så vet vi att dom h ⊆ N
och ran h ⊆ A.
Första kravet säger att om 0 finns i definitionsmängden för v så bör
v(0) = a. För h får vi att om 0 ∈ dom h så måste det finnas ett v så
att v(0) = h(0) = a
För andra kravet anta att n+ ∈ dom h. Då måste det finnas ett v
för vilken v(n+) = h(n+). Eftersom v fyller sina egna krav så har vi
n ∈ dom v och
(10) h(n+) = v(n+) = F (v(n)) = F (h(n)).
Då uppfyller h det andra kravet för v.
iii. Nu blir det dags att visa att definitionsmängden för h är N.
Detta åstadkommer vi genom att visa att dom h är induktiv.
Villkoret 0 ∈ dom h gäller eftersom {〈0, a〉} är en funktion som fyller
kraven för v. Vi antar att k ∈ dom h och vill visa att k+ ∈ dom h. Vi
bygger en funktion
(11) b = h ∪ {〈k+, F (h(k))〉}.
För denna visar vi först att den fyller kraven för v. Nu är dom b ⊆ N
och ran b ⊆ A. Första kravet satisfieras då b(0) = h(0) = a. För andra
kravet har vi två fall. Nämligen att n+ 6= k+ och n+ = k+. Om n+ ∈
dom b och n+ 6= k+, så är n+ ∈ dom h och b(n+) = h(n+) = F (h(n)) =
F (b(n)). Om därnäst n+ = k+ så är n = k. Induktionsantagandet är
att k ∈ dom h. Alltså fylls andra kravet genom att
(12) b(k+) = F (h(k)) = F (b(k)).
Nu är v ⊆ h och k+ ∈ dom h. Då är dom h induktiv och alltså är
dom h = N.
iv. Det återstår att visa att h är unik. Låt h1 och h2 båda vara
funktioner som överensstämmer med påståendet i teoremet. Låt S vara
den mängd som passar ihop med h1 och h2.
(13) S = {n ∈ N|h1(n) = h2(n)}.
Vi visar med induktion att S = N och h1 = h2. Om n = 0 ∈ S så
får vi att h1(0) = a = h2(0). Anta nu att k ∈ S. Vi visar att k+ ∈ S.
Nu är h1(k) = h2(k) och
(14) h1(k+) = F (h1(k)) = F (h2(k)) = h2(k+).
Alltså är h unik och detta avslutar beviset för rekursionsteoremet.

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3.9. Aritmetik. Hittills har vi byggt upp en mängd som påmin-
ner oss om det som vi uppfattar som de naturliga talens följd. Men vi
har inte berört räkneoperationer. Vi kommer att härleda med hjälp av
rekursionsteoremet alla räkneoperationer och räknelagar för de natur-
liga talen.
Anta till exempel att vi önskar definiera en funktion A3 : N →
N så att A3(n) ger resultatet för addition av 3 till n. Då måste A3
uppfylla samma typ av krav som funktionen v skulle uppfylla i beviset
för rekursion, det vill säga
A3(0) = 3,
A3(n
+) = A3(n)
+ för n ∈ N.
Hur skulle A3(2) se ut? A3(2) = A3(1+) = A3(1)+ = A3(1) + 1 =
A3(0
+) + 1 = A3(0)
+ + 1 = A3(0) + 1 + 1 = 3 + 1 + 1 = 5. Vilket som
tur stämmer!
Enligt rekursionsteoremet så existerar det nu för varje m ∈ N en
unik funktion Am : N→ N så att
Am(0) = m,
Am(n
+) = Am(n)
+ för n ∈ N.
3.10. Definition. Vi definierar en binär operation i mängden A
som en funktion f : N× N→ N.
3.11. Definition. Addition + är en binär operation i N så att för
godtyckliga m ∈ N och n ∈ N gäller
(15) + = {〈〈m,n〉, p〉|m ∈ N ∧ n ∈ N ∧ p = Am(n)}
alltså
(16) m+ n = Am(n).
Eftersom det kan bli besvärligt att varje gång vid addition räkna
med funktionerna Am så verifierar vi följande teorem.
3.12. Sats. För de naturliga talen m och n gäller
m+ 0 = m(17)
m+ n+ = (m+ n)+(18)
För multiplikation gör vi på samma sätt. Först använder vi oss
av rekursionsteoremet för att få många funktioner Mm : N → N där
Mm(n) är produkten av m multiplicerat med n. För varje m ∈ N
existerar det en unik funktion Mm : N→ N så att
Mm(0) = 0,
Mm(n
+) = Mm(n) +m.
Vi söker till exempel M3(2). Då får vi att M3(2) = M3(1+) =
M3(1) + 3 = M3(0) + 3 + 3 = 6.
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3.13. Definition. Multiplikation · är en binär operation i N så att
för varje m och n som tillhör N gäller
(19) m · n = Mm(n)
3.14. Sats. För naturliga talen m och n gäller
m · 0 = 0,(20)
m · n+ = m · n+m.(21)
3.15. Sats. Följande egenskaper gäller alla naturliga tal m,n, p ∈
N.
(1) Associativa lagen: m+ (n+ p) = (m+ n) + p
(2) Kommutativa lagen: m+ n = n+m
(3) Distributiva lagen: m · (n+ p) = m · n+m · p
(4) Associativa lagen för multiplikation: m · (n · p) = (m · n) · p
(5) Kommutativa lagen för multiplikation: m · n = n ·m
Bevis. Eftersom vi har konstruerat egenskaperna ovan med hjälp
av funktioner ur rekursionsteoremet så behöver vi använda induktion
för att bevisa vårt teorem.
(1) Vi använder induktion på p. Låt m och n vara godtyckliga na-
turliga tal och definiera
(22) A = {p ∈ N|m+ (n+ p) = (m+ n) + p}.
Vi börjar med att undersöka om påståendet gäller för 0 ∈ A. Nu är
m+ (n+ 0) = m+n och (m+n) + 0 = m+n (enligt (17)). Som nästa
steg gör vi vårt induktionsantagande. Låt k ∈ A. Vi skall försöka visa
att k+ ∈ A.
m+ (n+ k+) = m+ (n+ k)+ (enligt (18))
= (m+ (n+ k))+
= (m+ n) + k+ (enligt antagandet k ∈ A).
Detta visar att k+ ∈ A. Alltså är A en induktiv mängd, det vill
säga att A = N.
(2) Före egentliga beviset måste vi visa att 0+n = n för alla n ∈ N
och att m+ + n = (m+ n)+.
Låt A = {n ∈ N|0 + n = n}. Nu är 0 ∈ A enligt (17). Anta att
k ∈ A. Då gäller
0 + k+ = (0 + k)+ (enligt (17))
= k+ (då k ∈ A).
Alltså är k+ ∈ A, vilket visar att A är en induktiv mängd.
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Låt m ∈ N och B = {n ∈ N|m+ + n = (m + n)+}. Igen gäller att
0 ∈ B enligt (17). Anta att k ∈ B. Då får vi att
m+ + k+ = (m+ + k)+ (18)
= (m+ k)++ (k ∈ B)
= (m+ k+)+ (18).
Då är k+ ∈ B och B är en induktiv mängd.
Sedan till det egentliga beviset av den kommutativa lagen. Vi fixerar
ett n ∈ N och låter
(23) C = {m ∈ N|m+ n = n+m}.
Enligt det första förberedande steget så vet vi att 0+n = n = n+0,
vilket ger 0 ∈ C. Anta att k ∈ C.
k+ + n = (k + n)+ (enligt andra förbererande steget)
= (n+ k)+(k ∈ C)
(18)
= n+ k+.
Då är k+ ∈ C och C är en induktiv mängd.
(3) Låtm,n ∈ N vara fixerade och definiera A = {p ∈ N|m·(n+p) =
m · n+m · p}. Vi får att 0 ∈ A då,
m · (n+ 0) (17)= m · n
(17)
= m · n+ 0
(20)
= m · n+m · 0.
Anta att k ∈ A. Då får vi
m · (n+ k+) (18)= m · (n+ k)+
(21)
= m · (n+ k) +m
= (m · n+m · k) +m (k ∈ A)
= m · n+ (m · k +m) (enligt associativa lagen för addition)
(21)
= m · n+m · k+.
Alltså är k+ ∈ A och A är induktiv, det vill säga A = N
(4) Låt m,n ∈ N och A = {p ∈ N|m · (n · p) = (m · n) · p}. Vi har
0 ∈ A eftersom m · (n · 0) = m · 0 = 0 enligt (20). Vi antar att k ∈ A
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och får att
m · (n · k+) (21)= m · (n · k + n)
= m · (n · k) +m · n (enligt del (3) i vårt bevis)
(k∈A)
= (m · n) · k +m · n
(21)
= (m · n) · k+.
Vilket visar att k+ ∈ A och alltså att A är en induktiv mängd.
(5) Som i del (2) så bevisar vi igen två förberedande påståenden
före det egentliga beviset.
(i) Vi påstår att 0 ·n = 0 för alla n ∈ N. Låt A = {n ∈ N|0 ·n = 0}.
Enligt (20) så är 0 ∈ A. Anta att k ∈ A. Då får vi
0 · k+ (20)= 0 · k + 0
(17)
= 0 · k
(k∈A)
= 0.
Alltså k+ ∈ A och A är induktiv.
(ii) Låt m ∈ N vara fixerad och B = {n ∈ N|m+ ·n = m ·n+n}. Vi
har 0 ∈ B eftersom m+ · 0 = 0 = m · 0 + 0 enligt (20). Anta att k ∈ B.
Då får vi
m+ · k+ (20)= m+ · k +m+
(k∈B)
= m · k + (k +m)+
= m · k + (m+ k)+
= m · k+ + k+.
Alltså k+ ∈ B och B är induktiv.
För det egentliga beviset anta att m ∈ N och låt
C = {n ∈ N|m · n = n ·m}.
Från (i) får vi att 0 ∈ C eftersom m ·0 = 0 = 0 ·m. Anta att k ∈ C.
Nu är
m · k+ (21)= m · k +m
(k∈C)
= k ·m+m
(ii)
= k+ ·m.
Alltså är k+ ∈ C och C är en induktiv mängd så att (5) gäller.
Då har vi bevisat de associativa och kommutativa lagarna för ad-
dition och multiplikation samt den distributiva lagen.

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3.16. Ordningsrelationen i N. En ordning för en mängd är en
relation mellan element i mängden. För de naturliga talen talar vi om
större än och mindre än. Genom vårt sätt att definiera de naturliga
talen så får vi att om ett element i mängden av de naturliga talen är
mindre än ett annat så är det mindre elementet en delmängd till den
större. Formellt kan man skriva att m är mindre än n om och endast
om m ∈ n.
Vi kommer att visa att det existerar en fullständig ordningsrelation
i N, som vi betecknar ∈N, där
(24) ∈N= {〈m,n〉 ∈ N× N|m ∈ n}.
För att kunna bevisa att ∈N är en linjär ordningsrelation för N så
måste den uppfylla två krav:
(1) Om vi har tre element ur mängden N så att om a är mindre än
b och b är mindre än c så bör det gälla att a är mindre än c.
(2) Endast ett av följande får gälla åt gången för två element: a är
mindre än b, b är mindre än a eller a = b.
Eftersom varje naturligt tal är en transitiv mängd (se 2.6) så har
vi att
m ∈ n ∧ n ∈ p⇒ m ∈ p.
Alltså är kravet (1) satisfierat. Vi kommer att behöva följande lem-
ma.
3.17. Lemma. (i) För vilka som helst två naturliga tal m och n
gäller att m ∈ n om och endast om m+ ∈ n+.
Bevis. Om vi antar att m+ ∈ n+ så får vi att m ∈ n eftersom
de naturliga talens mängd är transitiv, dvs. om m+ ∈ n+ så gäller att
endera är m+ ∈ n eller m+ = n. Nu har vi också att m ∈ m+, varför
vi får m ∈ n.
För att bevisa påståendet m ∈ n ⇒ m+ ∈ n+ använder vi induk-
tion. Vi bildar mängden
(25) T = {n ∈ N|(∀m ∈ n)m+ ∈ n+}.
Vi observerar att 0 ∈ T eftersom 0 inte är efterföljare till någon m
så innehålls 0 i T trivialt. Som induktionsantagande antar vi att k ∈ T .
Målet är att visa att k+ ∈ T . Det åstadkommer vi genom att visa att
alltid om m ∈ k+ så är m+ ∈ k++. Låt m ∈ k vara given, då har vi
att m = k eller att m ∈ k. Då m = k så vet vi att m+ = k+ ∈ k++.
För fallet m ∈ k så har vi att m+ ∈ k+ ⊂ k++ eftersom k ∈ T . Så
vifår alltså attm+ ∈ k++ och k+ ∈ T . Då är T induktiv och lika med N.
(ii) Ett naturligt tal kan inte vara sitt eget element.
Låt
(26) T = {n ∈ N|n /∈ n}.
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Eftersom 0 = ∅ inte innehåller element så är 0 ∈ T trivialt. Enligt
del (i) så har vi k ∈ k ⇒ k+ ∈ k+ vilket betyder att T är en induktiv
mängd till N, det vill säga T = N. 
Till nästa bevisar vi villkoret (2). Påståendet är alltså att endast
ett av följande gäller samtidigt för två godtyckliga naturliga tal m och
n:
(27) m ∈ n, m = n, n ∈ m.
Bevis. I del (ii) av lemma 3.17 visade vi att ett naturligt tal inte
kan vara ett element i sin egen mängd, därför kan högst ett gälla av de
tre föregående alternativen. Nämligen m ∈ m om m ∈ n och n = m.
Likaså om m ∈ n ∈ m så är m ∈ m.
Vi behöver visa att åtminstone ett av alternativen i (27) gäller. Vi
använder induktion på mängden
(28) T = {n ∈ N|(∀m ∈ N)(m ∈ n ∨m = n ∨ n ∈ m)}.
Observera att det är inte trivialt att 0 ∈ T eftersom vi vill visa att
för alla m ∈ N gäller att 0 ∈ m eller 0 = m. Vi behöver induktion för
detta. Vi ser att 0 = 0 och om 0 ∈ k eller 0 = k så är 0 ∈ k+. Alltså
0 ∈ T .
Anta nu att k ∈ T . Detta betyder att för allam ∈ N gäller attm ∈ k
ellerm = k eller att k ∈ m. Omm ∈ k ellerm = k så får vi attm ∈ k+.
Om däremot k ∈ m så säger lemma 3.17 att k+ ∈ m+ alltså får vi
k+ ∈ m eller k+ = m. Då har vi alltså attm ∈ k+ ∨ m = k+ ∨ k+ ∈ m,
vilket visar att T är en induktiv mängd. 
Ännu visar vi att addition och multiplikation bevarar ordningen i
N.
Sats. Låt n,m, p ∈ N. För alla n,m, p gäller
m ∈ n⇔ m+ p ∈ n+ p.
Om dessutom p 6= 0 så
m ∈ n⇔ m · p ∈ n · p.
Bevis. Vi börjar med addition. För att bevisa riktning ” ⇒ ” så
använder vi oss av induktion över p. Låt m ∈ n ∈ N vara fixerade och
låt A = p ∈ N|m+ p ∈ n+ p.
Det är tydligt att 0 ∈ A och att
k ∈ A⇒ m+ k ∈ n+ k
⇒ (m+ k)+ ∈ (n+ k)+ (enligt 3.17)
⇒ m+ k+ ∈ n+ k+
⇒ k+ ∈ A.
Detta visar att A är induktivt och lika med N.
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Nu visar vi del ” ⇐ ”. Om m + p ∈ n + p, då kan vi inte ha
m = n för då får vi att n + p ∈ n + p. Inte kan heller n ∈ m för då är
n+ p ∈ m+ p ∈ n+ p. Därför är det ända alternativet att m ∈ n.
Till nästa koncentrerar vi oss på multiplikation. Beviset går på sam-
ma sätt som för addition. Vi börjar med del ” ⇒ ”. Låt m ∈ n ∈ N
vara fixerade och B = q ∈ N|m · q+ ∈ n · q+.
Nu är 0 ∈ B eftersom m · 0+ = m · 0 +m = m. Anta nu att k ∈ B.
Vi vill visa att m · k++ ∈ n · k++. Nu är
m · k++ = m · k+ +m
∈ n · k+ +m
då vi använder oss av från första delen av beviset till m · k+ ∈ n · k+.
Om vi igen använder oss av första delen av beviset till m ∈ n så får vi
n · k+ +m ∈ n · k+ + n
= n · k++.
Alltså är k+ ∈ B, B är induktivt och lika med N.
För riktning ”⇐ ” gör man exakt lika som för addition. 
Lemma. För alla m,n, p ∈ N gäller att
m+ p = n+ p⇒ m = n
m · p = n · p och p 6= 0⇒ m = n.
Bevis. Vi vet att m ∈ n ⇔ m + p ∈ n + p och då p 6= 0 så gäller
m ∈ n⇔ m·p ∈ n·p. Dessutom kan bara ett av ∈,=,3 gälla åt gången.
Då får vi att m + p ∈ n + p ⇒ m ∈ n och n + p ∈ m + p ⇒ n ∈ m
tillsammans ilmplicerar att m = n. För multiplikation går beviset på
samma sätt. 
Vi började vår upptäcksfärd med ett försök att definiera de naturli-
ga talen med hjälp av så enkla begrepp som möjligt för att se hur långt
man kan komma med definitioner som härstammar från grundläggande
mängdteoretiska operationer. Nu kan vi säga att vi har presenterat de
vanliga grundläggande egenskapen som förväntas av de naturliga talen.
Men som vi vet, så är samlingen av egenskaper som berör de naturli-
ga talen väldig. Man kan fråga sig om det över huvudtaget är möjligt
att med ett enhetligt system beskriva alla dessa egenskaper. Varför då
ens försöka? Har vi något bättre sätt till hands som skulle väcka nya
insikter till ämnet? Min avsikt då jag valde det konstruktiva sättet att
definiera de naturliga talen var inte att påstå att det skulle vara mera
rätt än något annat sätt. Istället finner jag det som ett insiktsrikt sätt
att framföra ämnet och en intressant synvinkel på djupet som ligger
bakom mängden N som vi vardagligen antar vara känt. Vi har som mål
att definiera de reella talen men som nästa steg förflyttar vi oss till tal-
mängder som till sina egenskaper och till sin struktur påminner väldigt
mycket om de naturliga talen, nämligen hela talen och rationella talen.
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4. Hela talen
Vi har som mål att definiera något som vi vet att behöver existera
med hjälp av något som vi redan har visat att existerar. Alltså vårt
mål är att bygga upp de hela talens mängd på ett sätt som innehåller
de naturliga talen.
Som tidigare då vi definierade de naturliga talens räkneoperationer
så söker vi efter ett sätt att definiera hela talens mängd Z genom att
hitta par av naturliga tal som är entydiga.
Till exempel för att definiera −2 så vet vi att 1 − 3 = −2, då kan
man tänka sig att använda talparet 〈1, 3〉. Men det uppstår problem
genast då vi märker att även t.ex 〈2, 4〉 och 〈5, 7〉 skulle med samma
logik definiera −2.
Det visar sig att tanken bakom en ekvivalensrelation är fungerande
för vårt ändamål. En ekvivalensrelation är alltså en relation mellan två
element i en mängd (alltså binär relation) som är reflexiv, symmetrisk
och transitiv.
Vi kan definiera exakt vår ekvivalensrelation på följande sätt.
Definition. Låt ∼ vara en relation i N× N för vilken
(29) 〈m,n〉 ∼ 〈p, q〉 ⇔ m+ q = p+ n.
Vi kan tala om ekvivalensklassen −2 som definieras av
(30) [〈1, 3〉] = [〈4, 6〉].
Ekvivalensklasserna kommer att bygga upp heltalsmängden
(31) Z = (N× N)/ ∼ .
Men vi har inte ännu definierat subtraktion. Vår definition på ekvi-
valens ligger på tanken att 〈m,n〉 = 〈p, q〉 omm m− n = p− q. Vi kan
skriva det på ett ekvivalent sätt som m + q = p + n, där vi använder
oss enbart av naturliga tal och deras additionoperation.
Vi bevisar först att ∼ verkligen är en ekvivalensrelation i mängden
N× N. Den bör alltså vara reflexiv, symmetrisk och transitiv.
Bevis. (i) För reflexiviteten bör vi visa att 〈m,n〉 ∼ 〈m,n〉. Emel-
lertid detta gäller eftersom
m+ n = m+ n ∀m,n ∈ N× N.
(ii) För symmetrin anta att 〈m,n〉 ∼ 〈p, q〉. Vi vill visa att 〈p, q〉 ∼
〈m,n〉. Ur definitionen får vi att det också gäller
m+ q = p+ n
p+ n = m+ q (likhet är en reflexiv egenskap i N).
(iii) Transitiviteten visar vi genom att anta 〈m,n〉 ∼ 〈p, q〉 och
〈p, q〉 ∼ 〈r, s〉. Från definitionen för ∼ får vi genom att addera båda
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ekvivalenserna med varandra att
m+ q + p+ s = p+ n+ r + q.
Det går att visa att för naturliga talen m,n, p gäller att om m+p =
n + p så är m = n. Till exempel på följande sätt genom induktion på
p ∈ N:
Från kapitel 3 vet vi att
m+ = n+ ⇒ m = n.
Anta att
m+ k = n+ k ⇒ m = n.
Då ger
(m+ k)+ = (n+ k)+
(kap3)⇒ m+ k = n+ k
(ind.ant.)⇒ m = n.
Vi använder detta till vårt bevis och får att
m+ s = r + n.
Då får vi att 〈m,n〉 ∼ 〈r, s〉.

4.1. Definition. De ekvivalensklasser som ekvivalensen ovan de-
finierar i N× N kallas för mängden av heltal och betecknas Z.
För att definiera addition för heltal så kan vi kolla på additionen
nedan.
(32) (m− n) + (p− q) = (m+ p)− (n+ q).
Definition. Vi definierar addition på följande sätt:
(33) [〈m,n〉] + [〈p, q〉] = [〈m+ p, n+ q〉].
Fungerar vår definition obereoende av vilken representant som väljs
från ekvivalensklasserna? Vi bör alltså visa att om
〈m1, n1〉 ∼ 〈m,n〉
och
〈p1, q1〉 ∼ 〈p, q〉,
så är
(34) [〈m1 + p1, n1 + q1〉] = [〈m+ p, n+ q〉].
Observera att enligt definitionen på ekvivalensklassen så är
(35) m1 + n = n1 +m och p1 + q = q1 + p.
Alltså får vi enligt definitionen på addition att
(36) (m1 + p1) + (n+ q) = (n1 + q1) + (m+ p).
Då har vi att
(37) 〈m1 + p1, n1 + q1〉 ∼ 〈m+ p, n+ q〉.
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Detta ger att
(38) [〈m1 + p1, n1 + q1〉] = [〈m+ p, n+ q〉].
Vi visar att additionen för hela tal är kommutativ och associativ.
Sats. a+ b = b+ a och (a+ b) + c = a+ (b+ c) för alla a, b, c ∈ Z.
Bevis. Låt a, b ∈ Z. Nu kan a skrivas i formen [〈m,n〉], där m,n ∈
N. På samma sätt är b = [〈p, q〉]. Då är
a+ b = [〈m,n〉] + [〈p, q〉]
= [〈m+ p, n+ q〉]
= [〈p+m, q + n〉]( addition är kommutativ i N)
= [〈p, q〉] + [〈m,n〉]
= b+ a.
För att bevisa associativiteten låt a, b ∈ Z och anta att a = [〈m,n〉], b =
[〈p, q〉], c = [〈r, s〉]. Då gäller att
(a+ b) + c = ([〈m,n〉] + [〈p, q〉]) + [〈r, s〉]
= [〈m+ p, n+ q〉] + [〈r, s〉]
= [〈m+ p+ r, n+ q + s〉]
= [〈m,n〉] + [〈p+ r, q + s〉]
= [〈m,n〉] + ([〈p, q〉] + [〈r, s〉])
= a+ (b+ c).
Ovanstående gäller eftersom addition är associativ i N

Vi söker en definition för subtraktion genom en entydig lösning till
ekvationen
(39) [〈m,n〉] + [〈x, y〉] = [〈p, q〉],
där [〈m,n〉] och [〈p, q〉] är kända hela tal.
Från (29) får vi att
(m+ x, n+ y) ∼ (p, q),
vilket ger att
m+ x+ q = n+ y + p (definitionen för ekvivalensen).
Denna ekvation har lösningen x = n+ p och y = m+ q, vilket kan
skrivas som ett heltal
[n+ p,m+ q].
För att visa att vårt svar är entydigt så gör vi ett motantagande.
Dvs. anta att även [〈x1, y1〉] satisfierar (39). Då får vi att
[〈m,n〉] + [〈x, y〉] = [〈m,n〉] + [〈x1, y1〉],
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vilket betyder att
[〈m+ x, n+ y〉] = [〈m+ x1, n+ y1〉]
(m+ x) + (n+ y1) = (n+ y) + (m+ x1),
enligt ekvivalensklassens definition.
Från detta villkor härleder vi att
x+ y1 = y + x1 ⇒ 〈x, y〉 ∼ 〈x1, y1〉 ⇒ [〈x, y〉] = [〈x1, y1〉].
Alltså har vi visat att ekvation (39) har en entydig lösning som
kallas för differensen av talen [〈m,n〉] och [〈p, q〉]. Vi betecknar sub-
traktion med det vanliga tecknet
[〈p, q〉]− [〈m,n〉] = [n+ p,m+ q].
För att definiera multiplikation för Z behöver vi inte anstränga oss
desto mera. Vi tar och kollar hur vi bör ta oss till väga:
(m− n) · (p− q) = (mp+ nq)− (mq + np).
Från detta kan vi direkt gå till en definition av multiplikation.
Definition. [〈m,n〉] · [〈p, q〉] = [〈mp+ nq,mq + np〉.
För att visa att definitionen ovan är en valid definition för multi-
plikation så behöver vi igen visa att den är en väldefinierad operation
i ekvivalensklassen. Det gör vi genom att visa följande.
Om 〈m,n〉 ∼ 〈m′, n′〉 och 〈p, q〉 ∼ 〈p′, q′〉, så har vi
〈mp+ nq,mq + np〉 ∼ 〈m′p′ + n′q′,m′q′ + n′p′〉.
Bevis. Vi vill uppnå ekvationen
mp+ nq +m′q′ + n′p′ = m′p′ + n′q′ +mq + np.
Från likheterna m+ n′ = m′ + n och p+ q′ = p′ + q.
Från den första får vi både mp + n′p = m′p + np och m′q + nq =
mq+n′q. Ur den andra får vi m′p+m′q′ = m′p′+m′q och n′p′+n′q =
n′p+n′q′. Då vi adderar ihop alla fyra ekvationer får vi resultatet som
skulle visas. 
Sats. Multiplikationen är kommutativ, associativ och distributivt
över additionen i Z:
Bevis. Vi börjar med kommutativiteten. Låt a = [〈m,n〉] och b =
[〈p, q〉]. Vi vill visa att a · b = b ·a. Eftersom a · b = [〈mp+nq,mq+np〉]
och b ·a = [〈pm+qn, pn+qm〉] så följer det direkt ur kommutitaviteten
för addition och multiplikation i N att a · b = b · a.
Associativiteten visar vi på samma sätt. Låt c = [〈r, s〉]. Då är
(a · b) · c = [〈(mp+ nq)r + (mq + np)s, (mp+ nq)s+ (mq + np)r〉]
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och
a · (b · c) = [〈m(pr + qs) + n(ps+ qr),m(ps+ qr) + n(pr + qs)].
Igen enligt kommutativiteten för addition och multiplikation i de na-
turliga talens mängd så gäller likheten (a · b) · c = a · (b · c).
För att bevisa den distributiva lagen så behöver vi visa att a · (b+
c) = (a · b) + (a · c). Vi skriver om ekvationens vänstra sida på följande
sätt
[〈m(p+ r) + n(q + s),m(q + s) + n(p+ r)〉],
sedan högra sidan som
[〈mp+ nq +mr + ns,mq + np+ms+ nr〉].
Då kan vi se att de är lika så att de lagar vi nu bevisar för hela
talen följer från samma egenskaper för de naturliga talen.

Av egenskaperna som gäller multiplikation av hela tal så behöver vi
ännu visa att det finns ett element som är ett så kallat identitetsele-
ment, dvs. 1 ∈ Z som har egenskapen att a · 1 = a för alla a ∈ Z.
Vi måste då också visa att detta identitetselement inte är noll och
att alltid då produkten blir noll så är någondera av faktorerna noll.
Bevis. Vi visar att ekvivalensklassen som definieras som talet 1 är
identitetselementet. Låt a = [〈m,n〉] och 1 = [〈2, 1〉]. Vi vill visa att
a · 1 = a. Vi erhåller att
a · 1 = [〈m2 + n1,m1 + n2〉] = [〈2m+ n,m+ 2n〉].
Vi kollar om högra sidan är samma ekvivalensklass som a = [〈m,n〉].
Vi ser att
〈m,n〉 ∼ 〈2m+ n,m+ 2n〉
eftersom
m+m+ 2n = 2m+ n+ n.
Alltså ger de samma ekvivalensklass och då är heltalen ekvivalenta.
För att kolla att 0 6= 1 gör vi följande uträkning
0 = [〈0, 0〉] 6= [〈2, 1〉] eftersom 1 6= 2.
Som följande steg bevisar vi nollregeln. Denna säger att då
[〈m,n〉] · [〈p, q〉] = 0,
så implicerar det att i alla fall den ena av faktorerna är noll. Observera
först att
0 · [〈p, q〉] = [〈1, 1〉] · [〈p, q〉] = [〈p+ q, p+ q〉] = 0
Om vi sedan antar att
[〈m,n〉] · [〈p, q〉] = 0
så får vi ur definitionen för vår ekvivalens att
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mp+ nq + 1 = mq + np+ 1.
Om vi antar att [〈m,n〉] 6= 0 så får vi att m 6= n. Låt m > n. Då
kan vi anta att m = n+ r får något r ∈ N. Då får vi att
[〈m,n〉] · [〈p, q〉] = [〈n+ r, n〉] · [〈p, q〉]
[〈r, 0〉] · [〈p, q〉] = [〈rp, rq〉]
= [〈0, 0〉].
Detta betyder att [〈p, q〉] = 0.

Ännu definierar vi ordningsrelationen får hela tal. För det ända-
målet behöver vi klargöra begreppen negativa och positiva heltal. Vi
börjar med positiva heltal.
Anta att för naturliga talen m,n,m0, n0 och p gäller att m0 > n0.
Detta betyder att m0 = n+ p. Om nu 〈m,n〉 ∈ [〈m0, n0〉] så har vi att
m+n0 = n+m0. Då får vi att m+n0 = n+n0 + p. Detta betyder att
m = n+ p alltså att m > n.
Då kallar vi [〈m0, n0〉] för ett positivt heltal. Dessutom kan man då
skriva att [〈m0, n0〉] = [〈p+ 1, 1〉] eftersom ekvationen m0 = n0 + p ger
m0+1 = n0+p+1, vilket i sin tur ger 〈m0, n0〉 ∼ 〈p+1, 1〉. Talet p ∈ N
är unikt eftersom (p + 1) + 1 = 1 + (q + 1)⇒ p = q fås ur ekvationen
[〈p+ 1, 1〉] = [〈p+ 1, 1〉].
Nu om m0 < n0 så om vi följer strukturen ovan så får vi ur re-
lationen 〈m,n〉 ∈ 〈m0, n0〉] att m < n. Då kallar vi [〈m0, n0〉] för ett
negativt heltal. På samma sätt som för positiva heltalen så finns det för
negativa heltal ett entydigt sätt att definiera dem i formen [〈1, q + 1〉].
Detta fungerar eftersom N är isomorf med delmängden {[〈n+1, 1〉]|n ∈
N} av Z (se noggrannare beskrivning sats 7.0.16).
Nu kan vi lätt definiera en ordninsrelation för de hela talen på
följande sätt:
4.2. Definition. [〈m,n〉] < [〈p, q〉] om differensen [〈m,n〉]−[〈p, q〉]
är negativ. [〈m,n〉] > [〈p, q〉] om differensen [〈m,n〉]−[〈p, q〉] är positiv.
Ur definitionen följer att [〈m,n〉] = [〈p, q〉] om differensen [〈m,n〉]−
[〈p, q〉] = 0 = [〈0, 0〉].
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Vi undersöker ekvationen som vi får med hjälp av sättet ovan att
skriva negativa tal:
[〈m,n〉]− [〈p, q〉] = [〈1, s+ 1〉]
[〈m,n〉] = [〈1, s+ 1〉] + [〈p, q〉]
[〈m,n〉] = [〈1 + p, s+ 1 + q〉]
Nu genom att skriva om detta utan ekvivalensklasser så får vi vill-
koren
m+ s+ 1 + q = n+ 1 + p ,dvs.
m+ q + s = n+ p.
Den senare likheten kan vi skriva om som [〈m,n〉] = [〈p, q + s〉] ur
vilket vi får att [〈m,n〉] < [〈p, q〉]. Beroende på positionen av s i vår
ekvation så får vi definitiva ordningar. T.ex. om vi lämnar bort s så
har vi att [〈m,n〉] = [〈p, q〉] medan om vi sätter att [〈m,n〉]− [〈p, q〉] =
[〈s+1, 1〉] så får vi att [〈m,n〉] = [〈p+s, q〉] vilket ger [〈m,n〉] > [〈p, q〉].
Alltså uppfylls det första kravet för en ordningsrelation.
Om vi har att [〈m,n〉] < [〈p, q〉] < [〈r, t〉] så gör vi lika som ovan för
[〈m,n〉]− [〈r, t〉] = [〈1, s+ 1〉]. På detta sätt kan vi se att vår definition
på ordning uppfyller det andra kravet för en ordningsrelation.
Sats. Låt a, b, c ∈ Z och a = [〈m,n〉], b = [〈p, q〉], c = [〈r, s〉] där
m,n, p, q, r, s ∈ N. Då, om p > 0 så gäller att
a < b⇔ a · c < b · c.
Bevis. Det räcker att visa att 0 < c ∧ a < b ⇒ a · c < b · c. Vi får
att s ∈ r och m+ q ∈ p+ n⇒ mr+ ns+ ps+ qr ∈ pr+ qs+ms+ nr.
Om vi sätter k = m+ q och l = p+ n så får vi
s ∈ r ∧ k ∈ l⇒ kr + ls ∈ ks+ lr,
vilket går lätt att visa. Alltså är beviset klart. 
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5. De Rationella talen
Man kan se övergången från de hela talen till rationella tal på ett
antal olika sätt. Den kan ses som ett behov att definiera en lösnings-
mängd för ekvationer av slaget där en multiplikativ invers inte är ett
heltal. Å andra sidan kan man se den som ett exempel på att i allmän-
het vidga egenskaperna hos en algebraisk struktur.
Mängden heltal bildar en heltalsring eller en såkallad integritets-
område. Medan nu kommer vi att vidga heltalsringen till en fraktions-
kropp eller kvotkropp, dvs. en mängd av alla sätt att dela hela talen
6= 0. Som resultat får vi en mängd där vi kan hitta en ordningsrelation
≤ så att för vilka två element som helst så innehåller deras mellanrum
en oändlig mängd element (detta bevisas senare).
Vi kommer att definiera rationella talen som vissa ekvivalensklasser
av ordnade par (a, b) ∈ Z. Eftersom vi använder oss av egenskaper för
division så måste b 6= 0.
För att uppnå lite mera algebraisk intresse så betraktar vi kon-
struktionen som ett allmänt utvidgande av ett integritetsområde (hel-
stalring) till en fraktionskropp.
Definition. 〈A,+, ·〉 är ett integritetsområde (dvs. en heltalsring)
om A är en ring och saknar nolldelare.
Med andra ord så är det inte möjligt att hitta a 6= 0 och b 6= 0 så
att a · b = 0.
Låt (A,+, ·) vara ett integritetsområde som vi vill utvidga till en
kvotkropp. Vi bildar mängden
(40) X = {(a, b)|a, b ∈ A, b 6= 0}
Definition. Två talpar (a, b) och (c, d) är i ekvivalensrelationen
(a, b) ∼ (c, d) (dvs. är ekvivalenta i X) omm ad = bc.
Vi verifierar att ∼ uppfyller kraven för en ekvivalensrelation genom
att konstatera att följande gäller:
Reflexivitet:
(a, b) ∼ (a, b)⇔ ab = ba
Symmetri:
((a, b) ∼ (c, d)⇔ (c, d) ∼ (a, b))⇔ (ad = bc⇔ cb = da)
Transitivitet:
((a, b) ∼ (c, d) ∧ (c, d) ∼ (e, f))⇒ ((a, b) ∼ (e, f))
⇔ ((ad = bc ∧ cf = de)⇒ (af = be))
På detta sätt har vi delat in X i ekvivalensklasser [(a, b)] som vi
betecknar med a
b
. Hela mängden med fraktioner betecknar vi med
(41) Q = { a
b
|a, b ∈ Z, b 6= 0}
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5.1. Addition och multiplikation i Q. . Låt oss definiera addi-
tion och multiplikation i mängden Q på följande sätt:
(42)
a
b
+
c
d
=
ad+ bc
bd
a
b
· c
d
=
ac
bd
Ännu har vi inte visat att vår definition på räkneoperationerna ovan
är väldefinierat. Det åstadkommer vi med följande teorem.
5.2. Sats. Om (a, b) ∼ (a′, b′) och (c, d) ∼ (c′, d′) så är
(1) (ad+ cb, bd) ∼ (a′d′ + c′b′, b′d′)
och
(2) (ac, bd) ∼ (a′c′, b′d′)
Bevis. Vi antar alltså att ab′ = a′b och cd′ = c′d. Därmed får vi
enligt räknereglerna för Z att
(ad+ cb)(b′d′) = (ab′)(dd′) + (cd′)(bb′)
= (a′b)(dd′) + (c′d)(bb′)
= (a′d′ + c′b′)(bd).
Eftersom bd 6= 0 och b′d′ 6= 0, så är (ad+ cb, bd) ∼ (a′d′ + c′b′, b′d′).
För multiplikation gör vi på samma sätt:
(43) (ac)(b′d′) = (ab′)(cd′) = (a′c′)(bd).
Eftersom igen bd 6= 0 och b′d′ 6= 0, så får vi att (ac, bd) ∼ (a′, c′, b′d′).

5.3. Q är en kropp. För att Q skall vara en kropp, så bör vi visa
att 〈Q,+, ·〉 är en kommutativ ring och att varje element i Q som inte
är noll har en invers. Alternativt visar vi att 〈Q\{0}, ·〉 och 〈Q,+〉 är
Abelska grupper som distribuerar över varandras räkneoperationer.
Vi börjar med att visa att 〈Q,+〉 är en kommutativ grupp:
Bevis. Låt x, y, z ∈ Q och a, b, c, d, e, f ∈ Z, så att x = [(a, b)], y =
[(c, d)], z = [(e, f)].
1. Kommutativitet:
x+ y = [(a, b)] + [(c, d)] = [(ad+ bc, bd)]
= [(bc+ ad, db)] = [(c, d)] + [(a, b)] = y + x.
2.Associativitet: Vi observerar att
(x+ y) + z = [((ad+ bc)f + e(bd), (bd)f)]
x+ (y + z) = [(a(df) + (cf + ed)b, b(df))].
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Eftersom nu addition och multiplikation är kommutativa, associa-
tiva och distributiva i Z så får vi att (x+ y) + z = x+ (y + z).
3. Neutralt element: Vi verifierar att [(0, 1)] duger som neutralele-
ment. Nämligen
[(a, b)] + [(0, 1)] = [(a · 1 + 0 · b, b · 1)] = [(a, b)].
4. Motelement till [(a, b)] ∈ Q:
[(a, b)] + [(−a, b)] = [(ab+ (−ab), b2)] = [(0, b2)] = [(0, 1)].

Sedan visar vi att 〈Q\{0}, ·〉 är en kommutativ grupp:
Bevis. 1. Kommutativitet:
x · y = [(ac, bd)] = [(ca, db)] = y · x.
2. Associativitet:
x · (y · z) = [(a(ce), b(df))] = [((ac)e, (bd)f)] = (x · y) · z.
3. Neutralt element: Vi visar att [(1, 1)] duger,
[(a, b)] · [(1, 1)] = [(a · 1, b · 1)] = [(a, b)].
4. Inverst element till [(a, b)] 6= [(0, 1)]:
[(a, b)] · [(b, a)] = [(ab, ba)] = [(1, 1)].

Det återstår att visa att multiplikation distribuerar över addition.
Bevis.
x · y + x · z = [(ac, bd)] + [(ae, bf)]
= [(acbf + aebd, b2df)]
= [(acf + aed, bdf)]
= [(a, b)] · [(cf + de, df)] = x · (y + z).

5.4. Ordningsrelationen ≤ i Q. Vi definierar ordningen genom
att definiera de positiva elementen i Q. Låt oss kalla (a, b) positivt
om ab > 0. Eftersom det inte är självklart att denna definition gäller
oberoende av valet av representant för ekvivalensklassen så behöver vi
till hjälp följande sats:
5.4.1. Sats. Om ab > 0 och (a, b) ∼ (c, d), så är cd > 0.
Bevis.
ad = bc⇒ (ad)(bc) = (bc)(bc)⇒ (ab)(cd) = (bc)2.
Nu är (bc)2 > 0 ⇒ (ab)(cd) > 0. Men ab > 0 ⇒ cd > 0. Eftersom
då a > 0, b > 0 ∈ Z så a · b > 0 enligt lemmat på sida 19 och satsen på
sida 26. 
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5.4.2. Definition. (a, b) < (c, d) om (c, d)− (a, b) > 0.
Direkt ur definitionen får vi (a, b) > (c, d)⇔ (ad− bc)bd > 0.
Som nästa steg säkrar vi oss av att vår definition tillfredställer kra-
ven för en ordningsrelation.
5.4.3. Sats. De rationella talen Q utgör en ordnad kropp.
Bevis. 1. Eftersom ordningen i Z är väldefinierad så gäller för (ad−
bc)bd ∈ Z endast ett av följande:
(a, b) < (c, d), (a, b) = (c, d), (a, b) > (c, d).
2. Om (a, b) > (c, d) och (c, d) > (e, f) så gäller att (ad − bc)bd >
0 och (cf − ed)df > 0.
Vi multiplicerar respektive sidor av olikheten (ad− bc)bd > 0 med
f 2 och (cf − ed)df > 0 med b2. Genom att addera dessa olikheter så
erhåller vi
f 2(ad− bc)bd+ b2(cf − ed)df > 0
ad2f 2b− b2cdf 2 + b2cdf 2 − b2ed2f > 0
abf 2 − b2ef > 0
(af − be)bf > 0.
Detta betyder att (a, b) > (e, f).

5.5. Ordningsrelationen i Q är tät och archimedisk.
5.5.1. Definition. Ordningsrelationen < i mängden A sägs vara tät
om det för godtyckliga element a, b ∈ A med a < b existerar ett element
c ∈ A, så att a < c < b.
5.5.2. Sats. Om (A,+, ·, <) är en ordnad kropp, så är A tät.
Bevis. Om a < b och a, b ∈ A, då är 2a = a+a < a+b < b+b = 2b
ur vilken vi får a < a+b
2
< b. 
5.5.3. Definition. En ordnad kropp (A,+, ·, <) kallas archimedisk
om det för godtyckliga a, b ∈ A med 0 < a < b finns ett naturligt tal
n ∈ N så att na ≥ b.
5.5.4. Sats. (Q,+, ·, <) är archimedisk.
Bevis. Låt x, y ∈ Q och 0 < x < y. Vi skriver om x = p
r
och
y = q
r
där p, q, r ∈ Z+. Då får vi att 0 < p
r
< q
r
. Detta leder till att
p
r
· rq = pq ≥ q ≥ q
r
eftersom om vi har att a > 0, b > 0 ∈ Q så får
vi ab > 0 direkt ur egenskaperna för heltal genom isomorfi (bevisas
senare). Om vi nu väljer att n = rq så får vi att nx ≥ y. 
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5.6. Det finns hål i Q. Även om vi ur föregående kan förstå
att det finns oändligt många rationella tal mellan varje heltal och till
och med mellan varje två rationella tal, så kan man visa att de inte
ännu tillfredställer kontinuumets täthet. Det vill säga det finns luckor
fortfarande. Hur kan vi visa det? Till exempel genom att visa att det
finns numeriska förhållanden som inte kan beskrivas med rationella tal.
Det klassiska exemplet är längden
√
2 på hypotenusan av en rätvinklig
triangel med båda kateterna av längden 1. Vad är kvadratroten av 2?
Hur kan vi visa att det inte är ett rationellt tal? Här är ett klassiskt
bevis:
5.6.1. Exempel. För alla x ∈ Q gäller att x2 6= 2.
Bevis. Anta att det existerar ett rationellt tal x = m
n
för vilken
det gäller att (m
n
)2 = 2. Vi kan dessutom anta att SGD(m,n) = 1
(där SGD står för största gemensamma nämnare). Nu kan vi skriva
m2 = 2n2. Då ärm ett jämnt tal och kan skrivas om som 2r. Ekvationen
får formen 2r2 = n2. Det betyder att n är också jämnt, vilket inte kan
stämma eftersom då skulle m och n ha 2 som största gemensamma
delare. Alltså finns det inget rationellt tal x ∈ Q för vilken x2 = 2. 
5.6.2. Definition. Det ordnade paret (X, Y ) kallas för ett snitt i Q
om X och Y är icke-tomma delmängder av Q så att
1. X
⋂
Y = ∅
2. X
⋃
Y = Q
3. Om x ∈ X, y ∈ Y , så är x < y.
5.6.3. Exempel. Om vi väljer att X = {x|x < 0 ∨ x2 < 2} och
Y = {x|x > 0 ∧ x2 > 2} så är (X, Y ) ett snitt.
5.7. Talföljder i Q.
5.7.1. Definition. Låt N∗ = {1, 2, ...}. En talföljd är en avbildning
F : N∗ → Q och betecknas (an) eller a1, a2, a3... där an = F (n) är dess
n:te element.
5.7.2. Definition. Talföljden (an) är begränsad om det finns ett a ∈
Q för vilken |an| < a i Q ∀ n ∈ N, där
|an| =
{
an då an ≥ 0
−an då an < 0 .
5.7.3. Definition. En talföljd (an) är fundamental om det finns för
varje  > 0 med  ∈ Q ett n ∈ N så att
(44) |an − am| <  för alla m,n ∈ N för vilka m ≥ n och n ≥ n.
5.7.4. Sats. Om (an) är en fundamentalföljd i Q så är den begrän-
sad.
Bevis. Låt  > 0 och  ∈ Q. Då enligt föregående definition på en
fundamentalföljd så finns det ett n ∈ N så att
|an − am| <  för alla m,n ∈ N för vilka m ≥ n och n ≥ n.
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Eftersom mängden {|a1|, |a2|, ..., |an|} är en ändlig delmängd av Q
så har den ett största element b. Alltså gäller
|an| ≤ b för alla n ≤ n.
Då vet vi att
|an| ≤ |an − an|+ |an| < + |an| för alla n ≤ n.
Alltså får vi att |an| ≤  + b för alla n ∈ N. Här använde vi oss av
triangelolikheten som bevisas i 5.7.7.

5.7.5. Sats. Om (X, Y ) är ett snitt i Q, så finns talföljder (xn) och
(yn) i Q så att för varje n ∈ N∗ gäller att xn ∈ X, yn ∈ Y
(45) yn − xn = 1
n
,
och
(46)
|xm − xn| < 1
n
och |ym − yn| < 1
n
för alla m ∈ N för vilka m ≥ n.
Bevis. Eftersom (X, Y ) är ett snitt så är X och Y icke-tomma.
Låt x ∈ X och y ∈ Y , då är y − x > 0 i Q. Vi vet att 1
n
> 0 för
varje n ∈ N∗. Eftersom Q är arkimedisk så vet vi att det existerar ett
kn ∈ N så att knn ≥ y − x. Det leder till att x + knn ≥ y vilket betyder
att (x+ kn
n
) ∈ Y . Då vet vi att mängden Mn = {m|x+ mn ∈ Y } har ett
minsta element mn. Därför gäller det att för varje n ∈ N∗ att
xn = x+
mn − 1
n
∈ X, yn = x+ mn
n
∈ Y
och
yn − xn = 1
n
.
För att bevisa den andra delen av påståendet så vet vi att för alla
n,m ∈ N gäller xn < ym. Vi får xn < ym = xm + 1m och xm < yn =
xn +
1
n
. Då får vi för alla m ≥ n ∈ N att
|xm − xn| = max{xm − xn, xn − xm} < max{ 1
n
,
1
m
} = 1
n
.
På samma sätt uppskattar vi |ym − yn|.

5.7.6. Definition. En talföljd (an) konvergerar mot a ∈ Q om det
för varje  > 0 och  ∈ Q finns någon n ∈ N så att
(47) |an − a| <  för alla n ∈ N för vilka n ≥ n.
Vi kallar a för gränsvärdet till (an) i Q. Vi betecknar detta med
lim
n→∞
an = a.
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Vi kommer att bevisa triangelolikheterna som nästa steg.
5.7.7. Sats. Triangelolikheterna
∣∣∣|x|−|y|∣∣∣ ≤ |x+y| ≤ |x|+|y| gäller
för alla x, y ∈ Q.
Bevis. Vi börjar med att bevisa påståendets högra sida. Vi får ur
definitionen på absolutbeloppet att −|x| ≤ x ≤ |x| och −|y| ≤ y ≤ |y|.
Om vi addera dessa olikheter så får vi |x+ y| ≤ |x|+ |y|. Detta är
påståendets högra del.
Med hjälp av högra sidan så kan vi bevisa vänstra sidan då
|x| = |x+ y + (−y)| ≤ |x+ y|+ | − y| = |x+ y|+ |y|.
Av detta följer att |x| − |y| ≤ |x+ y|. Ännu måste vi undersöka om
absolutbeloppet av |x| − |y| är mindre eller lika med |x+ y|. Då har vi
två fall:
−(|x| − |y|) = |y| − |x| ≤ |y + x| ≤ |x+ y|.
och
|x| − |y| ≥ −|x+ y|.
Av detta följer påståendet.

5.7.8. Sats. Om (an) konvergerar i Q så är (an) en fundamental-
följd.
Bevis. Låt limn→∞ an = a och  > 0 och  ∈ Q. Då är |an− a| < 2
för alla n ∈ N för vilka n ≥ n, där n ∈ N.
Alltså gäller att
|an − am| ≤ |an − a|+ |a− am| < .
för alla m,n ∈ N för vilka m > n och n > n. 
5.7.9. Sats. Det finns fundamentalföljder som inte konvergerar i Q.
Bevis. Låt (X, Y ) vara ett snitt som i exempel 5.6.3 ovan och låt
talföljderna (xn) och (yn) vara definierade som i sats 5.7.5. Då vet vi
att yn = xn + 1n < y + 1 ∀n ∈ N, där y ∈ Y .
Anta att limn→∞ xn = z ∈ Q. Vi visar att limn→∞ x2n = z2.
Nämligen, nu gäller för alla n ∈ N att
0 < 2− x2n < y2n − x2n = (yn − xn)(yn + xn) <
2yn
n
<
2(y + 1)
n
.
Detta betyder att
z2 = lim
n→∞
x2n = 2,
Det i sin tur betyder att x2 = 2 har en lösning i Q. Detta är en
motsägelse på grund av vad vi tidigare har visat. 
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Vad vet vi nu egentligen? De rationella talen bildar en tät mängd,
men ändå otillräcklig när det kommer till beskrivandet av en kontinui-
tet. Men anmärkningsvärt är övergången från ett integritetsområde till
något som verkar vara tät. Ändå var det möjligt utan större besvär att
visa existensen av ’hål’ i mängden av rationella tal. Dessa ’hål’ kallade
vi för snitt och vi visade till sist att dessa snitt är väldigt ’smala’, dvs.
rationella mängden är nog fortfarande tät. Men samtidigt kan man visa
att det finns tal som inte tillhör någon av de mängder som vi hittills
har arbetat med. Dessutom kan man visa att varje rationellt tal är om-
given av dessa så kallade irrationella tal. Det betyder att det blir dags
att övergå till de reella talen.
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6. De reella talen
Vi har använt oss av ekvivalensklasser av mängder med färre egen-
skaper för att bygga upp eller beskriva mängder med mera komplice-
rade egenskaper. Detta har varit möjligt eftersom vi har helt enkelt
hittat talpar ur föregående mängd som exakt beskriver tal i den nya
mängden. Det i sin tur kommer från att det fanns ekvationer i den
föregående mängden som inte kunde lösas i den mängden som var till
hands men svaret kunde beskrivas med tal ur den nya mängden. När vi
nu övergår till de reella talen från den rationella mängden så kan man
inte riktigt göra samma sak även om det lite verkar så. Vi kommer att
observera att utvidgningen från naturliga talen ända till de rationella
talen N→ Z→ Q var rent algebraisk till skillnad från övergången till
de reella talen R från de rationella Q som kommer att vara även analy-
tisk. Orsaken till att vi behöver reella tal är samma som i tidigare fall:
det finns ekvationer som behöver lösning. Men det är inte lika själv-
klart att vi kan använda rationella tal för att beskriva reella tal som
det var t.ex. då vi ville beskriva rationella tal med heltal förklaras med
mängdernas storlek. Mängders storlek kallas för kardinalitet, men det
går vi inte ännu in på. Istället får det räcka med att säga att mängden
av reella tal är strikt större än mängden av rationella tal och mängden
av rationella tal är lika stor som mängden av naturliga tal.
Men det går ändå att använda sig av ekvivalensklasser av rationella
tal då vi beskriver reella tal. Det finns flera olika sätt att göra det. Ett
sätt är att använda sig av decimalexpansioner, ett annat sätt är De-
dekinds snitt. Vi använder oss här av Cauchys fundamentalföljder av
rationella tal. Vi visade i förra avsnittet att det finns fundamentalfölj-
der som inte konvergerar i Q. Det är bland annat dessa som vi kommer
att använda oss av i definitionen av reella tal.
6.0.10. Beteckning. Om (an) konvergerar i Q så betecknar vi dess
gränsvärde med L(an).
6.1. Talen i R. Som Cohen och Ehrlich, så kommer jag att be-
teckna mängden av alla fundamentala rationella talföljder med FQ.
Först är det på plats att gå igenom grundläggande regler för räk-
neoperationer på rationella talföljder.
6.1.1. Sats. Om L(an) = a och L(bn) = b, så gäller följande regler:
(48) L(an + bn) = a+ b
och
(49) L(anbn) = ab.
Bevis. Låt  > 0 och  ∈ Q. Ur antagandet får vi att det existerar
n
′
, n
′′
 i N så att
|an − a| < 
2
för alla n ≥ n′,
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|bn − b| < 
2
för alla n ≥ n′′ .
Låt n = max{n′, n′′ }. Då gäller enligt triangelolikheten 5.7.7 att
|(an + bn)− (a+ b)| ≤ |an − a|+ |bn − b| <  för alla n ≥ n.
Alltså är första regeln bevisad.
Ur sats 5.7.4 så får vi att det existerar sådana a′, b′ i Q att |an| < a′
och |bn| < b′ för alla n ∈ N.
Låt nu c = max{a′, b′}. Då 
2c
> 0 och n∗ , n∗∗ ∈ N så har vi att
|an − a| < 
2c
för alla n ≥ n∗ ,
och
|bn − b| < 
2c
för alla n ≥ n∗∗ .
Låt n+ = max{n∗ , n∗∗ }. Då får vi ur föregående olikheter och
anbn − anb+ anb− ab = an(bn − b) + b(an − a)
att
|anbn − ab| ≤ |an||bn − b|+ |b||an − a| < a′ 
2c
+ b′

2c
≤  för alla n ≥ n+ .
Detta bevisar den andra räkneregeln.

6.1.2. Definition. Vi definierar en ekvivalensrelation (xn) ∼ (yn) i
mängden av fundamentalföljder i FQ som gränsvärdet L(xn − yn) = 0.
6.1.3. Sats. Relationen ∼ är en ekvivalensrelation i FQ.
Bevis. Vi behöver visa att vår ekvivalensrelation är reflexiv, sym-
metrisk och transitiv. Vi har ∼= {((xn), (yn))| L(xn − yn) = 0}.
1. Reflexiv: L(xn − xn) = L(0) = 0.
2. Symmetrisk: Om L(xn − yn) = 0, då är L(−(xn − yn)) = L(yn −
xn) = 0.
3. Transitiv: Om L(xn − yn) = 0 och L(yn − zn) = 0, då är
L(xn − zn) = L(xn + yn − yn − zn) = L(xn − yn) + L(yn − zn).
Enligt sats 6.1.1. 
6.1.4. Definition. Ett reellt tal är en ekvivalensklass [(xn)] för ek-
vivalensrelationen ∼ definierad ovan, där (xn) är en rationell funda-
mentalföljd. De reella talens mängd betecknas med R.
6.1.5. Definition. Vi definierar summan av de reella talen [(xn)]
som
(50) [(xn)] + [(yn)] = [(xn + yn)]
och multiplikation som
(51) [(xn)][(yn)] = [(xnyn)].
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6.2. Räkneoperationer i R. Först måste vi visa att räkneopera-
tionerna inte är beroende av valet av representant för en given ekviva-
lensklass.
6.2.1. Sats. Om (xn), (yn), (x′n), (y′n) ∈ FQ och (xn) ∼ (x′n),
(yn) ∼ (y′n) så gäller att
1. (xn + yn) ∼ (x′n + y′n)
2. (xnyn) ∼ (x′ny′n).
Bevis. 1. Första delens bevis:
L((xn + yn)− (x′n + y′n)) = L(xn − x′n + yn − y′n)
= L(xn − x′n) + L(yn − y′n) = 0 + 0 = 0 i Q.
2. Vi vet från kapitel 5.7 att (xn) < a och (y′n) < b för ∀n ∈ N eftersom
de hör till FQ. Ur antagandet får vi för varje  > 0 , med  ∈ Q att det
finns n′, n′′ ∈ N att
|xn − x′n| <

2b
för alla n ∈ N med n ≥ n′
och
|yn − y′n| <

2a
för alla n ∈ N med n ≥ n′′ .
Nu får vi att
|xnyn − x′ny′n| = |xnyn + xny′n − xny′n − x′ny′n|
≤ |xnyn + xny′n|+ |xny′n − x′ny′n|
= |xn||yn − y′n|+ |y′n||xn − x′n|
< xn

2a
+ y′n

2b
= 
För alla n ∈ N med n ≥ n = max{n′, n′′}. Därför är L(xnyn−x′ny′n) =
0.

För att visa att R är en kropp så behöver vi först visa följande
egenskap för fundamentalföljder i Q:
6.2.2. Lemma. Om (an) är en fundamentalföljd i Q som inte har
gränsvärdet 0, då finns det en fundamentalföljd (bn) iQ så att L(anbn) =
1.
Bevis. Eftersom (an) inte har gränsvärdet 0 i A så existerar det
ett υ > 0 i Q och n ∈ N så att |an| ≥ υ för alla k ≥ n.
Låt nu b1 = 1 för alla n < r och bn = 1an för alla n ≥ r. Då är (bn)
en talföljd i Q. Om  > 0 i A så finns det ett n ∈ N så att
|am − an| < υ2 för alla m,n ≥ n.
Om vi nu kombinerar det som vi vet så får vi att
|bm − bn| = |am − an||am||an| < υ
2 · 1
υ2
=  ∀m,n ≥ max{r, n}.
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Då är (bn) en fundamentalföljd i A och anbn = 1 ∀n ≥ r och L(anbn) =
1.

6.2.3. Sats. 〈R,+, ·〉 är en kropp.
Bevis. Det är tillräckligt att visa att 〈R,+〉 och 〈R\{0}, ·〉 är abels-
ka grupper och att multiplikation distribuerar över addition. Låt α, β, γ ∈
R och (xn), (yn), (zn) ∈ FQ så att α = [(xn)], β = [(yn)], γ = [(zn)].
〈R,+〉:
1. Associativitet:
α + (β + γ) = [(xn)] + [((yn) + (zn))] = [(xn) + (yn + zn)]
= [(xn + yn + zn)] = [(xn + yn)] + [(zn)] = [((xn) + (yn))] + [(zn)]
= (α + β) + γ.
2. Neutrala elementet 0 = [(0, 0, 0, ..)]:
[(xn)] + 0 = 0 + [(xn)] = [(xn)]
3. Motelementet:
[(xn)] + [(−xn)] = 0
4. Kommutativitet:
[(xn)] + [(yn)] = [(xn + yn)] = [(yn + xn)] = [(yn)] + [(xn)].
〈R\{0}, ·〉:
1. Associativitet:
α(βγ) = [(xn)][((yn)(zn))] = [(xnynzn)] = [((xn)(yn))][(zn)] = (αβ)γ
2. Neutrala elementet för multiplikation. Vi påstår att 1 = [(1, 1, ...)]
duger:
[(xn)] · [(1)] = [(xn · 1)] = [(xn)]
3. Inversa elementet till [(xn)] 6= 0:
Anta att [(xn)] 6= 0. Då är |xn| ≥ r > 0 för n ≥ n0. Vi väljer att
yn =
1
xn
då n ≥ n0 och yn = 1, då 1 ≤ n ≤ n0.
Då har vi hittat (yn) ∈ FQ så att L(xnyn) = 1 alltså [(yn)] = [(xn)]−1
4. Kommutativitet:
[(xn)][(yn)] = [(xnyn)] = [(ynxn)] = [(yn)][(xn)]
Distributivitet:
α(β + γ) = [(xn)][((yn) + (zn))]
= [(xn)][(yn + zn)] = [(xn(yn + zn))]
= [(xnyn + xnzn)] = [(xn)][(yn)] + [(xn)][(zn)] = αβ + αγ.
36

6.2.4. Definition. Talföljden (an) är positiv om det existerar ett
d > 0 i Q och k ∈ N så att an ≥ d i Q för alla n ≥ k.
Vi visar att positiviteten inte är beroende av representanter för
ekvivalensklassen.
6.2.5. Sats. Om (xn) ∼ (x′n) och (xn) är en positiv talföljd, så är
(x′n) också en positiv talföljd.
Bevis. Då (xn) är en positiv talföljd så finns det ett tal  > 0 ,
 ∈ Q och n ∈ N så att xn ≥  för n ≥ n. Eftersom (xn) ∼ (x′n) så
finns det ett n′ ∈ N så att
|x′n − xn| <

2
för n ≥ n′
Vi har att− 
2
< x′n−xn < 2 för n ≥ n′. Men om n¯ = max{n, n′} ∈
N, så
x′n = (x
′
n − xn) + xn > −

2
+  =

2
> 0 för alla n ≥ n¯.

6.2.6. Definition. Vi definierar ordningsrelationen i R som [(xn)] >
[(yn)] om [(xn − yn)] > 0.
Vi visar att vår definition fyller kraven för en ordningsrelation.
Bevis. 1. Låt (xn) ∈ α och (yn) ∈ β och α, β ∈ R. Om L(xn −
yn) = 0 så är α = β. Om (xn) och (yn) är positiva talföljder och
L(xn−yn) 6= 0, så vet vi att det existerar ett d > 0 i Q så att för något
k ∈ N är xn − yn ≥ d eller xn − yn ≤ −d för alla n > k.
Anta att xn− yn ≥ d. Låt (x′n) ∈ α. Då är L(xn− x′n) = 0. Det ger
oss att det existerar ett m′ ∈ N så att |xn−x′n| < d4 för alla n > m′. Låt
(y′n) ∈ β. Det betyder att L(yn − y′n) = 0. Alltså existerar ett m′′ ∈ N
så att |yn − y′n| < d4 för alla n ≥ m′′.
Om vi antar att n > max{m,m′,m′′} så får vi att
x′n − y′n = xn − yn + x′n − xn + yn − y′n ≥ d−
d
4
− d
4
=
d
2
.
Det betyder att [(xn−yn)] > 0, alltså att [(xn)] > [(yn)]. På samma
sätt får vi från xn− yn ≤ −d att [(xn)] < [(yn)]. Alltså kan bara ett av
alternativen α = β, α < β och α > β gälla.
2. Anta att α < β och β < γ ∈ R. Låt (xn) ∈ α, (yn) ∈ β och
(zn) ∈ γ. Nu vet vi att det existerar d, d′ ∈ Q och m,m′ ∈ N så att
yn − xn ≥ d för n > m och zn − yn ≥ d′ för n ≥ m′. Då vet vi att
zn − xn = zn − yn + yn − xn ≥ d + d′ när n > max{m,m′}. Alltså är
α < γ.

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6.2.7. Definition. Låt A ⊂ R. Det reella talet M är en övre gräns
till mängden A om och endast om för varje a ∈ A gäller att a ≤M .
6.2.8. Definition. Det reella talet M är supremum till mängden
A ⊂ R om och endast om det är den minsta övre gränsen till mäng-
den A och inget mindre reellt tal är övre gräns till mängden A. Då
betecknar vi sup(A) = M .
6.2.9. Definition. 〈R,+, ·〉 är fullständig om varje fundamentalföljd
konvergerar i R. Detta är ekvivalent med att varje uppåt begränsad del-
mängd av R har ett supremum.
För att visa att R är fullständig så behöver vi följande sats och
lemman.
6.2.10. Sats. Varje rationell fundamentalföljd konvergerar i R. Det
vill säga om (xn) ∈ α så är L(xn) = α i R.
Bevis. För  > 0 låt a ∈ Q så att 0 < a < . Då (xn) är en
fundamentalföljd i Q så finns det ett na ∈ N så att
|xm − xn| < a
2
för alla m,n ≥ na.
Detta betyder att för alla m,n ≥ na så gäller a−|xn−xm| > a2 och
för alla n ≥ na så är (ym) = (a−|xn−xm|) en positiv fundamentalföljd
i R. Vilket ger att för alla n ≥ na så är [(ym)] = [(a− |xn − xm|)] i R.
Men då är
|xn − α| = |xn − [(xm)]| = [(|xn − xm|)] < [(a)] = a <  ∀n ≥ na.
Då är L(xn) = α i R.

6.2.11. Lemma. Om α ∈ R och  > 0 i R, då finns det ett x ∈ Q
så att |α− x| <  i R.
Bevis. Om (xn) ∈ α, så är α = L(xn). Alltså för alla  > 0 i R
så finns det ett n ∈ N så att |α − xn| <  för varje n ≥ n. Välj
x = xn ∈ Q så får vi |α− x| <  där x = [(x, x, ...)].

6.2.12. Lemma. 〈R,+, ·, <〉 är en arkhimedisk ordnad kropp.
Bevis. Låt α, β ∈ R så att 0 < α < β och x, y ∈ Q så att 0 < x <
α < β ≤ y < α + β i R. Nu eftersom Q är arkimedisk så finns det ett
n ∈ N så att nx ≥ y i R. Alltså nα > nx ≥ y ≥ β.

6.2.13. Sats. R är fullständig.
Bevis. Låt (αn) vara en fundamentalföljd i R. Enligt vårt första
lemma så finns det för varje n ∈ N ett zn ∈ Q så att
|αn − zn| < 1
n
.
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Vi vill visa att (zn) är en fundamentalföljd i Q. Eftersom R är arkime-
disk så får vi att L( 1
n
) = 0 i R. Nu så får vi för varje  > 0 ett n1 ∈ N
så att
|αn − zn| < 1
n
<

3
∀n ≥ n1.
Då (αn) är en fundamentalföljd i R så finns det ett n2 ∈ N så att
|αm − αn| < 
3
∀n,m ≥ n2.
Alltså följer att
|zm − zn| ≤ |zm − αm|+ |αm − αn|+ |αn − zn| < 
3
+

3
+

3
= 
för alla m,n med m,n ≥ max{n1, n2}. Detta visar att (zn) är en fun-
damentalföljd i Q. Enligt föregående sats så är L(zn) = [(zn)] = α i R.
Då finns det ett n3 ∈ N så att
|zn − α| < 2
3
∀n ≥ n3.
Men då är
|αn − α| ≤ |αn − zn|+ |zn − α| < 
3
+
2
3
=  ∀n ≥ max{n1, n3}.
Alltså L(αn) = α.

Ett annat sätt att visa de reella talens fullständighet skulle vara att
först definiera de reella talen som Dedekind snitt och från detta härleda
att varje uppåt begränsad delmängd av reella tal har ett supremum.
39
7. Isomorfi och storlek
Vi har nu byggt upp de reella talen från de naturliga talen. För
att vara helt tydlig så har vi alltså alltid byggt upp följande mängd
så att den har föregående mängds egenskaper. Det vill säga föregående
talmängd innehålls inte i den nya, men istället så kan man visa att det
finns en mängd som är ’helt som’ den föregående talmängden. Detta
kallas för en isomorfi. Vilket betyder att operationerna i respektive
grupper (eller ringar, kroppar etc.) bevaras.
7.0.14. Definition. Låt (A, ◦) och (A′, ◦′) vara grupper. Avbildning-
en f : A→ A′ kallas för en gruppisomorfism om den är bijektiv och
(52) f(a ◦ b) = f(a) ◦′ f(b) ∀a, b ∈ A.
7.0.15. Definition. Låt (A,+, ·) och (A′,+′, ·′) vara ringar. Avbild-
ningen f : A → A′ kallas för en ringisomorfism om den är bijektiv
och
f(a+ b) = f(a) + f(b)
f(a · b) = f(a) · f(b)
för alla a, b ∈ A.
7.0.16. Sats. N är isomorfisk med delmängden {[〈n+ 1, 1〉]|n ∈ N}
av Z.
Bevis. Avbildningen f : N → Z där f(p) = [〈p + 1, 1〉] är en
bijektion och
i) f(p+q) = [〈p+q+1, 1〉] = [〈p+q+2, 2〉] = [〈p+1, 1〉]+[〈q+1, 1〉] =
f(p) + f(q).
Avbildningen f : N→ Z+ bevarar dessutom ordningen <: p < q ⇒
f(p) < f(q), eftersom f(p)−f(q) = [〈p+1, 1〉]−[〈q+1, 1〉] = [〈p, q〉] < 0.

7.0.17. Sats. Z och heltalen i Q är isomorfa och ringisomorfa. Det
vill säga att det finns en isomorfism mellan de ordnade ringarna (Z,+, ·, <
) och ({m
1
: m ∈ Z},+, ·, <).
Bevis. Om [m,n] ∈ Q och m = pn för m,n, p ∈ Z så är [m,n] ett
helt rationellt tal som kan alltså betecknas som [p, 1]. Mängden av alla
rationella heltal betecknas här som Qh.
Avbildningen f : Z→ Qh där f(p) = [p, 1] är en bijektion som fyller
kraven för isomorfi:
i) f(p+ q) = p+q
1
= p
1
+ q
1
= f(p) + f(q).
ii) f(pq) = pq
1
= p
1
q
1
= f(p)f(q).
iii) Om p > q så f(p) > f(q), eftersom f(p) − f(q) = f(p − q) =
[(p− q, 1)] > 0.

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7.0.18. Sats. R innehåller en talmängd som är isomorf med Q. Det
vill säga det finns en ringisomorfism f : Q → f(Q) ⊂ R som bevarar
ordningen.
Bevis. Vi vet att [(x)] = [(y)] i R om och endast om (x) ∼ (y) om
och endast om x = y i Q. Alltså vi undersöker avbildningen f : Q→ R
där f(x) = [(x)].
i) f(x+ y) = [(x+ y)] = [(x)] + [(y)] = f(x) + f(y).
ii) f(xy) = [(xy)] = [(x)][(y)] = f(x)f(y).
iii) x < y i Q om och endast om y−x > 0, detta betyder att (y−x)
är en positiv talföljd i FQ. Samtidigt så är [(x)] < [(y)] i R om och
endast om [(y)] − [(x)] > 0, detta betyder att (y − x) är en positiv
talföljd i FQ. Alltså x < y i Q om och endast om [(x)] < [(y)] i R.

Som nästa steg förundrar vi oss över ett gammalt men ändå relativt
nytt fynd, det vill säga skillnaden på de naturliga talens och de reella
talens mängder.
Vi behöver kardinalitet ett sätt att jämföra mängders storlek.
7.0.19. Definition. Två mängder A och B är lika stora det vill säga,
har samma kardinalitet, om det finns en bijektion f : A → B. Då
skriver vi att A ≈ B.
7.0.20. Exempel. N ≈ Z.
Vi kan se att det finns en bijektion om vi ordnar heltalen på följande
sätt:
0,−1, 1,−2, 2,−3, 3...
7.0.21. Exempel. N ≈ Q+.
Om vi gör en rad av alla p
q
∈ Q där p, q ∈ N\{0} så att vi börjar
med alla kombinationer av p och q så att p+ q = 2, sedan alla p och q
så att p+ q = 3 osv. så ser vi att Q är numrerbart oändlig.
Till sist visar vi att det finns flera element i mängden R än i dessa
andra bekanta mängder.
7.0.22. Sats. Mängden R är icke-numrerbar.
Bevis. Vi visar detta med Cantors diagonalargument. Det börjar
med att vi försöker bygga upp en bijektion mellan de naturliga talen
och de reella talen. Det vill säga, vi försöker associera ett entydigt
naturligt tal till varje reellt tal. Sedan visar vi att det är möjligt att
hitta ett reellt tal z som inte kan finnas i vår funktions målmängd.
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Anta alltså att det finns en funktion f : N→ R som kan se t.ex. ut
så här:
f(0) = 5, 2351234...
f(1) = −1234, 42555...
f(2) = 0, 4343433442...
.
.
.
Om vi väljer z så att dess heltalsdel är 0 och varje (n+1):sta decimal
är 4 om (n+ 1):sta decimalen för f(n) inte är 4, annars så väljer vi att
den är 5. I vårt exempel så får vi att z = 0, 445....
Då vet vi att z /∈ ran f eftersom den skiljer sig åtminstone med
(n+1):sta decimalen från varje f(n) där motsvarande decimal är endera
4 eller 5. Men det är tydligt att z ∈ R. Därför kan man inte hitta en
bijektion mellan N och R, vilket betyder att R inte är numrerbart
oändlig. 
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8. Slutord
Med startpunkten i tal som vi kallar för naturliga tal, det vill säga
tal som vi kan uppfatta som antalet element konkreta mängder, en po-
sition i en ordning, storlek osv. har vi byggt upp med en abstraktion
mera komplicerade men samtidigt intuitivt fattbara mängder av tal.
Dessa är tal med vilka vi kan uppfatta vårt sätt att se på omvärlden
på ett sätt vi inte kunde förut. Vi har utfört detta med hjälp av ut-
vidgandet av uppfattningen vi har av konkreta mängder med hjälp av
operationer och förhållanden emellan elementen som vi intuitivt tänker
oss att borde gälla och som vi försöker hitta logiska härledningar till
genom att studera kända fenomen. Ett fruktbart sätt att tala om det
som man tror att skall gälla, ett sätt där man har en grund för vad
man påstår och är beredd att härleda det. Exempelvis för de naturliga
talens förhållanden så känns det onödigt att inte definiera begreppet
subtraktion då inversen inte kan definieras för varje addition i naturliga
talens mängd, så det blir lätt då att bara utvidga horisonten till hela
talen osv. Till sist befinner vi oss i en situation där tallinjen är fylld och
alla hål som vi känner till är täckta. Då lyfter nästa gåta sitt huvud
och vi är förundrade över kardinaliteten, dvs. storleken av mängder.
Exempelvis är de reella talens kardinalitet den minsta icke-numrerbara
storleken? Frågor som dyker upp efter att gamla svar har blivit en va-
na är ett tecken på en rätt väg, vi får aldrig befinna oss i en situation
där vi tror oss veta allting och vi slutar fundera över livets och alltets
gåtor. Matematiken är aldrig färdig. Den kan inte sluta förrän män-
niskan slutar tänka och vara nyfiken. Därför är matematiken vacker,
icke-numrerbart oändligt vacker.
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