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We theoretically investigate the supercurrent-induced magnetization dynamics of a two-
dimensional lattice of ferromagnetically ordered spins placed on a conventional superconductor with
broken spatial inversion symmetry and strong spin-orbit coupling. We develop a phenomenologi-
cal description of the coupled dynamics of the superconducting condensate and the spin system,
and demonstrate that supercurrents produce a reactive spin-orbit torque on the magnetization. By
performing a microscopic self-consistent calculation, we show that the spin-orbit torque originates
from a spin-polarization of the Cooper pairs due to current-induced spin-triplet correlations. In-
terestingly, we find that there exists an intrinsic limitation for the maximum achievable spin-orbit
torque, which is determined by the coupling strength between the condensate and the spin system.
In proximitized hole-doped semiconductors, the maximum achievable spin-orbit torque field is esti-
mated to be on the order of 0.16 mT, which is comparable to the critical field for current-induced
magnetization switching in ferromagnetic semiconductors.
I. INTRODUCTION
In metallic ferromagnets, spin-polarized currents can
induce a spin-transfer-torque (STT) on the magneti-
zation via direct transfer of spin-angular momentum
from the itinerant charge carriers to the local magnetic
moments.1 This phenomenon has opened the door for
current-driven manipulation of magnetization in spin-
tronic devices. However, a limiting factor is the high
current densities required to switch the magnetization
and the associated large dissipation and Joule heating.
A new and alternative current-induced spin-torque
mechanism has been observed in systems with broken
spatial inversion symmetry and strong spin-orbit cou-
pling (SOC).2–8 Due to the SOC of these systems, an
electric current is always accompanied by a net spin-
polarization of the charge carriers,9–17 which via the
exchange interaction produces a torque on the magne-
tization. Such relativistic current-induced torques are
commonly referred to as spin-orbit torques (SOTs). In
contrast to the STTs, the SOTs require neither spin-
polarizers nor textured ferromagnets to induce magneti-
zation dynamics. Furthermore, the SOTs show remark-
ably high torque efficiencies,2–4 leading to magnetization
reversal at current densities that are approximately an
order-of-magnitude smaller than that typically observed
for STT-induced switching in metallic systems.
In the past few years, there has been a rapidly grow-
ing interest in superconductor-ferromagnet heterostruc-
tures with strong SOC.18–27 These systems are particu-
larly intriguing because they are considered to be promis-
ing platforms for realizing topological superconductiv-
ity. This was recently experimentally demonstrated for a
chain of magnetic atoms placed on a conventional super-
conductor, where signatures of Majorana fermions at the
edges of the chain were observed.22 Topological super-
conductivity has also been predicted in two-dimensional
lattices of ferromagnetically ordered adatoms.23–27
So far, there is little knowledge of how supercurrents
in these systems influence the ordered spins. However,
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FIG. 1: (color online). (a) Ferromagnetically ordered adatom
spins on a superconductor with strong SOC. (b) Energy dis-
persion of a system with Rashba SOC and an exchange field
along the y-axis. A typical Fermi surface of this system is
illustrated in (c). Optimal Cooper pairing occurs for mo-
mentum states with a finite center of mass momentum, i.e.,
k+Q/2 and −k+Q/2.
studies on ferromagnetic Josephson junctions have shown
that supercurrents can produce a torque on the ferromag-
netic interlayer via the creation of spin-triplet Cooper
pairs.28–34 The spin-triplet correlations in the interlayer
are generated either via magnetic textures, ferromagnet-
normal metal-ferromagnet trilayers, or SOC. Supercon-
ductors with broken spatial inversion symmetry and
strong SOC will be in a mixed superconducting state
of singlet and triplet pairings.35 The Cooper pairs can
thus develop a net spin polarization when the time re-
versal symmetry is broken. Because the superconduc-
tor/adatom systems have both broken spatial inversion
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2symmetry and strong SOC, an interesting question is
whether supercurrents in these systems result in current-
driven magnetization dynamics.
In this work, we consider a lattice of ferromagneti-
cally ordered spins in contact with a conventional su-
perconductor with broken spatial inversion symmetry
and strong SOC (Fig. 1a). We find that supercur-
rents produce a reactive SOT on the spins and formu-
late a phenomenological description of the supercurrent-
induced magnetization dynamics. In contrast to nor-
mal metallic ferromagnets, the back-action of the spin
dynamics on the superconducting system is important,
and the resulting equations for the condensate and the
spin system should be solved simultaneously to provide
a correct description of the dynamics. Furthermore,
we study the spin-torque mechanism by using a tight-
binding Bogoliubov-de Gennes (BdG) formalism to self-
consistently calculate the response of the system to a
supercurrent. We show that the SOT originates from
current-induced spin-triplet correlations, which is deter-
mined by the orientation of the supercurrent with respect
to the crystallographic axes. Moreover, we find that there
exists an intrinsic limitation for the maximum achievable
SOT and estimate the corresponding effective SOT field
to be on the order of 0.16 mT in proximitized hole-doped
semiconductors, which is comparable to the critical SOT
field for magnetization reversal in (Ga,Mn)As. We there-
fore believe that the supercurrent-induced SOTs can lead
to the development of new efficient techniques for manip-
ulating magnetization, which minimize the disadvantages
associated with dissipation and Joule heating.
II. PHENOMENOLOGICAL DESCRIPTION
In what follows, we develop a phenomenology that cap-
tures the low-frequency long-wavelength physics of the
supercurrent-induced magnetization dynamics. The su-
perconducting condensate is treated in the framework
of the Ginzburg-Landau theory, which is valid at length
scales larger than the superconducting coherence length
ζ0. We assume a homogeneous ferromagnetic equilibrium
state and consider spatial modulations of the ferromag-
netic order parameter at length scales much larger than
the exchange length lex ∼
√
J/K set by the spin stiff-
ness J and relevant anisotropy constants K. Typically,
lex ∼ 10 − 100 nm and ζ0 ∼ 40 − 360 nm.1,36 The char-
acteristic frequency ω of ferromagnets is on the order
of ω ∼ 1 GHz,1 which is far below the typical energy
gap of superconductors: h¯ω << ∆ ∼ 0.18 − 1.5 meV.36
The magnetization precession will therefore not lead to
quasi-particle excitations in the superconductor and we
can assume that the condensate responds adiabatically
to the magnetization dynamics.
We start by formulating the free energy functional,
F [m, ψ,A], of the system:
F =
∫
dr [Fm (m) + Fme (m, ψ,A) + Fe (ψ,A)] . (1)
Here, m(r, t) represents the order parameter of the spin
system and is a unit vector parallel to the magneti-
zation M(r, t) = Msm(r, t), ψ(r, t) is the order pa-
rameter field of the superconductor, and A(r, t) is the
magnetic vector potential that yields the magnetic field
B(r, t) = ∇ × A(r, t). Fm and Fe are the free energy
densities of the isolated spin system and superconduct-
ing condensate, respectively,1,36
Fm =
∑
ij
Jij
2
∂im · ∂jm + U(m),
Fe =
∑
ij
Kij(Πiψ)
∗(Πjψ) + α|ψ|2 + β
2
|ψ|4 + B
2
8pi
,
where U describes the magnetic anisotropy energy, Π =
−ih¯∇− (2e/c)A is the momentum operator of the con-
densate, 2e is the charge of the Cooper pairs, and c is the
speed of light. Jij and Kij are second-rank polar tensors,
which are invariant under the symmetry point group of
the system.37
The term Fme describes the coupling between the su-
perconductor and the magnetization. We consider weak
modulations of a homogenous ferromagnetic equilibrium
state and can thus neglect magnetoelectric coupling ef-
fects associated with magnetic textures. In this case, Fme
is governed by the Lifshitz invariant38
Fme = −
∑
ij
κijmiΛj , (2)
where Λ = ψ∗Πψ + ψΠ∗ψ∗ represents the momentum
density of the superconducting condensate. The tensor
κij is linear in the SOC and is an invariant axial ten-
sor of the point group.37 Consequently, the tensor van-
ishes for systems with spatial inversion symmetry. Fme
can be derived microscopically by considering an s-wave
superconductor with SOC of the form ηso,ijσipj (where
ηso,ij ∝ κij ) and calculate the energy change due to a
Zeeman field.38
So far, most works have concentrated on the effects of
the Lifshitz invariant (2) in non-centrosymmetric super-
conductors exposed to an external magnetic field. How-
ever, two recent studies showed that Fme leads to persis-
tent currents in a conventional superconductor with SOC
when magnetic impurities are placed at the surface.39
Fme couples the momentum of the condensate to the
direction of the magnetization and favors a spatial mod-
ulation of ψ in equilibrium. The physical origin of Fme
is an SOC-induced shift of the Fermi surface, leading to
a finite center of mass momentum of the Cooper pairs.
To illustrate this phenomenon, consider a system with
Rashba SOC and a Zeeman splitting h0 along the y-
axis induced by the magnetization (Fig. 1b): H(k) =
h¯2k2/2m+αR(k×zˆ)·σ+h0σy. Here, σ is a vector consist-
ing of the Pauli matrices, m is the effective quasi-particle
mass, and αR parameterizes the SOC. For this system,
the Lifshitz invariant becomes Fme = −κ(zˆ×m)·Λ. The
Fermi surface of the Hamiltonian is two circles, whose
3centers are shifted in opposite directions along the x-axis
(Fig. 1c). Due to the shift of the Fermi surface, the op-
timal Cooper pairing occurs for momentum states with
a finite center of mass momentum, i.e., k + Q/2 and
−k + Q/2. Therefore, the order-parameter field gains a
spatial modulation ψ ∼ exp(iQ·r) in equilibrium; a state
that is referred to as the helical phase.38 Phenomenolog-
ically, the helical phase is captured by the Lifshitz in-
variant Fme ∼ −κ(zˆ ×m) · Q, which favors the vector
Q to be perpendicular to the in-plane component of the
magnetization.
In what follows, we demonstrate that the Lifshitz in-
variant also leads to a reciprocal phenomenon of the he-
lical phase. If ψ is forced to have a spatial modulation
∼ exp(iq·r) such that a supercurrent is induced, then the
condensate can via Fme lower its energy by developing a
net spin density Sind (and magnetic moment mind) per-
pendicular to the vector q: Fme ∼ −κ(zˆ×mind) · q < 0.
Importantly, we find that the induced spin density Sind
produces a novel SOT on the magnetization.
The magnetization dynamics is described by the
Landau-Lifshitz-Gilbert (LLG) equation1
m˙ = −γm× [Heff + Hso] + αGm× m˙. (3)
Here, Heff = −(1/Ms)δFm/δm is the effective field found
from the magnetic free energy functional Fm =
∫
drFm,
γ is the gyromagnetic ratio, and the term proportional
to the Gilbert damping parameter αG determines the
magnetization dissipation. Because of the Lifshitz in-
variant (2), the variation of Eq. (1) with respect to the
magnetization also yields a reactive SOT-field
Hso,i =
∑
j
κijΛj/Ms, (4)
which is governed by the SOC and the momentum density
of the superconducting condensate.
The magnetization evolves slowly on the characteris-
tic timescale of the electron dynamics. We can therefore
assume that the superconducting condensate at time t is
close to the equilibrium state with the static magnetiza-
tion m(t). The equilibrium state, which is determined
by the Ginzburg-Landau (GL) equations, is obtained by
variational minimization of the free energy (1). The vari-
ation with respect to ψ∗ yields the equation∑
ij
KijΠiΠjψ + αψ + β|ψ|2ψ − 2κijmiΠjψ = 0, (5)
whereas a variation of A provides the equation
js,i
2e
=
∑
j
Kijψ
∗Πjψ +KjiψΠ∗jψ
∗ − 2κjimj |ψ|2.(6)
Here, js = (c/4pi) (∇×B) is the supercurrent density.
The conventional GL equations are obtained for a fully
isotropic system, in which Kij = Kδij and κij = 0.
Eqs. (3), (5) and (6) give a phenomenological descrip-
tion of the coupled dynamics of the spin system and the
superconducting condensate. Via the Lifshitz invariant,
the state of the superconducting condensate depends on
the direction of the magnetization. The effects of Fme be-
come crucially important when the length scale 2pi/Q as-
sociated with the helical wavevector Q is smaller than the
characteristic length scales of the ferromagnetic system.
In this case, the condensate is strongly affected by the
magnetization dynamics and its state cannot be consid-
ered as quasi-static for the dynamics. Thus, Eqs. (3), (5)
and (6) should be solved simultaneously to provide a cor-
rect description of both the magnetization dynamics and
the superconducting condensate. This differs markedly
from the situation in normal metallic ferromagnets, in
which the back-action of the spin dynamics on the itin-
erant electron system usually can be disregarded in the
solution of the LLG equation.
For a two-band model with Rashba SOC, the helical
wavevector is on the order of Q ∼ δNh0/h¯vF where vF
is the Fermi velocity.40 Here, the factor δN = (N+ −
N−)/(N+ −N−) measures of the difference between the
density of states N± of the two bands at the Fermi en-
ergy. In the limit αR/vF << 1, it is determined by
δN = 2αR/h¯vF . To get some insight into the typical
scale of Q, let us estimate Q for the proximitized hole-
doped semiconductor system studied in Sec. III. For this
system, we find the helical wavevector Q ∼ 1.7 × 107
m−1 (material parameters are given in Sec. III A). This
is about an order of magnitude larger than the wavevec-
tor observed for the pair potential in a proximitized HgTe
quantum well system subjected to an in-plane magnetic
field of 1 T.41 Thus, it is likely that the spatial modu-
lation of the order parameter field ψ becomes important
for the magnetization dynamics at length scales larger
than 0.1− 1.0 µm.
III. MICROSCOPIC CALCULATION
To gain a better understanding of the underlying phys-
ical mechanisms of the SOT, we will now use the BdG
formalism to self-consistently calculate the response of
the system to a supercurrent.
A. Model
We model the two-dimensional superconductor by the
tight-binding Hamiltonian
H = −t˜
∑
〈ij〉
c†i cj − µ
∑
i
c†i ci +
∑
i
c†i (hi · σ) ci + (7)
i
∑
〈ij〉
c†i
(
σ · ηso · dˆij
)
cj +
∑
i
(
∆ic
†
i↑c
†
i↓ + h.c.
)
.
Here, c†i = (c
†
i↑ c
†
i↓), where c
†
iτ is a fermionic creation
operator that creates a particle with spin τ at lattice site
i = (x, y) and the symbol 〈ij〉 implies a summation over
4nearest lattice sites. t˜ is the spin-independent hopping
energy, hi is the Zeeman splitting induced by the adatom
spins (hi and m(i) are collinear), and dˆij is a unit vector
that points from site j to site i.
The second-rank tensor (ηso)ij parameterizes the SOC.
We consider a system described by the C2v point group,
in which the SOC can be decomposed in two terms hav-
ing Rashba and Dresselhaus symmetry, respectively. For
Rashba SOC, the SOC tensor takes the form ηso =
α˜Riσy, whereas the specific form the Dresselhaus SOC
depends on how the coordinate system is fixed with re-
spect to the crystallographic axes. If the x-axis is along
one of the two reflection planes of C2v, then the Dressel-
haus SOC tensor is ηso = α˜Dσx. With respect to this
reference frame, a rotation of the axes by pi/2 degrees
about the z-axis leads to a sign change of α˜D, while a ro-
tation of pi/4 degrees changes the tensor to ηso = α˜Dσz.
Note that (ηso)ij and κij satisfy the same transforma-
tion rules and thus have the same tensorial forms, i.e.,
(ηso)ij ∝ κij .
∆i = V 〈ci↑ci↓〉 describes the superconducting s-wave
pairing and is determined by
∆i = −V
2
∑
nττ ′
(iσy)ττ ′ v
∗
nτ (i)unτ ′ (i) [1− 2f(n)] . (8)
Here, V > 0 is the on-site attractive interaction between
the quasi-particles, 〈...〉 denotes the thermal average, f()
is the Fermi-Dirac distribution, and we have inserted
the Bogoliubov transformation ciτ =
∑
n[unτ (i)γn +
v∗nτ (i)γ
†
n], where γ
†
n (γn) are the Bogoliubov quasi-
particle creation (destruction) operators, which repre-
sent a complete set of energy eigenstates: H = Eg +∑
n nγ
†
nγn. Eg is the groundstate energy; the summa-
tion runs over positive energy eigenstates with an energy
smaller than the cut-off energy h¯ωD set by the Debye
frequency ωD.
The Hamiltonian (7) is transformed to BdG Hamilto-
nian by using the Bogoliubov transformation36, which is
then iteratively solved together with the self-consistency
condition (8)42 until the Euclidean norm of the pair
potential (‖∆‖ = √∑i |∆i|2) reaches a relative error
on the order 10−5. In the following, the Hamiltonian
(7) is scaled with the hopping energy t˜ and the chem-
ical potential, the pairing strength, the Rashba (Dres-
selhaus) SOC, the Zeeman splitting, the thermal energy
kBT , and the Debye frequency are set to: µ/t˜ = −4,
V/t˜ = 5, α˜R(D)/t˜ = 0.5, h0/t˜ = 0.1, kBT/t˜ = 0.001,
and h¯ωD/t˜ = 2.0, respectively. In Eq. (7), we use open
boundary conditions. The hopping and Rashba energies
in the tight-binding Hamiltonian (7) are related to a cen-
tral difference discretization of the corresponding con-
tinuum model via the relationships t˜ = h¯2/2ma2 and
α˜R(D)/t˜ = maαR(D)/h¯
2, where a is the spacing between
the grid points and αR(D) is the SOC parameter in the
continuum model. The parameter values given above
model a lightly hole-doped semiconductor in proximity
to a conventional s-wave superconductor, in which the
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FIG. 2: (color online). (a) The equilibrium state for a sys-
tem with Rashba SOC and a Zeeman splitting field along
x. The color represents the phase φi of the pair potential
∆i = |∆i| exp(iφi), while the black arrows illustrate the lo-
cal spin density S(i) = (h¯/2)〈c†iσci〉. (b) System (a) with
an enforced superconducting phase difference of pi/2 between
two of the sample edges. (c) Symmetry plot of the induced
spin density for a Rashba system. The figure shows the stereo-
graphic projection of the C2v point group and the blue arrows
illustrate the orientation of the induced spin density for a su-
percurrent along different crystallographic directions. (d)-(f)
Show corresponding plots for the case with Dresselhaus SOC
and a Zeeman splitting field along y. In (a)-(b) and (d)-(e),
the size of the system is 31× 27 grid points.
effective mass is m = 0.6me (me is the electron mass),
the SOC is αR(D) = 0.21 eVA˚, the Fermi energy is
EF = 2.47 meV when measured from the bottom of the
lowest subband, and the Fermi wavelength is λF ∼ 20
nm, which is much larger than the discretization con-
stant a = 3 nm.43
B. Results and discussion
First, we study the equilibrium spin density S(i) =
(h¯/2)〈c†iσci〉 of the superconducting condensate. We
consider the two cases with Rashba and Dresselhaus
SOC separately. Fig. 2a shows the self-consistent solu-
tion for a Rashba system with an exchange field along
x. The black arrows represent the spin density, while
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FIG. 3: (color online). Current-phase relation and the in-
duced spin-polarization of the Cooper pairs for the Rashba
system in Figs. 2a,b. The lines represent piecewise polyno-
mial fits of the data points.
the color illustrates the phase φi of the pair potential
∆i = |∆i| exp(iφi). The phase variation perpendicular
to the exchange field (i.e., along y) is a signature of the
helical phase. We see that the condensate has a net spin
polarization anti-parallel to the exchange field. This is
also the case for a system with Dresselhaus SOC of the
form ηso = α˜Dσz and an exchange field along y (Fig. 2d).
Note that in this case, the pair potential has a phase vari-
ation parallel to the exchange field, which is in agreement
with Eq. (2) when κij ∝ (σz)ij .
Next, we investigate the effects of a supercurrent. A
supercurrent is induced along the x-axis by enforcing the
pair potential to have a constant phase in a small region
close to each of the two boundaries along x. We set
the widths of these two regions to three lattice points.
Thus, the pair potential is solved self-consistently for the
entire sample except for the two regions at the boundaries
where the phase φi is kept fixed (however, the magnitude
|∆i| is allowed to optimize itself). These two regions will
therefore act as sinks/sources for the supercurrent.
Fig. 2b,e shows the solution for the Rashba and Dres-
selhaus systems with a phase difference of pi/2 between
the two boundaries. In both cases, the spin density is
tilted away from the equilibrium value. In other words:
the supercurrent induces a spin-density Sind. A simi-
lar inverse spin-galvanic effect has been theoretically pre-
dicted for superconductors with Rashba SOC in the ab-
sence of magnetization.44,45
Sind is solely an effect of the SOC, and its orientation
is determined by the direction of the supercurrent rel-
ative to the crystallographic axes. Fig. 2c,f shows the
stereographic projection of the C2v point group, and the
blue arrows illustrate the orientation of Sind for different
directions of the supercurrent (∇φ > 0 along the differ-
ent directions). Generally, the supercurrent results in a
spin density Sind,i ∝ κijΛj . Via the exchange coupling,
Sind produces a torque on the magnetization and is the
0.1
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FIG. 4: (color online). (a) A microscopic calculation of
the anisotropic part Fme(θ) = Fs(θ) − Fs(0) of the super-
conductor’s free energy Fs for different directions of h =
h0[cos(θ), sin(θ), 0]. (b) The magnetoelectric anisotropy con-
stant Kme = (|Fme(pi/2)|+|Fme(3pi/2)|)/2 for different values
of h0. (c) The average energy gap for different values of h0.
In all figures, the size of the system is 25× 23 grid points and
the phase difference between the two boundaries is φ = 0.8pi.
The squares represent the calculated values, while the line in
(a) is a piecewise polynomial fit. In (a) the free energy was
calculated for h0/t˜ = 0.1.
physical origin of the SOT field in Eq. (4): Hso ∝ Sind.
The polarization of the condensate originates from
spin-triplet correlations. Let gT+(i) = 〈c˜i↑c˜i↑〉 (gT−(i) =
〈c˜i↓c˜i↓〉) denote the amplitude for triplet pair correla-
tions with spin up (down) along an arbitrary quan-
tization axis, which is determined by the unitary ro-
tation operator Uττ ′ . Here, c˜iτ = Uττ ′ ciτ ′ are the
fermionic operators in the rotated frame. The quantity
P =
∑
i[|gT+(i)|2−|gT−(i)|2] represents a measure of the
spin polarization of the Cooper pairs along the quanti-
zation axis. In Fig. 3, we consider the Rashba system
in Fig. 2a-b and plot P and the supercurrent I along x
as a function of the phase difference φ between the left
and right boundaries. The spin quantization axis is along
y. It is clear from Fig. 3 that P is proportional to the
supercurrent. We obtain a similar relationship between
the current and P for the Dresselhaus system in Fig. 2d-
e when the polarization is measured along x. Thus, we
conclude that the underlying physical mechanism of the
SOT field (4) is current-induced spin-triplet correlations.
The strength of the SOT field can be investigated by
self-consistently calculating the free energy of the con-
6densate for different directions of h = h0[cos(θ), sin(θ), 0].
Here, θ is the angle with the x-axis, which is parallel to
the direction of the supercurrent. The anisotropic part
of the free energy is then a direct measure of the Lifshitz
invariant (2).
We consider a system with Rashba SOC. The free en-
ergy of an inhomogeneous superconductor is46
Fs = − 1
β
∑
n
ln
[
2 cosh
(
βn
2
)]
+
1
V
∫
dr|∆(r)|2, (9)
where the sum is over the positive energy eigenstates and
β = 1/kBT .
Fig. 4a shows the anisotropic part Fme(θ) = Fs(θ) −
Fs(0) of the free energy. The angular dependence of Fme
follows the functional form Fme ∼ (zˆ × h) · Λ, which is
consistent with the Lifshitz invariant (2) when a current
is applied along the x-axis (with extrema at θ = pi/2 and
θ = 3pi/2). The different extremum values at Fme(pi/2)
and Fme(3pi/2) is caused by a change in the momentum
density due to the helical modulation (along the x-axis)
of the order parameter field.
The effect of the Zeeman splitting h0 on the SOT is
twofold. Firstly, it determines the coupling strength be-
tween the spin system and the condensate and thus en-
hances the magnetoelectric coupling Fme. Secondly, it
suppresses superconductivity and thus reduces the super-
current/momentum density. The competition between
these two counteracting effects implies that there ex-
ists an intrinsic limitation for the maximum achievable
SOT. Fig. 4b shows the magnetoelectric anisotropy con-
stant Kme = (|Fme(pi/2)|+ |Fme(3pi/2)|)/2. A maximum
SOT is achieved for h0/t˜ ∼ 0.125 with Kme ∼ 0.16t˜ =
1.13 meV and corresponds the point where the Zeeman
splitting is comparable to the pair potential, i.e., h0 ∼ ∆.
For larger values of h0, the suppression of the supercon-
ductivity becomes stronger (Fig. 4c), which leads to a
lowering of Kme.
The effective SOT field induced by the supercurrent is
Hso ∼ Kme/VMs, where V is the volume of the ferro-
magnetic system. Assuming Ms = 70.8 e.m.u. cm
−3,7
V = 23 × 25a3, and Kme = 1.13 meV, yields an SOT
field on the order of Hso ∼ 0.16 mT. In the ferromag-
netic semiconductor (Ga,Mn)As, current-driven magne-
tization switching has been observed for effective SOT
fields on the order of 0.14 − 0.35 mT.2 Therefore, it is
reasonable to believe that the supercurrent-induced SOT
is strong enough to manipulate the magnetization of the
ferromagnetically ordered spins.
IV. SUMMARY
In summary, we have studied the magnetization dy-
namics of a two-dimensional lattice of spins in contact
with a conventional superconductor and have formulated
a phenomenological description of the coupled dynamics
of the superconducting condensate and the magnetiza-
tion. Interestingly, we found that supercurrents induce a
reactive SOT field that originates from current-induced
spin-triplet correlations and whose spatial orientation is
determined by the symmetry of the SOC. Furthermore,
we showed that there exists an intrinsic limitation for
the maximum achievable SOT, which is determined by
the coupling strength between the condensate and the
spin system. Based on material parameters for a prox-
imitized hole-doped semiconductor, we estimated the in-
duced SOT field to be on the order of 0.16 mT.
Appendix A: Expressions for spin-density, pair
correlations and current density
The Hamiltonian (7) can be diagonalized by using the
Bogoliubov transformation36
ciτ (r) =
∑
n
(
unτ (i)γn + v
∗
nτ (i)γ
†
n
)
. (A1)
Here, γ†n and γn are the Bogoliubov quasi-particle cre-
ation and destruction operators, which satisfy fermionic
anti-commutation relations and represent a complete set
of energy eigenstates:
H = Eg +
∑
n
nγ
†
nγn. (A2)
Eg is the ground state energy, and the summation runs
over positive energy eigenstates with an energy lower
than the cut-off energy set by the Debye frequency. The
thermal averages of the Bogoliubov quasi-particle ex-
citations are given by 〈γ†nγn〉 = f(n), where f() =
1/(exp(β) + 1) is the Fermi-Dirac distribution. It is
also useful to introduce the distribution function of the
corresponding hole states: fh() = 1− f().
By using the Bogoliubov transformation (A1), the spin
density S(i) = (h¯/2)〈c†iσci〉 can be expressed as
Sα(i) =
h¯
2
∑
ττ ′
(σα)ττ ′ρττ ′ (i),
ρττ ′ (i) ≡
∑
n
[(u∗nτ (i)unτ ′ (i)− vnτ (i)v∗nτ ′ (i))f(n)
+vnτ (i)v
∗
nτ ′ (i)].
The charge density ρi = q〈ni〉 at site i is given by the
thermal average of the number operator ni = c
†
i ci, where
q is the charge of the quasi-particles. An expression for
the current density js(i) is found from the Heisenberg
equation dni/dt = (i/h¯)[H,ni], which yields
7(js(i)))k =
2qt˜
h¯
∑
nτ
Im [u∗nτ (i)Dkunτ (i)f(n) + vnτ (i)Dkv
∗
nτ (i)fh(n)] +
2q
h¯
∑
nττ ′
[
u∗nτ (i)Ak,ττ ′unτ ′ (i)f(n) + vnτ (i)Ak,ττ ′ v
∗
nτ ′ (i)fh(n)
]
+
2q
h¯
∑
ττ ′
Im
[
∆iiσy,ττ ′ 〈c†iτ c†iτ ′ 〉
]
.(A3)
Here, Dkunτ (i) = [unτ (i + ak) − unτ (i − ak)]/2 and
Ak,ττ ′ =
(
σ · ηso · dˆi(i−ak)
)
ττ ′
, where ak is the lattice
vector along k ∈ {x, y, z}. Note that the last term van-
ishes when the pair potential satisfies the self-consistency
condition. Otherwise, the term acts as a sink/source.
Eq. (A3) is used to calculate the current-phase relation,
which is shown in Fig. 3 of this article.
The pair correlations are given by
〈ciτ ciτ ′ 〉 =
∑
n
[(v∗nτ (i)unτ ′ (i)− unτ (i)v∗nτ ′ (i))f(n)
+unτ (i)v
∗
nτ ′ (i)]. (A4)
These correlation functions can be expressed in an ar-
bitrary reference frame by transforming the fermionic op-
erators: c˜iτ = Uττ ′ ciτ ′ . Uττ ′ is the unitary rotation op-
erator, which maps the z-axis to the quantization axis in
the new reference frame.
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