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NON-SMOOTH QUADRATIC CENTERS DEFINED IN TWO
ARBITRARY SECTORS
ISAAC A. GARCIA
Abstract. In this paper we analyze the center-focus problem of some families
of piecewise planar quadratic vector elds on two zones of R2. The zones we
consider are two unbounded sectors dened by an arbitrary angle  and a
xed vertex. We also assume that each vector eld share a common weak
focus singularity at the vertex of the boundary. We observe how the center
variety depends on the angle .
1. Introduction and statement of the main results
There are many problems arising from branches of science such as physics,
mechanics or automatic control which are modeled by non-smooth dierential
systems (see for example the textbooks [2, 9, 12]). In this work, we focus on
switching planar systems which are dened by two planar smooth vector elds
X+ and X  dened on two regions separated by a switching curve. In this con-
text, it makes sense to study the center-focus problem of switching families as
the pioneering work [13] begins.
We consider a polynomial non-smooth vector eld X in R2 with two semi
straight lines of discontinuity having end point at the focus-focus singularity.
Thus, two zones must be considered and we use the notation X = X+ and
X = X  in each zone. Locating the singular point at the origin and taking the
discontinuity rays to be the positive x-axis 0 and the semi-line  = f(x; y) 2
R2 : x = r cos(); y = r sin; r  0g with  2 S1 = [0; 2) and end point at the
origin, the non-smooth family adopts the form
(1) ( _x; _y) =

( y + P+(x; y;); x+Q+(x; y;)) if (x; y) 2 S+ ;
( y + P (x; y;); x+Q (x; y;)) if (x; y) 2 S  ;
where S are the two open unbounded sectors with boundary 0 [ such that
S+ [ S  [ 0 [  = R2 and S+ \ S  = ;. Here,  denotes the vector whose
components are the real parameters of the family.
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The center-focus problem at the origin of (1) has mainly been considered in
the literature when the switching family has one switching line, usually the x-
axis. These special switching systems belong to just the particular case  = 
and the center-focus problem for them has been recently analyzed in several pa-
pers [3, 4, 5, 7, 11], specically in the quadratic case but the general problem
remains still open. In these papers the multiple Hopf bifurcations from a focus
are also studied and, due to non-smoothness, more small amplitude limit cycles
are created than in the smooth case for a xed degree of the polynomials P and
Q. For example, in the quadratic case with P  = Q   0 the work [7] shows
that at least 4 limit cycles can bifurcate from the weak focus at the origin. Next
[11] and later [4] found that 5 limit cycles can bifurcate from a weak focus in
a particular case of the general quadratic family called switching Bautin family,
see the forthcoming Denition 2. It is worth to emphasize here that, in contrast,
the bifurcation of small amplitude limit cycles from the center of a non-smooth
family with a switching line is less studied with the exception of [3, 4]. Thus
few results are known in these Hopf bifurcations from a center: 8 limit cycles
are found in switching Bautin systems in both [3, 4] whereas 9 limit cycles are
created in [3] from the center of a quadratic switching family not belonging to
the switching Bautin family.
In the general quadratic case, the right hand side of (1) has arbitrary homo-
geneous polynomials P and Q in x and y which can be taken, without loss of
generality, as
P+(x; y;) =  A3x2 + (2A2 + A5)xy + A6y2;
Q+(x; y;) = A2x
2 + (2A3 + A4)xy + (A1   A2)y2;
P (x; y;) =  B3x2 + (2B2 +B5)xy +B6y2;
Q (x; y;) = B2x2 + (2B3 +B4)xy + (B1  B2)y2;
hence  = (A1; A2; A3; A4; A5; A6; B1; B2; B3; B4; B5; B6) 2 R12.
Remark 1. The smooth quadratic family _x =  y + P+(x; y;), _y = x +
Q+(x; y;) can be always written (after a rotation in the phase plane) in the
called Bautin form, that is, with A1 = 0. In this case, after [1], it is well known
that the origin is a center if and only if one of the following four conditions is
fullled:
(a) A4 = A5 = 0;
(b) A3 = A6;
(c) A5 = A4 + 5(A3   A6) = A3A6   2A26   A22 = 0;
(d) A2 = A5 = 0.
Denition 2. We say that the non-smooth quadratic family (1) is in Bautin
form if A1 = B1 = 0, that is, both X+ and X  are in Bautin form.
We are unable to study the center problem in the full quadratic family, so we
only analyze some subfamilies. First, we dene persistent center.
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Denition 3. The origin is called a persistent center of system (1) with  = 
if it is a center for all  2 S1.
Remark 4. It is worth to emphasize that our denition of persistent center
in non-smooth systems is dierent to the denition of persistent center that
appears in the literature (see [6]) for the smooth case. In [6], the origin of a
complex system _z = iz+F (z; z;) with z = x+ iy 2 C is said to be a persistent
center when it is a center of _z = iz + F (z; z;) for all  2 C.
A trivial persistent center at the origin of (1) takes place when X+ = X 
where X+ has a center at the origin and  is a real analytic function dened near
the origin of R2 with (0; 0) 6= 0. Equivalently, we characterize such persistent
centers when both vector elds X share a common analytic rst integral in a
neighborhood of it.
An interesting question to solve is: may non-trivial centers exist? We will
prove that the answer is no for the quadratic case.
Theorem 5. The origin of any non-smooth planar quadratic family (1) is a
persistent center if and only if it is trivial.
Now we assume that X  is linear and we will solve the quadratic center prob-
lem in some cases (actually when either A2 = A3 = 0 or A5 = 0, see Theorems 6
and 7). First we observe that, since the vector eld X  =  y@x+x@y is invariant
under rotations, we can assume without loss of generality A1 = 0, see Lemma
12. Therefore the non-smooth family we will study is in the Bautin form
(2) ( _x; _y) =

( y + P+(x; y;); x+Q+(x; y;)) if (x; y) 2 S+ ;
( y; x) if (x; y) 2 S  ;
with
P+(x; y;) =  A3x2 + (2A2 + A5)xy + A6y2;
Q+(x; y;) = A2x
2 + (2A3 + A4)xy   A2y2:
The non-smooth quadratic family (2) with  =  was considered in [7, 12]
whereas in [11] the center problem at the origin was solved again for  = .
Theorem 6. The origin of the non-smooth planar quadratic family (2) with
A2 = A3 = 0 is a center if and only if one of the following conditions holds:
(i) A5 = A6 + A4 = 0;
(ii) A5 = 0 and  = ;
(iii) A4 = A5 6= 0, A6 = 0 and  = 3=2;
(iv) A4 =  A5 6= 0, A6 = 0 and  = =2.
Theorem 7. The origin of the non-smooth planar quadratic family (2) with
A5 = 0 is a center if and only if one of the following conditions holds:
(i)  =  and A2 = 0;
(ii)  6= , and
A4 = A6 sin
3() + A2 + 3A2 cos()  4A2 cos3()  3A3 cos2() sin() = 0;
(iii)  6= , A4 6= 0 and A2 = A3 = A6 + A4 = 0.
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The planar dierential systems associated to the second order dierential equa-
tion y = f(y; _y) are called Kukles systems. We analyze the center problem asso-
ciated to the origin in some subcases of the easiest nonlinear non-smooth Kukles
systems, namely the quadratic case. More specically, we consider the following
family
(3) ( _x; _y) =

( y + P+(x; y;); x) if (x; y) 2 S+ ;
( y + P (x; y;); x) if (x; y) 2 S  ;
with P+(x; y;) = Ax2 +Bxy + Cy2 and P (x; y;) = Dx2 + Exy + Fy2.
As it is explained in [11], system (3) is a mathematical model of the movement
of a ball between two elastic walls. The center problem at the origin for family
(3) with  =  was solved in [11]. Here we consider some subfamilies of (3) with
arbitrary .
Theorem 8. The origin of the non-smooth quadratic Kukles family (3) with
B = E = 0 is a center if and only if one of the following conditions holds:
(i)  = ;
(ii)  6= , C   F = D   A = 0.
By using the complex coordinate z = x+iy 2 C, any planar polynomial system
_x =  y+P (x; y;), _y = x+Q(x; y;) with nonlinearities P and Q can be written
into the form: _z = iz + F (z; z;) where F (z; z; ) = P
 
1
2
(z + z); i
2
(z   z); +
iQ
 
1
2
(z + z); i
2
(z   z); and z = x   iy. In the particular case that F only
depends on z, that is when _z = iz + F (z;), the origin (x; y) = (0; 0) becomes a
center. This kind of centers are called holomorphic centers and all of them have
the inverse integrating factor F (z;)F (z;), see [10].
We will study the center problem associated at the origin for the quadratic
non-smooth holomorphic family. Thus we consider the family
(4) _z =

iz + F+(z;) if z 2 S+ ;
iz + F (z;) if z 2 S  ;
with F+(z;) = Az2, F (z;) = Bz2, and complex parameters A = a1 + ia2
and B = b1 + ib2.
Theorem 9. The origin of the non-smooth quadratic holomorphic family (4) is
a center if and only if one of the following conditions holds:
(i) X+ = X , the trivial case;
(ii) a2 = b2 and  = ;
(iii) a2 6= b2, b1a2   b2a1 = 0 and b2(cos()  1) + b1 sin() = 0.
The paper is organized as follows: in x2 we introduce the main computa-
tional tools of the work, namely, Poincare map, Poincare-Lyapunov quantities
and Bautin ideal. In x3 we give the proofs of all the results and the last section
x4 is dedicated to mention the relevant contributions of the work.
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2. The Poincare map
Taking polar coordinates (x; y) 7! (; r) with x = r cos , y = r sin  yields
(5)
dr
d
=
 F+(; r;) if  2 [0; ];
F (; r;) if  2 [; 2]:
Set a value  2 S1 and let 	+(; ;) and 	 (; ;) be the solutions of (5)
with initial conditions 	+(0; ;) =  and 	 (; ;) = . Then we can dene
the positive half-return map +(;) = 	+(; ;) and the negative half-return
map  (;) = 	 (2; ;) to nally construct the Poincare return map  =
   +. It is known that all the maps  and  are analytic for jj small
enough, hence  has the convergent Taylor expansion
(6) (;) = +
X
k2
vk()
k;
where the coecients vk 2 R[] are called Poincare-Lyapunov quantities. The
reader can consult the book [14] regarding the computational aspects of Poincare-
Lyapunov quantities in the smooth case and the papers [7, 11] for its specializa-
tion on the non-smooth case.
The Poincare-Lyapunov quantities vk are determined in a recursive way, al-
though many computations are involved. Write the functions F of (5) as a
power series F(; r;) =Pi2Fi (;)ri, with 2-periodic coecient functions
Fi in the variable . Expanding also 	(; ;) =
P
i1	

i (;)
i, dierenti-
ating this series with respect to , and inserting into (5) yields
X
i1
@	i
@
(;)i =
X
i2
Fi (;)
 X
j1
	j (;)
j
!i
:
Equating coecients of like powers of  we obtain a sequence of linear dierential
equations
(7)
@	1
@
(;) = 0;
@	2
@
(;) = F2 (;)[	1 (;)]2;
@	3
@
(;) = 2F2 (;)	1 (;)	2 (;) + F3 (;)[	1 (;)]3;
...
which can be sequentially solved with the initial conditions 	+1 (0;) = 	
 
1 (;) =
1 and 	+i (0;) = 	
 
i (;) = 0 for j  2.
Now we have +(;) = +
P
i2	
+
i (;)
i and  (;) = +
P
i2	
 
i (2;)
i
so that the Poincare return map  =  + is constructed and we get (6) where
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the rst Poincare-Lyapunov quantities are
v2() = 	
+
2 (;) + 	
 
2 (2;);
v3() = 	
+
3 (;) + 	
 
3 (2;) + 2	
+
2 (;)	
 
2 (2;);
v4() = 	
+
4 (;) + 	
 
4 (2;) + 2	
+
3 (;)	
 
2 (2;) + 3	
+
2 (;)	
 
3 (2;)
+[	+2 (;)]
2	 2 (2;):
As usual, we say that the origin is a weak focus of order j when  = y if
v2(
y) = v3(y) =    = vj(y) = 0 but vj+1(y) 6= 0. Moreover, at most j limit
cycles can bifurcate.
If we repeat the above construction but now we do not set the value of  and
let it to be a parameter, we obtain a Poincare return map
(;;) = +
X
k2
vk(;)
k;
where the coecients vk(;) are linear combination of the linearly independent
functional set fi cos(j); i sin(j)g for j = 0; 1; : : : ; 3(k   1) and i 2 Sk 
N [ f0g a nite subindex set. More specically,
vk(;) =
3(k 1)X
j=0
i2Sk
V i;jk ()
i cos(j) +W i;jk ()
i sin(j);
whose coecients V i;jk ;W
i;j
k 2 R[] are homogeneous polynomials of degree k 1.
We dene the displacement map d(;;) = (;;)   . Then, the origin
becomes a persistent center of system (5) with  =  if and only if d(;;)  0
for all  near the origin and  2 S1, that is, vk(;)  0 for all  2 S1, which in
turn gives V i;jk (
) = W i;jk (
) = 0 for any k  2, j = 0; : : : ; 3(k  1) and i 2 Sk.
We dene I as the ideal generated by all the polynomials V i;jk and W i;jk in the
polynomial ring R[] and Ir as the ideal
Ir = hV i;jk ;W i;jk : 2  k  r; 0  j  3(k   1); i 2 Ski:
Since I is Noetherian, it is generated by a nite number of polynomials by the
Hilbert's basis Theorem. The reader can consult [8] for the details. In other
words, the ascending chain of ideals
I2  I3      Ik = I
stabilizes for some index k 2 N.
If we do not study the persistent center problem but we want to analyze
the center-focus problem depending on the arbitrary angle , we consider the
(nonindependent) parameters (s; c) = (sin; cos) with the restriction v0 :=
s2 + c2   1 = 0. Now the Poincare return map is given by
(;) = +
X
k2
vk()
k;
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where  = (; s; c; ) and the coecients vk() 2 R[]. We dene the Bautin
ideal B as the ideal generated by all the polynomials vk with k 2 Ny := (N [
f0g)nf1g in the polynomial ring R[] and Br as the ideal generated by the rst
r Poincare-Lyapunov constants, that is, Br = hvk : k 2 Ny; k  ri. Again, we
have that the ascending chain B0  B2  B3     stabilizes and therefore the
descending chain of associated real varieties VR(B0)  VR(B2)  VR(B3)    
stabilizes too at VR(B). Now the parameters  lie in the center variety if and
only if the corresponding  = (; s; c; ) 2 VR(B) or, equivalently, the origin
of system (1) with  =  and  =  is a center.
3. The proofs of the results
Remark 10. The performed computations in the forthcoming proofs of the main
results of this paper have been carried out with the help of the computer algebra
system Mathematica (for computing Poincare-Lyapunov quantities) and also
with the routine minAssChar in the primdec.LIB library of Singular to nd
the prime decomposition of the radical ideals involved.
3.1. The Bautin form of the smooth quadratic family.
Remark 11. When X+ = X  system (1) is smooth and consequently, we can
assume without loss of generality that A1 = 0 by a linear change (actually a
rotation) of variables, that is, X+ is in the Bautin form.
When we use Remark 11 in the proof of Theorem 5 it is important to con-
trol how the parameters of the family have been modied after the rotation of
variables. Below we describe this modication.
Lemma 12. The quadratic vector eld X+ can be brought by a axis rotation 
of angle tan  = A1=(A6   A3) when A6 6= A3 and  = =2 otherwise to one of
the same form but with A1 = 0. More specically, after the above rotation the
transformed vector eld becomes X+ = P+ (x; y;)@x +Q+ (x; y;)@y with
P+ (x; y;) =  A3x2 + (2A2 + A5)xy + A6y2;
Q+ (x; y;) = A

2x
2 + (2A3 + A

4)xy   A2y2;
where the new parameters of the family are
A2 = [A
3
1A3   A21(3A2 + A5)(A3   A6)  A1(3A3 + A4)(A3   A6)2
+A2(A3   A6)3]=[
 
(A3   A6)2 + A21
2
];
A3 = [A
4
1   A31A2 + A1(3A2 + A5)(A3   A6)2 + A3(A3   A6)3
 A21(A3   A6)(2A3 + A4 + A6)]=[
 
(A3   A6)2 + A21
2
];
A4 = [ A1(2A1 + A5) + A4(A3   A6)]=;
A5 = [A1(2A3 + A4   2A6) + A5(A3   A6)]=;
A6 = [ A31A2 + A1(3A2 + A5)(A3   A6)2   A21(A3   A6)(4A3 + A4   A6)
+(A3   A6)3A6]=[
 
(A3   A6)2 + A21
2
];
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with  = ((A3   A6)2 + A21)1=2 sign(A3   A6) when A6 6= A3 whereas
A2 =  A3; A3 = A2   A1; A4 = A5 + 2A1; A5 =  A4; A6 = A2
when A6 = A3.
Proof. First, we see that A1 = 0 is equivalent to the condition that the coecients
of x2 and y2 in the second component of X+ are equals but of dierent sign. So,
we assume that A1 6= 0 and we perform the rotation of angle  given by
x
y

7! (x; y) =

cos  sin 
  sin  cos 

x
y

:
Clearly, the linear part of X+ and X+ is the same since it is invariant under
rotations. Moreover, X+ has the second component with the sum of its coef-
cients in x2 and y2 given by A1 cos  + (A3   A6) sin . Thus choosing  such
that tan  = A1=(A6   A3) when A6 6= A3 and  = =2 otherwise, we get the
result. 
3.2. Proof of Theorem 5.
Proof. We will prove that the origin of any non-smooth planar quadratic family
(1) is a persistent center if and only if one of the following parameter conditions
holds:
(i) X+ = X , and A1 = A3 = A5 = A2A4A6 = 0.
(ii) X+ = X , and A1 = A3 = A6 = 0.
(iii) X+ = X , A1 6= 0 and A3 = A4 = (2A1 + A5)A6 = 0.
(iv) X+ = X , A4A1 6= 0 and A3 = A4 5A6 = A5 3A1 = 0 and A6(A1A2+
A22 + 2A
2
6)(3A
3
1 + 3A
2
1A2   5A1A26   A2A26) = 0.
(v) X+ = X , A1A4(3A1   A5) 6= 0, and A3 = A1A4   2A1A6   A5A6 =
(2A1 + A5)(3A
2
1A2 + A
2
1A5   2A1A26   A2A26   A5A26) = 0.
(vi) A3 = A2   A1 = A5 + 3A1 = A6 + A4 = B1   A1 = B2   A1 = B3 =
B4 +B6 = B5 + 3A1 = 0.
(vii) A3 = A2   A1 = A5 + 3A2 = A6 + A4 = 3B1 + B5 = 3B2 + B5 = B3 =
B4 +B6 = 0.
(viii) X+ = X , A3 6= 0, and A1 = A5 = A2A4(A3   A6) = 0.
(ix) X+ = X , A3A2A4(A3   A6) 6= 0 and A1 = A5 = A4   5(A6   A3) =
A22   A3A6 + 2A26 = 0.
(x) X+ = X , A1 = A6   A3 = 0.
(xi) X+ = X , A1 6= 0, A4   5(A6   A3) = A5   3A1 = 0 and
0 = (A1A2 + A
2
2   A3A6 + 2A26)( 2A31A3   3A21A2A3 + 2A1A33
+A2A
3
3 + 3A
3
1A6 + 3A
2
1A2A6   9A1A23A6   3A2A23A6
+12A1A3A
2
6 + 3A2A3A
2
6   5A1A36   A2A36):
(xii) X+ = X , A1A3(3A1   A5) 6= 0, A4A1   (2A1 + A5)(A6   A3) = 0, and
0 = (2A1 + A5)(A
3
1A3   3A21A2A3   A1A33 + A2A33   A21A3A5 + A33A5 +
3A21A2A6   3A2A23A6 + A21A5A6   3A23A5A6 + 3A1A3A26 +
3A2A3A
2
6 + 3A3A5A
2
6   2A1A36   A2A36   A5A36):
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The proof ends when we check that in all these cases the center is trivial.
First we compute the rst quantities V i;jk ;W
i;j
k with k  2 and we obtain, for
k = 2 and up to a positive multiplicative constant,
W 0;02 () = 2A1 + A2 + A5   2B1  B2  B5;
V 0;12 () =  3A1   A5 + 3B1 +B5;
W 0;12 () =  A3 + A4 + A6 +B3  B4  B6;
V 0;32 () = A1   4A2   A5  B1 + 4B2 +B5;
W 0;32 () =  3A3   A4   A6 + 3B3 +B4 +B6;
whereas k = 3 yields
W 0;03 () = 195A
2
1 + 132A1A2 + 24A
2
2 + 45A
2
3   39A3A4   2A24 + 183A1A5
+96A2A5 + 54A
2
5   30A3A6 + 23A4A6 + 25A26   420A1B1
 120A2B1   180A5B1 + 225B21   120A1B2   96A2B2   72A5B2
+108B1B2 + 72B
2
2   36A3B3 + 12A4B3 + 12A6B3   9B23 + 12A3B4
 20A4B4   20A6B4 + 15B3B4 + 22B24   180A1B5   72A2B5
 84A5B5 + 177B1B5 + 48B2B5 + 30B25 + 12A3B6   20A4B6
 20A6B6 + 6B3B6 + 17B4B6   5B26   144B1B3   72B1B4
 72B3B5 + 144B1B6 + 72B5B6;
V 1;03 () =  2A1A3   A1A4   A3A5 + 2A1A6 + A5A6 + 2B1B3 +B1B4
+B3B5   2B1B6  B5B6;
V 0;13 () =  (3A1 + A5   3B1  B5)(2A1 + A2 + A5   2B1  B2  B5);
W 0;13 () =  (2A1 + A2 + A5   2B1  B2  B5)(A3   A4   A6  B3 +B4 +B6);
...
We see that V i;j4 ;W
i;j
4 2 I3 for any admissible pair (i; j), hence I3 = I4 holds.
But we nd that I3 6= I5 since W 0;05 62 I3. After, we check that I6 = I5 but
I7 6= I5 since W 0;07 62 I5. In short, after heavy computations we can check that
I7 = hW 0;02 ; V 0;12 ;W 0;12 ;W 0;32 ;W 0;03 ; V 1;03 ; V 0;23 ;W 0;23 ; V 0;43 ;W 0;43 ;W 0;05 ;W 0;07 i:
Next we compute a basis for the ideal
pI7 and we obtain
p
I7 = hPi() : 1  i  16i
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whose generators are the following polynomials:
P1 = B4 +B6   A4   A6;
P2 = B3   A3;
P3 = B2 + 1=3B5   A2   1=3A5;
P4 = B1 + 1=3B5   A1   1=3A5;
P5 = B6A4 +B6A6   A4A6   A26;
P6 = B5A4   A4A5 +B5A6   A5A6;
P7 = A1A3 + 1=2A1A4 + 1=2A3A5   A1A6   1=2A5A6;
P8 = B6A3   A3A6;
P9 = B5A3   A3A5;
P10 = B6A2 + 1=3B6A5   A2A6   1=3A5A6;
P11 = B5A2 + 1=3B5A5   A2A5   1=3A25;
P12 = B6A1 + 1=3B6A5   A1A6   1=3A5A6;
P13 = B5A1 + 1=3B5A5   A1A5   1=3A25;
P14 = A
3
1A4   3A21A2A4 + 5=3A2A23A4 + 1=3A2A3A24   1=4A1A34
 4=3A21A4A5 + A1A2A4A5 + 5=2A23A4A5 + 1=12A3A24A5
+1=3A1A4A
2
5   2A31A6   10=3A2A3A4A6 + 3=2A1A24A6
 1=3A2A24A6   1=3A21A5A6   5=2A3A4A5A6   1=12A24A5A6
+1=3A1A
2
5A6 + 5=3A2A4A
2
6;
P15 = A2A
3
3A4 + 7=10A2A
2
3A
2
4 + 1=10A2A3A
3
4 + 3=2A
3
3A4A5 + 3=20A
2
1A
2
4A5
 9=20A1A2A24A5 + 4=5A23A24A5 + 1=10A3A34A5   3=4A2A3A4A25
 11=40A1A24A25   3=8A3A4A35   3A2A23A4A6   7=5A2A3A24A6
 1=10A2A34A6   3=10A21A4A5A6   3A23A4A5A6   13=10A3A24A5A6
 1=10A34A5A6 + 1=10A1A4A25A6 + 3=4A2A4A25A6 + 3=8A4A35A6
+3A2A3A4A
2
6 + 7=10A2A
2
4A
2
6 + 3=2A3A4A5A
2
6 + 1=2A
2
4A5A
2
6
 A2A4A36;
P16 = A
3
2A
2
3A4 + 1=2A
3
2A3A
2
4   1=2A21A22A4A5 + 3=2A1A32A4A5
+11=6A22A
2
3A4A5 + 2=3A
2
2A3A
2
4A5   1=6A21A2A4A25 + A1A22A4A25
+1=2A2A
2
3A4A
2
5 + 1=6A2A3A
2
4A
2
5 + 1=6A1A2A4A
3
5   2A32A3A4A6
 1=2A32A24A6 + 1=5A2A23A24A6 + 1=10A2A3A34A6 + A21A22A5A6
 13=6A22A3A4A5A6   1=10A21A24A5A6 + 3=10A1A2A24A5A6
 2=3A22A24A5A6 + 3=10A23A24A5A6 + 1=10A3A34A5A6 + 1=3A21A2A25A6
+1=2A1A
2
2A
2
5A6   1=2A2A3A4A25A6 + 1=10A1A24A25A6   1=6A2A24A25A6
+1=6A1A2A
3
5A6 + A
3
2A4A
2
6 + A2A
2
3A4A
2
6 + 1=10A2A3A
2
4A
2
6
 1=10A2A34A26   3=10A21A4A5A26 + 3=2A1A2A4A5A26 + 1=3A22A4A5A26
+3=2A23A4A5A
2
6 + 1=5A3A
2
4A5A
2
6   1=10A34A5A26 + 3=5A1A4A25A26
 2A2A3A4A36   3=10A2A24A36 + A21A5A36   3=2A3A4A5A36   1=2A24A5A36
+1=2A1A
2
5A
3
6 + A2A4A
4
6:
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Now we are going to nd the common zeroes  2 R12 of the polynomials Pi with
i = 1; : : : ; 16. In other words, we compute the real variety VR(I7) associated to
I7 taking into account that VR(I7) = VR(
pI7).
First of all we solve the linear system Pi = 0 for i = 1; : : : ; 4, obtaining
(B1; B2; B3; B4) = ((3A1 + A5  B5)=3; (3A2 + A5  B5)=3; A3; A4 + A6  B6) :
Now we split the analysis in several cases:
(I) Let A3 = 0 and B5 = A5. Then P5 =  (A4 + A6)(A6   B6) and we have
two possibilities .
(I.1) We take A6 = B6 yielding a smooth system because X+ = X . Conse-
quently, we check using Lemma 12 that X+ has a center at the origin if and only
if the parameter restrictions are those of cases (i), (ii), (iii), (iv) and (v) because
one of the conditions of Remark 1 is satised.
(I.2) Let A6 6= B6 and A6 =  A4. Since now A4+B6 6= 0, from P10 = P12 = 0
it follows that A5 =  3A1, A2 = A1 and all the Pi vanish. We obtain case (vi)
and we note that, since A6 6= B6, we have X+ 6= X . Anyway, both X+ and X 
share the rst integral x2 + y2 and therefore the origin becomes a trivial center.
(II) Let A3 = 0 and B5 6= A5. Then we obtain A6 =  A4, A5 =  3A2,
A1 = A2 and we fall in case (vii). Notice that, in general, X+ 6= X  but X+ and
X  have the common rst integral x2 + y2, hence the origin is a trivial center.
(III) Let A3 6= 0 and B5 = A5. Then P8 = 0 only if B6 = A6. These parameter
constrains produce a smooth system, that is, X+ = X . Hence, after using
Lemma 12 and comparing with the center conditions of Remark 1, we get that
X+ has a center at the origin if and only if the system is written as in cases (viii),
(ix), (x), (xi), (xii). 
3.3. Proof of Theorem 6.
Proof. First we calculate necessary center conditions. Computing the rst Poincare-
Lyapunov quantities for the origin of family (2) with A2 = A3 = 0 we obtain, up
to a positive multiplicative constant,
v2() = 4A5   3A5c  A5c3 + 3A4s+ 3A6s  3A4c2s  3A6c2s+ 3A5cs2
+A4s
3 + A6s
3;
v3() =  A5( 2A5   A6 + 2A5c  2A4s+ 2A4cs+ A6cs);
v4() = A5A6(8A4   12A5 + 82A6   92A6   16A4c  36A5c  65A6c
+8A4c
2   18A5c2   18A6c2 + A6c3 + 24A5s  31A6s+ 44A5cs
 9A6cs  2A5c2s);
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v5() = A5A6( 34848A24   1237104A4A6   842160A5A6   4667584A26
+7195233A26 + 2270928A5A6c  6287956A26c+ 27709563A26c
 1428768A5A6c2   243247A26c2 + 21657783A26c2 + 5621328A26c3
+742701A26c
4 + 949596A26c
5 + 240642A26c
6 + 34848A24s
+104544A25s+ 1237104A4A6s+ 13416512A
2
6s  34569062A26s
 383328A25cs  9423008A26cs  5951312A26cs+ 278784A25c2s
+4898878A26c
2s  3809305A26c3s  596310A26c4s  842247A26c5s):
After some computations, we can check that the ideal B6 = hvk() : k 2 Ny; k 
6i in R[] with  = (; s; c; A4; A5; A6) 2 R6 has associated radical ideal
pB6 =
hPi() : 1  i  10i with generators
P1 = s
2 + c2   1;
P2 = A4s+ A6s  A5c+ A5;
P3 = A5c(c  1);
P4 = A4c
2 + A6c
2   A5s  A4   A6;
P5 = A5sc;
P6 = A5A6(c  1);
P7 = A5A6s;
P8 = A5(A5s  A4c+ A4);
P9 = A5A6;
P10 = A5(A
2
4c  A25c  A24 + A25):
Now we shall nd the variety
VR(B6) = VR(
p
B6) = f 2 R6 : Pi() = 0; 1  i  10g:
We take  6= 0 (therefore c 6= 1) since the quadratic smooth center problem is
already solved. Then we have the following possibilities:
(I) Let A5 = 0. Then, either A6 + A4 = 0 and we are in case (i) or  =  so
that (s; c) = (0; 1) and we fall in case (ii). Of course case (ii) was found in [11].
(II) Assume that A5 6= 0. Then c = 0 and A6 = 0. Furthermore, we get either
A4 = A5 and s =  1 (hence  = 3=2) and we obtain case (iii) or A4 =  A5
and s = 1 (hence  = =2) giving case (iv).
Now we nd sucient center conditions for all the four obtained families. Case
(i) corresponds to a persistent center of (2) since X+ and X  share the common
rst integral x2+y2. In case (ii) one has X+ = ( y+A6y2)@x+(x+A4xy)@y and
clearly family (2) is time-reversible, i.e., invariant under (x; y; t) 7! ( x; y; t).
Since the origin is monodromic (orbits of (2) turn around it) and  =  it
follows that it must be a center. Regarding now the case (iii), we have X+ =
y( 1 + A4x)@x + x(1 + A4y)@y which has the rst integral H+(x; y) = (1  
A4x)(1 + A4y) exp[A4(x   y)]. Since H+(x; 0) = H+(0; x) we deduce that the
origin is a center of (2). Finally, case (iv) is a symmetric case of (iii) where
X+ =  y(1+A4x)@x+x(1+A4y)@y with rst integral H+(x; y) = (1+A4x)(1+
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A4y) exp[ A4(x+ y)]. Now the fact H+(x; 0) = H+(0; x) proves that the origin
is a center of (2). 
3.4. Proof of Theorem 7.
Proof. First, we compute an initial string of Poincare-Lyapunov quantities for
the origin of family (2) with A5 = 0. One has, up to a positive multiplicative
constant,
v2() = 4A2   4A2c3   3A3s+ 3A4s+ 3A6s  9A3c2s  3A4c2s  3A6c2s
+12A2cs
2 + 3A3s
3 + A4s
3 + A6s
3;
v3() = A4( 1 + c)(A3 + A3c  A2s);
v4() = A4(4A
2
3 + 2A3A4 + 2A3A6   A4A6   A26 + 9A23c  4A3A6c+ A4A6c
+A26c+ 2A
2
3c
2   2A3A4c2 + A3A6c2 + A4A6c2 + A26c2 + A3A6c3
 A4A6c3   A26c3)s;
...
Some computations reveal that the radical
pB7 of the ideal B7 = hvk() : k 2
Ny; k  7i in R[] with  = (; s; c; A2; A3; A4; A6) 2 R7 is the ideal generated
by
pB7 = hPi() : 1  i  12i with generators
P1 = s
2 + c2   1;
P2 = A2A4( 1 + c);
P3 = A4(A4 + A6)s;
P4 = A3A4s;
P5 = A2A4s;
P6 =  A2   3A2c+ 4A2c3   A4s  A6s+ 3A3c2s+ A4c2s+ A6c2s;
P7 = A4(A4 + A6)( 1 + c)(1 + c);
P8 = A3A4( 1 + c)(1 + c);
P9 = ( 1 + c)( A4   A6   A4c  A6c+ 3A3c2 + A4c2 + A6c2 + 3A3c3
+A4c
3 + A6c
3   A2s  4A2cs  4A2c2s);
P10 = A2A4(5A3 + A4   5A6)(A3   A6);
P11 = 3A3A6 + A4A6 + A
2
6   4A22c  12A22c2   9A23c2   9A3A6c2   2A4A6c2
 2A26c2 + 16A22c4 + 9A23c4 + 6A3A6c4 + A4A6c4 + A26c4 + 3A2A3s
+A2A6s+ 9A2A3cs  A2A6cs;
P12 = A2A4(A3   A6)(5A22 + A4A6 + 5A26):
We nd the variety VR(B7) = f 2 R6 : Pi() = 0; 1  i  12g. As always
 6= 0 in the non-smooth problem. Then we have the following possibilities:
(I) If  =  then (s; c) = (0; 1) and A2 = 0. This election gives case (i) and
X+ = ( y A3x2+A6y2)@x+(x+(2A3+A4)xy)@y. Since X+ is time-reversible
(invariant under (x; y; t) 7! ( x; y; t)) then so is the full family (2) and the origin
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is a center of it because  = . It is worth to recall here that this center case is
also obtained in [11] since  = .
(II) Let  6=  so that s 6= 0 and c 6= 1.
(II.1) Assuming that A4 = 0, all the Pi vanish except P6, P9 and P11. From
the equation P6 = 0 we can solve for
(8) A6 = A
y
6() :=  
1
s3
(A2 + 3A2c  4A2c3   3A3c2s)
which, in turn, gives P9 = P11 = 0. Under these parameter constrains one has
case (ii).
(II.2) Now we take A4 6= 0. Then from P2 = P3 = P4 = 0 one has A2 = A3 = 0
and A6 =  A4. This choice yields the vanishing of all the Pi and produces case
(iii). We observe that this case is contained into the case (i) of Theorem 6.
In summary, to prove the theorem we only need to show that the origin is
a center of family (2) with A5 = 0 under the conditions of the case (ii). First
we note that the origin is a Hamiltonian center for the quadratic vector eld
X+ since its divergence is divX+  0 when A4 = A5 = 0, independently of the
value Ay6() of A6 given in (8). The expression of the Hamiltonian is H
+(x; y) =
 3x2   2A2x3   6A3x2y   3y2 + 6A2xy2 + 2y3Ay6(). It is straightforward to see
that H+(x; 0) = H+(x cos; x sin) from which we deduce that the origin is a
center of (2) in case (ii). 
3.5. Proof of Theorem 8.
Proof. The rst Poincare-Lyapunov quantities for the origin of family (3) with
B = E = 0, up to a positive multiplicative constant, are
v2() =  s( 9A  3Ac2   3C + 3c2C + 9D + 3c2D + 3F   3c2F
+As2   Cs2  Ds2 + Fs2);
v3() = (1  c2)(A2 + CD   c2CD  D2   3AF   CF + c2CF
+2DF + c2DF + F 2   c2F 2);
...
We compute vi() for 2  i  5 and later we obtain that the radical
pB4 of the
ideal B4 in R[] with  = (; s; c; A; C;D; F ) 2 R7 is the ideal
pB4 = hPi() :
1  i  5i whose generators are:
P1 = s
2 + c2   1;
P2 = (C   F )s;
P3 = (A D)s;
P4 = (c
2   1)(C   F );
P5 = (c
2   1)(A D):
Therefore, it is obvious that the parameter restriction dening the components
of the variety VR(B4) are just those stated in the theorem.
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Now, we will see that actually VR(B4) = VR(B). In case (i) both vector elds
X are time-reversible (invariant under (x; y; t) 7! ( x; y; t)) and therefore the
origin is a center of the non-smooth Kukles system because  = . It is worth
to emphasize that this reversible center was also obtained in [11].
We observe that, although in case (ii) both X are invariant under (x; y; t) 7!
( x; y; t), we cannot apply the same time-reversibility argument than before for
detecting centers because now  6= . But restrictions (ii) makes X+ = X  and
(3) becomes a smooth persistent center. 
3.6. Proof of Theorem 9.
Proof. We compute the rst Poincare-Lyapunov quantities vj() associated to
the singularity at the origin of the non-smooth quadratic holomorphic family (4)
and we check that vj() 2 B3 = hv0(); v2(); v3()i for j = 4; 5; 6; 7, where
v2() = (a2   b2)(c  1) + (a1   b1)s;
~v3() =  (a2   b2)[b2(c  1) + b1s]:
Here ~vj = vj mod Bj 1. Observe that v2() = ~v3() = 0 is a linear system
for (c   1; s), and therefore, it is straightforward to check that the parameters
 = (; s; c; a1; a2; b1; b2) 2 VR(B3)  R7 if and only if the restrictions stated in
the theorem hold.
In order to check thatVR(B3) = VR(B) we only need to prove the suciency of
conditions (ii) and (iii). First, we recall that since X are holomorphic, they have
trivial inverse integrating factors from which it is easy to obtain the following
rst integrals H of X:
H+(x; y) =
x2 + y2
1 + 2a2x+ 2a1y + a21(x
2 + y2) + a22(x
2 + y2)
;
H (x; y) =
x2 + y2
1 + 2b2x+ 2b1y + b21(x
2 + y2) + b22(x
2 + y2)
:
Regarding case (ii), from the expressions of H we can prove that the closed
curve C+ = f(x; y) 2 R2 : H+(x; y) = H+(x0; 0)g with x0 > 0 suciently small
cuts the x-axis at (x0; 0) and (x1; 0) with x1 =  x0=(1+2a2x0). We also observe
that H (x0; 0) = H (x1; 0) when a2 = b2 which implies that the origin becomes
a center of the non-smooth family (4) in case (ii).
Finally, the above curve C+ cuts the semi-line  = f(x; y) 2 R2 : y =
tan()xg at (x2; tan()x2) and, again from the expressions of H, one can prove
that H (x0; 0) = H (x2; tan()x2) when the parameter constrains of case (iii)
hold. This means that the origin is a center of (4) also in case (iii). 
4. Relevant contributions and conclusions
The persistent center problem associated to a planar switching family with
a focus-focus singularity at the origin and being the switching curve a polygon
with exactly one vertex at the origin and angle  between the two edges is stated
after Denition 3. As far as we know, this is the rst time that the persistence
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of a center in non-smooth families when the angle  may vary continuously is
analyzed. Theorem 5 solves the persistent center problem for the full planar
quadratic switching family (1).
Next, the classical center-focus problem at the origin is analyzed considering
the additional computational complication resulting from working with the ar-
bitrary angle . From a practical computational point of view, this arbitrariness
involves the introduction of two new parameters (s; c) = (sin; cos) with the
restriction s2 + c2   1 = 0 besides the aforementioned . This is because we
want the Poincare-Liapunov quantities lie in the ring of real polynomials in the
parameters of the family so that we can use the powerful tools of computational
algebra in order to nd the center variety. The increase in the number of pa-
rameters implies that we can only solve the center-focus problem of some subset
of the full quadratic family (1). At this point, we have made a choice and we
have analyzed some subfamilies of the Bautin switching family (see Denition
2) by setting some of the parameters. The main contributions in this way are
stated in Theorems 6, 7, 8 and 9 where the centers of some Bautin, Kukles and
holomorphic families are characterized.
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