Abstract. established a local L p -Brunn-Minkowski inequality for p ∈ (1 − c/n 3 2 , 1). Based on their local uniqueness results for the L p -Minkowski problem, we prove in this paper the (global) L p -Brunn-Minkowski inequality. Two uniqueness results are also obtained: the first one is for the L p -Minkowski problem when p ∈ (1 − c/n 3 2 , 1) for general measure with even positive C α density, and the second one is for the Logarithmic Minkowski problem when the density of measure is a small C α even perturbation of the uniform density.
introduction
The famous Brunn-Minkowski inequality states that for any two convex bodies K, L ⊂ R n , we have
where K + L = {x + y : x ∈ K, y ∈ L} denotes the Minkowski sum. Using the support function h K (resp. h L ) of K (resp. L) the Minkowski combination (1 − λ)K + λL is also given by
In 1960s, the Minkowski combination of convex bodies was generalised by Firey [7] to the so called L p -Minkowski combination when p > 1: In the same paper, they also established the planar L p -Brunn-Minkowski inequalities (0 < p < 1)) for origin-symmetric convex bodies, which is stronger than the classical The first breakthrough toward the L p -Brunn-Minkowski inequality for p < 1 was made by Kolesnikov and Milman in [9] , where they established the following local L p -BrunnMinkowski inequality for p ∈ (p 0 , 1) with p 0 = 1 − c n 3 2 for some universal constant c. To introduce their result, let F 2 +,e := {K ∈ K e h K ∈ C 2 (S n−1 ), det(∇ 2 h K + h K δ ij ) > 0}, and let K e denote the class of convex bodies which is origin-symmetric.
Theorem 1.1 ([9] Kolesnikov, Milman).
There exists a constant 0 < p 0 < 1 depending only on the dimension, such that if p ∈ (p 0 , 1), and if K 0 , K 1 ∈ F 2 +,e satisfying:
+,e ∀λ ∈ [0, 1], then the following inequality holds
Remark 1.2. In [9] , an estimate of p 0 on the dimension n is given. Indeed, they showed that p 0 = 1 − c n 3 2 for some universal constant c.
As an application of this local L p -Brunn-Minkowski inequality, Kolesnikov and Milman proved a local uniqueness result for L p Minkowski problem. 
Building up on the above local uniqueness result, we adapt the PDE method (such as a priori estimates, Schauder theory and Leray-Schauder degree theory) to extend the local result of Kolesnikov and Miman's to a global one. Moreover, our approach can be viewed as a local to global principle, namely, if one can prove a local uniqueness result as in Theorem 1.3 for p ∈ [0, 1) (need that N K can be chosen the same for all q near a given p), then the global L p -Brunn-Minkowski inequality for p ∈ [0, 1) follows from our method. Note that when p = 0, the inequality refers to the so called Log-BrunnMinkowski inequality.
Given a convex body K, denote by h K , S K , V K its support function, surface area measure and cone volume measure respectively. If K is smooth, then it is well known that
There exists a positive number p 0 > 0 such that for p ∈ (p 0 , 1), for any even positive function f ∈ C α (S n−1 ), there exists a unique convex body K ∈ K e satisfying h 1−p
Remark 1.5. Since K ∈ K e , f is positive, and f ∈ C α (S n−1 ), by the standard regularity theory we know that if K is a solution of h
Using Theorem 1.4 we can prove the following L p Minkowski inequality for general convex bodies when p ∈ (p 0 , 1).
is the normalised cone volume measure of K. In [1, Lemma 3.1], it is proved that L p Minkowski inequality is equivalent to the L p -Brunn-Minkowski inequality.
for any λ ∈ [0, 1].
Remark 1.8. It is proved in [1, Section 3] that the inequality (1.3) has an equivalent form
It is also well known that the L p -Brunn-Minkowski inequality does not hold in general without evenness condition when p ∈ (0, 1).
For p = 0, namely the logarithmic Minkowski problem we also have the following results. Denote by
Theorem 1.9. There exists ǫ > 0 depending only on the dimension n, such that if
Using an argument of Boroczky et al. [1, section 6, 7] , we have the following result.
Corollary 1.1. There exists ǫ > 0 depending only on the dimension n, such that if
with equality if and only if K and L are dilates.
The paper is organised as follows. Section 2 is devoted to the proof of the uniqueness result, Theorem 1.4. In section 3, we establish Theorem 1.6 and Theorem 1.7 by using variational method and Theorem 1.4. In the last section, we adapt the approach to study the uniqueness of logarithmic Minkowski problem and log-Minkowski inequality.
Proof of Theorem 1.4
First let us outline the main steps for proving Theorem 1.4.
will prove that 1 C < h K < C for some constant C depending only on C 1 and the dimension n. This is done in Lemma 2.1.
• 2. Using compactness argument, Schauder estimate, and Theorem 1.3 we show that if L ∈ F 2 +,e is a unique solution of h
+,e . This is the content of Lemma 2.2.
degree theory we may find convex bodies
+,e such that h
are distinct. This is accomplished through Lemma 2.3, 2.4, 2.5.
• 4. Finally, suppose for some positive f 1 ∈ C α (S n−1 ), the problem h
It was proved in [3] that the solution of L p -Minkowski problem (p ≥ 0) with constant density is unique. Therefore, by step 2 we see that a > 0. Let f L := 1−a+af 1 , then by the definition of a and step 2, we see that h
On the other hand, by step 3, we have that h
has multiple solutions for f sufficiently close to f L in C α norm, in particular for f = 1 − t + tf 1 with t < a and sufficiently close to a. This contradicts to the definition of a again.
To prove Theorem 1.4 we first establish the following lemmas.
, where 1/C 1 < f < C 1 for some positive constant C 1 . Then 1/C < h K < C for some constant C depending only on C 1 and n. Proof. Suppose not, then there exists a sequence of convex body L k ∈ K e such that
at the origin, with principal directions e k,1 , · · · , e k,n and principal radii r k,1 , · · · , r k,n such that
Without loss of generality, we may assume
By (2.1) we have that 1
By the order of r k,i we have that
for some positive constant C 3 depending only on C 1 and dimension n.
Passing to a subsequence we may assume
Let
Since the term
→ 0 as k → ∞, we have that for any small δ > 0 there exists N such that G(x) · e k,i < δ for k > N. By replacing e k,i with −e k,i in the above argument, we see that
Then, by (2.5) we have that |G(Ω k )| ≤ δ. Hence by (2.1),
On the other hand,
for some positive constants C, C 3 independent of p, where the last inequality is due to (2.3). We thus get a contradiction provided δ very small.
Proof. Suppose P is a solution of h
can be as small as we want provided ǫ L is sufficiently small. Suppose not, there exists
Hausdorff sense for some convex body L 0 ∈ K e as k → ∞. By weak convergence of surface area measure we have that h
Hence, for any δ 1 > 0 small, there exists ǫ L such that if P is a solution of h
Since h P C 2,α ≤ C 2 , for some constant C 2 depending only on L, we have that 1/CI ≤ U ij t ≤ CI for some positive constant C depending only on L. Indeed, letv :
Letū be the extension of h P in the same way. Let v : R n−1 → R (resp. u) be the restriction ofv (resp.ū) on the hyperplane {x n = −1}, namely,
), for z ∈ R n−1 . Then it is well known that, v, u solve Monge-Ampère equation:
On the other hand, since L is smooth and uniformly convex, we have that v is a uniformly convex function, then
a compact convex set for any R 1 > 0, and exhausts R n−1 as R 1 → ∞. Fix any R 1 > 0,
we have that S R 1 [u] is also a compact convex set and converges to S R 1 [v] in Hausdorff distance as δ 1 → 0. Therefore, for δ 1 sufficiently small we can apply Caffarelli's regularity theory [4, 5] to conclude v C 2,α (S R 1 [u]) ≤ C, which implies that the C 2,α norm of h P in a neighbourhood of south pole is bounded, similarly, we can restrictū,v to the other tangent hyperplanes of S n−1 to get a full C 2,α estimate.
Hence, h P − h L satisfies a uniformly elliptic linear equation with elliptic constant depending only on L. By Schauder estimate [8] , we have that
. Choosing δ 1 , δ 2 , ǫ L sufficiently small, and then apply Theorem 1.3 we see that h
Now, we try to study what happens if the condition that "L is the only solution to
is sufficiently small. Then, similar to the proof of Lemma 2.2 we have h K C 2,α ≤ C 1 for some constant C 1 depending only on L. Hence, 1/CI ≤ U ij t ≤ CI for some constant C depending only on L, where U ij t is the cofactor matrix of 
Then, we go further to show that if f is sufficiently close to f L in C α norm, then 
Proof. First we show that for any δ 2 > 0 small, there exists
Suppose not, there exists a constant δ 2 > 0, a sequence of even positive functions
By Lemma 2.1 we see that 1/C < h P k < C for some positive constant C depending only on L. By Blaschke's selection theorem we have that up to a subsequence, P k converges to some convex body K ∈ K e in Hausdorff distance. Then, by weak convergence of surface area measure we have that h
To go from L ∞ norm to C 2,α norm we only need to apply Schauder estimate similar to the proof of Lemma 2.2. Indeed,
where U ij t is the cofactor matrix of
Using the same argument in the proof of Lemma 2.2 we have that h K C 2,α ≤ C for some constant depending only on L provided δ 2 is sufficiently small. Therefore
C α as can be as small as we want provided ǫ L , δ 2 are small enough. Taking δ 2 , ǫ L sufficiently small, we have the desired conclusion. Now, we can use degree theory (for instance see [10, Section 2] ) to construct a solution of h
Proof. First we linearise the equation det(∇
Denote by M ij the inverse matrix of
By Fredholm alternative, we have that the spectrum of L is discrete. Hence, we can find ap with |p − p| < ǫ 2 andp ≥ p (to be fixed later), such that L + (1 −p) is invertible, namely, Lφ + (1 −p)φ = 0 implies φ = 0. Now we construct a mapping A t as follows. Let
, h is even}, where δ 3 < d L is a sufficiently small constant to be determined later.
Given any h ∈ W, define A t h = v, where v is the unique even convex solution of the classical Minkowski problem
Note that the righthand side f t h (1−t)p+tp−1 is an even function, we have
which is a necessary and sufficient condition for the existence of solution to the Minkowski problem. For h ∈ W, by the definition of f 0 , it is straightforward to check that
Note that the existence of weak solution of the classical Minkowski problem was proved by Cheng and Yau [6] , and the C follows from Caffarelli's regularity theory of Monge-Ampère equation [4, 5] .
provided ǫ 2 , δ 3 are small enough. This implies that A t is a compact operator. Note also that (I − A t )h = 0 implies det(
In particular, it means that 0 / ∈ (I − A t )(∂W ). Hence we have deg(I − A t ) = deg(I − A 0 ).
To compute deg(I
On the other hand, it is straightforward to check that I − A Proof. Suppose for some positive f 1 ∈ C α (S n−1 ), the problem h
Let f L := 1 − a + af 1 , then by the definition of a and Lemma 2.2, we see that h
On the other hand, by Lemma 2.5, we have that h
α norm, in particular for f = 1 − t + tf 1 with t < a and sufficiently close to a. This contradicts to the definition of a again.
3. Proof of Theorem 1.6, 1.7
In this section we adapt the method of [1] for dealing with the planar logarithmic Minkowski inequality to establish the L p Minkowski inequality for p ∈ (p 0 , 1).
Suppose not, passing to a subsequence we have
There must exist a unit vector e k , such that
+,e we have that h −p K dV K = gdx for some positive continuous function g. Hence,
Finally, by Blaschke selection theorem, there exists a convex body K 0 ∈ K e such that P k → K 0 in Hausdorff distance. Therefore, by the weak convergence of surface area measure we have that F (K 0 ) = s, namely, K 0 is the desired minimiser. Now, we can proceed to the proof of Theorem 1.6.
Proof. We only need to prove the inequality for the case when K ∈ F 2 +,e , and the general case follows by approximation.
Let K 0 be the minimiser as in Lemma 3.1. Let q t (x) := h K 0 (x) + tf (x), for any even
. Suppose L t is the Wulff shape associated with q t . Hence, L t ∈ K e and L 0 = K 0 . Since L 0 is the minimiser of the minimisation problem, we have that the 
Since the equality holds for arbitrary even continuous f, we have that
K dS K , and by Theorem 1.4 we have that L 0 = K. Therefore we have
For the general case, we only need to replace K, L by 
The log-minkowski problem
To prove Theorem 1.9, we recall the following important result proved by Kolesnikov and Milman. 
where ν is the standard area measure of S n−1 , and 1/C 0 < f < C 0 for some positive constant C 0 . Then, h L L ∞ < C 1 for some constant depending only on C 0 and n.
Proof. Suppose not, then there exists a sequence of convex body
By John's Lemma, for each k there exists an ellipsoid E k with principal directions e k,1 , · · · , e k,n and principal radii r k,1 , · · · , r k,n such that
Without loss of generality, we may assume r k,1 ≥ r k,2 ≥ · · · ≥ r k,n . Since
for some constant depending only on C, n, we have that r k,1 → ∞, r k,n → 0 as k → ∞.
Define a 0 = 1. Since r k,1 → ∞, r k,n → 0 we have that there exists i ∈ {1, 2, · · · , n} such
Denote by G : ∂L k → S n−1 the Gauss map. For any x ∈ Ω k , 1 ≤ i ≤ s by (4.1) we have
→ 0 as k → ∞, we have that for any small δ > 0 there exists N such that G(x) · e k,i < δ for k > N. By replacing e k,i with −e k,i in the above argument, we see that G(x) · e k,i > −δ. Therefore
Recall that N ǫ := {K ∈ F 2 +,e : h K − 1 C 2,α ≤ ǫ} the small C 2,α neighborhood of
Proof. Suppose not, there exists
Then, by Blaschke's selection theorem we have that L k → L in Hausdorff sense for some convex body L ∈ K e as k → ∞. By weak convergence of cone volume measure we have that
On the other hand, since K k ∈ N ǫ k we have that h K k − 1 C 2,α ≤ ǫ k → 0 as k → ∞. Hence V K k converges to ν, the standard area measure of S n−1 . Hence, V L = ν and it is well known that this implies L = S n−1 which contradicts to the fact that h L −1 L ∞ ≥ ǫ 0 . Let f = h K det(∇ 2 h K + h K δ ij ). Since K ∈ N ǫ , we have f − 1 C α ≤ Cǫ. Now, h L also satisfies the following Monge-Ampeère type equation
Since, f − 1 C α ≤ Cǫ and h L − 1 C α ≤ Cδ 1−α , we have that 
where U ij is the cofactor matrix of ∇ 2 (1−t)+th L + (1−t)+th L δ ij . Since h L C 2,α ≤ C, we have that 1/CI ≤ U ij ≤ CI for some positive constant C. Hence, h L − 1 satisfies a uniformly elliptic equation.
Therefore, by Schauder estimate again, we have that
Proof of Theorem 1. .
