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Abstract. The motion of celestial bodies in astronomy is closely related to the orbits of
electrons encircling an atomic nucleus. Bohr and Sommerfeld presented a quantization scheme
of the classical orbits to analyze the eigenstates of the hydrogen atom. Here we discuss another
close connection of classical trajectories and quantum mechanical states: the transient dynamics
of objects around a nucleus. In this setup a comet (or an electron) is trapped for a while in the
vicinity of an parent object (Jupiter or an atomic nucleus), but eventually escapes after many
revolutions around the center of attraction.
1. Introduction: celestial and quantum mechanics
The semiclassical method for quantization provides the link between classical and quantum
mechanics and highlights the role of closed orbits for the determination of eigenvalues
and eigenfunctions. For systems where the electrons are not bound photodetachment and
photoionization processes are amendable to a semiclassical treatment [1, 2, 3, 4, 5, 6, 7, 8].
A spectacular experimental realization of the macroscopic extension of the photodetachment
wavefunction was shown by Blondel et al [9, 10]. The photodetachment “microscope” provides
the most accurate values of the electron affinities.
Additional molecular states are amendable to a (semi)classical interpretation. The theoretical
prediction [11] and later experimental realization [12] of highly excited Rydberg molecules
mirrors directly the underlying Keplerian orbits [13]. Making use of Lambert’s theorem
for cometary motion [14], the bound and unbound eigenstates and energies of the quantum
mechanical Coulomb are accessible with semiclassical methods [7].
By solving the classical equations of motions for electrons in external potentials, or the
time-dependent Schro¨dinger equation for a quantum system, a physical picture emerges which
emphasizes the dynamics rather than the stationary eigenstates [15, 8, 16]. From the
computational point of view, this offers the possibility to efficiently solve an initial value problem
by propagating electrons rather than a numerically demanding boundary value problem.
Here, we discuss two topics with similar equations of motion and phase space structures,
both amendable to very similar numerical techniques. The classical equations of motions for
certain restricted three-body problems of celestial mechanics resemble closely the equations for
the motion of an electron around a positively charged nucleus within a magnetic field. Besides
in atomic and molecular physics, the dynamics of electrons in external magnetic fields also
plays an important role in nano-structures, where electrons follow cyclotron orbits or can be
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confined inside a quantum dot [17, 18]. The Hamiltonian discussed in Sect. 2 is the workhorse
for studying the experimentally observed Aharonov-Bohm oscillations in nano-structured wave-
guides embedded within a two-dimensional heterostructure [19, 20, 21].
The electron dynamics in a wave guide within a magnetic field bears a close correspondence
to celestial mechanics, further explored in Sect. 3. Both systems feature a mix of bound and
continuum states depending on the initial conditions. In celestial mechanics, a common question
is the stability of cometary orbits perturbed by the planet Jupiter. Jupiter sometimes captures
comets which are then encircling Jupiter rather than the sun [22]. These trapped comets will
eventually escape or might impact Jupiter – as witnessed also by the author in July 1994 when
comet Shoemaker-Levy 9 (SL9) crashed into Jupiter and produced large disturbances in its
atmosphere. The comet-capture process can be considered as a restricted three-body problem,
where Jupiter’s gravity is the main center of attraction, while the solar attraction is incorporated
by the transformation to a co-rotating frame with Jupiter.
The general interacting many-body problem is challenging for both, classical and quantum
mechanics, with closed form solutions available for two interacting electrons [23, 24, 25] For
several interacting electrons in a magnetic field quantum mechanical computations require a
suitable adapted basis expansion that avoids spurious states, see [26] for the analysis of the
four-electron case.
2. Electrons in a homogeneous magnetic field and a parabolic wave-guide.
The quantum theory of electrons in external potentials and magnetic fields shows a wealth of
unexpected features seen in experiments. For large magnetic fields, a quantized Hall conductivity
occurs in a two-dimensional electron gas, which is subject to a perpendicular magnetic field.
In weaker magnetic fields, the electrons move along bouncing-ball cyclotron orbits along the
confining gates [27, 17]. We discuss first the analytic solvable model of electron motion confined
by a potential barrier, i.e. the potentials generated by a gated structure or the sample edges. One
application of this model is the theory of the quantum Hall effect and the determination of the
density of electrons within each Landau level (the filling factor). The filling factor changes with
the addition of a curved potential and also the velocity of the drifting electrons is affected. The
product of both quantities constitutes the drift current and it has been sometimes conjectured
that both quantities change in an exactly reciprocal way to keep the current itself invariant. This
would preserve a conductivity exactly quantized in units of e2/h[28, 29, 30, 31]. However, this
“plausible” [31] conjecture was only investigated for impurities distributed on a flat potential.
The assumption of a constant potential is a severe constraint and does not account for long-range
disorder potentials or smoothly varying confining potential. The parabolic waveguide provides a
counter-example to the assumption of a reciprocal change of LDOS and drift velocity. Previous
work on this system has focused on the global density of states (DOS) (see references in Ref.
[32], Sect. 12) and did not analyze the details of the local current flow.
2.1. Hamiltonian and classical equations of motion
We consider an electron released in a homogeneous magnetic field B aligned along the z-
axis, and a parabolic potential V (y) = 12mω
2
yy
2 along the y-direction. We assume a strongly
confining potential along the z-axis, which quantizes the system along the z-direction and thus
reduces the dimensionality of the subsystem under consideration to two. This configuration is
commonly realized experimentally in semiconductor heterostructures. The Hamiltonian for the
two-dimensional motion is conveniently expressed in the Landau gauge ~A = (−By, 0, 0) [33]:
H =
1
2m
(−ih¯∂x + qBy)2 − h¯
2
2m
∂2y +
1
2
mω2yy
2. (1)
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Figure 1. Snapshots of an initially Gaussian wavepacket at three different times. The left panel
depicts the evolution in a linear potential (0 curvature), while the right panel shows the evolution
for a curvature A = 0.4. The two centers of the wavepacket drift with almost exactly the same
velocity. However, in the presence of a curvature the wavepacket is also spreading out against
the drift direction. The spreading leads to a larger overlap with the initial wavepacket and marks
a very weak localization effect, which manifests in the singularities of the LDOS. Parameters:
B = 5 T, E = 4000 V/m, A = 0.4, Ω = ωL
√
4 +A2 ≈ 2.04 ωL, x = 0, y = eEmA2ω2L ≈ 22.7 nm.
For easier notation, it is useful to introduce the Larmor frequency ωL and to express ωy in terms
of another frequency Ω
ωL =
eB
2m
, Ω2 = ω2y + 4ω
2
L. (2)
The Hamiltonian is a quadratic polynomial in r,p, therefore one can readily derive the classical
action and the equations of motions:
r(t) =
 −2ωLpy(0)mΩ2 2ωL(2px(0)ωL+my(0)(Ω2−4ω2L))mΩ3
y(0) +
2ωLpy(0)
mΩ2
− 4y(0)ω2L
Ω2
py(0)
mΩ
[ cos(Ωt)
sin(Ωt)
]
+
[
(px(0)−2my(0)ωL)(Ω2−4ω2L)
mΩ2
t+
mx(0)Ω2+2py(0)ωL
mΩ2
−2ωL(px(0)−2my(0)ωL)
mΩ2
]
. (3)
The linear term in t in the second []-brackets describes a uniform drift motion that depends on
the initial position y(0) and momentum px(0). However, the angular averaged drift velocity for
a given energy E is independent of the energy:
〈vd〉cl = 1
2pi
∫ 2pi
0
dα
(
√
2mE cosα− 2my(0)ωL)(Ω2 − 4ω2L)
mΩ2
= 2ωLy(0)
(
1− 4ω
2
L
Ω2
)
. (4)
The direction of the drift depends on the sign of y(0). Since the Hamiltonian is a quadratic
polynomial in position and momentum, the classical velocity coincides with the motion of
the center of a wave packet, which is launched at position r(0) [34]. However, the classical
velocity is not identical to the quantum mechanical group velocity relevant for electronic
transport. The classical trajectories display a surprising variety of different behaviours: the
number of orbits which return after some time t to the launch point can be either finite (for
1
2my(0)
2ω2y < E <
1
2my(0)
2Ω2) or infinite for E > 12my(0)
2Ω2.
2.2. The local density of states.
The quantum mechanical local density of states at point r is closely related to the classical orbits
which lead from r to r (“closed orbits”, see Refs. [35, 3]). In quantum mechanics, the propagator
(or Feynman kernel) K advances the initial state ψ(r, t′) from initial time t′ to a later time t:
ψ(r, t) =
∫ ∞
−∞
dr′ K(r, t|r′, t′)ψ(r′, t′). (5)
3
The local density of states follows then from the relation (see Sect. 3.3.1 in Ref. [36])
n(r;E) =
1
2pih¯
lim
η→0
∫ ∞
−∞
dt ei[E+iη]t/h¯K(r, t|r, 0). (6)
The propagator can be evaluated by summing the classical action Scl over all possible paths
from r′ to r
K(r, t|r′, 0) = 1/N
∫
Dr eiScl(r,t|r′,0), (7)
where N denotes a normalization factor and Dr the path summation (see [37] for details and
comprehensive compilation of analytically known Feynman path integrals). In the absence of
disorder and interactions, and without any external fields, the density of states in two-dimensions
is independent of the energy, whereas a purely magnetic field reshapes the DOS to a series of
discrete energy levels at energies h¯ωL(2n + 1) [38]. The continuous or discrete nature of the
energy-spectrum reflects the fact that in the first case an electron with energy E > 0 will travel
arbitrary far from its initial position, whereas in a purely magnetic field its maximal distance is
classically restricted to twice the cyclotron radius.
In the presence of a homogeneous electric field orthogonal to the magnetic field, a classical
electron undergoes a uniform drift motion with a velocity given by the ratio of the electric and
magnetic fields E/B. The corresponding LDOS becomes a smooth function of the energy [39].
Interestingly, between two former Landau levels the LDOS is extremely suppressed and thus a
transport is not possible for energies in that range. This is in sharp contrast to the classical
result, in which electrons propagate independent of their initial energy. Another suppression of
the LDOS happens inside a former Landau level, which leads to the possibility of fractionally
filled levels. The regions of strong transport blocking are transformed into plateaus of integer
multiples of the conductivity quantum e2/h [40]. In a homogeneous electric field, the degeneracy
of a purely magnetic Landau level is lifted but the density of electrons per Landau level remains
NB = eB/h. In the presence of a long range electrical potential, the local density remains well
defined, while one has to proceed carefully introduce the global density of states (see Ref. [41],
Sec. 6.2.1, and Ref. [40], App. C).
2.2.1. Quantum mechanical expression for the LDOS. We briefly review the result for the local
density of states, see also [42] for a detailed derivation. In the Landau gauge, the normalized
eigenfunctions and eigenenergies of the Hamiltonian (1) are:
φn,kx(x, y) =
eikxx√
2pi
1√
2nn!
√
pil
exp
−(y − 2ωLΩ2 h¯kxm )2
2l2
Hn
(
y − 2ωL
Ω2
h¯kx
m
l
)
, l =
√
h¯
mΩ
, (8)
En,kx =
(
n+
1
2
)
h¯Ω +
h¯2k2x
2m
Ω2 − 4ω2L
Ω2
(9)
We express the LDOS by a sum and integral over eigenfunctions weighted with eigenenergies:
nparab(r;E) =
∞∑
n=0
∫ ∞
−∞
dkx δ(E − En,kx)|φn,kx(x, y)|2 (10)
=
∞∑
n=0
∑
k=k−,k+
∣∣∣∣∂En,kx∂kx
∣∣∣∣−1
kx=k
Θ(E − h¯Ω(n+ 1/2))|φn,k(x, y)|2, (11)
k± = ±
√
2m[E − h¯Ω(n+ 1/2)]Ω
h¯
√
Ω2 − 4ω2L
. (12)
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Figure 2. LDOS for a parabolic waveguide in a magnetic field. Parameters: B = 5 T,
E = 4000 V/m, A = 0.4, Ω = ωL
√
4 +A2 ≈ 2.04 ωL, x = 0, y = eEmA2ω2L ≈ 22.7 nm. The
LDOS is separated into distorted “Landau levels” which are again subdivided. Singularities at
h¯Ω(n+ 1/2) mark the onset of each Landau level. Right panel: Comparison of the semiclassical
LDOS (dashed line) and the quantum mechanical LDOS (solid line). Around E = 2h¯Ω, the
classical dynamics switches from a finite number of closed orbits to an infinite number.
For each quantum number n, the energy integrated LDOS becomes
Nn =
∫ ∞
−∞
dE nparab,n(r;E) =
Ω2
4ω2L
eB
2pih¯
. (13)
Note that there is no spatial dependence of Nn remaining after the energy integration. The
density of electrons per quantized level differs from the quantization in a purely magnetic field (or
orthogonal electric and magnetic fields) by the factor Ω2/(4ω2L). Also the LDOS has singularities
at energies E = h¯Ω(n+1/2). Typical graphs are shown in Fig. 2. The singularities in the LDOS
are related to the localization (or “trapping”) of part of a wavepacket, seen also in Fig. 1, right
panel: while the center of the wavepacket is drifting away, it expands also against the drift
direction and always parts of the density remain at the origin.
2.2.2. Semiclassical determination of the LDOS. The semiclassical analysis of the problem
provides a direct link between the classical electron drift trajectories and the quantum mechanical
LDOS. Despite the possible presence of infinitely many orbits, it is possible to sum up their
contributions and obtain the semiclassical result. Classical orbits, which lead from r back to r,
are best found by using the classical action. Each classical trajectory must be a extremal point
of the reduced classical action Scl:
∂Scl(r, t|r, 0)
∂t
+ E = 0. (14)
For the Hamiltonian (1), the classical action is given by
Scl(r, t|r, 0) = − my
2Ω2
8ω2L/[(Ω
2 − 4ω2L)t] + Ω cot(Ωt/2)
. (15)
The long-time behaviour is readily extracted by setting the first term in the denominator to zero
Sascl (r, t|r, 0) = −my2Ω tan(Ωt/2). (16)5
Re[t]
Im[t]
)(
)()(
)( )( )(
Figure 3. Principal structure of the classical action in the complex time-plane. The dashed
line denotes the integration path. Singularities are denoted by × and saddle points by )(. Note
that the singularity at the origin arises from the prefactor a(t) in the propagator (20) and not
from the classical action at t = 0.
In the asymptotic limit, the saddle points are available analytically by inserting (16) into (14):
t∪n =
2npi − arccos(my2Ω2/E − 1)
Ω
, n = 1, 2, 3, . . . (17)
t∩n =
2npi + arccos(my2Ω2/E − 1)
Ω
, n = 0, 1, 2, . . . . (18)
Here (t∪n , t∩n) denotes a minimum and maximum of the classical action functional. Note that in
each interval [tn, tn+1] a singularity exists. For
1
2my
2Ω2 −E > 0, the long time asymptotic fails
and after a certain time no classical trajectories prevail. The number of closed orbits is given
by a finite number.
Next we express the local density of states in terms of the propagator
n
(2D)
B,y2 (r;E) =
1
2pih¯
lim
η→0
∫ ∞
−∞
dt ei[E+iη]t/h¯KB,y2(r, t|r, 0), (19)
where KB,y2 is given in closed form by
KB,y2(r, t|r, 0) = a(t) exp
{
i
h¯
Scl(r, t|r, 0)
}
, (20)
a(t) =
mΩ2(2piih¯)−1sgn(tsing,[Ωt/(4pi)]+1 − t)√
2 sin(Ωt/2)
√
Ωt(Ω2 − 4ω2L) cos(Ωt/2) + 8ω2L sin(Ωt/2)
.
Note the phase correction in the propagator sgn(tsing,[Ωt/(4pi)]+1 − t), which arises from the use
of the square root in the propagator. The symbol [· · ·] denotes the integer part of a number and
is used to generate an index to the list of zeroes of the expression
Ωt(Ω2 − 4ω2L) cos(Ωt/2) + 8ω2L sin(Ωt/2) = 0, (21)
where the zeroes are numbered such that tsing,n is contained in the interval (
4pi
Ω (n− 1/2), 4piΩ n).
Another set of singularities occurs at t = 2pinΩ , n ∈ N.
An asymptotic evaluation of the integral (19) provides the link between closed orbits and
the density of states. The original path of integration follows the real time-axis. An analytic
continuation of the propagator makes it possible to deform this path of integration to the one
sketched in Fig. 3. The new integration contour passes through saddle points of the exponent
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[denoted by )( in the figure] using the paths of steepest descent. The singularities of the integrand
are denoted by × in Fig. 3. The unavoidable contribution of the singularity at t = 0, may be
evaluated by the residue-theorem:
IO =
1
2pih¯
∮
dt eiEt/h¯KB,y2(r, t|r, 0) =
m
2pih¯2
. (22)
This contribution due to the short time-limit t → 0 of the propagator equals the LDOS in
the absence of any external potentials. Combining its value with the contributions from the
saddle-points at time tk yields the semiclassical result:
n
(2D)
sc,B,y2(r;E) = IO + 2 Re
 1
2pih¯
∞∑
k=1
a(tk)
eiEtk/h¯+iScl(r,tk|r,0)/h¯+ipisgn[S¨cl(r,tk|r,0)]/4√
|S¨cl(r, tk|r, 0)|/(2pih¯)
 (23)
The main difficulty comes from the infinite number of orbits, which have to be summed up.
Noting that there exists an analytic expression for the contribution of each closed orbit, we can
actually perform the summation. Asymptotically, the values of the classical action of the nth
pair are
Sas,∪,∩cl (E) = ±y
√
m(2E −my2Ω2) (24)
The sum over closed orbits can be expressed with the Lerch zeta function L(λ, α, s), or the Lerch
transcendent Φ(z, s, α) [43]:
L(λ, α, s) =
∞∑
n=0
exp(2piiλn)
(n+ α)s
, Φ(z, s, α) =
∞∑
n=0
zn
(n+ α)s
, Φ(e2piiλ, s, α) = L(λ, α, s). (25)
The contribution of the orbits which lead to a local minimum in the classical action is given by
nas,∪∞ (y;E) = 2 Re
exp[iSas,∪cl (E)/h¯+ ipi/4]√
2pih¯
∞∑
k=1
a(t∪) exp[iEt∪/h¯]√
|S¨cl(r, tk|r, 0)|

= 2 Re
[
exp[iSas,∪cl (E)/h¯− iE arccos(my2Ω2/E − 1)/(h¯Ω) + ipi/4]mΩ3/2√
2pih¯h¯
√
(2E −my2Ω2)(Ω2 − 4ω2L)
√
2pi
×
∞∑
k=1
(−1)k exp[2piikE/(h¯Ω)]√
k + arccos(my2Ω2/E − 1)/(2pi)
]
(26)
= b(y,E)
[
L
(
E
h¯Ω
+
1
2
,
arccos(my2Ω2/E − 1)
2pi
,
1
2
)
−
√
2pi√
arccos(my2Ω2/E − 1)
]
The Lerch zeta function is defined as the limit
lim
η→0 L
(
E + iη
h¯Ω
+
1
2
,
arccos(my2Ω2/E − 1)
2pi
,
1
2
)
(27)
A similar expression holds for the contributions of the local maxima. The semiclassical LDOS has
a divergence at energies E = (n+1/2)h¯Ω, which exactly corresponds to the quantum mechanical
result. A comparison of the semiclassical and the quantum mechanical result is shown in the
right panel of Fig. 2. The semiclassical LDOS correctly identifies the onset of each Landau
level and the substructure within the level, but additionally introduces fast oscillations due to
the changing number of extremal paths. A standard remedy for the resulting divergences at
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Figure 4. Numerical integration of comet SL9 K fragment (JPL Solar System Dynamics
Group SPICE kernel for Shoemaker-Levy 9 (D/1993 F2-K)). Left panel orbit (x−y plane) from
the year 1900 until 2014, middle panel: close approach 1992 and impact in July 1994 (Jupiter
disk marked, x− z plane), the numerical integrations sees Jupiter as a point mass and continues
in time. Right panel: escape of SL9 from Jupiter 2014 (x − y plane). A time-reversed version
would show a possible capture scenario for SL9. All units: fractions of Jupiters semi-major axis,
Jovicentric system, left and right panels: y-axis pointing away from the sun, z-axis normal to
Jupiter orbital plane.
caustics is to employ a uniform approximation [44], which smoothens the result. The prominent
divergence of the semiclassical result at E = 2h¯Ω originates from the transition of a finite number
of closed orbits to an infinite number of terms. The evaluation of the semiclassical LDOS shows
that already the extremal paths of the classical action are in general sufficient to reproduce the
mixed continuous and discrete spectrum of the electron confined to a wave-guide in a magnetic
field. In experiments, the discrete values signal the opening of a new quantized channel and lead
to a stepwise conductivity seen in nanostructures [19]. Next, we discuss how a similar transition
between trapped and escaping states arises in celestial mechanics.
3. Comets orbiting Jupiter: the three-body problem.
A modification of the previous problem leads to a form applicable to the restricted three-body
problem in celestial mechanics. We change the sign of the parabolic confinement potential and
add an additional attractive Coulomb potential (strength κ). In view of the previous section, the
added Coulomb potential could be seen as an impurity present in the wave guide, see Fig. 5. The
magnetic field part is unchanged, but for a more convenient connection to celestial mechanics
now written in the symmetric gauge (vector potential ~A = 12 ~B × r, magnetic field ~B = Bzˆ).
The modified Hamiltonian reads
H =
1
2m
(p2x + p
2
y) +
1
2
mω2l (x
2 + y2) + ωl(pxy − pyx)− 1
2
mω2yy
2 − κ√
x2 + y2
. (28)
The classical equations of motions then become
x¨ = −κ x
(x2 + y2)3/2
+ 2ωly˙ (29)
y¨ = −κ y
(x2 + y2)3/2
− 2ωlx˙− ω2yy. (30)
Closely related equations appear in the planar three-body problem of a small body encircling a
planet, which is in turn orbiting the sun (see for instance the extensive discussion and formulae
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provided in the JPL Technical report [45]). In the celestial mechanics of planets, magnetic fields
are usually not considered for the orbital integration. However, similar velocity dependent terms
to Eqs. (29,30) arise from the transformation of the classical equations of motion of planets to a
rotating frame. We adjust the period of the rotating frame to the angular frequency of Jupiter
around the barycenter of the Jupiter-Sun system (synodal reference frame). In recent literature
(see [46], Eqs. (1,2)) this system is denoted by
x¨ = ∂xφ(x, y)− 2y˙ (31)
y¨ = ∂yφ(x, y) + 2x˙, (32)
with Jupiter of mass µj located at xj = 1−µj , yj = 0, and the sun with mass 1−µj at xs = −µj ,
ys = 0. This leads to a total mass of 1 and the angular velocity of the rotating frame becomes
1. The potential is given by
φ(x, y) =
1
2
(x2 + y2) +
µs√
(x− xs)2 + (y − ys)2
+
µj√
(x− xj)2 + (y − yj)2
, (33)
where the quadratic terms account for the centrifugal contributions within the rotating frame.
Additionally we shift the origin of the coordinate system to the center of Jupiter (x, y) →
(x+ xj , y + yj) and obtain the equation of motions:
x¨ = (x+ xj)− xµj
(x2 + y2)3/2
− (x− xj + xs)µs
(x2 + y2)3/2
− 2y˙ (34)
y¨ = (y + yj)− yµj
(x2 + y2)3/2
− (y − yj + ys)µs
(x2 + y2)3/2
+ 2x˙. (35)
Upon setting expanding the solar acceleration terms with µs around Jupiter (x, y) = (0, 0) to
first order and using xj − xs = 1, yj = 0 we obtain the following equations of motions
x¨ = (1 + 2µs)x− µjx
(x2 + y2)3/2
− 2y˙ (36)
y¨ = (1− 1µs)y − µjy
(x2 + y2)3/2
+ 2x˙. (37)
By lettingm = 1, q = 1, B = 2, ωy = (1+2µs), κ = µj , and µj = 1/1000 1, µs = 999/1000 ≈ 1
in Eqs. (31,32) we find the mapping of the restricted three-body problem to the equivalent system
of an electron in an attractive Coulomb potential and a perpendicular homogeneous field plus
parabolic confinement.
9
Figure 5. Visualization of the potential energy surface Vpot = − µj√
x2+y2
− ω2yy22 for ω2y = 3,
µj = 1/1000.
3.1. Chaotic motion and transient trapping
The solutions of equations similar to Eq. (28) have received considerable attention in celestial and
quantum mechanics, respectively. In quantum mechanics, the electronic states of hydrogen in the
presence of a magnetic field are a prime example of the implications of classical chaotic motion
on the eigenstates of a quantum mechanical problem [47]. Here, the presence of a parabolic
waveguide puts the dynamics closer to the setups experimentally studied in semiconductor
heterostructures. An experimental realization is provided by quantum dots embedded in the
arms of an interferometer [21], or an added impurity.
The prototypical application of Eq. (28) in the context of celestial mechanics is the transient
capturing of comets around a larger parent body, mostly Jupiter, but also the Earth (asteroid
2020CD3). The restriction to a geometry with all three bodies (sun, planet, comet) in one plane
allows us to gain easier physical insight into the intricate dynamics. Comet Shoemaker-Levy 9
(SL9) is one of the best known examples of a comet encircling Jupiter for many decades before
crashing into the atmosphere [22]. Comet SL9 disintegrated into several pieces due to tidal forces
at an earlier close approach to Jupiter in 1992 (see Fig. 4) and a whole string of particles left a
chain of impact locations on the fast spinning Jupiter in July 1994, witnessed by astronomers.
Under the assumption of a point-sized Jupiter, SL9 would have continued its orbit after July
1994 and would have left the transient orbit around Jupiter in the year 2014. Fig. 4 shows
the orbital integration of the K-fragment of comet SL9. To understand the transient trapping
of an object in the vicinity of Jupiter it is helpful to investigate the Hamiltonian (28) in more
detail. This simplified setup shows a very similar dynamics and is highly sensitive to the initial
conditions, see Fig. 6. The complex dynamics is caused by the vicinity of comet SL9 to the
Lagrange L1 and L2 points, where the forces of Sun and Jupiter in a rotating frame with Jupiter
cancel the centrifugal force. Another force, which is neglected here, is the non-gravitational
force arising from the sublimation of ices on the cometary nuclei and changes the cometary orbit
as described by Bessel [48]. A well-studied example is the comet 67P/Churyumov-Gerasimenko
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Figure 6. Classical trajectory (x0, y0) = (0,−1/30), (x˙0, y˙0) = (k0, 0) for the Hamiltonian (28).
Left panel: trapped orbit k0 = 14163/100000, right panel: escape after many times encircling
Jupiter (k0 = 1427/10000). The shaded area shows the regions which are energetically accessible.
[49, 50], the target object of the Rosetta mission. There, the momentum transferred by the
sublimating molecules shortened the ≈ 12 h rotation period by 20 minutes, tilted the rotation
axis, and changed the orbit at the 2015 apparition [51, 52].
3.2. Quantum mechanical treatment of the orbit of comet SL9: spectrum and eigenfunctions
To be clear: we do not claim that comet SL9 has to be treated as a quantum-mechanical
wave-packet. Rather we highlight the close connection of celestial mechanics to the equivalent
quantum mechanical solution. This approach was pioneered by Eric Heller [53] and is reviewed
in detail in [18, 8]. It is helpful to introduce the energy dependent Green’s function
G(r, r′;E) =
∑
n
ψn(r)ψn(r
′)
E − En +
∫
dν
ψν(r)ψν(r
′)
E − Eν . (38)
This allows us to express the expectation value of the Green’s function with respect to a spatially
extended wavepacket ψ(r) as
〈ψ|G(E)|ψ〉 =
∫
dr
∫
dr′ψ(r, 0)∗G(r, r′;E)ψ(r′, 0) (39)
=
1
ih¯
∫ ∞
0
dt eiEt/h¯
∫
dr
∫
dr′ψ(r, 0)∗K(r, t|r′, 0)ψ(r′, 0) (40)
=
1
ih¯
∫ ∞
0
dt eiEt/h¯
∫
dr ψ(r, 0)∗ψ(r, t) (41)
=
1
ih¯
∫ ∞
0
dt eiEt/h¯C(t), (42)
where C(t) denotes the autocorrelation function C(t) =
∫
dr ψ(r, 0)∗ψ(r, t), and K the time
propagator.
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Figure 7. Upper panel: Fourier transform of the autocorrelation function with peaks identified
by their energy (h¯ = 1/5000) in the transition region between bound and continuum states.
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energies indicated.
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A convenient way to obtain the eigenfunctions of an open quantum system is to propagate a
wave packet and to project out the eigenfunctions at peaks of the Fourier transform of the
time-dependent autocorrelation function C(t). In the upper panel Fig. 7 we show the spectrum
obtained from the propagation of a wavepacket on a 512× 512 lattice, centered initially at the
same starting point as the classical trajectory. The lower panels show the Green’s function at
the indicated energies. The various eigenstates are clearly visible, including states where the
electronic wave function leaks out from the nucleus (see for instance in the lower panels). In
contrast to classical dynamics, tunneling opens another pathway for the electronic charges to
escape in the quantum case.
4. Conclusion
We have explored the connection between cometary orbits around Jupiter and electron dynamics
in a magnetic field. Within the parameters considered (Taylor expansion of the solar potential,
planar motion, orbit perpendicular to the angular momentum), both hamiltonians coincide. In
both systems, localized (bound) states emerge besides a continuous spectrum. The transient
trapping is augmented in quantum mechanics by classically not allowed tunneling. For the
hydrogen atom and also for molecular states the common analysis of classical and quantum
dynamics has propelled the development of numerical and analytical methods. Phase space
studies are commonly conducted in different fields of physics, in particular in celestial dynamics.
In addition to providing physical insights into quantum states, they also benefit from the tools
developed independently in quantum and semiclassical physics. Semiclassical methods continue
to provide a unified view of various fields of physics such as nano- and astrophysics [54].
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