In this paper we consider continuous-time partially observable optimal control problems with exponential-of-integral cost criteria. We derive a rigorous veri cation theorem when the state and control enter nonlinear in the dynamics. In addition, we show that the quadratic sensor problem is estimation solvable with respect to a certain cost criterion. The framework relies on dynamic programming and Hamilton-Jacobi theory.
Introduction
We consider an R n ?valued state process x( ) satisfying the stochastic di erential equation dx(t) = f(t; x(t))dt + g(t; u(t; y))dt + (t; x(t))dw(t); x(0): (1) This is observed through an R d ?valued observation process y( ) satisfying the stochastic di erential equation dy(t) = h(t; x(t))dt + (t)dw(t) + N 1 2 (t)db(t); y(0) = 0: (2) The precise de nition of the coe cients of (1), (2) is given in assumptions 2.1. Here fw(s); 0 s tg and fb(s); 0 s tg are, respectively, R n and R d ?valued independent standard Wiener processes which are independent of the random variable x(0), and u(t; y) 2 U R m is the control process. The objective is to nd an optimal control law henceforth denoted by u , which is a nonanticipative functional of the observation process such that J 0;T (u ) = inf u J 0;T (u); J 0;T (u) = E u " exp ( Z T 0`( t; x(t); u(t; y))dt + '(T; x(T)) )# : (3) Here > 0 and`; ' are real-valued functions, (see assumptions 2.1). Problem (1)-(3) is otherwise named risk-sensitive problem.
The continuous-time completely observable analog of (1)-(3), with U = R m ; 2`( ; x; u) = Qx:x + Ru:u, (where : = , \ " denotes transpose of a matrix), 2'( ; x) = Mx:x, f( ; x) = Fx; ( ; x) = G; g( ; u) = Bu, otherwise known as Linear-Exponential-Quadratic-Gaussian (LEQG) problem is introduced and solved in 1]. Discrete and continuous-time partially observable analogs are solved in various special cases in 2, 3, 4] . The LEQG problem is solved in 5] using the method of completing the squares; the correlated version is solved in 6] using a maximum principle. Connections to dynamic games are derived in 1, 7-13], for LEQG and nonlinear problems under complete and partial information.
For partially observable systems, with linear dynamics (the control may enter nonlinear), linear observations, and non-quadratic integral cost criteria, a separation principle and a veri cation theorem have long been derived by Wonham in 14] . The important feature of the separation principle allows for solving the state estimation problem rst, by explicitly characterizing the condition mean of the state process given the measurements, and then solving the control problem which is completely observable and has a new state the conditional mean (Kalman-Filter Estimator). The main contribution of this paper is to derive a separation principle for nonlinear control systems of the form (1)-(3), using the framework of, nonlinear ltering, dynamic programming, and Hamilton-Jacobi Theory. The types of results established are the following. In Sections 3.1.1-3.1.3, a rigorous veri cation theorem is derived when the control enters nonlinear in the dynamics using tools from 14, 15] . Moreover, unlike the veri cation theorem established in 14, 15] which only holds for linear systems, it is shown in Section 4 that our veri cation theorem holds for large classes of nonlinear systems of the form (1)-(3), when the state and control enter nonlinear in the dynamics, and (formally) when the measurements are quadratic functions of the state. The method is based on identifying an information state to separate the estimation and control problems. Once the estimation problem is solved the control problem is re-cast as a completely observable nite-dimensional control problem. This allows for direct application of the veri cation theorem established in Sections 3.1.1-3.1.3, and so when the measurements are linear in the state the veri cation theorem holds. An example is presented to validate the results. The results of Section 4 were rst announced in 16]. When the observations are linear in the state similar results are derived independently in 17] (although no rigorous veri cation is proven). From the relations between (1)-(3) and analogous output feedback dynamic games, (see 13]), we expect that these ndings translate into corresponding results for dynamic games.
Problem Formulation
We start with a reference probability space ( ; A; P) with complete ltration fF t ; t 2 0; T]g, a pair of independent standard Wiener processes w : 0; T] ! R n ; b : 0; T] ! R d , and a random variable x(0) : ! R n which is F 0 measurable and independent of w( ); b( ). We write E for expectation with respect to measure P. f : 0; T] R n ! R n , is continuous in t, continuously di erentiable in x; g : 0; T] U ! R n , is Borel measurable, continuous in t; : 0; T] R n ! R n n , is continuous in t, twice continuously di erentiable in x; h : 0; T] R n ! R d , is continuous in t, continuously di erentiable in x; : 0; T] R n U ! R; ' : 0; T] R n ! R,` 0; ' 0, are Borel measurable, continuous in t;
jf(t; x)j k(1 + jxj); jg(t; u)j k(1 + juj); jj (t; z)jj k(1 + jxj); jh(t; x)j k(1 + jxj); j`(t; x; u)j k(1 + jxj q + juj q ); j'(T; x)j k(1 + jxj q ); q 1.
We de ne the observation process y( ) by dy(t) = (t)dw(t) + N(t) 1 2 db(t); y(0) = 0: ). Consequently, we can de ned a new measure P u through the Radon-Nikodym derivative dP u dP j F T = u (T ). By Girsanov's theorem we deduce that P u is a probability measure on ( ; A; F t ), and that the stochastic processes de ned by dw u (t) = dw(t)? (t)C(t) ?1 h(t; x(t))dt, db u (t) = db(t)?N(t) 1 2 C(t) ?1 h(t; x(t))dt, are independent standard Wiener process on the system ( ; A; P u ; F t ). Letting b u ( ) b( ); w u ( ) w( ) then for each u 2Û, (x( ); y( )) is a unique solution of (1), (2) for the system ( ; A; P u ; F t ) (i.e., a weak solution). Denoting the expectation with respect to measure P u by E u , for each u 2Û the risksensitive performance criterion is thus, given by (3).
Completely Observable Control System
We now re-cast the partially observable risk-sensitive stochastic control problem (1)- (3) Theorem 3.1 Let : R n ! R be a bounded twice continuously di erentiable function, and assume that q t ( ) de ned by (7) has an F y t measurable density function q(x; t) given by q t ( ) = ( ; q(t)) : (9) Moreover, if (9) has a unique solution the total cost function (3) is given by J 0;T (u) = E f(exp( '); q(T))g = E Z R n exp( '(T; z)) q(z; T)dz : (10) Remark 3.2 The solution of (9) is a su cient statistic (information state). It is the state of a completely observable control problem with total cost function (10) , and hence the resulting stochastic control problem is now in nite-dimensional.
Correlated Case; Linear Dynamics
In this section we reduce the in nite-dimensional stochastic control problem of Theorem 3.1 to a standard, nite-dimensional, completely observable control problem, by considering the following speci c structure of (1)- (3). Assumptions 3.3 The coe cients of (1)- (3) and the density of x(0) are given by f(t; x; u) = F(t)x + f(t) + g(t; u); (t; x) = G(t); h(t; x) = H(t)x + h(t); 2`(t; x; u) = Q(t)x:x + R(t)u:u + 2m(t)x + 2n(t)u; p 0 (x) = 
1 The explicit dependence of various functions on t will often be omitted; the symbol P is used to denote both a probability measure and a matrix. 
Here P is a solution of (11) Proof. Substituting (13) in (10) we obtain the rst equality in (15); the second equality and (17) follow by returning to the original probability measure P u using the Radon-Nikodym derivative 
Hamilton-Jacobi Equation
In this section we introduce the HJ equation which will play a vital role in establishing a veri cation theorem analogous to that of the completely observable control problems, (see 14]). This program will require some additional assumptions.
Assumptions 3.5 U is a bounded subset of R m and 9 0 such that PH C ?1 HP I n .
For x 2 R n ; p 2 R n ; s 2 R we introduce the Hamiltonian H (x; p; s) = inf u2R m p:g(t; u) + 2 (Ru:u + 2nu) s ; (18) and we de ne the second-order linear di erential operator (19) For u 2Û the cost-to-go of (15), (17) (20) where r satis es (17) . By using standard dynamic programming arguments, and noticing that the exponential term C u gives rise to a Feynman-Kac type integral, we have @S @t +ÃS + 2 (Qr:r + 2mr) S + H (r; D r S; S) = 0; R n 0; T); (21) S( ; T) = exp 2' ( ; P); R n : (22) We now wish to reduce the second-order HJ equation (21), (22) We are now equipped with the tools to derive a veri cation theorem. 
That is, u (t; r) is optimal for the original control problem (1)-(3).
Proof. For arbitrary control u 2Û and corresponding solution r of (17) de ne M(r(t); t) :
= exp 2 C u 0;t S(r(t); t). The solution r of (17) is square integrable, while by Lemma 3.6 the function S is su ciently smooth. Therefore, we may employ the Ito di erential rule to obtain dM(r(t); t) = exp 2 C u 0;t @ @t S(r(t); t) +Ã(t)S(r(t); t) + D r S(r(t); t):g(t; u(t; y)) dt + exp 2 C u 0;t 2 Q(t)r(t):r(t) + R(t)u(t; y):u(t; y) + 2m(t)r(t) + 2n(r)u(t; y)] dt + exp 2 C u
0;t D r S(r(t); t): (P (t)H (t) + G(t) (t)) C(t) ?1 dI u (t):
Hence, = E u fM(r(t); t)jF y t g = E u exp 2 C u 0;t S(r(t); t)jF y t = exp 2 C u 0;t S(r(t); t):
The last equality follows from the fact that the random variables C u 0;t ; r(t) are F y
Explicit Solution of Correlated LEQG Problem
We now wish to derive the solution of the correlated LEQG tracking problem by employing he HJ equation (21), (22) . We rst introduce the following additional assumptions. 
By assumptions 3.10 (which allow explicit evaluation of (16) (21), (22), therefore we seek a solution of the form S(r; t) = exp 2 ( (t)r:r + 2k(t)r + (t)) ;
where : 0; T] ! L(R n ; R n ); = 0; k : 0; T] ! (R n ) ; : 0; T] ! R. From the terminal condition of (32) we have (T ) = 1
(I ? M(T)P(T)) ?1 M(T) + M(T)(I ? P(T)M(T)) ?1 ; k(T) = (T ) (I ? P(T)M(T)) ?1 ; (T ) = 0:
)
By (18) 4 Finite-Dimensional Nonlinear Control Systems
In this section we intend to provide the rst step towards establishing existence of nite-dimensional controllers for the risk-sensitive problem (1)- (3), when the drift terms f, g, of (1) are nonlinear in the state and control, respectively, and the signal term h of (2) is quadratic in the state. Our goal is not to capture the most general formulation. On the contrary, we wish to show that the veri cation theorem of Theorem 3.9 holds for these generalizations, and to introduce the precise framework and ideas that make this program successful. Let us rst recall that the unnormalized conditional density equation of the ltering problem associated with (1), (2) (9) is a modi ed version of the DMZ equation in that it includes the additional Feynman-Kac term`(t; x; u). The important observation that let to the developments of this Section is that both the equations in 22] and the information state equation (9) have in common the Feynman-Kac term. Moreover, in our formulation it is almost obvious that the correct choice of the Feynman-Kac term`(t; x; u) would allow us to solve explicitly (9) , not only for nonlinear drift terms f(t; x), but also for nonlinear measurement terms h(t; x).
Moreover, if such a situation arises it is obvious from the representation of the total cost function (10) or (15) , that there exists nite-dimensional computable risk-sensitive control policies. We now wish to make the results announced in 16] precise, by employing the veri cation theorem of the previous section.
Nonlinear Drift Linear Measurement Problem
We start by considering rst, the following nonlinear version of (1)-(3). Assumptions 4.1 Assumptions 2.1 hold with q = 2, the dynamics, observations, and cost criterion are given by dx(t) = (F (t)x + f(t) +g(t; x(t))) dt + g(t; u(t; y))dt + G(t)dw(t); x(0); dy(t) = H(t)x(t)dt + h(t)dt + N 1 2 (t)db(t); y(0) = 0; J(u) = E u h exp 2 n R T 0 (Q(t)x(t):x(t) + R(t)u(t; y):u(t; y) + 2m(t)x(t) + 2n(t)u(t; y) +~ (t; x; u) dt + M(T)x(T):x(T) + 2 (T )x(T ) +' (T; x(T)) oi : Note that when the potential terms of (42) is a quadratic function of (x; u), the resulting equation is a special case of (12) (corresponding to = 0). In this case, (42) can be solved explicitly, and by the invertibily of the gauge transformation (40), the results translate into corresponding results for (39). Consequently, we have the next theorem. 
where u 0;t is given in (14) with C = N, and r : 0; T] ! < n ; P : 0; T] ! L(< n ; < n ); P = P 0; C u : 0 Moreover, (at least when~ ;~ ;~ are independent of u), the veri cation theorem stated under Theorem 3.9 holds for problem (47), (46) (43) is (t; x) = log f 1 (t) exp (?(t; x)) + 2 (t) exp (??(t; x))g, which implies g(t; x) = 1 (t) exp (?(t; x)) ? 2 (t) exp (??(t; x)) 1 (t) exp (?(t; x)) + 2 (t) exp (??(t; x)) R x +c ; ( ; F; P u ; F t ) :
dx(t) = tanh(x(t))dt + dw 1 (t); x(0) = 0; dz(t) = (x(t) + z(t)) dt + u(t; y)dt + dw 2 (t); z(0) = 0; dy(t) = (x(t) + z(t)) dt + db(t); y(0) = 0; J 0;T (u) = E u n exp 2 R T 0 jx(t)j 2 + jz(t)j 2 + ju(t; y)j 2 dt +' (x(T ); z(T)) + jx(T)j 2 + jz(T)j 2 :
Here it is assumed that the scalar functions b( ); w 1 ( ); w 2 ( ) are independent standard Wiener processes, while' : R 2 ! R will be speci ed shortly. We shall use the notationx = (x z) . Solution: 
In addition, the total cost function (equivalent of (46) (55)), then the resulting equation has bounded di usion term, linear drift term, quadratic potential, and quadratic stochastic integral term. We assume an explicit solution of the form q(x; t) = exp P (t)x:x + x:r(r) +~ (t) , whereP ;r;~ are stochastic processes, and then substitute into (54) to verify the claim, by equating coe cients of powers of x 2 ; x; x 0 . This enable us to identify the processesP ;r;~ given in the next theorem. 
Moreover, the total cost function has representation (46) with E u replaced by E (i.e. it is de ned under measure P). Here we assume existence of a 0 such that P 0.
Proof. Follows from the above construction, (see also 16]). 2
Remark 4.7 We point out that formally, the equations stated in Theorem 4.6 can be de ned under measure P u by introducing the Radon-Nikodym derivative dP u dP j F y T =~ u 0;T . Similarly, the framework of dynamic programming and Hamilton-Jacobi theory presented in Sections 3.1.1-3.1.3 remain applicable. Notice that P de ned in (57) is now driven by the observations.
