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Abstract— Parameter estimation is crucial for modeling,
tracking, and control of complex dynamical systems. However,
parameter uncertainties can compromise system performance
under a controller relying on nominal parameter values. Typ-
ically, parameters are estimated using numerical regression
approaches framed as inverse problems. However, they suffer
from non-uniqueness due to existence of multiple local optima,
reliance on gradients, numerous experimental data, or stability
issues. Addressing these drawbacks, we present a Bayesian
optimization framework based on Gaussian processes (GPs)
for online parameter estimation. It uses an efficient search
strategy over a response surface in the parameter space for
finding the global optima with minimal function evaluations.
The response surface is modeled as correlated surrogates using
GPs on noisy data. The GP posterior predictive variance is
exploited for smart adaptive sampling. This balances the ex-
ploration versus exploitation trade-off which is key in reaching
the global optima under limited budget. We demonstrate our
technique on an actuated planar pendulum and safety-critical
quadrotor in simulation with changing parameters. We also
benchmark our results against solvers using interior point
method and sequential quadratic program. By reconfiguring
the controller with new optimized parameters iteratively, we
drastically improve trajectory tracking of the system versus
the nominal case and other solvers.
I. INTRODUCTION
Parameter estimation in complex dynamical systems is
a challenging task. In the autonomous sector, accurate
parameter estimation is crucial for reliable operation and
control in many safety-critical applications, e.g., search and
rescue, transport delivery [1], [2]. Model uncertainties and
inaccuracies lead to undesirable behavior in such systems
with the potential of endangering health and lives. The
problem is further compounded due to the evolving nature
of dynamical systems. Regressor based methods, framed as
inverse problems, are often used for estimating unknown
parameters [3]. However, they require a lot of data and are
typically limited only to offline settings. Classical approaches
in control theory typically use a model reference and estimate
unknown parameters online using adaptation laws as ordinary
differential equations [4]. However, parameter drift is a key
bottleneck in such techniques. In this paper, we propose a
novel method of estimating parameters online based on a
Bayesian optimization framework using Gaussian processes
(GPs).
Parameter estimation is ubiquitous in science. A popu-
lar approach for estimating unknown parameters relies on
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inverse modeling [3]. Generally, in these methods a fitting
optimization is performed based on numerical data for es-
timating unknown parameters. Inverse modeling techniques
were used to estimate soil parameters as a multiobjective
optimization problem [5] and for parameters determining
flexible hydraulic functions [6]. However, these methods
require a lot of data (which can be expensive), result in
poor fitting without sufficient data, do not guarantee any
global optima, or suffer from numerical instability. Moreover,
techniques are limited to the offline setting which hinders
their applicability for safety-critical systems.
Classical methods in control theory estimate parameters
online using a reference model. With a nominal model of
the plant running in the background, either controller gains
can be updated (direct method) or plant parameters can
be estimated first followed by updating the control laws
(indirect method) [4]. A composite approach combines both
the methods giving better plant and controller estimates [7].
A problem arises when adaptation gains need to be very
fast and high to deal with uncertainties. This leads to high
frequency oscillations in the system amplifying noise or
disturbances. L1 adaptive control deals with fast adaptation
by decoupling robustness and performance using a low-
pass filter [8]. A key challenge well known in adaptive
control is parameter drift during estimation [9]. To address
this challenge, persistency of excitation (PE) is required.
Dynamical regressor extension and mixing was proposed for
estimating parameters with convergence without requiring
PE [10]. However, this has many tunable degrees of freedom
for ensuring convergence under strict conditions, such as,
non-square integrable determinant (for linear regressors) and
monotonicity (for nonlinear regressors).
With recent advances in machine learning, optimization
algorithms have been developed that require no manual tun-
ing. Bayesian optimization (BO) finds the global optima for a
given cost function with minimal evaluations without making
any gradient assumptions [11]. It models the underlying cost
function as a GP, and exploits its posterior variance for
informative samples to reach the global optima. Another
major advantage is that it explicitly models noise, which
is pervasive in any practical system, without compromising
the ability to reach the global optima. BO is most popu-
larly used for hyperparameter tuning of learning algorithms
[12]. BO also found its applicability in dynamical settings
for gait optimization of legged robots [13], and controller
optimization in snake-robot [14] and quadrotor [15] with
very few evaluations. However, only controller gains were
optimized instead of identifying unknown parameters which
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may contain important diagnostic information. For instance,
estimating an unexpected change in mass allows not only
controller modification but also necessary changes in path
planning if desired, versus simply optimizing the controller
gain while being agnostic to the root cause of the change.
As far as we know, BO was used for estimating parameters
only in arterial haemodynamic setting [16]; but restricted to
offline case and systems which are not safety-critical.
Our key contributions are the following. First, we per-
form parameter estimation online for safety-critical systems
using GPs. The proposed paradigm leverages Bayesian statis-
tics for training correlated surrogates of the underlying cost
function while modeling noise to reach the global optima. To
the best of our knowledge, BO was not used for parameter
estimation online for safety-critical systems. Second, we
model noise while reaching the global optima with very few
evaluations without making gradient approximations. This
addresses realistic scenarios since noise is pervasive and
computing the gradient is always not possible. Third, the
parameters estimated from the optimization routine are iter-
atively used to reconfigure the controller for a dynamically
evolving system. This eliminates parameter drifting, since
convergence is achieved iteratively to the global optima,
while not having to invoke any PE condition.
The outline of the paper is as follows. Section II presents
important preliminaries for GPs and BO. Section III de-
scribes parameter estimation using GPs and controller re-
configuration. Simulation results are provided in Section IV,
followed by conclusions in Section V.
II. BACKGROUND PRELIMINARIES
In this section, we provide important preliminaries sur-
rounding GP regression and BO that is used throughout the
paper.
A. Gaussian Process Regression (GPR)
We are interested in learning an underlying latent function
h(θ), for which we assume noisy observations given by,
εi = h(θi) + ωi, where ωi ∼ N (0, σ2ω). Given a set of
n training points, with input vectors θ ∈ Rd, and scalar
noisy observations ε ∈ R, we compose the dataset: Dn =
{Θn, En}, where Θn = {θi}ni=1 and En = {εi}ni=1. A
GP places a distribution on the function h(θ), treating it as
random variables associated with different values of θ, any
finite number of which produces a consistent joint Gaussian
distribution [17].
A GP can be fully specified by its mean function µ(θ)
and covariance function k(θ, θ′). The latter is also called the
kernel, measuring similarity between any two inputs θ, θ′.
GPs can be used to predict the function value, h(θ∗), for
an arbitrary query point θq , by conditioning on previous
observations. The posterior predictive mean µ and variance
σ are then given by [17]:
µ(θq) = k
>
n∗
(
Kn + σ
2
ωIn
)−1
yn (1)
σ(θq)
2 = k(θq, θq)− k>n∗
(
Kn + σ
2
ωIn
)−1
kn∗, (2)
where kn∗ =
[
k(θ1, θq), . . . , k(θn, θq)
]>
is the covariance
between the input points in Θn and query point θq , Kn ∈
Rn×n has entries
[
Kn
]
(i,j)
= k(θi, θj), i, j ∈ {1, . . . , n},
is the covariance matrix between pairs of input points, and
In ∈ Rn×n is the identity matrix. The hyperparameters of
a GP depend on the kernel choice and can be problem-
dependent. We refer the reader to [17] for a review of
different kernels. The values of the hyperparameters that best
suit the particular dataset can be derived by maximizing the
log marginal likelihood using quasi-Newton based methods
, e.g., L-BFGS [17].
B. Bayesian Optimization (BO)
Now consider another unknown function g, whose global
optima we are interested in. The objective of BO is to find the
global optima of such an unknown function. The function g
could represent the cost function or the performance measure
of a system which could be expensive to evaluate. Since g
is unknown, finding its global optima is an impossible task.
Hence, several assumptions are in order.
The objective function g is typically considered to be
a black box function; we may not have its analytical ex-
pression or derivatives. Bounds are placed on the possible
search space to find the optima. Evaluation of the function
is restricted to querying at a sample θ and observing a
(noisy) estimate. With these assumptions in mind, a surrogate
predictor h(θ) replaces the expensive function g (see II-
A) . GPs are popular surrogate predictors among several
candidates, such as neural networks or radial basis functions,
due to its Bayesian non-parametric nature. GPs also offer a
flexible prior over function, robust analytical tractability, and
high probabilistic guarantees [17].
In general, BO models the unknown function g using the
GP posterior mean given by (1). GP’s probabilistic structure
enables an efficient search strategy for the next sampling
point by exploiting its predictive variance (2). This gives
rise to what is called an acquisition function. By efficiently
searching over the space using the acquisition function,
exploration-exploitation trade-off is addressed to find the
global optima. There are several acquisition functions to
choose from, e.g., probability of improvement (PI), expected
improvement (EI), lower-confidence bound (LCB). We refer
the reader to [11] for detailed analysis of different acquisition
functions and their tradeoffs. Figure 1 demonstrates the
sequential nature of BO for finding the global minima of
an unknown function using EI acquisition function.
III. PARAMETER ESTIMATION USING GAUSSIAN
PROCESS
Here, we describe our proposed strategy for estimating
unknown parameters for a dynamical system using GPs and
BO.
A. Bayesian Optimization Formulation
We consider a nonlinear, continuous-time system,
x˙ = f(x(t), u(t); θp(t)), (3)
Fig. 1: 1D illustration of BO using GPs and EI acquisition function. The objective is to find the global minima of the unknown function (red-dashed).
The top plot captures the posterior mean (green) and 2σ uncertainty (cyan-envelope) with observed training points (blue-plus). The bottom plot is EI
function (violet) and proposed next sample (grey-square) balancing exploration-exploitation using EI. The global optima (yellow-circle) is reached under
10 evaluations.
where x(t) ∈ X ⊂ Rn is the state, u(t) ∈ U ⊂ Rm is the
control input, and θp(t) ∈ Θ ⊂ Rd are the system param-
eters at time t ∈ R. We assume a nominal control policy
unom(t;K, θn) exists, where K are the controller gains and
θn ∈ [θminn , θmaxn ] are the nominal system parameters at
time t. unom is designed to drive f(x, u; θp) to the zero-
equilibrium stable point under nominal conditions. Ideally,
θn is designed to be nominally close to θp. However, θp can
change, thereby degrading the controller performance since
it depends on θn. Hence, the controller’s θn must be updated
to better approximate θp.
The goal is to estimate the time-varying θp(t) and re-
configure the nominal controller’s θn with the new estimate
online. To learn the unknown estimate θp(t), we construct
a model of the dynamical system fˆ(θ∗) = f(x, u; θ∗) to
match a target response y∗. This translates to the following
optimization problem,
arg min
θ∗∈Rd
g where g ≈ h(θ) :=
Modeled using GP surrogate︷ ︸︸ ︷
‖ y∗︸︷︷︸
target
− fˆ(θ∗)︸ ︷︷ ︸
model
‖+N (0, σ2ω)︸ ︷︷ ︸
noise
,
(4)
in some suitable norm, where θ∗ ∈ [θ∗min, θ∗max] are the
estimated parameters. Here g is an unknown and complex
nonlinear map representing the error response surface. To
alleviate these complexities, we use GPs as surrogate pre-
dictors to construct h(θ) approximating the true unknown
surface g. We incorporate knowledge of the dynamics and
noise as seen in (4) for more accurate posterior constructions
of the response surface using GPs. Here, y∗ represents the
noisy measurements of the system dynamics [x˙+N (0, σ2x)].
For a complex dynamical system, it is not feasible to
perform numerous optimization steps requiring immense
data. This is because the system is already deployed and
reaching the feasible solution with minimal evaluations is
crucial. Hence, the sampling strategy needs to be efficient
and exploitative in its approach to reach the global optima
for a time-varying dynamical system.
B. Gaussian Process Modeling
Now that the minimization objective has been formulated,
we next look at the design of the GP surrogate and acqui-
sition function. The surrogate agent h(θ) is responsible for
modeling the underlying unknown function g, whereas the
acquisition function is responsible for guiding the sampling
strategy at new query points.
Since GPs act as an intermediate agent to model g in
(4), a kernel function is required for describing GPs. In this
work, we choose from the family of Mate´rn kernels. Owing
to its flexible parameterization and simplicity, this family
of kernels is commonly employed in the literature [17]. An
attractive property of the Mate´rn kernel is in its ability to
model a wide spectrum of responses ranging from infinitely
differentiable functions to rough Ornstein-Uhlenbeck paths.
The Mate´rn 5/2 kernel is given by,
k(θi, θj) = σ
2
f
(
1 +
√
5r + 5r2
)
exp
(−√5r) (5)
r(θi, θj) =
√(
θi − θj
)>
L−2
(
θi − θj
)
,
where θi and θj are any two samples, σf is process variance,
r is the Euclidean distance between the samples weighted
by L which is a diagonal matrix with elements, l ∈ R|Θ|+ ,
corresponding to separate length scales for each θ. Hence, the
kernel used is the automatic relevance determination Mate´rn
5/2 kernel.
Next, the acquisition function is to be determined which
is key in navigating the sampling strategy for finding the
global minima θ∗ in (4). The construction of the acquisition
function uses the GP posterior prediction (1-2) parameterized
by a kernel of choice (5). The acquisition function then
informatively samples new query points in order to balance
the exploration-exploitation divide, i.e., searching globally
unexplored places and minimizing uncertainty versus ex-
ploiting a local search expecting the global optima to reside
nearby. In this work, we focus on the expected improvement
(EI) function which is one of the most commonly used
acquisition functions addressing the exploration-exploitation
mindset. The improvement function originally proposed in
[18] is,
I(θ) = max{0, ht+1(θ)− h(θ+)},
where ht+1(θ) is the next evaluation, h(θ+) is the best pos-
terior mean from GP on past points or the best observation
so far. Intuitively, this evaluates to a positive improvement
when the prediction is higher than the current best value, else
it is set to zero. By maximizing the improvement function,
the next sample’s location is then found,
θnext = arg min
θ
E(I(θ)|Dt), (6)
where Dt represents all the observations collected thus far.
During exploration phase, the function would choose points
where the surrogate variance is large. During exploitation
phase, the function would choose points where the surrogate
mean is large.
C. Controller Reconfiguration
The primary objective is to estimate unknown parame-
ters in an online fashion and update the controller for a
dynamical system. While BO reaches the global optima in
few evaluations, which is very attractive for our interests,
waiting for it to converge to the global optima overrules
the online requirement. Hence, it is imperative to update the
controller iteratively while the optimizer converges to the
global optima. The nominal controller unom(t;K, θn) then
takes on the form u(t;K, θ∗) to keep the system f(x, u; θp)
operating under nominal conditions. Here, the nominal op-
erating behavior can be quantified by bounding below an
error threshold given by, e(t) := xref (t)−x(t) ≤ τe, where
xref (t) is a desired reference trajectory, and x(t) are the
states of the system. If the threshold is exceeded, then the
optimizer would solve for finding the unknown estimates.
We construct the termination criteria of the optimizer in
terms of number of evaluations, N . Due to the explorative-
exploitative approach to reach the global optima, before N
evaluations are completed, it is possible to return parameter
estimates that are critical to the system since the controller
is reconfigured at every step. Therefore, this may allude one
to posing the following question: As new estimates returned
from the optimizer are used to reconfigure the controller,
would the system remain safe?
This problem is reasonably alleviated given fast computa-
tions since each evaluation time will be faster (several Hz)
than the physical time constant of the system. Since the EI
function samples for locations with the improvement criteria,
the controller progressively moves to better parameter esti-
mates. Hence, it does not use (potentially) unsafe parameters
for a duration longer than the physical time constant of the
system. Finally, after N steps, the controller eventually com-
mits to the best parameter estimates, rendering the system to
a better condition than the nominal case.
D. Algorithm Overview
We summarize our proposed framework of finding un-
known parameters online for safety-critical systems as shown
in Algorithm 1. The algorithm is initialized with a domain
for unknown parameters, reference trajectory for a time
period, and error threshold with maximum iteration budget
for initiating or terminating the optimizer.
The proposed framework’s main actions happen from lines
6−20. As seen from the algorithm, if the trajectory error does
not exceed an error threshold, then the nominal controller
designed on line 3 suffices. If the threshold is exceeded,
then the GP posterior is used to efficiently find the globally
optimized unknown parameters iteratively (lines 10− 18).
An initial dataset is constructed using random parameters
and their responses (lines 7 − 9). Using the GP mean and
variance (1-2) in line 11, the EI function (6) is used to query
the next parameter estimate with the highest improvement
(line 12). While (6) is also an optimization problem, it
only relies on the GP model and does not require any
evaluations on the real dynamical system. This corresponds
to cheap computations and can be optimized quickly. The
new parameter estimate is then used to reconfigure the
controller in line 13. Noisy observations are embedded while
observing the system states (lines 4 and 14). An interation
budget of N helps tune the number of function evaluations
to reach the global optima.
IV. SIMULATION RESULTS
Here, we aim to demonstrate the effectiveness of our
method through two systems. In the first scenario, we study
the case of an actuated planar pendulum with changing pa-
rameters, with the intent of providing a pedagogical example
highlighting the main aspects of our work. In the second
scenario, we take a more realistic example of a safety-
critical quadrotor. The quadrotor is an ideal candidate for
validating the efficacy of our method due to its inherently un-
deractuated structure and highly nonlinear dynamics evolving
in the tangent bundle to the Special Euclidean group. As
the parameters change in the quadrotor, it easily deviates
from the reference trajectory, or worse, performs erratically
and becomes unstable. Hence, it is important to accurately
estimate the unknown parameters as quickly as possible for
Algorithm 1: Online parameter estimation using GPs and
BO
Input: Domain: Θ GP Prior: N (0, k(θi, θj))
Reference: xref Error threshold: τe
Period: [t0, tf ] Iterations: N
1 Initialize: t = t0
2 while t ≤ tf do
3 Compute controller: unom(t;K, θn)
4 Observe states: xt
5 Compute error: et ← xref,t − xt
6 if et ≥ τe then
7 Randomly select θrand ∈ Θ
8 Observe dynamics: yt ← x˙+N (0, σ2x)
9 Error response: εrand ← ‖yt − f(x, u; θrand)‖
10 Dataset: Dt ← {θrand, εrand + σω}
11 for i = 1 . . . N do
12 Compute GP: GP = N (0, k(θi, θj);Dt)
13 Evaluate EI: θt = arg minθ E(I(θ)|Dt)
14 Update controller: ut ← u(t;K, θt)
15 yt ← x˙+N (0, σ2x)
16 εt ← ‖yt − f(x, u; θt)‖+ σω
17 Update GP: GP(Dt ← {θt, εt})
18 Update dynamics: xt ← xt + x˙δt
19 end
20 end
21 Update dynamics: xt ← xt + x˙δt
22 end
the quadrotor to remain in stable flight operation.
A. Actuated Planar Pendulum
Consider a planar pendulum with friction that has a single
degree of actuation. It has two states, [φ, φ˙] which are the
angular position and velocity of the pendulum respectively.
The dynamics is given by,
x˙1 = x2 (7)
x˙2 = −g
l
sin(x1)− b
m
x2 +
u
ml
, (8)
where x = [x1, x2]> := [φ, φ˙]> is the state of the system,
m is the pendulum mass, l is the length of the rod, b is
the friction coefficient, and u is the control input. Feedback
linearization is used to design the nominal controller as
shown below,
u = ml
(
Kpe1 +Kde2
)
+ml
(
g
l
sin(x1) +
b
m
x2
)
, (9)
where ei = xref,i − xi, i = {1, 2}, Kp and Kd are positive
gains. To enable a meaningful visualization of the process,
we confine ourselves to the study of a two-dimensional
unknown parameter space. Let us consider that the pendu-
lum’s mass and length change at an unknown time. The cost
function using knowledge of the dynamics and resulting in
the GP surrogate’s response surface is given by,
min
θ∗
∥∥∥ x˙2︸︷︷︸
dynamics
− g
l∗
sin(x1)− 1
m∗
(
bx2 +
u
l∗
)
︸ ︷︷ ︸
model
∥∥∥+N (0, σ2ω)︸ ︷︷ ︸
noise
where x˙2 is the observed dynamics and θ∗ = [m∗, l∗] are the
design parameters. The nominal mass and length are changed
from 1.75 to 4.271 kg and 0.75 to 0.981 m at t = 3 s. The
reference is set as xdes = [60◦, 0 rad/s]. The domains set are
[0.1, 5.0] kg for mass and [0.1, 3.0] m for length, N = 30,
and τe = 0.01. The controller in (9) is iteratively modified
with new parameters, u(x;K, θn) → u(x;K, θ∗) at every
time step until N evaluations are reached.
As seen in Figure 2, just under 30 evaluations, the
unknown parameters are estimated very close to the true
minima. The deviation can be attributed due to modeling of
noise, since the GP surrogates try to estimate the underlying
true function, and is not a true representation. Combinations
of masses and lengths are observed in an explorative manner
to find the global estimate. Since the evaluations happen
quickly, the controller progressively commits to better es-
timates and leads to a more stable tracking performance as
seen in Figure 3. The controller is given parametric com-
binations far away from the true value for small time steps
during the exploration phase. Despite this, the reconfigured
controller tracks the reference due to progressively better
reconfiguration unlike the nominal case.
B. 3D Quadrotor
Here, we do a more thorough analysis of our proposed
solution for a highly nonlinear and complex safety-critical
system. We first present the dynamics and design of the
Fig. 2: BO solves for the unknown mass and length under N = 30
evaluations.
Fig. 3: The reconfigured controller (uBO) tracks the reference position
φdes unlike the nominal controller (unom). φBO and φnom are the
angular positions for system with estimated parameters and nominal system
respectively.
nominal controller for the quadrotor. We then validate our
parameter estimation framework in a four-dimensional set-
ting where the mass and inertia matrix of the quadrotor are
varying with time. This is a particularly challenging setting
since a quadrotor is a highly unstable system and is very
susceptible to parametric changes. Hence, accurate online
parameter estimation is imperative. The simulation was done
in MATLAB 2019.
We consider the complete dynamics of a quadrotor evolv-
ing in a coordinate-free framework. This framework uses a
geometric representation for its attitude given by a rotation
matrix R in Special Orthogonal group, SO(3) := {R ∈
R3×3|R>R = I, det(R) = 1}. The quadrotor has 4 control
inputs; thrust F ∈ R and moments M ∈ R3. The dynamical
equations of motion are given by [19]:
v˙ = ge3 − F
m
Re3 (10)
Ω˙ = J−1
(
M − (Ω× JΩ)) (11)
where v is quadrotor velocity in inertial frame, m is mass
of the quadrotor, g is gravity, J ∈ R3×3 is inertia matrix of
the quadrotor, e3 = [0 0 1]>, and Ω ∈ R3 is body-frame
angular velocity. For a complete mathematical treatment for
the nominal controller, see [19]. Here, we simply present the
equations for nominal F and M :
F = (−Krer −Kvev +mge3 +mr¨d)> ·Re3
M = −KReR −KΩeΩ + Ω× JΩ (12)
− J(Ω×R>RdΩd −R>RdΩ˙d),
where K(·) are positive definite gains, er = r − rd, ev =
v− r˙d, eR = 12 (R>d R−R>Rd)∨, and eΩ = Ω−R>RdΩd.
The quadrotor’s inertial position and velocity are r and
v. The desired position, velocity, orientation, and angular
acceleration are rd, r˙d,Rd, and Ω˙d respectively. (·)× is the
skew-symmetric operator satisfying, ∀a, b ∈ R3, a×b = a×b,
and (·)∨ is its inverse, i.e., (a×)∨ = a.
References are sinusoids where position reference is
[xd, yd, zd]
> = [4 sin(0.8t), 5 sin(0.4t), 2 sin(0.4t)]> and
desired yaw is ψd(t) = atan2(yd, xd), for t ∈ [t0, tf ]. Nom-
inal parameters are m = 1.25 kg, J = diag[1.1, 1.1, 2.2]
kgm2, gains Kr = diag[5, 5, 5], Kv = diag[0.5, 0.5, 2.0],
KΩ = diag[5, 10, 20], KR = diag[30, 30, 30]. The unknown
time-varying mass and inertia are given by,
mˆ =

0.2 exp(−0.2t) sin(1.5t) +m, t ≤ 3
1.85, t ≤ 6
0.7 exp(−0.2t) sin(1.5t) +m, t ≤ 9
2.10, t ≤ 12
m t ≤ tf
(13)
Jˆ = 3.0 (J + mˆr2), t0 ≤ t ≤ tf (14)
where mˆ and Jˆ are the affected mass and inertia parameters
respectively, r = [0.2 0.2 0.2]> is the inertial axis offset,
t0 = 0 s, and tf = 16 s. The goal is to estimate varying
parameters for both slowly-varying and transient changes,
since this demonstrates if parameter estimation is robust to
different classes of changes. We assume inertial parameters
form a diagonal matrix, hence the optimizer solves for
an unknown inertial value along each principal axis. The
response surface is constructed as follows,
min
θ∗
∥∥∥ x˙(t)︸︷︷︸
dynamics
− f(x, u; θ∗)︸ ︷︷ ︸
model
∥∥∥+N (0, σ2ω)︸ ︷︷ ︸
noise
, (15)
where θ∗ = {m∗, diag[J∗]} represent unknown parameters,
and x˙ represents the noisy linear and angular accelerations
(v˙, Ω˙). The dynamics derived from first principles (10-11)
is incorporated along with Gaussian white noise, σω , in the
surrogate GP modeling. We choose N = 30, τe = 0.05,
along with measurement noise where ‖σx‖ ≤ 3.2× 10−3.
We first look at trajectory tracking performance. Applying
the framework outlined in III-D, parameters are estimated
online using GPs and the controller in (12) is reconfig-
ured iteratively. Estimation performance is compared against
benchmark optimizers such as interior-point method (IPM)
and sequential-quadratic programming (SQP). As seen in
Figure 4, MSE for tracking is the least when reconfigured
with parameters estimated using our methodology. Low MSE
along x and y is due to transient changes in the mass which
has a higher pronounced affect along z. Our framework is
robust to modeling of noise while finding the global optima
and this gives a competing edge over other methods. It
also drastically improves tracking performance as seen in
Figure 5. Due to limited space, we present the performance
along z-dimension only since it incurs the highest MSE. This
further validates our approach’s efficacy in safety-critical
applications with improved control performance.
Next, we look at the parameter estimation accuracy using
BO and other solvers as tabulated in Table I. Each solver
had domain bounds of [0.5 4.0] for mass and [0.1 12.0] for
each inertial axis. IPM and SQP use the nominal parameters
as their initial starting points. We look at five time instances,
one instance from each time interval in (13), for evaluating
the estimation accuracy, given as norm error, and prediction
time. In all instances, parameters estimated using BO have
considerably lesser norm error than other solvers. Even in the
case when other solvers have a lower prediction error, BO
has marginally close prediction errors (t = 1.5, t = 8.0).
An important distinction of our approach over other solvers
is robustness to noise and estimating parameters for step
changes. IPM and SQP at times get stuck at local minima
Fig. 4: Left-to-right: Nominal, BO, IPM, SQP. MSE is shown for each case.
Reconfiguring the controller with parameters estimated using BO incurs the
least MSE in terms of tracking along every dimension.
Fig. 5: The tracking error performance in the altitude domain. The quadrotor
exhibits very poor tracking in the nominal case as expected. Our methodol-
ogy demonstrates the least tracking error due to better parameter estimation.
Time Optimization True values Estimated values Mass Inertial Prediction
Instance [s] Method m Jx Jy Jz m Jx Jy Jz Error Error Time [s]
BO 1.58 3.57 3.32 5.53 0.185 1.255 0.324
1.5 IPM 1.39 3.47 3.47 6.77 2.41 1.04 1.03 6.08 1.011 3.508 0.028
SQP 1.25 1.10 1.10 2.20 0.144 5.662 0.015
BO 1.86 3.91 7.91 10.2 0.005 2.966 0.354
5.0 IPM 1.85 6.02 6.02 9.32 1.87 0.95 4.76 2.25 0.024 8.795 0.026
SQP 1.25 1.10 1.10 2.20 0.600 9.954 0.013
BO 1.18 2.61 5.42 9.87 0.0004 3.794 0.354
8.0 IPM 1.18 3.44 3.44 6.74 1.94 1.06 3.31 4.59 0.7622 3.212 0.037
SQP 1.25 1.10 1.10 2.20 0.0684 5.621 0.012
BO 2.12 7.89 5.78 11.50 0.018 2.428 0.354
11.0 IPM 2.10 6.39 6.39 9.69 2.62 1.02 3.10 1.87 0.520 10.032 0.028
SQP 1.25 1.10 1.10 2.20 0.850 10.581 0.014
BO 1.25 3.85 1.57 6.93 0.004 1.844 0.384
14.0 IPM 1.25 3.30 3.30 6.60 2.68 2.31 2.45 3.82 0.090 5.064 0.028
SQP 1.20 1.67 2.26 2.64 0.087 5.312 0.013
TABLE I: Parameter estimation accuracy expressed as norm error and prediction time
and is unable to estimate these transient changes. SQP is
the fastest as expected due to its quasi-newton Hessian
approximations while BO has the highest prediction time
due to training of GPs and hyperparameter estimation.
V. CONCLUSION
Summarizing our work, we have proposed a novel frame-
work using high probabilistic guarantees from GPs to es-
timate parameters online for safety-critical systems. Us-
ing a data-driven approach, BO allows for an efficient
search strategy over a response surface to find the global
optima. Leveraging the GP posterior mean and variance,
the optimizer navigates towards the global optima with an
exploration-exploitation mindset. Our formulation does not
require gradient approximations and has the competitive edge
of incorporating noisy observations in its pursuit to finding
the global optima. Finally, we study two cases:- an actuated
planar pendulum, investigating a two-dimensional parametric
setting highlighting the main aspects of our work, followed
by a safety-critical quadrotor system. For the quadrotor,
we estimate parameters in a four-dimensional setting with
slowly-varying and transient changes to the mass and inertia.
We reconfigure the quadrotor controller online with esti-
mated parameters and compare with other benchmark solvers
using interior-point methods and hessian approximations.
Due to better parameter estimation, the tracking MSE was
the least using BO versus other solvers.
Although, our approach has many advantages, we would
like to highlight some closing remarks. BO is limited to
low-dimensions with increasing estimation time in higher
dimensions. This is an active area of research to enable faster
tractability using BO. One could leverage techniques such as
adaptive mesh search for BO in higher dimensions to query
samples quicker [20]. In this work, we focused on presenting
the main idea for online parameter estimation using GPs.
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