A new sparse spectral clustering method using linear algebra techniques is proposed. This method exploits the structure of the Laplacian to construct its approximation, not in terms of a low rank approximation but in terms of capturing the structure of the matrix. The approximation is based on the incomplete Cholesky decomposition with an adapted stopping criterion, it selects a sparse data set which is a good representation of the full data set. With this approximation the eigenvalue problem can be reduced to a smaller problem. To obtain the indicator vectors from the eigenvectors the method proposed by [ Zha et al., Spectral relaxation for k-means clustering ] is adapted, which computes a pivoted LQ factorization of the eigenvector matrix. This formulation gives also the possibility to extend the method to out-of-sample points.
Introduction
Clustering is a widely used technique for partitioning unlabeled data into natural groups, which is a significant problem occurring in applications ranging from computer science, biology to social science or psychology. When clustering is carried out, data points which are related to each other are grouped together but points which are not related to each other are assigned to another group.
Already a wide range of methods exist to cluster unseen data, e.g. k-means [6, 7, 10] , hierarchical clustering [15, 10, 22] . The focus in this paper is on spectral clustering [20, 9, 19, 23] which became in recent years a popular clustering algorithm. In fact, spectral clustering is a relaxation of a graph partitioning problem that is NP-hard and leads to an eigenvalue problem. Compared with other algorithms spectral clustering has the advantage that it is simple to implement and it solves the problem efficiently by standard linear algebra techniques.
A spectral clustering algorithm consists of the following steps. First, the graph Laplacian [9, 17, 18, 23] and the related eigenvalue problem are constructed. Then the k eigenvectors belonging to the smallest eigenvectors are computed. With these eigenvectors the cluster assignment can be achieved and each data point can be assigned to a cluster. Note that the size of the eigenvalue problem corresponds to the number of data points. This is prohibitive when working with large data sets.
Typically spectral clustering methods were only performed on training data without extensions to new points, apart from recomputing the eigenvectors of a larger system which is not computationally attractive. Recently, two methods are derived for out-of-sample points, one is based on the Nyström method [8] and the other is derived in a weighted kernel PCA framework [1] . These methods make it possible to assign new data points to clusters in an efficient way.
In this paper, a sparse spectral clustering method is presented, with a possibility for extension to out-of-sample points, based on simple linear algebra techniques. In the first part of the clustering algorithm, the approximation of the graph Laplacian by the incomplete Cholesky decomposition is achieved. This decomposition can lead to a small numerical error if the eigenvalues of the similarity matrix decay rapidly. However, there exist examples for which the eigenvalues of the similarity matrix do not possess this property. In fact, the incomplete Cholesky decomposition selects a limited number of columns and rows of the similarity matrix such that the corresponding sparse data set is a good representation of the full data set. This has nothing to do with a fast decay of eigenvalues but with capturing the structure of the matrix. The stopping criterion of the incomplete Cholesky decomposition will be adjusted such that the approximation captures the structure of the matrix.
With this approximation, the eigenvalue problem is reduced to a smaller eigenvalue problem only based on the information received from the selected sparse data set. In the third part of the clustering algorithm, the obtainment of the indicator vectors, the cluster assignment for each data point can be found by computing a pivoted LQ decomposition of the eigenvector matrix [24] . This method is adapted such that also the importance of the selected data points is taken into account.
It is also possible to extend the proposed method to out-of-sample (test) points. We will show that this can be achieved by exploiting the information related to the pivoted LQ decomposition in the cluster assignment.
The paper is organized as follows. Section 2 contains an introduction to spectral clustering. Section 3 proposes the sparse spectral clustering algorithm based on linear algebra techniques. Section 4 gives the numerical results and Section 5 states a conclusion.
Introduction on spectral clustering
Because of the overwhelming amount of literature on the subject of spectral clustering, we will explain only the main concepts and refer the interested reader to [20, 9, 19, 23] for more information.
As stated in the introduction, spectral clustering is a relaxation of a graph partitioning problem that is NP-hard. Therefore we start with introducing a graph. Represent the data points
as vertices in an undirected graph and assign a positive weight w ij , based on a similarity measure, to the edges between x i and x j . From this, a symmetric similarity matrix W can be constructed, W ij = w ij . The degree of a vertex, which represents the total number of related weights to a specific node, is defined as d i = N j=1 w ij and the related degree matrix as
The idea of graph clustering, is to find k subgraphs such that a minimal number of edges are cut off and that the total weights of these edges are minimal. This is called the mincut problem [21] and it results in minimizing:
with W (A,Ā) := i∈A,j∈Ā W ij and whereĀ stands for the complement of A. A factor 1 2 is added to avoid that the cutted edges are counted twice. In practice, the method does not give satisfactory results. This is shown in Figure 1 where an individual vertex is isolated (partition A) instead of the obvious partition B. To circumvent this, it could be requested that the clusters A i , i = 1, . . . , k are considerably large. This can be achieved in two ways, the first way takes the number of vertices in a set A i into account and the second takes the weights of the edges in consideration: vol(A i ). So, it results in minimizing one of the two following objective functions B A Figure 1 : An example where minimum cut gives a bad partition A; we should expect partition B.
[ 14, 20] :
Both objective functions (1)- (2) want to achieve that the clusters are balanced, by there corresponding measures. Rewriting the minimization of (1)-(2) for k = 2 results in [14, 20] , respectively:
where L = D − W is the unnormalized graph Laplacian, y is the indicator vector and b is a positive constant that depends on the number of data points assigned to each partition, b = |A1| |A2| , and b = vol(A1) vol(A2) , respectively.
As stated before, minimizing (3)-(4) is a NP-hard problem. When the discrete condition of y is relaxed such that y can also take real values, the minimization of (3)-(4) results in solving the following eigenvalue problems, respectively:
with L rw = D −1 L the normalized graph Laplacian. To obtain the approximated solution of (1)-(2), the eigenvectors of L and L rw corresponding to the second smallest eigenvalue (also called the Fiedler vector) are the real valued solution to the problems (1)- (2) . The indicator vector can be obtained by binarizing the Fiedler vector.
In general, clustering problems consist of k clusters instead of two clusters. These also reduce to the eigenvalue problems (5)- (6) , but in these cases not only the eigenvector belonging to the second smallest eigenvalue is of interest, but all the eigenvectors corresponding to the 1, . . . , k smallest eigenvalues. Obtaining the indicator vectors is not that simple anymore for k > 2 and often another clustering algorithm is applied to cluster the k eigenvectors. For instance, k-means which only works well if the clusters in the new space represented by the eigenvectors are spherical and well-separated.
Previously, we defined the graph Laplacian L = D − W . In fact, this is the main tool for spectral clustering and has been extensively investigated in spectral graph theory [9] . We will briefly discuss the main properties of three types of graph Laplacians:
All three graph Laplacians are symmetric positive semi-definite matrices and they have the basic property that the smallest eigenvalue is 0 and that the corresponding eigenvector is the constant one vector 1 N , except for L sym where the eigenvector is a scaled version: D 1/2 1 N . There exists also a relation between the number of connected components and the multiplicity of the eigenvalue 0 of the Laplacian. But first we define the indicator vector 1 A1 as Proof See [23] .
In general, to obtain an approximated solution to the minimization problem, the constant eigenvector 1 N belonging to the smallest eigenvalue is of no interest. The eigenvectors of interest (for k clusters) are the eigenvectors corresponding to the 1, . . . , k smallest eigenvalues.
The difference between the unnormalized and normalized Laplacian, is that they both take care of minimizing the between-cluster similarity, but only the normalized takes care of maximizing the within-cluster similarity. That is why the choice often goes to the normalized Laplacian. Between the two normalized Laplacians often the L rw is elected above L sym because of the simple fact that the eigenvectors of L rw are indicator vectors and these of L sym have to be multiplied with the matrix D 1/2 . For more detailed information of the graph Laplacian and other basic properties the reader is referred to [9, 17, 18, 23] . Also pay attention to the fact that in the literature no unique convention exists about the name graph Laplacian.
In general, a spectral clustering algorithm passes through the following steps: first the graph Laplacian and the related eigenvalue problem are constructed, then the corresponding eigenvalue problem is solved. When the eigenvectors are obtained the cluster assignment can be carried out by computing the indicator vectors. The algorithm in Section 3 will also consist of these three steps. Also an extra step is added where the method is extended to out-of-sample points.
Clustering algorithm
In this section, a spectral clustering method based on linear algebra techniques is proposed. To acquire the eigenvectors, the incomplete Cholesky (IC) decomposition is used to reduce the eigenvalue problem such that for large data sets the computational burden is not prohibitive anymore. In fact, the incomplete Cholesky decomposition takes care that a sparse set of pivots of the full data set is selected, and the number of pivots is controlled by a new stopping criterion. As stated in [24] the cluster assignment results in computing a pivoted LQ decomposition of the eigenvector matrix. We will adapt this method such that the importance of the selected data points is taken into account. Additionally this formulation based on the LQ decomposition can be used to extend the method for out-of-sample points. At the end, an overview of the algorithm is given.
Cholesky decomposition
A Cholesky decomposition [12] is a decomposition of a symmetric positive definite matrix into the product of a lower triangular matrix and its conjugate transpose: A = CC T and is widely used for solving linear systems . When the matrix is positive semi-definite it is possible to compute the incomplete Cholesky decomposition, meaning that some columns of C are zero. In fact, the incomplete Cholesky decomposition computes a low rank approximation of accuracy η of the matrix in O(r 2 N ) such that ||A − CC T || < η with C ∈ R N ×r . As stated in [4] , the incomplete Cholesky decomposition leads to small numerical error and r ≪ N when there is a fast decay of eigenvalues. The efficient computation of the incomplete Cholesky decomposition is shown in Algorithm 1 [5] .
Algorithm 1 Incomplete Cholesky decomposition
Find new pivot element j * = arg max j∈[i,N ] G j .
4:
Update permutation P : P ii = P j * j * = 0 and P ij * = P j * ,i = 1.
5:
Permute elements i and j
Update the already calculated elements of C: C i,1:i ↔ C j * ,1:i .
7:
Set C ii = W ′ ii .
8:
Calculate i th column of C:
Update only diagonal elements:
10:
Set i = i + 1.
11: end while
In interior point methods of support vector machines (SVM) this factorization is used to decrease the storage requirement and the computationally complexity [11, 4] , and in independent component analysis (ICA) it it used to approximate contrast functions in an efficient way [3, 5, 13, 2] . All these methods use this factorization as a low rank approximation.
The idea of this paper, by analogy with [4] , is to approximate the similarity matrix W , which is a positive semi-definite matrix, with the incomplete Cholesky decomposition to reduce the eigenvalue problem. After investigation of the similarity matrices utilized in [4] , we noticed that these matrices did not possess eigenvalues decaying fast, i.e. these matrices are not approximately rank deficient. This is shown in Figure 2 is taken as similarity measure. In fact, the incomplete Cholesky decomposition works because it selects in an appropriate manner the rows and the columns such that the structure of the approximation is close to the structure of the original matrix. This is beneficial in spectral clustering because the structure of the eigenvectors plays a crucial role.
The selection procedure of the incomplete Cholesky decomposition will be elaborated for an ideal example with two disjunct clusters. Assume that the points are ordered such that W is a block diagonal matrix with two blocks
To obtain a correct clustering a minimum of two columns has to be selected, each column from another cluster. This is exactly what the incomplete Cholesky decomposition does. Lets have a closer look at Algorithm 1 of the incomplete Cholesky decomposition. First it selects a pivot element j * by looking for the location of the maximum of the diagonal G. For this example the radial basis function (RBF) is taken as similarity measure, resulting in a diagonal consisting of only ones. Hence, the first selected pivot element is j * = 1. This column is put as the first column
The diagonal G is updated as follows: This means that the updated entries of G i corresponding to the cluster to which j * = 1 belongs will have a small value at least smaller than one, and the points related to the other cluster will have still the value one. Hence, an element from the other cluster will be selected as new pivot element j * = N 2 + 1. The second column of C becomes
These two columns in C are enough to approximate matrix W in such a way that the structure of matrix W is captured:
As you can see, the approximation of W consists of two blocks. Therefore the structure of the eigenvectors of the Laplacian are similar to the original one. In practice, the matrix W is not a block diagonal matrix but a permuted version of it and the anti-diagonal blocks also contain information about the data points. For instance, in the example of the two intermingled spirals as shown in Figure 2(a) , the distance between points in different clusters can be smaller than between points in the same cluster. This information is also incorporated in the similarity matrix W . For this type of examples, it will not work to select two pivots each from a different cluster and solve the corresponding eigenvalue problem, more pivots have to be selected. The incomplete Cholesky decomposition is able to capture this in contrast with other clustering algorithms e.g. k-means, which can not handle non linear data structures.
In Figure 3 different clusterings are shown based on a different number of selected pivots. The clustering in Figure 3 (a) is achieved with the incomplete Cholesky decomposition but not enough pivots (r = 70) were selected to obtain a correct clustering. In Figure 3 Notice that the selected pivots are on a certain distance from each other. This depends on the radial basis function parameter σ. A larger σ will result in pivots which are further away from each other, such that the pivots data set is sparse but not a good representation of the full data set. A smaller σ results in points which are closer to each other, such that more pivots are selected to obtain the correct clustering. The selection of the parameter σ will not be discussed further in this paper. It is assumed that an appropriate σ for each problem is available.
Stopping criterion
As shown above the incomplete Cholesky decomposition selects the pivots in such a way that a sparse representation of the data set is obtained. The next step is to focus on the stopping criterion of the decomposition, because the common stopping criterion is based on a low rank approximation. We want that the algorithm stops when a minimal number of pivots is selected which ensures a correct clustering.
The stopping criterion will be based on the degree of each node in the approximation of the similarity matrix W . As defined before the degree of a node d j represents all the connections to the other nodes. When matrix W is approximated, also not the exact degree matrix can be constructed. Therefor an approximation of the degreed j will be used in this method. Only the connections of the node to the selected pivots can be taken into account, i.e. it corresponds to diag(D) = CC T 1 N . In fact, each node must have a certain degree to ensure a good clustering, there must be enough connections to the already selected pivots. And if there is still a node with degree zero, a new pivot should be selected. After selection of a new pivot the degrees of the nodes are updated and based on these values the stopping criterion is verified. From experience, it is found that the following stopping condition mind j maxd j > 10
gives satisfactory results. This will be further discussed in the numerical experiments of Section 4.
Reducing the eigenvalue problem
In this section, the reduction to a smaller eigenvalue problem is proposed, it is similar to the method proposed in [4] . In this paper we are mainly interested in solving the following eigenvalue problem:L sym y =λy. Notice that the eigenvalues ofL
are related to those of L sym asλ = 1 − λ. Hence, the largest eigenvalues become important instead of the smallest. As explained in Section 3.1 the incomplete Cholesky decomposition of W is: W ≈ CC T with C ∈ R N ×r and r the number of selected pivots. As we substitute this, together with the related degree matrixD, in (12):
To reduce the eigenvalue problem, replaceD −1/2 C with its QR decomposition:D −1/2 C = QR where Q ∈ R N ×r and R ∈ R r×r and substitute R with its singular value decomposition R = U R Σ R V T R where U R , V R ∈ R r×r and Σ R ∈ R r×r . Equation (13) results in:
The columns of the matrixṼ = QU R,1:k withṼ ∈ R N ×k are the k orthogonal eigenvectorsṽ j with respect to the k dominant eigenvalues (σ R,j ) 2 =λ j with j = 1, . . . , k.
Cluster assignment
To explain the cluster assignment the ideal case of k connected components, with the k dominant eigenvaluesλ 1 = · · · =λ k = 1 and the corresponding eigenvectorsṽ j , j = 1, . . . , k, is considered. According to Proposition 1, the following decomposition holds:
where D I ∈ R k×k is the matrix containing the scaling parameters and Q I ∈ R k×k an orthogonal matrix. Extracting the indicator vectors from the k eigenvectors, can be achieved by computing a pivoted LQ decomposition of the eigenvector matrixD −1/2Ṽ , as proposed in [24] :
with P ∈ R n×n a permutation matrix, L 11 ∈ R k×k lower triangular matrix,
Then the columns of S = PL are the indicator vectors:
In fact, the underlying process of the LQ factorization of a matrix A can be explained by aid of the Gram-Schmidt process [12] . Select the row a i with maximum residual norm and put a 1 := a i and u 1 := a i . Say that the corresponding point x i belongs to cluster j, i.e. this is the representative of the cluster j. Calculate for each row (l = 1, . . . , N and l = i) the difference between the row and its orthogonal projection onto the row u 1 :ũ l := a l − proj u1 (a l ). When a resulting row has small norm the corresponding point belongs to cluster j, and if the norm is large, it means that the corresponding point belongs to another cluster.
Next pick the row i * with largest residual norm and putã 2 := a i * and u 2 :=ũ i * , the corresponding point will be the representative of another cluster. Then calculate, for the other rows (l = i, i * ), the difference between the row and its projection onto the subspace {u 1 , u 2 }: a l − proj u1 (a l ) − proj u2 (a l ). Pick the row with largest norm and call it u 3 . This process is continued for k steps. The pivoted LQ-factorization of the matrix A can then be obtained by: 
with e i = u i ||u i || . At the end, k representative points are received related to the selected rows e l (l = 1, . . . , k), and each point represents a cluster. The matrix L is also multiplied with the inverse of the square k × k matrix L 11 , consisting of the k top rows of L, such that in the resulting matrix L the selected rows e l (l = 1, . . . , k) are the actual representatives of the k clusters. The entries of the matrixL tell how well rowã n (n = 1, . . . , N ) is related to e l (l = 1, . . . , k).
In the ideal case, the columns of matrix S will consist of the cluster indicators
In practice, when there are almost k connected components, the cluster structure is still inherited but the zeros are not zero anymore. The magnitude (in absolute value) of the entries, s ij of the matrix S = PL ∈ R N ×k indicate how well point x i is assigned to cluster j. Then a point x i can be assigned to a cluster j: when
Hence, the matrix S gives also a measure of how good or bad a point belongs to a certain cluster based on the k representatives. This measure could be used to detect outliers in the data.
Because the proposed algorithm is based on the approximation of the similarity matrix W , only the correct information of a few points (the selected pivots) is exploited, the information of the other points is approximated. To take this into consideration in the cluster assignment, the eigenvectorsṼ are scaled with the degree matrixD 1/2 such that if the approximated degree of a node is small, this point will not be selected as a representative of a cluster. This corresponds to the operationD(D −1/2Ṽ ) on the eigenvectors.
Generalization to out-of-sample points
A method using only the selected pivots, is proposed to assign the out-of-sample (test † ) points {x t } Ntest t=1 to a cluster based on the technique explained in Section 3.3. The method runs through † In general, a data set is divided into three sets, validation set (to validate the parameters, e.g. the RBF parameter σ, the number of clusters k), training set (to obtain the indicator vectors) and the test set (to test the indicator vectors to new points).
the same steps as the eigenvector computing and the cluster assignment method by using the information received during these steps. In the next formulae, the original steps (at the left) are shown together with the steps necessary for the extended version (at the right).
The first step, of course is to compute the similarity matrix between the out-of-sample points {x t } Ntest t=1 and the selected pivots {x m } r m=1 :
where C ext ∈ R Ntest×r . The second step is to compute an extended version of the eigenvectors, instead of recomputing the eigenvector matrix of size (N + N test ) × k only the bottom N test rows are computed. This computation is based on information from the original decomposition and C ext . First the analog of the QR decomposition ofD −1/2 C is applied:
In the third step, the information of the eigenvectors U R,k is applied to obtain the new rows of the eigenvector matrixṼ ext ∈ R Ntest×k .
When the extension of the eigenvector matrix,Ṽ ext is obtained, these rows have to be transformed in the same way as all previous rows of the eigenvector matrix, as in Section 3.3, to obtain the cluster assignments. This is done by applying Q
with S ext ∈ R Ntest×k . Then the same cluster assignment criterion can be used to assign the out-of-sample point x i to a cluster: assign point x i to cluster j when
Algorithm
An overview of the algorithm is given in Algorithm 2. 
11 . 6: For all i, assign point x i to cluster j when j = arg max l (|S i,l |).
. 9: For all t, assign point x t to cluster j with j = arg max l (|(S ext ) i,l |).
Note:
The proposed method has a few similarities with the method proposed by Alzate and Suykens in [4] , like the use of the incomplete Cholesky decomposition and the reduction to a smaller eigenvalue problem. But there are also significant differences. The method proposed by these authors is based on a kernel principal component formulation and leads to the following eigenvalue problem:
with
a weighted centering matrix removing the weighted mean from each column of W . Another difference is the fact that they use the incomplete Cholesky decomposition with the original stopping criterion, this results in an extra parameter in their spectral clustering algorithm, which has to be chosen in a proper way.
Numerical experiments
In this section, the proposed method is compared with the method of Alzate and Suykens (AS) [4] on different toy problems. Because the method AS depends on an extra parameter η, we also compare the results with an adapted version of the method of AS, this method is denoted with method AS (*) and the number of pivots is given as input such that the proposed method and method AS (*) can have the same number of pivots. All methods are implemented in MATLAB. The first experiment shows the sparseness of the proposed method and the idea behind the stopping condition (11) for two different problems. It shows that the method learns what it has to learn in an efficient way. The second experiment shows the results concerning the out-of-sample extensions for three different problems.
In the first experiment, the whole data set will be considered as training set and in the second experiment, the data set will be divided into a training and test set. The results are compared with a known clustering by the Adjusted Rand Index [16] which measures the similarity between two data clusterings, where an ARI equal to one stands for equal clusterings. The simulations are performed ten times, so average results are shown in the figures and tables.
• Experiment 1: Sparseness of proposed method -Three Gaussian clouds in 3D: In Figure 4 (a) the three clouds are shown. The number of training points is N = 6000 and the RBF parameter σ is fixed to σ = 3. In Figure 4 (b) the stopping criterion (in logarithmic scale) for the first 100 selected pivots of the proposed method is shown. It gives the value (11) after each selection of a new pivot. As you can see, the stopping criterion is fullfilled when three pivots are selected, and a correct clustering is obtained. In this experiment, the influence η (10 −5 ≤ η ≤ 1) of method AS is compared to the proposed method which does not have an extra parameter. In Figure 4 (c), the number of selected pivots is shown for the two methods. The proposed method does not depend on the parameter η, so its result stays fixed (dotted line). For the method AS the number of selected pivots decreases when η increases. For η close to one, the same number of pivots is selected as in the proposed method. For the last value of η is the number of selected points 2.2 (not an integer because of the randomization) even smaller than the value of the proposed method. In this case the Adjusted Rand Index does not give 1 but 0.6138, so no correct clustering is obtained. In fact, for three clouds at least three pivots have to be selected to obtain a correct clustering. In Figure 4 (d) the computation times in seconds are shown, this decreases also when η increases for method AS but it is higher than the time of the proposed method.
-Two spirals in 2D: In this experiment two spirals are considered as shown in Figure 5 (c).
First we consider N = 1000 data points and the RBF kernel parameter is set to σ = 0.4. In Figure 5 (a)-(b) the stopping criterion is shown with respect to the number of selected pivots. Figure 5 (a) gives a general impression how the stopping condition (11) behaves, Figure 5 (b) gives the result in a specific interval [50, 200] . The red dot, indicates that from this point on a correct clustering (ARI=1) is obtained. Notice that at that moment the stopping criterion is not fulfilled. In Figure 5 (c) the selected pivots are shown, the dots denote the ones that are enough to obtain the correct clustering, the plus signs are the extra pivots which are selected until the stopping condition is fulfilled. In Figure 6(a)-(b) , the number of selected pivots and the computation times are shown for increasing N and η = 0.7. As you can see, the proposed method selects less pivots, and the computation times reduce significantly. Also in comparison with method AS (*) the reduction time is significant. Note that the full approach does not fit into memory. In Table 1 , the number of selected pivots is shown for the method of AS and the proposed method. Also the degree of sparseness is indicated.
• Experiment 2: Out-of-sample extensions -Three Gaussian clouds in 2D: In this experiment, the effect of the number of training points will be investigated on an almost ideal problem (clusters well separable) and on a non-ideal problem (clusters hard to separate), see Figure 7 (a) and Figure 8 (a). The number of data points is N = 900, the RBF parameter σ is set to 0.8 and 0.5 respectively, and η is taken 0.5 in both cases. The number of training points varies from N train = 20, . . . , 880 with steps of 20, and the remaining data points are attributed to the test set. Figure 7(b) shows that if more training points are selected the number of selected pivots increases. The increase is stronger for method AS than for the proposed method. Maybe η should be varied when N train is increasing. In Figure 7 (c) you can see that if the number of pivots increases also the computation times increase. Figure 7(d) shows the adjusted rand index. As you can see the proposed method gives directly a correct clustering and the method AS needs one step more to obtain a correct clustering. In Figure 8(a) , the three clouds are not well defined, they are visually distinctable but there are several points which are hard to assign to a specific cluster. Figure 8(b) shows that if more training points are selected more pivots will be selected. This gives also an increase in the computation times (Figure 8(c) ). Figure 8(d) shows the ARI, the ARI for method AS are slightly better than for the proposed method. But probably this is because the method AS selects more pivots than the proposed method. If we compare the proposed method with method AS (*), we see that in most cases the proposed method obtains a slightly better adjusted rand index.
-k Gaussian clouds in 2D with k = 2, . . . , 10: In this experiment the effect of an increasing number of clusters for a fixed number of training data is investigated. The dataset contains N = 2000 data points, one fifth will be used for training and the remaining points for testing. The RBF parameter σ is fixed to σ = 0.5, and η = 0.5. Figure 9 (a) shows the data points for ten clusters. Figure 9(b)-(d) , shows the number of selected pivots, the computation time and the Adjusted Rand Index for an increasing number of clusters. The proposed method selects less pivots than method AS. The adjusted rand index indicates that the proposed method is comparable with method AS, and performs slightly better than method AS (*) for an increasing number of clusters.
-Three concentric rings in a 2D space: In this experiment, a nonlinear problem is investigated where the data points have few members and the rings have a multiscale nature. In Figure 10 the concentric rings are shown. Table 2 shows the results for an optimal and a non-optimal σ: 0.1 and 0.2 respectively. The data set consists of N = 1400 points, 600 points are used for training (N train ) and the other 800 for testing (N test ).
The methods have a similar behavior, because almost the same amount of pivots are selected. The proposed method gives a slightly better result.
Optimal σ = 0.1
Non-optimal σ = 0. Table 2 : Three concentric rings in a 2D space: Results for an optimal σ = 0.1 and a non-optimal σ = 0.2, (N = 1400, η = 0.65). 
Conclusion
A sparse spectral clustering method is presented which is based on linear algebra techniques. In the algorithm, the incomplete Cholesky decomposition, the LQ factorization with row pivoting, and the singular value decomposition are applied to obtain the cluster assignment efficiently. In fact, the data set is represented with only a sparse set of pivots, and based on this information the indicator vectors are derived. To acquire this, an adapted stopping criterion for the incomplete Cholesky decomposition is proposed such that no extra parameter is necessary in the algorithm. The proposed method is also extended to out-of-sample points. In the numerical simulations it is shown that the method presented achieves good results compared to method AS [4] , especially when looking at the computational complexity.
