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Abstract
In this paper, we introduce homological structure theory of semir-
ings and CP-semirings—semirings all of whose cyclic semimodules
are projective. We completely describe semisimple, Gelfand, sub-
tractive, and anti-bounded, CP-semirings. We give complete charac-
terizations of congruence-simple subtractive and congruence-simple
anti-bounded CP-semirings, which solve two earlier open problems
for these classes of semirings. We also study in detail the properties
of semimodules over Boolean algebras whose endomorphism semir-
ings are CP-semirings; and, as a consequence of this result, we give
a complete description of ideal-simple CP-semirings.
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1 Introduction
In the modern homological theory of modules over rings, the results
characterizing rings by properties of modules and/or suitable categories of
modules over them are of great importance and sustained interest (for a
good number of such results one may consult, for example, [34]). Inspired
by this, quite a few results related to this genre have been obtained in
different nonadditive settings during the last three decades. Just to mention
some of these settings, we note that a very valuable collection of numerous
interesting results on characterizations of monoids by properties and/or
by categories of acts over them, i.e., on so-called homological classification
of monoids, can be found in a recent handbook [33]; and, for the results
on ‘homological classification of distributive lattices,’ one may consult the
survey [8].
Nowadays, on the other hand, one may clearly notice a growing interest
in developing the algebraic theory of semirings and their numerous connec-
tions with, and applications in, different branches of mathematics, computer
science, quantum physics, and many other areas of science (see, for exam-
ple, [11] and [9]). As algebraic objects, semirings certainly are the most
natural generalization of such (at first glance different) algebraic systems
as rings and bounded distributive lattices. Thus, when investigating semir-
ings and their representations one should undoubtedly use methods and
techniques of both ring and lattice theories as well as diverse techniques
and methods of categorical and universal algebra. Thus, the wide variety
of the algebraic techniques involved in studying semirings, and their repre-
sentations/semimodules, perhaps explains why the research on homological
characterization/classification of semirings is still behind that for rings and
monoids (for some recent results on ‘homological characterization of semir-
ings,’ one may consult [2], [16], [17], [18], [19], [25], [26], [27], [28], [29], [30],
[44], and [1]).
In the current and previous [1] our papers, we have studied semirings
all of whose cyclic semimodules are projective and injective, so-called CP-
and CI-semirings, respectively. Both these papers, of course, belong to the
homological characterization of semirings, but, taking into consideration
the additive Yoneda lemma [7, Proposition 1.3.7] (see also [36, Theorem
3.7.1]), the cyclic semimodules permit us to look at the homological char-
acterization from a little bit different perspectives and, to the extend of
our knowledge, at the very first time explicitly initiate a new, obviously
“bloody” connected with the homological characterization, approach/area
— ‘homological structure theory (of (semi)rings in our case, for instance)’—
(for more detail, please, see Sections 3 and 6). Perhaps this phenomenon
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can, at least implicitly, explain a persistent interest in studying of cyclic
modules over rings (see, e.g., the recent monograph [20]).
Also, ‘congruence- and ideal-simple semirings’ constitutes another boom-
ing area in semiring research which has quite interesting and promising
applications in various fields, in particular in cryptography [38] (for some
relatively recent developments in this area we refer our potential readers to
[4], [5], [21], [22], [23], [30], [31], [32], [39], [40], and [45]). In this respect, in
the present paper we consider, in the context of CP-semirings, congruence-
and ideal-simple semirings as well. The paper is organized as follows.
For the reader’s convenience, all subsequently necessary notions and
facts on semirings and semimodules over them are included in Section 2.
In Section 3, we briefly present some “ideological” background of the ho-
mological structure theory of (semi)rings (Theorems 3.1, 3.3, and Remark
3.4), establish some important general properties of CP-semirings (Propo-
sition 3.10) as well as the “structural” theorem for CP-semirings (Theorem
3.11), in particular showing that the class of CP-semirings is essentially
wider than that of semisimple rings.
In Section 4, among the main results of the paper we single out the fol-
lowing ones: Full descriptions of semisimple CP-semirings (Theorem 4.4), of
Gelfand [11, p. 56] CP-semirings (Theorem 4.9), subtractive CP-semirings
(Theorem 4.10), and anti-bounded CP-semirings (Theorem 4.16); Full de-
scriptions of congruence-simple subtractive and anti-bounded CP-semirings
(Corollary 4.11 and Theorem 4.17, respectively).
Main results of Section 5 are the following ones: Full descriptions of
semimodules over Boolean algebras whose endomorphism semirings are CP-
semirings (Theorems 5.9 and 5.10); Full descriptions of ideal-simple CP-
semirings (Theorem 5.11 and Corollary 5.12).
In conclusive Section 6, we briefly presented, in our view, some inter-
esting and important directions for furthering considerations of this and
previous [1] our papers as well as posted a few specific problems.
Finally, all notions and facts of categorical algebra, used here without
any comments, can be found in [36]; for notions and facts from semiring
and lattice theories, we refer to [11], and [6] (or [10] and [43]), respectively.
2 Preliminaries
Recall [11] that a semiring is an algebra (S,+, ·, 0, 1) such that the
following conditions are satisfied:
(1) (S,+, 0) is a commutative monoid with identity element 0;
(2) (S, ·, 1) is a monoid with identity element 1;
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(3) Multiplication distributes over addition from either side;
(4) 0s = 0 = s0 for all s ∈ S.
As usual, a right S-semimodule over the semiring S is a commutative
monoid (M,+, 0M) together with a scalar multiplication (m, s) 7→ ms from
M × S to M which satisfies the identities m(ss
′
) = (ms)s
′
, (m + m
′
)s =
ms+m′s, m(s+ s
′
) = ms+mr
′
, m1 = m, 0Ms = 0M = m0 for all s, s
′
∈ S
and m,m
′
∈M .
Left semimodules over S and homomorphisms between semimodules are
defined in the standard manner. And, from now on, let M be the variety
of commutative monoids, and MS and SM denote the categories of right
and left semimodules, respectively, over a semiring S.
Recall ([25, Definition 3.1]) that the tensor product bifunctor − ⊗ − :
MS × SM−→M on a right semimodule A ∈ |MS| and a left semimodule
B ∈ |SM| can be described as the factor monoid F/σ of the free monoid
F ∈ |M|, generated by the Cartesian product A×B, factorized with respect
to the congruence σ on F generated by ordered pair having the form
〈(a1 + a2, b), (a1, b) + (a2, b)〉, 〈(a, b1 + b2), (a, b1) + (a, b2)〉, 〈(as, b), (a, sb)〉,
with a1, a2 ∈ A, b1, b2 ∈ B and s ∈ S.
For a right S-semimodule M , we will use the following subsemimodules:
I+(M) := {m ∈M |m+m = m};
Z(M) := {z ∈M | z +m = m for some m ∈M};
V (M) := {m ∈M | m+m′ = 0 for some m′ ∈M}.
In the special case when M = S (viewed as a right semimodule over itself),
these subsets are (two-side) ideals of S. Also, we denote by I×(S) the set
of all multiplicatively-idempotent elements of S.
A right S-semimoduleM is zeroic (zerosumfree, additively idempotent) if
Z(M) =M (V (M) = 0, I+(M) =M). In particular, a semiring S is zeroic
(zerosumfree, additively idempotent) if SS ∈ |MS| is a zeroic (zerosumfree,
additively idempotent) semimodule.
A subsemimodule K of a right S-semimodule M is subtractive if for all
m,m′ ∈M , m and m+m′ ∈ K imply m′ ∈ K. A right S-semimodule M is
subtractive if it has only subtractive subsemimodules. A semiring S is right
subtractive if S is a subtractive right semimodule over itself.
As usual (see, for example, [11, Ch. 17]), if S is a semiring, then in the
categoryMS, a free (right) semimodule
∑
i∈I Si, Si
∼= SS, i ∈ I, with a basis
set I is a direct sum (a coproduct) of I-th copies of SS. And a projective
right semimodule in MS is just a retract of a free right semimodule. A
semimodule MS is finitely generated iff it is a homomorphic image of a free
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semimodule with a finite basis set. The semimodule MS is cyclic iff it is a
homomorphic image of the free semimodule SS.
Congruences on a right S-semimodule M are defined in the standard
manner, and Cong(MS) (or, simply by Cong(M) when S is fixed) denotes
the set of all congruences on MS. This set is non-empty since it always
contains at least two congruences—the diagonal congruence △M := {(m,m)
| m ∈ M} and the universal congruence M2 := {(m,n) | m,n ∈M }. Any
subsemimodule L of a right S-semimodule M induces a congruence ≡L on
M , known as the Bourne congruence, by setting m ≡L m
′ iff m+ l = m′+ l′
for some l, l′ ∈ L.
Following [5], a semiring S is congruence-simple if the diagonal, △S,
and the universal, S2, congruences are the only congruences on S; and S is
ideal-simple if 0 and S are its only ideals. A semiring S is said to be simple
if it is simultaneously congruence-simple and ideal-simple. Note that in a
semiring setting, these notions are not the same (see, e.g., [31, Examples
3.8]) and should be differed.
3 On homological structure theory of semi-
modules and CP-semirings
Let us consider a categoryMS of the right S-semimodules over a semir-
ing S. Any semimodule M ∈ |MS| can be naturally considered as an
additive functor M : S −→ M from the one object category S to the
category of commutative monoids M; and thanks mainly to the addi-
tive Yoneda lemma [7, Proposition 1.3.7], the only “representable func-
tor” MS(SS,−) : MS −→ MS, corresponding to the regular right semi-
module SS ∈ |MS|, produces the familiar natural (functorial) isomorphism
MS(SS,M) ≈ M of right S-semimodules. By using this observation, we
obtain the following fundamental result of the so-called “homological struc-
ture theory” of semimodules — representation of semimodules as colimits of
diagrams of the regular semimodule SS — which is an one object additive
analog of the colimits of representable functors for set-valued functors (cf
[36, Theorem 3.7.1] and [7, Proposition 1.3.8]), namely
Theorem 3.1 Any semimodule M ∈ |MS| can be represented (in a canon-
ical way) as a colimit of a functor D : C −→ MS from a small category C
to MS that has the regular semimodules SS as its values on the objects; in
short, a semimodule M ∈ |MS| can be represented (in a canonical way) as
a colimit of a diagram of the regular semimodules SS.
Proof. Given a semimodule M ∈ |MS|, to construct the needed dia-
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gram we first consider the “category of elements,” Elts(M), of M with
objects m for each element m ∈ M and with morphisms s : m −→ n
for those elements s ∈ S for which ms = n. Then, let C := Elts(M)op and
D : C −→MS be the functor which sends each object m ∈ |C| to the regular
semimodule SmS := SS and each morphism s ∈ C(n,m) to the induced ho-
momorphism s∗ : SnS −→ S
m
S . Then, using the natural functor isomorphism
MS(SS,−) ≃ IdMS and actually word by word repeating the proofs of [36,
Theorem 3.7.1] or [7, Proposition 1.3.8] for our “one object additive” case,
we obtain that M = Co limD, i.e., the semimodule M is a colimit of the
(small) diagram of the regular semimodules {SmS , S
n
S ∈ |MS|; s
∗ : SnS −→ S
m
S
| m,n ∈ M, s ∈ S and ms = n}. 
Taking into consideration that, for any m ∈ M , the image of the semi-
module homomorphism SS −→ M , given by 1S 7−→ m, is the cyclic sub-
semimodule mS ⊆MS of the semimodule MS, one can readily rephrase the
previous result as
Corollary 3.2 A semimodule M ∈ |MS| can be represented (in a canonical
way) as a colimit of a diagram of all its cyclic subsemimodules, i.e., of the
diagram {mS, nS ⊆ MS; s
∗ : nS −→ mS | m,n ∈ M, s ∈ S and the
semimodule homomorphism s∗is defined by the equation ms = n}. 
This observation very well explains a strong interest in serious studying
of cyclic (semi)modules (for a good collection of very interesting results on
cyclic modules we refer a reader to the recent monograph [20]), as well as
motivates necessity of a developing of the so-called homological structure
theory of semimodules which in the matter of fact is a studying of colimits
of diagrams of cyclic semimodules possessing some special important prop-
erties, and which we explicitly at the first time initiate in this paper. It
is absolutely clear that the homological structure theory of semimodules is
very closely connected with the, nowadays widely recognized, homological
characterization, or classification, of semirings. Thereby, for example, call-
ing the “canonical” diagram of all cyclic subsemimodules of a semimodule
MS the full c-diagram ofMS and the full injective (projective) c-diagram of
MS provided that all objects of the full c-diagram of MS are injective (pro-
jective) semimodules, the celebrated characterization of semisimple rings
given by B. Osofsky (see, e.g., [35, Theorem 1.2.9], or [34, Corollary 6.47])
and [35, Theorem 1.2.8] can be rephrased as
Theorem 3.3 The following conditions for a ring S are equivalent:
(1) The full c-diagram of every module M ∈ |MS| is injective;
(2) A colimit of the full c-diagram of every module M ∈ |MS| is an
injective module;
(3) The full c-diagram of every module M ∈ |MS| is projective;
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(4) A colimit of the full c-diagram of every module M ∈ |MS| is a
projective module;
(3) S is a classical semisimple ring.
Proof. One only should note that every cyclic (semi)module is always an
object of, and a colimit of, its full c-diagram. 
Remark 3.4 However, for semirings in general, the conditions in Theorem
3.3 are not equivalent: Thus, for the semirings Ext(R), introduced in [1], if
R is a classical semisimple ring, by [1, Theorem 4.18], (1) of Theorem 3.3 is
true, but, by Corollary 3.2 and [18, Theorem 3.4], (2) is not true; Also, for
a finite Boolean algebra B with |B| > 1, by [1, Theorem 4.3], (1) is true,
but, by [?, Theorem 3] (see also [8, Section 4]), (2) is not satisfied. Even
these observations, for example, obviously open a wide avenue for further-
ing, from several different perspectives, the homological structure theory
of semimodules as well as its “bloody” connection with the homological
characterization of semirings.
As was shown in [18, Theorem 3.4] and [16, Theorem 4], respectively,
a semiring S is a (classical) semisimple ring iff all right S-semimodules are
projective, iff all finitely generated right S-semimodules are projective. In
light of this and taking into consideration Theorem 3.3, it is quite natural
to consider semirings S with the full projective c-diagrams for every semi-
module M ∈ |MS|— in other words, semirings S over which all cyclic right
(left) semimodules are projective. Thus, in this section, we exactly initi-
ate a study of such semirings, that we call the right (left) CP-semirings,
and show that the class of CP-semirings is significantly wider than that of
semisimple rings. First, the following important observation will prove to
be useful.
Proposition 3.5 A homomorphic image of a right (left) CP-semiring is a
right (left) CP-semiring itself.
Proof. Let S be a right CP-semiring and pi : S −→ T a surjective ho-
momorphism of semirings. Then, by [27, Section 4], the surjection pi gives
the rise to two functors: the restriction functor pi# : MT −→ MS, de-
fined by b.s = api(s) for any b ∈ B ∈ |MT | and s ∈ S; and the extension
functor pi# := −⊗S pi
#T = −⊗S T :MS −→MT . Obviously, the restric-
tion functor pi# : MT −→ MS preserves cyclic semimodules. Then, using
the natural adjunction pi# : MS ⇄ MT : pi
# ([27, Proposition 4.1]) and
the natural isomorphism of the functors pi#pi
#, IdMT : MT −→ MT ([27,
Proposition 4.6]), we get that T is a right CP-semiring. 
From this proposition right away follows
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Corollary 3.6 A semiring S = S1⊕S2 is a right (left) CP-semiring iff the
semirings S1 and S2 are right (left) CP-semiring.
The following observation is almost obvious.
Lemma 3.7 If S is a right CP-semiring, then, for every congruence τ on
the right S-semimodule SS ∈ |MS|, there exist an idempotent e ∈ I
×(S)
and an S-isomorphism ψ : S := S/τ → eS such that 1τe, ψ(1) = e, and
pψ = 1S, where p : S → S is the canonical projection.
Proof. Since the right S-semimodule S is projective, there exists an S-
monomorphism ψ : S → S such that pψ = 1S, and let e = ψ(1). Then, we
have 1 = pψ(1) = p(e) = e, that is, 1τe. Hence, e = ψ(1) = ψ(e) = ψ(1)e =
e2 and, as ψ is injective, S ∼= ψ(S) = eS. 
Lemma 3.8 If ≡I is the Bourne congruence on a right CP-semiring S
defined by a right ideal IS ⊆ S, then there exists an idempotent e ∈ I
×(S)
such that 1 ≡I e and I ⊆ Annr(e).
Proof. We may assume that the Bourne congruence ≡I is not the universal
one — otherwise, the statement becomes trivial by taking e = 0. Then,
S := S/ ≡I is a nonzero semimodule and, by Lemma 3.7, there exists an
S-isomorphism ψ : S → eS such that ψ(1) = e and 1 ≡I e. Clearly, for
any x ∈ I, 1x = x = 0, hence, ex = ψ(1)x = ψ(1x) = ψ(0) = 0, that is,
I ⊆ Annr(e). 
Lemma 3.9 Let S be a right CP-semiring and {ei, i ∈ N} a subset of
I×(S) such that ejei = 0 for j > i. Then, there exists a natural number n
such that ei = 0 for all i > n.
Proof. We denote by I the right ideal
∑
i∈N eiS. By Lemma 3.8, there
exists an element e ∈ I×(S) such that 1 ≡I e and I ⊆ Annr(e). Since
1 ≡I e, we have
1 +
m1∑
k=1
eiksik = e+
m2∑
l=1
ejlsjl (1)
for some sik , sjl ∈ S, k = 1, . . . , m1, l = 1, . . . , m2. Let n = maxk,l(ik, jl).
Hence, from our assumption we get that eteik = 0 = etejl for every t > n.
Whence, multiplying (1) by et on left, we have that et = ete and, since
et ∈ I ⊆ Annr(e), we have et = etet = eteet = 0 for all t > n. 
Recall (see, for example, [13]) that a commutative monoid (M,+, 0) is
called pi-regular (or epigroup) if every its element has a power in some sub-
group ofM . Using Clifford representations of commutative inverse monoids
(see, for example, [13, Theorem 3.2.1]), it is easy to show that the last condi-
tion is equivalent to the condition that for any x ∈M , there exist a natural
number n and an element y ∈M such that nx = nx+y+nx. A semiring S
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is called additively pi-regular iff its additive reduction (S,+, 0) is a pi-regular
monoid; equivalently, there exist a natural number n and an element y ∈ S
such that n1 = n1 + y + n1. Also, let ⋄ be the congruence on a semiring S
which is defined as follows: a ⋄ b ⇐⇒ na = b+ x and n′b = a+ x′ for some
natural numbers n, n′ ≥ 1 and x, x′ ∈ S.
Proposition 3.10 Let S be a zerosumfree right CP-semiring, S⋄ := S/⋄,
and θ+ := ≡I+(S). Then,
(1) S is simultaneously a zeroic and additively pi-regular semiring;
(2) S⋄S
∼= I+(S) = eS for some e ∈ I×(S);
(3) θ+ is the universal congruence.
Proof. By [19, Lemma 2.2], S⋄ = S/⋄ is a nonzero additively idempotent
semiring; and, by Lemma 3.7, there exist an element e ∈ I×(S) and an S-
isomorphism ψ : S⋄S −→ eS such that 1 ⋄ e and pψ = 1S⋄, where p : S → S
⋄
is the canonical projection. In particular, 1⋄ e implies n1 = e+x and n′e =
1 + x′ for some n, n′ ∈ N and x, x′ ∈ S. For S⋄ is additively idempotent,
e ∈ I+(S), we have e = n′e = 1 + x′ and
n1 = e+x = ne+x+ne = n(1+x′)+x+n(1+x′) = n1+(nx′+x+nx′)+n1.
Thus, S is an additively pi-regular semiring.
Obviously, eS = ψ(S⋄) ⊆ I+(S). Moreover, for each a ∈ I+(S), we get
that p(a) ∈ S⋄ = p(eS), and hence, p(a) = p(b) for some b ∈ eS; and hence,
na = b+x and n′b = a+x′ for some natural numbers n, n′ ≥ 1 and x, x′ ∈ S.
For a and b are additively idempotent elements, a = na = b + x and
b = n′b = a+x′. Whence a = b+x = b+b+x = b+a = a+x′+a = a+x′ = b,
and hence, I+(S) = eS.
By Lemma 3.8, there exists an element f ∈ I×(S) such that 1 θ+ f and
I+(S) = eS ⊆ Annr(f). In fact, f = 0: Indeed, for some x
′ ∈ I+(S), we
have 0 = fe = f(1 + x′) = f + fx′, and, for S is zerosumfree, f = 0 and
θ+ is the universal congruence. Finally, 1 θ+ 0 implies 1 + a = b for some
a, b ∈ I+(S) and, hence, 1+ z = z for z = a+ b and, therefore, S is a zeroic
semiring. 
Now, applying Proposition 3.5, Corollary 3.6 and [35, Theorem 1.2.8],
we conclude this section with the following important result regarding the
“structure” of CP-semirings.
Theorem 3.11 A semiring S is a right (left) CP-semiring iff S = R⊕ T ,
where R and T are a semisimple ring and a zeroic additively pi-regular right
(left) CP-semiring, respectively.
Proof. =⇒. Let S be a right CP-semiring, ≡V (S) the Bourne congruence
on S by the ideal V (S). It is clear that S := S/ ≡V (S) is a zerosumfree
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semiring. By Proposition 3.5, S is a right CP-semiring, too. Therefore, by
Proposition 3.10, S is a zeroic additively pi-regular semiring. Thus, applying
[19, Proposition 2.9], we get S = R⊕T , where R is a ring and T is a semiring
isomorphic to S. Once again, using Proposition 3.5, one sees that the ring R
is a right CP-semiring, and hence, by [35, Theorem 1.2.8], R is a semisimple
ring.
⇐=. This follows from Corollary 3.6 and [35, Theorem 1.2.8]. 
4 Semisimple, Gelfand, subtractive, and anti-
bounded, CP-semirings
In this section, together with some other results, we provide full de-
scriptions of semisimple, Gelfand, subtractive, and anti-bounded, semirings
the full c-diagram of every semimodule over which is projective, i.e., the
descriptions of semirings of those classes that are also CP-semirings.
A) Let us start with semisimple (semi)rings. First, applying [35, Theo-
rem 1.2.8] and [3, Corollary 21.9], we immediately observe that for a ring R
to be a right (left) CP-ring is a Morita invariant property. However, taking
into consideration [27, Theorem 5.14], we will see in Proposition 4.2 that is
not true for semirings in general. To show that, we will need the following
quite useful observation that matrix semirings over a semiring S and the
semiring S itself have isomorphic congruence lattices, namely
Theorem 4.1 (cf. [41, Theorem 9.1.9]) Let S be a semiring and T =Mn(S)
a matrix semiring over S. For any congruence θ on S, one defines a
congruence Θ on T as follows: for any A = (aij), B = (bij) ∈ T, A Θ B
⇐⇒ aij θ bij for all i, j. Then, the map χ : Cong(S) ∋ θ 7→ Θ ∈ Cong(T )
is an isomorphism of lattices of congruences, and T/Θ ∼=Mn(S/θ).
Proposition 4.2 Let a semiring S be not a ring, then matrix semirings
Mn(S) are not right (left) CP-semirings for any n ≥ 3.
Proof. Consider the congruences ⋄S and ⋄T on the semirings S and
T = Mn(S), respectively, defined as was done before Proposition 3.10. For
Theorem 4.1, we readily see that ⋄T = χ(⋄S), and hence, T/⋄T ∼=Mn(S/⋄S).
Then, for Proposition 3.5 and [19, Lemma 2.2] and without loss of general-
ity, one may assume that S is an additively idempotent semiring.
Let A ∈ T be the matrix A = (aij) such that aij = 0 for i = j, and aij =
1 otherwise. It is sufficient to show that the cyclic right T -semimodule AT
is not projective. Indeed, suppose that it is not the case, then there exists
an injective T -homomorphism ψ : AT → T such that αψ = 1AT , where
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the surjective T -homomorphism α : T −→ AT is defined by α(X) = AX .
Consider the matrix B = ψ(AE11) ∈ T , B = (bij). Since E
2
11 = E11, we get
B = ψ(AE11) = ψ(AE
2
11) = ψ(AE11)E11 = BE11.
It implies bij = 0 for all j 6= 1. Moreover, AE11 = αψ(AE11) = α(B) = AB,
and therefore, 0 = (E11A)11 = (AB)11 =
∑n
i=2 bi1. From this and the
additive idempotentness of S, it follows that bi1 = 0 for all i > 1.
Finally, 1 = (AE11)21 = (AB)21 = a21b11 = b11. So, ψ(AE11) = B =
E11. Similarly, ψ(AEii) = Eii for all i = 1, . . . , n. The latter implies
ψ(A) =
∑n
i=1 ψ(AEii) =
∑n
i=1Eii = E. It is easy to see that A(E +E12) =
A(E +E13), hence, E +E12 = ψ(A(E +E12)) = ψ(A(E +E13)) = E +E13,
what leads us to a contradiction. 
As usual, a semiring S is said to be right (left) semisimple if the right
(left) regular semimodule is a direct sum of right (left) minimal ideals. As
well known (see, for example, [14, Theorem 7.8], or [28, Theorem 4.5]), a
semiring S is (right, left) semisimple iff S ∼= Mn1(D1)×. . .×Mnr(Dr), where
Mni(Di) is the semiring of ni × ni-matrices over a division semiring Di for
each i = 1, . . . , r. Using this observation, in order to describe semisimple
CP-semirings, our considerations should be naturally reduced to the ones
of the matrix CP-semirings over division semirings; and, therefore, from
Proposition 4.2, we obtain the following result.
Proposition 4.3 A matrix semiring S = Mn(D) over a division semiring
D is a right (left) CP-semiring iff D is a division ring, or D ∼= B and
n = 1, 2.
Proof. =⇒. Let S = Mn(D) be a right CP-semiring. If n ≥ 3, by
Proposition 4.2, D is a ring. Hence, we need to consider only the case with
n = 1, 2.
Let D be a proper division semiring. Then, the partition D = {0} ∪
D\{0} defines a congruence τ on D. Obviously, D/τ ∼= B; hence, by
Theorem 4.1, we have S/χ(τ) ∼= Mn(B). On the other hand, by Lemma 3.7,
the right S-semimodule S := S/χ(τ) is isomorphic to AS via some S-
isomorphism ψ such that ψ(E) = A. Clearly, for any non-zero d ∈ D, we
have Ed χ(τ ) E, hence, Ad = ψ(Ed) = ψ(E) = A. Since A 6= 0 and D is a
division semiring, the equality Ad = A implies D = {0, 1} ∼= B.
⇐=. If D is a division ring, then S is a semisimple ring, and hence,
the statement is trivial. Also, it is clear that B is a right CP-semiring.
Therefore, we need to show only that M2(B) is a right CP-semiring, too.
The proof of [1, Proposition 4.9] serves in our case as well; and just for
the reader’s convenience, we briefly sketch it here: Namely, we will use
the equivalence of the semimodule categories MM2(B) and MB established
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in [27, Theorem 5.14]: F : MM2(B) ⇄ MB : G, F (A) = AE11 and
G(B) = Bn, where E11 is the matrix unit inM2(B). LetM be a cyclic right
M2(B)-semimodule with a surjective M2(B)-homomorphism f : M2(B) ։
M. By [29, Lemma 4.7], F (f) : B2 ∼= F (M2(B)) ։ F (M) is a sur-
jective B-homomorphism and, hence, there exists the natural congruence
≡F (f) on B
2
B
such that B2/ ≡F (f) ∼= F (M). It is clear that {(0, 0)}, B,
{(0, 0), (1, 0), (1, 1)} and B2 are, up to isomorphism, the only quotient semi-
modules of B2 which are projective by [15, Theorem 5.3]. Whence, F (M) is
a projective right B-semimodule too, and therefore, using [29, Lemma 4.10],
M ∼= G(F (M)) is a projective right M2(B)-semimodule as well. 
Applying Corollary 3.6 and Proposition 4.3, one immediately obtains a
full description of semisimple right (left) CP-semirings, namely
Theorem 4.4 A semisimple semiring S is a right (left) CP-semiring iff
S ∼= S1× . . .×Sr, where every Si, i = 1, . . . , r, is either an Artinian simple
ring, or isomorphic to Mn(B) with n = 1, 2.
B) We say that a semiring S is right (left) Gelfand (see also [11, page
56]) if for every element s ∈ S, the element 1 + s has a right (left) inverse.
In this subsection, we present a full description of Gelfand semirings that
simultaneously are CP-semirings. In order to provide this description, we
need first to justify the following useful observations.
Lemma 4.5 Let I ⊆ S be a right ideal of a right Gelfand semiring S.
Then, ≡I is the universal congruence iff I = S.
Proof. =⇒. Let ≡I be the universal congruence. Particularly, we have
1 ≡I 0, that is, 1 + a = b for some elements a, b ∈ I. Since S is a right
Gelfand semiring, 1 + a has a right inverse c ∈ S, therefore, 1 = (1 + a)c =
bc ∈ I, whence I = S.
⇐=. This is obvious. 
Lemma 4.6 Every right CP- and right Gelfand semiring is an additively
idempotent semiring.
Proof. For a right CP- and right Gelfand semiring S, by Theorem 11,
S = R ⊕ T where R and T are a semisimple ring and a zeroic semiring,
respectively. Denoting by 1R and 1T the multiplicative identities of R and
S, respectively, we have 1T = 1−1R, and hence, 1T has a right inverse. The
latter obviously implies that T = S, that is, S is a zeroic semiring. Then,
by Proposition 3.10 and Lemma 4.5, S = I+(S). 
Lemma 4.7 If S is a right CP- and right Gelfand semiring, then, for any
e, f ∈ I×(S), the following statements are true:
(1) 1 + e = 1;
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(2) e+ f ∈ I×(S);
(3) eS + fS = (e+ f)S;
(4) eS = fS ⇒ e = f .
Proof. (1) As by Lemma 4.6 S is additively idempotent, it is easy to see
that 1 + e ∈ I×(S). The latter, since 1 + e has a right inverse, right away
implies that 1 + e = 1.
(2) For (1), (e+ f)2 = e + ef + fe+ f = e(1 + f) + f(1 + e) = e+ f.
(3) Obviously, (e + f)S ⊆ eS + fS. On the other hand, (e + f)e =
e + fe = (1 + f)e = e and similarly (e + f)f = f . Hence, eS + fS =
(e + f)eS + (e + f)fS ⊆ (e+ f)S.
(4) Assume that eS = fS. Then, in particular, we get e = fe, and
hence, f + e = f + fe = f(1 + e) = f ; similarly, e + f = e, and therefore,
e = f . 
Proposition 4.8 Let I be a right ideal of a right CP- and right Gelfand
semiring S. Then, there exist elements e, f ∈ I×(S) such that e + f = 1,
ef = fe = 0, and I = fS. In particular, S is a right subtractive semiring,
and I is a direct summand of SS.
Proof. For I = S, or I = 0, the statement is trivial, we assume that I ⊂ S
and I 6= 0. Then, by Lemma 4.5, the congruence ≡I is not universal, and
hence, S := S/ ≡I is a non-zero semimodule. Therefore, by Lemma 3.8,
there exists an element e ∈ I×(S) such that 1 ≡I e and I ⊆ Annr(e). In
particular, we have 1 + a = e + b for some a, b ∈ I. Since 1 + a has a right
inverse c ∈ S, we obtain 1 = (1 + a)c = (e + b)c = ec + bc; and hence,
e = e(bc + ec) = e2c + ebc = ec, since e ∈ I×(S) and bc ∈ I ⊆ Annr(e).
So, 1 = ec + bc = e + bc, and multiplying it by bc on right, one obtains
bc = ebc + (bc)2 = (bc)2, i.e., bc ∈ I×(S).
Denoting bc ∈ I by f , we have e + f = 1 and ef = 0. Also, e + f = 1
implies x = ex + fx = fx for all x ∈ I, so, I = fS. Clearly, f 6∈ {0, 1},
and hence, J = eS is a right ideal such that J ⊂ S and J 6= 0. Applying
the above reasoning to J and keeping in mind Lemma 4.7 (4), one gets
g+ e = 1, ge = 0 for some g ∈ I×(S). Therefore, f = (g+ e)f = gf + ef =
gf = g(f + e) = g and fe = ge = 0. Thus, the idempotents e and f
are mutually orthogonal and, applying the Pierce’s decomposition to the
regular semimodule SS, we have SS = fS ⊕ eS = I ⊕ J .
Finally, for I is a direct summand of SS, it is subtractive. So, the rest
is obvious. 
The following theorem, providing a full description of right Gelfand
semirings that are right CP-semirings as well, also solves Problem 2 left
open in [1].
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Theorem 4.9 A right (left) Gelfand semiring S is a right (left) CP-
semiring iff S is a finite Boolean algebra.
Proof. =⇒. Assume that S is simultaneously a right CP- and a right
Gelfand semiring. By Proposition 4.8 and [28, Theorem 4.4], S is a semisim-
ple right CP-semiring. Then, using Theorem 4.4 and Lemma 4.6, one imme-
diately gets that S ∼= S1× . . .×Sr, where each Si, i = 1, . . . , r, is isomorphic
to Mn(B) and n = 1, 2. However, as S is a right Gelfand semiring, each Si,
i = 1, . . . , r, is isomorphic to B, that is, S is a finite Boolean algebra.
⇐=. Let S be a finite Boolean algebra. Then, S is a direct sum of
finitely many copies of B. Using Theorem 4.4, one ends the proof. 
C) In the following result, using Theorems 3.11 and 4.9, we obtain a full
description of right subtractive right CP-semiring.
Theorem 4.10 A right (left) subtractive semiring S is a right (left) CP-
semiring iff S = R⊕ T , where R and T are a semisimple ring and a finite
Boolean algebra, respectively.
Proof. =⇒. Let S be a right subtractive, right CP-semiring. By Theo-
rem 3.11, S = R ⊕ T , where R and T are a semisimple ring and a zeroic
right CP-semiring, respectively. For [28, Lemma 4.7], T is a right subtrac-
tive semiring, too. Since by Proposition 3.10 (3), the congruence θ+ on T
is universal, we have 1 θ+ 0, i.e., 1 + a = b for some a, b ∈ I
+(T ). Whence,
1 ∈ I+(T ) since T is right subtractive, and hence, T = I+(T ). Then, for
each x ∈ T , we get 1 + (1 + x) = 1 + x; so, for T is right subtractive,
1 ∈ (1 + x)T . Therefore, 1 + x has a right inverse in T , that is, T is a right
Gelfand semiring. So, applying Theorem 4.9, one sees right away that T is
a finite Boolean algebra.
⇐=. Assume that S = R ⊕ T , where R and T are a semisimple ring
and a finite Boolean algebra, respectively. Obviously, R and T are right
subtractive semirings; hence, by [28, Lemma 4.7], S is right subtractive,
too. Next, using Theorems 3.11 and 4.9, one ends the proof. 
As was mentioned earlier, the concepts of ‘congruence-simpleness’ and
‘ideal-simpleness’ for (even for subtractive) semirings are not the same (see,
for example, [31, Examples 3.8], or [30, Theorems 3.7 and 4.5]). Also, as
were shown in [5, Theorem 14.1] and [30, Corollary 4.4], respectively, for
finite commutative and left (right) subtractive semirings, these concepts
coincide. As a corollary of Theorem 4.10, our next result, solving [30, Prob-
lem 3] and [30, Problem 3], shows that for subtractive semirings these two
concepts coincide as well.
Corollary 4.11 For a right subtractive semiring S, the following conditions
are equivalent:
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(1) S is a congruence-simple right CP-semiring;
(2) S is an ideal-simple right CP-semiring;
(3) S ∼=Mn(D) for some division ring D, or S ∼= B.
Proof. (1) =⇒ (2). This follows immediately from [30, Proposition 4.4].
(2) =⇒ (3). Assume that S is an ideal-simple right CI-semiring. By
Theorem 4.10, S is either a semisimple ring, or a finite Boolean algebra. If
S is a semisimple ring, then, since S is ideal-simple, S ∼= Mn(D) for some
division ring D and n ≥ 1. Otherwise, S is a finite Boolean algebra. By
[30, Theorem 3.7], S is a proper division semiring, and, since S is a finite
Boolean algebra, S is just the Boolean semifield B.
(3) =⇒ (1). This follows immediately from Theorem 3.11, Theorem 4.10
and [30, Theorem 4.5]. 
D) Following [1], a semiring S is said to be anti-bounded if S = V (S) ∪
{1 + s | s ∈ S}. And we conclude the current section with a full description
of anti-bounded CP-semirings — what constitutes one of the main results of
these section and paper. But first let us consider some important examples
of anti-bounded CP-semirings.
Facts 4.12
(1) The semiring B3, defined on the chain 0 < 1 < 2, with the addition
x+ y := x ∨ y and multiplication
xy :=


0, if x = 0 or y = 0
x ∨ y, otherwise
,
is a CP-semiring.
(2) The semiring B(3, 1) = ({0, 1, 2},⊕,⊙) with the operations a⊕ b
def
=
min(2, a+ b) and a⊙ b
def
= min(2, ab) is a CP-semiring.
Proof. (1) As was shown in [1, Fact 4.11], up to isomorphism, there are
only two nonzero cyclic B3-semimodules, namely {0, 2} and B3; and it is
easy to see that these semimodules are retracts of the regular semimodule
B3. So, they are projective, and B3 is a CP-semiring.
(2) This fact can be verified in a similar to (1) fashion. 
For the reader’s convenience, we remind here another important class
of anti-bounded semirings quite naturally arising from rings and originally
introduced in [1, Example 4.16]. Let R = (R,+, ·, e, 1) be an arbitrary ring
with zero e and unit 1. Let T := R ∪ {0} and extend the operations on R
to T by setting 0 + t = t = t + 0 and 0 · t = 0 = t · 0 for all t ∈ T . Clearly,
(T,+, ·, 0, 1) is a zerosumfree semiring. Now, extend the semiring structure
on T to a semiring structure on Ext(R) := T ∪ {∞} = R ∪ {0,∞}, where
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∞ /∈ T , by setting x +∞ = ∞ = ∞ +∞ = ∞ + x and x · ∞ = ∞ =
∞ · ∞ = ∞ · x for all x ∈ R, and 0 · ∞ = 0 = ∞ · 0. It is easy to see
that (Ext(R),+, ·, 0, 1) is, indeed, an anti-bounded zerosumfree semiring.
In a similar fashion, one can naturally extend the structure of every right
R-module M to a structure of an Ext(R)-semimodule on Ext(M).
Proposition 4.13 For a ring R, the semiring Ext(R) is a right (left) CP-
semiring iff R is a semisimple ring.
Proof. By [1, Proposition 4.17], up to isomorphism, {0}, {0,∞}, and
{Ext(R) | R = R/I}, where I is a right ideal ofR, are all cyclic right Ext(R)-
semimodules. Obviously, {0} and {0,∞} are retracts of Ext(R)Ext(R), and
hence, they are projective. Also, one may readily verify that a cyclic right R-
moduleM is a retract of RR iff the cyclic right Ext(R)-semimodule Ext(M)
is a retract of Ext(R)Ext(R). Using these observations and Theorem 3.3, one
ends the proof. 
Proposition 4.14 A nonzero additively idempotent anti-bounded semiring
S is a right (left) CP-semiring iff S ∼= B, or S ∼= B3.
Proof. =⇒. First note that (S,+) is an upper semilattice such that 0 < 1 ≤
s for any nonzero s ∈ S. Obviously, S is an entire (i.e., has no zero divisors)
semiring; and hence, the partition S = {0} ∪ S\{0} defines a congruence τ
on SS. By Lemma 3.7, there exists an S-isomorphism ψ : S := S/τ → zS
for some z ∈ I×(S) and ψ(1) = z. Particularly, for every nonzero a ∈ S,
we have 1a = 1, and hence, za = z. Clearly, as z 6= 0, for some x ∈ S, we
get z = 1 + x ≥ 1 and, therefore, z = za ≥ a and z + a = z. Thus, z is an
infinite element of S. Obviously, if z = 1, then S ∼= B.
Now consider the remaining case when z > 1. Fix a ∈ S and a > 1.
Clearly, a + s ≥ a > 1 for all s ∈ S. Moreover, if s 6= 0, then s = 1 + x for
some x ∈ S; and hence, as = a(1 + x) = a + ax ≥ a > 1. Therefore, the
partition S = {0} ∪ {1} ∪ S\{0, 1} defines a congruence σ on SS. Again,
by Lemma 3.7, there exists an injective S-homomorphism ϕ : S˜ := S/σ →
S such that αϕ = 1S˜, where α : S → S˜ is the canonical projection. In
particular, from the latter it immediately follows that ϕ(1˜) = 1. Then,
ϕ(z˜) = ϕ(1˜)z = z. Furthermore, for any a ∈ S, a > 1, we have a˜ = z˜,
hence, z = ϕ(z˜) = ϕ(a˜) = ϕ(1˜)a = a. Thus, S has actually only three
elements: 0, 1, and z; that is, S ∼= B3.
⇐=. This immediately follows from Facts 4.12 (1) and Theorem 4.4.

Proposition 4.15 A zerosumfree anti-bounded semiring S is a right (left)
CP-semiring iff S ∼= B, or S ∼= B3, or S ∼= B(3, 1), or S ∼= Ext(R) for
some nonzero semisimple ring R.
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Proof. =⇒. By Proposition 3.5, the quotient semiring S⋄ = S/⋄ is a
right CP-semiring as well. Then, since S⋄ is an additively idempotent
semiring, by Proposition 4.14, either S⋄ ∼= B, or S ∼= B3. Furthermore,
by Proposition 3.10 (2), S⋄S
∼= I+(S) and, hence, I+(S) = {0,∞}, or
I+(S) = {0, e,∞}, and I+(S) possesses an infinite element. By Propo-
sition 3.10 (3), θ+ is the universal congruence on S; and therefore, for every
a ∈ S, we have a θ+ 0 and there exist elements x, y ∈ I
+(S) such that
a + x = y. Whence, a +∞ = a + x +∞ = y +∞ = ∞. Thus, ∞ is the
infinite element of S.
Now suppose that S is not additively regular, that is, 1 + x+ 1 6= 1 for
all x ∈ S. Then, the partition S = {0}∪{1}∪S\{0, 1} defines a congruence
σ on SS. Indeed, if a 6∈ {0, 1}, then a = 1 + c for some nonzero c ∈ S. It
implies a = 1 + x + 1 for some x ∈ S. Therefore, for any s 6= 0, we get
s = 1+ y for suitable y ∈ S; and, hence, a+ s = 1+ x+ 1+ s 6∈ {0, 1} and
as = a(1+y) = a+ay = 1+x+1+ay 6∈ {0, 1}. By Lemma 3.7, there exists
a S-monomorphism ψ : S := S/σ → S such that αψ = 1S, where α : S → S
is the canonical projection. In particular, as was shown in the proof of
Proposition 4.14, the latter implies ψ(1) = 1, ψ(∞) = ψ(1)∞ =∞; so, for
any a ∈ S\{0, 1}, we have a = ∞ and ∞ = ψ(∞) = ψ(a) = ψ(1)a = a.
Thus, S has, in fact, only three elements: 0, 1, and∞; and hence, 1+1 =∞.
Thus, S ∼= B(3, 1).
Now suppose S is additively regular. Then, using Clifford represen-
tations of commutative inverse monoids (see, for example, [13, Theorem
3.2.1]), the additive reduct (S,+, 0) is a disjoint union of abelian groups
(Gx,+, x), x ∈ I
+(S). Clearly, we have G0 = {0} and G∞ = {∞}. Hence, if
I+(S) = {0,∞}, then we get S = I+(S) ∼= B. Finally, if I+(S) = {0, e,∞},
then one may easily see that the subset R := Ge ⊂ S is closed under addi-
tion and multiplication, therefore, (R,+, ·, e, 1) is a ring. If R is zero, then
S = I+(S) ∼= B3. Otherwise, one has S = Ext(R) and, therefore, R is a
semisimple ring by Proposition 4.13.
⇐=. It follows from Propositions 4.13, 4.14, and Facts 4.12. 
Applying Theorem 3.11 and Proposition 4.15, we have a full description
of anti-bounded CP-semirings, namely:
Theorem 4.16 An anti-bounded semiring S is a right (left) CP-semiring
iff S is one of the following semirings:
(1) S is a semisimple ring;
(2) S ∼= B, or S ∼= B3, or S ∼= B(3, 1), or S ∼= Ext(R) for some
nonzero semisimple ring R;
(3) S = R ⊕ T , where R is a semisimple ring and T is isomorphic to
B, or B3, or B(3, 1), or S ∼= Ext(R
′) for some nonzero semisimple ring
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R′.
Using Theorem 4.16, it is easy to see that the concepts of congruence-
simpleness and ideal-simpleness for anti-bounded right (left) CP-semirings
are the same — these semirings are isomorphic either to matrix rings over
division rings, or to the Boolean semifield B. In this connection, however,
we conclude this section by presenting a more general result characterizing
anti-bounded semirings for which these two concepts of simpleness coincide
and, therefore, by solving [30, Problem 3] and [31, Problem 5] in the class
of anti-bounded semirings.
Theorem 4.17 For an anti-bounded semiring S the following conditions
are equivalent:
(1) S is congruence-simple;
(2) S is ideal-simple;
(3) S is a simple ring, or S ∼= B.
Proof. (1) =⇒ (3). Assume that S is a congruence-simple semiring. By [45,
Proposition 3.1], S is either a ring, or an additively idempotent semiring.
If S is a ring, then since S is congruence-simple we see right away that S is
a simple ring.
Now consider the case when S is an additively idempotent semiring, and
hence, its additive reduct (S,+, 0) is an upper semilattice with the partial
order relation defined for any x, y ∈ S as x ≤ y ⇐⇒ x + y = y. For S
is anti-bounded, 0 < 1 ≤ x for all 0 6= x ∈ S, and hence, S is entire.
Then, there exist the surjective semiring homomorphism pi : S −→ B such
that pi(0) := 0, and pi(x) := 1 for all nonzero x ∈ S and the corresponding
natural congruence ≡pi on S. Since (1, 0) /∈ ≡pi and S is a congruence-simple
semiring, ≡pi is the diagonal congruence, and hence, S ∼= B.
(2) =⇒ (3). Let S be an ideal-simple semiring. For V (S) is an ideal of
S, we have V (S) = S, or V (S) = 0. If V (S) = S, then S is a simple ring.
Now let S be a zerosumfree semiring. Then, one sees right away that
(1 + 1)S := {s+ s | s ∈ S} is a nonzero ideal of S; and as S is ideal-simple,
(1+1)S = S, and hence, s+s = 1 for some nonzero s ∈ S. Since S is an anti-
bounded semiring, there exists an element x ∈ S such that 1 = 1+x+1+x,
and hence, 0 6= 1 + x + x ∈ I+(S). By S is ideal-simple, I+(S) = S, i.e.,
(S,+, 0) is an upper semilattice with the natural order defined as follows:
∀ x, y ∈ S (x ≤ y ⇐⇒ x+ y = y). Then, since I := {0} ∪ {s ∈ S | s > 1} is
obviously an ideal of the ideal-simple semiring S, we have that I = 0, and
therefore, S = {0, 1} ∼= B.
The implications (3) =⇒ (1) and (3) =⇒ (2) are trivial. 
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5 CP-semirings of endomorphisms of semi-
modules over Boolean algebras
In the previous section, there have been obtained the full descriptions of
CP-semirings within widely known and important classes of semirings. In
contrast to that, there exists another quite general approach to the problem
of describing CP-semirings. As is clear, any semiring S can be considered
as a semiring of all endomorphisms End(MT ) of some semimodule MT ∈
|MT | over a semiring T (for instance, S ∼= End(SS), where SS ∈ |MS|
is a regular right semimodule, of course). Therefore, the following general
problem/program sounds quite natural and seems to be very interesting
and uneasy as well: Given a semiring T , characterize all semimodules MT ∈
|MT | such that their endomorphism semirings End(MT ) are CP-semirings.
In this section, we initiate this program considering the semiring T to be a
Boolean algebra — namely, for an arbitrary Boolean algebra B, we describe
all semimodules MB ∈ |MB| whose endomorphism semirings End(MB) are
CP-semirings. We start with a general observation:
Proposition 5.1 Let e ∈ I×(S) be a nonzero idempotent of a right CP-
semiring S. Then, eSe is a right CP-semiring, too.
Proof. Let S be a right CP-semiring and 0 6= e ∈ I×(S). Then, there
exist the restriction and induction functors Res : MS −→ MeSe and Ind :
MeSe −→ MS, respectively, given by
Res(M) =Me, Ind(M) =M ⊗eSe eS.
Moreover, it is easy to see that Ind is a left adjoint of Res, and there is a
natural bijection Res ◦ Ind ∼= IdMeSe; and, hence, Ind preserves colimits
and Res preserves limits (see, e.g., [36, Theorem 5.5.1]), also one may see
that Res preserves finite colimits as well.
Now, let M be a cyclic right eSe-semimodule and f : eSe −→ M a sur-
jective eSe-homomorphism. It is clear that f is a cokernel of its own kernel
pair, and therefore, the S-homomorphism Ind(f) : eS ∼= Ind(eSe) −→
Ind(M) is also a cokernel of its own kernel pair and, hence, surjective, too.
For S is a right CP-semiring, the latter implies that the cyclic S-semimodule
Ind(M) is projective. Then, since the functor Res preserves finite colimits,
it preserves, in particular, the projectiveness of semimodules, and, using
the isomorphism M ∼= Res(Ind(M)), one concludes that the cyclic right
eSe-semimodule M is projective and eSe is a right CP-semiring. 
From now on, unless otherwise stated, let M = (M,+, 0) be a right B-
semimodule and S := End(M). Obviously, (M,+, 0) is an upper semilattice
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(M,∨, 0) with the least element 0 and the natural order defined as: a ≤ b
⇔ a+ b = b. For each m ∈M , let m▽ :={x ∈M : x ≤ m}, m△ :={x ∈M :
m ≤ x}. Also, for any a, b ∈ M , let ea,b be the map from M to M , defined
for any x ∈M as follows:
ea,b(x) := {
0 if x ≤ a,
b otherwise .
It is obvious (also, see [45, Lemma 2.2]) that ea,b ∈ S; moreover, ea,b ∈ I
×(S)
provided b 6∈ a▽.
Lemma 5.2 If S is a right CP-semiring, then M satisfies the ascending
chain condition.
Proof. Let S be a right CP-semiring, and x1 < x2 < . . . an infinite
ascending chain in M . Then, the set {fi ∈ S, i ≥ 1}, where fi = exi,xi+1,
is a subset of I×(S). Obviously, fi 6= 0 for each i, and fjfi = 0 for j > i.
However, the latter contradicts to Lemma 3.9. 
Lemma 5.3 If S is a right CP-semiring, then M is a bounded lattice.
Proof. Obviously, every upper semilattice satisfying the ascending chain
condition has the greatest element, hence, by Lemma 5.2, M is a bounded
semilattice. Also, it is easy to see that, for every a, b ∈ M , the set a▽ ∩ b▽
is a subsemilattice of M ; so, it possesses the greatest element c as well.
Clearly, c is the greatest lower bound of a and b, i.e., c = a ∧ b. Thus, M
is a bounded lattice. 
The following facts, establishing that endomorphism semirings of a pen-
tagon N5 or diamond M3 (see, for instance, [10, p.79]) as well as of a
bounded infinite descending chain are not CP-semirings, will prove to be
useful.
Fact 5.4 Let M be a lattice isomorphic to M3, i.e., M = {0, a, b, c, 1},
where 0 and 1 are its least and greatest elements, respectively, and a, b,
c are mutually incomparable elements. Then, End(M) is not a right CP-
semiring.
Proof. Let S := End(M) and consider the relation θ0 on S defined for all
s, s′ ∈ S as follows: s θ0 s
′ ⇐⇒ s = ru+ v, s′ = ru′ + v for some u, v ∈ S
and r, r′ ∈ {e0,c, e0,1}. Then, let θ be the congruence on SS generated by
the relation θ0, i.e., θ is the transitive closure of θ0.
Now notice that if u 6= 0 and r ∈ {e0,c, e0,1}, then there exist at least two
different elements x, y ∈ {a, b, c} such that u(x) 6= 0 and u(y) 6= 0: Indeed,
if, for instance, u(a) = u(b) = 0, then u(1) = u(a + b) = u(a) + u(b) = 0
and, consequently, u = 0. Thus, we have u(x) 6= 0 and u(y) 6= 0 and, hence,
ru(x) = ru(y) 6= 0. From the latter it is easy to see that the unit 1S cannot
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be represented in the form ru+ v with r ∈ {e0,c, e0,1} and u 6= 0. Whence,
1S θ0 s implies 1S = s, and therefore, 1S θ s implies 1S = s.
We claim that S := S/θ is not a retract of SS. Assume that is not a
case. Then, by Lemma 3.7, there exists an element e ∈ I×(S) such that
S ∼= eS and 1S θ e. Whence, 1S = e, and hence, S ∼= eS = S and |S| = |S|.
However, since M is finite, so is S, and |S| < |S| since θ 6= △S. Thus, S is
not a retract of SS. 
Fact 5.5 Let M be a lattice isomorphic to N5, i.e.,M = {0, a, b, c, 1}, where
0 and 1 are its least and greatest elements, respectively, b < c, a+b = a+c =
1, and a ∧ b = a ∧ c = 0. Then, End(M) is not a right CP-semiring.
Proof. Almost verbatim repeating the proof of Fact 5.4, one only needs to
show that the equality 1S = ru+v, where 1S ∈ S := End(M), is impossible
when r ∈ {e0,c, e0,1} and 0 6= u ∈ S. But the latter is almost obvious:
Indeed, if u(a) 6= 0, then ru(a) ∈ {c, 1} and, hence, (ru+ v)(a) ∈ {c, 1} for
all v ∈ S, and therefore, ru + v 6= 1S; If u(a) = 0, then a + b = 1 implies
u(b) 6= 0, ru(b) ∈ {c, 1}, and, therefore, (ru+ v)(b) ∈ {c, 1} for any v ∈ S,
and one gets again ru+ v 6= 1S. 
Fact 5.6 Let M be a chain 1 = x0 > x1 > x2 > . . . > xn > . . . > 0. Then,
S := End(M) is not a right CP-semiring.
Proof. Clearly, the partition M =
⋃∞
i=0{x2i, x2i+1} ∪ {0} defines a con-
gruence θ on M . For every s, s′ ∈ S, let N(s, s′) := {s(m) ∈ M : s(m) 6=
s′(m)} ∪ {s′(m) ∈ M : s(m) 6= s′(m)} and Θ be the relation on S defined
for all m ∈ M and |N(s, s′)| < ∞ as follows: s Θ s′ ⇐⇒ s(m) θ s′(m).
Then, for all s, s′, s′′ ∈ S, one may readily verify all inclusions N(s, s′′) ⊆
N(s, s′)∪N(s′, s′′), N(ss′′, s′s′′) ⊆ N(s, s′), and N(s+s′′, s′+s′′) ⊆ N(s, s′).
Whence, keeping them in mind, it is easy to see that Θ is a congruence on
SS.
Now we will show that S := S/Θ is not a retract of SS, and, hence, S
is not a right CP-semiring. Indeed, if it is not a case, by Lemma 3.7, there
exist e ∈ I×(S) and an S-isomorphism ψ : S → eS such that e Θ 1 and
ψ(1) = e. From the latter, s Θ s′ ⇐⇒ es = es′. Also, one may see right
away that xi θ xj ⇐⇒ e0,xi Θ e0,xj and, hence, xi θ xj ⇐⇒ ee0,xi = ee0,xj
⇐⇒ e(xi) = e(xj). However, the latter implies xi ∈ N(e, 1) for each i; and
therefore, N(e, 1) is infinite, what contradicts to e Θ 1. 
Proposition 5.7 Let θ be a congruence on M and M := M/θ. If S :=
End(M) is a right CP-semiring, then so is S := End(M).
Proof. So, let S be a right CP-semiring. First notice that the congruence
θ naturally produces the congruence θF on SS defined as follows:
s θF s′ ⇐⇒ ∀m ∈M : s(m) θ s′(m).
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Also, ∀x, y ∈M : x θ y ⇔ e0,x θF e0,y.
By Lemma 3.7, there exists an element e ∈ I×(S) such that S/(θF ) ∼= eS
and 1 θF e. By Proposition 5.1, the semiring R = eSe is a right CP-semiring
too. So, to complete the proof, it is enough to find a semiring isomorphism
γ : R→ S.
Let α : M → M be the canonical surjection, and (γ(r))(x) := α(r(x))
for every r ∈ R and x ∈M . We shall show that γ actually defines a desired
semiring isomorphism γ : R→ S.
First of all, as in the proof of Fact 5.6, one may easily see that the fol-
lowing is true: ∀x, y ∈M : x θ y⇔ e(x) = e(y). Hence, for every r ∈ R, the
mapping γ(r) : M → M is well-defined. For r and α are homomorphisms,
γ(r) is an endomorphism, i.e., γ(r) ∈ S.
Furthermore, for any x ∈M and r, r′ ∈ R, we have [γ(r+r′)](x) = [α(r+
r′)](x) = αr(x) + αr′(x) = [γ(r) + γ(r′)](x), and hence, γ(r + r′) = γ(r) +
γ(r′); also, we have γ(rr′)(x) = α(rr′)(x) = γ(r)(r′(x)) = γ(r)(α(r′(x))) =
γ(r)(γ(r′)(x)) = (γ(r)γ(r′))(x), and hence, γ(rr′) = γ(r)γ(r′); obviously,
γ(0) = 0S. So, γ is a semiring homomorphism.
Let r, r′ ∈ R and r 6= r′. Then, for some x ∈ M , we have r(x) 6= r′(x).
Whence, (r(x), r′(x)) /∈ θ (otherwise, r(x) = e(r(x)) = e(r′(x)) = r′(x));
and therefore, γ(r)(x) = α(r(x)) 6= α(r(x)) = γ(r′)(x) and γ is an injection.
Finally, let s ∈ S and e˜ be the homomorphism from M to M such that
e˜(x) := e(x). In particular, ee˜ = e˜; moreover, since x θ e(x) for all x ∈ M ,
we also have αe = α and αe˜ = 1M . Then, putting r := e˜sα, we have
r = ere ∈ R and
γ(r)(x) = αr(x) = αe˜sα(x) = s(x)
for every x ∈M , hence, γ(r) = s and γ is a surjection as well. 
Proposition 5.8 If S = End(M) is a right CP-semiring, then M is a
finite distributive lattice.
Proof. By Lemma 5.3, M is a bounded lattice. Let L ⊆M be a sublattice
and U(x) := {a ∈ L | x ≤ a} for every x ∈ M . Clearly, U(x) is either an
empty set, or a sublattice in L. In the latter, let zx denote its least element
if it exists.
First suppose that L is finite and φ : M → L be the map, defined for
every x ∈M as follows:
φ(x) := {
zx if U(x)6=∅
1L otherwise
.
One can readily verify that φ is a surjective homomorphism and it induces
the natural congruence ∼φ on M defined for all x, y ∈M by formula:
x ∼φ y ⇐⇒ φ(x) = φ(y),
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and M/∼φ ∼= L. From this observation, Proposition 5.7, and Facts 5.4 and
5.5, we conclude that M has no sublattices isomorphic to M3 or N5, and
therefore, by [6, Theorem IX.2] or [10, Theorem 2.1.1], M is a distributive
lattice.
Now let L be a chain a0 > a1 > a2 > · · · > an > . . . Without loss
of generality, we may assume that a0 is the greatest element of M . Then,
U(x) = L or U(x) has the least element for every x ∈M . Let L′ denote the
chain from Fact 5.6 and define the surjective homomorphism φ : M → L′
as follows: φ(x) := xk when ak is the least element of U(x), and φ(x) :=
0L′ for U(x) = L. It induces the natural congruence ∼φ on M such that
M/∼φ ∼= L
′. From the latter, Proposition 5.7 and Fact 5.6, we get that M
satisfies the descending chain condition. Using this fact and Lemma 5.2,
we get that M has a finite maximal subchain, that is, M is a distributive
lattice of a finite length, and therefore (see, for example, [43, Exercises 6,
Page 127]), M is finite. 
For the reader’s convenience, remind some fundamental concepts and
facts regarding the Morita equivalence of semirings from [27] and [29] that
we will use in sequence. Thus, two semirings T and S are said to be
Morita equivalent if the semimodule categories TM and SM are equiva-
lent categories, i.e., there exist two additive functors F : TM −→ SM
and G : SM −→ TM and natural isomorphisms η : GF −→ IdTM and
ξ : FG −→ Id
SM. Two semirings T and S are Morita equivalent iff the
semimodule categoriesMT andMS are equivalent categories [29, Theorem
4.12]. A left semimodule TP ∈ |TM| is a generator in the category TM if
the regular semimodule TT ∈ |TM| is a retract of a finite direct sum ⊕iP of
the semimodule TP ; and a left semimodule TP ∈ |TM| is a progenerator in
TM if it is a finitely generated projective generator. Finally, two semirings
T and S are Morita equivalent iff there exists a progenerator TP ∈ |TM| in
TM such that the semirings S and End(TP ) are isomorphic [29, Theorem
4.12].
Now let M be a finite distributive lattice. Then, the set
T (M) := {m ∈ M |M = m▽ ∪m△}
is obviously a chain containing 0 and 1. Also, let [a, b] := {x ∈ M | a ≤
x ≤ b} denote the intervals defined for all a, b ∈ M and a ≤ b. We say
that an interval [a, b] is simple if [a, b] = {a, b}. Using these notions, our
next theorem provides us with a full description of finite distributive lattices
whose endomorphism semirings are right CP-semirings.
Theorem 5.9 For a finite distributive lattice M , the following conditions
are equivalent:
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(1) End(M) is a right CP-semiring;
(2) M/θ is a distributive lattice for any θ ∈ Cong(M);
(3) If t, t′ ∈ T (M) and [t, t′]|T (M) is simple, then [t, t
′] is either simple,
or isomorphic to B2.
Proof. (1) =⇒ (2). This implication follows immediately from Proposi-
tions 5.7 and 5.8.
(2) =⇒ (1). Let S := End(M). Since M is a finite distributive lattice,
from [15, Theorem 5.3] (or, see, [27, Fact 5.9]) it follows that the semimodule
BM is a progenerator in the category BM. Also, by [29, Corollary 3.13], the
B-semimodule M∗ := HomB(M,B) is a progenerator in the category BM,
and, using [29, Proposition 3.12], one gets BM ∼= B(M
∗)∗ := HomB(M
∗,B)
and S ∼= End(BM
∗); that is, S is Morita equivalent to B via the progener-
ator BM
∗ in BM. Then, as showed in the proof of [29, Theorem 4.12], the
functors F : MS ⇄ MB : G, defined by F (A) = A ⊗S (M
∗)∗ ∼= A ⊗S M
and G(B) = B ⊗B M
∗, establish an equivalence between the semimodule
categories.
Let A be a cyclic right S-semimodule. Then, there exists a surjective S-
homomorphism f : S → A. By [29, Lemma 4.7], the homomorphism F (f) :
M ∼= F (S) = S⊗SM −→ F (A) is surjective inMB as well, and hence, there
exists a congruence θ onM such that F (A) ∼=M/θ. By hypothesis (2), F (A)
is a finite distributive lattice; and hence, by [15, Theorem 5.3] (or, see, [27,
Fact 5.9]), it is a projective B-semimodule. Applying [29, Lemma 4.10], we
obtain that A ∼= G(F (A)) is a projective right S-semimodule, and therefore,
S is a right CP-semiring.
(2) =⇒ (3). Let t, t′ ∈ T (M) and [t, t′]|T (M) is simple. The mapping
α : M → [t, t′] such that α(x) := t for x ∈ t▽, α(x) := x for x ∈ [t, t′], and
α(x) := t′ otherwise, obviously is a surjective homomorphism. Whence,
[t, t′] ∼= M/∼α for the natural congruence ∼α on M . It is clear that, if
M satisfies (2), then every quotient semimodule of M satisfies (2) as well;
so, without loss of generality, we may assume that M = [t, t′] and, hence,
T (M) = {0, 1}. We shall show that M ∼= B, or M ∼= B2.
For 1 < |M | < ∞, M has, at least, one atom — a minimal element
in M\{0}. On the other hand, it is easy to see that M has, at most, two
atoms: Indeed, if a, b and c are different atoms of M , then, there exists
the surjective homomorphism φ : M −→ M3 defined as follows: φ(0) := 0,
φ(a) := a, φ(b) := b, φ(c) := c, and φ(x) := 1 otherwise, that, since M3 is
not a distributive lattice, contradicts (2). Thus, M has one or two atoms.
Let a ∈ M be the unique atom. Then, a ∈ T (M), and therefore, a = 1
and M = {0, 1} ∼= B.
Now consider the remaining case when M has precisely two atoms —
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a and b. Then, we have a ≤ c, or b ≤ c for each nonzero c ∈ M and,
therefore, [0, a+ b] = {0, a, b, a+ b} (since otherwise, {0, a, b, c, a+ b} ⊆ M
is a sublattice which is isomorphic to N5 and M would not be distributive),
and consider the following two cases.
If a + b ∈ T (M), then a+ b = 1 and M = [0, 1] = [0, a+ b] ∼= B2.
Finally, suppose a+b 6∈ T (M). Then, there exists c ∈M such that a+b
and c are incomparable with each other. Hence, just one of the inequalities
a < c and b < c is true, say, for instance, the second one. Without loss of
generality, we may also assume that [b, c] is simple. However, one can easily
see that in this case there exists the surjective homomorphism φ :M −→ N5
defined as follows: φ(0) := 0, φ(a) := a, φ(b) := b, φ(c) := c, and φ(x) := 1
otherwise, that, since N5 is not a distributive lattice, contradicts (2).
(3) =⇒ (2). Obviously, if a lattice satisfies (3), then its every quotient B-
semimodule satisfies (3), too. Also, each lattice satisfying (3) is distributive
for it has no sublattices isomorphic to M3 or N5. From these observations,
we end the proof. 
Our next result, significantly extending Theorem 5.9, gives a full descrip-
tion of semimodules over arbitrary Boolean algebras whose endomorphism
semirings are right CP-semirings.
Theorem 5.10 Let M be a nonzero semimodule over an arbitrary Boolean
algebra B, S := End(MB) and J := AnnB(M). Then, S is a CP-semiring
iff B/J is a finite Boolean algebra and Ma for every atom a ∈ B/J is a
finite distributive lattice satisfying the equivalent conditions of Theorem 5.9.
Proof. =⇒. Let S be a right CP-semiring, and B := B/J . One sees right
away that M is also a right B-semimodule and S ∼= End(MB) =: S. For
S is a right CP-semiring, S is a right CP-semiring as well. It is easy to see
that B is an Boolean algebra, too, and we will show that |B| <∞.
Indeed, if B is infinite, then, by [42, Theorem 32], it contains a countable
set of orthogonal idempotents {e1, e2, ...}. For each ei, let αi : M −→ M
be the B-homomorphism given by the formula αi(m) = mei. It is clear
that each αi is a nonzero idempotent element in S and αiαj = 0 for all i, j
such that j 6= i. On the other hand, for S is a right CP-semiring and by
Lemma 3.9, all but finite number of elements of the family {αi}i∈N should
be of zero. Thus, B is a finite Boolean algebra.
Let {e1, e2, ..., en} be the set of all atoms of B. One sees right away
that eiB = {0, ei} ∼= B for each i, and B = Be1 ⊕ Be2 ⊕ ... ⊕ Ben and
M = Me1 ⊕Me2 ⊕ ... ⊕Men; moreover, each Mei is, in fact, a right eiB-
semimodule. Whence,
S ∼= End(Me1)⊕End(Me2)⊕ ...⊕End(Men).
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Then, using Corollary 3.6, Proposition 5.8 and Theorem 5.9, one concludes
this implication.
⇐=. Taking into consideration that S ∼= End(Me1)⊕ ... ⊕ End(Men),
where each ei is an atom of B, and applying Corollary 3.6, Proposition 5.8
and Theorem 5.9, we end the proof. 
From Theorems 4.4, 4.16, and [31, Theorem 5.10], it is easy to see that
for a semiring to be ‘ideal-simple’ and a ‘CP-semiring’ in general are “inde-
pendent” properties — there exist both CP-semirings that are ideal-simple
and that are not ideal-simple. In light of this, the following applications of
Theorem 5.9, completely describing ideal-simple CP-semirings, are certainly
of the interest and conclude a list of the central results of the paper.
Theorem 5.11 For a semiring S, the following conditions are equivalent:
(1) S is an ideal-simple right CP-semiring;
(2) S is a simple right CP-semiring;
(3) S ∼= Mn(D) for some division ring D, or S ∼= End(M), where M
is a finite distributive lattice satisfying the equivalent conditions of Theorem
5.9.
Proof. (1) =⇒ (2). Assume that S is an ideal-simple right CP-semiring.
By Theorem 3.11, S is a semisimple ring, or S is a zeroic right CP-semiring.
In the first case, the implication is trivial. So, let S be a zeroic right CP-
semiring. By Proposition 3.10, S is additively pi-regular, i.e., there exist a
natural number n ≥ 1 and an element x ∈ S such that n1 = n1 + x + n1.
For S is a zerosumfree semiring, (n1 + x) ∈ S is a nonzero additively
idempotent element and I+(S) is a nonzero ideal of S. Whence, S = I+(S)
and, by [12, Proposition 3.4] (or [11, Proposition 23.5]), S can be embedded
in some complete semiring. From the latter and [11, Proposition 22.27], it
follows that S can be considered as a subsemiring of a semiring T with an
infinite element ∞. For S is a right CP-semiring and Lemma 3.7, there
exist e ∈ I×(S) and an S-isomorphism ϕ : ∞S −→ eS, with e = ϕ(∞),
and, by Proposition 5.1, eSe is a right CP-semiring, too. Moreover, for
each s ∈ S, ese+ e = (es+ e)e = (ϕ(∞)s+ϕ(∞))e = (ϕ(∞s) +ϕ(∞))e =
ϕ(∞s +∞)e = ϕ(∞)e = e2 = e, and hence, eSe is a Gelfand semiring.
And therefore, by Theorem 4.9, eSe is a finite Boolean algebra. On the
other hand, by [31, Proposition 5.3], eSe is an ideal-simple semiring as S is
ideal-simple; and hence, eSe ∼= B. Also, for S is an ideal-simple semiring,
we have that SeS = S; and therefore, by [31, Proposition 5.2], S is Morita
equivalent to B and, by [31, Theorem 5.6], S is a simple semiring.
(2) =⇒ (3). Let S be a simple right CP-semiring. By Theorem 3.11,
S is a semisimple ring, or S is a zeroic right CP-semiring. In the first
case, it is trivial that S ∼= Mn(D) for some division ring D. So, let S be
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a zeroic right CP-semiring. Let S∗ := HomN(S,B), then S
∗ is a right S-
semimodule with the scalar multiplication given as: φs(x) := φ(sx) for all
x, s ∈ S and φ ∈ S∗. Obviously, (S∗,+, 0) is an upper semilattice. For S
is also a zerosumfree semiring, the N-homomorphism ϕ0 : S −→ B, given
by ϕ0(0) := 0, and ϕ0(x) := 1 for all 0 6= x ∈ S, is the greatest element
in S∗; and let us consider the cyclic right S-semimodule ϕ0S. By Zorn’s
lemma, there exists a maximal congruence ∼ on the S-semimodule ϕ0S,
and let M := ϕ0S/ ∼. Obviously, the quotient semimodule M has only the
trivial congruences. Let N be a subsemimodule of M ; then M has only the
trivial congruences and the Bourne congruence ≡N is either the diagonal
congruence, or the universal one. If ≡N is the diagonal congruence, then
x ≡N 0 for any x ∈ N and, hence, N = 0. Otherwise, m ≡N m
′ for
all m,m′ ∈ M ; in particular, we have ϕ0 ≡N 0, i.e., there exist elements
x, y ∈ N such that ϕ0 = ϕ0 + x = 0 + y = y ∈ N , which implies that
N = M . Therefore, M is a minimal right S-semimodule. Then, for S
is a right CP-semiring and Lemma 3.7, there exists e ∈ I×(S) such that
eS ∼=M as right S-semimodules. So, eS is a projective minimal right ideal
of S. Whence, by [31, Theorem 5.10], we get that S ∼= End(M) for some
finite distributive lattice M , and M satisfies the equivalent conditions of
Theorem 5.9.
(3) =⇒ (1). This implication follows immediately from Theorems 4.4
and 5.9, and [31, Theorem 5.10]. 
As shown in [45, Examples 3.8(b)], the concepts of ‘congruence-simpleness’
and ‘ideal-simpleness’ for finite semirings are not the same. However, it is
not a case for CP-semirings:
Corollary 5.12 For a finite semiring S, the following conditions are equiv-
alent:
(1) S is an ideal-simple right CP-semiring;
(2) S is a congruence-simple right CP-semiring;
(3) S ∼=Mn(F ) for some finite field F , or S ∼= End(M), where M is a
finite distributive lattice satisfying the equivalent conditions of Theorem 5.9.
Proof. The implications (1) =⇒ (2) and (3) =⇒ (1) follow from Theo-
rem 5.11.
(2) =⇒ (3). By Theorem 3.11, S is a finite semisimple ring, or a finite
zeroic right CP-semiring. For S is congruence-simple, in the first “scenario,”
it is clear that S ∼=Mn(F ) for some finite field F .
Thus, consider the case when S is a finite zeroic right CP-semiring. By
[45, Theorem 1.7], there exists a nonzero finite B-semimodule M such that
S is a subsemiring of End(M) containing all endomorphisms ex,y, x, y ∈M ;
and we will show that M is a finite distributive lattice.
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Indeed, suppose that L is a sublattice of M isomorphic either to the
lattices M3 or N5. Then, as was done in the proof of Proposition 5.8, there
are the surjective homomorphism φ :M −→ L and the natural congruence
θ on M such that M := M/θ ∼= L. And we have (see also Proposition 5.7)
the congruence θF on SS defined as follows:
s θF s′ ⇐⇒ ∀m ∈M : s(m) θ s′(m).
For S is a right CP-semiring and Lemma 3.7, there exists an element e ∈
I×(S) such that S/(θF ) ∼= eS and 1 θF e, and, by Proposition 5.1, the
semiring R := eSe is a right CP-semiring, too.
Analogously as was done in the proof of Proposition 5.7, one may readily
verify that the following is true: ∀ x, y ∈ M : x θ y ⇔ e(x) = e(y); ∀ x, y ∈
M : x θ e(x); the mapping γ : R −→ End(M), defined as follows: γ(r)(x) :=
αr(x) for all r ∈ R and x ∈ M , where α : M −→ M is the canonical
projection, is an injective homomorphism of semirings. Then, the semiring
S := γ(R) is obviously isomorphic to R and, hence, S is a right CP-semiring,
too.
Notice that m = 0 iff e(m) = e(0) = 0 for all m ∈ M . Whence,
γ(ee0,xe) = e0,x, and the semiring S contains all endomorphisms e0,x for all
x ∈ M . Now, analogously as was done in the proofs of Fact 5.4, or Fact
5.5, respectively, we have that S is not a right CP-semiring. Thus, M is a
finite distributive lattice, and, using [45, Proposition 4.9 and Remark 4.10],
we obtain that S = End(M) and, by Theorem 5.11, end the proof. 
6 Some conclusive remarks and problems
As was briefly mentioned in Section 3, studying of representations of
semimodules over a semiring S as colimits of full c-diagrams of the regular
semimodules SS, in our opinion, constitutes a very interesting and promis-
ing and, we believe, innovative area of research — homological structure
theory of semirings — having, of course, the “bloody” connections, as was
mentioned earlier too, with the homological characterization of semirings
as well as with numerous diverse areas of modern algebra, topology and
model theory. Therefore, we would be glad to motivate and encourage our
potential readers to join us and to further the homological structure theory
(of semirings) significantly wider in the following two ways: First, to con-
sider colimits of different types/sorts of diagrams (not only full c-diagrams)
whose objects, in turn, are from very well established specified classes of
(semi)modules; Second, to develop the homological structure theory in some
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nonadditive important settings — first of all, such as S-acts (see [33]) and
Grothendieck toposes of (pre)sheaves (see [37], or [24]).
Finally, a few, in our view, interesting specific problems closely related
to the considerations in this paper.
As was shown in [1, Proposition 4.1], every zerosumfree CI-semiring
possesses an infinite element. As to zerosumfree CP-semirings, by Proposi-
tion 3.10, they are zeroic; however, all our examples of such semirings are
semirings with infinite elements, and we have the following conjecture
Conjecture 6.1. Every zerosumfree CP-semiring possesses an infinite el-
ement.
In contrast with the case of rings, the classes of CI-semirings and CP-
semirings are different ones (compare, for example, Theorem 4.16 and [1,
Theorem 4.20]). Therefore, it would be interesting to see how far the classi-
cal result — Theorem 3.3 — of the ring case can be extended for semirings,
namely:
Problem 6.2. Describe semirings S such that full c-diagrams of every right
(left) semimodule over which are always injective and projective ones.
Also, it would be interesting to see how far the “symmetrical” part of
Theorem 3.3 can be extended for semirings, namely:
Problem 6.3. Describe semirings S which are right CP-semirings (CI-
semirings) iff they are left CP-semirings (CI-semirings).
Finally, describing CP-semirings (CI-semirings) of endomorphisms of
semimodules over various ground semirings S in the spirit of Section 5,
in our view, constitutes a quite interesting, promising, and not trivial at all,
direction for the furthering research initiated in Section 5, for example:
Problem 6.4. Describe semimodulesM over a distributive lattice D whose
semiring of endomorphisms End(MD) are CP-semirings.
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