Necessary conditions under which a classical description will give the correct quantum relaxation behavior are analyzed. Assuming a nonequilibrium preparation, it is shown that the long-time mean values of observables can be expressed in terms of the spectral density and state-specific level densities of the system. Any approximation that reproduces these quantities therefore yields the correct expectation values at long times. Apart from this rigorous condition, a weaker but more practical criterion is established, that is, to require that the total level density is well approximated in the energy range defined by the spectral density. Since the integral level density is directly proportional to the phase-space volume that is energetically accessible to the system, the latter condition means that an appropriate classical approximation should explore the same phase-space volume as the quantum description. In general, however, this is not the case. A well-known example is the unrestricted flow of zero-point energy in classical mechanics. To correct for this flaw of classical mechanics, quantum corrections are derived which result in a restriction of the classically accessible phase space. At the simplest level of the theory, these corrections are shown to correspond to the inclusion of only a fraction of the full zero-point energy into the classical calculation. Based on these considerations, a general strategy for the classical simulation of quantum relaxation dynamics is suggested. The method is ͑i͒ dynamically consistent in that it refers to the behavior of the ensemble rather than to the behavior of individual trajectories, ͑ii͒ systematic in that it provides ͑rigorous as well as minimal͒ criteria which can be checked in a practical calculation, and ͑iii͒ practical in that it retains the conceptional and computational simplicity of a standard quasiclassical calculation. Employing various model problems which allow for an analytical evaluation of the quantities of interest, the virtues and limitations of the approach are discussed.
I. INTRODUCTION
Molecular-dynamics simulations have emerged as an outstanding tool to gain a microscopic understanding of complex molecular systems. Being based on classical mechanics, these simulations are well established in cases where the classical action integral is large compared to ប, i.e., for high temperatures and heavy particles performing low-frequency motion. It is well known, however, that highfrequency intramolecular modes may play a key role in the short-time relaxation dynamics of a molecular system. Furthermore, many important molecular processes in nature are triggered by the transfer of an electron or proton, i.e., very light particles. In order to extend conventional moleculardynamics simulations to the description of these and related phenomena, a number of theoretical methods have been proposed that intend to combine the conceptional simplicity of a classical treatment with an approximate treatment of quantum effects. 1 One of the most significant failures of a classical description is the so-called zero-point energy ͑ZPE͒ problem of classical mechanics. [2] [3] [4] [5] [6] In quantum mechanics, each oscillator mode must hold an amount of energy that is larger or equal to the ZPE of this mode. In a classical trajectory calculation, on the other hand, energy can flow among the modes without this restriction. Although it is clear that one initially needs to include ZPE in order to simulate the quantum nature of the initial state, 7 the unrestricted energy flow in classical calculations may give rise to unphysical behavior. For example, the ZPE transfer from stiff vibrational modes to soft modes may lead to unphysical conformational changes and even to the dissociation of the molecular system. In these cases, the classically described system clearly does not relax into the true equilibrium state of the quantum system. Numerous approaches have been proposed to circumvent the ZPE problem. 2 There are a variety of ''active'' methods ͓i.e., the flow of ZPE is controlled and ͑if necessary͒ manipulated during the course of individual trajectories 3 ͔ and several ''passive'' methods 4, 5 which, for example, discard trajectories not satisfying predefined criteria. However, most of these techniques share the problem that they manipulate individual trajectories, whereas the conservation of ZPE should correspond to a virtue of the ensemble average of trajectories. Originating from quantum-mechanical uncertainty, furthermore, the only valid way to treat ZPE phenomena would be to include interference effects. This can be done in a semiclassical framework 6 which, however, may hamper the applicability to truly multidimensional problems. In other words, the actual problem is that one would like to correctly treat ZPE effects while still retaining the simplicity of a classical treatment.
To elucidate the origin of this failure of classical mechanics, it is instructive to consider a phase-space representation of classical and quantum dynamics. In this description the ZPE problem is identified with the fact that classical and quantum mechanics may explore different parts of phase space during the time evolution of the system. 8, 9 In particular, the ZPE problem is caused by the fact that the classical phase-space distribution may enter regions of phase space that correspond to a violation of the uncertainty principle. Obviously, to avoid this problem the classically accessible phase space needs to be restricted according to the rules of quantum mechanics. The question is, though, how to do that in a dynamically consistent way, i.e., by referring to the behavior of the ensemble rather than to behavior of individual trajectories.
Since the ZPE problem obviously vanishes when no ZPE is included, the classically accessible phase space can be restricted by reducing the ZPE included in the classical calculation. This connection between ZPE excitation and relaxation dynamics has been discussed before, for example, in the context of intramolecular vibrational-energy redistribution in benzene. 5 However, these studies did not provide a criterion as to how much the ZPE should be reduced in order to get the correct quantum-mechanical relaxation behavior. Recently, we have suggested that the energy-dependent level density of the quantum-mechanical system may be employed as such a criterion. 10 It was found that the classical description yields the correct relaxation behavior as well as the conservation of ZPE if the classically accessible phase space is restricted such that the classical approximation reproduces the correct quantum-mechanical level density.
This work is concerned with a theoretical derivation of the empirical findings of Ref. 10 . In particular, we present derivations of ͑i͒ the connection between level density and relaxation behavior mentioned above and of ͑ii͒ possible quantum corrections to the classical description such as the reduction of ZPE. To investigate the first question, we analyze the conditions under which classical and quantum systems undergo irreversible relaxation. Assuming that in statistical equilibrium all off-diagonal elements of the quantummechanical density matrix have decayed, the corresponding classical condition of ergodic mixing is derived through the classical limit of Wigner's phase-space representation. The analysis shows that the long-time mean value of an observable can be written as an integral over the microcanonical average and the spectral density of the system. In particular, it is shown that an approximate theory will predict the correct microcanonical mean values of an observable A(q), if the theory manages to reproduce the correct level densities with respect to the variable q. The simpler conjecture proposed in Ref. 10 , which referred to the total level density of the system, is thus found to be an approximation.
Adopting various model problems, it is shown that the thus derived conditions can be fulfilled by introducing quantum corrections to the purely classical approximation of the level density. The considerations are based on the formulations of Thiele 11 and others, 12 who exploited the inverse Laplace transform of the partition function to calculate the level number N(⑀) of a multidimensional harmonic oscillator. At the simplest level of the theory, these corrections are shown to indeed correspond to a reduction of ZPE, which represents a modification that can also be employed in a dynamical trajectory calculation. It is shown that the thus modified classical calculations are in good agreement with exact quantum results, whereas standard classical calculations may fail considerably.
II. RELAXATION IN CLASSICAL AND QUANTUM MECHANICS
Assuming an initial preparation in a nonequilibrium state, this section is concerned with the derivation of general expressions for quantum and classical mean values at long times. Based on this analysis, we identify conditions under which classical and quantum descriptions yield identical results.
A. Quantum-mechanical relaxation
Adopting the energy-eigenstate representation, the Hamiltonian of a general isolated quantum-mechanical system can formally be written as
͑2.1͒
We restrict ourselves to the case of nondegenerate eigenvalues, i.e., ⑀ n ⑀ m for n m. It is assumed that at the time tϭ0 the system is prepared in the nonequilibrium state 0 ϵ͑tϭ0 ͒ϭ ͚ n,m c n c m *͉n ͗͘m͉.
͑2.2͒
The generalization to a mixed initial state is straightforward but requires a somewhat cumbersome notation. The time average ͗A͘ T of an observable A is then given by 13 ͗A͘ T ϵ lim
͑2.3͒
Depending only on the diagonal elements of the density matrix, the latter expression corresponds to the phase average of A. Equation ͑2.3͒ therefore constitutes the well-known von Neumann's criterion for quantum ergodicity, 14 stating that the time average and the phase average of an arbitrary observable are equivalent, if the energy eigenvalues of the system are nondegenerate.
In this work we are interested in observables that, after undergoing relaxation due to the nonequilibrium preparation ͓Eq. ͑2.2͔͒, become stationary at long times. In this case, the 
͑2.4͒
The latter expression defines the relaxation of the quantum system into its statistical equilibrium, in which all offdiagonal elements of the density matrix vanish. 15, 16 Due to this decoherence, the observables in equilibrium are solely determined by the occupation probabilities ͉c n ͉ 2 which, at least in principle, can also be calculated in a classical description.
Let us rewrite the formal result ͓Eq. ͑2.4͔͒ in a form which facilitates the discussion of its classical limit. To this end, it is helpful to introduce the level number N(⑀), its derivative the level density D(⑀), and the spectral density S(⑀) associated with the initial preparation 0 of the system N͑⑀ ͒ϭTr ⍜͑⑀ϪH ͒, ͑2.5͒
D͑⑀ ͒ϭTr ␦͑⑀ϪH͒,
͑2.6͒
S͑⑀ ͒ϭTr 0 ␦͑⑀ϪH͒.
͑2.7͒
We may now express the mean value ͗A͘ resulting from the nonequilibrium preparation in terms of the associated spec- 
͑2.16͒
Apart from an N-level system, Eq. ͑2.16͒ could also be applied to the case of a dissociative system ͑say, a Morse oscillator͒, whereby the state-specific quantities refer to the projection on the discrete and continuous part of the Hamiltonian, respectively. It is instructive to relate the nonequilibrium results derived above to corresponding results obtained for an equilibrium system that is coupled to a heat bath. In this case, the mean values of observables are calculated via the partition function ZϭTr e Ϫ␤H which is related to the level density through the Laplace transform 18 Zϭ ͵ d⑀ e Ϫ␤⑀ 
D͑⑀͒,
͑2.17͒
where ␤ϭ1/k B T is the inverse temperature. In clear analogy to Eq. ͑2.16͒, the probability to find the system in state ͉ k ͘ is then given by
͑2.18͒
where Z k ϭTr͕͉ k ͗͘ k ͉e Ϫ␤H ͖ denotes the state-specific partition function pertaining to the state ͉ k ͘. This well-known result can be considered as limiting case of Eq. ͑2.16͒ which is obtained by assuming a thermal initial distribution 0 with ͉c n ͉ 2 ϭe Ϫ␤⑀ n /Z. In conclusion, the derivation above points out the importance of level densities in the description of relaxation processes: To calculate microcanonical averages it is sufficient to know the associated state-specific level densities D k (⑀). Any approximation that reproduces the quantum-mechanical spectral density S(⑀) as well as the level densities D k (⑀) will therefore yield the correct expectation values at long times.
B. Classical relaxation
To study the classical limit of the quantities introduced above, it is helpful to change to the Wigner phase-space representation. 19 The Wigner equivalent of a quantummechanical operator is defined as
ips/ប ͗xϪs/2͉A͉xϩs/2͘.
͑2.19͒
For convenience we use a one-dimensional notation ͑e.g., x ϭ͕x j ͖, jϭ1...f ͒ throughout this work. Considering, for example, the level density D(⑀) and writing the trace operation in Eq. ͑2.6͒ in terms of a phase-space integration, we obtain D͑⑀ ͒ϭ ͵ dx dp
which is a quantum-mechanically exact expression. Similarly, the microcanonical average Eq. ͑2.11͒ can be written as
͑2.21͒
In the classical limit ប→0, the Wigner transform A W (x,p) approaches its classical counterpart. For operators A which are at most quadratic in positions and momenta, the classical counterpart is simply the corresponding classical function A C (x,p). In general, however, this is not true. The classical expression for the level density, for example, is obtained by replacing
where H C (x,p) represents the classical Hamiltonian function corresponding to the quantum Hamiltonian H. According to Eq. ͑2.22͒, the classical level density D C (⑀) is given as the area of the energy surface S ⑀ of the classically accessible phase-space volume, which is an approximation to the true quantum level density ͑see below͒.
There are several ways to derive the classical limit ͗A C (⑀)͘ of the microcanonical average ͗A ⑀ ͘. Starting from Eq. ͑2.10͒, we obtain
͑2.23͒
which is readily recognized as the standard classical expression resulting from the assumption of ergodic mixing. 13, 18 A classical system is mixing if, for all square-integrable functions A(x,p), B(x,p) defined on the energy surface S ⑀ ,w e have
.23͒ therefore states that a mixing system samples the complete energetically accessible phase space.
Alternatively, one may recall that ͗A ⑀ ͘ϭTr(A͉n ⑀ ͗͘n ⑀ ͉) and to invoke the Voros-Berry expression for the classical limit of the Wigner function for a stationary state of an ergodic system 20, 21 lim
͑2.25͒
It is interesting to note that the classical result in Eq. ͑2.23͒ reflecting the mixing condition in Eq. ͑2.24͒ directly emerges from our initial quantum-mechanical expression ͑2.4͒ of a diagonal density matrix. In this respect, Eq. ͑2.4͒ can be regarded as a quantum-mechanical analog of the classical mixing condition Eq. ͑2.24͒. 22 For a general discussion of various aspects of semiclassical and quantum ergodicity see, for example, Refs. 13 and 23.
Another way to derive Eq. ͑2.23͒ is to consider the classical limit of Eq. ͑2.21͒, i.e.,
This approach has the advantage in that it allows us to establish clear criteria in what cases the quantum mechanical and classical descriptions lead to the same results. Examining Eqs. ͑2.21͒ and ͑2.26͒, it is clear that one obtains identical results for ͗A ⑀ ͘ in quantum and classical mechanics, if
Restricting ourselves to observables which are at most quadratic in positions and momenta ͑which is true for all cases considered here͒, the first condition is readily fulfilled. The second condition, on the other hand, again highlights the importance of the level density for the description of relaxation processes. Assuming that the observable of interest A can be represented through the basis states ͕͉ k ͖͘, the classical and quantum descriptions lead to the same equilibrium value ͗A ⑀ ͘ if the corresponding normalized state-specific level densities coincide:
Since in general an approximate description only appears sensible if it at least qualitatively reproduces the total level density of the quantum system, one may furthermore require that
It is well known, however, that classical and quantummechanical level densities may differ considerably. In the light of the fact that the integral level density ͐d⑀D(⑀)i s directly proportional to the phase-space volume that is energetically accessible to the system, this discrepancy reflects the fact that the available phase space may be quite different in quantum and classical mechanics. 8, 9 For example, the quantum-mechanical phase-space distribution ͓␦(⑀ ϪH)͔ W (x,p) may enter regions corresponding to quantum tunneling which are not accessible to the classical system. On the other hand, the classical phase-space distribution ␦͓⑀ϪH C (x,p)͔ may enter regions of phase space that correspond to a violation of the uncertainty principle. A wellknown example of the latter phenomena is the ZPE problem mentioned above. In the extreme case that the unrestricted flow of ZPE results in the dissociation of the molecular system, the classical simulation explores large regions of phase space that is prohibited by the uncertainty principle, thus clearly failing to account for the correct quantum-mechanical relaxation behavior of the system. On the other hand, since the energy content of a specific system mode is merely a special example of the observable A, it is clear that the ZPE problem vanishes ͑at least for large times͒, if the corresponding condition ͓Eq. ͑2.27͔͒ is satisfied.
So far the discussion has focused on the calculation of the microcanonical averages ͗A ⑀ ͘. According to Eq. ͑2.8͒, the expectation value ͗A͘ resulting from an initial nonequilibrium preparation 0 is obtained by integrating the microcanonical averages ͗A ⑀ ͘ over the spectral density S(⑀). In order to get identical results for ͗A͘ in quantum and classical mechanics, one therefore needs to require in addition to Eq. ͑2.27͒ that the classical approximation to the spectral density S C (⑀) matches the correct quantum result. Recall that the spectral density ͓Eq. ͑2.6͔͒ corresponds to the level density weighted by the initial distribution 0 . It is therefore equivalent to the energy distribution of the system which, at least for large systems, is typically rather diffuse and structureless. In this case, a classical approximation of the spectral density is usually appropriate if Eq. ͑2.28͒ holds and if a suitable classical initial distribution 0 has been employed. It is noted that the Fourier transform of the spectral density, that is, the autocorrelation function plays a key role in the discussion of the time-dependent exploration of phase space. 8, 24 In conclusion, we have shown that the equivalence of the normalized state-specific level densities in Eq. ͑2.27͒ represents a rigorous condition that a classical description reproduces the correct microcanonical averages. Furthermore, the weaker but in practice important criterion ͓Eq. ͑2.28͔͒ has been suggested, that is, to require that the total level density is well approximated in the energy range defined by the spectral density. Since the level density is directly connected with the phase-space volume that is accessible to the system, this means that it is the different exploration of phase space in classical and quantum mechanics that hampers a successful classical description of relaxation processes and causes the ZPE problem. To restrict the classically accessible phase space according to the rules of quantum mechanics, quantum corrections to the classical calculation may be invoked.
III. QUANTUM CORRECTIONS
This section is concerned with the investigation of quantum corrections which may be employed to the classical calculation of the level density. Furthermore, it is discussed how these corrections can be implemented in dynamical trajectory calculations.
A. Level density
Due to its importance in statistical rate theories, 25, 26 there is a large body of literature on the calculation of the level density D(⑀) and the integral level density, that is, the level number N(⑀). 11, 12, [27] [28] [29] A straightforward but in practice tedious way to improve upon the classical approximation in Eq. ͑2.22͒ is to consider higher orders of ប in the approximation of the Wigner transform in Eq. ͑2.22͒. 27 Alternative approaches 11,12 exploit the fact that the level density and the partition function are related by a Laplace transform ͓cf. Eq. ͑2.17͔͒. Given the partition function of a system, the corresponding level number is thus obtained through the inverse Laplace transform. Employing this procedure to the f-dimensional harmonic oscillator, Thiele showed that the level number can be expressed through the Taylor series
Here j denotes the vibrational frequencies of the jth oscillator and the energy ⑀ is counted from the bottom of the potential well. The numbers A j ( f ) are related to the Bernoulli numbers; the first three nonvanishing coefficients are A 0
As discussed by Thiele, Eq. ͑3.1͒ represents an accurate approximation of the quantum level number N(⑀), whereby the zero-order term N C 0 (⑀) corresponds to the standard classical result in Eq. ͑3.2͒. The higher-order terms of the series correct for the well-known fact that because of the ZPE the classical expression Eq. ͑3.2͒ overestimates the true level density for low energies.
To facilitate the practical use of the higher-order terms, these quantum corrections can be accounted for by an energy-dependent correction factor ␥͑⑀͒ 11, 28, 29 
where ⑀ ZP ϭ ͚ j ប j /2 is the ZPE and ␥͑⑀͒ is determined by equating Eqs. ͑3.1͒ and ͑3.3͒. Based on empirical considerations, Eq. ͑3.3͒ has been first suggested by Whitten and Rabinovitch to calculate the level number of general polyatomic molecules. 28 Note that in the limiting case ␥ϭ1 the classical result Eq. ͑3.2͒ is retained. In the opposite limit of ␥ϭ0 the classical level number N C (⑀) is set to zero for ⑀Ͻ⑀ ZP . In a dynamical calculation, the latter case corresponds to the practice of eliminating all trajectories whose energy content of an individual mode drops below ⑀ ZP . 29 As shown below, this limiting case generally leads to a significant underestimation of the true level density.
To illustrate the accuracy of the classical approximation, let us consider a system of three harmonic oscillators with frequencies 1 ϭ⌬, 2 ϭ4⌬, 3 ϭ30⌬, ⌬ϵ1. For this model, Fig. 1 shows the quantum level number ͑thick line͒, the approximation of Thiele ͑dotted line͒, and the classical results obtained for the limiting cases ␥ϭ0 and ␥ϭ1 ͑thin lines͒. While Thiele's approximation is in excellent agreement with quantum mechanics, the results for ␥ϭ0 are seen to underestimate the quantum data considerably. The opposite limiting case of ␥ϭ1 somewhat overestimates the level density. Since N C (⑀) is directly proportional to the phasespace volume that is energetically accessible to the system, the latter finding indicates that the classical system in general may enter regions of phase space that are not allowed by quantum mechanics. A ZPE correction of ␥Ͻ1 therefore results in a restriction of the classically accessible phase space, which is in accordance with the intuitive picture developed above.
While the quantum corrections suggested in Refs. 11, 12, 28, and 29 give quite accurate results for the multidimensional harmonic oscillator, it should be kept in mind that we actually need a concept that can also be employed ͑i͒ for general anharmonic problems and ͑ii͒ in dynamical calculations. An obvious approximation to Eq. ͑3.3͒ that may satisfy both criteria is to use an energy-independent ZPE correction ␥ which is optimized to match the quantum result N Q (⑀)i n the energy range of interest. For example, let us write the harmonic oscillator in the suggestive form
where b † ,b are boson creation and annihilation operators, respectively. The ZPE correction suggested above would then correspond to ͓b,b † ͔ϭ␥.
͑3.5͒
Thus, ␥ can be simply interpreted as the fraction of ZPE included in the calculation, i.e., ␥ϭ0.8 means 80% of the ZPE is included. Note that Eq. ͑3.5͒ connects the correction factor ␥ with a constant commutator of quantum variables. Applying this ansatz to dynamical trajectory calculations, it is therefore clear that one has to restrict oneself to a single energy-independent quantum correction for all trajectories. 30 In the example adopted above, we have used a least-square fit to determine the optimized constant ZPE correction ␥ϭ0.94. Encouragingly, the corrected results are virtually indistinguishable from Thiele's results on the scale of Fig. 1 . To summarize, we have introduced an energyindependent ZPE correction ␥ which is equivalent to including only the fraction ␥ of the full ZPE into the classical calculation. The quantum correction restricts the classically accessible phase space and thus corrects for the shortcoming of classical mechanics, that is, to enter regions of phase space that violate the quantum-mechanical uncertainty principle.
B. Dynamical calculations
To discuss how the quantum corrections proposed above can be introduced into a dynamical trajectory calculation, we consider the quasiclassical expression for the time-dependent expectation value of an observable A ͗A͘ t ϭ ͵ dx dp 0 ͑x,p͒A͑x t ,p t ͒.
͑3.6͒
Here 0 (x,p) represents a classical phase-space distribution mimicking the quantum-mechanical initial state of system and the quantity A is considered as a function of the classical trajectory ͕x t ,p t ͖ with initial conditions ͕x,p͖. Quantummechanical features can be introduced to Eq. ͑3.6͒ through ͑i͒ the choice of initial conditions 0 (x,p), ͑ii͒ the active manipulation of trajectories during their time evolution, and ͑iii͒ the interpretation of the calculated quantity A(x t ,p t ).
As an example for the latter method, consider the wellknown histogram evaluation of a classical action variable n ϭ
, where x,p are dimensionless variables which are related to the standard position and momentum x ,p through xϭ(m/ប) 1/2 x , pϭ(mប) Ϫ1/2 p . In order to obtain integer quantum numbers from a trajectory calculation ͑e.g., the vibrational excitation after a scattering event͒, this procedure simply assigns the nearest integer number to the continuous action variable n. 7 Applied to the ZPE problem, however, one thus assigns all trajectories with 0ϽnϽ1 to the ground state of the oscillator, i.e., the procedure simply ignores the problem that the mean energy may be smaller than /2. Furthermore, the method refers to individual trajectories rather than to the ensemble average, which is not correct as explained in Sec. I. The latter objection also holds against the second strategy of actively manipulating individual trajectories which do not satisfy predefined criteria. Moreover, these manipulations ͑e.g., the reversal of the momentum of the trajectory 2 ͒ may cause serious artifacts of the dynamics ͑e.g., a regular trajectory may become chaotic͒. The most natural way to introduce quantum corrections into quasiclassical trajectory calculation therefore is an appropriate choice of the initial phase-space distribution 0 (x,p).
In many cases of interest, the initial distribution can be described through harmonic-oscillator states. In the theoretical formulation of Sec. II we have employed Wigner's phase-space representation, in which the phase-space distribution of a harmonic oscillator at temperature T is given by
with ␣ϭtanh(ប/2k B T). Note that the distribution in Eq. ͑3.7͒ only depends on the action variable nϭ 1 2 (x 2 ϩp 2 )o f the oscillator. To perform the phase-space integration in Eq. ͑3.6͒ for a harmonic-oscillator initial distribution, it is therefore convenient to change from Cartesian variables (x,p)t o action-angle variables (n,q) via pϩixϭͱ2ne iq and sample n from 0 (n) ͓͑Eq. ͑3.7͔͒ and q from the uniform distribution, respectively. 7 Several limiting cases of Eq. ͑3.7͒ are of interest. For ប→0 we obtain Boltzmann's distribution (␣ ϭប/2k B T), and for T→0 we obtain the phase-space distribution of the ground state of the harmonic oscillator ͑␣ ϭ1͒. Furthermore, one may Taylor expand Eq. ͑3.7͒ around its mean value ␣/2, thus obtaining in lowest order
which is sometimes referred to as action-angle initial distribution.
It is a straightforward matter to introduce the quantum corrections derived above into the initial distributions in Eqs. ͑3.7͒ and ͑3.8͒. The reduction of the ZPE content of an oscillator from There is a large body of literature on the virtues and shortcomings of various initial conditions in quasiclassical trajectory calculations.
7 Although Wigner's result ͓Eq. ͑3.7͔͒ is a correct quantum-mechanical phase-space distribution to all orders in ប, in practice it often turns out that the distribution ͓Eq. ͑3.8͔͒ with constant initial action yields favorable agreement with quantum mechanics. 31 This finding indicates that for quasiclassical calculations it may be more consistent to also use a classical ͑3.8͒ rather than a quantum-mechanical ͑3.7͒ initial distribution.
IV. CLASSICAL DESCRIPTION OF AN N-STATE SYSTEM
To illustrate the capability of the ansatz proposed above, this section considers model problems which allow us to derive explicit expressions for the classical and quantummechanical level density. Furthermore, quantum and classical partition functions are calculated in order to investigate the relaxation of the system in the presence of a heat bath. It is shown that the simple concept of reducing the ZPE results in a useful classical approximation of these quantities. It should be noted, though, that the models do not undergo relaxation and are therefore not suited to directly reveal the connection between the level density and the relaxation behavior observed in a dynamical simulation. Employing nonlinearly coupled ͑and therefore relaxing͒ analogs of these model problems, detailed numerical studies of these issues are reported in a forthcoming paper.
31

A. Hamiltonian
Let us consider a system of N oscillators
where a n † ,a n represent the creation and annihilation operator of the nth oscillator, respectively. From the structure of the Hamiltonian it is clear that the system described by Eq. ͑4.1͒ preserves the total population probability N tot ϭ͚͗ n a n † a n ͘ of all oscillators, i.e., ‫ץ/ץ‬tN tot ϭ0. According to the correspondence principle, the classical limit of Eq. ͑4.1͒ is approached for high values of N tot , while small values of N tot correspond to the quantum-mechanical regime. As a stringent test for the method proposed above, we will in the following assume that N tot ϭ1. This case corresponds to the extreme quantum limit of a single excitation, i.e., one oscillator is in its first excited state, while the remaining NϪ1 oscillators are in their ground state, respectively. As has been discussed in detail in Ref. 32 , in this case Eq. ͑4.1͒ is completely equivalent to the N-level system Hϭ͚ n,m h nm ͉ n ͗͘ m ͉ with basis states ͉ n ͘.
B. Level density
The classical level number N C (⑀) pertaining to Hamiltonian Eq. ͑4.1͒ has been derived in the Appendix. For a two-level system with energy gap ⌬, for example, we obtain
i.e., for low energies we find a linear increase similar to the case of a one-dimensional harmonic oscillator, while for large energies the restriction to a single excitation enforces a constant value of N C (⑀). As illustrated in Fig. 2͑a͒ , the classical results for ␥ϭ1 provide the best fit to the quantum step function as well as the correct limit for large energies. The latter criterion can readily be employed to determine the ZPE correction for an N-level system
where without restriction of generality we have assumed that h n m ϭ0. Figure 2 demonstrates the accuracy of this ap-
FIG. 2. The level-number function N(⑀)
as obtained for a system with ͑a͒ two, ͑b͒ five, and ͑c͒ ten equidistant energy levels. The ZPE-corrected classical calculations result in a correct averaged description of the quantummechanical staircase function. The limiting case ␥ϭ1 ͑upper lines͒ is appropriate for the two-level system but considerably overestimates the level number of the ten-level system. The opposite limit ␥ϭ0 significantly underestimates the level number of the two-level system ͑lower line͒ and is virtually equal to zero in the other cases.
proximation for the case of ͑b͒ five and ͑c͒ ten oscillators with h nn ϭ⌬(nϪ1), ⌬ϵ1. The classical results N C (⑀) are seen to crucially depend on the ZPE excitation ␥ imposed. In particular, for ␥ϭ0 it is found that N C (⑀)Ϸ0, i.e., this limiting case completely fails to reproduce the quantum results. The opposite limiting case of ␥ϭ1 is seen to qualitatively match the quantum data for Nϭ5, but largely overestimates N Q (⑀) for a higher number of oscillators. The latter behavior corresponds to the well-known ''pooling'' of ZPE in a single oscillator which results in a total population N tot Ͼ1. Employing Eq. ͑4.3͒, on the other hand, the ZPE-corrected results are seen to be in good agreement with the quantummechanical data. In the case of an N-level system, the quantum correction thus determines the slope as well as the maximum value of the classical level number.
In the next example, we combine the N-level system studied above with M low-frequent harmonic oscillators, thus obtaining a system of M ''classical'' ͑e.g., nuclear͒ and N ''quantum-like'' ͑e.g., electronic͒ degrees of freedom. In this case the simple strategy developed above needs to be extended, because in general one may employ different quantum corrections, say ⌫ and ␥, for the two kinds of variables. Since there is no clear criterion how to independently determine these two parameters, however, we will restrict ourselves to the following limiting cases: ͑i͒ Since usually there is no ZPE problem for low-frequent oscillators, no ZPE correction is applied to these modes, i.e., ⌫ϭ1. ͑ii͒ If the frequency scales of the two coupled subsystems are not clearly separated, on the other hand, it should be most consistent to apply the same ZPE correction to both variables, i.e., ⌫ϭ␥. In the following example, the frequencies employed clearly suggest the first strategy.
As shown in the Appendix, the classical level number for a two-state M-mode system can be written as
otherwise,
͑4.4͒
where ⑀ 1 ϭϪ 1 2 ␥⌬ and ⑀ 2 ϭ(1ϩ 1 2 ␥)⌬. Similar to Eq. ͑4.2͒, for low energies we find an increase of N C (⑀) according to an (M ϩ1)-dimensional harmonic oscillator, while for large energies the second term enforces the restriction to a single excitation of the ''quantum'' oscillator. Assuming three ''classical'' oscillators with frequencies 1 ϭ0.03⌬, 2 ϭ0.07⌬, 3 ϭ0.15⌬, and N ''quantum'' oscillators with h nn ϭ⌬(nϪ1), Fig. 3 compares quantum ͑thick lines͒ and classical ͑thin lines͒ results for the cases ͑a͒ Nϭ2, ͑b͒ N ϭ5, and ͑c͒ Nϭ10. Again, the classical calculations for ␥ϭ0 fails completely, while the ZPE-corrected results with ␥ ϭ0.98 (Nϭ2), ␥ϭ0.8 (Nϭ5), ␥ϭ0.85 (Nϭ10), nicely match the quantum data. Interestingly, the results are seen to be not as sensitive to the quantum correction as in the case of a pure N-level system.
We finally adopt the two-state three-mode system to study the state-specific level densities defined in Eq. ͑2.15͒. As discussed above, these quantities are of major importance for the calculation of microcanonical averages. Figure 4͑a͒ shows the normalized state-specific level numbers N k (⑀)/N(⑀) pertaining to the electronic state ͉ k ͘ (kϭ1,2).
Quantum mechanically ͑thick lines͒, only the lower state ͉ 1 ͘ is populated for energies ⑀/⌬Ͻ1 and we obtain N 1 /N ϭ1 and N 2 /Nϭ0. For larger energies the population difference (N 1 ϪN 2 )/N decreases and approaches zero asymptotically. Classical results are shown for ␥ϭ0 ͑dotted line͒, ␥ϭ0.7 ͑thin line͒, and ␥ϭ1 ͑dashed line͒. Generally spoken, we find the same qualitative behavior, i.e., the limiting cases ␥ϭ0 and ␥ϭ1 under-and overestimate the quantum data, while an intermediate value of the quantum correction matches the quantum results. For energies ⑀/⌬Ͻ1, however, the state-specific level numbers are seen to be quite sensitive to the quantum correction employed. In particular, one observes that N 2 /N may attain negative values for ␥Ͼ0.
This finding is further illustrated in Fig. 4͑b͒ which displays the optimal ZPE correction ␥ at a given energy. This quantity may be determined by requesting that the classical approximation should reproduce ͑i͒ the total level density N(⑀) ͑full line͒ or ͑ii͒ the normalized state-specific level densities N k (⑀)/N(⑀) ͑dashed line͒. For the latter condition the value of the optimal quantum correction ␥ is seen to increase linearly with energy up to ⑀Ϸ1.5⌬ and becomes constant for larger energies. The corresponding curve for the total level numbers exhibits similar behavior but reaches the plateau region for energies ⑀Ϸ0.75⌬. While it is interesting FIG. 3 . The level-number function N(⑀) as obtained for a system comprising three low-frequent harmonic oscillators and ͑a͒ two, ͑b͒ five, and ͑c͒ ten equidistant quantum states. In all cases, the ZPE-corrected classical results are in excellent agreement with the quantum data. In the case of the twolevel system the lower line corresponds to the limiting case ␥ϭ0, while the opposite limit ␥ϭ1 almost coincides with the quantum result. In insets ͑b͒ and ͑c͒, on the other hand, the upper line corresponds to the limiting case ␥ϭ1, while the level number is virtually equal to zero in opposite limit ␥ϭ0.
to note that such corrections do exist for all energies, there is no quantum correction that could simultaneously reproduce total and state-specific level densities. Unlike quantum mechanics, the latter condition does not include the first.
As explained above, for consistency reasons we have to restrict ourselves to a single value of ␥ in dynamical trajectory calculations. Within this constraint and for the model problem under consideration, this means that condition ͑2.28͒ can be fulfilled with ␥Ϸ0.9 for energies ⑀տ0.75⌬, while condition ͑2.27͒ can be fulfilled with ␥Ϸ0.7 for energies larger than Ϸ1.5⌬. Using the ZPE correction ␥Ϸ0.9, the calculation of the state-specific level numbers is off by Ϸ6%, i.e., the qualitative criterion ͓Eq. ͑2.28͔͒ leads to an overestimation of the overall relaxation into the lower electronic state.
C. Partition function
Apart from the explicit description of the system and bath in quantum or classical molecular simulations, relaxation effects may also be introduced by coupling the system to a heat bath. In this case, the equilibrium values of observables can be calculated through the partition function of the system, which is closely related to the level density ͓cf. Eq. ͑2.17͔͒. Quantum corrections to the classical partition function have a long history, 19 and it is clear that the simple ZPE correction introduced above may also be employed to the classical calculation of the partition function and equilibrium values of observables. In the following we briefly investigate this matter for the case of a two-level system.
Let us consider the two-level system HϭE z ϭϪE͉ 1 ͗͘ 1 ͉ϩE͉ 2 ͗͘ 2 ͉. We are interested in the equilibrium value for the population difference ͗ z ͘ which is given by
where Z k is the state-specific partition introduced in Eq. ͑2.18͒. Quantum mechanically, we obtain Employing the bosonic representation ͓Eq. ͑4.1͔͒ of the twolevel system and evaluating the corresponding classical phase-space integrations, the classical results are
It is easy to check that the quantum as well as the classical partition function is related to the corresponding level density through Eq. ͑2.17͒. Furthermore, it is clear that the evaluation of ͗ z ͘ is equivalent for the case of a two-level system with M oscillators, because the total partition function of two uncoupled systems is given as the product of the individual partition functions. There are several ways to determine the ZPE correction ␥. We may require the equivalence of classical and quantummechanical ͑i͒ partition functions Z, ͑ii͒ state-specific partition functions ⌬ZϭZ 2 ϪZ 1 , and ͑iii͒ equilibrium values ͗ z ͘. ance of all curves is quite similar, the results for the partition function and the equilibrium values are seen to differ somewhat. This is a consequence of the fact that the state-specific partition functions require a somewhat different ZPE correction than the total partition function.
In the last example we have determined the ZPE correction by reproducing a known result. It should be stressed that this concept is quite general: Knowing the long-time limit of an observable a priori, one may use this information to determine the ZPE correction. For example, it is clear from Eq.
͑4.5͒ that ͗ z ͘ϭϪ1 for low temperatures (␤Eӷ1), that is, the system localizes in its adiabatic ground state. Since for large times and low temperatures any multidimensional system is expected to completely decay in its adiabatic ground state, the ZPE correction ␥ may be determined by requiring that
͑4.10͒
where P k ad denotes the projector on the kth adiabatic state. It should be kept in mind, however, that different observables are associated with different parts and projections of phase space. For this reason, it is clear that the latter criterion cannot guarantee that a long-time average not directly connected to adiabatic projections is reproduced correctly.
Finally, let us make contact with dynamical calculations and compare the above findings with the results of explicit classical simulations of a two-level system coupled to a harmonic bath. 31 Since the theory becomes exact for vanishing system-bath coupling, it may be expected that in this case the predicted ZPE corrections are in good agreement with the ones found in simulation. This is indeed the case. Employing, for example, the dimensionless system-bath coupling ␣ϭ0.1 and ␤Eϭ7, we obtain ␥ϭ0.14 from the simulation. 31 This finding is in quantitative agreement with the ͗ z ͘ ϭ͗ z ͘ C curve in Fig. 5 .
V. CONCLUSIONS
The problem of spurious flow of ZPE may be considered as a consequence of the inconsistent classical limit pursued in quasiclassical trajectory calculations: While the evaluation of the dynamics is done on a purely classical level ͑i.e., បϭ0͒, the ZPE that is included via initial conditions corresponds to quantum fluctuations which would vanish on a purely classical level ͑i.e., lim ប→0 ⑀ ZP ϭ0͒. Obviously, there are two rigorous solutions to the problem. First, one may resort to purely classical initial conditions without ZPE. At least at low temperatures, this strategy is known to result in a significant failure to reproduce the true quantum dynamics, much worse than with including ZPE. Alternatively, semiclassical or quantum-mechanical treatments may be employed which, however, usually destory the applicability to large systems.
Accepting that there is no rigorous and useful solution to the ZPE problem, we have suggested a strategy that aims to satisfy the following criteria: ͑i͒ It retains the conceptional and computational simplicity of a standard quasiclassical calculation. ͑ii͒ It is dynamically consistent in that it refers to the behavior of the ensemble rather than to the behavior of individual trajectories. ͑iii͒ It is systematic in that it provides various criteria ͑rigorous as well as minimal͒ which can be checked in a practical calculation.
With this end in mind, we have identified conditions under which an approximate theory will give the correct quantum-mechanical long-time mean values. Assuming a nonequilibrium preparation, we have shown that the longtime mean value of an observable A(q) can be written as an integral over its microcanonical average and the spectral density of the system ͓Eq. ͑2.8͔͒. The microcanonical average can be expressed in terms of a reduced density operator, which is given by the coordinate-specific level density D(q,⑀) normalized to the total level density ͓Eqs. ͑2.11͒-͑2.13͔͒. Any approximation that reproduces the quantummechanical spectral density as well as the level densities D(q,⑀) will therefore also yield the correct expectation values at long times. Besides this rigorous condition, we have established a more qualitative but in practice important criterion ͓Eq. ͑2.28͔͒, which requires that the total level density is well approximated in the energy range defined by the spectral density. The latter criterion may be considered as a minimal condition that must be approximately met by a classical calculation in order to represent a useful description of quantum relaxation. Alternatively, one may request that the classical approximation reproduces certain long-time mean values of the system that are known a priori. It should be noted that these criteria only refer to the long-time limit of observables, not to their time evolution. Experience shows, however, that the time-dependent relaxation dynamics is also reproduced best by a classical calculation that fulfills the above criteria. 31 In order to satisfy the established conditions, we have proposed to invoke quantum corrections in the classical calculation which affect a restriction of the classically accessible phase space. At the simplest level of the theory, these corrections have been shown to correspond to the inclusion of a fraction of the full ZPE into the classical calculation. Adopting appropriate quasiclassical initial conditions, this modification can also be employed in a dynamical trajectory calculation. This simple concept has been tested for various model problems. It has been shown that the ZPE-corrected classical calculations nicely reproduce exact quantum results, whereas standard classical calculations often fail considerably.
In this work we have focused on simple model problems which allow for an analytical calculation of the quantities of interest. The practical applicability of the proposed strategy ͑e.g., to avoid ZPE-induced dissociation͒, however, is not clear a priori and therefore remains to be studied. In a forthcoming publication, 31 we have applied the strategy to the classical description of nonadiabatic quantum dynamics. 32 Employing various molecular model systems including multimode models of conically intersecting potential-energy surfaces as well as several spin-boson-type models with an Ohmic bath, it is demonstrated that the ZPE-corrected simulations are in good agreement with exact quantum reference calculations.
