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                                                         Abstract 
 
This paper analyzes the distribution of technical efficiency within 
manufacturing industries. Using a representative sample of 35,000 firms in 255 
industries of the German cost structure census, technical efficiencies are 
estimated by applying a deterministic frontier production function with firm-
specific fixed effects. A new measure is also introduced for characterizing the 
extent of heterogeneity within an industry that is robust with regard to extreme 
values of a few small firms. It was found that the level of intra-industry 
heterogeneity is mainly determined by an industries’ average technical 
efficiency, average firm size, capital intensity and the rate of new firm 
formation. Most strikingly, we find that in about 95 percent of industries the 
distribution of technical efficiency is skewed to the right, not to the left as is 
commonly assumed. 
 
Keywords:  Technical efficiency, heterogeneity, deterministic production 
function frontier. 





“Die Verteilung und Heterogenität von technischer Effizienz innerhalb von 
Branchen – Eine empirische Untersuchung” 
 
Diese Arbeit analysiert die Verteilung von technischer Effizienz innerhalb von 
Branchen des Verarbeitenden Gewerbes. Die technische Effizienz wird als fir-
menspezifischer fixer Effekt im Rahmen einer deterministischen Frontier-Pro-
duktionsfunktion ermittelt. Als Grundlage hierfür dienen Angaben aus der 
Kostenstrukturstatistik für ein repräsentatives Sample von 35.000 Unternehmen 
in 255 Branchen. Zur Analyse der Heterogenität innerhalb der Branchen ent-
wickeln wir ein neues Maß, das sich als relativ robust hinsichtlich einzelner 
extremer Werte erweist. Das Ausmaß an Heterogenität von technischer Effi-
zienz innerhalb von Branchen wird im Wesentlichen vom durchschnittlichen 
Niveau an technischer Effizienz der Branche, der durchschnittlichen Unterneh-
mensgröße, der durchschnittlichen Kapitalintensität und dem Ausmaß an Grün-
dungen neuer Firmen in der Branche geprägt. Bemerkenswert ist insbesondere, 
dass die Verteilung der technischen Effizienz in ca. 95 Prozent der Branchen 
einen positiven Wert für die Schiefe aufweist (rechtsschief). Dies steht im Wi-
derspruch zu der üblichen Annahme, dass die Schiefe negativ (linksschief) sei. 
 
Schlagworte:  Technische Effizienz, Heterogenität, Deterministische Frontier-
Produktionsfunktion. 
JEL-Klassifikation: D24, L10, L11 
 1. Introduction 
Contrary to most textbook models, firms in reality are quite heterogeneous. 
One particular aspect of this heterogeneity is that even within the same 
industry firms are not equally technically efficient. Technical efficiency is 
defined as the highest attainable output a firm can produce given its inputs. 
While some firms operate at the technological frontier and potentially earn 
high profits, others lag considerably behind and are hardly able to survive.
1 
The objective of this paper is to analyze the extent and the distribution of 
technical efficiency within different industries. Are certain industries more 
homogeneous than others with regard to the distribution of firm-level technical 
efficiency? What causes the observed heterogeneity? For example, can 
industries’ average firm size or the average capital intensity or the rate of new 
firm formation explain the extent of heterogeneity? 
Both the extent and distribution of technical efficiency may have 
important implications for competition and market evolution. If, for example, 
a few firms have a major efficiency advantage while the rest of the industry is 
operating at much higher costs, we may expect increasing market shares of the 
highly efficient firms. On the other hand, if the main competing firms in an 
industry operate at about the same level of technical efficiency, one could 
expect that competitive pressure in such an industry is lower compared to an 
industry with a few highly efficient leading firms. For these reasons an 
analysis of the distribution of technical efficiency within industries will 
provide important insights into the dynamics of competition. 
Our study contributes to the literature on the distribution of efficiency 
within industry in several respects (see for instance Caves and Barton, 1990; 
Mayes, 1996). First, our approach for measuring heterogeneity is based on a 
new measure that is rather robust with respect to extreme values of a few small 
firms. Second, in contrast to most previous studies we apply a deterministic 
                                                 
1 There are a few empirical studies showing high levels of heterogeneity among and within 
industries. See, for example, Caves and Barton (1990), Mayes, Harris and Lansbury (1994) 
and the contributions in Caves (1992) and Mayes (1996). For a survey, see Caves and Barton 




                                                
production frontier model and estimate technical efficiency with firm-specific 
fixed effects. This has the advantage over stochastic frontier models that no a-
priori assumption on the distribution of technical efficiency within industries 
has to be made. An analysis of the distribution of efficiencies appears to be 
more sensible without a-priori distributional assumptions. Third, in our 
econometric analysis on the determinants of efficiency heterogeneity we apply 
robust econometric methods to check the sensitivity of results with respect to 
extreme observations and functional form specification. 
The remainder of the paper is organized as follows. Section 2 compares 
the deterministic and the stochastic frontier approach. Section 3 describes the 
data used in the analysis. Section 4 depicts estimates of the production 
function that serves as a basis for our measurement of technical efficiency. 
Furthermore, it analyzes the distribution of efficiency within industries. 
Section 5 introduces a two-dimensional approach for measuring the extent of 
within-industry heterogeneity of technical efficiency. Hypotheses regarding 
the determinants of heterogeneity are formulated and the econometric analyses 
are presented in Section 6. Finally, Section 7 summarizes the main findings 
and concludes the paper. 
2.  Frontier models for measuring (in)efficiency 
Technical efficiency is defined as the generation of maximum output from a 
given amount of resources. A firm is technically inefficient if it fails to obtain 
the maximum possible output.
2 Note that another important type of efficiency 
– allocative efficiency – concerns the optimal choice of inputs.
3 Reasons for 
technical inefficiency can be manifold and comprise all kinds of 
‘mismanagement’ like inappropriate work organization and use of technology 
(cf. Fritsch and Mallok, 2002), bottlenecks with regards to material flows, etc. 
 
2 The concept of technical inefficiency was introduced by Farrell (1957). 
3 A firm is allocatively efficient if its input combination is optimal, given input prices and 
marginal productivities. A firm can be allocatively efficient, but at the same time technically 
inefficient, if it chooses an optimal input combination but does not attain the highest possible 





It can also be attributed to X-inefficiency as exposed by Leibenstein’s (1966) 
seminal work. 
An assessment of technical (in)efficiency of firms or industries requires 
efficiency to be measured as well as a point of reference for the relative 
efficiency level of the unit under inspection to be identified. This can be done 
in a number of ways (see Mayes, Harris and Landsbury, 1994, pp. 27-54, for 
an overview). What all these approaches have in common is that they define 
technical efficiency as the highest output level that can be attained with a 
given combination of inputs. Any deviation from this maximum is then 
regarded as inefficiency. If data about various inputs is available, the 
maximum technical efficiency of an industry can be directly obtained by 
estimating a frontier production function, i.e. a function for the input-output 
relationship.  
To our knowledge, almost all of the analyses using this approach 
estimated a stochastic form of a frontier production function. A stochastic 
frontier production function is based on the assumption that the input-output 
relationship is not completely deterministic, but subject to influences that 
appear to be random noise. 
The general form of a frontier production function for industry l can be 
written as  
(1)       l nl n( ,) i li li li l yf x βε =+
where   denotes the output that firm i in industry l is producing using inputs 
l. The unknown parameters are represented by  l, 
i l y
i x i β f describes the 
functional form and ε  denotes an error term. Technical inefficiency is 
identified by decomposing the error term of the stochastic frontier production 
function into two components, i.e. ε . One component (u ) reflects 
the random disturbances that is assumed to follow a symmetric normal 
distribution. The second component (ν ) is an asymmetrically distributed, 
negative error term that represents the technical inefficiency. Accordingly a 
firms’ output lies on or below the stochastic frontier. 
i l
    -  i li l l u =
i l




                                                
Assessing technical inefficiency on the basis of a stochastic frontier 
production function has the advantage that extreme outliers of highly efficient 
firms do not automatically serve as efficiency benchmarks. This is particularly 
important if the extreme values are due to measurement error. However, in 
order to separate the impact of technical inefficiency from the general 
stochastic effects, an a priori assumption about the distribution of technical 
inefficiency is required. Since the factual efficiency of a firm cannot exceed 
the maximum, the distribution must be truncated at this maximum. The usual 
hypothesis in this respect is that most firms cluster near the efficiency frontier 
and that their frequency decreases with rising inefficiency. Such a distribution 
of the vil is negatively skewed and may be described as a truncated normal or a 
log-normal distribution.
4 
The usual rationale of this assumption is that the distribution of technical 
efficiency is truncated at the efficiency frontier because this frontier represents 
the attainable maximum. This argument may be illustrated by means of a 
simple graph. We assume that the original distribution of technical efficiency 
follows a symmetric normal distribution with asymptotic tails. Any truncation 
of such a distribution at an upper threshold, such as an alleged maximum of 
technical efficiency, results in a distribution that is negatively skewed as 
shown by the shaded area in figure 1a. One may, however, also expect there to 
be a lower threshold for observed technical efficiency resulting in a truncated 
normal distribution that is positively skewed (figure 1b). An important lower 
threshold for firms is the necessity to be sufficiently efficient for surviving 
market competition. Those firms which are not sufficient technically efficient 
 
4 If the values of a distribution are in increasing order from the left to the right, a negatively 
skewed distribution has the longer tail at the left side (skewed “to the left”), where the values 
are below the maximum. If the distribution is positively skewed the longer tail is at the right 
side (skewed “to the right”) with the values above the maximum. Measures for the skewness 
of this distribution can then be used as indicators for the level of technical inefficiency in the 
respective industry (cf. Caves and Barton, 1990, pp. 47-49; Mayes, Harris and Lansbury, 
1994, pp. 50-52). If the distribution of residuals is not skewed but symmetric, the level of 
technical inefficiency in the respective industry is assumed to be insignificant.
 A positively 
skewed distribution of residuals is not consistent with the underlying assumptions. In this case, 
the stochastic production function approach of measuring technical efficiency is inappropriate 






will exit the market and fall out of the efficiency distribution. We presume that 
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Figure 1:  Distribution of technical efficiency truncated at an (a) upper and 
(b) lower threshold 
 
Considering this, an important advantage of our approach over estimating 
a stochastic frontier production function is that we do not need to specify a 
priori a particular functional form (e.g., a certain direction of skewness) for the 
distribution of inefficiency (cf. Schmidt and Sickles, 1984). We can, therefore, 
analyze the distributional properties of inefficiency within industries without 
any restrictions.  
For measuring technical efficiency we apply a deterministic production 
function using a panel of firms. The production function is of the Cobb-
Douglas type and, in its logarithmic form can be written as (cf. Greene, 1997) 
(2)       
l nl nl n,
1, , ; 1, ,; 1, , ; 1, , .
i l ti li l tk l k i l ti l t yx
iN ll kp t
αλ β ε =+ + +
=… =… =… =…
∑
The term  represents the output of firm  i l t y i in industry l in period  , 
denotes the production input k, β indicates the industry-specific 
t




elasticities of production for the different inputs, λ represents a time-specific 
effect, and α  stands for the technical efficiency of a specific firm in industry 
l. There are   firms and T  observations for each firm. We estimate technical 
efficiency as firm-specific fixed effect. According to our approach, the largest 




ˆ j l l is used as a 
benchmark value. An estimate of the technical efficiency TE of the firm  mi l i in 
industry l is then calculated as 
(/ m [ %] i l (3)       m =⋅ ˆˆ a x ) 1 0 0 . i lj l TE αα
According to this approach, at least one firm in industry l will meet the 
benchmark value and the remaining firms will have positive efficiency 
estimates between 0 and 100 percent. 
This approach of estimating technical inefficiency as a firm-specific fixed 
effect implies that the relative efficiency level of a firm is invariant over time. 
This may be regarded as a critical assumption because a firm’s efficiency level 
is likely to change over time. Principally, it would be possible to estimate time 
varying firm efficiencies with a deterministic approach (see for instance 
Heshmati, Kumbhakar and Hjalmarsson (1995)). However, this requires a 
sufficient number of observations for each firm. In our sample, more than 
eighty percent of the firms have only five or less observations (see table 1), 
which renders estimation of a time-varying firm-specific effects inapplicable.  
Generally, one might suspect that the estimates of technical efficiencies 
would be correlated with the number of observations for each firm. To check 
this matter, we computed the correlation between firm-specific fixed effects 
(as deviations from the industry’s median level of efficiency) and the number 
of observations which were used to estimate the firm-specific effect. Indeed, 
we find a statistically significant – albeit quite low - correlation of -0.04, 
which indicates that the estimated efficiency levels of firms with a larger 
number of observations tend to be closer to the average than of firms with 




                                                
the small fraction of cases in our sample with more than 5 observations, this 
effect can be largely neglected.
5 
Finally, a major advantage of the deterministic approach is that it does not 
require the rather strong assumption that theα values are uncorrelated with the 
explanatory variables. In fact, we can show that in our sample there is a 
considerable correlation between estimated technical efficiency and the factor 
inputs. This correlation would yield inconsistent parameter estimates in the 
stochastic production frontier framework.  
i
3.  Data and variable definitions 
We utilize data of the German Cost Structure Census
6 of manufacturing for the 
period 1992-2001. This survey is conducted by the German Federal Statistical 
Office (Statistisches Bundesamt). It comprises almost all large German 
manufacturing firms with 500 or more employees.
7 Firms with 20-499 
employees are included as a random sample which is representative for the 
respective size category and industry.
8 Firms with less than 20 employees are 
not sampled.
9 Usually, smaller firms report for four subsequent years and are 
then substituted by other small firms (rotating panel).
10 Since the estimation of 
firm-specific fixed effects requires at least two observations, firms with only 
one observation are not included in our sample that comprises a total of about 
 
5 Moreover, since only firms with 500 or more employees in our data set are likely to have 
more than five observations, the effect may well be caused by respective size differences. If 
such an impact of size really applies to our data, this means that the extreme values of 
technical efficiency tend to be due to the smaller firms with only a few observations included 
in our data. 
6 Aggregate figures are published annually by the German Federal Statistical Office in 
Statistisches Bundesamt, Fachserie 4, Reihe 4.3, Kostenstrukturerhebung im Verarbeitenden 
Gewerbe. 
7 Firms are legally obliged to participate in the survey and have no legal means of holding 
back any of the information required. 
8 This is done to keep the reporting effort of smaller firms at a reasonable level. 
9 Since the year 2001, the statistic also contains firms with 1-19 employees. These firms are, 
however, not included in our analysis because there was only one observation for these firms 
at the time this analysis was conducted. 
10 Due to mergers or insolvencies, some firms have less than four observations. Note, 
however, that firms are legally obliged to respond to the Cost Structure survey, so there are 
actually almost no missing observations due to non-response. On the other hand, some of the 
smaller firms have more than four observations. This is more likely in industries with a low 




35,000 firms. Table 1 shows the frequency of firms with different numbers of 
observations. 







Share of all 
firms (percent) 
Cumulated 
share of all 
firms (percent) 
2 11,248  32.14  32.14 
3 7,756  22.16  54.30 
4 2,682  7.66  61.97 
5 6,929  19.80  81.77 
6 1,485  4.24  86.01 
7 1,554  4.44  90.45 
8 1,341  3.83  94.28 
9 422  1.21  95.49 
10 1,579  4.51  100 
Total 34,996  100  – 
 
We use gross production as measure of output. Gross production 
comprises the turnover plus the net change of the stock of final products. 
Turnover from activities that are classified as miscellaneous such as license 
fees, commissions, rents and leasing, etc. is excluded because we assume that 
such revenue would be inadequately described by means of a production 
function.  
The Cost Structure Census contains information for a large number of 
input categories. These categories are payroll, employers’ contribution to the 
social security system, fringe benefits, expenditure on material inputs, self-
provided equipment and goods for resale, energy, external wagework, external 
maintenance and repair, tax depreciation of fixed assets, subsidies, rents and 
leases, insurance costs, sales tax, other taxes and public fees, interest payments 
as well as “other” costs such as license fees, bank charges, postage or expenses 




                                                
Structure Census includes industry affiliation, location of headquarters, stock 
of raw materials, goods for resale and final output, R&D expenditure and 
number of R&D employees
11. Information on employment comprises the 
number of active owners, the number of employees, trainees, part-time 
employees and home workers and the number of temporary workers. 
Some of the cost categories such as expenditure on external wagework and 
external maintenance and repair include a relatively high proportion of 
reported zero values because many firms do not utilize these types of inputs. 
Since all inputs of the Cobb-Douglas production function are included in 
logarithms, these zero values lead to missing observations and accordingly to 
the exclusion of the respective firm from the analysis. It is worth pointing out 
that zero values for inputs are not compatible with a Cobb-Douglas technology 
because they imply zero output.  
To reduce the number of reported zero input quantities, we decided to 
aggregate single inputs into the following categories: material inputs 
(intermediate material consumption plus commodity inputs), labor 
compensation (salaries and wages plus employer's social insurance 
contributions), energy consumption, user cost of capital (depreciation plus 
rents and leases), external services (e.g., repair costs and external wagework) 
and other inputs related to production (e.g., transportation services, consulting 
or marketing). All input and output series were deflated using the producer 
price index for the respective industry. 
It turned out that using yearly depreciations as a proxy variable for the 
capital input leads to implausibly low estimated production elasticities of 
capital. One can presume that this is due to the relatively high year-by-year 
variations of depreciations at the firm level. In order to reduce this volatility, 
we calculated average annual depreciations by adding up for each year the 
depreciations in the current year and in all the preceding years that we 
observe. This sum is then divided by the respective number of observation 
 






12 Taking this average value of annual depreciations we obtain 
considerably higher estimates of capital elasticity. 
Table 2: Input cost shares in total production 
Variable Mean  Median  Standard 
deviation 
Minimum Maximum Coefficient 
of variation 
Material  inputs  0.4090 0.4060 0.1651 0.0177 0.8547 40.37 
Labor  compensation  0.3305 0.3199 0.1367 0.0530 0.8470 41.36 
Energy  consumption  0.0210 0.0134 0.0232 0.0008 0.1729  110.49 
User cost of capital  0.0671  0.0564  0.0427  0.0081  0.2800  63.58 
External  services  0.0471 0.0277 0.0530 0.0012 0.3318  112.59 
Other  inputs  0.0921 0.0791 0.0586 0.0096 0.3616 63.60 
 
Average cost shares of these input categories and other summary statistics 
for the cost shares are reported in table 2. The dominant cost categories are 
material inputs and the payroll that add up to about 75 percent of all expenses. 
Summing all cost shares gives a total of 0.9668. The difference of about 3.3 to 
100 percent can be interpreted as the average share of net profits. Note that 
there is substantial variation of the cost shares between the industries, 
indicating significant differences with regard to production technologies. To 
account for such industry-specific heterogeneity of production technologies, 
we estimated production functions for each industry separately.  
For 12 out of 254 industries, no industry-level production function could 
be estimated due to an insufficient number of cases. Furthermore, in 
estimating the production functions we use a weight for each observation, 
which reflect the relationship between the population number of firms in a 
certain industry and given size category and the number of firms in the 
corresponding sample.
13 Weights are greater or equal to one for firms with less 
                                                 
12 Example: Assume that the data set provides information on depreciations of a certain firm 
for the years ’93, ’94, ’95 and ’96. Average annual depreciation for ’95 is the average of the 
years ’93 – ’95. For the year ’96, it is the average of the years ’93 – ’96, etc. For ’93, the 
average is the value for that year. 
13 Example: If only 25 percent of the firms are included in the statistics, each observation is 




                                                
than 500 employees. Since these weights do not change much over time, we 
decided to apply the weights of 1997 for the other years as well.  
Though the quality of our data is excellent and measurement error can be 
largely neglected, we noticed that a few observations with extreme values of 
inputs or output exert a significant impact on the magnitudes of estimated 
production function parameters. We therefore decided to exclude those 
extreme values from the analysis for which the cost share for a certain input 
category in relation to gross production is less than the lowest (1%) or greater 
than the highest (99%) percentile. In total, these excluded cases (plus firms 
with zero values for certain input categories) constitute about 10 percent of all 
observations. We find that the exclusion of these cases leads to a considerable 
improvement of stability and plausibility of obtained estimates. 
4.  Estimation results of the industry-specific frontier models 
A Cobb-Douglas production function according to (2) has been estimated for 
each industry using the Least Squares Dummy Variables (LSDV) estimator for 
panel data (Baltagi, 2001; Coelli et al., 1998).
14 Table 3 displays the average 
of parameter estimates of the frontier production functions for the different 
industries. The estimates of αil represent our measures of firms’ technical 
efficiency. The highest estimated αil in an industry serves as a benchmark for 
determining relative technical efficiency according to Equation (3).  
Overall, the fit of regression (R
2 = 0.997) is remarkably high. The 
dummies for the different years are highly significant as well as the firm-
specific fixed effects. The sum of averages of the estimated output elasticities 
is 0.9758. According to neoclassical production theory, profit maximizing 
firms will choose such a combination of inputs that the input’s cost shares 
 
14 Attempts to estimate other types of production function did not give satisfactory results. 
Estimates of a translog type of production function frequently produced rather implausible 
results (for example, negative production elasticities for certain inputs or estimated production 
elasticities larger than one). We suspect that the problems we experienced in estimating forms 
of production function other than the Cobb-Douglas type were caused by the relatively high 
number of different inputs we used and the dependence (multicollinearity) between these 




equal the respective production elasticities. The fact that there are no large 
deviations between average cost shares (table 2) and average production 
elasticities (table 3) indicates that the parameters of our production functions 
are in a plausible range and that the model is properly specified. 
Table 3: Average parameter estimates of industry-specific Cobb-Douglas 








Material  inputs  0.4177 0.4202 0.1394 0.0353 0.8245 
Labor  compensation  0.3505 0.3475 0.1513 -0.0446  1.0452 
Energy  consumption  0.0363 0.0266 0.0573 -0.2913  0.3660 
User cost of capital  0.0606  0.0608  0.0950  -0.3017  0.5596 
External  services  0.0373 0.0379 0.0287 -0.1466  0.1807 
Other  inputs  0.0734 0.0707 0.0457 -0.0663  0.4078 
1992  dummy  0.0069 0.0051 0.0628 -0.2329  0.2726 
1993  dummy  -0.0051 -0.0039 0.0640  -0.2573 0.2421 
1994  dummy  0.0029 0.00135  0.0570 -0.1600  0.2115 
1995  dummy  0.0018 0.0035 0.0591 -0.5553  0.2520 
1996  dummy  0.0002 0.0003 0.0552 -0.4582  0.1712 
1997  dummy  0.0024 0.0023 0.0480 -0.1896  0.1418 
1998  dummy  0.0068 0.0073 0.0405 -0.1581  0.2104 
1999  dummy  0.0065 0.0046 0.0351 -0.1293  0.1246 
2000  dummy  0.0062 0.0040 0.0248 -0.0855  0.0766 
 
There is considerable variation in the estimated production elasticities 
among industries. This variation shows that, as we presumed above, industries 
are indeed quite heterogeneous regarding their production technologies. The 
positive values of most time dummies indicate a higher productivity in those 
years compared to the reference year 2001. Note that the year dummies do not 
purely measure technical progress but also reflect macroeconomic conditions. 
These were relatively unfavorable with a considerable underutilization of 
                                                                                                                                





capacities in 2001 and also in 1993, for which the obtained estimates of the 
respective dummy variable is negative. 
Our measure of technical efficiency describes a firm’s performance in 
relation to the most efficient firm in the respective industry. Therefore, low 
efficient firms in industries with no comparably highly efficient firm will 
appear to perform relatively well. By estimating a common production 
function for all industries in our sample, it is possible to generate a measure 
for a firms’ efficiency in relation to the most efficient firm for the total 
manufacturing sector. It turns out that there is some correspondence between 
both measures of technical efficiency, though the correlation (Pearson 
correlation coefficient is 0.403 and a (Spearman) rank correlation is 0.392) is 
not very high. The correlation coefficient between the technical efficiency 
level of firms and their operating surplus over sales is about 0.6. This indicates 
that a high level of technical efficiency may lead to relatively high profits but 
that there are also other factors that determine profitability. According to such 
other determinants technically low efficient firms may gain relatively high 
profits (e.g. because of market power) and highly efficient firms may not 
succeed to operate with a positive surplus (e.g. due to high competitive 
pressure and decreasing demand). 
We find variance of technical efficiency between firms in all industries of 
our sample. This means that there is no industry without at least some degree 
of technical inefficiency. It is remarkable that the distribution of technical 
efficiency is positively skewed in about 95 percent of the industries in our 
sample (230 out of 242). In 77.7 percent of the industries (188 out of 242 
industries), the positive skewness of the distribution is even statistically 
significant at the 5 percent level. In 69.8 percent, it is even statistically 
significant at the 1 percent level. Only for one of the 242 industries is the 
negative skewness statistically significant at a 5 percent level and for none is it 




Table 4: Share of industries with positive or negative skewness of the 
technical efficiency distribution 







significant at the 5 
percent level 
Statistically 
significant at the 1 
percent level 
Negative  5.0 /12  0.4 / 1  0 / 0 
Positive  95.0 / 230  77.7 / 188  69.8 / 169 
 
measure for the industries of our sample is 1.639 (the median is 1.225) with a 
maximum of 9.139 and a minimum value of -1.735. This result clearly shows 
that for almost all of the industries the usual assumption of negatively skewed 
distribution of efficiency is rejected. As we have emphasized above, using a 
stochastic frontier model for the assessment of technical efficiency would, 
therefore, be inappropriate. 
5.  Assessing the heterogeneity of technical efficiency within industries 
In this section we describe a new approach for describing the heterogeneity of 
technical efficiency within industries. We start with a graphical representation 
of the efficiency distribution curve. In the following we show examples of 
efficiency distribution for selected industries. 
5.1 Graphical representation of the efficiency distribution curve 
Figure 2 shows a graphical exposition of a (fictive) sample of firms in a 
particular industry with diverging efficiency levels.
15 In this graph the firms 
are arranged according to their efficiency in descending order, starting with 
the most efficient firm. This most efficient firm constitutes the 100 percent 
benchmark for measuring relative technical efficiency of the other firms in the 
respective industry; that is, efficiency of a firm is measured in relation to the 
value of the most efficient firm that represents the 100 percent value in this 




size measured as share of gross production in the respective industry (see 
figure 2).
16 Small firms are accordingly represented by short lines and large 
firms by longer lines. The resulting curve provides an informative portrayal of 
the distribution of efficiency within the respective industry. The value of about 
30 percent for the least efficient firm in figure 1 means that technical 
efficiency is about 70 percent lower than for the most efficient firm defining 
the 100 percent benchmark. The total range of the efficiency distribution is 
calculated by subtracting the percent value of the least efficient firm from 100 
percent. 
 
Figure 2: The efficiency distribution curve 
Since the range of the efficiency distribution might be affected by single 
outliers, it is not a robust description of the efficiency heterogeneity of an 
industry. However, the relative technical efficiency level of the firm at the 
median output provides a more reliable and robust description of the average 
                                                                                                                                
15 This exposition is inspired by diagrams in Salter (1969). Salter displayed productivity levels 
of firms in ascending order, starting with the least efficient firm. 
16 Other possible measures of size to be used here are the number of employees and the 
volume of turnover that gauges the importance of the relevant firm on the market. The number 
of employees is highly correlated with gross production and measures virtually the same thing, 
i.e. the level of economic activity in the firm. Using the volume of gross production or the 
amount of turnover as a measure of size may lead to considerably diverging results according 
to the firms’ share of value added. If firms differ with regard to their vertical range of 
manufacture, turnover does not provide comparable information about the amount of 
economic activity. A further advantage of gross production as a measure of size is that gross 




efficiency level of an industry. Additionally, efficiency levels related to other 
output shares could also be taken as measures for relative efficiency of an 
industry. 
Table 5: Summary of relative technical efficiency within industries at different 
output shares 
Relative efficiency level (percent)  At share of 
industry output  Mean Median  Maximum  Minimum 
10  %  73.22  73.87 100 11.52 
25  %  66.75  66.46 100 10.75 
50  %  59.42  57.93 100 10.06 
75 %  53.86  52.83  100  9.57 
90 %  49.39  48.09  100  8.20 
100 %  38.50  37.11  84.11  1.33 
 
On average, the median output firm attains about 59 percent of the 
maximum efficiency level in the respective industry (table 5). The average 
minimum efficiency level is 38.5 percent. There is enormous variation of this 
minimum efficiency level among industries with a highest value of about 84 
percent and a lowest value of only 1.3 percent. That the highest value of the 
minimum of technical efficiency within an industry is below 100 percent 
means that there is at least some technical inefficiency in all industries. 
5.2 Description of heterogeneity using an area measure 
From the described efficiency distribution curve we derive a measure of 
efficiency heterogeneity within an industry that accounts for the relative size 
of the individual firms and that is also rather robust with regard to extreme 
values. It is defined as the area between the efficiency distribution curve and 
the efficiency level of the median output share firm in the industry. We label 
this measure h-area, where h stands for heterogeneity. This heterogeneity area 









i m i os e e
ha  
where ei,  (0 ≤ pi ≤1), denotes the relative level of technical efficiency of a unit 
i (i = 1, …, I) as a percentage and em is the technical efficiency level of the 
median unit. This median is defined according to the share of industry output 
as measure of relative size that is used for constructing the curve. The 
percentage output share of a firm is denoted by osi (0 ≤ osi ≤ 1). The term in 
the numerator can assume values between 0 and 0.5. It is zero if all units have 
the same performance value and, conversely, it is 0.5 if half of the group 
performs at 100% and the other half has a performance of 0%. Dividing this 
term by 0.5 gives our measure ha with values between 0 and 1. In contrast to 
other measures of heterogeneity such as the standard deviation or the 
coefficient of variation, our area measure is sensitive to the size of the firms. 
For example, it takes into account whether the highly efficient firms have a 
relatively large share or only a small share of total output in industry. This also 
implies that the measure is reasonably robust with regard to small firms with 
extreme values that may not be considered as being representative of the 
industry. A further advantage of the h-area measure is that since both 
efficiency and firm size are expressed relatively, it can be directly compared 
between industries. On the average, the value of the area measure amounts to 
0.152 (mean) and 0.129 (median) respectively. The maximum value is 0.756 
for the striking of coins industry (NACE 36.21). The minimum value of 0.014 
(in the manufacture of motor vehicles industry, NACE 36.10) for our measure 
indicates that there is some heterogeneity of technical efficiency in all 
industries of our sample (see table A2 in the Appendix).  
It is possible to modify the h-area measure so that the most efficient and 
inefficient five (or ten) percent shares of gross production are excluded. If the 
lower/upper five percent is omitted we label it “h-area 5-95” measure, if the 
lower/upper ten percent is cut off we call it “h-area 10-90”. Due to the 
omission of extreme values, these indicators should be even more robust with 




                                                
upper/lower parts of the efficiency distribution curve are important for 
characterizing the extent of efficiency heterogeneity of an industry.
17 
Correlation coefficients between different indicators of heterogeneity 
(table 6) clearly prove the advantages of our measure. The comparison 
includes the different versions of the area measure (h-area 1-100, 5-95 and 10-
90), the coefficient of variation and the percentage range between the 
minimum and  maximum value (Range 0-100), as well as the range between 
the 5 and 95 percentile (Range 5-95) and between the 10 and the 90 percentile 
(Range 10-90). All three versions of our area measure are closely correlated, 
indicating great robustness with regard to extreme values. We also find a 
relatively high degree of correspondence between the area measures and the 
range indicators with omitted extreme values (Range 5-95, 10-90). Correlation 
between the area measure and the full range (Range 0-100) is, however, 
relatively weak. This becomes particularly clear if Spearman rank correlation 
coefficients are employed as a measure for statistical relationship. A similarly 
low level of correspondence is found between the full range and the range 
measures with omitted extreme values. This reveals the impact of extreme 
cases at the upper and lower end of the spectrum on the range 0-100. The 
comparison of the different indicators suggests that extreme values also have a 
relatively strong impact on the coefficient of variation. While there is a 
considerable correlation between the variation coefficient and the full range, 
correspondence with the other indicators is considerable weaker, particularly 
when measured using the Spearman correlation coefficient. This demonstrates 
the superiority of our measure over the alternative indicators, particularly the 





17 For some illustrative numerical examples of the properties of our measure as compared to 




Table 6: Correlation coefficients for different measures of heterogeneity 
within industries
† 
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25-75 
 
†  First row: Pearson correlation coefficients. Second row: Spearman rank correlation 
coefficients. N=242 four-digit industries. **: statistically significant at the 1 percent level; 
*: statistically significant at the 5 percent level. 
 
 
Correlation coefficients for the relationship between the area measures of 
overall heterogeneity and the size of the upper/lower part of the efficiency 
distribution are shown in table 7. Whilst we find significant positive statistical 
relationship between most of these measures, it is remarkable that correlation 
coefficients for the size of the upper and the lower part of the heterogeneity 
area (h-area 0-5, 0-10, 0-25 and 75-100, 90-100, 95-100) are negative. This 
indicates that heterogeneity tends to be concentrated at one end of the 







Table 7: Correlation coefficients for different area measures of heterogeneity 
within industries
† 
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95-100 
 
†  First row: Pearson correlation coefficients. Second row: Spearman rank correlation 
coefficients. N=242 four-digit industries. **: statistically significant at the 1 percent level; 




5.3 Examples for selected industries 
Figure 3 shows the efficiency distribution for all private sector manufacturing 
industries. The efficiency measures here were derived from a frontier 
production function estimation for the total manufacturing sector. The 
displayed efficiency distribution curve indicates that there is a relatively small 
share of highly efficient firms that represent a very small share of less than 1 
percent of total gross production. At the lower end, the share of very low 
efficient firms is also rather small and constitutes only about 1-2 percent of 
gross production. This suggests that if the lower and the upper five percent are 
omitted, most of the extreme cases should be removed from the analysis. The 
fact that the median efficiency is only about 35 percent of the maximum shows 
the large dispersion of efficiency levels. The curve breaks off quite abruptly at 




upper end with the highly efficient firms. The reason for this truncation is 
presumably the exit of those firms that are not efficient enough to earn their 
cost. This truncation at the lower end explains why the distribution is 
positively skewed in most industries.Figure 3: Efficiency distribution curve 
















































There are considerable differences between industries with regard to the 
degree of heterogeneity indicated by different measures. Table 8 depicts some 
measures of the heterogeneity of technical efficiency in these industries. As 
empirical illustrations, figure 4 to 7 show efficiency distribution curves in four 
selected types of industries. The first type is industries where one or a few 
large firms are the most efficient and where the smaller firms are on the 
inefficient side (figure 4). This pattern could indicate some size advantages in 
these industries. The second category is industries where large and small firms 
may be found in all efficiency ranges (figure 5). Size economies do not seem 
to play a role as far as the technical efficiency in these industries is concerned. 
A third type appears to be characterized by some size disadvantages because 
here the small firms are the relatively efficient and the larger firms attain only 
low levels of technical efficiency (figure 6). Finally, figure 7 displays 




Table 8: Measures for heterogeneity of efficiency in selected industries
† 














15.85: Manufacture of macaroni, 
noodles, couscous and similar 
farinaceous products 
0.1686  0.1298 43.93 34.70  13.35  34 
17.24: Silk-type weaving  0.1502  0.1101  55.31  29.52  17.28  46 
20.30: Manufacture of builders’ 
carpentry and joinery  0.1369  0.1009 52.24 28.57  11.98  456 
22.12: Publishing of newspapers  0.3976  0.3028 98.67 93.50  82.01  252 
24.14: Publishing of sound recordings  0.1393  0.0914  67.59  23.34  22.64  61 
24.30: Manufacture of paints, varnishes 
and similar coatings, printing ink and 
mastics 
0.0760  0.0518 68.51 17.44  13.91  301 
24.51: Manufacture of soap and 
detergents, cleaning and polishing 
preparations 
0.1358  0.1009 57.68 28.49  13.06  118 
26.13: Manufacture of hollow glass  0.1326  0.0953  52.85  26.79  14.72  80 
26.21: Manufacture of ceramic 
household and ornamental articles  0.2915  0.2384 72.38 45.73  28.40  92 
28.22: Manufacture of central heating 
radiators and boilers  0.0948  0.0628 69.39 21.01  25.17  49 
29.21: Manufacture of furnaces and 
furnace burners  0.2407  0.1901 60.14 44.21  20.81  87 
29.51: Manufacture of machinery for 
metallurgy  0.2036  0.1567 82.92 39.90  26.08  70 
29.56: Manufacture of other special 
purpose machinery n.e.c.  0.1259  0.0871 68.49 30.47  15.70  816 
33.50: Manufacture of watches and 
clocks  0.2149  0.1642 60.20 41.36  19.93  75 
34.10: Manufacture of motor vehicles  0.0144  0.0076  85.53  4.66  48.37  77 
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Figure 4:  Efficiency distribution curves for industries with large highly 
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Figure 5:  Efficiency distribution curves for industries with large and small 
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Figure 6:  Efficiency distribution curves for industries with efficient small 
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Figure 7:  Efficiency distribution curves for industries without large firms  
 
In all these kinds of industry, the general picture seems to be that a few 




are considerably behind. Consequently, most of firms tend to be clustered at 
the lower end, not at the upper end of the efficiency distribution. 
6.  Determinants of intra-industry heterogeneity of efficiency 
We first expose our theoretical considerations regarding the determinants of 
efficiency heterogeneity and the variables we employ for testing our 
hypotheses (section 6.1). In the second part we present the econometric 
estimation results (section 6.2). 
6.1 Theoretical considerations and hypotheses 
It is plausible to assume that a relatively high degree of competition on output 
markets leads to a low heterogeneity of efficiency within an industry 
(Scarpetta, 2003). The reason is that in markets with a low level of 
competition there are fewer opportunities for comparing firms’ performances. 
For this reason, survival of firms is less threatened by inefficient practices as 
in markets with a high level of competition. Hence, slack and sub-optimal use 
of factor inputs can persist longer when competition is not so pronounced. 
Because competitive pressure should provide a powerful motivation for 
adjusting technology and work organisation to best practice we may expect 
relatively low heterogeneity of performance in highly competitive markets. 
If intensity of competition in an industry increases with the number of 
firms, then there should be a negative relationship with the degree of 
heterogeneity. Because a relatively large number of firms in an industry may 
also constitute a source of diversity, the relationship between the number of 
firms and performance heterogeneity could as well be positive. Accordingly, a 
high level of start-ups in an industry may, on the one hand, indicate high 
pressure of competition that works as a limit to inefficiency, but, on the other 
hand, new firms could also be a source of diversity. Also the effect of market 
concentration on intra-industry heterogeneity is unclear. In case that 
concentration leads to lower intensity of competition the impact on 
heterogeneity should be positive. If, however, those authors are correct which 




intensified competition, there could be a negative relationship with 
heterogeneity (Salter, 1969, 90-93; Scherer and Ross, 1990). Another reason 
for expecting a negative relationship between market concentration and 
heterogeneity is that highly concentrated markets are populated by only some 
few firms, so that the potential for diversity is limited by the number of firms. 
Many approaches which try to explain relative efficiency of firms refer to 
the vintage of the physical capital stock (Salter, 1969; Aghion and Howitt, 
1992; Caballero and Hammour, 1994, 1996; Stein, 1997; Chari and 
Hopenhayn, 1991). Salter (1969) as one of the first economists who called 
attention to heterogeneity within industries assumed that the most efficient 
firm is the best-practice user of the most technologically advanced equipment 
available. Accordingly, less efficient firms are thought not to apply the best 
available technology or not having implemented a best practice use of that 
technology. This view implies that not all firms in an industry adopt a new 
technology and the method for best practice usage simultaneously. 
Accordingly, heterogeneity is caused by the time that is necessary for the 
diffusion of new technology and its best-practice usage. If technology and its 
usage do play an important role for technical efficiency, then a relatively slow 
speed of diffusion will lead to a large spread of efficiency levels and a high 
degree of heterogeneity. Therefore, all the determinants of diffusion speed 
discussed in the literature may have an influence on the level of heterogeneity 
(cf. Stoneman, 2002). The main such influences on the speed at which new 
technology is disseminating within an industry are the intensity of 
competition, the remaining time for an economically reasonable use of the 
existing capital stock, capital intensity as an indicator of the amount of 
investment that is required for a switch to new equipment, other cost of 
switching to a superior technology (e.g. amount and price of complementary 
resources like human capital), availability of financial funds (e.g. profits) as 
well as the magnitude of technical progress incorporated in the new 
machinery. Moreover, the time required for the diffusion of knowledge about 
advantages of the new technology and its efficient usage may play a role in 




                                                
We expect a negative relationship between an industries’ average firm size 
and the level of performance heterogeneity for at least two reasons. First, 
markets with high average firm size provide room for only few firms and, 
therefore, low potential for diversity. And second, larger firms are not as likely 
to suffer from internal bottlenecks with regard to the adoption of new 
technology as smaller firms. Hence, adoption of new technology should be 
faster in industries with relatively high average firm size than in industries 
where average firm size is smaller. 
Another group of factors for explaining divergent efficiency levels is the 
diversity of supplies in an industry. The less homogeneous and integrated an 
industry, the higher the level of heterogeneity that can be expected. One 
measure of the diversity of supply is the dispersion of firm size indicating 
different production processes. The share of activity in research and 
development (R&D) and human capital intensity indicate non-standardized 
products and may, therefore, also be taken as measures for the heterogeneity 
of supply. Another source of heterogeneity of efficiency levels within an 
industry could be diversity of the firms’ locational conditions.
18 
Many of our hypotheses regarding the determinants of efficiency 
heterogeneity are related to the development stage of an industry as 
characterized by its technological regime (cf. Audretsch, 1995, 39-64; Winter, 
1984). We can, therefore, expect that the development stage of an industry 
constitutes an important determinant of the heterogeneity of efficiency levels. 
In a new industry with an entrepreneurial regime
19, products and processes are 
rather diverse inducing a relatively high level of heterogeneity and high 
importance of competition by quality as compared to price competition. 
 
18 We use the share of firms with headquarters in Western Germany as an indicator for 
homogeneity of locational conditions due to the large differences that can be found between 
the two parts of the country. Except for two industries, this share is well above 50 percent with 
an average value of 86.88 percent (mean) and 89.47 percent (median) respectively (see table 
A2 in the Appendix). The higher the proportion of Western firms the lower the heterogeneity 
of locational conditions. 
19 We use the share of R&D employees in small firms with less than 50 employees over the 
share of R&D employees in firms of all size classes. This indicator corresponds to the “small-
firm innovation rate / total innovation rate” used by Audretsch (1995) as a measure of the 
entrepreneurial character of an industry. In contrast to Audretsch's indicator, which is based on 





Relevant knowledge is relatively new and dispersed. In such an industry it is 
unlikely that scale economies play a role. Therefore, the larger firms have no 
significant advantage over the smaller firms. This is different in mature 
industries with a routinized technological regime. In this regime-type, the 
technological path is more progressed so that the stock of path-specific 
knowledge is considerably older giving the incumbent large firms an 
advantage over their smaller competitors. Under a routinized regime, the 
efficiency distribution curve should run relatively flat due to high intensity of 
competition between suppliers of homogeneous products that are 
manufactured by highly standardized processes. 
The effect of the industries’ growth rate on heterogeneity of technical 
inefficiency is unclear. On the one hand, growth may induce high investment 
and speedy adoption of new technology. On the other hand, economic 
prosperity could be associated with only low pressure to modernize machinery 
and, thus, may allow for relatively low efficiency and a correspondingly high 
degree of heterogeneity. If some part of the observed heterogeneity results 
from incomplete adjustment to changing economic conditions, then a turbulent 
environment, e.g. rapid technological developments or fluctuation of demand, 
should lead to a relatively pronounced level of diversity. 
We have already argued (in section 2) that the minimum efficiency level 
could be determined by costs, in particular by labor costs. The company must 
earn the money to pay for these costs in order to survive in the market. If 
wages do not diverge much among the industries then we should also expect 
roughly the same minimum efficiency levels required for economic survival in 
all industries. In this case, we can expect a relationship between an industries’ 
average level of relative efficiency and the intra-industry heterogeneity of 
efficiency. Such a relationship may occur because the spread between the 
bottom-line of efficiency and the efficiency leader will be the larger the higher 
the average efficiency of the industry. Accordingly, there should be some 
firms with rather low levels of relative efficiency even in those industries that 




Table 9: Overview of hypotheses about the effect of different factors on 
heterogeneity of efficiency within industries 
Determinant  Expected sign for relationship 
with heterogeneity 
Number of firms in industry  – / + 
New firm formation rate  – / + 
Market concentration  – / + 
Capital intensity  + 
Average firm size  – 
Diversity of firm size  + 
Human capital intensity  + 
R&D intensity  + 
Homogeneity of locational conditions  + 
Entrepreneurial character of industry  + 
Output growth rate  – / + 
Average value of relative efficiency  + 
 
Table 9 summarizes the hypotheses outlined above giving the expected 
sign for the relationship with heterogeneity of intra-industry technical 
efficiency. Table A1 in the Appendix gives the definition of the independent 
variables as used in the empirical analysis; table A2 provides descriptive 
statistics of dependent and independent variables. Because the number of firms 
in an industry as well as the new firm formation rate stand for intensity of 
competition and diversity of supply, the impact on heterogeneity is a priori 
unclear. The same holds for market concentration because its effect on the 
intensity of competition is also undecided. Capital intensity is a measure for 
the amount of investment that is required to switch to new equipment or for 
the sunk cost in form of the old equipment that can no longer be used. The 
higher the capital intensity in an industry, the higher the expected level of 
heterogeneity. Average firm size should have a negative effect on 
heterogeneity of efficiency. There are a number of industry characteristics that 
may reflect the variety of products and processes such as diversity of firm size, 
human capital intensity and R&D intensity. We expect that high variety of 




levels. The same holds for the differences of locational conditions within an 
industry. High growth of an industry’s output may have heterogeneity 
increasing as well as decreasing effects. A relatively high average efficiency 
level allows for pronounced diversity of efficiency levels. 
6.2 Econometric results 
The econometric analysis was performed with different versions of our area 
measure as the dependent variable, as well as with different estimation 
methods. For describing the overall heterogeneity of efficiency performance, 
we use the area measure for the full spectrum (h-area 0-100). We also 
analyzed heterogeneity for different parts of this curve. Cutting off the upper 
and lower 10 percent or 25 percent gives a measure for the middle part (h-area 
10-90, 25-75, see table 10). The results for this middle part are, however, quite 
similar to those for the complete heterogeneity area (0-100). We also analyzed 
heterogeneity at the upper/lower tail of the efficiency curve, taking the area for 
the upper/lower 5 percent, 10 percent and 25 percent as dependent variables 
(table 11 and 12). 
Since ordinary least squares (OLS) estimation is rather sensitive with 
regard to extreme observations, we also applied Reweighted Least Squares 
which is based on outlier robust Least Trimmed Squares (LTS) regression in a 
first step (see Rousseeuw and Leroy, 1987, for details). In estimating 
Reweighted Least Squares the identified extreme observations from LTS 
receive a weight of zero. As a third method, we applied OLS estimation based 
on the rank values of the variables (Conover and Iman, 1982; Iman and 
Conover, 1979). Compared to the other regression methods, this approach has 
three advantages. First, like LTS regression (or Spearman correlation 
coefficient), it is quite robust with regard to outliers. Second, because values 
are based on ranks, non-linear monotonous relationships can be identified that 
may not be found using the linear regression methods. Third, 
heteroscedasticity and multicollinearity of the original variables will be 
reduced with rank regression. However, as far as the ‘true’ relationships are 
linear, rank regression has the disadvantage of being a relatively inefficient 




Table 10 shows the results of regressions for heterogeneity measures h-
area 0-100, 10-90 and 25-75. Regressions for explaining heterogeneity at the 
upper end (h-area 0-5, 0-10 and 0-25) and at the lower end (h-area 75-100, 90-
100 and 95-100) of the distribution are reported in tables 11 and 12. The 
indicators for the number of firms, market concentration and the 
entrepreneurial character of an industries’ technological regime were not 
included into the final versions of the models because they turned out to be 
hardly statistically significant. The indicator for market concentration showed 
some positive correlation with average firm size. However, when including the 
market concentration indicator instead average firm size we found that average 
firm size is of considerably higher significance and explains the heterogeneity 
within industries much better than market concentration. We also tested the 
impact of an industries’ exposure to foreign international competition, i.e. 
imports and exports, but did not achieve any statistically significant results. A 
summary of the findings is provided in table 13 where the direction of the 




Table 10:   Regression analyses for different heterogeneity areas (h-areas 0-
100, 10-90 and 25-75)
 † 
 
h-area 0-100 %  h-area 10-90 %  h-area 25-75 % 




















**  Average 
efficiency 
value  (4.51) (5.96) (4.42) (3.85) (11.11)  (4.95) (3.80) (10.78)  (3.91) 
-0.130
** -0.076
* -0.101  -0.164
* -0.154
** -0.061  -0.177
* -0.055  -0.069  Average firm 
size    (-2.72) (-2.12) (-1.10) (-2.36) (-3.67) (-0.65) (-2.27) (-0.88) (-0.69) 
-0.012 -0.062
* -0.077  -0.015  -0.058
* -0.081  -0.148
** -0.072  -0.063  Diversity of 
firm size  (-0.36) (-2.51) (-1.00) (-0.31) (-1.98) (-1.04) (-2.76) (-1.27) (-0.77) 
5.092
** 1.454  0.129
* 4.982  4.165
**  0.082 4.760 3.551 0.090  Capital 










**  Human 
capital 
intensity  (3.68) (3.15) (3.11) (2.77) (4.90) (3.07) (3.86) (4.35) (2.70) 
-5.705 0.212  -0.089 -4.395 -7.523 -0.120 -12.730  -10.272  -0.114  R&D 
intensity   (-1.16) (0.06)  (-1.16) (-0.62) (-1.69) (-1.54) (-1.61) (-1.89) (-1.40) 
0.188 0.256
** 0.198
** 0.095  0.237
* 0.163
* 0.088  0.329
** 0.125  New firm 
formation 







** -2.437  -3.517
** -0.151
*  Output 





*  0.001 -0.098  -0.004  0.004 -0.025  Homogeneity 
of locational 
conditions  (-2.43) (-2.30) (-2.06) (-2.49) (0.07)  (-1.62) (-0.78) (1.19)  (-0.40) 
           
R-squared  0.246 0.331 0.220 0.194 0.528 0.204 0.203 0.468 0.142 
Root mean 
squared error  0.470 0.318 63.013  0.676 0.376 63.398  0.745 0.455 65.015 
No. of 
observations 
242 219 242 241 216 241 238 208 238 
 
†  T-values in parentheses.  
**: statistically significant at a 1 percent level; 
*: statistically 




The estimations for the overall level of heterogeneity (table 10) show a 
strong and robust positive relationship with the median efficiency level of the 
industry. This phenomenon can be explained by more or less equal minimum 
wage levels across industries. The wage level is an important determinant of 
the minimum efficiency that a firm has to attain in order to survive. If a firm is 
not efficient enough to cover its costs, then it will sooner or later have to leave 
the market. This effect cuts off the firms with insufficient performance at the 




Table 11:  Regression analyses for different heterogeneity areas at the upper 
end of the efficiency distribution (h-areas 0-5, 0-10 and 0-25)
 † 
 
h-area 0-5 %  h-area 0-10 %  h-area 0-25 % 
Variable  OLS  RLS  Rank  OLS  RLS  Rank  OLS  RLS  Rank 
-0.637 -1.352
** 137.649
**  -0.311 -0.925 127.595
** 0.239  -1.078
* 119.361








** -0.111  -0.132
*  Average 
efficiency 
value  (-5.72) (-6.65) (-5.53) (-4.29) (-4.58) (-3.77) (-3.09) (-1.35) (-2.18) 
-0.183
** -0.132
** -0.130  -0.201
** -0.191
** -0.108  -0.215
** -0.225
** -0.062  Average firm 
size    (-3.32) (-3.27) (-1.45) (-3.33) (-4.52) (-1.17) (-3.12) (-5.07) (-0.65) 
-0.023 0.033  -0.005 -0.012 0.061  -0.005 -0.006 0.115
** -0.025  Diversity of 










**  Capital 
intensity    (2.79) (5.10) (3.91) (2.62) (3.94) (3.35) (2.42) (3.90) (2.96) 
0.134 0.132 0.038 0.324 1.586
** 0.064  0.477  1.765
** 0.099  Human 
Capital 
Intensity  (0.19) (0.27) (0.48) (0.41) (3.32) (0.78) (0.53) (3.46) (1.17) 
-7.402 -4.436 -0.114 -7.746 -20.096
** -0.132  -8.087  -16.279
** -0.160
*  R&D 






** 0.292  0.339
** 0.262
**  New firm 
formation 
rate   (1.92) (2.80) (2.61) (1.97) (2.62) (3.19) (1.84) (3.71) (3.53) 
-0.552 -0.725 -0.078 -0.914 -1.142 -0.101 -1.100 -1.471
* -0.102  Output 
growth  rate  (-0.57) (-1.21) (-1.26) (-0.86) (-1.78) (-1.57) (-0.91) (-2.21) (-1.54) 
-0.002 0.001  0.031  -0.004 -0.003 -0.007 -0.008 -0.007
** -0.071  Homogeneity 
of locational 
conditions  (-0.51) (-0.24) (0.53)  (-1.09) (-1.21) (-0.12) (-1.83) (-2.83) (-1.15) 
           
R-squared  0.279 0.405 0.281 0.235 0.430 0.234 0.193 0.410 0.196 
Root mean 
squared error  0.532 0.306 59.293  0.582 0.333 61.195  0.666 0.344 62.676 
No. of 
observations 
237 211 237 237 209 237 237 209 237 
 
†  T-values in parentheses.  
**: statistically significant at a 1 percent level; 
*: statistically 
significant at a 5 percent level. 
 
 
approximately equal wage levels, dispersion of technical efficiency can be 
greater in industries with high average efficiency values.
20 Estimations for the 
lower and upper end of the efficiency distribution (table 11 and 12) clearly 
show that industries with a high level of median efficiency are less 
heterogeneous in the upper part of the distribution, but much more  
                                                 
20 This implies that there is considerable positive correlation between the measures of relative 
efficiency within a certain industry and within the manufacturing sector as a whole as we have 




Table 12:  Regression analyses for different heterogeneity areas at the lower 




h-area 75-100 %  h-area 90-100 %  h-area 95-100 % 




















**  Average 
efficiency 
value  (3.41)  (16.84) (10.6)  (3.56)  (18.08) (11.38) (3.68)  (18.85) (11.75) 
0.081 0.003 0.092 0.069 -0.053  0.047 0.054 -0.070
* -0.003  Average firm 
size    (0.35) (0.07) (1.16) (0.31) (-1.68)  (0.60) (0.24) (-2.22)  (-0.03) 
-0.043 -0.058
* -0.187
** -0.021  -0.054
** -0.170
** -0.009  -0.034  -0.148
*  Diversity of 
firm size  (-0.26) (-2.20) (-2.79) (-0.13) (-2.65) (-2.59) (-0.06) (-1.73) (-2.27) 
-20.151




* -0.030  Capital 
intensity    (-2.26) (1.51)  (-0.56) (-2.22) (2.53)  (-0.55) (-2.22) (2.46)  (-0.58) 
3.142 2.416
** 0.290
** 3.070  3.674
** 0.300
** 2.948  3.655
** 0.307
**  Human 
capital 
Intensity  (1.03) (4.07) (4.09) (1.04) (8.20) (4.31) (1.01) (8.18) (4.43) 
1.460 4.980 -0.024  0.231 4.022 -0.013  -0.354  2.372 -0.004  R&D 
intensity   (0.06) (1.19) (-0.37)  (0.01) (1.31) (-0.19)  (-0.02)  (0.79) (-0.07) 
0.563 0.322
** 0.162
* 0.551  0.304
** 0.153
* 0.541  0.258
** 0.133
*  New firm 
formation 
rate   (1.03) (3.50) (2.60) (1.03) (4.31) (2.50) (1.03) (3.72) (2.19) 
-5.107 -2.427
** -0.263
** -4.469  -2.259
** -0.246
** -3.828  -2.003
** -0.224
**  Output 
growth  rate  (-1.24) (-3.50) (-4.73) (-1.11) (-4.17) (-4.50) (-0.97) (-3.81) (-4.11) 
-0.028
* -0.010
** -0.076  -0.026  -0.006
** -0.058  -0.024  -0.004
* -0.047  Homogeneity 
of locational 
conditions  (-1.97) (-3.99) (-1.48) (-1.83) (-3.04) (-1.16) (-1.73) (-2.00) (-0.93) 
           
R-squared  0.107 0.664 0.432 0.108 0.750 0.452 0.108 0.754 0.457 
Root mean 
squared error  2.262 0.353 52.918  2.209 0.266 51.962  2.168 0.260 51.703 
No. of 
observations 
238 212 238 238 198 238 238 198 238 
 
†  T-values in parentheses.  
**: statistically significant at a 1 percent level; 
*: statistically 
significant at a 5 percent level. 
 
 
heterogeneous in the lower part. Evidently, relatively high efficiency of the 
median output unit leads to a longer ‘tail’ of the efficiency distribution. 
Average firm size has a marked negative impact on the degree of 
heterogeneity within an industry, in particular at the upper part of the 
efficiency curve. This negative relationship between average firm size and 
heterogeneity of technical efficiency has two main explanations. First, if firm 




Table 13: Summary of findings
† 
  Part of h-area 
Independent variable  Overall Upper Middle Lower 
Average value of relative 
efficiency  
+ - + + 
Average firm size   - -  (-)  (-) 
Diversity of firm size  (-) (+) (-) n.s. 
Capital intensity   + +  (+)  +/- 
Human capital intensity  + (+) +  + 
R&D intensity   n.s.  (-)  n.s.  n.s. 
New firm formation rate   + + + + 
Output growth rate  - (+) -  - 
Homogeneity of locational 
conditions 
- (-)  (-)  n.s. 
Number of firms in industry  n.s.  n.s.  n.s.  n.s. 
Market concentration  n.s.  n.s.  n.s.  n.s. 
Entrepreneurial character of 
industry 
n.s.  n.s.  n.s.  n.s. 
 
†  Signs in parentheses: variable was statistically significant at the 5 percent level in less than 
half of the models reported; n.s.: variable was not statistically significant at the 5 percent 
level in any of the models reported. 
 
industry may be in the later stages of its life cycle when products are rather 
standardized and firms tend to apply about the same ‘dominant’ type of 
technology. Second, high average efficient size implies a relatively small 
number of firms and, thereby, a low potential for heterogeneity. High capital 
intensity of an industry is related to a high level of heterogeneity. This is 
consistent with our hypothesis that high capital intensity slows down the 
diffusion of new technology (section 6.1). If capital intensity is high, 
production conditions in the industry may be quite diverse resulting in 
different efficiency levels. The impact of human capital intensity on 
heterogeneity is, as predicted, positive. This is in accordance with the 
assumption that industries with a high level of human capital intensity have 




                                                
also be regarded an indicator for output diversity, we found nearly no 
statistically significant impact.
21 
A high new firm formation rate goes hand in hand with a high level of 
heterogeneity in the respective industry that is well pronounced at the lower 
and upper ends of the efficiency distribution. If entries were only marginal 
firms with low technical efficiency operating at the fringe of the market, then 
we would expect a positive impact only on the lower part of the distribution as 
is confirmed by our estimates. That we also find a positive effect of the startup 
rate on the upper part suggests that a considerable proportion of the new firms 
are characterized by a relatively high efficiency level and that these new firms 
have succeeded in establishing a market position at the upper end of the scale. 
The impact of the average sales growth rate of an industry on 
heterogeneity is found to be negative, in particular at the lower end of the 
distribution curve. This may be explained by arguing that economic prosperity 
is conducive for the adoption of new technology so that production conditions 
within an industry are rather similar and heterogeneity of technical efficiency 
is low (see section 6.1). The more homogeneous the locational conditions, as 
measured by the share of West German firms, the lower the level of 
heterogeneity with regard to technical efficiency. This effect is, however, not 
very pronounced. 
Summarizing the results, one can say that a high average level of relative 
technical efficiency, of capital intensity, of human capital intensity and of new 
firm formation lead to a relatively high heterogeneity of technical efficiency in 
an industry. Large average firm size, a high rate of output growth and 
homogeneity of locational conditions result in a relatively low degree of 
heterogeneity. 
 
21 This relatively low impact of R&D intensity can hardly be explained by the considerable 
positive statistical correlation with the indicator for human capital intensity that we find in the 
data. Omitting the indicator for human capital intensity in the model does not lead to any 




7.  Summary and Conclusions 
In this paper we have analyzed the heterogeneity of technical efficiency within 
industries. We could show that differences in the level of technical efficiency 
between firms can be found in all the industries of our sample. Industries 
differ a lot with regard to the dispersion of technical efficiency indicating a 
respective variety of competitive conditions. The results suggest that the lower 
boundary for technical efficiency is given by the costs which must be covered 
in order to be able to survive in the market. This necessary minimum of 
technical efficiency seems to truncate the distribution at its lower end. In 
industries that show a low level of heterogeneity with regard to technical 
efficiency, firms are clustered near this minimum. It appears that in such 
markets firms are rather similar with regard to technology and innovation, so 
that other factors are more important for gaining market shares. Such 
industries are characterized by large average firm size, homogeneity of 
locational conditions, low capital intensity and relatively high growth rates of 
output (cf. table A3 in the Appendix). There is no complete match of these 
characteristics with commonly used categorization schemes like the industry 
life-cycle concept (Klepper, 1997) or the concept of technological regimes 
(Audretsch, 1995; Winter, 1984). However, one may say that many of these 
industries are positioned in the latter stages of their life-cycle and that the 
characteristics of innovation activity show some correspondence with a 
routinized technological regime. 
A main cause for pronounced heterogeneity of technical efficiency in 
industries is that some firms exceed the minimum efficiency level that is 
required to survive in the market. Industries with a relatively high level of 
heterogeneity are characterized by some highly efficient firms whose 
performance level is much higher than the necessary minimum. In these 
industries, innovation and technology seem to play an important role for 
economic success. We found that the main drivers of the variation of technical 
efficiency within an industry are the diversity of firms and conditions as well 
as the ease of adopting technical change. Industries with a relative pronounced 




firm size, high capital intensity, high human capital intensity as well as 
moderate output growth. Additionally, high entry rates of new firms 
correspond to high levels of heterogeneity (see table A3 in the Appendix). Our 
results indicate that not all entries are marginal firms but that some of the 
entries are characterized by a relatively high degree of technical efficiency. 
The industries with high values of the heterogeneity indicator appear rather 
diverse. It can hardly be said that they show significant correspondence to the 
concept of an early stage of the product life-cycle and an entrepreneurial 
technological regime. Maybe, these industries are per se rather fragmented and 
a large part of the observed heterogeneity is caused by differences between the 
sub-markets in an industry. 
An important finding of our analysis was that in the overwhelming 
majority of industries, the distribution of technical efficiency is positively 
skewed, i.e. with a longer tail at the end of the relatively high efficient firms. 
This contradicts the widespread assumption in the literature that the 
distribution is negatively skewed with a relatively wide range of values among 
the low efficiency level firms. The pronounced positive skewness that we 
found implies that it would not be appropriate to use a stochastic frontier 
production function for assessing technical efficiency because this type of 
function is based on the assumption of negative skewness. The positive 
skewness of the distribution of technical efficiency can be explained by a 
truncation of this distribution at the lower end. This truncation occurs because 
firms whose efficiency falls below a certain level that is given by production 
cost make losses and will sooner or later have to exit the market. 
We also introduced a new measure for intra-industry heterogeneity of 
technical efficiency that gives a more reliable description of the intra-industry 
distribution than conventional statistical measures such as the range or the 
coefficient of variation. In particular, this new measure is quite robust with 
regard to extreme values. Our measure is derived from efficiency distribution 
curves that provide an interesting portrayal of the competitive situation within 




heterogeneity reflects important characteristics of competition, innovation 
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                                                Appendix 
Table A1:  Definition of independent variables 
Number of firms in 
industry 
Log of the number of firms in the industry (for the smaller firms 
estimated on the basis of sampling rates) 
New firm formation 
rate 
Mean annual number of new firms
a per employee
b at the 4-digit 
industry level 1992-2001 
Market concentration  Mean value of the Herfindahl index in the 1992 to 2001. 
Capital intensity  Mean of annual depreciations plus expenditures for rents and leases 
over sales at firm-level from 1992 to 2000 
Average firm size  Log of mean number of employees in respective industry from 1992 to 
2001 
Diversity of firm size  Coefficient of variation of production shares in industry 
Human capital 
intensity 
Number of employees with a university degree divided by number of 
untrained employees 
R&D intensity  Mean of R&D over gross production in the 1999 to 2001 period 
Homogeneity of 
locational conditions 
Proportion of firms with headquarter in West Germany 
Entrepreneurial 
character of industry 
Share of R&D expenditure on gross production in firms with less than 
50 employees over share of R&D expenditure in firms of all size 
categories. Mean value of the 1999-2001 period 
Output growth rate  Average of annual firms’ growth rate of sales in the industry 
Average value of 
relative efficiency 
Log of relative efficiency level of median output unit 
 
Source: German Cost Census Statistics if not indicated otherwise. 
a  Source: Firm foundations panels of the Center for European Economic Research (ZEW, 
Mannheim). 





Table A2:  Descriptive statistics of dependent and independent variables 
Variable  Mean  Median  Standard 
deviation 
Minimum Maximum 
H-area 0-100  0.152  0.129  0.090  0.014  0.756 
H-area 0-100 (log)  -2.024  -2.052  0.531  -4.244  -0.279 
H-area 10-90 (log)  -2.684  -2.691  0.738  -7.409  -0.551 
H-area 0-10 (log)  -3.350  -3.300  0.653  -7.973  -1.820 
H-area 0-5 (log)  -3.838  -3.760  0.614  -7.973  -2.513 
H-area 90-100 (log)  -4.000  -3.867  2.294  -37.43  -2.106 
H-area 95-100 (log)  -4.543  -4.377  2.252  -37.43  -2.540 
Number of firms in industry  144.5  71.5  180.1  5  897 
New firm formation rate  0.242  0.124  0.304  0  2.216 
Market concentration  0.109  0.057  0.134  0.002  0.846 
Capital intensity  0.044  0.017  0.040  0.012  0.108 
Average firm size  5.235  5.134  0.805  3.684  9.269 
Diversity of firm size  1.726  1.065  1.504  0.399  11.70 
Human capital intensity  0.078  0.054  0.067  0.003  0.477 
R&D intensity  0.007  0.009  0.003  0  0.041 
Homogeneity of locational 
conditions 
86.88  89.47  10.57  33.33  100.00 
Entrepreneurial character of 
industry 
775.0  142.4  1526.5  0.0  9061.1 
Output growth rate  0.020  0.038  0.019  -0.095  0.165 
Average value of relative 
efficiency 





Table A3:  Characteristics of industries with highest and lowest value of 
heterogeneity measure 























36.21: Striking of coins  0.756  5  0.190  91  0.0347  0.0218  0.072  -0.071 
37.10: Recycling of metal waste 
and scrap 
0.523 49 0.473 86  0.0493  0.0544  1.338  0.001 
14.40: Production of salt  0.453  9  0.447  319  0.0714  0.0655  0.052  0.009 
22.13: Publishing of journals 
and periodicals 
0.449 197 0.537 167  0.0256  0.2780  0.703  -0.012 
14.50: Other mining and 
quarrying 
0.427  7  0.434  80  0.0793 0.0541  0.126 -0.010 
22.12: Publishing of 
newspapers 
0.398 252 0.233 342  0.042^^1  0.1762  0.165  0.041 
26.24: Manufacture of other 
technical ceramic products 
0.386 19 0.555  359  0.0730  0.0842  0.077  0.067 
25.12: Retreading and 
rebuilding of rubber tyres 
0.385  17  1.000  167  0.0378 0.0239  0.599 -0.004 
15.11: Production and 
preserving of meat 
0.381 151 0.654 131  0.0293  0.0235  0.255  -0.024 
29.72: Manufacture of non-
electric domestic appliances 
0.375  53  0.731  230  0.0357 0.1126  0.845 -0.021 
           
31.61: Manufacture of electrical 
equipment for engines and 
vehicles n.e.c. 
0.057 107 0.444 537  0.0411  0.1105  0.050  0.058 
32.30: Manufacture of 
television and radio receivers, 
sound or video recording or 
reproducing apparatus etc. 
0.053 167 0.405 365  0.0358  0.1402  0.146  0.070 
15.94: Manufacture of cider and 
other fruit wines 
0.045 7 0.876  80  0.0555  0.0424  1.155  0.002 
24.65: Manufacture of prepared 
unrecorded media 
0.045 5 0.569  666  0.0574  0.1820  0.666  0.165 
31.20: Manufacture of 
electricity distribution and 
control apparatus 
0.042 723 0.359 541  0.0369  0.1403  0.143  0.046 
24.16: Manufacture of plastics 
in primary forms 
0.040 141 0.288 776  0.0527  0.1091  0.096  0.041 
15.12: Production and 
preserving of poultrymeat 
0.034 43 0.218  188  0.0292  0.0138  0.109  0.052 
15.61: Manufacture of grain 
mill products 
0.020 87 0.101  106  0.0354  0.0344  0.358  0.002 
24.17: Manufacture of grain 
mill products 
0.019 5 0.956  89  0.0365  0.0854  0.098  0.047 
34.10: Manufacture of motor 
vehicles 
0.014 77 0.149  6783  0.0312  0.1092  0.004  0.045  
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