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In all chaos there is a cosmos, in all disorder a secret order, in all caprice a fixed law.
-Carl Gustav Jung (1875-1961) 1 
INTRODUCTION TO POWER ELECTRONICS
Most branches of electronics are concerned with processing information or signals; in contrast, power electronics deals with the processing of electrical energy. Power converters do not have an end of their own, but are always an intermediary between an energy producer and an energy consumer. The field is one of growing importance: it is estimated that during the twenty-first century, 90% of the electrical energy generated in developed countries will be processed by power electronics before its final consumption.
Power electronics is a "green" technology, with three main aims:
• To convert electrical energy from one form to another, facilitating its regulation and control • To achieve high conversion efficiency and therefore low waste heat • To minimize the mass of power converters and the equipment (such as motors) that they drive.
Unlike other areas of analog electronics, power electronics uses semiconductor devices as switches. Since electrical power supplies can be either dc or ac, there are four basic types of power converter: ac/dc converters, dc/ac converters, dc/dc converters, and ac/ac converters. Here ac typically refers to nominally sinusoidal voltage waveforms, while dc refers to nominally constant voltage waveforms. Small deviations from nominal are tolerable. An ac/dc converter (which has an ac power source and a dc load) is also called a rectifier, and a dc/ac converter is called an inverter.
Power electronics technology is increasingly found in the home and workplace [1, 2, 3, 4] . Familiar examples are the domestic light dimmer, switched-mode power supplies in personal computers, heating and lighting controls, electronic ballasts for fluorescent lamps, drives for industrial motion control, induction heating, battery chargers, traction applications such as locomotives, solid-state relays and circuit breakers, offline dc power supplies, spacecraft power systems, uninterruptible power supplies (UPSs), conditioning for alternative energy sources, automobile electronics, and electric vehicles.
High efficiency is needed in order to reduce energy costs, but also because it reduces the amount of dissipated heat that must be removed from the power converter. Efficiencies of higher than 99% can be obtained in large, high-power systems, while small, low-power systems may have efficiencies closer to 80%. The goal of high efficiency dictates that the power processing components in the circuit be close to lossless. Switches, capacitors, inductors, and transformers are therefore the typical components in a power electronic converter.
The switches are operated cyclically, and serve to vary the circuit interconnections-or the topological state of the circuit-over the course of a cycle. The capacitors and inductors perform filtering actions, regulating power flows by temporarily storing or supplying energy. The transformers scale voltages and currents, and also provide electrical isolation between the source and load. Ideal switches, capacitors, inductors and transformers do not dissipate power, and circuits comprising only such elements do not dissipate power either (provided that the switching operations do not result in impulsive currents or voltages, a constraint that is respected by power converters).
In particular, an ideal switch has zero voltage across itself in its on (or closed, or conducting) state, zero current through itself in its off {or open, or blocking) state, and requires zero time to make a transition between these two states. Its power dissipation is therefore always zero. Of course, practical components depart from ideal behavior, resulting in some power dissipation. However, for the types of dynamic behavior examined in this book, it suffices to assume ideal switches.
Power Switching Devices
The key to power electronics is the availability of suitable switching devices. The main types are listed below.
• Diode: Diodes may be thought of as passive switches, or non-return valves.
Ideally the resistance is zero for current in the forward direction (the forwardbiased case), so the diode functions as a closed switch under this condition; and the resistance is infinite for voltages applied in the reverse direction (the reversebiased case), so the diode then functions as an open switch. The types currently available include fast recovery pn junction, p-i-n, and Schottky diodes. The latter have low conduction loss and negligible charge storage, and are widely used at low voltages.
• Thyristor or SCR: The SCR is a pnpn device that may be thought of as a diode with an additional gate terminal. When reverse biased, it blocks the flow of current; when forward biased, conduction is inhibited until a trigger pulse is applied to the gate. The SCR then conducts until the current through it falls to zero, whereupon it resumes blocking. Modern variants include asymmetric SCRs, reverse conducting thyristors, and gate turn-off thyristors.
Being rugged devices available in high ratings, thyristors have been widely applied up to extremely high power levels (e.g., in the 2GW England-France HVDC link). Most types are rather slow, limiting their applications to low frequencies.
• Bipolar junction transistor: Silicon bipolar junction transistors (BJTs) were developed during the 1960s, and by the 1970s were employed in switchedmode power supplies. These are controlled via an appropriate drive at the base or gate, which can cause the transistor to act as an open switch (in cutoff) or closed switch (in saturation). BJTs are minority carrier devices, so speed is a limitation: practical switching frequencies are limited to around 40kHz.
• Power MOSFET.
The power MOSFET (metal oxide semiconductor field effect transistor) became a commercial proposition in the early 1980s. A majority carrier device, it is capable of switching at megahertz frequencies, but contains a slow parasitic body-drain diode. MOSFETs have largely replaced BJTs in lowpower applications such as switched-mode power supplies. The MOSFET's construction is not suitable for very high powers, and voltage ratings are lower than for competing devices.
• IGBT: The insulated gate bipolar transistor (IGBT) became a commercial reality in the late 1980s. It acts like a MOSFET driving a power BJT, and has some of the advantages of both: ease of drive, high ratings, and low conduction loss. But minority carrier charge storage makes the IGBT turn off with a long current tail, causing high switching loss. One of the main application areas of IGBTs is in multikilowatt motor drives, where they are the dominant switching device. Switching frequencies in the tens of kilohertz are used.
Each type of semiconductor switch is amenable to a characteristic mode of control. Diodes are at one extreme, as they cannot be controlled; they conduct or block as a function solely of the current through them or the voltage across them, so neither their turn-on nor turn-off can be directly commanded by a control action. For thyristors, the turn-off happens as for a diode, but the turn-on is by command, under appropriate circuit conditions. For transistors, both the turn-on and turn-off occur in response to control actions, provided circuit conditions are appropriate. The power loss associated with real switches comes from a nonzero voltage drop when they are closed, a nonzero leakage current when they are open, and a finite transition time from closed to open or vice versa, during which time both the voltage and current may be significant simultaneously.
A higher switching frequency generally implies a more compact converter, since smaller capacitors, inductors, and transformers can be used to meet the specified circuit characteristics. However, the higher frequency also means higher switching losses associated with the increased frequency of switch transitions, as well as other losses and limitations associated with high-frequency operation of the various components. Switching frequencies above the audible range are desirable for many applications. The choice of switch implementation depends on the requirements of each particular converter.
Sources of Nonlinearity in Power Electronics

Power Converters
Since the object is to convert electrical energy at high efficiency, the ideal power converter would contain only lossless components. Two basic groups that can be approximated by real components are available:
• Switching components, such as transistors and diodes. Active switches such as transistors or MOSFETS turn on and off in response to an applied signal, and in feedback-controlled systems the switching signal depends on the state variables. Passive switches (diodes) have a highly nonlinear v-i characteristic.
• Reactive (energy storing) components, such as inductors and capacitors. They are characterized by differential equations, v -L di/dt for an inductor, / = C dv/dt for a capacitor. They absorb energy from a circuit, store it, and return it.
Power converters employ components from both groups. Energy is steered around the circuit by the switching components, while the reactive components act as intermediate energy stores and input/output reservoirs. The presence of both types of component implies that the circuits are nonlinear, time-varying dynamical systems. This has two implications: power converters are difficult to analyze, and they are likely to show a wealth of unusual behavior.
There are also several unavoidable sources of unwanted nonlinearity in practical power converters:
1. The semiconductor switching devices have intrinsically nonlinear dc characteristics.
They also have nonlinear capacitances, and most suffer from minority carrier charge storage. 2. Nonlinear inductances abound: transformers, chokes, magnetic amplifiers, and saturable inductors used in snubbers. 3. The control circuits usually involve nonlinear components: comparators, PWMs, multipliers, phase-locked loops, monostables, and digital controllers.
Electrical Machines and Drives
Adjustable-speed drives constitute a rapidly growing market for power electronics. Here, power converters are combined with electric motors and sophisticated control electronics. The main thrust of current work is to replace conventional dc drives with ac drives. The dc motors are easy to control for a good dynamic response, but have a complex physical construction and a poor power-to-weight ratio. They utilize commutators and brushes, which cause sparking and radio interference, and are subject to mechanical wear. Much research has been done into supplying and controlling ac machines such as squirrel-cage induction motors, permanent-magnet synchronous motors, brushless dc motors, and switched reluctance motors. These machines are mechanically simple and are therefore inexpensive and reliable, but they are difficult to control if variable speed and rapid dynamic response are required. Power electronics and digital control techniques are now being applied to obtain speed variation and good dynamic response in these machines. Unfortunately, ac motors are themselves inherently nonlinear. The induction motor, for example, may be modeled by a nonlinear and highly interactive multivariable structure. It is the task of vector control techniques to unravel this model, decouple the flux and torque variables, and allow a relatively simple outer control loop. Another example is the switched reluctance motor, in which the self and mutual inductances vary not only with the shaft rotation, but also with saturation of the magnetic path-which itself depends on the shaft position as well as the drive waveform. As a final example, the permanent magnet stepper motor, operated open loop with an inertia load, exhibits bifurcation from steady rotation to irregular back-and-forth juddering, a phenomenon that has been well known for many years but little studied. Combining switched circuits and nonlinear electromechanical devices, adjustable-speed drives would seem to be a rich source of nonlinear behavior and, because of their importance to industry, an appropriate subject for detailed study.
Power Systems
The field of electric power systems deals with the generation, transmission, and distribution of 50/60Hz power. Bifurcation theory has been applied successfully to simple models of power systems [5, 6, 7, 8, 9] , and it has been shown that the theory of nonlinear dynamics can be used to explain undesirable low-frequency oscillations (subsynchronous resonances) and voltage collapses.
Power systems are seeing increased use of power electronics. In developed countries, about 60% of electricity generated is used to power motors, and a further 20% is consumed by lighting; as power electronics penetrates these areas, more and more power converters will be connected to the ac supply.
Furthermore, power electronics is increasingly being used by the utilities themselves to process power on a large scale. Widespread use of multimegawatt power converters in flexible ac transmission systems (FACTS) is anticipated. In order to maximize the capacity and cost effectiveness of existing power systems as demand rises, progressive interlinking is taking place on a continental level. Undesirable nonlinear effects are likely, unless measures are taken to understand them. It is to be hoped that catastrophic bifurcations can be avoided with proper understanding of the phenomena involved.
AN EXAMPLE: THE BUCK DC/DC CONVERTER
A concrete example of a power converter, the buck dc/dc converter, is now presented. In this example, the conventional modeling approach is contrasted with one derived from nonlinear dynamics. The buck converter is one of the simplest but most useful power converters: a chopper circuit that converts a dc input to a dc output at a lower voltage. Many switched-mode power supplies employ circuits closely related to it. An application of current importance is conversion of the standard 5V dc supply used in computers to the 3.3V or less needed by processor chips, such as those of the Pentium family. A buck converter for this purpose can achieve a practical efficiency of 92%, whereas a linear regulator would be only 66% efficient-producing four times as much waste heat. Although this example is at a low power level, buck converters are also used at several kilowatts.
The basic open-loop buck converter is shown in Figure 1 time the switch is on). When S is closed, the input voltage V-m is transferred to the LC low-pass filter. When S is open, the inductor maintains its current flow, forcing the diode D to conduct and ground the input of the LC filter. Thus the filter sees a square wave between 0 and V m . The cutoff frequency of the filter is much lower than f s , removing most of the switching ripple and delivering a relatively smooth output voltage v to the load resistance R. The output voltage can be varied by changing the duty ratio d (i.e., by pulse-width modulation (PWM)).
The operation described is known as continuous-conduction mode (CCM), since the inductor passes current without a break. However, if the output is only lightly loaded, the inductor current can become zero for part of the cycle as D comes out of conduction. This situation is called the discontinuous-conduction mode (DCM). (The terms continuous and discontinuous are used in a nonmathematical sense here.)
In practice, it is necessary to regulate the output voltage v against changes in the input voltage and the load current, by adding a feedback control loop as in Figure 1 
Conventional Model of the Buck Converter
The conventional way of modeling this type of circuit is to take an average over a switching cycle, an approach first proposed by Wester [10] . Since conventional control theory requires a linear model, the averaged circuit is generally linearized about a =>S closed suitable operating point. State space averaging, developed by Cuk [11, 12] , operates on the state equations of the circuit. An alternative method uses "injected and absorbed" currents [13] . Vorperian [14, 15] suggested a method of treating the switch-diode combination in isolation from the converter circuit. Regardless of the details, these methods have the same aim: to replace the nonlinear, time-varying dynamical system with an averaged, linearized one. The justification is that when designing the control circuit, one need no longer be concerned with the microscopic details of the power switching. Clearly, something must be lost in the process.
Continuous Conduction Mode
In order to demonstrate the shortcomings of the conventional modeling technique, we illustrate here the state space averaging approach for the buck converter. A more detailed account of averaging techniques will be presented in Chapter 2.
The state equations are:
S and D both blocking (c)
and
where, for notational simplicity the time argument t has been dropped from i(t), v(t) and v in (t).
Averaging. In CCM, S conducts for a fraction d of each cycle and D conducts for the remainder, 1 -d\ (1.1c) is not involved. The averaged equations are found by multiplying (1.1a) by d and (1.2b) by 1 -d, and summing:
In this simple example, only one of the state equations is affected: (1.2) comes through the averaging process unaltered. This may not be the case with other converters. Note, however, that the variables in (1.3) and (1.4) now actually represent local averages of the instantaneous variables in (1.1) and (1.2).
Perturbation. Let each quantity comprise a constant (dc) nominal component, represented by an uppercase symbol, and a small perturbation component, represented by a lowercase symbol with a circumflex. Thus, for instance, let i(t) = I + i(t). Doing this for / , v and d, substituting into (1.3) and (1.4), and using the fact that dl/dt = 0, dV/dt = 0 (/ and V being constants), the following expressions are obtained:
where D denotes the nominal value of d (we have already used D to denote the diode).
Steady State. To find the steady state (the equilibrium point of the averaged dynamical system), all perturbation terms are set to zero, and the LHS of each state equation is also set to zero. This results in V = DV in and I^V/R (1.7)
which accord with an intuitive understanding of the circuit's operation.
Linearization. Finally, the system is linearized about this steady-state operating point. Expanding (1.5) and (1.6), neglecting second-order perturbation terms, and subtracting away the respective steady-state equations of (1.7), the following are obtained: Hence the overall loop gain is
Stability. Equation (1.12) describes a standard second-order system, with dc gain AV-m /(V Ll -F/), undamped natural frequency co n = l/\/ZC, and damping factor f = ^L/4CR 2 . Given R, the values of L and C are chosen by the designer on power considerations: L is made large enough to ensure CCM operation, and C is chosen to give an acceptably small output voltage ripple. This generally results in an underdamped response (£ < 1) with cojjln «f s .
Consider the example of a buck converter designed to accept an input voltage of 15V to 40V and produce a regulated output voltage close to 12V [16, 17, 18] . The following parameter values apply: f s = 2.5kHz, A = 8.4, V u = 8.2V, F, = 3.8V, F ref = 12V, L = 20mH, C = 47/xF and R = 22ft; therefore co n /2n = 164Hz and f = 0.47. The system's phase margin can be calculated from (1.12), and varies from 10.2° at the minimum input voltage of 15V to 6.2° at the maximum, 40V. These figures are rather small: a phase margin of 45° or more would be desirable. Nevertheless, according to the average model, the closed-loop converter is stable over the entire input voltage range.
Actual System Behavior
If we actually study the system behavior as V-m is varied, we find that for low values of the parameter the system waveforms are periodic, and the periodicity is same as that of the ramp waveform. But at K in^2 4.4V, this periodic behavior or "orbit" becomes unstable and is replaced by the behavior that repeats every two cycles of the ramp (Figure 1.3) . This is the period-2 subharmonic behavior. If the parameter V-m is increased even further, the behavior changes to an apparently random, erratic, and aperiodic waveform. This situation is illustrated in Figure  1 .4. Such a bounded aperiodic behavior is known as chaos.
The standard averaging method of analysis predicts that the buck converter will be stable over the whole operating range of input voltage and load resistance. But it is evident from numerical simulation as well as experiment (see Section 5.2) that this converter can exhibit subharmonics and chaos over a significant range of parameter values. No method that relies upon linearization is able to predict such effects, which are peculiar to nonlinear systems. In addition, the process of averaging may suppress behavior that a more detailed model might display.
Nonlinear Map-Based Model of the Buck Converter
An alternative modeling approach is to move into the discrete domain, by means of sampled-data modeling [17] . Here the full details of the switching operations are retained, so the model is likely to be more accurate; but inevitably, the description will be relatively complex. The full details of this method are given in Chapter 2; here we offer only the flavor of how the problem can be probed with the tools of nonlinear dynamics.
We first introduce the idea of a mapping or transformation. Put simply, a mapping is a mathematical function that takes each point of a given space to another point (see Figure 1 .5). A mapping F that converts a point in the /7-dimensional real space R n to another point in the same space can be written F : R n \-*R". This notation is used throughout nonlinear dynamics, where R n is treated as an /^-dimensional space of real numbers and F is a nonlinear transformation. If a certain point in the space maps to itself (i.e., is invariant under the mapping), it is said to be a fixed point. In functional notation, x* = F(x*), where x* e R" is the fixed point.
Because the buck converter has two state variables, the inductor current i and the capacitor voltage v, it has a two-dimensional state space. Our aim is to find a twodimensional mapping F : R 2 \->R 2 that describes how the state vector x evolves from one ramp cycle to the next: x w+1 = F(x w ), where x m is a vector with components that are / and v at the end of the rath ramp cycle. Steady-state period-1 operation corresponds to a fixed point of the map, x* = F(x*). It will be assumed that the converter always operates in CCM, and that the filter network is underdamped. This process of alternating switch transitions, applied over the ramp cycle t e [0, l/f s ), where f s is the switching frequency, defines the mapping F that takes \ m to x m+1 . Unfortunately, there is a snag: it is not straightforward to find the set of switching instants t s . Switching occurs whenever A(v -F ref ) = t> ramp , and this introduces two problems. First, because v{i) is a damped sinusoid, finding the switching instants involves solving a transcendental equation, which must be done numerically. 2 Second, if a latch is not included in the control loop, there is no guarantee that the switch will close and reopen exactly once in every ramp cycle. In fact, it turns out that the switch can operate any number of times, from zero to infinity. (In practice there is an upper bound, set by parasitic effects.) However, it is possible to write a subroutine that gives the state vector at a clock instant in terms of the state vector at the previous clock instant.
The discrete model of this converter can thus be expressed as a deterministic algorithm that allows numerical investigations. This is presented in detail in Section 5.3.
There are a few methods and tools in the theory of nonlinear dynamics that have proved very useful in studying the behavior of power electronic converters. Details of these will be presented in subsequent chapters; here we offer a brief introduction.
Suppose that the discrete model of such a system is available. For the buck converter in question, it is a two-dimensional map obtained by sampling the state variables once every ramp cycle. Now one can iterate the map starting from any initial condition and can plot the discrete-time evolution in the 2-D state space. The picture thus obtained is called a phase-portrait (or Poincare section) of the system. The phase portrait of the buck converter at V-m = 35V is shown in Figure 1 .6. The fact that it has an infinite number of points tells us that the waveform is aperiodic. We also find that the points are bounded within a definite region of the state space. If an initial condition is placed outside this region, in subsequent iterations of the map it moves to the set of points shown in the figure. It is as if points in the state space are attracted to this region in the state space and in this sense the region shown in the figure is called an attractor.
Attractors occur in stable periodic systems also-where initial conditions are attracted to a single stable fixed point of the map. There can also be stable behaviors where initial conditions are attracted to two points in the state space, and in the steady state it toggles between the two. This is then called a period-2 attractor. If an attractor contains an infinite number of points bounded within a definite region of the state space, the resulting behavior is called chaos. Thus chaos is a bounded aperiodic behavior of a system. Figure 1 .6 suggests that at F in = 35V, the buck converter behaves chaotically. Definitive tests of chaos involve the Lyapunov exponent. This is discussed in subsequent chapters.
The question then is, How did the system change from periodic behavior (which would mean iterates falling on the same point in the discrete state space) to that shown in Figure 1 .6? Such changes in the behavior of the system occur when a parameter is changed. In this case at V [n = 15V the system exhibited a nice periodic ripple, while at V-m = 35V the ripple waveform was chaotic. To study such changes, one plots what is known as a bifurcation diagram. One parameter (in this case V m ) is varied while the others are kept fixed. The value of this parameter is plotted along the x-axis and the asymptotic steady-state behavior of one of the discrete state variables is plotted along the >'-axis. The experimentally obtained bifurcation diagram of the buck converter is given in Figure 1 .7. The method of obtaining such bifurcation diagrams is presented in Section 4.1.
This bifurcation diagram tells us that the periodic behavior was first transformed to the period-2 subharmonic, which subsequently changed to chaos. Such a qualitative change in the system behavior is called a bifurcation. The mathematics of bifurcation theory has been a subject of intense study over the past few years. Physicists and mathematicians have developed a theory of bifurcations that has proved very useful in studying nonlinear phenomena in power electronics. On the other hand, the peculiar features of power electronic systems have demanded a further development of bifurcation theory and thus spurred renewed research in that area [19, 20, 21] . With this theoretical understanding one can tell why one system behavior changes to the other as a parameter is varied.
Discontinuous Conduction Mode
Analysis of operation in DCM is more complicated, because there are now three circuit configurations during a cycle: S conducts for a fraction d of each switching cycle; D conducts for a time that depends on the circuit action and ceases when / = 0; and both S and D block for the remaining time. Thus equations (l.la)-(l.lc) are all involved, together with a condition determining D's conduction interval. Despite the increased complexity, similar principles can be applied as for CCM. The averaging technique gives the linearized control-to-output transfer function as
where the dc gain A o is a function of/ 5 , L, R, and /), and the time constant r is r _^A ' )
Note that the DCM model is of first order, not second order as might be expected. An explanation is that the inductor does not really enter into the long-run dynamics of the system. By definition i is zero at both the start and the finish of every cycle; the role of L is simply to set the amount of charge transferred from V m to C. The change of order can be seen in the simulation of Figure 1 .8, in which the load resistance R is stepped so that the CCM/DCM boundary is crossed. The pole at s = -1/r is not fixed, but varies with the operating point.
Since a first-order system with proportional control has a phase margin greater than 90°, its stability is expected to be extremely good. However, in experiment as well as in numerical simulation with the exact state equations, it is found that the DCMoperated buck converter also exhibits dynamical instabilities, bifurcations, and chaos. In the nonlinear map-based modeling technique, if the state vector is sampled at the start of each ramp cycle, the discrete system becomes truly one-dimensional: since / = 0 at every sample (assuming the converter stays in DCM), v is the only state variable.
From an approximate analysis, Tse [22] 
Limitations and Extensions of Average Models
The above shows that the averaging process has some evident limitations. First, all information about operation within a cycle is lost. Furthermore, the switching frequency f s does not appear in the CCM model, though it must certainly have some effect. A subtler point is that d is purportedly a continuous-time variable; yet the duty ratio is defined in terms of discrete time. The averaging process is exact when the perturbation frequency is zero, but is further in error the higher the perturbation frequency. In fact the natural sampling inherent in PWM imposes a Nyquist limit of f s /2, beyond which the model is meaningless. Another problem is that the true duty ratio is constrained to the interval [0, 1], but the averaged variable d is not bounded (at least, not explicitly).
The conventional averaging technique gives a useful representation of the system and allows simple design procedures for operation in certain regimes. Nonlinear averaged models can also predict some cases of instability. For example, the onset of the first instability (Hopf bifurcation) in the autonomous Cuk converter can be predicted with the nonlinear averaged model [23] .
However, the averaged model is of little or no use in predicting and analyzing subharmonics and chaos of the sort exposed in our buck converter example. In the case of the Cuk converter, where it can successfully predict the first instability, it failed to throw any light on the subsequent bifurcation sequences. More detailed analyses based on other models may therefore be warranted for safe and reliable operation of a power electronic system. Considerable effort has been expended to validate and improve upon the basic averaging process. Sanders et al. [24] developed a generalized averaging method with greater applicability; Krein et al. [25] considered Bogoliubov averaging; Tymerski applied the theory of time-varying transfer functions [26] and Volterra series [27] ; variable structure systems theory (sliding-mode control) was explored by Sira-Ramirez [28] and Bass [29] . These investigations build on sound theoretical bases, and usually recover state space averaging as the zero-order approximation, with higher terms giving more accurate results. Nonetheless, the simplistic averaging technique remains the most popular with practising power electronics engineers: it is easy to understand at some level, and straightforward to apply, particularly for dc/dc converters.
STUDY OF NONLINEAR DYNAMICS AND CHAOS IN POWER ELECTRONICS
Nonlinear dynamics is an older and broader field than power electronics. It is only relatively recently that power electronics researchers have begun using the techniques and ideas of nonlinear dynamics to analyze power electronic circuits. The history of chaotic dynamics can be traced back to the work of Henri Poincare on celestial mechanics around 1900. However, the first inkling that chaos might be important in a real physical system was given in 1963 by Lorenz [30] , who discovered the extreme sensitivity to initial conditions in a simplified computer model of atmospheric convection. Lorenz's paper, which appeared in an obscure journal, was largely overlooked for some years. Li and Yorke first used the term chaos in their 1975 paper "Period three implies chaos" [31] . In 1976, May published an influential article [32] describing how simple nonlinear systems can have complex, chaotic behavior. In the late 1970s, Feigenbaum analyzed the period-doubling cascades that form one of the commonest routes to chaos [33] . Over the past two decades there has been a great deal of advancement in the theory of nonlinear dynamics and it has been found that rich and interesting nonlinear phenomena are very common in a large number of physical systems. Chaotic effects in electronic circuits were first noted by Van der Pol in 1927 [34, 35] . A relaxation oscillator, comprising a battery, a neon bulb, a capacitor, and a resistor, was driven by a 1kHz sinusoidal signal and tuned to obtain subharmonics, but "an irregular noise" was often heard. There was little interest in explaining such spurious oscillations for about 50 years. In 1980 Baillieul, Brockett, and Washburn [36] suggested that chaos might occur in dc/dc converters and other control systems incorporating a pulse-width modulator (PWM). In 1981 Linsay published the first modern experimental report of electronic chaos [37] : a driven resonant circuit, employing a varactor diode as a nonlinear capacitor. The driven resistance-inductance-diode circuit has a close relative in power converters: when a transformer feeds a rectifier diode, the leakage inductance resonates with the diode's nonlinear capacitance to give a chaotic transient when excited by the switches.
In 1983 Chua and Matsumoto synthesized the first autonomous chaotic electronic circuit [38] , the double scroll oscillator, now usually known simply as Chua's circuit, which has been widely studied as the archetypal chaotic electronic circuit [39] .
In 1984, Brockett and Wood [40] presented a conference paper describing chaos in a controlled buck dc/dc converter. A 1988 letter by Hamill and Jefferies [41] was the first detailed analysis of chaos in power electronics. Wood further described chaos in a switching converter at a 1989 conference [42] , and soon after a paper by Deane and Hamill [43] identified several other ways by which chaos might arise in power electronics. These ideas were further developed in [16, 44, 45] , which are mainly concerned with prediction and experimental confirmation of chaos in dc/dc converters under various control schemes.
The initial investigations in this line were done with the exact differential equation models of these systems, which were integrated to obtain the trajectories [46] . With this kind of system description, it was difficult to go beyond empirical observation of the phenomena. After it was conclusively demonstrated that all feedback-controlled switching circuits are inherently nonlinear and many nonlinear phenomena occur in them, efforts were directed toward developing system models with which one can investigate such phenomena theoretically.
Taking the clue from system descriptions used in the nonlinear dynamics literature, Hamill and Deane proposed nonlinear map-based modeling [17] . Sampled-data modeling techniques of power electronic circuits presented in the textbook by Kassakian, Schlecht, and Verghese [4] helped in this development. In this method, one discretely observes the state variables at specific instants of time. It is clear that the choice of sampling instants is not unique. For example, in the buck converter system described in Section 1.2, one can sample the state variables in three possible ways:
1. At the beginning of each ramp cycle (clock instant) 2. At those clock instants that result in a switching event (i.e., skipped cycles are ignored) 3. At each switching event (i.e., when v con = v mmp )
Deane and Hamill proposed the second one in [17] and later applied that method to analyze the current-mode-controlled boost converter [44, 45] . Di Bernardo et al. used the third method in analyzing the voltage-controlled buck converter [47, 48, 49, 50] . On the other hand, Banerjee and Chakrabarty [51] , Chan and Tse [52] , and Marrero et al. [53] applied the first method (known as the stroboscopic sampling) in studying the dynamics of current-mode-controlled converters.
With these tools at their disposal, researchers focused on studying nonlinear phenomena occurring in specific converters and pulse-width modulation (PWM) schemes. The voltage-controlled buck converter and the current-mode-controlled boost converter have received high research attention-the first one because it exhibits a wealth of nonlinear phenomena and the second one because it is easy to obtain a closed form expression of the map, facilitating analytical treatment.
After Deane and Hamill presented the numerical as well as experimental bifurcation diagrams of the voltage-controlled buck converter [17] , Fossas and Olivar [18] explored the stability of the periodic solutions and obtained the conditions of instability. Banerjee [54] observed that multiple attractors coexisting with the main attractor are responsible for the sudden expansion of the chaotic attractor through interior crisis. Di Bernardo et al. [49, 50] explored the bifurcation sequence in detail and concluded that a period-5 orbit organizes the enlarged attractor in five zones.
Deane first obtained the nonlinear map-based model of the current-mode-controlled boost converter in closed form [45] by observing the state variables at every switch-on instant. Chan and Tse [52] obtained the equivalent stroboscopic map. This spurred research in two directions. Banerjee and Chakrabarty [55] tried to make the model more exact by including parasitic elements like the resistances of the inductor and the capacitor and showed that the model can still be obtained in closed form. On the other hand, it was shown that under certain reasonable assumptions the discrete model becomes a simple one-dimensional piecewise-linear map suitable for analytical treatment. Deane and Hamill [44] obtained the map under switch-on sampling and Banerjee et al. [56] obtained the map under stroboscopic sampling. With these tools, the bifurcation phenomena in this converter were studied in detail [52] .
Nonlinear phenomena in other converter configurations were also investigated. Tse [57] showed that the boost converter under discontinuous conduction mode yields a one-dimensional smooth (continuous and everywhere differentiable) map, and the bifurcation phenomena (like repeated period doublings) expected in such maps occur in this system. Tse and Chan [58] also investigated the bifurcation phenomena in currentmode-controlled Cuk converters.
In the initial years of the study of nonlinear phenomena in power electronics, dc/dc converters received most attention, mainly because this was the class of systems in which such phenomena were first detected. In 1992 and 1993, Dobson and his coworkers [59, 60] showed that thyristor circuits used to model Static Var Control exhibit a new kind of bifurcation phenomenon in which switching times change discontinuously as a parameter is varied. The occurrence of this switching time bifurcation cannot be predicted from the Jacobian of the fixed point. They also showed that discrete modeling of such systems can yield discontinuous maps with multiple attractors.
The phenomenon of ferroresonance (a tuned circuit involving a saturating inductor) was studied in [61, 62, 63, 64, 65] . Its practical relevance is that it is exploited to regulate voltages, but unintended ferroresonance in power systems can cause excessive voltages and currents [66] .
Some effort also has gone into investigating nonlinear phenomena in other (highpower) systems. Nagy et al. [67] investigated the current control of an induction motor drive; Magauer and Banerjee [68] reported quasiperiodicity, period doubling, chaos, and various crises in a system controlled by the tolerance-band PWM technique; Kuroe and Hayashi [69] observed and analyzed many interesting bifurcation phenomena in power electronic induction machine drive systems.
In all these studies, the essential method has been to obtain a discrete-time model of the systems under study and to analyze the observed phenomena in terms of the theory of bifurcations in maps developed by mathematicians and physicists. In many cases this approach worked well. In some cases, however, very atypical bifurcation phenomena were observed. For example, direct transition from a periodic orbit to a chaotic orbit was observed in [52, 58, 70] and nonsmooth period doubling was reported in [45, 52] . These phenomena could not be explained in terms of the standard bifurcation theory developed for smooth (everywhere differentiable) maps.
Banerjee et al. showed [56, 71] that in most of these systems the discrete model yields piecewise-smooth maps and the atypical bifurcations observed in such systems belong to a new class called border-collision bifurcation. Earlier, mathematicians like Nusse and Yorke [72, 73] had shown that peculiar bifurcations can occur in piecewisesmooth maps, but at that time no physical examples of such systems were known. In fact, power electronic circuits offered the first examples of physical systems that yield piecewise-smooth maps. This created renewed interest in the theoretical analysis of piecewise-smooth systems; the conceptual framework for understanding and categorizing such bifurcations has recently been developed by Banerjee et al. [74, 75] , and some work done earlier by Feigin has been brought to the English-speaking world [21] . With this body of knowledge, many empirically observed bifurcation phenomena now have theoretical explanations.
It is now understood that all three basic types of maps occur in power electronics:
1. Smooth maps 2. Piecewise-smooth maps 3. Discontinuous maps Bifurcation theory developed for these classes of maps is relevant in power electronics and helps us to understand why one type of system behavior changes to another as a parameter is varied. Recently there has been renewed interest in interconnected systems of converters due to the increased demand for better flexibility in high-current, high-power applications. It has been reported that parallel connected systems of dc/dc converters exhibit a range of bifurcation behaviors, such as period doubling, border-collision [76] , NeimarkSacker bifurcation [77] , and so on.
Many of the theoretical investigations outlined above have been backed by experiments. Deane and Hamill reported experimental observations of the bifurcations in the voltage-controlled buck converter [43, 17] . Tse et al. have backed up their numerical investigation on the current-mode-controlled DCM boost converter [57] and CCM boost converter [78] through experimental results. Chakrabarty, Poddar, and Banerjee have reported experimental studies on the buck converter [46] and the boost converter [51] .
Attempts to control chaos into periodic orbits have been a hot pursuit of researchers in nonlinear dynamics ever since Ott, Grebogi, and Yorke published their pioneering work in 1990 [79] . Subsequently, various methods for controlling chaos were developed by physicists and mathematicians, and have been applied in practical systems like lasers. Similar methods also have been developed for power electronic circuits. Poddar, Chakrabarty, and Banerjee reported experimental control of chaos in the buck converter and the boost converter [80, 81] . Di Bernardo developed an adaptive control technique [82] . Batlle, Fossas, and Olivar reported the time-delay stabilization of periodic orbits in a current-mode-controlled boost converter [83] . In a 1995 review paper, Hamill [84] conjectured that power electronic converters operating under controlled chaos (instead of a stable periodic orbit) may have a better dynamic response-just as fighter aircraft are designed to be open-loop unstable but are then stabilized by feedback, making them more agile than conventional designs. Similarly, stabilized chaotic power converters may react more quickly, for instance in moving rapidly from one commanded output voltage to another. However, quantitative understanding of this possibility has yet to emerge.
After a reasonable understanding of the nonlinear phenomena in power electronics is obtained, one has to address the question: Can we make engineering use of them? One possible area of application is in reducing electromagnetic interference (EMI) in switch-mode power supplies, which are notorious generators of both conducted and radiated EMI, owing to the high rates of change of voltage and current which are necessary for efficient operation. The problem is particularly acute in the aviation sector, and a number of electromagnetic compatibility regulations are coming into force.
Efforts have been made to counter the problem by spreading the spectrum of converters through pseudorandom modulation of the clock frequency [85, 86] . The first suggestion that this problem can also be attacked with deliberate use of chaos came in Hamill's review paper [84] . Then in [53] Marrero, Font, and Verghese observed that "a potential advantage of chaotic operation is that the switching spectrum is flattened." These were followed up by Deane and Hamill in 1996 [87] , who experimentally demonstrated a reduction of the spectral peaks when a converter was operated in chaos.
However, in order to bring this possibility into engineering practice, some theoretical issues needed to be addressed. First, in order to formulate design procedures for chaotically operated converters, one needs a theory for calculating the average values of state variables under chaos. Second, one needs a theory to predict the structure of the power spectrum of a chaotically operated power converter. Third, it is known that in most chaotic systems there are periodic windows in the parameter space, and a slight inadvertent change of a parameter can bring the system out of chaos. Often, coexisting stable orbits occur in such nonlinear systems and ambient noise may knock the system from one orbit to the other. How, then, can we ensure reliable operation of a converter under chaos?
First attacks on all these theoretical problems have been made. Current mode controlled dc/dc converters have been used for these studies since it is known that under certain reasonable assumptions they give rise to piecewise-linear one-dimensional maps. Isabelle [88] argued that these piecewise-linear maps can be approximated to a smaller class known as Markov maps-for which calculation of average values is tractable. This idea has been further developed by Marrero et al. and is presented in Section 4.3 of this book.
The second problem has been attacked for dc/dc converters that can be modeled by piecewise-linear one-dimensional maps: Deane et al. [89] developed a method for calculating the line spectrum at the switching frequency and its harmonics, and Baranovski et al. [90, 91] extended the analysis to the continuous part of the spectrum.
In attacking the third problem, there have been two approaches. Banerjee, Yorke, and Grebogi developed the theory of robust chaos [19] -the analytical condition under which there would be no periodic window or coexisting attractor in a chaotic systemand demonstrated that such a condition does occur in current-mode-controlled converters. On the other hand, Bueno and Marrero applied the chaos-control technique to stabilize the chaotic regime [92] .
Over the past few years there has been a rapid growth of our understanding of nonlinear phenomena in power electronics. The rest of this book reflects our current state of understanding.
CONCLUSIONS
High-efficiency solid-state power conversion has become possible through the continuing development of high-power semiconductor devices. The operation of these devices as switches, which is necessary for high efficiency, means that power electronic circuits are essentially nonlinear time-varying dynamical systems. Though this makes them difficult to study, the effort is well worthwhile because they have many practical applications and are becoming increasingly important in the delivery and utilization of electrical energy. The conventional modeling approach generally ignores nonlinear effects, and can sometimes mislead the designer into thinking a circuit will perform acceptably when in practice it will not. Thus the traditional approach does not always produce reliable models. Discrete nonlinear modeling offers another way of looking at the circuits, one that is more accurate and able to reproduce nonlinear effects such as subharmonics and chaos. Unfortunately it demands a mental shift on the part of power electronics engineers, away from linear systems thinking and toward the unfamiliar realm of nonlinear dynamics.
