Helical membrane proteins (HMPs) play a crucial role in diverse physiological processes. Given the difficulty in determining their structures by experimental techniques, it is desired to develop computational methods for predicting the burial status of transmembrane residues. Deriving a propensity scale for the 20 amino acids to be exposed to the lipid bilayer from known structures is central to developing such methods. A fundamental problem in this regard is what would be the optimal way of deriving propensity scales. Here, we show that this problem can be reformulated such that an optimal scale is straightforwardly obtained in an analytical fashion. The derived scale favorably compares with others in terms of both algorithmic optimality and practical prediction accuracy. It also allows interesting insights into the structural organization of HMPs. Furthermore, the presented approach can be applied to other bioinformatics problems of HMPs, too.
INTRODUCTION
Helical membrane proteins (HMPs) play a crucial role in diverse physiological processes, including energy generation, signal transduction, the transport of solutes across the membrane, and the maintenance of ionic and proton gradients. Several studies have suggested that HMPs account for 20-30% of open reading frames of sequenced genomes (Liu et al., 2002; Wallin and von Heijne, 1998) . In spite of their physiological importance and genomic abundance,51% of the proteins with known structure are HMPs (Chen and Rost, 2002) .
Given this circumstance, it is desirable to develop computational methods for predicting structural aspects of HMPs. At the heart of such efforts lies the development of a propensity scale for the 20 amino acids to be exposed to the lipid bilayer (Adamian et al., 2005; Beuming and Weinstein, 2004; Pilpel, et al., 1999) . Based on the recently increased number of experimentally determined 3D structures, Beuming and Weinstein derived a knowledge-based scale (the BW scale), which in combination with sequence conservation patterns enabled them to predict the burial status of TM residues with an accuracy of 80% (Beuming and Weinstein, 2004) .
Remarkably, Adamian and Liang (the TMLIP1/TMLIP2 scales) achieved a prediction accuracy of 88% in a similar study by taking advantage of the fact that most helix-helix interactions in the TM region can be recapitulated as occurring between two heptad repeat frames originally developed for coiled coils (Adamian and Liang, 2006) .
The ways the BW and TMLIP1/TMLIP2 scales were derived represent three different learning algorithms for deriving a propensity scale from known structures. Our previous study revealed that the three algorithms are not equally effective (Park and Helms, 2006) . A natural question that arises is which algorithm works better and why. Or more fundamentally, what would be the optimal way of deriving a propensity scale? This is an important problem not only from an algorithmic viewpoint but also from a practical viewpoint. An optimal algorithm would yield a propensity scale that faithfully captures the affinities of the 20 amino acids to preferentially interact with the lipid bilayer as reflected in experimental HMP structures. The knowledge of such a scale might allow interesting insights into the folding of HMPs. In this article, we show that one can reformulate this problem by selecting a sensible objective function such that an optimal scale (the MO scale) is straightforwardly obtained in an analytical fashion. A comparative analysis reveals that the MO scale favorably compares with others not only in terms of algorithmic optimality but also in terms of practical prediction accuracy. The MO scale also suggests interesting insights into the structural organization of HMPs compared with that of soluble proteins. Moreover, we show that the algorithm used for deriving the MO scale can be also applied to other bioinformatics problems of HMPs.
METHODS

Generation of the data set
A non-redundant high-quality data set (525% pairwise sequence identity and resolution better than 3.0 Å ) was generated based on the lists of HMPs with known structure compiled by White (http:// blanco.biomol.uci.edu) and by Michel (http://www.mpibpfrankfurt.mpg.de/michel/public/memprotstruct.html) as of September 2006. Some protein chains were omitted in spite of satisfying the above criteria either because we could not retrieve enough numbers of homologous sequences from sequence databases or the average pairwise identity of aligned sequences is greater than 80% (i.e. a diverse set of *To whom correspondence should be addressed. homologous sequences is not available). The final data set comprises 41 protein chains of 2901 TM residues (Table 1) . To ensure the high homogeneity of the data set, residues located outside of the hydrophobic core of the lipid bilayer were excluded from the data set. The hydrophobic core of each protein chain, defined to be the region for which the probability of occurrence of the hydration waters of the lipid head groups is zero (White and Wimley, 1999) , was derived from the location of the carbonyl groups of the lipid molecules along the membrane normal and the effective hydration profile obtained from the OPM database (Lomize et al., 2006a, b) .
Computation of exposure patterns
The classification of a residue as being exposed or buried was based on its relative solvent-accessible surface area (rSASA) value. Several choices need to be made for the accurate computation of rSASA values. First, the probe radius should be properly chosen. Previous studies used the probe radii of 1.4 Å (the approximate radius of a free water molecule) or 1.9 Å (the approximate radius of a -CH 2 -group) (Adamian, et al., 2005; Beuming and Weinstein, 2004) . Given that the solvents surrounding the hydrophobic core parts of HMPs are hydrocarbon chains of phospholipids, we believe that 1.4 Å is not a proper choice. 1.9 Å is not suitable, either, because the CH 2 group of phospholipids is part of a long hydrocarbon chain and would not have a full mobility like a free -CH 2 -group. Thus, a value larger than 1.9 Å that well-approximates the effective radius of the CH 2 group of hydrocarbon chains should be chosen. In this study, we empirically set the probe radius to 2.2 Å . Second, when necessary, the two faces of the TM region (the cytoplasmic and exoplasmic faces) were capped with dummy atoms before computing SASA values. Many HMPs contain large interval cavities, and, without capping, large SASA values were assigned to residues lining internal cavities, making these residues look as if they were facing the lipid bilayer. Upon capping, internal cavities that are inaccessible to the probe were identified and excluded in computing SASA values. Actual computations were carried out by using the program suite VOLBL (Edelsbrunner, 1995; Edelsbrunner et al., 1995) . SASA values were normalized by dividing them by reference values to yield rSASA values. The reference value for an amino acid, X, is its SASA in the context of a nonapeptide helix GGGG-X-GGGG. It is an open issue which reference state to use. GGGG-X-GGGG and G-X-G have been used in similar work (Adamian et al., 2005; Beuming and Weinstein, 2004) . In our case, essentially the same results were obtained using G-X-G of a helical conformation as a reference state (see Supplementary Information) .
Another point to be clarified in computing rSASA values is whether to use a monomeric or oligomeric form. Since there are few experimental data for the oligomerization of HMPs, it is not clear in most cases which form to choose. Presumably for this reason, different studies from different groups as well as different studies from the same group adopted HMPs of different oligomeric status in deriving propensity scales (Adamian and Liang, 2006; Adamian et al., 2005; Beuming and Weinstein, 2004) . Our guiding principle was the degrees of conservation for the residues involved in the oligomerization. The very reason that buried residues tend to be more conserved than exposed ones (Baldwin et al., 1997; Donnelly et al., 1993; Stevens and Arkin, 2001; Yeates et al., 1987) is that they are central to maintaining structural and/or functional integrity. Thus, we reasoned that if oligomeric forms are absolutely necessary for whatever reasons, this obligatory nature should be reflected in the degrees of conservation for the residues involved in the oligomerization. The analysis revealed that the potassium channel (1R3J in Table 1 ) is the only one for which the use of oligomeric form is justified (see Supplementary Information). Cytochrome bc 1 complex is known to function as a dimer, and the 1PP9 structure in fact reveals a dimeric form (Huang et al., 2005) . However, the dimerization is mediated by residues located outside of the hydrophobic core, which is why a monomeric form is also adopted for this protein.
Computation of profiles, positional scores and conservation indices
In general, the use of a profile (the frequencies of the 20 amino acids for a sequence position) improves the performance of sequence-based prediction methods. Thus, we derived the profiles of the protein chains in Table 1 as described before (Park and Helms, 2006) . Briefly, for each protein chain, a maximum of 1000 homologous sequences were retrieved from the non-redundant database using BLAST (Altschul et al., 1997) . Initial MSAs were then built by using ClustalW (Thompson et al., 1994) . Then, sequence fragments were deleted from the MSA. Sequences that are 525% identical to the query sequence were also removed. The remaining sequences were realigned using ClustalW to yield a final MSA, which was used to obtain the profiles. When deriving profiles from an MSA, amino acid frequencies were weighted using a modified method of Henikoff and Henikoff as implemented in PSI-BLAST (Altschul et al., 1997; Henikoff and Henikoff, 1994) . Actual computations were performed using the program AL2CO (Pei and Grishin, 2001) , which is freely available at ftp://iole.swmed.edu/pub/al2co. For a given propensity scale P, the positional score of sequence position i, S P (i), is computed to be
where the index j runs over the 20 amino acids, f i (j) is the frequency of amino acid j in the sequence position i, and P(j) is the propensity value of amino acid j. Conservation indices were estimated by using the variance-based method (Pei and Grishin, 2001 ). Our previous study showed that this method performs slightly better than other alternatives.
In equation 2, the index j runs over the 20 amino acids, C(i) is the conservation index for the sequence position i, f(j) is the overall frequency of amino acid j in the alignment. The conservation indices computed by equation 2 were normalized by subtracting the mean from each conservation index and dividing by the SD. Actual calculations were performed again by using the AL2CO program.
Performance measures
The correlation coefficient (cc) for a set of n data points (x i , y i ) was computed as follows:
Prediction accuracy was calculated as
where TP is the number of correctly predicted buried residues, TN is the number of correctly predicted exposed residues, FP is the number of falsely predicted buried residues and FN is the number of falsely predicted exposed residues.
RESULTS AND DISCUSSION
Problem statement
Given a set of known HMP structures, the task is to derive an optimal propensity scale of the 20 amino acids to be exposed to the lipid bilayer. The derived scale would faithfully capture the affinities of the 20 amino acids to preferentially interact with the lipid bilayer. Also, it would allow one to predict exposed residues from the sequence with a highest possible accuracy under a linear regime as represented by equation 1.
Overview of the previous algorithms
Before introducing our novel learning algorithm, it is helpful to review the previous algorithms that were used to derive the BW and TMLIP1/TMLIP2 scales. It is often difficult to directly compare performance values of different learning algorithms reported in different studies, because of the variety of data sets used and the discrepancy in state definitions. To facilitate a transparent performance comparison, we implemented the algorithms for the BW and TMLIP1/TMLIP2 scales and carried out comparisons on the common data set ( Table 1 ). The BW scale was derived in the following way (Beuming and Weinstein, 2004) .
(1) For each amino acid type, compute its SF value, which is a sum of surface fraction values of exposed TM residues (defined as those with an rSASA 40.10 when computed by using a probe with radius of 1.4 Å and the reference value from a tripeptide G-X-G in extended conformation).
(2) Identify the highest and lowest SF values (SF high and SF low ).
(3) Compute a propensity value for amino acid type j as (SF j -SF low )/(SF high -SF low )
As the 20 amino acids are not equally abundant in the TM region, it might be necessary to correct for compositional bias in deriving a propensity scale. This type of correction was not done in the derivation of the BW scale. The TMLIP1 scale was derived as follows (Adamian et al., 2005) .
(1) Compute N j,s (the number of exposed TM residues of type j, with 'exposed' being defined as rSASA 40.0 when computed by using a probe with radius of 1.9 Å ), N s (the number of exposed TM residues of all types), N j (the number of TM residues of type j), N (the number of all TM residues).
(2) P j,s ¼ N j,s /N s , and
(3) Compute a propensity value for amino acid type j as log(P j,s /P j ).
The TMLIP2 scale was derived in a similar way (Adamian et al., 2005) .
(1) Compute N j,s , N s as for the TMLIP1 scale.
(2) Compute N j (the number of buried TM residues of type j), N (the number of buried TM residues of all types).
(3) P j,s ¼ N j,s /N s , and P j ¼ N j /N.
(4) Compute a propensity value for amino acid type j as log(P j,s /P j ).
The only difference between the TMLIP1 and TMLIP2 scales is how normalization is performed. In the TMLIP1 scale, normalization is based on compositional bias in the TM region. In contrast, the TMLIP2 scale is more like an odds-ratio type, explicitly taking into account the random probabilities of amino acid type j to be exposed and buried. In addition, the TMLIP1/TMLIP2 scales are based on count statistics, while the BW scale is not. Another point to be noted about the derivation of the BW and TMLIP1/TMLIP2 scales is that they require residues in the training set to be labeled as either being buried or exposed, which in turn requires a threshold rSASA value. Since there is no consensus on which rSASA value to use as a threshold, we explored all reasonable values (from 0.00 to 0.05 in steps of 0.01) in our implementation.
Derivation of an optimal propensity scale
Our starting point is fundamentally different from the approaches for the above three scales. We first ask what is meant by a propensity scale being 'optimal'. In other words, how would one compare different propensity scales? Our answer is how strongly correlated the positional scores derived from a scale for given profiles (equation 1) are with the corresponding exposure patterns (rSASA values in our context). In fact, our answer is not novel. This measure (the Pearson's correlation coefficient between the positional scores and rSASA values) has been, for a long time, known to be a key property measuring the fundamental goodness of a prediction method and extensively used in the realm of bioinformatics of soluble proteins (Adamczak et al., 2004; Ahmad et al., 2003; Chen and Zhou, 2005; Li and Pan, 2001; Nguyen and Rajapakse, 2006; Pollastri et al., 2002; Rost and Sander, 1994; Sim et al., 2005; Thompson and Goldstein, 1996) . Now that the meaning of a scale being 'optimal' is clear, our task is to derive a propensity scale in such a way that the positional scores derived from it for given profiles are maximally correlated with the corresponding exposure patterns. Optimization techniques such as gradient-based optimization and Monte Carlo techniques may be used for this purpose. However, they usually do not guarantee the optimality of obtained solutions. For this reason, they have to be run several times with different starting points.
We find out, however, that an exact solution for this problem can be straightforwardly obtained in an analytical fashion. Equation 5 provides the essential hint for our finding. 
Remarkably, this means that an optimal propensity scale (the first 20 elements of in equation 7, the MO scale) has been obtained in an exact, analytical manner, without involving any explicit summing or counting steps as in the derivation of the BW and TMLIP1/TMLIP2 scales. Another advantage of this formulation is that, unlike those for the BW and TMLIP1/TMLIP2 scales, it does not require residues in the training set to be labeled beforehand as either being buried or exposed and thus is free from a priori assumptions. We would like to extract a general picture on the structural characteristics of HMPs from the limited data set of Table 1 . The MO scale obtained by Equation 7 might represent an overfitting to the data set of Table 1 . In order to extract a generalizable picture, we used the ridge regression analysis (equivalent to weight decay methods) with the complexity parameter empirically set to 0.00001 (Hastie et al., 2001) . Regarding the choice of complexity parameters, it is to be noted that too small complexity parameters, e.g. 10 À10 , are likely to generate an MO scale overfitting to the used data set while too large complexity parameters might induce an unreasonably high degree of compression, assigning propensity values close to 0 to all amino acids.
The justification for using the correlation measure as an objective function is now clear. It is naturally connected to the sum of squared errors loss function, which enables one to treat the whole problem in an analytical fashion. Accordingly, the MO scale is guaranteed to be optimal in the linear regime, unlike others. Most importantly, this guaranteed optimality allows one to perform novel analyses with it (see Section 3.5).
Comparative analysis
A jack-nife test was used for measuring the performances of the propensity scales. For each protein chain in Table 1 , four different positional scores were derived from its profile and temporary BW, TMLIP1, TMLIP2, MO scales that were derived from the data set of Table 1 excluding the protein chain in question. Then, the performance of each scale was assessed in two complementary ways. First, by the Pearson's correlation coefficient between the computed positional scores and rSASA values, corresponding to algorithmic optimality since we define being 'good' as being strongly correlated. Second, by the accuracy of predicting the burial status of TM residues (equation 4). This corresponds to what we mean by 'practical prediction accuracy'. Upon deriving positional scores, residues whose scores are higher than a cutoff value are classified as being exposed while those with a lower score as being buried. The cutoff value is objectively defined by a linear support vector machine on the basis of a training data set excluding the protein chain in question. We made use of the SVM implemented in R for this task with all parameters set to default values (Hsu and Lin, 2002; Karatzoglou et al., 2006; R Development Core Team, 2004) .
The results of the comparative analysis are shown in Table 2 . (It is to be noted that figures in Table 2 are only for the purpose of comparing the intrinsic goodness of the four propensity scales. For predicting the burial status in real applications, one would rely on more advanced methods along with other information available, e.g. conservation indices.) Table 2 reveals that the MO scale outperforms the others in terms of algorithmic optimality. In terms of practical prediction accuracy, the MO scale is better than the BW and TMLIP1 scales and compares favorably with the TMLIP2 scale. Thus, Table 2 'experimentally' validates the practical virtues of the logic behind the derivation of the MO scale.
A detailed analysis revealed two trends in the prediction results (see Supplementary Information) . One is that the MO scale achieved more balanced predictions than others. The other is that, as the proportion of buried residues in the data set increased, the accuracy of predicting buried residues as being buried improved. This is possibly due to the weakening of bias introduced in the partitioning of the data set. The better performance of the TMLIP1/TMLIP2 scales over the BW scale suggests that it pays off to include normalization steps in deriving a propensity scale. The better performance of the TMLIP2 scale over the TMLIP1 scale indicates that not every null model is equally effective for normalization. On the other hand, the overall weak correlation between the positional scores computed from the MO scale and rSASA values of TM residues supports the suggestion that the lipophobic effect does not play a dominant role in folding of HMPs (Faham et al., 2004) .
The MO scale
In addition to checking how the performance of the MO scale compares with that of others, it is of interest to find out how the MO scale itself compares with other scales because the MO scale accurately captures the affinities of the 20 amino acids to preferentially interact with the hydrophobic core of the lipid bilayer as reflected in experimental HMP structures. Table 3 lists the MO scale, and Table 4 shows its correlations with other scales. As shown in Table 4 , there is a strong correlation between the MO scale and other structure-based propensity scales. In contrast, the MO scale correlates poorly with hydrophobicity scales such as KD, EIS, GES, WW and Hessa. This observation supports the suggestion that the scale used by the translocon for recognizing TM segments is not the same as that for constrained partitioning of TM residues between being buried and exposed to the lipid bilayer (Pilpel et al., 1999) .
Perhaps most striking is the observation that the MO scale for HMPs exhibits the strongest correlation with partial specific volume (PSV). Since the propensity values captured by the MO scale should reflect a net result of numerous complex interactions involved in the folding of HMPs, they are not expected to display a strong correlation with a single scale. The correlation with PSV is even stronger than that with the structure-based ones. However, the correlation with a related scale, the bulkiness scale, does not stand out as strongly. As a control experiment, we derived an analogous MO scale for a representative set of soluble protein structures (see Supplementary Information) . As expected, the MO scale for soluble proteins strongly correlates with hydrophobicity scales. Yet, it displays only a weak correlation with PSV.
In an effort to facilitate the interpretation of the MO scales for HMPs and soluble proteins in terms of more intuitive scales such as the hydrophobicity scales and the Cohn & Edsall partial specific volumes, they were decomposed into binary combinations of these scales using a linear regression analysis (For a meaningful analysis, each scale was standardized to have mean of 0 and SD of 1). As shown in Table 5 , the MO scale for HMPs can be interpreted as a hybrid of $ 0.7 of PSV with $ 0.3 of a hydrophobicity scale. In contrast, the MO scale for soluble proteins appears almost the same as hydrophobicity scales.
These analyses reveal the organizing principles of each type of protein structures. The strong correlation of the MO scale for soluble proteins with hydrophobicity scales and the decomposition analysis indicate that the hydrophobic effect is a major force behind the folding of soluble proteins, as has been long known (Pace et al., 1996) . Regarding HMPs, two points are to be noted. First, the moderate correlation of the MO scale for HMPs with hydrophobicity scales and the decomposition analysis indicate that hydrophobicity still plays a role, albeit much weaker compared with the case of soluble proteins, in the thermodynamic stability of HMPs. Second, the strong correlation of the MO scale for HMPs with PSV and the decomposition analysis suggest, unexpectedly, that the structural organization of HMPs is better captured by PSV than by hydrophobicity. Our interpretation of this observation is as follows. In soluble proteins, functionally important residues are usually on the surface, and structural scaffolds are maintained by other residues buried inside. In this sense, functional and structural integrities are served by separate groups of residues. If this is not the case, a tradeoff between function and structural stability is to be made (Meiering et al., 1992; Schreiber et al., 1994; Shoichet et al., 1995; Zhang et al., 1992) . In HMPs, functionally important residues are usually found buried inside. Also, HMPs are usually well-packed, presumably to compensate for the lack of the hydrophobic effect as a driving force for folding. Thus, functional and structural integrities are served by similar groups of residues, The threshold rSASA value for specifying the residues in the data set as either being buried or exposed.
b
The fraction of exposed residues in the data set. 
Applications
The approach for the derivation of the MO scale can be also applied to other bioinformatics problems of HMPs. We use the ProperTM method as an example (Beuming and Weinstein, 2004) for demonstration. ProperTM combines positional scores from the BW scale and sequence conservation patterns for improved predictions of the burial status of TM residues. Technically, it computes the overall score for sequence position i, OS(i), as 0.5 Â [C(i) -S BW (i)], where C(i) is the conservation index for sequence position i and S BW (i) the positional score for sequence position i computed from the BW scale via equation 1. Since S BW (i) is a linear combination of the profile elements, the overall approach of ProperTM to derive an overall score for sequence position i can be cast as follows:
where C c is the coefficient for the conservation index (set to 0.5 in ProperTM) and C j the coefficient for the jth element of the profile (set to À 0.5 Â BW(j) in ProperTM). The natural question is, then, whether the set of coefficients adopted by ProperTM are optimal. They can be optimized via equation 7. In this case, X becomes a matrix of N by 22 [C(i), a profile and 1], and ß is a vector of size 22 (the coefficients for C(i) and the 20 profile elements, and an intercept). Table 6 shows the results. 'P_BW' denotes the combination of the conservation index and the positional score derived from the BW scale according to the way proposed in ProperTM. 'P_TMLIP1', (Kyte and Doolittle, 1982) 0.73 À0.81 EIS (Eisenberg et al., 1984) 0.67 À0.77 GES (Engelman et al., 1986) 0.55 À0.80 WW (Wimley et al., 1996) 0.65 À0.81 Hessa (Hessa et al., 2005) À0.66 0.87 Size Bulkiness b (Zimmerman et al., 1968) 'P_TMLIP2', and 'P_MO' are analogously defined. 'SO' denotes the combination based on the simultaneous optimization of the coefficients for C(i) and the 20 profile elements. As expected, 'SO' excels the others in terms of both algorithmic optimality and practical prediction accuracy.
CONCLUSION
The current study introduces a novel way of deriving a propensity scale for the 20 amino acids to be exposed to the lipid bilayer from known structures. The derived scale (the MO scale) favorably compares with others in terms of both algorithmic optimality and practical prediction accuracy. The MO scale also suggests interesting insights into the structural organization of HMPs. In addition, the same approach can be applied to the problem of optimally combining a propensity scale and sequence conservation patterns under a linear regime, as well. b,c,d Defined in the same way as in Table 2 .
Predicting exposed transmembrane residues of HMPs
