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Resumo
Esta dissertac¸a˜o aborda o problema de filtragem para sistemas dinaˆmicos lineares uti-
lizando metodologias baseadas em desigualdades matriciais lineares (do ingleˆs, LMIs —
Linear Matrix Inequalities). Mais precisamente, sa˜o fornecidas condic¸o˜es para o projeto de
filtros de ordem completa para sistemas lineares cont´ınuos e discretos no tempo, usando
como crite´rios de desempenho as normas H2 e H∞, com extenso˜es para tratar sistemas
com incertezas polito´picas. As condic¸o˜es possuem um paraˆmetro escalar, tornando-se LMIs
para valores fixos do paraˆmetro. Como caracter´ısticas principais, as condic¸o˜es propostas
isolam a matriz de Lyapunov, usada para certificar a estabilidade com desempenho H2 e
H∞, das matrizes que produzem o filtro e conteˆm os resultados da literatura conhecidos
como estabilidade quadra´tica para escolhas particulares do escalar.
Adicionalmente, o problema de filtragem H∞ com especificac¸o˜es em baixa, me´dia e alta
frequeˆncia e´ abordado a partir de uma extensa˜o do Lema de Kalman-Yakubovich-Popov
que relaciona desigualdades no domı´nio da frequeˆncia em intervalos de reta ou segmentos
de c´ırculo com desigualdades matriciais. Sa˜o propostas condic¸o˜es baseadas em LMIs para
o projeto de filtros H∞ com especificac¸o˜es em intervalos de frequeˆncia que garantem
uma realizac¸a˜o esta´vel com matrizes reais, nos casos cont´ınuo e discreto no tempo, com
extenso˜es para tratar sistemas incertos.
Exemplos nume´ricos ilustram os resultados do trabalho.
Palavras-chaves: Sistemas Lineares, Incertezas Polito´picas, Filtragem H2 e H∞, Desi-
gualdades matriciais lineares (LMIs), Lema de Kalman-Yakubovich-Popov.
Abstract
This thesis is devoted to the problem of filter design for linear dynamic systems using
the Linear Matrix Inequality (LMI) framework. More precisely, LMI based conditions for
the design of full order filters for continuous- and discrete-time linear systems, using the
H2 and H∞ norms as performance criteria, are proposed, with extensions to deal with
polytopic uncertainty. The conditions have a scalar parameter and become LMIs for fixed
values of the scalar. As attractive characteristics, the proposed conditions dissociate the
Lyapunov matrix, that certifies the stability and the H∞ or H2 performance, from the
matrices of the filter realization, encompassing the well-known quadratic stability based
results from the literature for specific values of the scalar parameter.
Additionally, the H∞ filtering problem with low, middle and high frequency specifications
is addressed through an extension of the Kalman-Yakubovich-Popov Lemma that relates
frequency domain inequalities on line or circle segments with matrix inequalities. LMI
based conditions for the design of H∞ filters satisfying frequency range specifications with
a stable realization and real matrices are proposed, for both continuous- and discrete-time
cases, as well as extensions to cope with uncertain systems.
Numerical examples illustrate the proposed results.
Keywords: Linear Systems, Polytopic Uncertainty, H2 and H2 Filtering, Linear Matrix
Inequalities (LMIs), Kalman-Yakubovich-Popov Lemma.
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1 Introduc¸a˜o
Nesta dissertac¸a˜o, aborda-se o problema de filtragem por meio de otimizac¸a˜o
convexa, mais precisamente pela utilizac¸a˜o de Desigualdades Matriciais Lineares, ou LMIs
(do ingleˆs, Linear Matrix Inequalities) (BOYD et al., 1994; EL GHAOUI; NICULESCU,
2000). Primeiramente, usando como crite´rio de desempenho as normas H2 e H∞, novas
condic¸o˜es com um paraˆmetro escalar (que sa˜o LMIs para um valor fixo do escalar) para o
projeto de filtros sa˜o apresentadas. Em seguida, com a finalidade de realizar o projeto de
filtros em intervalos de frequeˆncia, usa-se uma extensa˜o do Lema de Kalman-Yakubovich-
Popov (KYP), conhecida como gKYP (do ingleˆs, generalized KYP). Antes da apresentac¸a˜o
dos resultados, faz-se um resumo do uso das te´cnicas baseadas em LMIs na teoria de
controle e no problema de filtragem.
Com a introduc¸a˜o de algoritmos computacionais especializados (GAHINET et
al., 1995; STURM, 1999; LO¨FBERG, 2004), va´rios problemas da a´rea de controle foram
reformulados em termos de procedimentos de otimizac¸a˜o, e me´todos alternativos a`s te´cni-
cas de projeto tradicionais (lugar das ra´ızes, e diagramas de Bode e Nyquist) emergiram
na literatura. Dentre esses, destacam-se as te´cnicas que usam programac¸a˜o semidefinida,
como, por exemplo, soma de quadrados (ou SOS, do ingleˆs Sum of Squares) e LMIs. Me´-
todos baseados em SOS podem ser u´teis no estudo da estabilidade de sistemas dinaˆmicos
que apresentam na˜o linearidades ou atrasos (PARRILO, 2000); pore´m, limitando-se ao
estudo de sistemas lineares e invariantes no tempo, os resultados desta dissertac¸a˜o sa˜o
restritos a`s condic¸o˜es obtidas na forma de LMIs.
Associadas a` teoria de Lyapunov, te´cnicas por meio de LMIs foram utilizadas
na soluc¸a˜o de va´rios problemas da a´rea de controle, abrangendo desde a ana´lise de estabi-
lidade robusta de sistemas lineares invariantes no tempo (HORISBERGER; BELANGER,
1976; GEROMEL et al., 1998; DE OLIVEIRA et al., 1999b; PEAUCELLE et al., 2000) ao
projeto de controladores (BERNUSSOU et al., 1989; GEROMEL et al., 1991; SCHERER
et al., 1997; DE OLIVEIRA et al., 1999a; SHAKED, 2001; OLIVEIRA et al., 2002) e fil-
tros (GEROMEL et al., 1998; PALHARES; PERES, 1998; GEROMEL, 1999; GEROMEL
et al., 2002; DUAN et al., 2006; LACERDA et al., 2011), e desde a ana´lise de estabilidade
de sistemas na˜o lineares com saturac¸a˜o (HU; LIN, 2001; TARBOURIECH et al., 2006;
VALMO´RBIDA et al., 2010) e sistemas lineares com saltos markovianos (EL GHAOUI;
AIT–RAMI, 1996; NILIM; EL GHAOUI, 2005; de Farias et al., 2000; BRAGA et al.,
2013; MORAIS et al., 2015) ao problema de controle descentralizado (PERES; GERO-
MEL, 1993; GEROMEL et al., 1994; OLIVEIRA et al., 2000). Os primeiros problemas de
controle foram resolvidos por meio de LMIs usando o conceito de estabilidade quadra´tica,
que consiste em encontrar uma func¸a˜o de Lyapunov, ou seja, uma func¸a˜o positiva fora
da origem do espac¸os de estados com derivada negativa na soluc¸a˜o do sistema dinaˆmico,
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que seja quadra´tica nos estados (isto e´, uma forma quadra´tica com matriz constante). Ex-
tenso˜es para a ana´lise de estabilidade de sistemas com incertezas polito´picas foram feitas
com a mesma matriz sendo utilizada para garantir a estabilidade assinto´tica do sistema
em todo o domı´nio de incertezas. Devido a` sua flexibilidade, a estabilidade quadra´tica
foi utilizada na˜o apenas na ana´lise de estabilidade robusta, mas tambe´m na soluc¸a˜o de
diversos problemas na a´rea de controle, incluindo o problema de filtragem.
O problema de filtragem, recorrente em diversas a´reas, consiste na estimac¸a˜o de
varia´veis por meio da medic¸a˜o de varia´veis correlatas. Por muitas vezes, deseja-se eliminar
o efeito de ru´ıdos ou imprecisa˜o inerente ao processo de medic¸a˜o. Na teoria de controle,
quando a sa´ıda a ser estimada e´ o pro´prio espac¸o de estados, o problema de filtragem
recebe o nome de estimac¸a˜o de estados e o filtro torna-se um observador de estados ; nesse
caso, o problema de estimac¸a˜o de estados e´ tratado como o problema dual do problema
de controle por realimentac¸a˜o de estados e, dessa forma, muitas te´cnicas desenvolvidas
para o problema de realimentac¸a˜o de estados sa˜o, com algumas adaptac¸o˜es, aplica´veis ao
problema de filtragem.
Dentre os crite´rios de desempenho existentes, as normasH2 e H∞ do erro entre
a sa´ıda do sistema e a sa´ıda estimada pelo filtro esta˜o entre as mais utilizadas. Soluc¸o˜es do
problema de controle H∞ por meio de equac¸o˜es de Riccati (ZHOU; KHARGONEKAR,
1988; BERNSTEIN; HADDAD, 1989; GRIMBLE, 1993) esta˜o dispon´ıveis na literatura.
Alternativamente, o problema de filtragem pode ser resolvido por LMIs usando o conceito
de estabilidade quadra´tica, tanto para sistemas cont´ınuos (GEROMEL, 1999; DE SOUZA
et al., 2000) como para sistemas discretos (GEROMEL et al., 2000; COUTINHO et al.,
2009). Fornecendo o filtro o´timo para sistemas precisamente conhecidos e provendo exten-
so˜es diretas para tratar o caso incerto, os resultados de filtragem quadra´tica consolidaram
o uso de LMIs na resoluc¸a˜o de problemas de controle.
Apesar do avanc¸o promovido e de prover o filtro o´timo H2 ou H∞ no caso de
sistemas precisamente conhecidos, a estabilidade quadra´tica pode fornecer resultados con-
servadores para sistemas incertos. Por isso, condic¸o˜es menos conservadoras foram obtidas
com a utilizac¸a˜o de func¸o˜es de Lyapunov e condic¸o˜es LMIs com varia´veis extras depen-
dentes polinomialmente de paraˆmetros que, ale´m de superar o uso da mesma func¸a˜o de
Lyapunov para todo o politopo, separam a matriz de Lyapunov das varia´veis utilizadas na
s´ıntese dos filtros. Dessa forma, condic¸o˜es de projeto de filtros com varia´veis dependentes
de paraˆmetros foram propostas primeiramente para o caso discreto (BARBOSA et al.,
2002; GEROMEL et al., 2002; XIE et al., 2004; DUAN et al., 2006; LACERDA et al.,
2011) e com algumas extenso˜es para o caso cont´ınuo (BARBOSA et al., 2005; DE SOUZA
et al., 2007; LACERDA et al., 2011), para a obtenc¸a˜o de resultados menos conservadores.
Um importante lema para a teoria de controle e´ o Lema de Kalman-Yakubovich-
Popov (KYP), que pode ser usado para testar positividade real de matrizes de transfe-
reˆncia ou para obter o Bounded-Real-Lemma (muito utilizado no projeto de controladores
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H∞). Em sua forma padra˜o, o Lema KYP estabelece a equivaleˆncia entre a desigualdade
no domı´nio da frequeˆncia, ou FDI (do ingleˆs, Frequency Domain Inequality),

(jωI − A)−1B
I

∗Θ

(jωI − A)−1B
I

 ≺ 0
para todo ω ∈ R, e a busca por uma matriz sime´trica P = P T ∈ Rn×n tal que

A B
I 0

∗

0 P
P 0



A B
I 0

+Θ ≺ 0, (1.1)
em que A e B representam as matrizes dinaˆmica do sistema e a de controle ou ru´ıdo,
respectivamente.
Observe que enquanto a FDI representa um teste de dif´ıcil verificac¸a˜o (pois
deve ser va´lida para todo ω ∈ R), a LMI (1.1), por definir um conjunto convexo, pode
ser validada por meio de algoritmos eficientes, por exemplo me´todos de pontos interiores
(NESTEROV; NEMIROVSKII, 1994; NESTEROV, 2004). Apesar de ser um resultado
importante na teoria de controle, em sua forma padra˜o, o lema na˜o trata especificac¸o˜es
em faixas de frequeˆncia finita.
Na de´cada de 2010, extenso˜es do lema de KYP que consideram intervalos fini-
tos de frequeˆncia foram desenvolvidas. Nesse contexto, destaca-se o trabalho (IWASAKI;
HARA, 2005), conhecido como Lema de KYP generalizado, ou gKYP (do ingleˆs, gene-
ralized Kalman-Yakubovich-Popov Lemma). Outra extensa˜o do lema de KYP foi feita
em (GRAHAM et al., 2009) para especificac¸o˜es em baixa, me´dia e alta frequeˆncia por
meio de um par de desigualdades.
Portanto, a partir da extensa˜o do gKYP apresentada em (IWASAKI; HARA,
2005) ou ainda de (GRAHAM et al., 2009), podem ser desenvolvidas condic¸o˜es de projetos
de filtros, cont´ınuos e discretos, com especificac¸o˜es em baixa, me´dia e alta frequeˆncia.
As principais contribuic¸o˜es desta dissertac¸a˜o sa˜o: (1) projeto de filtros cont´ı-
nuos e discretos, otimizando como crite´rio de desempenho as normas H2 ou H∞, tanto
para o caso precisamente conhecido, como para o caso incerto considerando um limitante.
Como principais caracter´ısticas, as condic¸o˜es apresentadas conteˆm e generalizam os re-
sultados de filtragem baseadas na estabilidade quadra´tica, fornecendo limitantes menos
conservadores no caso incerto. Adicionalmente, quando comparadas com outras condic¸o˜es
da literatura, resultados similares sa˜o obtidos com menor esforc¸o computacional; (2) pro-
jeto de filtros, cont´ınuo e discreto, com especificac¸o˜es em faixas de frequeˆncia a partir do
resultado do gKYP de (IWASAKI et al., 2000; IWASAKI; HARA, 2005).
A organizac¸a˜o desta dissertac¸a˜o segue a seguinte estrutura para os pro´ximos
cap´ıtulos, sendo que o Cap´ıtulo 2 apresenta os fundamentos; os cap´ıtulos 3 e 4 conteˆm as
contribuic¸o˜es; e o cap´ıtulo 5 apresenta as concluso˜es. Ao final, apresenta-se, no apeˆndice,
a rotina do Matlab para a implementac¸a˜o de um dos resultados propostos usando o
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ROLMIP.
Cap´ıtulo 2: Conceitos Ba´sicos
Apresentam-se alguns conceitos matema´ticos utilizados ao longo da disserta-
c¸a˜o, como a caracterizac¸a˜o dos espac¸os de Hilbert com normas H2 e H∞; as condic¸o˜es
LMIs para o ca´lculo dessas normas, com e sem paraˆmetro escalar; os resultados de filtra-
gem baseadas na estabilidade quadra´tica; e o Lema gKYP.
Cap´ıtulo 3: Filtragem H2
Apresentam-se as condic¸o˜es com paraˆmetro escalar para o projeto de filtro H2,
casos cont´ınuo e discreto. Exemplos nume´ricos ilustram a aplicac¸a˜o das condic¸o˜es propos-
tas.
Cap´ıtulo 4: Filtragem H∞
Apresentam-se as condic¸o˜es para o projeto de filtro H∞ com paraˆmetro esca-
lar. Ale´m disso, sa˜o apresentadas as condic¸o˜es para o projeto de filtros com especificac¸o˜es
em baixa, me´dia e alta frequeˆncia, para os casos cont´ınuo e discreto no tempo. Exemplos
nume´ricos ilustram a aplicac¸a˜o das condic¸o˜es propostas.
Cap´ıtulo 5: Concluso˜es e Perspectivas
Conte´m as concluso˜es, perspectivas para trabalhos futuros e relac¸a˜o dos arti-
gos produzidos ao longo do desenvolvimento desta dissertac¸a˜o.
Apeˆndice
Apresenta-se uma rotina Matlab que utiliza o ROLMIP para programac¸a˜o
de LMIs dependentes de paraˆmetro.
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2 Fundamentos
Este cap´ıtulo tem o objetivo de apresentar os conceitos ba´sicos utilizados ao
longo desta dissertac¸a˜o. Embora na literatura possam ser encontradas refereˆncias aos
resultados contidos nesse cap´ıtulo, procura-se introduzir as principais ferramentas teo´ricas
que servem como base para os resultados dos cap´ıtulos subsequentes. A maior parte dos
resultados expostos neste cap´ıtulo podem ser encontrada em Zhou et al. (1996), Fairman
(1998).
2.1 Normas de Sinais e de Sistemas
Alguns conceitos matema´ticos sa˜o introduzidos nas subsec¸o˜es seguintes com o
objetivo de definir, resumidamente, os espac¸os H2 eH∞. Sistemas dinaˆmicos com matrizes
de transfereˆncia que pertencem a esses espac¸os sa˜o estudados ao longo deste trabalho.
2.1.1 Conceitos Ba´sicos
Seja X um espac¸o vetorial tendo R (ou C) como campo, e considere ‖ · ‖ uma
norma em X. Enta˜o, denomina-se X como espac¸o normado. Por exemplo, Rn junto com
qualquer norma ‖ · ‖p representa um espac¸o vetorial normado. Adicionalmente, o espac¸o
C[a, b], formado pelo conjunto de func¸o˜es cont´ınuas e limitadas em um intervalo real [a, b],
equipado com norma definida por
‖f‖∞ = sup
t∈[a,b]
‖f(t)‖,
em que f ∈ C[a, b], e´ um espac¸o normado.
Com isto em mente, considere X um espac¸o normado, e defina {xn} uma
sequeˆncia contida em X. A sequeˆncia {xn} e´ convergente em X, diga-se xn → x, se
‖xn − x‖ → 0, para algum x ∈ X. Ale´m disso, {xn} e´ uma sequeˆncia de Cauchy se
‖xn−xm‖ → 0, para n,m→∞. Observe que toda sequeˆncia convergente e´ um sequeˆncia
de Cauchy; no entanto, a rec´ıproca na˜o e´ verdadeira. Espac¸os vetoriais normados nos quais
toda sequeˆncia de Cauchy e´ convergente sa˜o denominados de espac¸os de Banach, como,
por exemplo, o espac¸o C[a, b]. Os espac¸os ℓp[0,∞], para 0 ≤ p ≤ ∞, em que, para cada va-
lor de p, ℓp[0,∞) representa o conjunto de todas as sequeˆncias {xn} com ∑∞i=0 ‖xi‖p <∞,
e norma definida como
‖x‖p =
( ∞∑
i=0
|xi|p
)1/p
,
sa˜o exemplos de espac¸os de Banach.
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Se p = ∞, o espac¸o ℓ∞[0,∞) representa o conjunto de sequeˆncias limitadas
com norma definida por
‖x‖∞ = sup
i
|xi|.
Para espac¸os cujos elementos sa˜o vetores ou matrizes, substitui-se o valor ab-
soluto, | · |, pela correspondente norma.
Espac¸os vetoriais com produto interno podem ser equipados com a norma
induzida pelo produto escalar, definida como
‖x‖ = √< x, x >,
em que < ·, · > representa um produto escalar.
Associados ao conceito de espac¸os com produto interno, teˆm-se os espac¸os
de Hilbert, caracterizados por serem espac¸os com produto interno completos. Note que
os espac¸os de Hilbert sa˜o uma classe especial de espac¸os de Banach. Como exemplo de
espac¸os de Hilbert de dimensa˜o finita, considere o Cn×m com o produto interno
< A,B >= Tr(A∗B) =
n∑
i=1
m∑
j=1
a∗ijbij , ∀A,B ∈ Cn×m,
em que aij e bij sa˜o os elementos das matrizes A e B.
O espac¸o ℓ2(−∞,+∞) equipado com o produto escalar no espac¸o euclidiano
e´ um espac¸o de Hilbert de dimensa˜o infinita. De maneira similar, o espac¸o formado por
func¸o˜es quadraticamente integra´veis em um intervalo I ⊂ R com produto interno definido
por
< f, g >=
∫
I
f(t)∗g(t)dt
com f(t), g(t) ∈ L2(I), e´ outro exemplo de espac¸o de Hilbert de dimensa˜o infinita, deno-
minado L2(I). Se as func¸o˜es sa˜o vetores ou matrizes, define-se o produto interno por
< f, g >=
∫
I
Tr(f(t)∗g(t))dt.
O espac¸os vetoriais L2(−∞,+∞), L2[0,+∞) e L2(−∞, 0], sa˜o importantes no
desenvolvimento deste trabalho, e recebem a notac¸a˜o L2, L2+ e L⊥2+, respectivamente.
Seja H um espac¸o de Hilbert, e considere um subconjunto S1 ⊂ H. Enta˜o,
define-se o complemento ortogonal de S1 em H, denominado S⊥1 , como
S⊥1 = {x ∈ H :< x, y >= 0, ∀y ∈ S1}.
Portanto, note que L⊥2+ e´ o complemento ortogonal de L2+ com relac¸a˜o ao
espac¸o de Hilbert L2.
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2.1.2 Espac¸os de Hardy H2 e H∞
Nesta sec¸a˜o, abordam-se espac¸os formados por func¸o˜es complexas de varia´veis
complexas. Ou seja, considera-se S ⊂ C um subconjunto aberto e uma func¸a˜o f : S → C.
A func¸a˜o f e´ anal´ıtica em um ponto z0 se for diferencia´vel em z0 e em uma vizinhanc¸a de z0.
Da teoria de varia´vel complexa, uma func¸a˜o e´ anal´ıtica em um ponto z0 se e somente a
func¸a˜o tem representac¸a˜o em se´rie de Taylor em z0 (BROWN; CHURCHILL, 2014). Ale´m
disso, a func¸a˜o f e´ anal´ıtica em S se para todo ponto z ∈ S, a func¸a˜o e´ anal´ıtica em z.
Dito isto, considere S ⊂ C um subconjunto aberto. O espac¸o de dimensa˜o
finita formado por func¸o˜es F : S → C tais que
+∞∫
−∞
Tr(F (jω)∗F (jω))dω < +∞,
equipado com o produto interno definido por
< F,G >=
1
2π
∫ +∞
−∞
Tr(F (jω)∗G(jω))dω,
e norma induzida dada por
‖F‖2 =
√
< F, F >,
e´ denominado espac¸o L2.
O subconjuntoH2, definido como o conjunto de func¸a˜o anal´ıticas em Re(s) > 0,
compo˜e uma ferramenta fundamental no desenvolvimento deste trabalho. O complemento
ortogonal deH2, definido comoH⊥2 , e´ formado pelo conjunto de matrizes que sa˜o anal´ıticas
no semiplano esquerdo.
Dessa forma, observe que do ponto de vista da teoria de sistemas, matrizes de
transfereˆncia associada a sistemas dinaˆmicos esta´veis e causais pertencem ao espac¸o H2.
Por outro lado, sistemas na˜o causais e antiesta´veis1 geram matrizes de transfereˆncia que
pertencem a H⊥2 .
Sendo um espac¸o de Hilbert, o espac¸o H2 e´ equipado com produto interno e
norma definida por
‖F‖22 = sup
σ>0
{
1
2π
∫ +∞
−∞
Tr(F (σ + jω)∗F (σ + jω))dω
}
, (2.1)
em que F ∈ H2. Como apresentado em (ZHOU et al., 1996), a expressa˜o (2.1) equivale a
‖F‖22 =
1
2π
∫ +∞
−∞
Tr(F (jω)∗F (jω))dω. (2.2)
Vale ressaltar a relac¸a˜o dos espac¸os L2, H2 e H⊥2 no domı´nio da frequeˆncia
com os espac¸os no domı´nio do tempo introduzidos no in´ıcio do cap´ıtulo. Para tanto,
1 Sistemas dinaˆmicos antiesta´veis teˆm todos os autovalores no semiplano direito, sendo uma subclasse
dos sistemas insta´veis. Ver Zhou et al. (1996), Fairman (1998) para maiores detalhes.
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note que se uma func¸a˜o (matricial, vetorial ou escalar) no tempo f(t) ∈ L2(−∞,+∞),
enta˜o a transformada bilateral de Laplace existe, e o eixo imagina´rio pertencente a` regia˜o
de convergeˆncia. Definindo F (s) = L{f(t)}, em que F (s) e´ a transformada de Laplace
da func¸a˜o f(t), e L : L2(−∞,+∞) → L2 e´ uma transformac¸a˜o linear entre os espac¸os
L2(−∞,+∞), no domı´nio do tempo, e L2, na frequeˆncia, e usando o teorema de Parseval,
tem-se que
‖F (s)‖2 = ‖f(t)‖2,
ou seja, a transformac¸a˜o L e´ um isomorfismo entre L2(−∞,+∞) e L2. Considerando L+
a transformada de Laplace a` direita e L− a transformada de Laplace a` esquerda, mostra-
se, de maneira similar, que essas estabelecem um isomorfismo entre os espac¸os no tempo
L2+ e L⊥2+, e os espac¸os na frequeˆncia H2 e H⊥2 , respectivamente. Em outras palavras, os
espac¸os L2(−∞,+∞), L2+ e L⊥2+ sa˜o relacionados por meio de uma transformac¸a˜o linear
isomo´rfica (diga-se, transformada de Laplace) com os espac¸os no domı´nio da frequeˆncia
L2, H2 e H⊥2 .
Ale´m do espac¸o H2, utiliza-se o espac¸o H∞ na apresentac¸a˜o dos resultados
dessa dissertac¸a˜o. O conjunto L∞ e´ um espac¸o de Banach (pore´m, na˜o de Hilbert, pois
na˜o e´ equipado com um produto interno) formado por func¸o˜es complexas de varia´veis
complexas que sa˜o essencialmente limitadas2 no eixo imagina´rio, ou seja,
ess sup
ω∈R
σ¯(F (jω)) <∞,
associadas a` norma
‖F (s)‖∞ = ess sup
ω∈R
σ¯(F (jω)). (2.3)
No caso em que F (jω) e´ uma func¸a˜o racional, a expressa˜o (2.3) equivale a
‖F (s)‖∞ = sup
ω∈R
σ¯(F (jω)). (2.4)
Associados ao espac¸o L∞, teˆm-se os subespac¸os H∞ e H−∞. O primeiro e´ for-
mado pelo conjunto de func¸o˜es anal´ıticas em Re(s) > 0 e limitadas no eixo imagina´rio, e
o segundo por func¸o˜es anal´ıticas em Re(s) < 0 e limitadas no eixo imagina´rio. O espac¸o
H∞ e´ equipado com a norma
‖F (s)‖∞ = ess sup
σ>0
σ¯(F (s)) = ess sup
ω∈R
σ¯(F (jω)), (2.5)
e H−∞, por sua vez, com
‖F (s)‖∞ = ess sup
σ<0
σ¯(F (s)) = ess sup
ω∈R
σ¯(F (jω)). (2.6)
Observe que, se F (s) ∈ H∞ ou F (s) ∈ H−∞ e´ uma func¸a˜o racional pro´pria,
enta˜o ‖F (s)‖∞ = supω∈R σ¯(F (jω)).
2 Uma func¸a˜o e´ essencialmente limitada se existe uma constante c, tal que o conjunto {ω ∈ R : |F (jω)| >
c} e´ um conjunto de medida zero.
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A normaH∞ tem uma interpretac¸a˜o importante no estudo de sistemas lineares
invariantes no tempo, pois representa o valor do ganho ma´ximo, denominado ganho L2,
entre a energia da entrada e sa´ıda ao considerarem-se sinais de entradas pertencentes ao
espac¸o L2. Esse resultado e´ apresentado a seguir.
Teorema 2.1. Considere H(s) ∈ L∞ a matriz de transfereˆncia de um sistema linear
e invariante no tempo de dimensa˜o p × q. Enta˜o, ‖H(s)‖∞ representa o ganho ma´ximo
da energia de sa´ıda para a entrada ao aplicarem-se sinais de entradas quadraticamente
integra´veis, ou seja, sinais pertencentes ao L2.
Demonstrac¸a˜o. A prova pode ser encontrada em (ZHOU et al., 1996).
As seguintes propriedades associadas a`s matrizes de transfereˆncias racionais
que pertencem ao espac¸o L∞ sa˜o importantes no contexto deste trabalho.
i) Se H(s) ∈ L∞, enta˜o {Y (s) : Y (s) = H(s)U(s) : U(s) ∈ L2} ⊂ L2;
ii) Se H(s) ∈ H∞, enta˜o {Y (s) : Y (s) = H(s)U(s) : U(s) ∈ H2} ⊂ H2;
iii) Se H(s) ∈ H−∞, enta˜o {y(s) : Y (s) = H(s)U(s) : U(s) ∈ H⊥2 } ⊂ H⊥2 .
Doravante, os resultados apresentados referem-se a`s matrizes racionais que
pertencem ao espac¸o H∞, e, portanto, assume-se que ‖H(s)‖∞ ≤ γ implica que H(s)
e´ uma matriz de transfereˆncia de um sistema causal e anal´ıtica no semiplano direito e,
portanto, BIBO (do ingleˆs, Bounded input bounded output) esta´vel.
2.2 Ca´lculo das Normas H2 e H∞ Usando LMIs
Nesta sec¸a˜o, o ca´lculo das normas H2 e H∞ de matrizes de transfereˆncias asso-
ciadas a sistemas dinaˆmicos lineares e invariantes no tempo usando LMIs e´ apresentado.
Aborda-se, primeiramente, o ca´lculo da norma H2, para sistemas cont´ınuos e discretos,
usando as formulac¸o˜es primal e dual. Em seguida, o problema da determinac¸a˜o da norma
H∞ por meio de LMIs e´ apresentado.
Para tanto, considere o sistema em espac¸o de estados
δ[x] = Ax+ Bu
y = Cx+ Du (2.7)
com
A ∈ Rn×n, B ∈ Rn×r, C ∈ Rp×n, D ∈ Rp×r,
em que x ∈ Rn e´ o vetor de estados, u ∈ Rr e´ o vetor de entradas, y ∈ Rp representa o
vetor de sa´ıdas e δ[x] e´ ou o operador derivada, x˙(t), para sistemas cont´ınuos, ou avanc¸o
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no tempo, x(k + 1), para sistemas discretos. Adicionalmente, considere
H(ζ) = C(ζI − A)−1B + D (2.8)
a matriz de transfereˆncia racional associada ao sistema (2.7), sendo ζ a varia´vel de Laplace
s no caso de sistemas cont´ınuos, ou a varia´vel z para sistemas discretos.
2.2.1 Ca´lculo da Norma H2
Antes da apresentac¸a˜o das condic¸o˜es usando LMIs para o ca´lculo da norma H2
do sistema (2.7), note que, no caso cont´ınuo, o modelo representa sistemas cujas respostas
ao impulso h(t) sa˜o nulas para t < 0, ou seja, sistemas causais. Consequentemente, as
correspondentes matrizes de transfereˆncias (2.8) sa˜o elementos do espac¸o H2 se e somente
se h(t) ∈ L2[0,+∞). Em espac¸os de estados, a condic¸a˜o h(t) ∈ L2[0,+∞) implica que
a matriz A e´ Hurwitz (todos os autovalores teˆm parte real negativa), e a matriz D e´
nula (ZHOU et al., 1996). No caso discreto, por outro lado, h(k) ∈ l2[0,+∞) se e somente
se a matriz A for Schur esta´vel (todos os autovalores esta˜o no interior do c´ırculo de raio
unita´rio do plano complexo).
Deste ponto em diante, ao mencionar-se norma H2 de uma matriz de trans-
fereˆncia, assume-se, implicitamente, que as restric¸o˜es supracitadas sa˜o impostas ao mo-
delo (2.7).
2.2.1.1 Sistemas Cont´ınuos
Conforme apresentado na expressa˜o (2.2), se a matriz H(s), dada em (2.8),
pertence ao espac¸o H2, a norma e´ definida por
‖H(s)‖22 =
1
2π
∫ +∞
0
Tr(H(jω)∗H(jω))dω
=
∫ +∞
0
Tr(h∗(t)h(t))dt =
∫ +∞
0
Tr(h(t)h∗(t))dt, (2.9)
em que
h(t) =

Ce
AtB, t ≥ 0.
0, t < 0.
Substituindo a expressa˜o de h(t) em (2.9), obteˆm-se as expresso˜es para o ca´lculo da norma
H2 do sistema cont´ınuo (2.7).
Lema 2.1. Considere o sistema cont´ınuo controla´vel e observa´vel descrito por (2.7), em
que A e´ Hurwitz e D = 0. O valor da norma H2 (ao quadrado) da matriz de transfereˆncia
H(s) e´ dado por
‖H(s)‖22 = Tr(BTPB) = Tr(CWCT ) (2.10)
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em que P = PT ≻ 0 e W = WT ≻ 0 sa˜o soluc¸o˜es das equac¸o˜es
ATP + PA + CTC = 0, (2.11)
AW + WAT + BBT = 0. (2.12)
As matrizes P e W sa˜o denominadas gramianos de observabilidade e controlabilidade,
respectivamente.
As equac¸o˜es (2.11)–(2.12) apresentam soluc¸o˜es u´nicas, sime´tricas e definidas
positivas se A for Hurwitz e (A,C) for observa´vel, ou (A,B) for controla´vel (propriedades
da soluc¸a˜o da equac¸a˜o de Lyapunov). Portanto, usando o resultado do Lema 2.1, a norma
H2 do sistema (2.7) pode ser calculada pela expressa˜o (2.10) a partir da soluc¸a˜o de (2.11)
ou (2.12).
Alternativamente, usando o resultado a seguir (RAN; VREUGDENHIL, 1988),
o ca´lculo da norma H2 do sistema (2.7) pode ser formulado por meio de um problema
convexo de otimizac¸a˜o com restric¸o˜es LMIs.
Lema 2.2. Considere A ∈ Rn×n uma matriz Hurwitz, matrizes sime´tricas Q2 ≻ Q1  0
tais que o par (A, Q
1/2
i ), seja observa´vel para i = 1, 2. Defina P1 e P2 soluc¸o˜es das equac¸o˜es
ATP1 + P1A +Q1 = 0, A
TP2 + P2A +Q2 = 0.
Enta˜o, P2 ≻ P1.
Usando o Lema 2.2, considere uma matriz P˜ tal que
AT P˜ + P˜A + CTC ≺ 0, (2.13)
enta˜o P˜ ≻ P, em que P e´ a soluc¸a˜o da equac¸a˜o (2.11). Portanto, a norma ‖H(s)‖2 pode
ser calculada a partir da seguinte formulac¸a˜o convexa (DE OLIVEIRA, 1999):
‖H(s)‖22 = inf{Tr(BTPB) : ATP + PA + CTC ≺ 0}. (2.14)
Observe que uma questa˜o a ser discutida e´ se, de fato, a soluc¸a˜o obtida por
meio de (2.14) equivale a` soluc¸a˜o do Lema 2.1. Sem utilizar argumentos matema´ticos
complexos, a equivaleˆncia pode ser provada por meio de uma redefinic¸a˜o da matriz de
sa´ıda C. Dessa forma, fazendo-se
C ←

 C√
ǫI

 ,
em que ǫ > 0, a formulac¸a˜o (2.14) e´ equivalente ao seguinte problema convexo sobre um
conjunto fechado (DE OLIVEIRA, 1999):
‖H(s, ǫ)‖22 = min{Tr(BTPB) : ATP + PA + CTC  0}. (2.15)
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A diferenc¸a entre as normas calculadas a partir do procedimento (2.15) e do
Lema 2.1 e´ dada por
‖H(s, ǫ)‖22 − ‖H(s)‖22 = ǫTr(W) = O(ǫ), (2.16)
portanto, como o valor de ǫ controla a distaˆncia entre as soluc¸o˜es, tornando as soluc¸o˜es do
problema ta˜o pro´ximas quanto desejado, o problema de determinac¸a˜o da norma H2 e´ feito
utilizando3 a formulac¸a˜o (2.14). As formulac¸o˜es com LMIs, como (2.14), podem ser ainda
expandidas pela utilizac¸a˜o do complemento de Schur (BOYD et al., 1994), resultando em
condic¸o˜es mais prop´ıcias para a s´ıntese de filtros (DE OLIVEIRA, 1999).
Lema 2.3. Considere o sistema cont´ınuo representado por (2.7). As seguintes relac¸o˜es
sa˜o equivalentes:
i) ‖H(s)‖2 < ρ.
ii) Existem matrizes 0 ≺ P = P T ∈ Rn×n e M = MT ∈ Rr×r tais que
Tr(M) < ρ2, (2.17)
M BTP
PB P

 ≻ 0, (2.18)

ATP + PA CT
C −I

 ≺ 0. (2.19)
iii) Existem matrizes 0 ≺W = W T ∈ Rn×n e M = MT ∈ Rp×p tais que (2.17),
 M CW
WCT W

 ≻ 0, (2.20)

AW +WAT B
BT −I

 ≺ 0. (2.21)
O valor da norma H2 (ao quadrado) do sistema (2.7) e´ obtido, de maneira equivalente,
por meio dos seguintes problemas de otimizac¸a˜o convexa
‖H(s)‖22 = min.{ρ2 : (2.17)–(2.19)}, (2.22)
ou
‖H(s)‖22 =min.{ρ2 : (2.17), (2.20)–(2.21)}. (2.23)
Ale´m disso, os problemas (2.22) e (2.23) sa˜o chamados de formulac¸a˜o primal e dual,
respectivamente.
3 A partir deste ponto do manuscrito, apenas desigualdades estrita
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2.2.1.2 Sistemas Discretos
De maneira ana´loga ao caso cont´ınuo, a expressa˜o
‖H(z)‖22 =
1
2π
∫ π
−π
Tr(H(ejω)∗H(ejω))dω
=
+∞∑
k=0
Tr(h∗(k)h(k)) =
+∞∑
k=0
Tr(h(k)h∗(k)) (2.24)
e´ utilizada para o ca´lculo da normaH2 da func¸a˜o de transfereˆncia discreta (2.8). A sequeˆn-
cia h(k) e´ a resposta ao impulso do sistema discreto (2.7) dada por
h(k) =

CA
k−1B, k > 0.
D, k = 0.
(2.25)
Substituindo-se (2.25) em (2.24), obte´m-se o seguinte resultado (ana´logo ao Lema 2.1 para
sistemas cont´ınuos).
Lema 2.4. Considere o sistema discreto (2.7), com matriz A Schur esta´vel. Enta˜o,
‖H(z)‖22 = Tr(BTPB + DTD) = Tr(CWCT + DDT ) (2.26)
ATPA− P + CTC = 0, (2.27)
AWAT −W + BBT = 0, (2.28)
sendo P = PT e W = WT os gramianos de observabilidade e controlabilidade, respectiva-
mente.
Similar ao caso cont´ınuo, como a matriz A e´ Schur esta´vel, as matrizes P e W
sa˜o positivas definidas. Resultados para o ca´lculo da norma H2 para sistemas discretos
usando LMIs sa˜o apresentados a seguir.
Lema 2.5. Considere um sistema Schur esta´vel representado por (2.7). Enta˜o, as seguintes
afirmac¸o˜es sa˜o equivalentes.
i) ‖H(z)‖2 < ρ
ii) Existem matrizes 0 ≺ P = P T ∈ Rn×n e M = MT ∈ Rr×r tais que (2.17),


M BTP DT
PB P 0
D 0 I

 ≻ 0, (2.29)


−P ATP CT
PA −P 0
C 0 −I

 ≺ 0. (2.30)
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iii) Existem matrizes 0 ≺W = W T ∈ Rn×n e M = MT ∈ Rp×p tais que (2.17),

M CW D
WCT W 0
DT 0 I

 ≻ 0, (2.31)


−W AW B
WAT −W 0
BT 0 −I

 ≺ 0. (2.32)
Assim, a norma H2 pode ser calculada usando as formulac¸o˜es primal
‖H(z)‖22 = min.{ρ2 : (2.17), (2.29)–(2.30)},
ou dual
‖H(z)‖22 = min.{ρ2 : (2.17), (2.31)–(2.32)}.
2.2.2 Ca´lculo da norma H∞
A norma H∞ do sistema (2.7) e´ utilizada nos resultados apresentados nesta
dissertac¸a˜o. Consideram-se sistemas dinaˆmicos cujas matrizes de transfereˆncias sa˜o racio-
nais e pertencem ao espac¸o H∞ (ou seja, causais e anal´ıticas no semiplano direito fechado).
No caso cont´ınuo, a matriz de transfereˆncia e´ limitada no eixo imagina´rio e tem norma
H∞ dada por
‖H(s)‖∞ = sup
ω>0
σ¯(H(jω)).
No caso discreto, sa˜o considerados sistemas nos quais a matriz de transfereˆncia e´ limitada
no c´ırculo unita´rio, com norma H∞ dada por
‖H(z)‖∞ = sup
ω∈[−π,π]
σ¯(H(ejω)).
A partir do resultado do Teorema 2.1 (bem como o equivalente discreto), estabelece-se o
seguinte resultado para o ca´lculo da norma H∞ do sistema linear e invariante no tempo
dado em (2.7).
Lema 2.6. Considere o sistema cont´ınuo linear e invariante no tempo dado em (2.7). As
seguintes condic¸o˜es sa˜o equivalentes:
i) ‖H(s)‖∞ < γ.
ii) Existe uma matriz sime´trica 0 ≺ P ∈ Rn×n tal que

ATP + PA PB CT
BTP −I DT
C D −γ2I

 ≺ 0. (2.33)
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Demonstrac¸a˜o. A partir do resultado do Teorema 2.1, sabe-se que ‖H(s)‖∞ < γ se, e
somente se,
‖y(t)‖22 ≤ γ2‖u(t)‖22. (2.34)
Note que, dizer que H(s) e´ racional e anal´ıtica no semiplano direito fechado e´ o mesmo
que garantir que a matriz A no sistema (2.7) e´ Hurwitz. Ou seja, existe uma matriz
sime´trica P ≻ 0 tal que, a derivada da func¸a˜o de Lyapunov quadra´tica nos estados,
v(x(t)) = x(t)TPx(t), e´ negativa, isto e´
x(t)T (ATP + PA)x(t) + 2u(t)TBTPx(t) < 0. (2.35)
Reescrevendo (2.34) por meio de produtos escalares e somando-se a desigualdade resul-
tante com (2.35), obte´m-se a seguinte desigualdade
x(t)T (ATP + PA)x(t) + 2u(t)TBTPx(t) + y(t)Ty(t)− γ2u(t)Tu(t) < 0. (2.36)
Substituindo-se a expressa˜o para y(t) obtida de (2.7) em (2.36), tem-se
[
x(t)T u(t)T
] ATP + PA + CTC PB + CTD
BTP + DTC DTD− γ2I



x(t)
u(t)

 < 0. (2.37)
Como a desigualdade (2.37) deve ser va´lida para todo t ≥ 0, ∀x(t) e ∀u(t), tem-se
ATP + PA + CTC PB + CTD
BTP + DTC DTD− γ2I

 ≺ 0.
Portanto, o resultado segue pela aplicac¸a˜o do complemento de Schur.
O valor da norma H∞ pode ser obtido a partir do problema de otimizac¸a˜o
convexo
‖H(s)‖2∞ = min.{γ2 : (2.33)}.
Lema 2.7. Com relac¸a˜o ao sistema discreto representado por (2.7), as seguintes condic¸o˜es
sa˜o equivalentes.
i) ‖H(z)‖∞ < γ
ii) Existe uma matriz sime´trica 0 ≺ P ∈ Rn×n tal que

ATPA− P ATPB CT
BTPA BTPB− γ2I DT
C D −I

 ≺ 0. (2.38)
A norma H∞ e´ obtida por meio do problema de otimizac¸a˜o convexo
‖H(z)‖2∞ = min.{γ2 : (2.38)}.
Demonstrac¸a˜o. Similar ao caso cont´ınuo.
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2.3 Resultados Auxiliares
Alguns resultados auxiliares sa˜o apresentados nesta sec¸a˜o, a saber: os lemas de
Finsler e da Projec¸a˜o, bastante utilizados em teoria de controle, pois permitem a obtenc¸a˜o
de condic¸o˜es equivalentes na forma de LMIs. Por muitas vezes, o Lema de Finsler e´ utili-
zado para separar as varia´veis de decisa˜o da matriz de Lyapunov, permitindo que a matriz
de Lyapunov seja considerada dependente de paraˆmetros. O Lema de Finsler tambe´m e´
usado em condic¸o˜es relacionadas com as normas H2 ou H∞ e para introduzir varia´veis
extras nas condic¸o˜es, as chamadas varia´veis de folga, ou multiplicadores, proporcionando
condic¸o˜es menos conservadoras ao tratar sistemas incertos.
2.3.1 Lema de Finsler
Composto por quatro equivaleˆncias alge´bricas, o Lema de Finsler e´ uma ferra-
menta essencial no projeto de sistemas de controle usando LMIs.
Lema 2.8. Considere uma matriz hermitiana Q ∈ Cn×n e uma matriz B ∈ Cm×n com
m < n e rank(B) = r < n. Enta˜o, as seguintes condic¸o˜es sa˜o equivalentes.
i) zTQz < 0, para todo z tal que Bz = 0.
ii) B⊥
∗
QB⊥ ≺ 0.
iii) ∃µ ∈ R, µ > 0 : Q− µB∗B ≺ 0.
iv) ∃X ∈ Cn×m : Q +XB + B∗X∗ ≺ 0.
Demonstrac¸a˜o. A prova deste lema pode ser encontrada em (SKELTON et al., 1998) ou
em (DE OLIVEIRA; SKELTON, 2001), e e´ reproduzida a seguir.
i) ⇒ ii): Primeiramente note que todo vetor z tal que Bz = 0, pode ser escrito como
z = B⊥y, para algum y ∈ Cn−r. Enta˜o,
y∗B⊥
∗
QB⊥y = z∗Qz < 0,
usando-se o fato que i) e´ verdadeiro.
ii)⇒ i): De maneira similar, assume-se que ii) e´ verdadeiro. Portanto,
z∗Qz = y∗B⊥∗QBy < 0,
em que z = B⊥y, ou seja, Bz = 0.
iii), iv) ⇒ ii): Primeiramente, considere o caso iii) ⇒ ii). Assumindo que o item iii) e´
verdadeiro, note que
B
⊥∗
QB
⊥ = B⊥
∗
(Q− µB∗B)B⊥,
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como, por hipo´tese, Q−µB∗B ≺ 0 e B⊥ tem posto completo de colunas, o resultado segue.
A implicac¸a˜o iv)⇒ ii) pode ser mostrada similarmente.
iii) ⇒ iv): Assumindo que o item iii) e´ verdadeiro e escolhendo X = (−µ/2)B∗, observe
que
Q +XB + B∗X∗ = Q− µB∗B ≺ 0.
ii)⇒ iii): Suponha que o item ii) e´ verdadeiro. Note que se existir uma matriz D ∈ Cn×r
tal que rank(D) = r,
rank
[
D B⊥
]
= n, (2.39)
e D∗B∗BD = I, enta˜o o resultado esta´ provado. Isto pode ser verificado da identidade
 D∗
B⊥
∗

 (Q− µB∗B) [D B⊥] =

D∗QD− µI D∗QB⊥
B⊥
∗
QD B⊥
∗
QB⊥

 (2.40)
e, por hipo´tese, B⊥
∗
QB⊥ ≺ 0. Enta˜o, com a aplicac¸a˜o do complemento de Schur prova-
se que existe um escalar µ > 0 que faz com que a matriz a` direita da igualdade na
expressa˜o (2.40) seja definida negativa.
Neste ponto, a prova do lema resume-se a` busca de uma matriz D com as
caracter´ısticas supracitadas. Para tanto, considere a decomposic¸a˜o de posto completo4 da
matriz B = BℓBr, em que Bℓ ∈ Cm×r e Br ∈ Cr×n. A partir dessa decomposic¸a˜o, a matriz
de interesse e´ constru´ıda da seguinte forma D = B∗r(BrB
∗
r)
−1(B∗ℓBℓ)
−1/2. Note que essa
matriz satisfaz as propriedades desejadas.
Observe que i) e ii) estabelecem a equivaleˆncia entre o teste de negatividade
de Q no subespac¸o vetorial formado pelo conjunto de vetores, w ∈ Cm, tais que Bw = 0
com a negatividade da mesma matriz ao restringir-se o domı´nio ao subespac¸o gerado pelos
vetores ortogonais a R(BT ). Adicionalmente, note que nos itens iii) e iv) introduzem-se
varia´veis extras µ e X, respectivamente.
2.3.2 Lema da Projec¸a˜o
O Lema da Projec¸a˜o estabelece alternativas para testar a negatividade de
uma expressa˜o matricial em dois subespac¸os simultaneamente. O resultado e´ importante
no desenvolvimento de condic¸o˜es alternativas para o ca´lculo das normas H2 e H∞ de
sistemas dinaˆmicos lineares e invariantes no tempo.
Lema 2.9. Considere x ∈ Cn, Q = Q∗ ∈ Cn×n, S ∈ Cm×n e K ∈ Rp×n tais que rank(S) < n
e rank(K) < n. Enta˜o, as seguintes condic¸o˜es sa˜o equivalentes:
4 Esta fatorac¸a˜o sempre existe e pode ser obtida a partir da decomposic¸a˜o de valores singulares da
matriz B. Por exemplo, considere B = UΣV ∗, com U =
[
U1 U2
]
, V =
[
V1 V2
]
e Σ = diag{Σr, 0},
em que Σr = diag{σi}, i = 1, . . . , r. Enta˜o, pode-se escolher Bℓ = U1 e Br = ΣrV ∗1 . Vale a pena
destacar que esta decomposic¸a˜o na˜o e´ u´nica.
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i) S⊥
∗
QS⊥ ≺ 0 e K⊥∗QK⊥ ≺ 0.
ii) ∃µ ∈ R, µ > 0 : Q− µS∗S ≺ 0 e Q− µK∗K ≺ 0.
iii) ∃X ∈ Cp×m : Q + K∗XS + S∗X∗K ≺ 0.
Demonstrac¸a˜o. A prova desse lema pode ser encontrada em (SKELTON et al., 1998) ou
em (BOYD et al., 1994); pore´m, a versa˜o da prova nesta dissertac¸a˜o segue a apresentada
em (DE OLIVEIRA, 2016).
ii), iii)⇒ i): Segue passos similares aos utilizados na prova do Lema de Finsler, realizando
transformac¸o˜es de congrueˆncias com S⊥ e K⊥.
i)⇒ ii): Supondo que i) e´ verdadeiro e aplicando do Lema de Finsler para cada desigual-
dade, sabe-se que existem escalares positivos µ1 e µ2 tais que
Q− µ1S∗S ≺ 0, Q− µ2K∗K ≺ 0.
Definindo µ = max{µ1, µ2}, o item ii) e´ obtido.
ii)⇒ iii): Supondo que ii) e´ verdadeiro, e definindo Φ = Q− ν2S∗S− ν2K∗K, tem-se:
Φ + ν2K∗K ≺ 0, (2.41)
Φ + ν2S∗S ≺ 0, (2.42)
em que µ = ν2. Observe que Φ ≺ 0, pois
Φ =
1
2
[
(Q− 2ν2S∗S) + (Q− 2ν2K∗K)
]
.
Portanto, usando complemento de Schur, estabelecem-se as seguintes equivaleˆncias:
Φ + ν2K∗K ≺ 0⇔

 Φ νK∗
νK −I

 ≺ 0⇔ −I − ν2KΦ−1K∗ ≺ 0.
Similarmente,
Φ+ ν2S∗S ≺ 0⇔ −I − ν2SΦ−1S∗ ≺ 0.
Consequentemente, conclui-se que
−I − ν2SΦ−1S∗ Y∗ − ν2SΦ−1K∗
Y − ν2KΦ−1S∗ −I − ν2KΦ−1K∗

 ≺ 0, (2.43)
em que Y = ν2KΦ−1S∗. Aplicando complemento de Schur, a expressa˜o (2.43) e´ equivalente
a 

Φ νS∗ νK∗
νS −I Y∗
νK Y −I

 ≺ 0,
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que equivale a
Φ + ν2K∗K νS + νK∗Y
νS + νY∗K −I + Y∗Y

 =

 Q− ν2S∗S ν(S + Y∗K)∗
ν(S + Y∗K) −I + Y∗Y

 ≺ 0.
Mais uma vez, a partir do complemento de Schur, obteˆm-se as seguintes correspondeˆncias
−I + Y∗Y ≺ 0, Q− ν2S∗S + ν2(S + Y∗K)∗(−I + Y∗Y)−1(S + Y∗K) ≺ 0. (2.44)
Usando o lema da inversa de matrizes, a segunda desigualdade de (2.44) pode
ser reescrita como
Q + ν2K∗YS + ν2S∗Y∗K + ν2K∗YY∗K + ν2(S + Y∗K)∗(I −YY∗)−1(S + Y∗K) ≺ 0.
Ou seja, iii) e´ verdadeira e o resultado esta´ provado com X = ν2Y .
2.4 Ca´lculo das Normas H2 e H∞ Usando Escalares
O ca´lculo das normas H2 e H∞ do sistema (2.7) pode ser feito de maneira al-
ternativa a partir de desigualdades matriciais com escalares (que tornam-se LMIs para um
valor fixo do escalar), obtidas por meio do Lema 2.9 aplicado aos resultados apresentados
nos Lemas 2.3, 2.5, 2.6 e 2.7.
Os lemas a seguir apresentam condic¸o˜es equivalentes com paraˆmetro escalar
para o ca´lculo da norma H2 de um sistema linear e invariante no tempo (PIPELEERS et
al., 2009; BRAGA et al., 2012), tanto no caso cont´ınuo quanto no caso discreto.
Lema 2.10. Considere o sistema cont´ınuo dado por (2.7). Enta˜o as seguintes condic¸o˜es
sa˜o equivalentes:
i) ‖H(s)‖2 < ρ
ii) Existem matrizes 0 ≺ P = P T ∈ Rn×n, M = MT ∈ Rr×r, X ∈ Rn×n e G ∈ Rn×n, e
um escalar ξ > 0 tais que (2.17),

P − G− GT GTB
BTG −M

 ≺ 0, (2.45)


ξ(ATX + XTA) P + ATX − ξXT CT
P + XTA− ξX −X − XT 0
C 0 −I

 ≺ 0. (2.46)
Condic¸o˜es similares sa˜o obtidas a partir da formulac¸a˜o dual, substituindo (A,B,C) por
(AT ,CT ,BT ).
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Um limitante superior para a norma H2 do sistema cont´ınuo (2.7) pode ser
calculado em func¸a˜o do paraˆmetro ξ > 0 por meio do seguinte problema de otimizac¸a˜o
convexa
‖H(s, ξ)‖22 = min.{ρ2 : (2.17), (2.45)–(2.46)}, (2.47)
ou, alternativamente, trocando-se (2.45) e (2.46) pelas respectivas formulac¸o˜es duais.
Demonstrac¸a˜o. A equivaleˆncia entre i) e ii) e´ estabelecida utilizando os resultados dos
Lemas 2.3 e 2.9. O resultado do Lema 2.9 e´ usado para provar equivaleˆncia entre as
desigualdades (2.45) e (2.18), e entre (2.46) e (2.19). Dessa forma, o resultado segue a
partir do Lema 2.3. Para tanto, observe que (2.45) pode ser reescrita como

P 0
0 −M


︸ ︷︷ ︸
Q
+

−I
BT

G [I 0]︸ ︷︷ ︸
K
+

I
0

GT [−I B]︸ ︷︷ ︸
S
≺ 0,
e note que, com a escolha
S
⊥ =

B
I

 ,
S⊥
∗
QS⊥ ≺ 0 e´ a desigualdade (2.18), apo´s o uso do complemento de Schur. Ademais,
K⊥
∗
QK⊥ ≺ 0, com
K
⊥ =

0
I

 ,
implica em M ≻ 0, que e´ automaticamente satisfeita. Usando a equivaleˆncia entre i) e
iii) do Lema 2.9, prova-se a equivaleˆncia entre (2.45) e (2.18). Analogamente, a desigual-
dade (2.46) pode ser reescrita como

0 P CT
P 0 0
C 0 −I


︸ ︷︷ ︸
Q
+


AT
−I
0

X
[
ξI I 0
]
︸ ︷︷ ︸
K
+


ξI
I
0

XT
[
A −I 0
]
︸ ︷︷ ︸
S
≺ 0.
Uma vez que S⊥
∗
QS⊥ ≺ 0, com a escolha
S
⊥ =


I 0
A 0
0 I

 , (2.48)
e´ correspondente, por complemento de Schur, a` desigualdade (2.19), e K⊥
∗
QK⊥ ≺ 0, por
meio da escolha
K⊥ =


−I 0
ξI 0
0 I

 , (2.49)
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e´ 
−2ξP CT
C −I

 ≺ 0, (2.50)
conclui-se que, se a desigualdade (2.50) e´ satisfeita para um determinado valor de ξ > 0,
a desigualdade (2.46) e´ equivalente a (2.19). A prova para a formulac¸a˜o dual do caso
cont´ınuo e´ obtida usando passos ana´logos.
Para provar que o problema de otimizac¸a˜o (2.47) conte´m a soluc¸a˜o da equa-
c¸a˜o (2.11), define-se X = XT = P/ξ. Em seguida, com a aplicac¸a˜o do complemento de
Schur com relac¸a˜o ao bloco (3, 3) de (2.46), a seguinte desigualdade equivalente e´ obtida
ATP + P TA + CTC ATP/ξ
PA/ξ −2P/ξ

 ≺ 0. (2.51)
Aplicando-se o complemento de Schur mais um vez, desta vez com respeito ao bloco (2, 2)
da desigualdade (2.51), obteˆm-se as desigualdades
ATP + PA + CTC +
1
2ξ
ATPA ≺ 0, P ≻ 0. (2.52)
Note que quando o valor do paraˆmetro escalar ξ →∞, a matriz P, soluc¸a˜o da
equac¸a˜o (2.11), e´ obtida. Portanto, limξ→∞ ‖H(s, ξ)‖2 = ‖H(s)‖2.
Lema 2.11. Com relac¸a˜o ao sistema discreto dado por (2.7), as seguintes condic¸o˜es sa˜o
equivalentes:
i) ‖H(z)‖2 < ρ.
ii) Existem matrizes P = P T ∈ Rn×n, M = MT ∈ Rr×r, X ∈ Rn×n e G ∈ Rn×n, e um
escalar ξ ∈ (−1, 1) tais que (2.17),

−P P 0 0
P −G− GT GB 0
0 BTGT −M DT
0 0 D −I

 ≺ 0 (2.53)


−P + ξ(ATX + XTA) ATX − ξXT CT
XTA− ξX P − X − XT 0
C 0 −I

 ≺ 0 (2.54)
Similarmente ao caso cont´ınuo, um limitante superior para a norma H2 do
sistema discreto (2.7) pode ser obtido a partir do seguinte problema convexo de otimizac¸a˜o
em que ξ ∈ (−1, 1),
‖H(z, ξ)‖22 =min.{ρ2 : (2.17), (2.53)—(2.54)}. (2.55)
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Demonstrac¸a˜o. Seguindo passos similares ao caso cont´ınuo, a equivaleˆncia entre i) e ii)
pode ser estabelecida reescrevendo (2.53) como

−P P 0 0
P 0 0 0
0 0 −M DT
0 0 D −I


︸ ︷︷ ︸
Q
+


0
I
0
0

G
[
0 −I B 0
]
︸ ︷︷ ︸
S
+


0
−I
BT
0

G
T
[
0 I 0 0
]
︸ ︷︷ ︸
K
≺ 0,
e observando que, com
S⊥ =


I 0 0
0 B 0
0 I 0
0 0 I

 ,
a desigualdade S⊥
∗
QS⊥ ≺ 0 e´ (2.29), e que
K⊥
∗
QK⊥ =


−P 0 0
0 −M DT
0 D −I

 ≺ 0,
com
K⊥ =


I 0 0
0 0 0
0 I 0
0 0 I

 ,
e´ automaticamente satisfeita, uma vez que (2.29) implica em M ≻ DTD. Dessa forma,
usando o Lema 2.9 mostra-se que (2.53) e (2.29) sa˜o equivalentes. Reescrevendo-se (2.54)
como 

−P 0 CT
0 P 0
C 0 −I


︸ ︷︷ ︸
Q
+


AT
−I
0

X
[
ξI I 0
]
︸ ︷︷ ︸
K
+


ξI
I
0

XT
[
A −I 0
]
︸ ︷︷ ︸
S
≺ 0,
note que S⊥
∗
QS⊥ ≺ 0, com S⊥ dada em (2.48), e´ a desigualdade (2.30). Ademais, se existir
um ξ¯ tal que para todo ξ ∈ (−ξ¯, ξ¯) a desigualdade
K⊥
∗
QK⊥ =

(ξ2 − 1)P CT
C −I

 ≺ 0,
com K⊥ dada em (2.49), seja satisfeita, prova-se que (2.54) equivale a (2.30) pelo Lema 2.9.
A existeˆncia de tal ξ¯ e´ garantida, uma vez que −P + CTC ≺ 0 (pois A e´ Schur esta´vel).
Consequentemente, iii) e iv) sa˜o equivalentes. O resultado dual e´ obtido de maneira
similar.
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Discussa˜o similar ao caso cont´ınuo pode ser feita para provar que o problema
de otimizac¸a˜o (2.55) conte´m o valor o´timo. De fato, definindo X = XT = P e aplicando
complementos de Schur e´ poss´ıvel mostrar que a desigualdade (2.54) e´ satisfeita se e
somente se
ATPA− P + CTC + ξ2P ≺ 0, P ≻ 0.
Dessa forma, se ξ = 0, resolver o problema de otimizac¸a˜o (2.55) equivale ao problema de
ca´lculo da norma H2 o´tima (apresentado do Lema 2.5).
O ca´lculo da norma H∞ por meio de condic¸o˜es LMIs com paraˆmetro escalar e´
apresentado a seguir.
Lema 2.12. Com relac¸a˜o ao sistema cont´ınuo (2.7), as seguintes condic¸o˜es sa˜o equiva-
lentes.
i) ‖H(s)‖∞ < γ.
ii) Existem uma matriz sime´trica 0 ≺ P ∈ Rn×n, uma matriz X ∈ Rn×n, e um escalar
ξ > 0 tais que 

ATX + XTA P + ξATX − XT XTB CT
P + ξXTA− X −ξ(X + XT ) ξXTB 0
BTX ξBTX −I DT
C 0 D −γ2I

 ≺ 0. (2.56)
Demonstrac¸a˜o. Como no caso H2, estabelece-se a equivaleˆncia entre i) e ii) por meio do
Lema 2.9. Primeiramente, note que a desigualdade (2.56) pode ser reescrita como


0 P 0 CT
P 0 0 0
0 0 −I DT
C 0 D −γ2I


︸ ︷︷ ︸
Q
+


AT
−I
BT
0

X
[
I ξI 0 0
]
︸ ︷︷ ︸
K
+


I
ξI
0
0

X
T
[
A −I B 0
]
︸ ︷︷ ︸
S
≺ 0.
Observe que, com
S⊥ =


I 0 0
A B 0
0 I 0
0 0 I

 , K
⊥ =


ξI 0 0
−I 0 0
0 I 0
0 0 I

 , (2.57)
a desigualdade S⊥
∗
QS⊥ ≺ 0 e´ a desigualdade (2.33), e
K⊥
∗
QK⊥ =


−2ξP 0 −ξCT
0 −I DT
−ξC D −γ2I

 .
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Por meio do complemento de Schur, K⊥
∗
QK⊥ ≺ 0 se, e somente se, ξ > 0 e
−2ξP −
[
0 −ξCT
] −I DT
D −γ2I

−1

 0
−ξC

 ≺ 0.
Portanto, existe um ξ ∈ (0, ξ¯), tal que a desigualdade acima e´ sempre satisfeita, e a
equivaleˆncia entre i) e ii) segue pelo Lema 2.9. Note que a inversa indicada na desigualdade
acima existe, pois a matriz aparece como um bloco da diagonal na condic¸a˜o (2.33).
Lema 2.13. Considere o sistema discreto dado por (2.7), as seguintes relac¸o˜es sa˜o equi-
valentes.
i) ‖H(z)‖∞ < γ.
ii) Existem uma matriz sime´trica 0 ≺ P ∈ Rn×n, uma matriz X ∈ Rn×n, e um escalar
ξ ∈ (−1, 1) tais que

ξ(ATX + XTA)− P ATX − ξXT ξXTB CT
XTA− ξX P − X − XT XTB 0
ξBTX BTX −I DT
C 0 D −γ2I

 ≺ 0. (2.58)
Demonstrac¸a˜o. O resultado discreto e´ obtido de maneira similar, reescrevendo (2.58)
como,

−P 0 0 CT
0 P 0 0
0 0 −I DT
C 0 D −γ2I


︸ ︷︷ ︸
Q
+


AT
−I
BT
0

X
[
ξI I 0 0
]
︸ ︷︷ ︸
K
+


ξI
I
0
0

X
T
[
A −I B 0
]
︸ ︷︷ ︸
S
≺ 0,
e observando que, com a matriz S⊥ dada em (2.57) e
K⊥ =


−I 0 0
ξI 0 0
0 I 0
0 0 I

 ,
a desigualdade S⊥
∗
QS⊥ ≺ 0 e´ equivalente a` desigualdade (2.38), e que
K
⊥∗
QK
⊥ =


(ξ2 − 1)P 0 CT
0 −I DT
C D −γ2I

 .
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Enta˜o, K⊥
∗
QK⊥ ≺ 0 se, e somente se, existir um escalar ξ ∈ (−1, 1) tal que,
(ξ2 − 1)P +
[
0 CT
] I DT
D γ2I

−1

0
C

 ≺ 0.
No entanto, como (2.38) implica em
−P +
[
0 CT
] I DT
D γ2I

−1

0
C

 ≺ 0,
a equivaleˆncia entre iii) e iv) segue pelo Lema 2.9.
Observac¸a˜o 2.1. A utilidade dos Lemas 2.10, 2.11 2.12, e 2.13 torna-se evidente com a
introduc¸a˜o do conceito de custo garantido H2 e H∞ para sistemas com incertezas polito´-
picas. Nesse caso, as condic¸o˜es com escalares podem prover custos garantidos menores do
que os obtidos a partir de extenso˜es dos Lemas 2.3, 2.5 , 2.6 e 2.7 para tratar sistemas
incertos por meio da estabilidade quadra´tica. Ou seja, realizar busca no paraˆmetro escalar
pode ser vantajoso ao tratarem-se sistemas incertos.
2.5 Sistemas Dinaˆmicos com Incertezas Polito´picas
O conceito de estabilidade robusta e´ de grande importaˆncia na teoria de con-
trole. A robustez de um sistema de controle esta´ relacionada com a sua capacidade de
manter determinadas propriedades na presenc¸a de incertezas. As principais caracter´ısti-
cas deseja´veis associadas a um sistema incerto sa˜o estabilidade e custos garantidos H2
e H∞. Dentre os modelos utilizados para representar incertezas no espac¸o de estados,
destacam-se as incertezas intervalares, as limitadas em norma e as pertencentes a um
politopo.
Nesta dissertac¸a˜o, aborda-se o estudo de sistemas dinaˆmicos com incertezas
polito´picas usando como crite´rio de desempenho as normas H2 e H∞. Assim, sa˜o intro-
duzidos os conceitos de estabilidade robusta e custos garantidos H2 e H∞ para a classe
de incertezas polito´picas.
2.5.1 Estabilidade Robusta
Considera-se o modelo
δ[x] = A(α)x, (2.59)
em que a matriz A(α) pertence ao conjunto polito´pico convexo dado por
A =

A(α) : A(α) =
N∑
i=1
αiAi, α ∈ Ξ

,
Cap´ıtulo 2. Fundamentos 40
em que Ξ, o simplex unita´rio, e´ dado por
Ξ = {α ∈ RN :
N∑
i=1
αi = 1, αi ≥ 0}. (2.60)
As matrizes Ai, i = 1, . . . , N sa˜o os ve´rtices do politopo, ou seja, o paraˆmetro incerto
e´ invariante no tempo e pertence ao simplex representado por Ξ. A estabilidade do sis-
tema (2.59) pode ser verificada por meio de func¸o˜es de Lyapunov quadra´ticas nos estados
na forma V (x) = xTPx, resultado apresentado no seguinte lema e conhecido na literatura
como estabilidade quadra´tica.
Lema 2.14. Se existir uma matriz 0 ≺ P = P T ∈ Rn×n tal que
ATi P + PAi ≺ 0, i = 1, . . . , N,
enta˜o o sistema cont´ınuo (2.59) e´ Hurwitz esta´vel para toda matriz A(α) ∈ A. Alter-
nativamente, a estabilidade robusta do sistema cont´ınuo (2.59) pode ser verificada pelas
desigualdades
AiP + PA
T
i ≺ 0, i = 1, . . . , N,
pois os autovalores de A(α) sa˜o os mesmo de A(α)T .
Lema 2.15. Se existir uma matriz 0 ≺ P = P T ∈ Rn×n tal que
−P ATi P
PAi −P

 ≺ 0, i = 1, . . . , N,
enta˜o o sistema discreto dado por (2.59) e´ Schur esta´vel para toda matriz A(α) ∈ A. O
resultado dual e´ obtido trocando-se Ai por A
T
i .
Observac¸a˜o 2.2. A prova do Lema 2.14 e´ imediata; multiplicando-se as LMIs por αi e
somando-as de 1 a N , implica que
A(α)TP + PA(α) ≺ 0, ∀α ∈ Ξ,
que, por sua vez, garante a estabilidade robusta do sistema (2.59) a partir da func¸a˜o de
Lyapunov v(x) = xTPx. Para a prova do Lema 2.15, usa-se estrate´gia similar.
Note que a estabilidade quadra´tica e´ uma condic¸a˜o suficiente para garantir
estabilidade de sistemas, pois a matriz P utilizada e´ a mesma para todo α ∈ Ξ. Portanto,
espera-se que os resultados obtidos a partir dos Lemas 2.14 e 2.15 sejam conservadores,
principalmente para sistemas com politopos de incerteza grandes. Condic¸o˜es necessa´rias
e suficientes para a estabilidade do sistema (2.59) podem ser obtidas a partir de func¸o˜es
de Lyapunov dependentes de paraˆmetros e quadra´ticas no estado (BLIMAN, 2004; OLI-
VEIRA et al., 2008), ou seja, func¸o˜es de Lyapunov do tipo V (x) = xTP (α)x, α ∈ Ξ, com
uma estrutura polinomial homogeˆnea de grau arbitra´rio para P (α).
A aplicac¸a˜o deste tipo de func¸a˜o ao sistema (2.59) gera o seguinte resul-
tado (OLIVEIRA; PERES, 2007).
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Lema 2.16. Considere o sistema cont´ınuo com incertezas polito´picas dado em (2.59). As
seguintes condic¸o˜es sa˜o equivalentes:
i) O conjunto A e´ Hurwitz esta´vel, ou seja, ∀α ∈ Ξ, todos os autovalores de A(α) teˆm
parte real negativa.
ii) Existe uma matriz polinomial homogeˆnea de grau arbitra´rio, 0 ≺ P (α) = P (α)T ∈
Rn×n, e um inteiro d ≥ 0 tais que
(
N∑
i=1
αi)
d
(
A(α)TP (α) + P (α)A(α)
)
≺ 0.
Lema 2.17. No caso de sistemas discretos, teˆm-se as seguintes equivaleˆncias:
i) O conjunto A e´ Schur esta´vel, ou seja, os elementos A(α) teˆm todos os autovalores
com mo´dulo menor que 1, ∀α ∈ Ξ.
ii) Existe uma matriz polinomial homogeˆnea de grau arbitra´rio P (α) = P (α)T ∈ Rn×n
e um inteiro d ≥ 0 tais que
(
N∑
i=1
αi)
d

 −P (α) AT (α)P (α)
P (α)A(α) −P (α)

 ≺ 0.
Os resultados dos Lemas 2.16 e 2.17 seguem diretamente da aplicac¸a˜o da func¸a˜o
de Lyapunov V (x) = xTP (α)x no sistema descrito por (2.59). No caso discreto, usa-se o
complemento de Schur para obter a desigualdade do item ii). Note que, como α ∈ Ξ, as
desigualdades na˜o sa˜o alteradas com a relaxac¸a˜o de Po´lya.
A partir do resultado apresentado em (BLIMAN, 2004; OLIVEIRA et al.,
2008), impo˜e-se para P (α) a estrutura polinomial sem perda de generalidade. Dessa forma,
usando por exemplo a notac¸a˜o proposta em (OLIVEIRA; PERES, 2007),
P (α) =
∑
k∈KN (g)
αk1 . . . αkNPk, k = k1k2 . . . kN (2.61)
sendo αk1 . . . αkN ,
∑N
i=1 αi = 1, αi ≥ 0, ki ∈ Z+ os monoˆmios da matriz polinomial P (α)
cujos coeficientes sa˜o denotados por Pk ∈ Rn×n, ∀k ∈ KN(g). Por definic¸a˜o, KN(g) e´ o
conjunto de N -uplas cujos elementos sa˜o os nu´meros inteiros na˜o negativos soluc¸a˜o da
equac¸a˜o k1 + . . . , kN = g. Utilizando a teoria de ana´lise combinatorial (ROSS, 2010),
mostra-se que o nu´mero de N -uplas do conjunto KN(g), definido por JN(g), e´ dado por
JN(g) = (N + g − 1)!
g!(N − 1)! .
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Por exemplo, para varia´veis polinomiais homogeˆneas de grau g = 2 com N = 3
ve´rtices, teˆm-se K3(2) = {{200}, {110}, {020}, {011}, {002}, {101}} e J3(2) = 6, repre-
sentando uma varia´vel gene´rica
P (α) = α21P200 + α1α2P110 + α
2
2P020 + α2α3P011 + α
2
3P002 + α1α3P101.
Com as definic¸o˜es apresentadas, condic¸o˜es necessa´rias e suficientes para veri-
ficar a estabilidade robusta do sistema (2.59) usando matrizes polinomiais homogeˆneas
com grau arbitra´rio sa˜o apresentadas a seguir.
Lema 2.18. Considere o sistema cont´ınuo dado em (2.59). As seguintes condic¸o˜es sa˜o
equivalentes.
i) O conjunto A e´ Hurwitz esta´vel (isto e´, todas as matrizes do conjunto possuem
autovalores com parte real negativa).
ii) Existem um grau g, um inteiro natural d, e matrizes Pk = P
T
k ∈ Rn×n, k ∈ KN(g)
tais que
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)
(ATi Pk−k′−ei + Pk−k′−eiAi) ≺ 0, ∀k ∈ KN(g + d+ 1),
∑
k′∈KN (d)
kk′
d!
π(k′)
(Pk−k′) ≻ 0, ∀k ∈ KN(g + d).
Lema 2.19. Com relac¸a˜o ao sistema discreto dado por (2.59), as seguintes condic¸a˜o sa˜o
equivalentes.
i) O conjunto A e´ Schur esta´vel (isto e´, todas as matrizes do conjunto possuem auto-
valores com valor absoluto menor do que um).
ii) Existem um grau g, um inteiro natural d, e matrizes Pk = Pk ∈ Rn×n, k ∈ KN(g)
tais que
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)

−Pk−k′−ei Pk−k′−eiAi
ATi Pk−k′−ei −Pk−k′−ei

 ≺ 0, ∀k ∈ KN(g + d+ 1).
2.5.2 Custos Garantidos H2 e H∞
Procedendo de maneira ana´loga, pode-se definir robustez de um sistema dinaˆ-
mico com relac¸a˜o a`s normas H2 e H∞. Como objetivo, procura-se por um limitante supe-
rior para a norma de pior caso da matriz de transfereˆncia de uma realizac¸a˜o (A,B,C,D)
computada dentre todas as matrizes que pertencem a um conjunto polito´pico convexo.
Cap´ıtulo 2. Fundamentos 43
Doravante, a depender da norma utilizada, estes limitantes sa˜o chamados de custos ga-
rantidos H2 ou H∞.
Considere o seguinte sistema dinaˆmico linear e invariante no tempo
δ[x] = A(α)x+ B(α)u
y = C(α)x+ D(α)u
(2.62)
com as matrizes A(α) ∈ Rn×n, B(α) ∈ Rn×r, C(α) ∈ Rp×n e D(α) ∈ Rp×r, em que x, u e
y sa˜o os vetores de estados, entrada de controle ou perturbac¸a˜o e sa´ıda, respectivamente,
com dimenso˜es definidas em (2.7), e δ representa o operador derivada, para sistemas
cont´ınuos, ou o operador avanc¸o no tempo, no caso de sistemas discretos. Considere a
matriz de sistema
S(α) =

A(α) B(α)
C(α) D(α)

 , (2.63)
pertencente ao politopo convexo
E =

S(α) : S(α) =
N∑
i=1
αiSi, α ∈ Ξ

, (2.64)
em que Ξ e´ definido em (2.60), as matrizes
Si =

Ai Bi
Ci Di

 , i = 1, . . . , N,
sa˜o os ve´rtices, e a matriz de transfereˆncia
H(ζ, α) = C(α)(ζI − A(α))−1B(α) + D(α) (2.65)
entre a entrada u e a sa´ıda y para cada valor do paraˆmetro α, sendo ζ a varia´vel de
Laplace em sistemas cont´ınuos, e a varia´vel z no caso de sistemas discretos.
2.5.2.1 Custo Garantido H2
Com relac¸a˜o ao sistema (2.62), um limitante superior para o custo garantido
H2 pode ser estabelecido por meio do seguinte resultado.
Lema 2.20. Considere o sistema cont´ınuo com incertezas polito´picas dado em (2.62),
com D(α) = 0. As seguintes condic¸o˜es sa˜o equivalentes:
i) ‖H(s, α)‖2 < ρ, ∀α ∈ Ξ.
ii) Existem matrizes sime´tricas e dependentes do paraˆmetros incerto 0 ≺ P (α) ∈ Rn×n
e M(α) ∈ Rr×r, tais que
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Tr(M(α)) < ρ2, (2.66)
−M(α) + B(α)TP (α)B(α) ≺ 0, (2.67)
A(α)TP (α) + P (α)A(α) C(α)T
C(α) −I

 ≺ 0, (2.68)
sejam va´lidas para todo α ∈ Ξ.
iii) Existem matrizes sime´tricas dependentes de paraˆmetros 0 ≺ P (α) = P (α)T ∈ Rn×n
e M(α) = M(α)T ∈ Rr×r, matrizes dependentes de paraˆmetros X(α) ∈ Rn×n e
G(α) ∈ Rn×n, e um escalar ξ > 0 tais que (2.66),

P (α)− G(α)− G(α)T G(α)TB(α)
BT (α)G(α) −M(α)

 ≺ 0, (2.69)


ξ(A(α)TX(α) + X(α)TA(α)) P (α) + ATX(α)− ξX(α)T CT (α)
P (α) + X(α)TA(α)− ξX(α) −X(α)− X(α)T 0
C(α) 0 −I

 ≺ 0, (2.70)
sejam va´lidas para todo α ∈ Ξ.
iv) Existem um grau g, um inteiro natural d, matrizes sime´tricas Pk = P
T
k ∈ Rn×n, e
Mk = M
T
k ∈ Rr×r, ∀k ∈ KN(g), tais que
Tr(Mk) < 0, ∀k ∈ KN (g),
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)

−Mk−k′−ei BTi Pk−k′−ei
Pk−k′−eiBi −Pk−k′−ei

 ≺ 0, ∀k ∈ KN(g + d+ 1),
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k
′
i
d!
π(k′)

He(ATi Pk−k′−ei) β1(g, k − k′, i)CTi
β1(g, k − k′, i)Ci −β2(g, k − k′)I

 ≺ 0, ∀k ∈ KN(g + d+ 1),
em que
β1(g, t, i) =
g!
π(t− ei) , β2(g, t) =
(g + 1)!
π(t)
.
v) Existem um grau g, um inteiro natural d, matrizes sime´tricas 0 ≺ Pk ∈ Rn×n e
Mk ∈ Rr×r, matrizes Xk ∈ Rn×n e Gk ∈ Rn×n, ∀k ∈ KN (g), e um escalar ξ > 0 tais
que
Tr(Mk) < ρ
2, ∀k ∈ KN (g),
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)

 F˜ i11k−k′ GTk−k′−eiBi
BTi Gk−k′−ei −Mk−k′−ei

 ≺ 0, ∀k ∈ KN (g + d+ 1),
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)


F i11k−k′ F i12k−k′ (F i13k−k′ )T
(F i12k−k′ )T He(Xk−k′−ei) 0
F i13k−k′ 0 β2(k − k′)I

 ≺ 0, ∀k ∈ KN (g + d+ 1),
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com
F˜ i11l = Pl−ei − Gl−ei − GTl−ei, F i11l = ξHe(ATi Xl−ei), F i12t = Pt−ei + ATi Xt−ei − ξXTt−ei ,
F i13l = β1(g, l, i)Ci.
Na formulac¸a˜o dual, troca-se (A,B,C) por (AT ,CT ,BT ).
Lema 2.21. Considere o sistema discreto com incertezas polito´picas dado em (2.62). As
seguintes condic¸o˜es sa˜o equivalentes:
i) ‖H(z, α)‖2 < ρ, ∀α ∈ Ξ.
ii) Existem matrizes dependentes de paraˆmetros P (α) = P (α)T ∈ Rn×n e M(α) =
M(α)T ∈ Rr×r tais que (2.66),


−P (α) P (α)B(α) 0
B(α)TP (α) −M(α) D(α)T
0 D(α) −I

 ≺ 0, (2.71)


−P (α) A(α)TP (α) C(α)T
P (α)A(α) −P (α) 0
C(α) 0 −I

 ≺ 0. (2.72)
iii) Existem matrizes sime´tricas dependentes de paraˆmetros 0 ≺ P (α) = P (α)T ∈ Rn×n
e M(α) = M(α)T ∈ Rr×r, matrizes dependentes de paraˆmetros X(α) ∈ Rn×n e
G(α) ∈ Rn×n, e um escalar ξ ∈ (−1, 1) tais que (2.66),


−P (α) P (α) 0 0
P (α) −G(α)− G(α)T G(α)B(α) 0
0 B(α)TG(α)T −M(α) D(α)T
0 0 D(α) −I

 ≺ 0,


−P (α) + ξ(AT (α)X(α) + XT (α)A(α)) AT (α)X(α)− ξX(α)T C(α)T
XT (α)A(α)T P (α)− X(α)− X(α)T 0
C(α) 0 −I

 ≺ 0.
iv) Existem um grau g, um inteiro natural d, matrizes sime´tricas Pk = P
T
k ∈ Rn×n e
Mk = M
T
k ∈ Rr×r, ∀k ∈ KN , tais que
Tr(Mk) < ρ
2, ∀k ∈ KN(g),
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)


−Pk−k′−ei Pk−k′−eiBi 0
BTi Pk−k′−ei −Mk−k′−ei U˜ i23k−k′
0 (U˜ i23k−k′ )T U33k−k′

 ≺ 0, ∀k ∈ KN(g + d+ 1),
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)


−Pk−k′−ei ATi Pk−k′−ei U i13k−k′
Pk−k′−eiAi −Pk−k′−ei 0
(U i13k−k′ )T 0 U i33k−k′

 ≺ 0, ∀k ∈ KN(g + d+ 1).
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com
U˜ i23l = β1(g, l, i)DTi , U i13l = β1(g, l, i)CTi , U i33l = −β2(g, l)I.
v) Existem um grau g, um inteiro natural d, matrizes sime´tricas Pk ∈ Rn×n e Mk ∈
Rr×r, matrizes Xk ∈ Rn×n e Gk ∈ Rn×n, ∀k ∈ KN , e um escalar ξ ∈ (−1, 1) tais que
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k
′
i
d!
π(k′)


−T i11k−k′ Pk−k′−ei 0 0
Pk−k′−ei −T i22k−k′ T i23k−k′ 0
0 (T i23k−k′ )T −Mk−k′−ei T i34k−k′
0 0 (T i34k−k′ )T T44k−k′

 ≺ 0, ∀k ∈ KN (g + d+ 1),
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)


U˜ i11k−k′ U˜ i12k−k′ β1(g, k − k′, i)CTi
(U˜ i12k−k′ )T U˜ i22k−k′ 0
β1(g, k − k′, i)Ci 0 −β2(g, k − k′)I

 ≺ 0, ∀k ∈ KN (g + d+ 1),
com
T i11l = Pl−ei , T i22l = He(Gl−ei), T i34l = β1(g, l, i)DTi , T44l = −β2(g, l)I, T i23l = Gl−eiBi,
U˜ i11l = Pl−ei + ξHe(ATi Pl−ei), U˜ i12l = ATi Xl−ei − ξXTl−ei , U˜ i22l = Pl−ei −He(Xl−ei).
Na formulac¸a˜o dual, troca-se (A,B,C,D) por (AT ,CT ,BT ,DT ).
2.5.2.2 Custo Garantido H∞
De maneira similar, com relac¸a˜o ao sistema (2.62), o custo garantido H∞ pode
ser determinado a partir do seguinte resultado.
Lema 2.22. Considere o sistema cont´ınuo com incertezas polito´picas dado por (2.62). As
seguintes condic¸o˜es sa˜o equivalentes.
i) ‖H(s, α)‖∞ < γ, ∀α ∈ Ξ.
ii) Existe uma matriz sime´trica e dependente de paraˆmetros 0 ≺ P (α) ∈ Rn×n tal que

A(α)TP (α) + P (α)A(α) P (α)B(α) C(α)T
B(α)TP (α) −I D(α)T
C(α) D(α) −γ2I

 ≺ 0, ∀α ∈ Ξ.
iii) Existem uma matriz sime´trica dependente de paraˆmetros 0 ≺ P (α) = P (α)T ∈ Rn×n,
uma matriz dependente de paraˆmetros X(α) ∈ Rn×n, e um escalar ξ > 0 tais que

He(A(α)TX(α)) P (α) + ξA(α)TX(α)− X(α)T X(α)TB(α) C(α)T
⋆ −ξHe(X(α)) ξX(α)TB(α) 0
⋆ ⋆ −I D(α)T
⋆ ⋆ ⋆ −γ2I

 ≺ 0, ∀α ∈ Ξ.
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iv) Existem um grau g, um inteiro natural d, matrizes sime´tricas Pk = P
T
k ∈ Rn×n, ∀k ∈
KN(g), tais que
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k
′
i
d!
π(k′)


Si11k−k′ Si12k−k′ Si13k−k′
⋆ −S22k−k′ Si23k−k′
⋆ ⋆ −S33k−k′

 ≺ 0
com
Si11l = He(ATi Pl−ei), Si12l = Pl−eiBi, Si13l = β1(g, l, i)CTi , S22l = β2(g, l)I,
Si23l = β1(g, l, i)DTi , S33l = γ2β2(g, l)I,
em que
β1(g, t, i) =
g!
π(t− ei) , β2(g, t) =
(g + 1)!
π(t)
.
v) Existem um grau g, um inteiro natural d, matrizes sime´tricas 0 ≺ Pk = P Tk ∈ Rn×n,
matrizes Xk ∈ Rn×n, ∀k ∈ KN(g), e um escalar ξ > 0 tais que
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)


S˜i11k−k′ S˜i12k−k′ S˜i13k−k′ S˜i14k−k′
⋆ ξS˜i22k−k′ ξS˜i13k−k′ 0
⋆ ⋆ −S˜i33k−k′ S˜i34k−k′
⋆ ⋆ ⋆ −S˜44k−k′

 ≺ 0, k ∈ KN (g + d+ 1),
com
S˜i11l = He(ATi Xl−ei), S˜i12l = Pl−ei + ξATi Xl−ei − XTl−ei , S˜i13l = XTl−eiBi, S˜i14l = β1(g, l, i)CTi ,
S˜22l = He(Xl−ei), S˜33l = β2(g, l)I, S˜34l = β1(g, l, i)DTi , S˜44l = γ2β2(g, l)I.
Lema 2.23. Considere o sistema discreto com incertezas polito´picas dado por (2.62). As
seguintes condic¸o˜es sa˜o equivalentes.
i) ‖H(z, α)‖∞ < γ, ∀α ∈ Ξ.
ii) Existe uma matriz sime´trica dependente de paraˆmetros 0 ≺ P (α) ∈ Rn×n tal que

A(α)TP (α)A(α)− P (α) A(α)TP (α)B(α) C(α)T
B(α)TP (α)A(α) B(α)TP (α)B(α)− γ2I D(α)T
C(α) D(α) −I

 ≺ 0, ∀α ∈ Ξ.
iii) Existem uma matriz sime´trica dependente de paraˆmetros 0 ≺ P (α) ∈ Rn×n, uma
matriz dependente de paraˆmetros X(α) ∈ Rn×n, e uma escalar ξ ∈ (−1, 1) tais que

ξHe(A(α)TX(α))− P (α) A(α)TX(α)− ξX(α)T ξX(α)TB(α) C(α)T
⋆ P (α)−He(X(α)) X(α)TB(α) 0
⋆ ⋆ −I D(α)T
⋆ ⋆ ⋆ −γ2I

 ≺ 0, ∀α ∈ Ξ.
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iv) Existem um grau g, um inteiro natural d, e matrizes sime´tricas 0 ≺ Pk = P Tk ∈ Rn×n,
∀k ∈ KN(g) tais que
∑
k′∈KN (d)
kk′
∑
i,j∈{1,...,N}
k−k′−ei−ej≥0
d!
π(k′)


Gi,j11k−k′ G
i,j
12k−k′
Gi13k−k′
⋆ Gi,j22k−k′ Gi23k−k′
⋆ ⋆ G33k−k′

 ≺ 0, ∀k ∈ KN(g + d+ 2).
com
Gi,j11l = ATi Pl−ei−ej Aj − Pl−ei−ej , Gi,j12l = ATi Pl−ei−ej Bj, Gi13l = β1(g + 1, l, i)CTi ,
Gi,j22l = BTi Pl−ei−ej Bj − γ2β2(g + 1, l)I, Gi23l = β1(g + 1, l, i)DTi , G33l = −β2(g + 1, l)I.
v) Existem um grau g, um inteiro natural d, e matrizes sime´tricas 0 ≺ Pk = P Tk ∈ Rn×n,
matrizes Xk ∈ Rn×n, ∀k ∈ KN(g), e uma escalar ξ ∈ (−1, 1) tais que
∑
k′∈KN (d)
kk′
∑
i∈{1,...,N}
ki>k′i
d!
π(k′)


G˜i11k−k′ G˜i12k−k′ ξG˜i23k−k′ G˜i14k−k′
⋆ G˜i22k−k′ G˜i23k−k′ 0
⋆ ⋆ −G˜33k−k′ G˜i34k−k′
⋆ ⋆ ⋆ −γ2G˜33k−k′

 ≺ 0, ∀k ∈ KN(g+d+1).
com
G˜i11l = ξHe(ATi Xl−ei)−Pl−ei, G˜i12l = ATi Xl−ei−ξXTl−ei, G˜i23l = XTl−eiBi, G˜i22l = Pl−ei−He(Xl−ei),
G˜33l = β2(g, l)I, Gi14l = β1(g, l, i)CTi , Gi34l = β1(g, l, i)DTi ,
Como pode ser observado nos itens iv) e v) dos Lemas 2.22 e 2.23, a complexi-
dade das condic¸o˜es LMIs aumenta com os graus das varia´veis dependentes de paraˆmetros
e os n´ıveis d de relaxac¸o˜es de Po´lya gene´ricos, resultando em uma apresentac¸a˜o compli-
cada em termos de notac¸a˜o. A estrate´gia de explicitar as LMIs em func¸a˜o dos graus g e
dos n´ıveis d de relaxac¸a˜o de Po´lya tornaria ainda menos intelig´ıvel as condic¸o˜es para a
s´ıntese de filtros. Assim, optou-se por apresentar as condic¸o˜es na forma de desigualdades
matriciais dependentes de paraˆmetros, utilizando-se o pacote computacional ROLMIP
(Robust LMI parser), de (AGULHARI et al., 2012), para a programac¸a˜o das relaxac¸o˜es
LMIs por meio de um procedimento automa´tico. Em outras palavras, dadas as condic¸o˜es
LMIs dependentes de paraˆmetros, os dados do problema e as estruturas das varia´veis de
decisa˜o (incluindo ou na˜o relaxac¸o˜es de Po´lya), o pacote retorna condic¸o˜es LMIs prontas
para ser submetidas ao resolvedor (solver). Portanto, a partir deste ponto, as condic¸o˜es
sa˜o apresentadas na forma de LMIs dependentes de paraˆmetros.
2.6 Filtragem
Como principal objetivo desta dissertac¸a˜o, estuda-se o problema de filtragem
usando desigualdades matriciais lineares com um paraˆmetro escalar. Esta sec¸a˜o introduz
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o problema de filtragem e a soluc¸a˜o por meio de LMIs a partir da func¸a˜o de Lyapu-
nov quadra´tica, resultado conhecido na literatura como filtragem baseada na estabilidade
quadra´tica.
2.6.1 Definic¸a˜o
Considere um sistema dinaˆmico assintoticamente esta´vel, linear e invariante
no tempo dado por
δ[x] = Ax+Bww
z = Czx+Dzww
y = Cyx+Dyww
(2.73)
com
A ∈ Rn×n, Bw ∈ Rn×r, Cz ∈ Rp×n, Dzw ∈ Rp×r, Cy ∈ Rq×n, Dyw ∈ Rq×r,
em que x ∈ Rn representa o vetor de estados, w ∈ Rr a entrada de perturbac¸a˜o, z ∈ Rp a
sa´ıda a ser estimada e y ∈ Rq a sa´ıda medida. O operador delta representa derivada para
sistemas cont´ınuos, e o avanc¸o no tempo para sistemas discretos.
O objetivo e´ o projeto de um filtro de ordem completa, representado por
δ[xf ] = Afxf +Bfy
zf = Cfxf +Dfy
(2.74)
com
Af ∈ Rn×n, Bf ∈ Rn×q, Cf ∈ Rp×n, Df ∈ Rp×q,
em que xf ∈ Rnf com nf = n representa o vetor de estados do filtro, e zf ∈ Rp a
sa´ıda do filtro, de modo a minimizar algum crite´rio de desempenho associado a` matriz
de transfereˆncia da entrada de perturbac¸a˜o, w, para o erro de estimac¸a˜o, e = z − zf .
Note que, implicitamente, para que as normas sejam finitas, o filtro deve ter dinaˆmica
assintoticamente esta´vel, o que garante que o erro de estimac¸a˜o vai para zero na auseˆncia
de ru´ıdos.
Dependendo da norma utilizada como crite´rio de desempenho, tem-se o pro-
blema de filtragem H2 ou H∞. O diagrama do problema de filtragem e´ apresentado na
Figura 1, em que o sistema (2.73) esta´ representado pelo bloco S e o filtro (2.74) pelo
bloco F .
A soluc¸a˜o do problema e´ obtida a partir da descric¸a˜o do sistema em um espac¸o
de estados aumentado, x˜ =
[
xT xTf
]T
, dado por (2.7) com
A =

 A 0
BfCy Af

 ,B =

 Bw
BfDyw

 ,C = [Cz −DfCy −Cf ] ,D = Dzw −DfDyw, (2.75)
associado aos resultados apresentados dos Lemas 2.3 e 2.5 que utilizam func¸o˜es de Lya-
punov quadra´ticas.
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Figura 1 – Diagrama de blocos do problema de filtragem.
No domı´nio do tempo, minimizar a norma H2 do sistema aumentado com
matrizes dadas em (2.74) significa projetar matrizes do filtro de forma que a energia da
resposta ao impulso seja minimizada. Note que o objetivo de controle na˜o e´ levar a norma
temporal do erro para zero. Com relac¸a˜o a norma H∞, que e´ ganho L2 do sistema, o
objetivo e´ minimizar o impacto da entrada de pertubac¸a˜o (w) na sa´ıda estimada (zf ).
Para os casos nos quais o sistema (2.73) apresenta incertezas polito´picas,
reformula-se o problema de filtragem como um problema de determinac¸a˜o de um limi-
tante superior para os custos garantidos H2 ou H∞ de um sistema linear invariante no
tempo com incertezas polito´picas dado por (2.62), com x = x˜, y = e, u = w e cujas
matrizes sa˜o dadas por
A(α) =

 A(α) 0
BfCy(α) Af

 , B(α) =

 Bw(α)
BfDyw(α)

 ,
C(α) =
[
Cz(α)−DfCy(α) −Cf
]
, D(α) =
[
Dzw(α)−DfDyw(α)
] (2.76)
e pertencem ao politopo E dado em (2.64). Dessa forma, utilizam-se os resultados apre-
sentados nos Lemas 2.3 e 2.5 para projeto do filtro (2.74) que minimiza um limitante
superior para os custos garantidos H2 e H∞.
Por utilizar uma func¸a˜o de Lyapunov quadra´tica quadra´tica (isto e´, matriz
de Lyapunov constante para todo o domı´nio de incertezas), as adaptac¸o˜es dos resultados
apresentados na pro´xima sec¸a˜o geram limitantes superiores conservadores para os custos
garantidosH2 eH∞ no problema de filtragem. Esta dissertac¸a˜o proveˆ condic¸o˜es de projeto
de filtros, que conteˆm o resultado quadra´tico como caso particular, em termos de desi-
gualdades matriciais com varia´veis extras e a partir de func¸o˜es de Lyapunov dependentes
de paraˆmetros que, consequentemente, geram filtros associados a custos garantidos menos
conservadores quando comparados com os filtros quadra´ticos.
2.6.2 Filtragem Baseada na Estabilidade Quadra´tica
Os resultados de filtragem baseados na estabilidade quadra´tica, caso cont´ı-
nuo (GEROMEL, 1999; DE SOUZA; TROFINO, 2000; GEROMEL et al., 2000; GERO-
MEL; DE OLIVEIRA, 2001) e caso discreto (DE OLIVEIRA et al., 1999a), foram os
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primeiros me´todos utilizados para realizar a s´ıntese de filtros robustos por meio de LMIs.
A mesma matriz de Lyapunov e´ utilizada para garantir um limitante para o crite´rio de
desempenho do filtro acoplado ao sistema para todo o politopo e as matrizes do filtro sa˜o
obtidas das partic¸o˜es da matriz de Lyapunov. Essa formulac¸a˜o obte´m filtros o´timos para
sistemas precisamente conhecidos.
2.6.2.1 Filtragem Cla´ssica H2
Os pro´ximos lemas apresentam os resultados de filtragem quadra´tica H2 para
sistemas precisamente conhecidos cont´ınuos e discretos no tempo. Note que, no caso con-
t´ınuo, considera-se Dzw = 0 e Df = 0, pois, caso contra´rio, a matriz Df teria de ser
escolhida de maneira a satisfazer a restric¸a˜o
Dzw −DfDyw = 0,
para poder garantir que a matriz de transfereˆncia do sistema aumentado pertence ao
espac¸o H2.
Lema 2.24. Considere o sistema cont´ınuo linear e invariante no tempo representado
por (2.73). Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
i) Existem matrizes Af , Bf e Cf tais que ‖H(s)‖2 < γ, sendo H(s) dada por (2.8) com
matrizes A,B e C dadas em (2.75).
ii) Existem matrizes sime´tricas M ∈ Rr×r, Z ∈ Rn×n e Y ∈ Rn×n, matrizes L ∈
Rp×n, F ∈ Rn×q e Q ∈ Rn×n tais que
Tr(M) < γ,

M BTwZ B
T
wY +D
T
ywF
T
ZBw Z Z
Y Bw + FDyw Z Y

 ≻ 0,


ATZ + ZA ZA + ATY + CTy F
T +QT CTz − LT
ATZ + Y A+ FCy +Q A
TY + Y A + FCy + C
T
y F
T CTz
Cz − L Cz −I

 ≺ 0.
Em caso afirmativo, as matrizes que satisfazem o item i) sa˜o dadas por
Af Bf
Cf 0

 =

V −1 0
0 I



Q F
L 0



(UZ)−1 0
0 I

 (2.77)
com U e V obtidas a partir da expressa˜o UTV = I − Z−1Y .
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iii) Existem matrizes sime´tricas M ∈ Rp×p, Z ∈ Rn×n e Y ∈ Rn×n, matrizes L ∈
Rp×n, F ∈ Rn×q e Q ∈ Rn×n tais que
Tr(M) < γ,

M Cz − L Cz
CTz − LT Z Z
CTz Z Y

 ≻ 0,


ATZ + ZA ZA+ ATY + CTy F
T +QT ZBw
ATZ + Y A+ FCy +Q A
TY + Y A+ FCy + C
T
y F
T Y Bw + FDyw
BTwZ B
T
wY +D
T
ywF
T −I

 ≺ 0,
Em caso afirmativo, usa-se (2.77) para obtenc¸a˜o das matrizes que satisfazem o item
i).
Demonstrac¸a˜o. Definindo as varia´veis sime´tricas
X˜ =

Z−1 UT
U Xˆ

 , X˜−1 =

Y V T
V Yˆ

 , (2.78)
as seguintes relac¸o˜es esta˜o impl´ıcitas
Z−1Y + UTV = I, Z−1V T + UT Yˆ = 0,
UY + XˆV = 0, UV T + XˆYˆ = I.
Ale´m disso, por meio da transformac¸a˜o
T˜ =

Z Y
0 V T

 , (2.79)
obteˆm-se as seguintes relac¸o˜es
T˜ TAX˜T˜ =

 ZA ZA
Y A + FCy +Q Y A+ FCy

 , T˜ TB =

 ZBw
Y Bw + FDyw

 ,
CX˜T˜ =
[
Cz −DfCy − L Cz −DfCy
]
, T˜ T X˜T˜ =

Z Z
Z Y

 .
(2.80)
Portando, fazendo-se X˜ = P−1 as condic¸o˜es do item ii) podem ser escritas como,
I 0
0 T˜ TP−1



M BTP
PB P



I 0
0 P−1T˜

 ≻ 0,

T˜ TP−1 0
0 I



ATP + PA CT
C −I



P−1T˜ 0
0 I

 ≺ 0.
Por meio de uma transformac¸a˜o de congrueˆncia e do Lema 2.3, estabelece-se a equivaleˆncia
com o item i), uma vez que a mudanc¸a de varia´veis (2.77) e´ bijetiva. De maneira similar,
com X˜ = W , prova-se a equivaleˆncia entre o item iii) e i).
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Lema 2.25. Considere o sistema discreto linear e invariante no tempo representado
por (2.73). Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
i) Existem matrizes Af , Bf , Cf e Df tais que ‖H(z)‖2 < γ, sendo H(z) dada por (2.8)
com matrizes A,B, C e D dadas em (2.75).
ii) Existem matrizes sime´tricas M ∈ Rr×r, Z ∈ Rn×n e Y ∈ Rn×n, matrizes L ∈
R
p×n, F ∈ Rn×q, Df ∈ Rp×q e Q ∈ Rn×n tais que
Tr(M) < γ,

M BTwZ B
T
wY +D
T
ywF
T DTzw −DTywDTf
ZBw Z Z 0
Y Bw + FDyw Z Y 0
Dzw −DfDyw 0 0 I

 ≻ 0,


−Z −Z ATZ ATY + CTy F T +QT CTz − CTy DTf − LT
−Z −Y ATZ ATY + CTy F T CTz − CTy DTf
ZA ZA −Z −Z 0
Y A + FCy +Q Y A + FCy −Z −Y 0
Cz − L Cz 0 0 −I


≺ 0,
Em caso afirmativo, usa-se
Af Bf
Cf Df

 =

V −1 0
0 I



Q F
L Df



(UZ)−1 0
0 I

 , (2.81)
com U e V obtidas a partir da expressa˜o UTV = I − Z−1Y .
iii) Existem matrizes sime´tricas M ∈ Rp×p, Z ∈ Rn×n e Y ∈ Rn×n, matrizes L ∈
Rp×n, F ∈ Rn×q, Df ∈ Rp×q e Q ∈ Rn×n tais que
Tr(M) < γ,

M Cz −DfCy − L Cz −DfCy Dzw −DfDyw
CTz − CTy DTf − LT Z Z 0
CTz − CTy DTf Z Y 0
DTzw −DTywDTf 0 0 I

 ≻ 0,


−Z −Z ZA ZA ZBw
−Z −Y Y A+ FCy +Q Y A+ FCy Y Bw + FDyw
ATZ ATY + CTy F
T +QT −Z −Z 0
ATZ ATY + CTy F
T −Z −Y 0
BTwZ B
T
wY +D
T
ywF
T 0 0 −I


≺ 0,
Em caso afirmativo, usa-se (2.81) para obtenc¸a˜o das matrizes que satisfazem o
item i).
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Demonstrac¸a˜o. O caso discreto primal tambe´m e´ obtido de maneira a` prova do Lema 2.24.
Ou seja, definido X˜ = P−1 e usando as relac¸o˜es em (2.80) as desigualdades do item v)
podem ser reescritas como

I 0 0
0 T˜ TP−1 0
0 0 I




M BTP D
PB P 0
DT 0 I




I 0 0
0 P−1T˜ 0
0 0 I

 ≻ 0, (2.82)


T˜ TP−1 0 0
0 T˜ TP−1 0
0 0 I




−P ATP CT
PA −P 0
C 0 −I




P−1T˜ 0 0
0 P−1T˜ 0
0 0 I

 ≺ 0. (2.83)
Dessa forma, o resultado segue pelo Lema 2.5 e aplicac¸a˜o de uma transformac¸a˜o de con-
grueˆncia. Analogamente, o resultado dual e´ obtido fazendo-se X˜ = W e repetindo-se
passos similares.
2.6.2.2 Filtragem Cla´ssica H∞
Com relac¸a˜o ao problema de filtragem H∞ usando a estabilidade quadra´tica,
tem-se o seguinte resultado.
Lema 2.26. Considere o sistema cont´ınuo linear e invariante no tempo dado em (2.73).
As seguintes relac¸o˜es sa˜o equivalentes:
i) Existem matrizes Af , Bf , Cf e Df tais que ‖H(s)‖∞ < γ, em que H(s) e´ dada
em (2.8) com matrizes A,B,C e D definidas em (2.75).
ii) Existem matrizes sime´tricas M ∈ Rr×r, Z ∈ Rn×n e Y ∈ Rn×n, matrizes L ∈
Rp×n, F ∈ Rn×q, Q ∈ Rn×n e Df ∈ Rp×q tais que


He(ATZ) ZA+ ATY + CTy F
T +QT ZBw C
T
z − CTy DTf − LT
⋆ He(Y A+ FCy) Y Bw + FDyw C
T
z − CTy DTf
⋆ ⋆ −I DTzw −DTywDTf
⋆ ⋆ ⋆ −γ2I

 ≺ 0.
Em caso afirmativo, usa-se (2.81) para a determinac¸a˜o das matrizes que satisfazem
o item i).
Demonstrac¸a˜o. Segue passos similares a` demonstrac¸a˜o do Lema 2.24, relativo ao pro-
blema de filtragem H2. Definem-se as varia´veis X˜ e X˜−1 dadas em (2.78), bem como a
transformac¸a˜o T˜ em (2.79), e, com as expresso˜es dadas em (2.80), reescreve-se a condic¸a˜o
do item i) como

T˜ TP−1 0 0
0 I 0
0 0 I




ATP + PA PB CT
BTP −I DT
C D −γ2I




P−1T˜ 0 0
0 I 0
0 0 I

 ≺ 0,
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em que X˜ = P−1. O resultado segue usando o Lema 2.6.
Lema 2.27. Considere o sistema discreto linear e invariante no tempo dado em (2.73).
As seguintes relac¸o˜es sa˜o equivalentes:
i) Existem matrizes Af , Bf , Cf e Df tais que ‖H(z)‖∞ < γ, em que H(z) e´ dada
em (2.8) com matrizes A,B,C e D definidas em (2.75).
ii) Existem matrizes sime´tricas M ∈ Rr×r, Z ∈ Rn×n e Y ∈ Rn×n, matrizes L ∈
Rp×n, F ∈ Rn×q e Q ∈ Rn×n tais que


Z Z ZA ZA ZBw 0
⋆ Y Y A+ FCy +Q Y A+ FCy Y Bw + FDyw 0
⋆ ⋆ Z Z 0 CTz − CTy DTf − LT
⋆ ⋆ ⋆ Y 0 CTz − CTy DTf
⋆ ⋆ ⋆ ⋆ I DTzw −DTywDTf
⋆ ⋆ ⋆ ⋆ ⋆ γ2I


≻ 0.
Em caso afirmativo, usa-se (2.81) para a obtenc¸a˜o das matrizes que satisfazem o item i).
Demonstrac¸a˜o. De maneira similar a` prova do Lema 2.26, reescreve-se a desigualdade do
item ii) da seguinte forma

T˜ TP−1 0 0 0
0 T˜ TP−1 0 0
0 0 I 0
0 0 0 I




P PA PB 0
ATP P 0 CT
BTP 0 I DT
0 C D γ2I




P−1T˜ 0 0 0
0 P−1T˜ 0 0
0 0 I 0
0 0 0 I

 ≻ 0,
em que X˜ = P−1 e o resultado segue, mais uma vez, pelo Lema 2.7.
Observac¸a˜o 2.3. Extenso˜es dos resultados apresentados nos Lemas 2.24, 2.25, 2.26 e 2.27
para tratar o caso incerto podem ser feitas de maneira imediata, adicionando o sub´ındice
i nas matrizes do sistemas e resolvendo as LMIs resultantes, para i = 1, . . . , N , em que
N e´ o nu´mero de ve´rtices do sistema na representac¸a˜o polito´pica.
2.7 Lema de Kalman-Yakubovich-Popov (KYP)
Ale´m do problema tradicional de filtragem, esta dissertac¸a˜o aborda o projeto
de filtros H∞ para intervalos de frequeˆncia diferentes do eixo imagina´rio para sistemas
cont´ınuos, ou do c´ırculo unita´rio para o caso discreto. O lema de Kalman-Yakubovich-
Popov (KYP) e´ a ferramenta ba´sica para tratar esses problemas e, portanto, e´ apresentado
nesta sec¸a˜o.
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Primeiramente, note que a importaˆncia do KYP para a teoria de sistemas
lineares reside no fato que o lema relaciona testes de dimensa˜o infinita no domı´nio da
frequeˆncia, denominados FDIs (do ingleˆs, Frequency Domain Inequalities), com a exis-
teˆncia de matrizes que satisfazem LMIs, convertendo, dessa maneira, o problema original
em um teste de factibilidade em um domı´nio convexo. A origem do lema esta´ relacionada
com o crite´rio de Popov (POPOV, 1961), fornecendo um mecanismo para a ana´lise de
estabilidade de sistemas que apresentam na˜o linearidades sem memo´ria. Em seguida, nos
trabalhos de Yakubovich (YAKUBOVICH, 1962) e Kalman (KALMAN, 1962), o lema foi
introduzido para provar que a condic¸a˜o de Popov no domı´nio da frequeˆncia e´ equivalente
a` existeˆncia de uma forma especial de func¸a˜o de Lyapunov. Extenso˜es para testar a po-
sitividade real de matrizes de transfereˆncias associadas a sistemas lineares multivaria´veis
foram propostas em Anderson (1967).
A forma padra˜o (na qual exige-se que uma FDI seja va´lida para todo intervalo
de frequeˆncia) do lema de KYP e´ apresentada a seguir.
Lema 2.28. Considere o sistema cont´ınuo (2.7) com det(jωI − A) 6= 0, ∀ω ∈ R ∪ {∞}.
As seguintes relac¸o˜es sa˜o equivalentes.
i) A FDI

(jωI − A)−1B
I

∗Θ

(jωI − A)−1B
I

 ≺ 0,
e´ va´lida ∀ω ∈ R ∪ {∞}.
ii) Existe uma matriz P = P T ∈ Rn×n tal que

A B
I 0

∗

0 P
P 0



A B
I 0

+Θ ≺ 0.
Lema 2.29. Considere o sistema discreto (2.7) com det(ejωI − A) 6= 0, ∀ω ∈ [−π, π]. As
seguintes relac¸o˜es sa˜o equivalentes.
i) A FDI 
(ejωI − A)−1B
I

∗Θ

(ejωI − A)−1B
I

 ≺ 0,
e´ va´lida ∀ω ∈ [−π, π].
ii) Existe uma matriz P = P T ∈ Rn×n tal que
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
A B
I 0

∗

P 0
0 −P



A B
I 0

+Θ ≺ 0.
Demonstrac¸a˜o. Ver (RANTZER, 1996).
Observac¸a˜o 2.4. Particionando a matriz
Θ =

Θ11 Θ12
Θ∗12 Θ22

 ,
observe que, quando o bloco Θ11 e´ semidefinido positivo, a estabilidade da matriz A e´
obtida impondo-se P ≻ 0.
A caracterizac¸a˜o de func¸o˜es de transfereˆncia positivas reais e limitadas por
meio de problemas de otimizac¸a˜o e´ consequeˆncia direta do lema de KYP. A positivi-
dade real e´ uma propriedade importante em estimac¸a˜o linear, garantindo a existeˆncia de
soluc¸o˜es estabilizantes para a equac¸a˜o de Riccati, que sa˜o usadas para obtenc¸a˜o da de-
composic¸a˜o espectral (KAILATH et al., 2000). Por outro lado, o Bounded-Real Lemma
(ver Lemas 2.6 e 2.7) e´ amplamente utilizado no contexto de projetos de controle H∞, e
pode ser obtido a partir dos Lemas 2.28 e 2.29 com a escolha
Θ =

CTC CTD
DTC DTD− γ2I

 .
No entanto, os resultados dos Lemas 2.28 e 2.29 na˜o abrangem especificac¸o˜es
em intervalos finitos no domı´nio da frequeˆncia. Dessa forma, os Lemas 2.28 e 2.29 foram
estendidos para tratar os casos com intervalos finitos de frequeˆncia em Iwasaki e Hara
(2005), Graham et al. (2009), Graham e de Oliveira (2010). Dentre as extenso˜es propostas,
destaca-se o gKYP (do ingleˆs, Generalized KYP), desenvolvido em Iwasaki e Hara (2005)
e apresentado a seguir.
Lema 2.30. Considere o sistema linear dado por (2.7). Para matrizes hermitianas Φ,Ψ ∈
R
2×2 e Θ ∈ R(n+r)×(n+r) em que det(λI − A) 6= 0, ∀λ ∈ Λ(Φ,Ψ), as seguintes condic¸o˜es
sa˜o equivalentes.
i) A FDI 
(λI − A)−1B
I

∗Θ

(λI − A)−1B
I

 ≺ 0,
e´ va´lida para todo λ ∈ Λ(Φ,Ψ).
ii) Existem matrizes sime´tricas P, Q ∈ Cn×n tais que Q ≻ 0 e
A B
I 0

∗ (Φ⊗ P +Ψ⊗Q)

A B
I 0

+Θ ≺ 0.
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O conjunto Λ(Φ,Ψ) = {λ ∈ C : σ(λ,Φ) = 0, σ(λ,Ψ) ≥ 0} representa uma curva no plano
complexo, com
σ(λ,Π) =
[
λ∗ 1
]
Π
[
λ∗ 1
]∗
.
Demonstrac¸a˜o. Ver (IWASAKI; HARA, 2005).
O gKYP e´ utilizado nesse trabalho na proposic¸a˜o de condic¸o˜es para projeto de
filtros que garantem custo garantido H∞ em baixa, me´dia e alta frequeˆncia, tanto para
sistemas cont´ınuos quanto discretos no tempo. Para tanto, o procedimento de ca´lculo das
matrizes Φ e Ψ que geram segmentos de reta no eixo imagina´rio e segmentos do c´ırculo
unita´rio e´ demonstrado a seguir.
Primeiramente, observe que o eixo imagina´rio e´ mapeado pela escolha
Φ = Φc =

0 1
1 0

 =⇒ λ = jω,
pois, neste caso, σ(jω,Φc) = 0. Ale´m disso, para os intervalos de baixa, alta e me´dia
frequeˆncia, teˆm-se, respectivamente, as seguintes escolhas para Ψ
Ψ1 =

−1 0
0 ω2ℓ

 , Ψ2 =

1 0
0 −ω2h

 , Ψ3 =

 −1 jωc
−jωc −ω1ω2

 , ωc = ω1 + ω2
2
,
uma vez que
σ(jω,Ψ1) ≥ 0 =⇒ |ω| ≤ ωℓ, σ(jω,Ψ2) ≥ 0 =⇒ |ω| ≥ ωh, σ(jω,Ψ3) ≥ 0 =⇒ ω ∈ [ω1, ω2].
Por outro lado, o c´ırculo unita´rio e´ mapeado com a escolha
Φ = Φd =

−1 0
0 1

 ,
pois σ(ejω,Φd) = 0. Especificac¸o˜es de baixa, alta e me´dia frequeˆncia no domı´nio discreto
sa˜o obtidas com as seguintes escolhas para a matriz Ψ
Ψ4 =

0 1
1 −2 cos(ηℓ)

 =⇒ |ω| ≤ ηℓ, Ψ5 =

 0 −1
−1 2 cos(ηh)

 =⇒ |ω| ≥ ηh,
Ψ6 =

 0 ejηc
e−jηc −2 cos(ηw)

 =⇒ η1 ≤ ω ≤ η2,
em que ηc = (η1 + η2)/2 e ηw = (η2 − η1)/2.
Na Tabela 1 e´ apresentado o resumo das curvas de interesse desta dissertac¸a˜o,
explicitando o resultado da expressa˜o Φ⊗P +Ψ⊗Q para os casos cont´ınuo e discreto, e
especificac¸o˜es de baixa, me´dia e alta frequeˆncia.
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Tabela 1 – Resultado da expressa˜o Φ⊗ P +Ψ⊗Q para especificac¸o˜es de baixa, me´dia e
alta frequeˆncia, casos cont´ınuo (C) e discreto (D).
Baixa Me´dia Alta
C
[−Q P
P ω2ℓQ
] [ −Q P + jωcQ
P − jωcQ −ω1ω2Q
] [
Q P
P −ω2hQ
]
D
[−P Q
Q P − (2 cos(ηℓ))Q
] [ −P ejηcQ
e−jηcQ P − (2 cos(ηw))Q
] [−P −Q
−Q P + (2 cos(ηh))Q
]
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3 Filtragem H2
Neste cap´ıtulo, aborda-se o problema de filtragem H2 por meio de condic¸o˜es
LMIs com paraˆmetros escalares, tanto para o caso cont´ınuo, quanto para o caso discreto.
Como principais caracter´ısticas, as condic¸o˜es apresentadas a seguir conteˆm e generalizam
as condic¸o˜es baseadas na estabilidade quadra´tica, e proveem resultados similares a outras
condic¸o˜es da literatura (por exemplo, (LACERDA et al., 2011)) com a utilizac¸a˜o de um
menor nu´mero de varia´veis.
Com a finalidade de facilitar a leitura deste trabalho, note que, no problema
de filtragem H2, considera-se a matriz de transfereˆncia
H(λ) = C(λI − A)−1B + D, (3.1)
em que
A =

 A 0
BfCy Af

 , B =

 Bw
BfDyw

 , C = [Cz −Cf ] , D = 0,
no caso cont´ınuo, ou
A =

 A 0
BfCy Af

 , B =

 Bw
BfDyw

 , C = [Cz −DfCy −Cf ] , D = Dzw −DfDyw,
para o caso discreto.
Para maiores detalhes com relac¸a˜o a` definic¸a˜o do problema, ver Sec¸a˜o 2.6.
3.1 Filtragem H2 Cont´ınua
Com relac¸a˜o ao problema de filtragem H2 para sistemas cont´ınuos no tempo,
estabelece-se o seguinte resultado.
Teorema 3.1. Considere a matriz de transfereˆncia (3.1). As seguintes condic¸o˜es sa˜o
equivalentes.
i) Existem matrizes Af , Bf e Cf tais que ‖H(s)‖2 < ρ.
ii) Existem matrizes sime´tricas E1, E2 ∈ Rn×n, M ∈ Rr×r, matrizes E3 ∈ Rn×n, X1 ∈
Rn×n, X0 ∈ Rn×n, G1 ∈ Rn×n, G0 ∈ Rn×n, X5 ∈ Rn×n e MAf ∈ Rn×n, MBf ∈ Rn×q,
Cf ∈ Rp×n e um escalar ξ > 0 tais que
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Tr(M) < ρ2,
(3.2)
E1 E3
⋆ E2

 ≻ 0,
(3.3)

E1 − He(G1) E3 − ξX5 −GT0 G1Bw + ξMBfDyw
⋆ E2 − ξHe(X5) G0Bw + ξMBfDyw
⋆ ⋆ −M

 ≺ 0,
(3.4)

ξHe(X1A+MBfCy) ξ(MAf +A
TXT0 + C
T
y M
T
Bf ) E1 +A
TXT1 + C
T
y M
T
Bf − ξX1
⋆ ξHe(MAf ) E
T
3 +M
T
Af − ξX0
⋆ ⋆ −He(X1)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
E3 + A
TXT0 + C
T
y M
T
Bf − ξX5 CTz
E2 +M
T
Af − ξX5 −CTf
−(X5 +XT0 ) 0
−He(X5) 0
⋆ −I


≺ 0.
(3.5)
iii) Existem matrizes sime´tricas E1, E2 ∈ Rn×n, M ∈ Rp×p, matrizes E3 ∈ Rn×n, X1 ∈
Rn×n, X0 ∈ Rn×n, X5 ∈ Rn×n e MAf ∈ Rn×n, MBf ∈ Rn×q, Cf ∈ Rp×n e um escalar
ξ > 0 tais que (3.2), (3.3),
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

E1 − ξHe(X1) E3 − ξ(X5 +XT0 ) CTz
⋆ E2 − ξHe(X5) −CTf
⋆ ⋆ −M

 ≺ 0, (3.6)


ξHe(X1A+MBfCy) ξ(MAf +A
TXT0 + C
T
y M
T
Bf ) E1 +X1A+MBfCy − ξXT1
⋆ ξHe(MAf ) E
T
3 +X0A+MBfCy − ξXT5
⋆ ⋆ −He(X1)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
E3 +MAf − ξXT0 X1Bw +MBfDyw
E2 +MAf − ξXT5 X0Bw +MBfDyw
−(X5 +XT0 ) 0
−He(X5) 0
⋆ −I


≺ 0. (3.7)
Ademais, o filtro que minimiza o ı´ndice H2 para um determinado valor de ξ e´ obtido a
partir do seguinte problema de otimizac¸a˜o
ρ˜2(ξ) = min.{ρ2 : (3.2)–(3.5)},
ou, a partir da formulac¸a˜o dual, usando o problema
ρ˜2(ξ) =min.{ρ2 : (3.2), (3.3), (3.6), (3.7)},
com matrizes dadas por5
Af = X
−1
5 MAf , Bf = X
−1
5 MBf ,
Para ξ →∞, obte´m-se o filtro o´timo.
Demonstrac¸a˜o. Note que a desigualdade (3.5) pode ser reescrita como
diag{R˜T , R˜T , I}


ξHe(ATX) P + ATX − ξXT CT
⋆ −He(X) 0
⋆ ⋆ −I

 diag{R˜, R˜, I}︸ ︷︷ ︸
Y −1
1
≺ 0, (3.8)
em que
XT =

X1 X3
X4 X2

 , R˜ =

I 0
0 R

 ,
com R = X−T2 X
T
3 , sa˜o matrizes bloco 2× 2, pois, com a definic¸a˜o acima, tem-se
R˜TXT R˜ =

X1 X5
X0 X5

 ,
5 Como a matriz X5 aparece no bloco (4, 4) das desigualdades (3.5) e (3.7), conclui-se que, para ambos
os casos, ela e´ na˜o singular.
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com X0 = X3X
−1
2 X4 e X5 = X3X
−T
2 X
T
3 , e
R˜TXTAR˜ = R˜TXT R˜ R˜−1AR˜︸ ︷︷ ︸
A˜
=

X1 X5
X0 X5



 A 0
B˜fCy A˜f

 =

X1A+MBfCy MAf
X0A+MBfCy MAf

 ,
R˜TXTB = R˜TXT R˜ R˜−1B︸ ︷︷ ︸
B˜
=

X1 X5
X0 X5



 Bw
B˜fDyw

 =

X1Bw +MBfDyw
X0Bw +MBfDyw

 ,
R˜TCT = C˜T =

 CTz
−C˜Tf

 , R˜TPR˜ =

E1 E3
ET3 E2

 ,
com MAf = X5A˜f e MBf = X5B˜f , em que A˜f = R
−1AfR, B˜f = R
−1Bf e C˜f = CfR.
Resumidamente, a matriz R pode ser interpretada como uma transformac¸a˜o de coorde-
nadas nas matrizes da realizac¸a˜o do filtro que, ao compor a transformac¸a˜o aumentada R˜,
permite, sem perda de generalidade, igualar os dois blocos da segunda coluna da varia´vel
XT , por exemplo, neste6 caso, iguais a X5.
Isto posto, multiplicando-se a desigualdade (3.8) a` direita por Y1 e a` esquerda
por Y T1 , recupera-se a desigualdade (2.46). Neste ponto, refere-se a` discussa˜o apo´s a apre-
sentac¸a˜o do Lema 2.10 para provar que a condic¸a˜o proposta conte´m o caso quadra´tico
quando ξ →∞. A estrutura
G =

G1 ξX3
G4 ξX2

 ,
com G4 = X2X
−1
3 G0, e´ adotada para que o resultado quadra´tico seja recuperado; uma
vez que, com essa estrutura, recupera-se sem perda de generalidade, a desigualdade (2.18)
com a escolha G = ξX = P . A prova do resultado dual segue passos similares.
3.2 Filtragem H2 Discreta
Com relac¸a˜o ao problema H2 para sistemas discretos no tempo, estabelece-se
o seguinte resultado.
Teorema 3.2. Considere a matriz de transfereˆncia (3.1). As seguintes condic¸o˜es sa˜o
equivalentes.
i) Existem matrizes Af , Bf , Cf e Df tais que ‖H(z)‖2 < ρ.
ii) Existem matrizes sime´tricas E1 ∈ Rn×n, E2 ∈ Rn×n e M ∈ Rr×r, matrizes E3 ∈
Rn×n, X1 ∈ Rn×n, X0 ∈ Rn×n, X5 ∈ Rn×n, G0 ∈ Rn×n, G1 ∈ Rn×n, MAf ∈ Rn×n,
MBf ∈ Rn×q, Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar ξ > 0 tais que (3.2),
6 Essa parametrizac¸a˜o, com dois blocos iguais na matriz de transformac¸a˜o XT , e´ uma alternativa a
trabalhar-se com as definic¸o˜es tradicionais de X e X−1 em blocos com a restric¸a˜o adicional de que
XX−1 = I , utilizadas por exemplo em (DE OLIVEIRA, 1999).
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

−E1 −E3 E1 E3 0 0
⋆ −E2 ET3 E2 0 0
⋆ ⋆ −He(G1) −(X5 +GT0 ) G1Bw +MBfDyw 0
⋆ ⋆ ⋆ −He(X5) G0Bw +MBfDyw 0
⋆ ⋆ ⋆ ⋆ −M DTzw −DTywDTf
⋆ ⋆ ⋆ ⋆ ⋆ −I


≺ 0, (3.9)


S11 −E3 + ξ(MAf +ATXT0 + CTy MTBf ) ATXT1 +CTy MTBf − ξX1
⋆ −E2 + ξHe(MAf ) MTAf − ξX0
⋆ ⋆ E1 −He(X1)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
ATXT0 + C
T
y M
T
Bf − ξX5 CTz − CTy DTf
MTAf − ξX5 −Cf
E3 − (X5 +XT0 ) 0
E2 −He(X5) 0
⋆ −I


≺ 0, (3.10)
com
S11 = −E1 + ξHe(X1A+MBfCy),
sa˜o fact´ıveis.
iii) Existem matrizes sime´tricas E1 ∈ Rn×n, E2 ∈ Rn×n e M ∈ Rp×p, matrizes E3 ∈
Rn×n, X1 ∈ Rn×n, X0 ∈ Rn×n, X5 ∈ Rn×n, MAf ∈ Rn×n, MBf ∈ Rn×q, Cf ∈ Rp×n e
Df ∈ Rp×q, e um escalar ξ > 0 tais que (3.2),


−E1 −E3 E1 E3 0 0
⋆ −E2 ET3 E2 0 0
⋆ ⋆ −He(X1) −(X5 +XT0 ) CTz − CTy DTf 0
⋆ ⋆ ⋆ −He(X5) −CTf 0
⋆ ⋆ ⋆ ⋆ −M Dzw −DfDyw
⋆ ⋆ ⋆ ⋆ ⋆ −I


≺ 0, (3.11)


E1 −He(X1) E3 −X5 −XT0 ATXT1 + CTy MTBf − ξX1
⋆ E3 −He(X5) MTAf − ξX0
⋆ ⋆ −E1 + ξHe(X1A+MBfCy)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
ATXT0 +C
T
y M
T
Bf − ξX5 0
MTAf − ξX5 0
−E3 + ξ(MAf +ATXT0 + CTy MTBf ) X1Bw +MBfDyw
−E2 + ξHe(MAf ) X0Bw +MBfDyw
⋆ −I


≺ 0, (3.12)
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sa˜o fact´ıveis.
Ale´m disso, para cada valor de ξ > 0, o filtro que minimiza a norma H2 e´
obtido a partir do problema de otimizac¸a˜o,
ρ˜2 = min.{ρ2 : (3.2), (3.9)–(3.10)},
ou, alternativamente, usando a formulac¸a˜o dual
ρ˜2 =min.{ρ2 : (3.2), (3.11)–(3.12)}.
Para cada formulac¸a˜o, as matrizes do filtro sa˜o dadas por
Af = X
−1
5 MAf , Bf = X
−1
5 MBf ,
e as matrizes Cf e Df sa˜o obtidas diretamente como varia´veis de decisa˜o do problema de
otimizac¸a˜o. O filtro o´timo e´ obtido para ξ = 0.
Demonstrac¸a˜o. A prova e´ feita a partir do resultado do Lema 2.11. Para tanto, note que
a desigualdade (3.10) pode ser expressa como
diag{R˜T , R˜T , I}


P ATX − ξXT C
⋆ P −He(X) 0
⋆ ⋆ −I

 diag{R˜, R˜, I} ≺ 0,
em que
X =

X1 X3
X4 X2

 , R˜ =

I 0
0 R

 ,
com R = X−T2 X
T
3 , similarmente a` prova do Teorema 3.1. Destarte, a partir de uma
transformac¸a˜o de congrueˆncia, prova-se que a desigualdade (3.10) e´ equivalente a (2.54).
Consequentemente, a partir do comenta´rio apo´s a prova do Lema 2.11, o filtro quadra´tico
e´ recuperado com ξ = 0.
Por outro lado, a desigualdade (3.9) pode ser reescrita como
diag{R˜T , R˜T , I, I}


−P P 0 0
⋆ −He(G) GB 0
⋆ ⋆ −M DT
⋆ ⋆ ⋆ −I

 diag{R˜, R˜, I, I} ≺ 0,
que e´ equivalente a` desigualdade (2.29).
Para que X = XT = P pertenc¸a ao conjunto de soluc¸o˜es fact´ıveis, atribui-se a
seguinte estrutura para a varia´vel de folga, G, na desigualdade (2.53)
G =

G1 X3
G4 X2

 ,
com G4 = X2X
−1
3 G0. Essa escolha garante que o conjunto de soluc¸o˜es fact´ıveis do pro-
blema conte´m a soluc¸a˜o o´tima. O resultado dual e´ obtido de maneira similar.
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Com a finalidade de ilustrar os resultados dos Teoremas 3.1 e 3.2, consideram-
se os seguintes exemplos de s´ıntese de filtros com crite´rio H2.
Exemplo 3.1. Seja o sistema assintoticamente esta´vel, cont´ınuo, linear e invariante no
tempo dado por
x˙(t) =

0.45 −0.86
1.11 −0.57

 x(t) +

−1.21
−1.11

w(t),
z(t) =
[
−0.01 1.53
]
x(t),
y(t) =
[
−0.77 0.37
]
x(t)− 0.23w(t).
(3.13)
Aplicando-se o resultado do Lema 2.24, obteˆm-se as seguintes matrizes para o filtro o´timo
Aqf =

0.09 −4.55
0.61 −2.06

 , Bqf =

 1.07
−1.25

 , Cqf = [−0.11 −5.61] , (3.14)
com custoH2 igual a ρ = 2.59. Por outro lado, na Figura 2, apresenta-se o resultado obtido
por meio do Teorema 3.1 para 400 valores de ξ espac¸ados em escala logar´ıtmica usando
as formulac¸o˜es primal (em azul) e dual (em verde). O resultado para o caso quadra´tico e´
ilustrado com a linha tracejada em vermelho.
10−2 10−1 100 101 102 103 104 105
2
4
6
8
10
12
14
16
ξ
ρ
Figura 2 – Comparac¸a˜o entre os resultados do Lema 2.24 e Teorema 3.1 para o sis-
tema (3.13). As curvas cont´ınuas representam o limitante superior da norma
H2 para um dado valor do escalar ξ usando as formulac¸o˜es primal (em azul)
e dual (em verde); a curva vermelha tracejada e´ o valor o´timo da norma H2
obtida por meio do Lema 2.24.
Neste ponto, ressalta-se que o filtro o´timo e´ obtido em ambas as condic¸o˜es
quando o valor o paraˆmetro escalar ξ tende para infinito. De fato, para o valor ξ = 200,
o filtro obtido pela formulac¸a˜o primal (item ii)) do Teorema 3.1 e´ dado por
Af =

−0.09 −4.45
0.62 −2.06

 , Bf =

 0.01
−0.01

 , Cf = [−8.58 −554.88] . (3.15)
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A transformac¸a˜o de similaridade que relaciona as realizac¸o˜es (3.14) e (3.15) e´ dada por
T =

0.01 −0.0002
0 0.0101

 . (3.16)
uma vez que7 Aqf = T
−1AfT,B
q
f = T
−1Bf e C
q
f = CfT , corroborando o fato de que a
condic¸a˜o do Teorema 3.1 conte´m o caso quadra´tico quando o paraˆmetro escalar tende a
infinito (neste caso, ξ = 200). Resultado semelhante e´ va´lido para a formulac¸a˜o dual.
Exemplo 3.2. Considere o sistema assintoticamente esta´vel, discreto, linear e invariante
no tempo dado por
x(k + 1) =


0.19 −0.21 −0.29
−0.08 0.24 −0.22
0.08 −0.31 −0.79

 x(k) +


1.44 1.37
0.33 −1.71
−0.75 −0.10

w(k),
z(k) =

−0.24 0.31 −0.03
0.32 −0.86 −0.16

 x(k) +

0.63 1.11
1.09 −0.86

w(k),
y(k) =
[
0.08 −1.21 −1.11
]
x(k) +
[
−0.01 1.53
]
w(k).
Variando-se o paraˆmetro ξ ∈ (−1, 1), obte´m-se o resultado apresentado na Figura 3. A
norma H2 o´tima para o caso quadra´tico e´ apresentada na curva vermelha tracejada e o
valor da norma H2 para um dado ξ com o resultado primal e dual nas curvas azul e verde,
respectivamente. Observe que o filtro o´timo e´ obtido com ξ = 0. Comportamento similar
em relac¸a˜o ao escalar ξ pode ser verificado em outros exemplos considerados.
Observac¸a˜o 3.1. A partir dos resultados das Figuras 2 e 3, percebe-se que, ao tratarem
sistemas precisamente conhecidos, as condic¸o˜es dos Teoremas 3.1 e 3.2 na˜o apresentam
vantagem quando comparado com o caso quadra´tico. No entanto, a vantagem do escalar
e´ evidente quando se trabalha com sistemas incertos e essas vantagens sa˜o discutidas na
pro´xima sec¸a˜o.
3.3 Filtragem Robusta
Extenso˜es dos resultados apresentados nos Teoremas 3.1 e 3.2 para tratar sis-
temas com incertezas polito´picas sa˜o feitas por meio de condic¸o˜es LMIs robustas (ou
dependentes de paraˆmetros), como apresentado nos teoremas a seguir.
7 As matrizes apresentadas neste exemplo foram truncadas na segunda casa decimal. Ao considerar-se
a matriz T dada em (3.16), mas com as matrizes (sem truncamento)
Aqf =
[−0.0894 −4.5471
0.6066 −2.0558
]
, Af =
[−0.0873 −4.4513
0.6203 −2.0569
]
,
obte´m-se ‖Aqf − T−1AfT ‖F = 0.0015, em que ‖A‖F representa a norma de Frobenius da matriz A.
Valores da mesma ordem de grandeza sa˜o obtidos para as matrizes Bqf e Bf , e C
q
f e Cf .
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Figura 3 – Comparac¸a˜o entre os resultados do Lema 2.24 e Teorema 3.2 para o sistema
do Exemplo 3.2. As curvas cont´ınuas representam o limitante superior para
a norma H2 para um dado valor do escalar ξ para a formulac¸a˜o primal (em
azul), dual (em verde). A curva vermelha tracejada e´ o valor o´timo da norma
H2 obtida por meio do Lema 2.24.
Teorema 3.3. Considere o sistema dinaˆmico cont´ınuo (2.73) com incertezas polito´picas.
Se existirem matrizes sime´tricas dependentes de paraˆmetros E1(α) ∈ Rn×n, E2(α) ∈
Rn×n(α) e M(α) ∈ Rr×r, matrizes dependentes de paraˆmetros E3(α) ∈ Rn×n, X1(α) ∈
Rn×n, X0(α) ∈ Rn×n, G0(α) ∈ Rn×n, G1(α) ∈ Rn×n, matrizes X5 ∈ Rn×n, MAf ∈ Rn×n,
MBf ∈ Rn×q, Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar ξ > 0 tais que,
Tr(M(α)) < ρ2,
(3.17)
E1(α) E3(α)
⋆ E2(α)

 ≻ 0,
(3.18)

E1(α)− He(G1(α)) E3(α)− ξX5 −G0(α)T G1(α)Bw(α) + ξMBfDyw(α)
⋆ E2(α)− ξHe(X5) G0(α)Bw(α) + ξMBfDyw(α)
⋆ ⋆ −M(α)

 ≺ 0,
(3.19)
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

ξHe(X1(α)A(α) +MBfCy(α)) S12 S13
⋆ ξHe(MAf ) E3(α)
T +MTAf − ξX0(α)
⋆ ⋆ −He(X1(α))
⋆ ⋆ ⋆
⋆ ⋆ ⋆
E3(α) + A(α)
TX0(α)
T + Cy(α)
TMTBf − ξX5 Cz(α)T
E2(α) +M
T
Af − ξX5 −Cf (α)T
−(X5 +X0(α)T ) 0
−He(X5) 0
⋆ −I


≺ 0, (3.20)
em que
S12 = ξ(MAf + A(α)TX0(α)T + Cy(α)TMTBf ),
S13 = E1(α) + A(α)TX1(α)T + Cy(α)TMTBf − ξX1(α),
sejam va´lidas ∀α ∈ Ξ, as matrizes
Af Bf
Cf 0

 =

X−15 MAf X−15 MBf
Cf 0

 , (3.21)
garantem ‖H(s, α)‖2 < ρ, ∀α ∈ Ξ, em que H(s, α) e´ a extensa˜o da matriz de transfereˆn-
cia (4.1) para o domı´nio polito´pico.
Ale´m disso, um limitante superior para a norma de pior caso (custo garantido
H2) pode ser obtido a partir do procedimento de otimizac¸a˜o, para ξ > 0:
ρ˜2 = min.{ρ2 : (3.17)–(3.20)}.
Similarmente, usando-se a formulac¸a˜o dual, se existirem matrizes sime´tricas
dependentes de paraˆmetros E1(α) ∈ Rn×n, E2(α) ∈ Rn×n e M(α) ∈ Rp×p, matrizes
dependentes de paraˆmetros E3(α) ∈ Rn×n, X1(α) ∈ Rn×n, X0(α) ∈ Rn×n, matrizes X5 ∈
Rn×n, MAf ∈ Rn×n, MBf ∈ Rn×q, Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar ξ > 0 tais que,
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(3.17), (3.18), 

E1(α)− ξHe(X1(α)) E3(α)− ξ(X5 +X0(α)T ) Cz(α)T
⋆ E2(α)− ξHe(X5) −CTf
⋆ ⋆ −M(α)

 ≺ 0, (3.22)


ξHe(X1(α)A(α) +MBfCy(α)) ξ(MAf + A(α)
TX0(α)
T + Cy(α)
TMTBf )
⋆ ξHe(MAf )
⋆ ⋆
⋆ ⋆
⋆ ⋆
E1(α) +X1(α)A(α) +MBfCy(α)− ξX1(α)T E3(α) +MAf − ξX0(α)T
E3(α)
T +X0(α)A(α) +MBfCy(α)− ξXT5 E2(α) +MAf − ξXT5
−He(X1(α)) −(X5 +X0(α)T )
⋆ −He(X5)
⋆ ⋆
X1(α)Bw(α) +MBfDyw(α)
X0(α)Bw(α) +MBfDyw(α)
0
0
−I


≺ 0. (3.23)
sejam va´lidas ∀α ∈ Ξ, as matrizes (3.21) sa˜o tais que ‖H(s, α)‖2 < ρ, ∀α ∈ Ξ. Um
limitante superior para a norma de pior caso e´ obtido por meio do procedimento de
otimizac¸a˜o, para ξ > 0:
ρ˜2 = min.{ρ2 : (3.17), (3.18), (3.22)–(3.23)},
Demonstrac¸a˜o. A prova deste teorema e´ uma aplicac¸a˜o direta das implicac¸o˜es ii) → i)
(primal) e iii) → i) (dual) estabelecidas no Teorema 3.1. Observe que a necessidade na˜o
e´ va´lida, pois os elementos da segunda coluna das varia´veis de folga sa˜o considerados
independentes do paraˆmetros incerto.
Observac¸a˜o 3.2. Note que, no caso incerto, diferentemente do caso precisamente conhe-
cido, os valores dos custos garantidos obtidos por meio das formulac¸o˜es primal e dual na˜o
sa˜o necessariamente iguais.
Com relac¸a˜o ao caso discreto, estabelece-se o seguinte resultado.
Teorema 3.4. Considere o sistema dinaˆmico discreto com incertezas polito´picas (2.73). Se
existirem matrizes sime´tricas dependentes de paraˆmetros E1(α) ∈ Rn×n, E2(α) ∈ Rn×n
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e M(α) ∈ Rp×p, matrizes dependentes de paraˆmetros E3(α) ∈ Rn×n, X1(α) ∈ Rn×n,
X0(α) ∈ Rn×n, G0(α) ∈ Rn×n, G1(α) ∈ Rn×n, matrizes X5 ∈ Rn×n, MAf ∈ Rn×n,
MBf ∈ Rn×q, Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar ξ > 0 tais que (3.17),

−E1(α) −E3(α) E1(α) E3(α) 0 0
⋆ −E2(α) E3(α)T E2(α) 0 0
⋆ ⋆ −He(G1(α)) −(X5 +G0(α)T ) G˜35 0
⋆ ⋆ ⋆ −He(X5) G˜45 0
⋆ ⋆ ⋆ ⋆ −M(α) D(α)
⋆ ⋆ ⋆ ⋆ ⋆ −I


≺ 0, (3.24)


G11 G12 A(α)TX1(α)T + Cy(α)TMTBf − ξX1(α)
⋆ −E2(α) + ξHe(MAf) MTAf − ξX0(α)
⋆ ⋆ E1(α)− He(X1(α))
⋆ ⋆ ⋆
⋆ ⋆ ⋆
A(α)TX0(α)
T + Cy(α)
TMTBf − ξX5 Cz(α)T − Cy(α)TDTf
MTAf − ξX5 −Cf
E3(α)− (X5 +X0(α)T ) 0
E2(α)− He(X5) 0
⋆ −I


≺ 0, (3.25)
em que
G˜35 = G1(α)Bw(α) +MBfDyw(α), G˜45 = G0(α)Bw(α) +MBfDyw(α),
G11 = −E1(α) + ξHe(X1(α)A(α) +MBfCy(α)),
G12 = −E3(α) + ξ(MAf + A(α)TX0(α)T + Cy(α)TMTBf ),
sejam va´lidas ∀α ∈ Ξ, o filtro cujas matrizes sa˜o dadas por (3.21) garante ‖H(z, α)‖2 < ρ,
∀α ∈ Ξ.
Um limitante superior para a norma H2 de pior caso pode ser obtido por meio
do procedimento de otimizac¸a˜o, para ξ ∈ (−1, 1):
ρ˜2 =min.{ρ2 : (3.17), (3.18), (3.24), (3.25)}
De maneira equivalente, utilizando-se a formulac¸a˜o dual, se existirem matrizes
sime´tricas dependentes de paraˆmetros E1(α) ∈ Rn×n, E2(α) ∈ Rn×n e M(α) ∈ Rp×p, ma-
trizes dependentes de paraˆmetros E3(α) ∈ Rn×n, X1(α) ∈ Rn×n, X0(α) ∈ Rn×n, matrizes
X5 ∈ Rn×n, MAf ∈ Rn×n, MBf ∈ Rn×q, Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar ξ > 0 tais
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que (3.17),

−E1(α) −E3(α) E1(α) E3(α) 0 0
⋆ −E2(α) E3(α)T E2(α) 0 0
⋆ ⋆ −He(X1(α)) −(X5 +X0(α)T ) Cz(α)T − Cy(α)TDTf 0
⋆ ⋆ ⋆ −He(X5) −CTf 0
⋆ ⋆ ⋆ ⋆ −M(α) D(α)
⋆ ⋆ ⋆ ⋆ ⋆ −I


≺ 0,
(3.26)

E1(α) −He(X1(α)) E3(α) −X5 −X0(α)T A(α)TX1(α)T + Cy(α)TMTBf − ξX1(α)
⋆ E3(α)−He(X5) MTAf − ξX0(α)
⋆ ⋆ −E1(α) + ξHe(X1(α)A(α) +MBfCy(α))
⋆ ⋆ ⋆
⋆ ⋆ ⋆
A(α)TX0(α)
T + Cy(α)
TMTBf − ξX5 0
MTAf − ξX5 0
−E3(α) + ξ(MAf +A(α)TX0(α)T + Cy(α)TMTBf ) X1(α)Bw(α) +MBfDyw(α)
−E2(α) + ξHe(MAf ) X0(α)Bw(α) +MBfDyw(α)
⋆ −I


≺ 0,
(3.27)
sejam va´lidas ∀α ∈ Ξ, enta˜o ‖H(z, α)‖2 < ρ, ∀α ∈ Ξ.
Neste caso, um limitante superior para a norma H2 de pior caso e´ obtido por
meio do procedimento de otimizac¸a˜o, para ξ ∈ (−1, 1):
ρ˜2 = min.{ρ2 : (3.17), (3.18), (3.26), (3.27)}.
A aplicac¸a˜o do Teorema 3.4 no projeto8 de filtros robustos H2 de ordem com-
pleta para sistemas dinaˆmicos discretos e´ ilustrada nos exemplos a seguir. Resultados
similares sa˜o obtidos no caso cont´ınuo com a aplicac¸a˜o do Teorema 3.3.
Exemplo 3.3. Considere o sistema linear discreto, robustamente esta´vel, e invariante no
tempo com incertezas polito´picas definido pelas matrizes (geradas aleatoriamente)
A1 =

−0.83 −0.02
0.06 0.69

 , A2 =

 0.53 −0.35
−0.77 −0.46

 , Bw1 =

1.27 3.45
0.96 1.03

 , Bw2 =

 0.91 0.53
−1.02 3.32

 ,
Cz1 =
[
0.49 −1.51
]
, Cz2 =
[
1.41 −0.21
]
, Cy1 =
[
−0.36 −1.51
]
, Cy2 =
[
−0.77 −1.65
]
,
Dyw1 =
[
0.18 −0.01
]
, Dyw2 =
[
3.25 −1.98
]
.
8 Com o intuito de apresentar ao leitor a utilizac¸a˜o do pacote computacional ROLMIP (AGULHARI
et al., 2012), a rotina da condic¸a˜o dual do Teorema 3.4 e´ fornecida no Apeˆndice.
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Na Figura 4, e´ apresentado o resultado da aplicac¸a˜o das condic¸o˜es do Teorema 3.4 para
diferentes valores do escalar ξ. Percebe-se que, para a formulac¸a˜o primal (curva azul
tracejada) com varia´veis afins no paraˆmetro incerto e para uma busca no paraˆmetro
escalar limitada ao conjunto
ξ ∈ {0.95, 0.9, . . . ,−0.05, 0, 0.05, . . . , 0.9, 0.95}, (3.28)
obte´m-se uma reduc¸a˜o ma´xima do custo garantido H2 de cerca de 1.3% (para ξ = 0.35)
quando comparado com ξ = 0. Para a formulac¸a˜o dual (curva vermelha) com varia´veis
afins, concluso˜es semelhantes sa˜o obtidas, com reduc¸a˜o ma´xima de 9% (para ξ = −0.4)
no custo garantido H2.
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Figura 4 – Influeˆncia do paraˆmetro ξ no ca´lculo do custo garantido H2 para o sistema
do Exemplo 3.3 usando as condic¸o˜es do Teorema 3.4 (primal, azul tracejada;
dual, vermelho cont´ınua) com varia´veis afins.
Exemplo 3.4. Este exemplo tem o objetivo de comparar o desempenho das condic¸o˜es do
Lema 2.25 para sistemas discretos e do trabalho (LACERDA et al., 2011) (para λ1 = 1,
λ2 = 1 e λ3 = 0) com o Teorema 3.4 (fixando-se ξ = 0), ao aumentar-se gradativamente a
quantidade de incerteza presente no sistema. Para tanto, cria-se, inicialmente, um sistema
precisamente conhecido com matrizes A, Bw ,Cz, Cy, Dyw e, em seguida, constro´i-se um
sistema polito´pico com dois ve´rtices, A1 = A e A2 = νA, e as demais matrizes permanecem
inalteradas. Note que, para ν = 1, tem-se um sistema precisamente conhecido. As matrizes
(geradas aleatoriamente e truncadas em duas casas decimais) sa˜o
A =


0.009 0.015 0
0 −0.448 −0.298
0.153 0.284 −0.159

 , Bw =


−1.058
−8.357
4.339

 , Cz =
[
−1.011 2.973 3.253
]
,
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Cy =
[
1.384 0.289 4.288
]
, Dyw = −4.305,
e o resultado e´ apresentado na Figura 5. Observa-se que, quando a incerteza e´ baixa
(valores de ν pro´ximos a 1), a condic¸a˜o do Teorema 3.4 proveˆ resultados melhores em
termos de custo garantido H2 do que as condic¸o˜es em (LACERDA et al., 2011) e do que
o filtro obtido pela a extensa˜o do Lema 2.25 para tratar o caso incerto. Neste exemplo, a
condic¸a˜o de Lacerda et al. (2011) produz resultados menos conservadores para valores de
ν > 2.3.
Os resultados desses exemplos foram apresentados em (ROMA˜O et al., 2015).
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Figura 5 – Limitante da norma H2 fornecido pelas condic¸o˜es de (LACERDA et al., 2011)
(λ1 = λ2 = 1 e λ3 = 0, vermelho cont´ınua), Lema 2.25 (azul, tracejada com
pontos) e Teorema 3.4 (ξ = 0, dual, verde tracejada) para o Exemplo 3.3.
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4 Filtragem H∞
Neste cap´ıtulo, aborda-se o problema de filtragem H∞ por meio de condic¸o˜es
LMIs para todo o intervalo de frequeˆncia, chamado simplesmente de filtragem H∞ e,
usando-se o gKYP (ver cap´ıtulo 2), para especificac¸o˜es em baixa, me´dia e alta frequeˆncia,
tanto para o caso cont´ınuo quanto para o caso discreto.
Inicialmente, estendem-se as condic¸o˜es para o ca´lculo da norma H∞ com pa-
raˆmetros escalares apresentados no Cap´ıtulo 3 com o objetivo de reduzir o conservado-
rismo com relac¸a˜o ao resultado quadra´tico para todo intervalo de frequeˆncia. Em seguida,
explora-se o problema de filtragem em faixas de frequeˆncias.
Com o objetivo de facilitar a leitura deste cap´ıtulo, note que, no problema de
filtragem, interessa-se pelo desempenho, em termos das normas H2 e H∞, da matriz de
transfereˆncia
H(λ) = C(λI − A)−1B + D, (4.1)
em que
A =

 A 0
BfCy Af

 , B =

 Bw
BfDyw

 , C = [Cz −DfCy −Cf ] , D = Dzw −DfDyw.
.
Para maiores detalhes sobre a definic¸a˜o do problema de filtragem, ver Sec¸a˜o 2.6.
4.1 Problema de Filtragem H∞
Com relac¸a˜o ao problema de filtragem H∞ para sistemas cont´ınuos no tempo,
estabelece-se o seguinte resultado.
4.1.1 Sistemas Cont´ınuos
Teorema 4.1. Considere a matriz de transfereˆncia (4.1). As seguintes condic¸o˜es sa˜o
equivalentes.
i) Existem matrizes Af , Bf , Cf e Df tais que ‖H(s)‖∞ < γ.
ii) Existem matrizes sime´tricas E1, E2 ∈ Rn×n, matrizes E3 ∈ Rn×n, X1 ∈ Rn×n,
X0 ∈ Rn×n, G1 ∈ Rn×n, G0 ∈ Rn×n, X5 ∈ Rn×n , MAf ∈ Rn×n, MBf ∈ Rn×q,
Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar ξ > 0 tais que
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
E1 E3
ET3 E2

 ≻ 0,
(4.2)

He(X1A +MBfCy) MAf + A
TX0 + C
T
y MBf E1 + ξ(A
TXT1 + C
T
y M
T
Bf )−X1
⋆ He(MAf) E
T
3 + ξM
T
Af −X0
⋆ ⋆ −ξHe(X1)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
E3 + ξ(A
TXT0 + C
T
y M
T
Bf )−X5 X1Bw +MBfDyw CTz − CTy DTf
E2 + ξM
T
Af −X5 X0Bw +MBfDyw −CTf
−ξ(X5 +XT0 ) ξ(X1Bw +MBfDyw) 0
−ξHe(X5) ξ(X0Bw +MBfDyw) 0
⋆ −I DTzw −DTywDTf
⋆ ⋆ −γ2I


≺ 0.
(4.3)
Ademais, o filtro que minimiza o ı´ndice H∞ para um determinado valor de ξ
e´ obtido a partir do seguinte problema de otimizac¸a˜o
γ˜ =min.{γ2 : (4.2)–(4.3)}
com matrizes dadas por9
Af = X
−1
5 MAf , Bf = X
−1
5 MBf ,
e matrizes Cf e Df sa˜o obtidas diretamente do problema de otimizac¸a˜o. Quando ξ → 0,
o filtro o´timo e´ obtido.
Demonstrac¸a˜o. Usando as definic¸o˜es apresentadas na prova do Teorema 3.1, observe que
a desigualdade (4.3) pode ser escrita como
diag{R˜T , R˜T , I, I}


He(ATX) P + ξATX − XT XTB CT
⋆ −ξHe(X) ξXTB 0
⋆ ⋆ −I DT
⋆ ⋆ ⋆ −γ2I

 diag{R˜, R˜, I, I} ≺ 0.
Dessa forma, com a aplicac¸a˜o de uma transformac¸a˜o de congrueˆncia, prova-se a equiva-
leˆncia da desigualdade acima com o item ii) do Lema 2.6; ale´m disso, como a desigual-
dade (4.2) e´ equivalente a P ≻ 0, o resultado segue pelo Lema 2.6.
9 A existeˆncia da inversa da matriz X5 segue por argumento similar ao apresentado no Teorema 3.1.
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Outrossim, observe que a matriz X = XT = P e´ fact´ıvel se, e somente se,

ATP + PA PB CT
⋆ −I DT
⋆ ⋆ −γ2I

+ ξ


ATP
BTP
0

P−1
[
PA PB 0
]
≺ 0,
ou seja, o filtro o´timo e´ obtido quando ξ → 0.
4.1.2 Discreto
Com relac¸a˜o ao problema de filtragem H∞ para sistemas discretos no tempo,
tem-se o seguinte resultado.
Teorema 4.2. Considere a matriz de transfereˆncia (4.1). As seguintes condic¸o˜es sa˜o
equivalentes.
i) Existem matrizes Af , Bf , Cf e Df tais que ‖H(z)‖∞ < γ.
ii) Existem matrizes sime´tricas E1 ∈ Rn×n, E2 ∈ Rn×n, matrizes E3 ∈ Rn×n, X1 ∈
Rn×n, X0 ∈ Rn×n, X5 ∈ Rn×n, MAf ∈ Rn×n, MBf ∈ Rn×q, Cf ∈ Rp×n, Df ∈ Rp×q, e
um escalar ξ ∈ (−1, 1) tais que (4.2) e (4.4) sejam fact´ıveis.


ξHe(X1A+MBfCy)− E1 ξ(MAf +ATXT0 +CTy MTBf )− E3 ATXT1 + CTy MTBf − ξX1
⋆ ξHe(MAf )− E2 MTAf − ξX0
⋆ ⋆ E1 −He(X1)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
ATXT0 + C
T
y M
T
Bf − ξX5 ξ(X1Bw +MBfDyw) CTz − CTy DTf
MTAf − ξX5 ξ(X0Bw +MBfDyw) −CTf
E3 −X5 −XT0 X1Bw +MBfDyw 0
E2 −He(X5) X0Bw +MBfDyw 0
⋆ −I DTzw −DTywDTf
⋆ ⋆ −γ2I


≺ 0.
(4.4)
O filtro que minimiza o ı´ndice H∞ para um determinado valor de ξ ∈ (−1, 1)
e´ obtido por meio de problema de otimizac¸a˜o
γ˜ = min.{γ2 : (4.2), (4.4)}
com matrizes dadas por
Af = X
−1
5 MAf , Bf = X
−1
5 MBf ,
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e as matrizes Cf e Df obtidas diretamente do problema de otimizac¸a˜o. Ale´m disso, o filtro
o´timo e´ obtido com ξ = 0.
Demonstrac¸a˜o. Similarmente a` prova do Teorema 4.1, usam-se as definic¸o˜es do Teo-
rema 3.1 e reescreve-se a desigualdade (4.4) como
diag{R˜T , R˜T , I, I}


ξHe(ATX)− P ATX − ξXT ξXTB CT
⋆ −He(X) + P XTB 0
⋆ ⋆ −I DT
⋆ ⋆ ⋆ −γ2I

 diag{R˜, R˜, I, I} ≺ 0.
O resultado segue por uma transformac¸a˜o de congrueˆncia e a equivaleˆncia do Lema 2.7.
A matriz X = XT = P e´ fact´ıvel se, e somente se,

ATPA− P ATPB + ξPB CT
⋆ BTPB− I DT
⋆ ⋆ −γ2I

 ≺ 0,
ou seja, se ξ = 0, o filtro o´timo e´ obtido.
Na˜o sa˜o apresentados exemplos para o problema de filtragem H∞ nesta sec¸a˜o
pelo fato do comportamento ser similar ao do caso H2. De fato, para ambos os casos,
cont´ınuo e discreto, os resultados da variac¸a˜o da norma H∞ em func¸a˜o do paraˆmetro
escalar ξ assemelham-se aos ilustrados nas Figuras 2 e 3, respectivamente.
4.1.3 Filtros Robustos H∞
Extenso˜es dos resultados apresentados nos Teoremas 4.1 e 4.2 para o projeto
de filtros robustos seguem diretamente. A seguir, apresenta-se a extensa˜o para o caso
cont´ınuo (o caso discreto pode ser constru´ıdo de maneira similar).
Teorema 4.3. Considere o sistema (4.1). A desigualdade ‖H(s, α)‖∞ < γ, ∀α ∈ Ξ, e´
valida se existirem matrizes sime´tricas dependentes de paraˆmetros E1(α) ∈ Rn×n, E2(α) ∈
Rn×n, matrizes dependentes de paraˆmetros E3(α) ∈ Rn×n, X0(α) ∈ Rn×n, X1(α) ∈ Rn×n,
matrizes X5 ∈ Rn×n, MAf ∈ Rn×n, MBf ∈ Rn×q, Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar
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ξ > 0 tais que a seguinte LMI robusta seja fact´ıvel

He(X1(α)A(α) +MBfCy(α)) MAf +A(α)
TX0(α) + Cy(α)
TMBf S13
⋆ He(MAf ) S23
⋆ ⋆ −ξHe(X1(α))
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
S14 X1(α)A(α) +MBfDyw(α) Cz(α)T − Cy(α)TDTf
E2(α) + ξM
T
Af −X5 X0(α)A(α) +MBfDyw(α) −CTf
−ξ(X5 +X0(α)T ) ξ(X1(α)A(α) +MBfDyw(α)) 0
−ξHe(X5) ξ(X0(α)A(α) +MBfDyw(α)) 0
⋆ −I Dzw(α)T −Dyw(α)TDTf
⋆ ⋆ −γ2I


≺ 0, (4.5)
para todo α ∈ Ξ, com
S13 = E1(α) + ξ(A(α)TX1(α)T +Cy(α)TMTBf )−X1(α), S23 = E3(α)T + ξMAf −X0(α)
S14 = E3(α) + ξ(A(α)TX0(α)T + Cy(α)TMTBf )−X5.
Um limitante superior para a norma H∞ de pior caso e´ obtido a partir do problema de
otimizac¸a˜o
γ˜ =min.{γ2 : (4.2), (4.5)},
com matrizes do filtro robusto dadas por
Af = MAfX
−1
5 , Bf = X
−1
5 MBf . (4.6)
e Cf e Df obtidas diretamente do problema de otimizac¸a˜o.
Demonstrac¸a˜o. Segue passos similares aos do Lema 3.3.
4.1.4 Exemplos Nume´ricos
A utilizac¸a˜o do Teorema 4.3 e´ exemplificada a seguir. Resultados similares sa˜o
obtidos para o caso discreto.
Exemplo 4.1. Para comparar os resultados do Teorema 4.3 com a extensa˜o do Lema 2.26
para o caso robusto e com (LACERDA et al., 2011), cria-se um sistema polito´pico em
que o grau de incerteza e´ controlado a partir de um paraˆmetro escalar (usando um proce-
dimento similar ao utilizado no Exemplo 3.4 do cap´ıtulo anterior). Ou seja, considera-se
um sistema precisamente conhecido com matrizes A, Bw, Cz, Dzw, Cy, Dyw e, a partir
desse, gera-se um modelo polito´pico com dois ve´rtices por meio do seguinte procedimento:
A1 = A, A2 = A− νI, e as outras matrizes sa˜o mantidas constantes. Observe que o n´ıvel
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de incerteza e´ controlado pelo paraˆmetro ν, e que, para ν = 0, tem-se um sistema preci-
samente conhecido. Dito isto, considere as matrizes (geradas aleatoriamente e truncadas
em duas casas decimais)
A =


−1.23 −0.63 −2.49
0.19 −0.17 0.20
0.35 2.35 −0.31

 , Bw =


−2.39 −1.80
0.27 2.12
0.51 3.64

 , Cz =

0.67 −1.64 −0.27
1.11 3.36 1.32

 ,
Dzw =

 1.17 −0.19
−0.30 0.09

 , Cy = [−0.67 −3.81 1.45] , Dyw = [−4.32 −0.91] .
Definindo uma estrutura afim para as varia´veis dependentes de paraˆmetros em
(LACERDA et al., 2011) e no Teorema 4.3, e gerando um grid com espac¸amentos de 0.05
no paraˆmetro ν, obteˆm-se os resultados apresentados na Figura 6. Note que a condic¸a˜o do
Teorema 4.3 proveˆ limitantes H∞ pro´ximos aos fornecidos pela resultado em (LACERDA
et al., 2011) usando menos varia´veis (108 contra 168).
Neste exemplo, foi realizada uma busca linear no paraˆmetro escalar do Teo-
rema 4.3 e (LACERDA et al., 2011) (λ1 = λ2 = ξ, λ3 = λ4 = 0) no conjunto definido
em (3.28).
Note que os resultados (para cada valor de ν) obtidos por meio do Teorema 4.3
sa˜o sempre menos conservadores que o resultado quadra´tico apresentado no Lema 2.26;
ale´m disso, o limitante do Teorema 4.3 esta´ pro´ximo do limitante obtido com o resultado
apresentado em (LACERDA et al., 2011) para o n´ıvel de incerteza considerado. Para
maiores valores de incerteza, o me´todo (LACERDA et al., 2011) proveˆ limitantes cada
vez menos conservadores quando comparados com os valores fornecidos pelo Teorema 4.3.
Exemplo 4.2. Considere o seguinte sistema dinaˆmico cont´ınuo e robustamente esta´vel
dado por,
A =

−0.6 4 + δ
−4 −0.6

 , Bw =

 0 0
1.5 0

 , Cz = Dyw = [0 1] , Cy = [0 −1.2] , (4.7)
em que |δ| ≤ δ¯. Na Tabela 2, apresenta-se o custo garantido H∞ obtido pelas condic¸o˜es
do Teorema 4.3 (ξ = 0.1) e (LACERDA et al., 2011, λ1 = λ2 = 1) para diferentes valores
de δ¯. Observe que a condic¸a˜o proposta proveˆ limitantes competitivos quando comparados
com (LACERDA et al., 2011) usando um menor nu´mero de varia´veis (50 versus 78).
Tabela 2 – Custos garantidos H∞ para o Exemplo 4.2 usando o Teorema 4.3 (T4.3), ξ =
0.1, e (LACERDA et al., 2011) (LOP) com λ1 = λ2 = 1 para diferentes valores
do limitante do paraˆmetro δ, definido por δ¯.
δ¯ 1 1.3 1.5 2 2.5
LOP 0.702 0.706 0.709 0.721 0.737
(T4.3) 0.702 0.707 0.711 0.724 0.741
Os resultados desse exemplo foram apresentados em (ROMA˜O et al., 2016).
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Figura 6 – Limitantes para o custo garantido H∞ do sistema do Exemplo 4.1 para (LA-
CERDA et al., 2011, λ1 = λ2 = ξ, λ3 = λ4 = 0) (linha vermelha tracejada
com pontos), adaptac¸a˜o do Lema 2.26 para tratar o caso robusto (linha azul
tracejada) e Teorema 4.3 (linha verde), com ξ pertecente ao conjunto dado em
(3.28).
4.2 Projeto de Filtros usando o gKYP
O projeto de filtros que minimizam a norma H∞ para faixas de frequeˆncia
pode ser realizado por meio do gKYP, apresentado no Cap´ıtulo 2. Neste caso, interessa-se
em obter as matrizes do filtro Af , Bf , Cf e Df de modo que
‖H(λ)‖∞ < γ, ∀λ ∈ Λ(Φ,Ψ),
em que H(λ) e´ a matriz de transfereˆncia (4.1) e Λ(Φ,Ψ) representa um segmento de reta
ou c´ırculo (para maiores detalhes sobre a definic¸a˜o deste conjunto, ver (IWASAKI et al.,
2000; IWASAKI; HARA, 2005)). Dessa forma, apresentam-se os resultados do projeto de
filtros, cont´ınuos e discretos, com especificac¸o˜es em baixa, me´dia e alta frequeˆncia.
4.2.1 Especificac¸o˜es em Baixa Frequeˆncia
Os pro´ximos resultados abordam o projeto de filtros de ordem completa,
cont´ınuos e discretos, para especificac¸o˜es em baixa frequeˆncia. Observe que, enquanto
estabelece-se uma condic¸a˜o necessa´ria e suficiente para o projeto de filtros no caso cont´ı-
nuo, no caso discreto o resultado apresentado e´ apenas suficiente.
Teorema 4.4. Considere o sistema cont´ınuo associado a` matriz de transfereˆncia (4.1), e
considere um escalar ωℓ > 0. As seguintes condic¸o˜es sa˜o equivalentes.
i) ‖H(s)‖∞ < γ, ∀s = jω e |ω| ≤ ωℓ.
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ii) Existem matrizes sime´tricas definidas positivas Q11 = Q
T
11 ∈ Rn×n e Q22 = QT22 ∈
Rn×n, matrizes sime´tricas P11 ∈ Rn×n e P22 ∈ Rn×n, matrizes Q12 ∈ Rn×n, P12 ∈
Rn×n, G11 ∈ Rn×n, G21 ∈ Rn×n, MAf ∈ Rn×n, MBf ∈ Rn×q, Cf ∈ Rp×n e Df ∈ Rp×q
tais que


−Q11 −Q12 P11 −GT11 P12 −GT21
⋆ −Q22 P T12 − KˆT P22 − KˆT
⋆ ⋆ ω2ℓQ11 +He(G11A+MBfCy) ω
2
ℓQ12 +MAf +A
TGT21 + C
T
y M
T
Bf
⋆ ⋆ ⋆ ω2ℓQ22 +He(MAf )
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
0 0
0 0
G11Bw +MBfDyw C
T
z − CTy DTf
G21Bw +MBfDyw −CTf
−γ2I DTzw −DTywDTf
⋆ −I


≺ 0 (4.8)
Ademais, o menor limitante superior que satisfaz i) e´ obtido a partir do pro-
blema de otimizac¸a˜o
γ˜2 = min.{γ2 : (4.8)},
e as matrizes do filtro que garantem este desempenho sa˜o dadas por
Af = Kˆ
−1MAf , Bf = Kˆ
−1MBf .
com Cf e Df obtidas diretamente do problema de otimizac¸a˜o.
Demonstrac¸a˜o. Definindo as matrizes
R˜ =

I 0
0 G˜−T22 G˜
T
12

 , G =

G˜11 G˜12
G˜21 G˜22

 ,

Q11 Q12
QT12 Q22

 = R˜TQR˜,

P11 P12
P T12 P22

 = R˜TPR˜,

G11 Kˆ
G21 Kˆ

 = R˜TGR˜,
observe que
R˜TGAR˜ =

G11A +MBfCy MAf
G21A +MBfCy MAf

 , R˜TGB =

G11Bw +MBfDyw
G21Bw +MBfDyw

 ,
CR˜ =

Cz −DfCy
−Cf

 .
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Dessa forma, a desigualdade (4.8) pode ser escrita como
diag{R˜T , R˜T , I, I}


−Q P −GT 0 0
P −G ω2ℓQ+ He(GA) GB CT
0 BTGT −γ2I DT
0 C D −I

 diag{R˜, R˜, I, I} ≺ 0,
que, por sua vez, e´ equivalente a

−Q P 0
P ω2ℓQ+ C
TC CTD
0 DTC DTD− γ2I

+


−I
AT
BT

GT
[
0 I 0
]
︸ ︷︷ ︸
K
+


0
I
0

G
[
−I A B
]
︸ ︷︷ ︸
S
≺ 0,
e como10, por meio da escolha
K⊥ =


I 0
0 0
0 I

 , S⊥ =


A B
I 0
0 I

 ,
K
⊥T


−Q P 0
P ω2ℓQ+ C
TC CTD
0 DTC DTD− γ2I

K⊥ =

−Q 0
0 DTD− γ2I

 ≺ 0,
usando-se o Lema 2.9, mostra-se que a desigualdade (4.8) e´ equivalente a
S⊥
T


−Q P 0
P ω2ℓQ+ C
TC CTD
0 DTC DTD− γ2I


︸ ︷︷ ︸
Q
S⊥ ≺ 0. (4.9)
Note que
Q =


I 0 0 0
0 I CT 0
0 0 DT I




−Q P 0 0
P ω2ℓQ 0 0
0 0 I 0
0 0 0 −γ2I




I 0 0
0 I 0
0 C D
0 0 I

 ,
e, portanto, a desigualdade (4.9) pode ser reescrita como

AT I CT 0
BT 0 DT I




−Q P 0 0
P ω2ℓQ 0 0
0 0 I 0
0 0 0 −γ2I




A B
I 0
C D
0 I

 ≺ 0 =⇒

A B
I 0

T

−Q P
P ωℓQ


︸ ︷︷ ︸
Φc⊗P+Ψ1⊗Q

A B
I 0

+

C D
0 I

T

I 0
0 −γ2I



C D
0 I


︸ ︷︷ ︸
Θ
≺ 0.
Portanto, a equivaleˆncia entre i) e ii) e´ estabelecida por meio do Lema 2.30.
10 Ao longo dessa sec¸a˜o, assume-se que DTD − γ2I ≺ 0. Note que essa hipo´tese e´ automaticamente
satisfeita para sistemas estritamentes pro´prios.
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De maneira similar, obte´m-se o seguinte resultado para o caso discreto.
Teorema 4.5. Considere o sistema discreto associado a` matriz de transfereˆncia (4.1), e
considere um escalar vℓ > 0. Se existirem matrizes sime´tricas definidas positivas Q11 ∈
Rn×n e Q22 ∈ Rn×n, matrizes sime´tricas P11 ∈ Rn×n e P22 ∈ Rn×n, matrizes Q12 ∈ Rn×n,
P12 ∈ Rn×n, G11 ∈ Rn×n, G21 ∈ Rn×n, , F11 ∈ Rn×n, F21 ∈ Rn×n, MAf ∈ Rn×n, MBf ∈
R
n×q, Cf ∈ Rp×n e Df ∈ Rp×q tais que 
Q11 Q12
QT12 Q22

 ≻ 0,
(4.10)

−P11 −He(F11) −P12 − F T21 − Kˆ Q11 −GT11 + F11A+MBfCy
⋆ −P T22 −He(Kˆ) QT12 − KˆT + F21A+MBfC2
⋆ ⋆ P11 +He(G11A+MBfCy)− 2 cos(vℓ)Q11
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
Q12 −GT21 +MAf F11Bw +MBfDyw 0
Q22 − KˆT +MAf F21Bw +MBfDyw 0
P12 +MAf +A
TGT21 + C
T
y M
T
Bf − 2 cos(vℓ)Q12 G11Bw +MBfDyw CTz − CTy DTf
P22 +He(MAf )− 2 cos(vℓ)Q22 G21Bw +MBfDyw −CTf
⋆ −γ2I DTzw −DTywDTf
⋆ ⋆ −I


≺ 0,
(4.11)
sa˜o verificadas, enta˜o ‖H(ejω)‖∞ < γ para todo |ω| ≤ vℓ. Ademais, um limitante superior
para γ pode ser obtido a partir do problema de otimizac¸a˜o
γ˜2 =min.{γ2 : (4.10), (4.11)},
e as matrizes do filtro que garantem este desempenho sa˜o dadas por
Af = Kˆ
−1MAf , Bf = Kˆ
−1MBf ,
e Cf e Df obtidas diretamente do problema de otimizac¸a˜o.
Demonstrac¸a˜o. Demaneira similar a` prova do Teorema 4.5, reescreve-se a desigualdade (4.11)
como,
diag{R˜T , R˜T , I, I}


−P − He(F ) Q−GT + FA FB 0
⋆ P + He(GA)− 2 cos(vℓ)Q GB CT
⋆ ⋆ −γ2I DT
⋆ ⋆ ⋆ −I

 diag{R˜, R˜, I, I} ≺ 0.
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Aplicando uma transformac¸a˜o de congrueˆncia e complemento de Schur, obte´m-se a se-
guinte desigualdade equivalente


−P Q 0
⋆ P − 2 cos(vℓ)Q+ CTC CTD
0 DTC DTD− γ2I

+ He




F
G
0


[
−I A B
]
︸ ︷︷ ︸
S

 ≺ 0,
que, se verificada, com
S
⊥ =


A B
I 0
0 I

 ,
implica em
S⊥
T


−P Q 0
⋆ P − 2 cos(vℓ)Q+ CTC CTD
0 DTC DTD− γ2I

 S⊥ ≺ 0.
Usando argumentos similares aos utilizados na prova do Teorema 4.4, a desigualdade
anterior e´ a desigualdade

AT I CT 0
BT 0 DT I




−P Q 0 0
Q P − 2 cos(vℓ)Q 0 0
0 0 I 0
0 0 0 −γ2I




A B
I 0
C D
0 I

 ≺ 0 =⇒

A B
I 0

T

−P Q
Q P − 2 cos(vℓ)Q


︸ ︷︷ ︸
Φd⊗P+Ψ4⊗Q

A B
I 0

+

C D
0 I

T

I 0
0 −γ2I



C D
0 I


︸ ︷︷ ︸
Θ
≺ 0.
Como (4.10) implica em Q ≻ 0 (definida no Lema 2.30), o resultado segue do Lema 2.30.
4.2.2 Especificac¸o˜es em Me´dia Frequeˆncia
Resultados para o projeto de filtros em me´dia frequeˆncia sa˜o obtidos de maneira
similar. Estes resultados sa˜o apresentados a seguir para os casos cont´ınuo e discreto.
Teorema 4.6. Considere o sistema cont´ınuo associado a` matriz de transfereˆncia (4.1), e
escalares ω1 e ω2 satisfazendo ω2 > ω1 > 0. As seguintes condic¸o˜es sa˜o equivalentes.
i) ‖H(s)‖∞ < γ, ∀s = jω e ω1 ≤ ω ≤ ω2.
ii) Existem matrizes G11, G21, Kˆ,MAf , P12, Q12 ∈ Cn×n, MBf ∈ Cn×r, Cf ∈ Rp×n e
Df ∈ Rp×r, e matrizes sime´tricas P11, P22, Q11, Q22 ∈ Rn×n tais que
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

−Q11 −Q12 P11 + jωcQ11 −GT11 P12 + jωcQ12 −GT21
⋆ −Q22 P T12 + jωcQT12 − Kˆ∗ P22 + jωcQ22 − Kˆ∗
⋆ ⋆ −ω1ω2Q11 +He(G11A+MBfCy) −ω1ω2Q12 +MAf +ATG∗21 + CTy M∗Bf
⋆ ⋆ ⋆ −ω1ω2Q22 +He(MAf )
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
0 0
0 0
G11Bw +MBfDyw C
T
z − CTy DTf
G21Bw +MBfDyw −CTf
−γ2I DTzw −DTywDTf
⋆ −I


≺ 0,
(4.12)
com ωc = (ω1 + ω2)/2, seja va´lida.
Ademais, um limitante superior que satisfaz i) e´ obtido a partir do problema
de otimizac¸a˜o
γ˜2 =min.{γ2 : (4.12)},
e as matrizes do filtro que garantem esse desempenho sa˜o dadas por
Af = Kˆ
−1MAf , Bf = Kˆ
−1MBf ,
com Cf e Df obtidas diretamente do problema de otimizac¸a˜o.
Demonstrac¸a˜o. A prova segue passos similares aos dos teoremas anteriores e, portanto, e´
omitida. Este resultado foi apresentado e discutido em (ROMA˜O et al., 2016).
Observac¸a˜o 4.1. Note que, ao contra´rio do caso com especificac¸a˜o em baixa frequeˆncia
cont´ınuo, o multiplicador do caso em me´dia frequeˆncia deve ser complexo11 para que
a necessidade seja mantida. Dessa forma obteˆm-se filtros cujas matrizes Af e Bf sa˜o
complexas. Para a obtenc¸a˜o de filtros reais, impo˜e-se que MAf , Kˆ e MBf sejam matrizes
reais.
O resultado do projeto de sistemas discretos em me´dia frequeˆncia e´ apresentado
a seguir.
Teorema 4.7. Considere o sistema discreto associado a` matriz de transfereˆncia (4.1), e
considere escalares v1 e v2 satisfazendo v2 > v1 > 0. Se existirem matrizesG11, G21, F11, F21, Kˆ,MAf ,
11 A construc¸a˜o da matriz X que garante a necessidade na prova do Lema 2.9 depende da matriz Q
que, neste caso, e´ uma matriz complexa. Em outras palavras, com a construc¸a˜o apresentada na prova
do Lema 2.9, se a matriz Q for complexa a varia´vel X deve ser complexa, mesmo quando K e S sa˜o
matrizes reais.
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P12, Q12 ∈ Rn×n, MBf ∈ Rn×r, Cf ∈ Rp×n e Df ∈ Rp×r, e matrizes hermitianas P11, P22,
Q11, Q22 ∈ Cn×n tais que (4.10),

−P11 −He(F11) −P12 − F T21 − Kˆ ejvcQ11 −GT11 + F11A+MBfCy
⋆ −P T22 −He(Kˆ) ejvcQT12 − KˆT + F21A+MBfC2
⋆ ⋆ P11 +He(G11A+MBfCy)− 2 cos(vw)Q11
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
ejvcQ12 −GT21 +MAf F11Bw +MBfDyw 0
ejvcQ22 − KˆT +MAf F21Bw +MBfDyw 0
P12 +MAf +A
TGT21 + C
T
y M
T
Bf − 2 cos(vw)Q12 G11Bw +MBfDyw CTz − CTy DTf
P22 +He(MAf )− 2 cos(vw)Q22 G21Bw +MBfDyw −CTf
⋆ −γ2I DTzw −DTywDTf
⋆ ⋆ −I


≺ 0,
(4.13)
com vw = (v2 − v1)/2, vc = (v1 + v2)/2, sejam va´lidas, enta˜o
‖H(z)‖∞ < γ, ∀s = ejω, v1 ≤ ω ≤ v2. (4.14)
Ademais, um limitante superior para γ que satisfaz (4.14), pode ser obtido atrave´s do
seguinte problema de otimizac¸a˜o
γ˜2 =min.{γ2 : (4.10), (4.13)},
e as matrizes do filtro que garantem este desempenho sa˜o dadas por
Af = Kˆ
−1MAf , Bf = Kˆ
−1MBf ,
com Cf e Df obtidas diretamente do problema de otimizac¸a˜o.
Demonstrac¸a˜o. A prova segue passos similares aos da prova do Teorema 4.5, definindo
varia´veis bloco 2× 2.
4.2.3 Especificac¸o˜es em Alta Frequeˆncia
Ale´m dos resultados para baixa e me´dia frequeˆncia, desenvolveram-se condic¸o˜es
de s´ıntese de filtros cont´ınuos e discretos com especificac¸o˜es em alta frequeˆncia. Estes
resultados sa˜o apresentados a seguir.
Teorema 4.8. Considere o sistema cont´ınuo associado a` matriz de transfereˆncia (4.1), e
um escalar ωh > 0. Se existirem matrizes G11, G21, F11, F21, Kˆ, MAf , P12, Q12 ∈ Rn×n,
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MBf ∈ Rn×r, Cf ∈ Rp×n e Df ∈ Rp×r, e matrizes hermitianas P11, P22, Q11, Q22 ∈ Cn×n
tais que (4.10), 

Q11 −He(F11) Q12 − F T21 − Kˆ P11 −GT11 + F11A+MBfCy
⋆ −QT22 −He(Kˆ) P T12 − KˆT + F21A+MBfC2
⋆ ⋆ −ω2hQ11 +He(G11A+MBfCy)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
P12 −GT21 +MAf F11Bw +MBfDyw 0
P22 − KˆT +MAf F21Bw +MBfDyw 0
−ω2hQ12 +MAf +ATGT21 + CTy MTBf G11Bw +MBfDyw CTz − CTy DTf
−ω2hQ22 +He(MAf ) G21Bw +MBfDyw −CTf
⋆ −γ2I DTzw −DTywDTf
⋆ ⋆ −I


≺ 0 (4.15)
sejam va´lidas, enta˜o
‖H(s)‖∞ < γ, ∀s = jω, ω ≥ ωh. (4.16)
Ademais, um limitante superior para γ que satisfaz (4.16), pode ser obtido atrave´s do
seguinte problema de otimizac¸a˜o
γ˜2 =min.{γ2 : (4.10), (4.15)},
e as matrizes do filtro que garantem este desempenho sa˜o dadas por
Af = Kˆ
−1MAf , Bf = Kˆ
−1MBf ,
e as demais matrizes, Cf e Df , veˆm diretamente do problema de otimizac¸a˜o.
Demonstrac¸a˜o. Similar aos casos anteriores.
Teorema 4.9. Considere o sistema discreto associado a` matriz de transfereˆncia (4.1), e
considere um escalar vh > 0. Se existirem matrizes G11, G21, F11, F21, Kˆ, MAf , P12, Q12 ∈
R
n×n, MBf ∈ Rn×r, Cf ∈ Rp×n e Df ∈ Rp×r, e matrizes hermitianas P11, P22, Q11, Q22 ∈
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Cn×n tais que (4.10),


−P11 −He(F11) −P12 − F T21 − Kˆ −Q11 −GT11 + F11A+MBfCy
⋆ −P T22 −He(Kˆ) −QT12 − KˆT + F21A+MBfC2
⋆ ⋆ P11 +He(G11A+MBfCy) + 2 cos(vh)Q11
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
−Q12 −GT21 +MAf F11Bw +MBfDyw 0
−Q22 − KˆT +MAf F21Bw +MBfDyw 0
P12 +MAf +A
TGT21 + C
T
y M
T
Bf + 2cos(vh)Q12 G11Bw +MBfDyw C
T
z − CTy DTf
P22 +He(MAf ) + 2 cos(vh)Q22 G21Bw +MBfDyw −CTf
⋆ −γ2I DTzw −DTywDTf
⋆ ⋆ −I


≺ 0
(4.17)
sejam va´lidas, enta˜o
‖H(z)‖∞ < γ, ∀s = ejω, ω ≥ vh. (4.18)
Ademais, um limitante superior para γ que satisfaz (4.18), pode ser obtido atrave´s do
seguinte problema de otimizac¸a˜o
γ˜2 =min.{γ2 : (4.10), (4.17)},
e as matrizes do filtro que garantem este desempenho sa˜o dadas por
Af = Kˆ
−1MAf , Bf = Kˆ
−1MBf ,
e Cf e Df obtidas diretamente do problema de otimizac¸a˜o.
Demonstrac¸a˜o. Similar aos casos anteriores.
Apesar de renderem filtros com desempenho em determinadas faixas de frequeˆn-
cia, os resultados apresentados na˜o garantem a estabilidade do sistema aumentado (4.1),
ou seja, as condic¸o˜es podem retornar filtros cujas matrizes Af teˆm pelo menos um auto-
valor com parte real positiva, no caso cont´ınuo; ou pelo menos um autovalor com mo´dulo
maior a 1, no caso discreto, i.e., as condic¸o˜es geram matrizes de transfereˆncia que perten-
cem ao espac¸o L∞ (Ver Cap´ıtulo 2 e refereˆncias para maiores detalhes). A estabilidade
da matriz Af precisa ser assegurada por meio de condic¸o˜es adicionais (impondo, dessa
forma, que as matrizes de transfereˆncia pertenc¸am ao espac¸o H∞), como descrito na
pro´xima sec¸a˜o.
Cap´ıtulo 4. Filtragem H∞ 90
4.2.4 Assegurando Estabilidade para os Filtros Projetados por meio do gKYP
Para garantir a estabilidade da matriz do sistema (4.1), em que
A =

 A 0
BfCy Af

 , (4.19)
por meio de um problema de otimizac¸a˜o, utilizam-se condic¸o˜es tradicionais da literatura,
como apresentado a seguir.
Lema 4.1. Considere o sistema cont´ınuo (4.1) cuja matriz dinaˆmica e´ dada em (4.19).
Enta˜o, as seguintes condic¸o˜es sa˜o equivalentes:
i) A matriz A e´ Hurwitz.
ii) Existem matrizes sime´tricas W11, W22 ∈ Rn×n, matrizes L11, L21, MAf , Kˆ, W12 ∈
Rn×n e um escalar ξ > 0 tais que as desigualdades

W11 W12
W T12 W22

 ≻ 0,
(4.20)

−ξHe(L11) −ξ(Kˆ + LT21) W11 + ξ(L11A+MBfCy)− LT11 W12 + ξMAf − LT21
⋆ −ξHe(Kˆ) W T12 + ξ(L21A+MBfCy)− KˆT W22 + ξMAf − KˆT
⋆ ⋆ He(L11A+MBfCy) S34
⋆ ⋆ ⋆ He(MAf )

 ≺ 0,
(4.21)
com S34 = MAf + ATLT21 + CTy MTBf , sejam va´lidas.
Demonstrac¸a˜o. Primeiramente, note que, utilizando-se uma func¸a˜o de Lyapunov quadra´-
tica no estado, V (x(t)) = x(t)TPx(t), a estabilidade do sistema cont´ınuo (2.7) e´ assegu-
rada se as desigualdades,
W ≻ 0, ATW +WA ≺ 0,
forem satisfeitas. Aplicado-se o Lema 2.9 a` expressa˜o anterior, obte´m-se a seguinte con-
dic¸a˜o equivalente para um escalar ξ > 0:
W ≻ 0,

−ξ(L+ LT ) W + ξLA− LT
⋆ He(LA)

 ≺ 0. (4.22)
Portanto, definindo as seguintes matrizes,
L =

L11 Kˆ
L21 Kˆ

 , W =

W11 W12
W T12 W22

 ,
e substituindo-as em (4.22), obteˆm-se as desigualdades (4.20) e (4.21). Note que MAf =
KˆAf .
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Para o caso discreto, tem-se o seguinte resultado.
Lema 4.2. Considere o sistema discreto (4.1) cuja matriz e´ dada em (4.19). Enta˜o, as
seguintes condic¸o˜es sa˜o equivalentes:
i) A matriz A e´ Schur.
ii) Existem matrizes sime´tricas W11, W22 ∈ Rn×n, matrizes L11, L21, MAf , Kˆ, W12 ∈
Rn×n e um escalar ξ ∈ (−1, 1) tais que as desigualdades (4.20) e


W11 −He(L11) W12 − Kˆ − LT21 L11A+MBfCy − ξLT11 MAf − ξLT21
⋆ W22 −He(L22) L21A+MBfCy − ξKˆT MAf − ξKˆT
⋆ ⋆ −W11 + ξHe(L11A+MBfCy) S34
⋆ ⋆ ⋆ S44

 ≺ 0 (4.23)
com S34 = −W12 + ξ(MAf + ATLT21 + CTy MTBf ) e S44 = −W22 + ξHe(MAf), sejam
va´lidas.
Demonstrac¸a˜o. O caso discreto e´ obtido de maneira similar, substituindo-se as partic¸o˜es
do caso cont´ınuo na desigualdade
W ≻ 0,

W −He(L) LA− LT
⋆ −W + ξHe(LA)

 ≺ 0.
Dessa forma, o projeto de filtros assintoticamente esta´veis (cont´ınuos ou discre-
tos) pode ser realizado adicionando-se as condic¸o˜es de estabilidade a`s desigualdades dos
teoremas anteriores. Ou seja, resolve-se o correspondente problema de otimizac¸a˜o para
algum ξ > 0 (caso cont´ınuo) ou ξ ∈ (−1, 1) (caso discreto) incluindo-se a restric¸a˜o que
garante a estabilidade do filtro.
4.2.5 Projetos de Filtros Robustos com Especificac¸o˜es em Faixas de Frequeˆn-
cia
Os resultados apresentados nesta sec¸a˜o podem ser estendidos para o projeto
de filtros robusto quando o modelo do sistema conte´m incertezas polito´picas. Neste caso,
definem-se algumas varia´veis dependentes do paraˆmetro incerto, gerando-se LMIs robustas
que, se satisfeitas, implicam no desempenho robusto do sistema com relac¸a˜o a` norma H∞
na faixa de frequeˆncia especificada.
Considerando que a adequac¸a˜o dos teoremas anteriores para tratar sistemas
incertos e´ direta e visando a simplificac¸a˜o da exposic¸a˜o dos resultados, apresenta-se, por-
tanto, apenas a extensa˜o para o caso cont´ınuo com especificac¸a˜o em baixa frequeˆncia.
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Lema 4.3. Considere o sistema cont´ınuo (2.73) com incertezas polito´picas e um escalar
ωℓ > 0. Se existirem matrizes sime´tricas dependentes de paraˆmetros P11(α), P22(α), Q11(α), Q22(α) ∈
Rn×n, matrizes dependentes de paraˆmetros G11(α), G21(α), P12(α), Q12(α) ∈ Rn×n, ma-
trizes Kˆ, MAf ,∈ Rn×n, MBf ∈ Rn×r, Cf ∈ Rp×n e Df ∈ Rp×q, e um escalar ξ > 0 tais
que 

−Q11(α) −Q12(α) P11(α)−G11(α)T P12(α)−G21(α)T
⋆ −Q22(α) P12(α)T − KˆT P22(α)− KˆT
⋆ ⋆ P33 P34
⋆ ⋆ ⋆ ω2ℓQ22(α) + He(MAf)
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
0 0
0 0
G11(α)Bw(α) +MBfDyw(α) Cz(α)
T − Cy(α)TDTf
G21(α)Bw(α) +MBfDyw(α) −CTf
−γ2I Dzw(α)T −Dyw(α)TDTf
⋆ −I


≺ 0, (4.24)

 W11(α) W12(α)
W12(α)
T W22(α)

 ≻ 0, (4.25)


−ξHe(L11(α)) −ξ(Kˆ + L21(α)T ) W11(α) + ξ(L11(α)A(α) +MBfCy(α))− L11(α)T
⋆ −ξHe(Kˆ) W12(α)T + ξ(L21(α)A(α) +MBfCy(α))− KˆT
⋆ ⋆ He(L11(α)A(α) +MBfCy(α))
⋆ ⋆ ⋆
W12(α) + ξMAf − L21(α)T
W22(α) + ξMAf − KˆT
MAf + A(α)
TL21(α)
T + Cy(α)
TMTBf
He(MAf)

 ≺ 0, (4.26)
em que,
P33 = ω2ℓQ11(α) + He(G11(α)A(α) +MBfCy(α)),
P34 = ω2ℓQ12(α) +MAf + A(α)TG21(α)T + Cy(α)TMTBf ,
sejam va´lidas ∀α ∈ Ξ, enta˜o ‖H(jω, α)‖∞ < γ, ∀α ∈ Ξ e |ω| ≤ ωℓ, com Af Hurwitz
esta´vel. Ale´m disso, um limitante superior para a norma de pior caso na faixa de frequeˆncia
|ω| ≤ ωℓ pode ser obtido por meio do problema de otimizac¸a˜o, para ξ > 0:
γ˜2 = min.{γ2 : (4.24)–(4.26)}.
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Demonstrac¸a˜o. Definindo as matrizes dependentes de paraˆmetros
Q(α) =

 Q11(α) Q12(α)
Q12(α)
T Q22(α)

 , P (α) =

 P11(α) P12(α)
P12(α)
T P22(α)

 , G(α) =

G11(α) Kˆ
G21(α) Kˆ

 ,
e as varia´veis MAf = KˆAf e MBf = KˆBf , a desigualdade (4.24) pode ser reescrita como

−Q(α) P (α) 0
⋆ ω2ℓQ(α) + C(α)
TC(α) C(α)TD(α)
⋆ ⋆ D(α)TD(α)− γ2I

+He




0
G(α)
0


[
−I A(α) B(α)
]  ≺ 0,
que, por sua vez, e´ equivalente a
A(α) B(α)
I 0

T

−Q(α) P (α)
P (α) ω2ℓQ(α)


︸ ︷︷ ︸
Φc⊗P (α)+Ψ1⊗Q(α)

A(α) B(α)
I 0


+

C(α) D(α)
0 I

T

I 0
0 −γ2I



C(α) D(α)
0 I


︸ ︷︷ ︸
Θ
≺ 0.
Como a desigualdade anterior e´ va´lida para todo α ∈ Ξ, o resultado segue pela aplicac¸a˜o do
Lema 2.30. A estabilidade da matriz Af pode ser obtida por meio das LMIs robustas (4.25)
e (4.26).
4.2.6 Exemplos Nume´ricos
Nesta sec¸a˜o utilizam-se as condic¸o˜es propostas para o projeto de filtro com
especificac¸o˜es em faixas de frequeˆncia.
Exemplo 4.3. Considere o sistema cont´ınuo linear, assintoticamente esta´vel e invariante
no tempo apresentado em Lee (2013) dado por
x˙(t) =

−0.6 4
−4 −0.6

 x(t) +

 0 0
1.5 0

w(t),
z(t) =
[
0 1
]
x(t),
y(t) =
[
0 −1.2
]
x(t) +
[
0 1
]
w(t).
(4.27)
A aplicac¸a˜o dos Teoremas 4.4, 4.6, 4.8 com ξ = 1 e as especificac¸o˜es ω ≤ 2.5, 1 ≤ ω ≤ 10
e ω ≥ 7 gera os filtros
Af =

 −1.11 3.73
−2.3200 −1.45

 , Bf =

 0.07
−0.10

 , Cf = [0.14 −0.47] , Df = 0.16, (4.28)
Af =

−4.21 −2.50
−4.62 −16.43

 , Bf =

 4.10
10.45

 , Cf = [0.09 −0.74] , Df = −0.22, (4.29)
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(a) Especificac¸a˜o 0 ≤ ω ≤ 2.5.
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(b) Especificac¸a˜o 1 ≤ ω ≤ 10.
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(c) Especificac¸a˜o ω ≥ 7.
Figura 7 – Diagrama de valores singulares do sistema (4.1) composto pela interconexa˜o
do sistema (4.27) com os filtros obtidos por meio dos Teoremas 4.4, 4.6 e 4.8
com especificac¸o˜es de estabilidade para ξ = 1.
e
Af =

−2.03 2.25
−8.21 −3.49

 , Bf =

0.34
0.39

 , Cf = [−0.11 −1.14] , Df = −0.01, (4.30)
respectivamente. Os diagramas de valores singulares da interconexa˜o do sistema (4.27)
com o filtro para cada especificac¸a˜o em frequeˆncia sa˜o apresentados na Figura 7. Na
figura, as linhas em vermelho representam o valor do limitante superior, γ˜, obtido por
meio das condic¸o˜es apresentadas nesta dissertac¸a˜o.
Para ilustrar a extensa˜o das condic¸o˜es propostas para o caso incerto, considera-
se o sistema incerto cont´ınuo robustamente esta´vel, linear e invariante no tempo
x˙(t) =

−0.6 4 + δ
−4 −0.6

 x(t) +

 0 0
1.5 0

w(t)
z(t) =
[
0 1
]
x(t)
y(t) =
[
0 −1.2
]
x(t) +
[
0 1
]
w(t),
(4.31)
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em que |δ| ≤ 1, adaptado a partir de (4.27) por meio da inserc¸a˜o do paraˆmetro incerto
δ. Observe que este sistema pode ser formulado como um sistema polito´pico de dois
ve´rtices. Portanto, com a aplicac¸a˜o do Lema 4.3, acrescido das condic¸o˜es que garantem a
estabilidade de Af com ξ = 1 e ωℓ = 2.5, obte´m-se o filtro robusto
Af =

−1.36 3.20
−3.01 −1.46

 , Bf =

 0.03
−0.06

 , Cf = [0.13 −0.43] , Df = −0.27. (4.32)
Na Figura 8, ilustra-se o diagrama de valor singulares do modelo polito´pico do sis-
tema (4.31) conectado ao filtro (4.32) para diferentes valores do paraˆmetro incerto, α ∈ Ξ.
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ω
γ
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Figura 8 – Diagrama de valores singulares do sistema incerto (4.31) conectado ao fil-
tro (4.32) para diferentes valores do paraˆmetro incerto, α ∈ Ξ, para o pa-
raˆmetro escalar ξ = 1, e para a especificac¸a˜o ω ≤ 2.5.
Exemplo 4.4. Considere o sistema discreto esta´vel, linear e invariante no tempo dado
por
x(k + 1) =

0.87 −0.26
0.13 0.02

x(k) +

 1.95
−0.16

w(k),
y(k) =
[
2.11 1.51
]
x(k) +
[
−0.34
]
w(k),
z(k) =
[
−0.69 −0.82
]
x(k) +
[
0.53
]
w(k),
(4.33)
e considere as especificac¸o˜es de frequeˆncia ω ≤ π/6, π/6 ≤ ω ≤ π/2 e ω ≥ 2π/3. Os
diagramas de valores singulares do sistema aumentado formado pelo filtro projetado por
meio das condic¸o˜es desta dissertac¸a˜o, com ξ = 0, para sistema (4.33) sa˜o apresentados na
Figura 9. As matrizes dos filtros sa˜o dadas por
Af =

−0.70 2.89
0.08 −0.09

 , Bf =

−1.75
0.28

 , Cf = [−1.81 −1.13] , Df = −1.06,
(4.34)
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(a) Especificac¸a˜o |ω| ≤ π/6.
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(b) Especificac¸a˜o π/6 ≤ |ω| ≤ π/2.
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(c) Especificac¸a˜o |ω| ≥ 2π/3.
Figura 9 – Diagrama de valores singulares do sistema (4.1) composto pelo sistema (4.33)
e pelos filtros obtidos por meio dos Teoremas 4.5, 4.7 e 4.9 com especificac¸o˜es
em frequeˆncia para ξ = 0.
Af =

−0.85 1.48
0.10 0.05

 , Bf =

−0.89
0.20

 , Cf = [−0.29 −0.19] , Df = −0.35, (4.35)
Af =

0.30 5.20
0 −0.30

 , Bf =

 0
0.10

 , Cf = [0 0] , Df = −0.30, (4.36)
para as especificac¸o˜es de baixa, me´dia e alta frequeˆncia, respectivamente.
De maneira similar, no pro´ximo exemplo, apresenta-se a adaptac¸a˜o do Exem-
plo 4.4 para o caso incerto.
Exemplo 4.5. Considere o sistema discreto incerto robustamente esta´vel, linear e inva-
riante no tempo dado por
x(k + 1) =

0 −0.5
1 1 + δ

 x(k) +

−6 0
1 0

w(k),
y(k) =
[
−100 10
]
x(k) +
[
0 1
]
w(k),
z(k) =
[
1 0
]
x(k),
(4.37)
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com |δ| < 0.45. Adaptando a condic¸a˜o do Teorema 4.7 para o caso incerto, seguindo passos
similares aos apresentados no Lema 4.3, incluindo as condic¸o˜es para estabilidade de Af. e
definindo a especificac¸a˜o π/6 ≤ ω ≤ π/2, obte´m-se o seguinte filtro robusto
Af =

−1.247 −0.10
1.62 −0.35

 , Bf =

 0.02
−0.03

 , Cf = [0 0] , Df = −0.01. (4.38)
O resultado do diagrama de valores singulares do sistema aumentado para
diferentes valores do paraˆmetro incerto e´ apresentado na Figura 10.
−3 −2 −1 0 1 2 3
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
ω
γ
γ˜ = 1.49
Figura 10 – Diagrama de valores singulares do sistema incerto (4.37) conectado ao fil-
tro (4.38) para diferentes valores do paraˆmetro incerto, α ∈ Ξ, para ξ = 0 e
para a especificac¸a˜o π/6 ≤ |ω| ≤ π/2.
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5 Conclusa˜o e Perspectivas
Nesta dissertac¸a˜o, estudou-se o projeto de filtros H2 e H∞ para sistemas li-
neares por meio de desigualdades matriciais com um paraˆmetro escalar que, para um
valor fixo do escalar, tornam-se LMIs que conteˆm e generalizam os resultados de filtragem
baseada na estabilidade quadra´tica. Ademais, no caso de sistemas incertos, exemplos nu-
me´ricos apresentados demonstram que uma busca no paraˆmetro linear pode ser utilizada
para reduc¸a˜o dos custos garantidos H∞ ou H2, confirmando resultados obtidos em ou-
tros trabalhos na literatura para o problema de estabilidade robusta. Foram apresentados
exemplos nos quais as condic¸o˜es propostas fornecem um limitante competitivo quando
comparado com outras condic¸o˜es na literatura, ao tratarem sistemas incertos, com um
menor esforc¸o computacional, ou seja, menor nu´mero de varia´veis e linhas de LMIs no
problema de otimizac¸a˜o.
O projeto de filtros H∞ com especificac¸o˜es em intervalos de frequeˆncia, tanto
paro o caso cont´ınuo quanto para o caso discreto, foi considerado usando-se o Lema gKYP.
Dessa forma, condic¸o˜es que tratam o problema de filtragem H∞ com especificac¸o˜es em
baixa, me´dia e alta frequeˆncia foram propostas. Para essas condic¸o˜es, vale destacar os
seguintes to´picos para pesquisas futuras:
• Investigar a possibilidade de fazer as varia´veis reais sem perda de generalidade na
condic¸a˜o de projeto de filtros cont´ınuos e discretos com especificac¸a˜o em me´dia
frequeˆncia;
• No caso discreto com especificac¸o˜es em baixa frequeˆncia, investigar a possibilidade de
deixar a condic¸a˜o de projeto com uma u´nica varia´vel extra mantendo a necessidade
e suficieˆncia.
• Impor estabilidade na matriz do sistema aumentado usando as varia´veis do problema
de otimizac¸a˜o original e, portanto, sem a necessidade de adicionar as restric¸o˜es de
estabilidade apresentadas no Cap´ıtulo 4.
Ainda com especificac¸o˜es em intervalos de frequeˆncia, foram apresentadas as
extenso˜es para tratar sistemas com incertezas polito´picas, usando varia´veis polinomial-
mente dependentes de paraˆmetros e relaxac¸o˜es de Po´lya para a obtenc¸a˜o do filtro robusto.
As condic¸o˜es apresentadas nesta dissertac¸a˜o podem ser estendidas para o projeto de filtros
de ordem reduzida e descentralizados, tambe´m to´picos para pesquisa futura.
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APEˆNDICE A – Rotina do Teorema 3.4
Usando o ROLMIP
A construc¸a˜o da rotina do Matlab que resolve o problema de otimizac¸a˜o
apresentado no Teorema 3.4 e´ ilustrada a seguir. Ale´m do pacote computacional ROL-
MIP (AGULHARI et al., 2012), usa-se o Yalmip (LO¨FBERG, 2004) e o resolvedor Se-
DuMi (STURM, 1999).
function output = Condicao_Teorema_3.4_dual(Sys, ep, grau_P)
% Definindo os parâmetros de inicialização
tol = 1e-4;
h2 = 0;
if h2 == 0
mu = sdpvar();
obj = mu;
else
mu = h2*h2;
obj = [];
end
A = Sys.A;
Bw = Sys.B1;
Cz = Sys.C1;
Dzw = Sys.D11;
Cy = Sys.C2;
Dyw = Sys.D21;
N = length(A);
n = size(A{1},1);
r = size(Bw{1},2);
p = size(Cz{1},1);
q = size(Cy{1},1);
% Passando as matrizes do sistema para o ROLMIP e ...
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% definindo as variáveis do problema
A = rolmipvar(A,’A’,N,1);
Bw = rolmipvar(Bw,’Bw’,N,1);
Cz = rolmipvar(Cz,’Cz’,N,1);
Cy = rolmipvar(Cy,’Cy’,N,1);
Dzw = rolmipvar(Dzw,’Dzw’,N,1);
Dyw = rolmipvar(Dyw,’Dyw’,N,1);
E1 = rolmipvar(n,n,’E1’,’symmetric’,N,grau_P);
E2 = rolmipvar(n,n,’E2’,’symmetric’,N,grau_P);
E3 = rolmipvar(n,n,’E3’,’full’,N,grau_P);
P = [E1,E3;E3’,E2];
MAf = rolmipvar(n,n,’MAf’,’full’,N,0);
MBf = rolmipvar(n,q,’MBf’,’full’,N,0);
Cf = rolmipvar(p,n,’Cf’,’full’,N,0);
Df = rolmipvar(p,q,’Df’,’full’,N,0);
X1 = rolmipvar(n,n,’X1’,’full’,N,grau_P);
X0 = rolmipvar(n,n,’X0’,’full’,N,grau_P);
X5 = rolmipvar(n,n,’X5’,’full’,N,0);
M = rolmipvar(p,p,’M’,’full’,N,grau_P);
X = [X1,X5;X0,X5];
XA = [X1*A + MBf*Cy,MAf;X0*A + MBf*Cy,MAf];
XB = [X1*Bw + MBf*Dyw;X0*Bw + MBf*Dyw];
C = [Cz-Df*Cy,-Cf];
D = Dzw - Df*Dyw;
% Restrições LMIs
LMIs = [];
LMIs = [LMIs,trace(M) < mu]; % Desigualdade (3.17)
T11 = -P; T12 = P; T13 = zeros(2*n,p); T14 = zeros(2*n,r);
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T22 = -X -X’; T23 = C’; T24 = zeros(2*n,r);
T33 = -M; T34 = D;
T44 = -eye(r);
T = [T11,T12,T13,T14;
T12’,T22,T23,T24;
T13’,T23’,T33,T34;
T14’,T24’,T34’,T44];
LMIs = [LMIs, T < 0]; % Desigualdade (3.26)
T11 = P - X - X’; T12 = XA’ - ep*X; T13 = zeros(2*n,r);
T22 = -P + ep*(XA + XA’); T23 = XB; T33 = -eye(r);
T = [T11,T12,T13;T12’,
T22,T23;T13’,T23’,T33];
LMIs = [LMIs, T < 0]; % Desigualdade (3.27)
% Resolvendo o problema de otimização
sol = solvesdp(LMIs,obj,...
sdpsettings(’verbose’,0,’solver’,’sedumi’));
checkLMIs =min(checkset(LMIs));
% Se factível, recupera as matrizes do filtro
if checkLMIs > -tol
output.feas = 1;
MAf = double(MAf);
MBf = double(MBf);
Cf = double(Cf);
Df = double(Df);
X5 = double(X5);
output.Af = MAf*inv(X5);
output.Bf = MBf;
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output.Cf = Cf*inv(X5);
output.Df = Df;
ep = double(ep);
output.ep = ep;
output.h2 = sqrt(double(mu));
output.Delta = checkLMIs;
end
end
