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Abstract
We study a deep learning inspired formulation for the blind demodulation problem,
which is the task of recovering two unknown vectors from their entrywise multiplication.
We consider the case where the unknown vectors are in the range of known deep
generative models, G(1) : Rn → R` and G(2) : Rp → R`. In the case when the networks
corresponding to the generative models are expansive, the weight matrices are random
and the dimension of the unknown vectors satisfy ` = Ω(n2 + p2), up to log factors,
we show that the empirical risk objective has a favorable landscape for optimization.
That is, the objective function has a descent direction at every point outside of a small
neighborhood around four hyperbolic curves. We also characterize the local maximizers
of the empirical risk objective and, hence, show that there does not exist any other
stationary points outside of these neighborhood around four hyperbolic curves and
the set of local maximizers. We also implement a gradient descent scheme inspired
by the geometry of the landscape of the objective function. In order to converge to
a global minimizer, this gradient descent scheme exploits the fact that exactly one of
the hyperbolic curve corresponds to the global minimizer, and thus points near this
hyperbolic curve have a lower objective value than points close to the other spurious
hyperbolic curves. We show that this gradient descent scheme can effectively remove
distortions synthetically introduced to the MNIST dataset.
1 Introduction
We study the problem of recovering two unknown vectors x0 ∈ R` and w0 ∈ R` from
observations y0 ∈ R` of the form
y0 = w0  x0, (1)
where  is entrywise multiplication. This bilinear inverse problem (BIP) is known as the
blind demodulation problem. BIPs, in general, have been extensively studied and include
problems such as blind deconvolution/demodulation [Ahmed et al., 2014, Stockham et al.,
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1975, Kundur and Hatzinakos, 1996, Aghasi et al., 2016, 2019], phase retrieval [Fienup,
1982, Candès and Li, 2012, Candès et al., 2013], dictionary learning [Tosic and Frossard,
2011], matrix factorization [Hoyer, 2004, Lee and Seung, 2001], and self-calibration [Ling
and Strohmer, 2015]. A significant challenge of BIP is the ambiguity of solutions. These
ambiguities are challenging because they cause the set of solutions to be non-convex.
A common ambiguity, also shared by the BIP in (1), is the scaling ambiguity. That is
any member of the set {cw0, 1cx0} for c 6= 0 solves (1). In addition to the scaling ambiguity,
this BIP is difficult to solve because the solutions are non-unique, even when excluding the
scaling ambiguity. For example, (w0,x0) and (1,w0  x0) both satisfy (1). This structural
ambiguity can be solved by assuming a prior model of the unknown vectors. In past works
relating to blind deconvolution and blind demodulation [Ahmed et al., 2014, Aghasi et al.,
2019], this structural ambiguity issue was addressed by assuming a subspace prior, i.e. the
unknown signals belong to known subspaces. Additionally, in many applications, the signals
are compressible or sparse with respect to a basis like a wavelet basis or the Discrete Cosine
Transform basis, which can address this structural ambiguity issue.
In contrast to subspace and sparsity priors, we address the structural ambiguity issue by
assuming the signalsw0 and x0 belong to the range of known generative models G(1) : Rn → R`
and G(2) : Rp → R`, respectively. That is, we assume that w0 = G(1)(h0) for some h0 ∈ Rn
and x0 = G(2)(m0) for some m0 ∈ Rp. So, to recover the unknown vectors w0 and x0, we
first recover the latent code variables h0 andm0 and then apply G(1) and G(2) on h0 andm0,
respectively. Thus, the blind demodulation problem under generative prior we study is:
find h ∈ Rn and m ∈ Rp, up to the scaling ambiguity, such that y0 = G(1)(h) G(2)(m).
In recent years, advances in generative modeling of images [Karras et al., 2017] has
significantly increased the scope of using a generative model as a prior in inverse problems.
Generative models are now used in speech synthesis [van den Oord et al., 2016], image
in-painting [Iizuka et al., 2017], image-to-image translation [Zhu et al., 2017], superresolution
[Sønderby et al., 2017], compressed sensing [Bora et al., 2017, Lohit et al., 2018], blind
deconvolution [Asim et al., 2018], blind ptychography [Shamshad et al., 2018], and in many
more fields. Most of these papers empirically show that using generative model as a prior to
solve inverse problems outperform classical methods. For example, in compressed sensing,
optimization over the latent code space to recover images from its compressive measurements
have been empirically shown to succeed with 10x fewer measurements than classical sparsity
based methods [Bora et al., 2017]. Similarly, the authors of Asim et al. [2018] empirically
show that using generative priors in image debluring inverse problem provide a very effective
regularization that produce sharp deblurred images from very blurry images.
In the present paper, we use generative priors to solve the blind demodulation problem (1).
The generative model we consider is the an expansive, fully connected, feed forward neural
network with Rectified Linear Unit (ReLU) activation functions and no bias terms. Our main
contribution is we show that the empirical risk objective function, for a sufficiently expansive
random generative model, has a landscape favorable for gradient based methods to converge
to a global minimizer. Our result implies that if the dimension of the unknown signals satisfy
` = Ω(n2 + p2), up to log factors, then the landscape is favorable. In comparison, classical
sparsity based methods for similar BIPs like sparse blind demodulation [Lee et al., 2017] and
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sparse phase retrieval [Li and Voroninski, 2013] showed that exact recovery of the unknown
signals is possible if the number of measurements scale quadratically, up to a log factor,
w.r.t. the sparsity level of the signals. While we show a similar scaling of the number of
measurements w.r.t. the latent code dimension, the latent code dimension can be smaller
than the sparsity level for the same signal, and thus recovering the signal using generative
prior would require less number of measurements.
1.1 Main results
We study the problem of recovering two unknown signals w0 and x0 in R` from observations
y0 = w0  x0, where  denotes entrywise product. We assume, as a prior, that the vectors
w0 and x0 belong to the range of d-layer and s-layer neural networks G(1) : Rn → R` and G(2) :
Rp → R`, respectively. The task of recovering w0 and x0 is reduced to finding the latent codes
h0 ∈ Rn and m0 ∈ Rp such that G(1)(h0) = w0 and G(2)(m0) = x0. More precisely, we con-
sider the generative networks modeled by G(1)(h) = relu(W (1)d . . . relu(W (1)2 relu(W (1)1 h)) . . . )
and G(2)(m) = relu(W (2)s . . . relu(W (2)2 relu(W (2)1 m)) . . . ), where relu(x) = max(x,0) ap-
plies entrywise, W (1)i ∈ Rni×ni−1 for i = 1, . . . , d with n = n0 < n1 < · · · < nd = `, and
W
(2)
i ∈ Rpi×pi−1 for i = 1, . . . , s with p = p0 < p1 < · · · < ps = `. The blind demodulation
problem we consider is:
Let: y0 ∈ R`,h0 ∈ Rn,m0 ∈ Rp such that y0 = G(1)(h0) G(2)(m0),
Given: G(1),G(2) and measurements y0,
Find: h0 and m0, up to the scaling ambiguity.
In order to recover h0 andm0, up to the scaling ambiguity, we consider the following empirical
risk minimization program:
minimize
h∈Rn,m∈Rp
f(h,m) :=
1
2
∥∥G(1) (h0) G(2) (m0)− G(1) (h) G(2) (m)∥∥22 . (2)
(a) Landscape of the empirical risk function.
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(b) Note the four hyperbolic branches visible.
Figure 1: Plots showing the landscape of the objective function with h0 = 1 and m0 = 1.
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Figures 1a and 1b show the landscape of the objective function in the case when h0 =
m0 = 1, s = d = 2, the networks are expansive, and the weight matrices W
(1)
i and W
(2)
i
contain i.i.d. Gaussian entries. Clearly, the objective function in (2) is non-convex and, as a
result, there does not exist a prior guarantee that gradient based methods will converge to a
global minima. Additionally, the objective function does not contain any regularizer which are
generally be used to resolve the scaling ambiguity, and thus every point in
{
(ch0,
1
c
m0)|c > 0
}
is a global optima of (2). Nonetheless, we show that under certain conditions on the networks,
the minimizers of (2) are in the neighborhood of four hyperbolic curves, one of which is the
hyperbolic curve containing the global minimizers.
In order to define these hyperbolic neighborhoods, let
A,(h˜,m˜) =
{
(h,m) ∈ Rn×p
∣∣∣∣∃ c > 0 s.t. ∥∥∥∥(h,m)− (ch˜, 1cm˜
)∥∥∥∥
2
≤ 
∥∥∥∥(ch˜, 1cm˜
)∥∥∥∥
2
}
,
(3)
where (h˜, m˜) ∈ Rn×p is fixed. This set is an -neighborhood of the hyperbolic set {(ch˜, 1
c
m˜)|c >
0}. We show that the minimizers of (2) are contained in the four hyperbolic sets given
by A,(h0,m0), A,(−ρ(1)d h0,m0), A,(h0,−ρ(2)s m0), and A,(−ρ(1)d h0,−ρ(2)s m0). Here,  depends on the
expansivity and number of layers in the networks, and both ρ(1)d and ρ
(2)
s are positive constants
close to 1. We also show that the points in the set {(h,0)|h ∈ Rn} ∪ {(0,m)|m ∈ Rp} are
local maximizers. This result holds for networks with the following assumptions:
A1. The weight matrices are random.
A2. The weight matrices of inner layers satisfy ni = Ω(ni−1), up to a log factor, for
i = 1, . . . , d− 1 and pi = Ω(pi−1), up to a log factor, for i = 1, . . . , s− 1.
A3. The weight matrices of the last layer for each generator satisfy ` = Ω(n2d−1 + p2s−1), up
to log factors.
Figures 1a and 1b show the landscape of the objective function and corroborate our findings.
Theorem 1 (Informal). Let
A = A,(h0,m0) ∪ A,(−ρ(1)d h0,m0) ∪ A,(h0,−ρ(2)s m0) ∪ A,(−ρ(1)d h0,−ρ(2)s m0),
where  > 0 depends on the expansivity of our networks and ρ(1)d , ρ
(2)
s → 1 as d, s → ∞,
respectively. Suppose the networks are sufficiently expansive such that the number of neurons
in the inner layers and the last layers satisfy assumptions A2 and A3, respectively. Then
there exist a descent direction, given by one of the one-sided partial derivative of the objective
function in (2), for every (h,m) /∈ A ∪ {(h,0)|h ∈ Rn} ∪ {(0,m)|m ∈ Rp} with high
probability. In addition, the elements of the set {(h,0)|h ∈ Rn} ∪ {(0,m)|m ∈ Rp} are local
maximizers.
Our main result states that the objective function in (2) does not have any spurious
minimizers outside of the four hyperbolic neighborhoods. Thus, a gradient descent algorithm
will converge to a point inside the four neighborhoods, one of which contains the global
minimizers of (2). However, it may not guarantee convergence to a global minimizer and
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it may not resolve the inherent scaling ambiguity present in the problem. So, in order
to converge to a global minimizer, we implement a gradient descent scheme that exploits
the landscape of the objective function. That is, we exploit the fact that points near the
hyperbolic curve corresponding to the global minimizer have a lower objective value than
points that are close to the remaining three spurious hyperbolic curves. Second, in order to
resolve the scaling ambiguity, we promote solutions that have equal `2 norm by normalizing
the estimates in each iteration of the gradient descent scheme (See Section 2).
Theorem 1 also provides a global guarantee of the landscape of the objective function
in (2) if the dimension of the unknown signals scale quadratically w.r.t. to the dimension
of the latent codes, i.e. ` = Ω(n2 + p2), up to log factors. Our result, which we get by
enforcing generative priors may enjoy better sample complexity than classical priors like
sparsity because: i) the same signals can have a latent code dimension that is smaller than its
sparsity level w.r.t. to a particular basis, and ii) existing recovery guarantee of unstructured
signals require number of measurements that scale quadratically with the sparsity level. Thus,
our result may be less limiting in terms of sample complexity.
1.2 Prior work on problems related to blind demodulation
A common approach of solving the BIP in (1) is to assume a subspace or sparsity prior on
the unknown vectors. In these cases the unknown vectors w0 and x0 are assumed to be in
the range of known matrices B ∈ R`×n and C ∈ R`×p, respectively. In Ahmed et al. [2014],
the authors assumed a subspace prior and cast the BIP as a linear low rank matrix recovery
problem. They introduced a semidefinite program based on nuclear norm minimization to
recover the unknown matrix. For the case where the rows of B and C are Fourier and
Gaussian vectors, respectively, they provide a recovery guarantee that depend on the number
of measurements as ` = Ω(n+ p), up to log factors. However, because this method operates
in the space of matrices, it is computationally prohibitively expensive. Another limitation of
the lifted approach is that recovering a low rank and sparse matrix efficiently from linear
observation of the matrix has been challenging. Recently, Lee et al. [2017] provided a
recovery guarantee with near optimal sample complexity for the low rank and sparse matrix
recovery problem using an alternating minimization method for a class of signals that satisfy
a peakiness condition. However, for general signals the same work established a recovery
result for the case where the number of measurements scale quadratically with the sparsity
level.
In order to address the computational cost of working in the lifted case, a recent theme
has been to introduce convex and non-convex programs that work in the natural parameter
space. For example, in Bahmani and Romberg [2016], Goldstein and Studer [2016], the
authors introduced PhaseMax, which is a convex program for phase retrieval that is based
on finding a simple convex relaxation via the convex hull of the feasibility set. The authors
showed that PhaseMax enjoys rigorous recovery guarantee if a good anchor is available.
This formulation was extended to the sparse case in Hand and Voroninski [2016], where the
authors considered SparsePhaseMax and provided a recovery guarantee with optimal sample
complexity. The idea of formulating a convex program using a simple convex relaxation via
the convex hull of the feasibility set was used in the blind demodulation problem as well
[Aghasi et al., 2019, 2018]. In particular, Aghasi et al. [2018] introduced a convex program in
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the natural parameter space for the sparse blind demodulation problem in the case where the
sign of the unknown signals are known. Like in Lee et al. [2017], the authors in Aghasi et al.
[2019] provide a recovery guarantee with optimal sample complexity for a class of signals.
However, the result does not extend to signals with no constraints. Other approaches that
operate in the natural parameter space are methods based on Wirtinger Flow. For example,
in Candès et al. [2015], Wang et al. [2016], Li et al. [2016], the authors use Wirtinger Flow
and its variants to solve the phase retrieval and the blind deconvolution problem. These
methods are non-convex and require a good initialization to converge to a global solution.
However, they are simple to solve and enjoys rigorous recovery guarantees.
1.3 Other related work
In this paper, we consider the blind demodulation problem with the unknown signals assumed
to be in the range of known generative models. Our work is motivated by experimental results
in deep compressed sensing and deep blind deconvolution presented in Bora et al. [2017],
Asim et al. [2018] and theoretical work in deep compressed sensing presented in Hand and
Voroninski [2017]. In Bora et al. [2017], the authors consider the compressed sensing problem
where, instead of a sparsity prior, a generative prior is considered. They used an empirical risk
optimization program over the latent code space to recover images and empirical showed that
their method succeeds with 10x fewer measurements than previous sparsity based methods.
Following the empirical successes of deep compressed sensing, the authors in Hand and
Voroninski [2017] provided a theoretical understanding for these successes by characterizing
the landscape of the empirical risk objective function. In the random case with the layers
of the generative model sufficiently expansive, they showed that every point outside of a
small neighborhood around the true solution and a negative multiple of the true solution
has a descent direction with high probability. Another instance where generative model
currently outperforms sparsity based methods is in sparse phase retrieval Hand et al. [2018].
In sparse phase retrieval, current algorithms that enjoy a provable recovery guarantee of an
unknown n-dimensional k-sparse signal require at least O(k2 log n) measurements; whereas,
when assuming the unknown signal is an output of a known d-layer generator G : Rk → Rn,
the authors in Hand et al. [2018] showed that, under favorable conditions on the generator
and with at least O(kd2 log n) measurements, the empirical risk objective enjoys a favorable
landscape.
Similarly, in Asim et al. [2018], the authors consider the blind deconvolution problem
where a generative prior over the unknown signal is considered. They empirically showed
that using generative priors in the image deblurring inverse problem provide a very effective
regularization that produce sharp deblurred images from very blurry images. The algorithm
used to recovery these deblurred images is an alternating minimization approach which
solves the empirical risk minimization with `2 regularization on the unknown signals. The
`2 regularization promotes solution with least `2 norm and resolves the scaling ambiguity
present in the blind deconvolution problem. We consider a related problem, namely the blind
demodulation problem with a generative prior on the unknown signals, and show that under
certain conditions on the generators the empirical risk objective has a favorable landscape.
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1.4 Notations
Vectors and matrices are written with boldface, while scalars and entries of vectors are written
in plain font. We write 1 as the vector of all ones with dimensionality appropriate for the
context. Let Sn−1 be the unit sphere in Rn. We write In as the n× n identity matrix. For
x ∈ RK and y ∈ RN , (x,y) is the corresponding vector in RK×RN . Let relu(x) = max(x,0)
apply entrywise for x ∈ Rn. Let diag(Wx > 0) be the diagonal matrix that is 1 in the (i, i)
entry if (Wx)i > 0 and 0 otherwise. Let A  B mean that B −A is a positive semidefinite
matrix. We will write γ = O(δ) to mean that there exists a positive constant C such that
γ ≤ Cδ, where γ is understood to be positive. Similarly we will write c = Ω(δ) to mean that
there exists a positive constant C such that c ≥ Cδ. When we say that a constant depends
polynomially on −1, that means that it is at most C−k for some positive C and positive
integer k. For notational convenience, we will write a = b+O1() if ‖a− b‖ ≤ , where the
norm is understood to be absolute value for scalars, the `2 norm for vectors, and the spectral
norm for matrices.
2 Algorithm
In this section, we propose a gradient descent scheme that solves (2). The gradient descent
scheme exploits the global geometry present in the landscape of the objective function in (2)
and avoids regions containing spurious minimizers. The gradient descent scheme is based on
two observations. The first observation is that the minimizers of (2) are close to four hyperbolic
curves given by {(ch0, 1cm0)|c > 0}, {(−cρ(1)d h0, 1cm0)|c > 0}, {(ch0,−
ρ
(2)
d
c
m0)|c > 0}, and
{(−cρ(1)d h0,−ρ
(2)
s
c
m0)|c > 0}, where ρ(1)d and ρ(2)s are close to 1. The second observation is
that f(ch0, 1cm0) is less than f(−ch0, 1cm0), f(ch0,−1cm0), and f(−ch0,−1cm0) for any
c > 0. This is because the curve {(ch0, 1cm0)|c > 0} corresponds to the global minimizer of
(2).
We now introduce some quantities which are useful in stating the gradient descent
algorithm. For any h ∈ Rn andW ∈ Rl×n, defineW+,h = diag(Wh > 0)W . That is,W+,h
zeros out the rows of W that do not have a positive inner product with h and keeps the
remaining rows. We will extend the definition of W+,h to each layer of weights W
(1)
i in our
neural network. ForW (1)i ∈ Rn1×n and h ∈ Rn, defineW (1)1,+,h := (W (1)1 )+,h = diag(W (1)1 h >
0)W
(1)
1 . For each layer i > 1, define
W
(1)
i,+,h = diag(W
(1)
i W
(1)
i−1,+,h . . .W
(1)
2,+,hW
(1)
1,+,hh > 0)W
(1)
i .
Lastly, define Λ(1)d,+,h :=
∏1
i=dW
(1)
i,+,h. Using the above notation, G(1)(h) can be compactly
written as Λ(1)d,+,hh. Similarly, we may write G(2)(m) compactly as Λ(2)s,+,mm.
The gradient descent scheme is an alternating descent direction algorithm. We first pick
an initial iterate (h1,m1) such that h1 6= 0 and m1 6= 0. At each iteration i = 1, 2, . . . , we
first compare the objective value at (h1,m1), (−h1,m1), (h1,−m1), and (−h1,−m1) and
reset (h1,m1) to be the point with least objective value. Second we descend along a direction.
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We compute the descent direction g˜1,(h,m), given by the partial derivative of f in (2) w.r.t. h,
g˜1,(h,m) := Λ
(1)
d,+,h
ᵀ (
diag(Λ(2)s,+,mm)
2Λ
(1)
d,+,hh− diag(Λ(2)s,+,mmΛ(2)s,+,m0m0)Λ(1)d,+,h0h0
)
and take a step along this direction. Next, we compute the descent direction g˜2,(h,m), given
by the partial derivative of f in w.r.t. m,
g˜2,(h,m) := Λ
(2)
s,+,m
ᵀ (
diag(Λ(1)d,+,hh)
2Λ
(2)
s,+,mm− diag(Λ(1)d,+,hhΛ(1)d,+,h0h0)Λ
(2)
s,+,m0m0
)
.
and again take a step along this direction. Lastly, we normalize the iterate so that at each
iteration i ‖hi‖2 = ‖mi‖2. We repeat this process until convergence. Algorithm 1 outlines
this process.
Algorithm 1 Alternating descent algorithm for (2)
Input: Weight matrices, W (1)i and W
(2)
i , observation y0 and step size
η > 0.
Output: An estimate of a global minimizer of (2)
1: Choose an arbitrary point (h1,m1) such that h1 6= 0 and m1 6= 0
2: for i = 1, 2, . . . do:
3: (hi,mi)← arg min(f(hi,mi), f(−hi,mi), f(hi,−mi), f(−hi,−mi))
4: hi+1 ← hi − ηg˜1,(hi,mi), mi+1 ←mi − ηg˜2,(hi+1,mi)
5: c←√‖hi+1‖2/‖mi+1‖2, hi+1 ← hi+1/c, mi+1 ←mi+1 · c
6: end for
3 Proof Outline
We now present our main results which states that the objective function has a descent
direction at every point outside of four hyperbolic regions. In order to state these directions,
we first note that the partial derivatives of f at a differentiable point (h,m) are
∇hf(h,m) = g˜1,(h,m) and ∇mf(h,m) = g˜2,(h,m).
The function f is not differentiable everywhere because of the behavior of the RELU activation
function in the neural network. However, since G(1) and G(2) are piecewise linear, f is
differentiable at (h,m) + δw for all (h,m) and w and sufficiently small δ. The directions
we consider are g1,(h,m) ∈ Rn+p and g2,(h,m) ∈ Rn+p, where
g1,(h,m) =
[
lim
δ→0+
∇hf((h,m) + δw)
0
]
, g2,(h,m) =
[
0
lim
δ→0+
∇mf((h,m) + δw)
]
, and
(4)
w is fixed. Let Dgf(h,m) be the unnormalized one-sided directional derivative of f(h,m)
in the direction of g: Dgf(h,m) = limt→0+
f((h,m)+tg)−f(h,m)
t
.
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Theorem 2. Fix  > 0 such that K1(d7s2 + d2s7)1/4 < 1, d ≥ 2, and s ≥ 2. Assume the
networks satisfy assumptions A2 and A3. Assume for each i = 1, . . . , d− 1, the entries of
W
(1)
i are i.i.d. N (0, 1ni ) and ith row of W
(1)
d satisfies (w
(1)
d )
ᵀ
i = w
ᵀ · 1‖w‖2≤3√nd−1/` with
w ∼ N (0, 1
`
Ind−1). Similarly, assume for each i = 1, . . . , s− 1, the entries of W (2)i are i.i.d.
N (0, 1
pi
) and ith row of W (2)s satisfies (w
(2)
s )
ᵀ
i = w
ᵀ · 1‖w‖2≤3√ps−1/` with w ∼ N (0,
1
`
Ips−1).
Let K = {(h,0) ∈ Rn×p |h ∈ Rn} ∪ {(0,m) ∈ Rn×p |m ∈ Rp} and A = A
K2d3s3
1
4 ,(h0,m0)
∪
A
K2d8s3
1
4 ,
(
−ρ(1)d h0,m0
) ∪ A
K2d3s8
1
4 ,
(
ρ
(2)
s h0,−m0
) ∪ A
K2d8s8
1
4 ,
(
−ρ(1)d ρ
(2)
s h0,−m0
). Then on an event
of probability at least 1−∑di=1 c˜nie−γni−1 −∑si=1 c˜pie−γpi−1 − ce−γ` we have the following: for
(h0,m0) 6= (0,0), and
(h,m) /∈ A ∪ K
the one-sided directional derivative of f in the direction of g = g1,(h,m) or g = g2,(h,m),
defined in (4), satisfy D−gf(h,m) < 0. Additionally, for all (h,m) ∈ K and (x,y)
D(x,y)f(h,m) ≤ 0.
Here, ρ(k)d are positive numbers that converge to 1 as d→∞, c and γ−1 are constants that
depend polynomially on −1 and c˜, K1, and K2 are absolute constants.
We prove Theorem 2 by showing that neural networks with random weights satisfy two
deterministic conditions. These conditions are the Weight Distributed Condition (WDC) and
the joint Weight Distributed Condition (joint-WDC). The WDC is a slight generalization of
the WDC introduced in Hand and Voroninski [2017]. We say a matrix W ∈ R`×n satisfies
the WDC with constants  > 0 and 0 < α ≤ 1 if for all nonzero x, y ∈ Rk,∥∥∥∥∥∑`
i=1
1wi·x>01wi·y>0 ·wiwᵀi − αQx,y
∥∥∥∥∥ ≤ , with Qx,y = pi − θ02pi In + sin θ02pi M xˆ↔yˆ, (5)
where wi ∈ Rn is the ith row of W ; M xˆ↔yˆ ∈ Rn×n is the matrix such that xˆ→ yˆ, yˆ → xˆ,
and z → 0 for all z ∈ span({x,y})⊥; xˆ = x/‖x‖2 and yˆ = y/‖y‖2; θ0 = ∠(x,y); and 1S
is the indicator function on S. If wi ∼ N (0, 1`In) for all i, then an elementary calculation
shows that E
[∑`
i=1 1wi·x>01wi·y>0 ·wiwᵀi
]
= Qx,y and if x = y then Qx,y is an isometry up
to a factor of 1/2. Also, note that if W satisfies WDC with constants  and α, then 1√
α
W
satisfies WDC with constants /α and 1.
We now state the joint Weight Distributed Condition. We say that B ∈ R`×n and
C ∈ R`×p satisfy joint-WDC with constants  > 0 and 0 < α ≤ 1 if for all nonzero h, x ∈ Rn
and nonzero m, y ∈ Rp,∥∥∥Bᵀ+,hdiag (C+,mmC+,yy)B+,x − α`mᵀQm,yy ·Qh,x∥∥∥ ≤ `‖m‖2‖y‖2, and (6)∥∥∥Cᵀ+,mdiag (B+,hhB+,xx)C+,y − α` hᵀQh,xx ·Qm,y∥∥∥ ≤ `‖h‖2‖x‖2 (7)
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We analyze networks G(1) and G(2) where the weight matrices corresponding to the inner
layers satisfy the WDC with constants  > 0 and 1 and for the two matrices corresponding to
the outer layers, we assume that one of them satisfies WDC with constants  and 0 < α1 ≤ 1
and the other satifies WDC with constants  and 0 < α2 ≤ 1. We also assume that the two
outer layer matrices satisfy joint-WDC with constants  > 0 and α = α1 · α2. We now state
the main deterministic result:
Theorem 3. Fix  > 0, 0 < α1 ≤ 1 and 0 < α2 ≤ 1 such that K1(d7s2 +d2s7)1/4/(α1α2) < 1,
d ≥ 2, and s ≥ 2. Let K = {(h,0) ∈ Rn×p |h ∈ Rn} ∪ {(0,m) ∈ Rn×p |m ∈ Rp}. Suppose
that W (1)i ∈ Rni×ni−1 for i = 1, . . . , d − 1 and W (2)i ∈ Rpi×pi−1 for i = 1, . . . , s − 1 satisfy
the WDC with constant  and 1. Suppose W (1)d ∈ R`×nd−1 satisfy WDC with constants  and
α1, and W (2)s ∈ R`×ps−1 satisfy WDC with constants  and α2. Also, suppose
(
W
(1)
d ,W
(2)
s
)
satisfy joint-WDC with constants , α = α1 ·α2. Let K = {(h,0) ∈ Rn×p |h ∈ Rn}∪{(0,m) ∈
Rn×p |m ∈ Rp} and
A = A
K2d3s3
1
4 α−1,(h0,m0)
∪ A
K2d8s3
1
4 α−1,
(
−ρ(1)d h0,m0
) ∪ A
K2d3s8
1
4 α−1,
(
ρ
(2)
s h0,−m0
)
∪ A
K2d8s8
1
4 α−1,
(
−ρ(1)d ρ
(2)
s h0,−m0
).
Then, for (h0,m0) 6= (0,0), and
(h,m) /∈ A ∪ K
the one-sided directional derivative of f in the direction of g = g1,(h,m) or g = g2,(h,m) satisfy
D−gf(h,m) < 0. Additionally, for all (h,m) ∈ K and for all (x,y)
D(x,y)f(h,m) ≤ 0.
Here, ρ(k)d are positive numbers that converge to 1 as d→∞, and K1, and K2 are absolute
constants.
We prove the theorems by showing that the descent directions g1,(h,m) and g2,(h,m) concen-
trate around its expectation and then characterize the set of points where the corresponding
expectations are simultaneously zero. The outline of the proof is:
• The WDC and joint-WDC imply that the one-sided partial directional derivatives of f
concentrate uniformly for all non-zero h, h0 ∈ Rn and m, m0 ∈ Rp around continuous
vectors t(1)(h,m),(h0,m0) and t
(2)
(h,m),(h0,m0)
, respectively, defined in equations (10) and (11)
in the Appendix.
• Direct analysis show that t(1)(h,m),(h0,m0) and t
(2)
(h,m),(h0,m0)
are simultaneously approxi-
mately zero around the four hyperbolic sets A,(h0,m0), A,(−ρ(1)d h0,m0), A,(h0,−ρ(2)s m0),
and A
,(−ρ(1)d h0,−ρ
(2)
s m0)
, where  depends on the expansivity and number of layers in the
networks, and both ρ(1)d and ρ
(2)
s are positive constants close to 1 and depends on the
number of layers in the two neural networks as well.
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• Using sphere covering arguments, Gaussian and truncated Gaussian matrices with
appropriate dimensions satisfy the WDC and joint-WDC conditions.
The full proof of Theorem 3 is provided in the Appendix.
4 Numerical Experiment
We now empirically show that Algorithm 1 can remove distortions present in the dataset. We
consider the image recovery task of removing distortions that were synthetically introduced
to the MNIST dataset. The distortion dataset contain 8100 images of size 28 × 28 where
the distortions are generated using a 2D Gaussian function, g(x, y) = e−
(x−c)2+(y−c)2
σ , where
c is the center and σ controls its tail behavior. For each of the 8100 image, we fix c and
σ, which vary uniformly in the intervals [−3, 3] and [20, 35], respectively, and x and y are
in the interval [−5, 5]. Prior to training the generators, the images in the MNIST dataset
and the distortion dataset were resized to 64× 64 images. We used DCGAN [Radford et al.,
2016] with a learning rate of 0.0002 and latent code dimension of 50 to train a generator,
G(2), for the distortion images. Similarly, we used the DCGAN with learning rate of 0.0002
and latent code dimension of 100 to train a generator, G(1), for the MNIST images. Finally,
a distorted image y0 is generated via the pixelwise multiplication of an image w0 from the
MNIST dataset and an image x0 from the distortion dataset, i.e. y0 = w0  x0.
Figure 2: The figure shows the result removing distortion in an image by solving (2) using
Algorithm 1. The top row corresponds to the input distorted image. The second and third row
corresponds to the images recovered using empirical risk minimization.
Figure 2 shows the result of using Algorithm 1 to remove distortion from y0. In the
implementation of Algorithm 1, g˜1,(hi,mi) and g˜1,(hi,mi) corresponds to the partial derivatives
of f with the generators as G(1) and G(2). We used the Stochastic Gradient Descent algorithm
with the step size set to 1 and momentum set to 0.9. For each image in the first row of Figure
2, the corresponding images in the second and third rows are the output of Algorithm 1 after
500 iterations.
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5 Appendix
Let ∠(h,h0) = θ¯(1)0 and ∠(m,m0) = θ¯
(2)
0 for non-zero h,h0 ∈ Rn and m,m0 ∈ Rp. In order
to understand how the operators h→W (1)+,hh and m→W (2)+,mm distort angles, we define
g(θ) = cos−1
(
(pi − θ) cos θ + sin θ
pi
)
. (8)
Also, for a fixed p, q ∈ Rn, define
t˜(k)p,q :=
1
2a(k)
a(k)−1∏
i=0
pi − θ¯(k)i
pi
 q + a(k)−1∑
i=0
sin θ¯
(k)
i
pi
a(k)−1∏
j=i+1
pi − θ¯(k)j
pi
 ‖q‖2
‖p‖2p
 , (9)
where θ¯(k)i = g(θ¯
(k)
i−1) for g given by (8), θ¯
(k)
0 = ∠(p, q), a(1) = d, and a(2) = s.
5.1 Proof of Deterministic Theorem
Theorem 4 (Also Theorem 3). Fix  > 0, 0 < α1 ≤ 1 and 0 < α2 ≤ 1 such that K1(d7s2 +
d2s7)1/4/(α1α2) < 1, d ≥ 2, and s ≥ 2. Let K = {(h,0) ∈ Rn×p |h ∈ Rn} ∪ {(0,m) ∈
Rn×p |m ∈ Rp}. Suppose that W (1)i ∈ Rni×ni−1 for i = 1, . . . , d − 1 and W (2)i ∈ Rpi×pi−1
for i = 1, . . . , s − 1 satisfy the WDC with constant  and 1. Suppose W (1)d ∈ R`×nd−1
satisfy WDC with constants  and α1, and W (2)s ∈ R`×ps−1 satisfy WDC with constants 
and α2. Also, suppose
(
W
(1)
d ,W
(2)
s
)
satisfy joint-WDC with constants , α = α1 · α2. Let
K = {(h,0) ∈ Rn×p |h ∈ Rn} ∪ {(0,m) ∈ Rn×p |m ∈ Rp} and A = A
K2d3s3
1
4 α−1,(h0,m0)
∪
A
K2d8s3
1
4 α−1,
(
−ρ(1)d h0,m0
) ∪A
K2d3s8
1
4 α−1,
(
ρ
(2)
s h0,−m0
) ∪A
K2d8s8
1
4 α−1,
(
−ρ(1)d ρ
(2)
s h0,−m0
). Then, for
(h0,m0) 6= (0,0), and
(h,m) /∈ A ∪ K
the one-sided directional derivative of f in the direction of g = g1,(h,m) or g = g2,(h,m) satisfy
D−gf(h,m) < 0. Additionally, for all (h,m) ∈ K and for all (x,y)
D(x,y)f(h,m) ≤ 0.
Here, ρ(k)d are positive numbers that converge to 1 as d→∞, and K1, and K2 are absolute
constants.
Proof. Recall that
v
(1)
(h,m),(h0,m0)
=
{ ∇hf(h,m) G is differentiable at (h,m),
limδ→0+ ∇hf((h,m) + δw) otherwise
v
(2)
(h,m),(h0,m0)
=
{ ∇mf(h,m) G is differentiable at (h,m),
limδ→0+ ∇mf((h,m) + δw) otherwise
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where G(h,m) is differentiable at (h,m)+δw for sufficiently small δ. Such a δ exists because
of piecewise linearity of G(h,m) and any such w can be arbitrarily selected. Also, recall
that for any differentiable point (h,m), we have
∇hf(h,m) =
(
Λ
(1)
d,+,h
)>
diag
(
Λ
(2)
s,+,mm
)2
Λ
(1)
d,+,hh
−
(
Λ
(1)
d,+,h
)>
diag
(
Λ
(2)
s,+,mmΛ(2)s,+,m0m0
)
Λ
(1)
d,+,h0
h0,
∇mf(h,m) =
(
Λ
(2)
s,+,m
)>
diag
(
Λ
(1)
d,+,hh
)2
Λ
(2)
s,+,mm
−
(
Λ
(2)
s,+,m
)>
diag
(
Λ
(1)
d,+,hhΛ(1)d,+,h0h0
)
Λ
(2)
s,+,m0m0.
Let
g1,(h,m) =
[
v
(1)
(h,m),(h0,m0)
0
]
∈ Rn×p,
g2,(h,m) =
[
0
v
(2)
(h,m),(h0,m0)
]
∈ Rn×p,
t
(1)
(h,m),(h0,m0)
=
α
2d+s`
‖m‖22h−
α
`
mᵀt˜
(2)
m,m0
t˜
(1)
h,h0
, (10)
t
(2)
(h,m),(h0,m0)
=
α
2d+s`
‖h‖22m−
α
`
hᵀt˜
(1)
h,h0
t˜
(2)
m,m0
, (11)
S
(1)
,(h0,m0)
=
{
(h,m) ∈ Rn×p\K
∣∣∣∣∣‖t
(1)
(h,m),(h0,m0)
‖2
‖m‖2 ≤
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)
2d+s`
}
,
S
(2)
,(h0,m0)
=
{
(h,m) ∈ Rn×p\K
∣∣∣∣∣‖t
(2)
(h,m),(h0,m0)
‖2
‖h‖2 ≤
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)
2d+s`
}
,
where t˜(2)m,m0 and t˜
(1)
h,h0
is as defined in (9). For brevity of notation, write v(1)(h,m) = v
(1)
(h,m),(h0,m0)
,
v
(2)
(h,m) = v
(2)
(h,m),(h0,m0)
, t(h,m) = t(h,m),(h0,m0), t
(1)
(h,m) = t
(1)
(h,m),(h0,m0)
and t(2)(h,m) = t
(2)
(h,m),(h0,m0)
.
Since W (1)i ∈ Rni×ni−1 for i = 1, . . . , d− 1 and W (2)i ∈ Rpi×pi−1 for i = 1, . . . , s− 1 satisfy
the WDC with constant  and 1, W (1)d ∈ R`×nd−1 satisfy WDC with constants  and α1,
W (2)s ∈ R`×ps−1 satisfy WDC with constants  and α2, and
(
W
(1)
d ,W
(2)
s
)
satisfy joint-WDC
with constants , α = α1 · α2, we have lemma 2 implying for all nonzero h, h0 ∈ Rn and
nonzero m, m0 ∈ Rp
‖∇hf(h,m)− t(1)(h,m)‖2 ≤ K
d3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖m‖2, (12)
‖∇mf(h,m)− t(2)(h,m)‖2 ≤ K
d3s2
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖h‖2. (13)
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Thus, we have, for all nonzero h, h0 ∈ Rn and nonzero m, m0 ∈ Rp,
‖v(1)(h,m) − t(1)(h,m)‖2 = lim
δ→0+
‖∇hf ((h,x) + δw)− t(1)(h,m)+δw‖2
≤ Kd
3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖m‖2, and
‖v(2)(h,m) − t(2)(h,m)‖2 = lim
δ→0+
‖∇mf ((h,x) + δw)− t(2)(h,m)+δw‖2
≤ Kd
3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖h‖2,
where the inequalities follow from (12) and (13).
Note that the one-sided directional derivative of f in the direction of (x,y) 6= 0 at
(h,y) is D(x,y)f(h,x) = limt→0+ 1t (f((h,x) + t(x,y))− f(h,x)). Due to the continuity and
piecewise linearity of the function
G(h,m) = Λ(1)d,+,hhΛ(2)s,+,mm,
we have that for any (h,m) 6= (0,0) and (x,y) 6= 0 that there exists a sequence {(hn,mn)} →
(h,m) such that f is differentiable at each (hn,mn) andD(x,y)f(h,m) = limn→∞∇f(hn,mn)·
(x,y). Thus, as ∇f(hn,mn) =
[
v
(1)
(hn,mn)
v
(2)
(hn,mn)
]
,
D−g1,(h,m)f(h,m) = limn→∞
∇f(hn,mn) ·
−g1,(h,m)
‖g1,(h,m)‖2
=
−1
‖g1,(h,m)‖2
lim
n→∞
v
(1)
(hn,mn)
· v(1)(h,m),
D−g2,(h,m)f(h,m) = limn→∞
∇f(hn,mn) ·
−g2,(h,m)
‖g2,(h,m)‖2
=
−1
‖g2,(h,m)‖2
lim
n→∞
v
(2)
(hn,mn)
· v(2)(h,m).
Now, we write
v
(1)
(hn,mn)
· v(1)(h,m)
=t
(1)
(hn,mn)
· t(1)(h,m) + (v(1)(hn,mn) − t
(1)
(hn,mn)
) · t(1)(h,m) + t(1)(hn,mn) · (v
(1)
(h,m) − t(1)(h,m))
+ (v
(1)
(hn,mn)
− t(1)(hn,mn)) · (v
(1)
(h,m) − t(1)(h,m))
≥t(1)(hn,mn) · t
(1)
(h,m) − ‖v(1)(hn,mn) − t
(1)
(hn,mn)
‖2‖t(1)(h,m)‖2 − ‖t(1)(hn,mn)‖2‖v
(1)
(h,m) − t(1)(h,m)‖2
‖v(1)(hn,mn) − t
(1)
(hn,mn)
‖2‖v(1)(h,m) − t(1)(h,m)‖2
≥t(1)(hn,mn) · t
(1)
(h,m) −K
d3s3
√

2d+s`
max(‖hn‖2‖mn‖2, ‖h0‖2‖m0‖2)‖mn‖2‖t(1)(h,m)‖2
−Kd
3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖m‖2‖t(1)(hn,mn)‖2
−
(
K
d3s3
√

2d+s`
)2
max(‖hn‖2‖mn‖2, ‖h0‖2‖m0‖2)
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖mn‖2‖m‖2.
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As t(1)(h,m) is continuous in (h,m) for all (h,m) /∈ K, we have for all (h,m) /∈ S(1)4Kd3s3√,(h0,m0)∪K,
lim
n→∞
v
(1)
(hn,mn)
· v(1)(h,m)
≥‖t(1)(h,m)‖22 − 2K
d3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖m‖2‖t(1)(h,m)‖2
−
(
K
d3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖m‖2
)2
≥
‖t(1)(h,m)‖2
2
[
‖t(1)(h,m)‖2 − 4K
d3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖m‖2
]
+
1
2
[
‖t(1)(h,m)‖22 − 2
(
K
d3s3
√

2d+s`
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)‖m‖2
)2 ]
>0. (14)
Similarly, we have for all (h,m) /∈ S(2)
4Kd3s3
√
,(h0,m0)
∪ K,
lim
n→∞
v
(2)
(hn,mn)
· v(2)(h,m) > 0. (15)
So, for all (h,m) /∈
(
S(1)
4Kd3s3
√
,(h0,m0)
∩ S(2)
4Kd3s3
√
,(h0,m0)
)
∪ K, at least (14) or (15) holds. If
(14) holds, then we haveD−g1,(h,m)f(h,m) < 0 and if (15) holds, then we haveD−g2,(h,m)f(h,m)
< 0
It remain to prove that for all (h,m) ∈ K and for all (x,y) ∈ Rn×p, D(x,y)f(h,m) ≤ 0.
We first assume h = 0 and m is arbitrary. Let
h˜0 = Λ
(1)
d−1,+,h0h0, x˜ = Λ
(1)
d−1,+,xx, m˜ = Λ
(2)
s−1,+,mm, m˜0 = Λ
(2)
s−1,+,m0m0,
θ¯
(k)
i = g(θ¯
(k)
i−1) for g given in (8), θ¯
(1)
0 = ∠(x,h0) and θ¯
(2)
0 = ∠(m,m0). We compute
−D(x,y)f(h,m) · ‖(x,y)‖2
= lim
t→0+
f((h,m) + t(x,y))− f(h,m)
t
=
〈
diag
(
Λ
(2)
s,+,mm
)
Λ
(1)
d,+,xx, diag
(
Λ
(2)
s,+,m0m0
)
Λ
(1)
d,+,h0
h0
〉
=
〈
x˜,
(
W
(2)
d−1,+,m
)ᵀ
diag
(
W
(1)
d−1,+,xm˜W (1)d−1,+,x0m˜0
)
W
(1)
d−1,+,h0h˜0
〉
=
〈
x˜,
((
W
(2)
d−1,+,m
)ᵀ
diag
(
W
(1)
d−1,+,xm˜W (1)d−1,+,x0m˜0
)
W
(1)
d−1,+,h0
− α
n
Qx˜,h˜0m˜
ᵀQm˜,m˜0m˜0
)
h˜0
〉
+
α
n
m˜ᵀQm˜,m˜0m˜0 · x˜ᵀQx˜,h˜0h˜0
≥ −
∥∥∥(W (2)d−1,+,m)ᵀ diag(W (1)d−1,+,xm˜W (1)d−1,+,x0m˜0)W (1)d−1,+,h0
− α
n
Qx˜,h˜0m˜
ᵀQm˜,m˜0m˜0
∥∥∥‖x˜‖2‖h˜0‖2 + α
4n
(
(pi − θ¯(1)d−1) cos θ¯(1)d−1 + sin θ¯(1)d−1
pi
)
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(
(pi − θ¯(2)d−1) cos θ¯(2)d−1 + sin θ¯(2)d−1
pi
)
‖x˜‖h˜0‖‖m˜‖‖m˜0‖
≥ −4
n
‖m˜‖2‖m˜0‖2‖x˜‖2‖h˜0‖2 + α
4n
‖x˜‖h˜0‖‖m˜‖‖m˜0‖ cos θ¯(1)d cos θ¯(2)d
≥
(
−4
n
+
α
4pi2n
)
‖x˜‖h˜0‖‖m˜‖‖m˜0‖.
So, if 4pi2/α < 1, then D(x,y)f(h,m) · ‖(x,y)‖2 ≤ 0 for all (x,y) ∈ Rn×p and (h,m) ∈
{(h,m) |h = 0, m ∈ Rp}. Similarly, D(x,y)f(h,m) · ‖(x,y)‖2 ≤ 0 for all (x,y) ∈ Rn×p and
(h,m) ∈ {(h,m) |h ∈ Rn, m = 0}.
Let S = S(1)
4Kd3s3
√
,(h0,m0)
∩ S(2)
4Kd3s3
√
,(h0,m0)
. The proof is finished by applying Lemma 3
and 38(d5 + s5)
√
4Kd3s3
√
/α < 1 to get
S ⊆A
K˜ d
3s31/4
α
,(h0,m0)
∪ A
K˜ d
8s31/4
α
,
(
−ρ(1)d h0,m0
) ∪ A
K˜ d
3s81/4
α
,
(
ρ
(2)
s h0,−m0
)
∪ A
K˜ d
8s81/4
α
,
(
−ρ(1)d ρ
(2)
s h0,−m0
),
for some absolute constant K˜.
5.2 Concentration of terms in g˜1,(h,m) and g˜2,(h,m)
Lemma 1. Fix 0 <  < d−4/(16pi)2 and d ≥ 2. Suppose that W i ∈ Rni×ni−1 satisfies the
WDC with constant  and 1 for i = 1, . . . , d. Define
t˜p,q =
1
2d
[(
d−1∏
i=0
pi − θ¯i
pi
)
q +
d−1∑
i=0
sin θ¯i
pi
(
d−1∏
j=i+1
pi − θ¯j
pi
)
‖q‖2
‖p‖2p
]
,
where θ¯i = g(θ¯i−1) for g given by (8) and θ¯0 = ∠(p, q). For all p 6= 0 and q 6= 0,∥∥∥∥∥
(
1∏
i=d
W i,+,p
)ᵀ( 1∏
i=d
W i,+,q
)
q − t˜p,q
∥∥∥∥∥
2
≤ 24d
3
√

2d
‖q‖2. (16)
We refer the readers to Hand and Voroninski [2017] for proof of Lemma 1. We now state
a related Lemma.
Lemma 2. Fix 0 <  < 1/((d4 + s4)16pi)2, d ≥ 2 and s ≥ 2. Suppose that W (1)i ∈ Rni×ni−1
for i = 1, . . . , d− 1 and W (2)i ∈ Rpi×pi−1 for i = 1, . . . , s− 1 satisfy the WDC with constant 
and 1. Suppose W (1)d ∈ R`×nd−1 satisfy WDC with constants  and α1, and W (2)s ∈ R`×ps−1
satisfy WDC with constants  and α2. Also, suppose
(
W
(1)
d ,W
(2)
s
)
satisfy pair-WDC with
constants , α = α1 · α2. Define
t˜(k)p,q =
1
2a(k)
a(k)−1∏
i=0
pi − θ¯(k)i
pi
 q + a(k)−1∑
i=0
sin θ¯
(k)
i
pi
a(k)−1∏
j=i+1
pi − θ¯(k)j
pi
 ‖q‖2
‖p‖2p
 ,
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where θ¯(k)i = g(θ¯
(k)
i−1) for g given by (8), θ¯
(k)
0 = ∠(p, q), a(1) = d, and a(2) = s. For all h 6= 0,
x 6= 0, m 6= 0 and y 6= 0,∥∥∥(Λ(1)d,+,h)ᵀ diag(Λ(2)s,+,mmΛ(2)s,+,yy)Λ(1)d,+,xx− αn (mᵀt˜(2)m,y) t˜(1)h,x∥∥∥2
≤ 208d
3s3
√

2d+s`
‖x‖2‖m‖2‖y‖2, (17)∥∥∥(Λ(2)s,+,m)ᵀ diag(Λ(1)d,+,hhΛ(1)d,+,xx)Λ(2)s,+,yy − αn (hᵀt˜(1)h,x) t˜(2)m,y∥∥∥2
≤ 208d
3s3
√

2d+s`
‖y‖2‖h‖2‖x‖2. (18)
Proof. We will prove (17). Proof of (18) is identical to proof of (17). Define h0 = h, x0 = x,
m0 = m, y0 = y,
hd :=
(
1∏
i=d
W
(1)
i,+,h
)
h =
(
W
(1)
d,+,hW
(1)
d−1,+,h . . .W
(1)
1,+,h
)
h
= W
(1)
d,+,hhd−1
= (W
(1)
d )+,hd−1hd−1,
and analogously xd =
(∏1
i=dW
(1)
i,+,x
)
x,ms =
(∏1
i=sW
(2)
i,+,m
)
m, and ys =
(∏1
i=sW
(2)
i,+,y
)
y.
By the WDC, we have for all h 6= 0, m 6= 0,∥∥∥∥(W (1)i )ᵀ
+,h
(
W
(1)
i
)
+,h
− 1
2
Ini−1
∥∥∥∥ ≤  for all i = 1, . . . , d− 1, and (19)∥∥∥∥(W (2)i )ᵀ
+,m
(
W
(2)
i
)
+,m
− 1
2
Ipi−1
∥∥∥∥ ≤  for all i = 1, . . . , s− 1. (20)
In particular,
∥∥∥(W (1)i,+,h)ᵀW (1)i,+,h − 12Ini−1∥∥∥ ≤  and ∥∥∥(W (2)i,+,m)ᵀW (2)i,+,m − 12Ipi−1∥∥∥ ≤ .
and consequently,
1
2
−  ≤
∥∥∥W (1)i,+,h∥∥∥2 ≤ 12 + 
1
2
−  ≤
∥∥∥W (2)i,+,m∥∥∥2 ≤ 12 + .
Hence,∥∥∥∥∥
1∏
i=d−1
W
(1)
i,+,h
∥∥∥∥∥
∥∥∥∥∥
1∏
i=d−1
W
(1)
i,+,x
∥∥∥∥∥ ≤ 12d−1 (1 + 2)d−1 = 12d−1 e(d−1) log(1+2) ≤ 1 + 4(d− 1)2d−1 ,
(21)
20
where we used that log(1 + z) ≤ z, ez ≤ 1 + 2z for z < 1, and 2(d− 1) ≤ 1. Similarly,∥∥∥∥∥
1∏
i=s−1
W
(2)
i,+,m
∥∥∥∥∥
∥∥∥∥∥
1∏
i=s−1
W
(2)
i,+,y
∥∥∥∥∥ ≤ 1 + 4(s− 1)2s−1 . (22)
Let
h˜ = Λ
(1)
d−1,+,hh, x˜ = Λ
(1)
d−1,+,xx, m˜ = Λ
(2)
s−1,+,mm, y˜ = Λ
(2)
s−1,+,yy,
and consider∥∥∥(Λ(1)d,+,h)ᵀ diag(Λ(2)s,+,mmΛ(2)s,+,yy)Λ(1)d,+,xx− α` (mᵀt˜(2)m,y) t˜(1)h,x∥∥∥2
≤
∥∥∥(Λ(1)d−1,+,h)ᵀ ((W (1)d,+,h)ᵀ diag(W (2)d,+,mm˜W (2)d,+,yy˜)W (1)d,+,x − α`Qh˜,x˜
m˜ᵀQm˜,y˜y˜
)
Λ
(1)
d−1,+,xx
∥∥∥
2
+
∥∥∥α
`
(
Λ
(1)
d−1,+,h
)ᵀ
Qh˜,x˜m˜
ᵀQm˜,y˜y˜Λ
(1)
d−1,+,xx
− α
`
(
mᵀt˜(2)m,y
)
t˜
(1)
h,x
∥∥∥
2
≤
∥∥∥(Λ(1)d−1,+,h)ᵀ ((W (1)d,+,h)ᵀ diag(W (2)d,+,mm˜W (2)d,+,yy˜)W (1)d,+,x − α`Qh˜,x˜
m˜ᵀQm˜,y˜y˜
)
Λ
(1)
d−1,+,xx
∥∥∥
2
+
α
`
∥∥∥m˜ᵀQm˜,y˜y˜ (Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx−mᵀt˜(2)m,y (Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx∥∥∥
2
+
α
`
∥∥∥mᵀt˜(2)m,y (Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx−mᵀt˜(2)m,y t˜(1)h,x∥∥∥
2
(23)
where both the first and second inequality holds because of triangle inequality. We bound
the terms in the inequality above separately. First consider∥∥∥(Λ(1)d−1,+,h)ᵀ ((W (1)d,+,h)ᵀ diag(W (2)d,+,mm˜W (2)d,+,yy˜)W (1)d,+,x − α`Qh˜,x˜
m˜ᵀQm˜,y˜y˜
)
Λ
(1)
d−1,+,xx
∥∥∥
2
≤
∥∥∥(W (1)d,+,h)ᵀ diag(W (2)d,+,mm˜W (2)d,+,yy˜)W (1)d,+,x − α`Qh˜,x˜m˜ᵀQm˜,y˜y˜)∥∥∥∥∥∥Λ(1)d−1,+,h∥∥∥∥∥∥Λ(1)d−1,+,x∥∥∥ ‖x‖2
≤
(
1 + 4(d− 1)
2d−1
)
4
`
‖x‖2‖m˜‖2‖y˜‖2
=
(1 + 4(d− 1))
2d
8
`
‖x‖2‖Λ(2)s−1,+,mm‖2‖Λ(2)s−1,+,yy‖2
≤(1 + 4(d− 1))
2d
(1 + 4(s− 1))
2s
16
`
‖x‖2‖m‖2‖y‖2
≤ 64
2d+s`
‖x‖2‖m‖2‖y‖2. (24)
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where the first inequality holds because spectral norm is a sub-multiplicative norm. The second
inequality holds because of (21) and joint-WDC. The last inequality holds if 4(d− 1) < 1
and 4(s− 1) < 1.
Second, consider∥∥∥m˜ᵀQm˜,y˜y˜ (Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx−mᵀt˜(2)m,y (Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx∥∥∥
2
=
∥∥∥(m˜ᵀQm˜,y˜y˜ −mᵀt˜(2)m,y)(Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx∥∥∥
2
≤1 + 4(d− 1)
2d−1
‖Qh˜,x˜‖
∥∥∥(Λ(2)s−1,+,m)ᵀQm˜,y˜Λ(2)s−1,+,yy − t˜(2)m,y∥∥∥
2
‖x‖2‖‖m‖2
=
1 + 4(d− 1)
2d
∥∥∥(Λ(2)s−1,+,m)ᵀ(Qm˜,y˜ − 1α2
(
W
(2)
d,+,m
)ᵀ
W
(2)
d,+,y
)
Λ
(2)
s−1,+,yy
+
1
α2
(
Λ
(2)
s,+,m
)ᵀ
Λ
(2)
s,+,yy − t˜(2)m,y
∥∥∥
2
‖x‖2‖m‖2
≤1 + 4(d− 1)
2d
(∥∥∥Λ(2)s−1,+,m∥∥∥∥∥∥Λ(2)s−1,+,y∥∥∥∥∥∥(Qm˜,y˜ − 1α2
(
W
(2)
d,+,m
)ᵀ
W
(2)
d,+,y
)∥∥∥‖y‖2
+
∥∥∥ 1
α2
(
Λ
(2)
s,+,m
)ᵀ
Λ
(2)
s,+,yy − t˜(2)m,y
∥∥∥
2
)
‖x‖2‖m‖2
≤1 + 4(d− 1)
2d+s
(
6(1 + 4(s− 1))/α2 + 24s3
√
/α2
)
‖x‖2‖m‖2‖y‖2
≤ 2
2d+s
(
12/α2 + 24s
3
√
/α2
)
‖x‖2‖m‖2‖y‖2
≤72s
3
√

22dα2
‖x‖2‖m‖2‖y‖2. (25)
where the first inequality holds because of (21). The second inequality holds because of
triangle inequality. The third inequality holds because of (22), 1√
α2
W
(2)
d satisfy WDC with
constant /α2 and 1, and Lemma 1.
Third, consider∥∥∥mᵀt˜(2)m,y (Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx−mᵀt˜(2)m,y t˜(1)h,x∥∥∥
2
=|mᵀt˜(2)m,y|
∥∥∥(Λ(1)d−1,+,h)ᵀQh˜,x˜Λ(1)d−1,+,xx− t˜(1)h,x∥∥∥
2
≤‖t˜(2)m,y‖2
∥∥∥(Λ(1)d−1,+,h)ᵀ(Qh˜,x˜ − 1α1
(
W
(1)
d,+,h
)ᵀ
W
(1)
d,+,x
)
Λ
(1)
d−1,+,xx
+
1
α1
(
Λ
(1)
d,+,h
)ᵀ
Λ
(1)
d,+,x − t˜(1)h,x
∥∥∥
2
‖m‖2
≤1 + s
2s
(∥∥∥Λ(1)d−1,+,h∥∥∥∥∥∥Λ(1)d−1,+,x∥∥∥∥∥∥Qh˜,x˜ − 1α1
(
W
(1)
d,+,h
)ᵀ
W
(1)
d,+,x
∥∥∥‖x‖2
+
∥∥∥ 1
α1
(
Λ
(1)
d,+,h
)ᵀ
Λ
(1)
d,+,xx− t˜(1)h,x
∥∥∥
2
)
‖m‖2‖y‖2
≤ 2s
2d+s
(
6(1 + 4(d− 1))/α1 + 24d3
√
/α1
)
‖x‖2‖m‖2‖y‖2
22
≤72sd
3
√

2d+sα1
‖x‖2‖m‖2‖y‖2. (26)
where the first inequality holds because of Cauchy-Schwartz inequality. The second inequality
holds because of triangle inequality along with ‖t˜(2)m,y‖2 ≤ 1+s2s . The third inequality holds
because of (21), 1√
α1
W
(1)
d satisfy WDC with constant /α1 and 1, and Lemma 1.
Hence, combining (23), (24), (25), and (26), we get∥∥∥(Λ(1)d,+,h)ᵀ diag(Λ(2)s,+,mmΛ(2)s,+,yy)Λ(1)d,+,xx− α1α2` (mᵀt˜(2)m,y) t˜(1)h,x∥∥∥2
≤
( 64
2d+s`
+
72s3
√

2d+s`
+
72sd3
√

22d`
)
‖x‖2‖m‖2‖y‖2
≤208s
3d3
√

2d+s`
‖x‖2‖m‖2‖y‖2.
5.3 Zeros of t(h,m),(h0,m0)
Lemma 3. Fix 0 <  < 1 and 0 < α ≤ 1 such that 38(d5 + s5)√/α < 1. Let K = {(h,0) ∈
Rn×p |h ∈ Rn} ∪ {(0,m) ∈ Rn×p∣∣m ∈ Rp}. Let
S
(1)
,(h0,m0)
=
{
(h,x) ∈ Rn×p\K
∣∣∣∣∣‖t
(1)
(h,m),(h0,m0)
‖2
‖m‖2 ≤
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)
2d+s`
}
,
S
(2)
,(h0,m0)
=
{
(h,x) ∈ Rn×p\K
∣∣∣∣∣‖t
(2)
(h,m),(h0,m0)
‖2
‖h, ‖2 ≤
max(‖h‖2‖m‖2, ‖h0‖2‖m0‖2)
2d+s`
}
,
where d and s are an integers greater than 1. Let
t˜
(k)
m,y =
1
2a(k)
a(k)−1∏
i=0
pi − θ¯(k)i
pi
y +
a(k)−1∑
i=0
sin θ¯
(k)
i
pi
a(k)−1∏
j=i+1
pi − θ¯(k)j
pi
 ‖y‖2
‖m‖2m
 , (27)
where θ¯(k)i = g(θ¯
(k)
i−1) for g given in (8), θ¯
(k)
0 = ∠(m,y), a(1) = d, and a(2) = s. Let
t(h,m),(h0,m0) =
[
t
(1)
(h,m),(h0,m0)
t
(2)
(h,m),(h0,m0)
]
where
t
(1)
(h,m),(h0,m0)
=
α
2d+s`
‖m‖22h−
α
`
mᵀt˜
(2)
m,m0
t˜
(1)
h,h0
, (28)
t
(2)
(h,m),(h0,m0)
=
α
2d+s`
‖h‖22m−
α
`
hᵀt˜
(1)
h,h0
t˜
(2)
m,m0
. (29)
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Define
ρ
(k)
a(k)
:=
a(k)−1∑
i=1
sin θˇ
(k)
i
pi
a(k)−1∏
j=i+1
pi − θˇ(k)j
pi
 ,
where θˇ(k)0 = pi and θˇ
(k)
i = g(θˇ
(k)
i−1). If (h,m) ∈ S(1),(h0,m0) ∩ S
(2)
,(h0,m0)
then one of the following
holds:
•
∣∣∣θ¯(1)0 ∣∣∣ ≤ 2√, ∣∣∣θ¯(2)0 ∣∣∣ ≤ 2√ and
|‖h‖2‖m‖2 − ‖h0‖2‖m0‖2| ≤ 145ds
√

α
‖h0‖2‖m0‖2,
•
∣∣∣θ¯(1)0 − pi∣∣∣ ≤ 12pi2d3√/α, ∣∣∣θ¯(2)0 ∣∣∣ ≤ 1.5√ and∣∣∣‖h‖2‖m‖2 − ρ(1)d ‖h0‖2‖m0‖2∣∣∣ ≤ 532d6s√α ‖h0‖2‖m0‖2,
•
∣∣∣θ¯(1)0 ∣∣∣ ≤ 2√, ∣∣∣θ¯(2)0 − pi∣∣∣ ≤ 12pi2s3√/α and∣∣∣‖h‖2‖m‖2 − ρ(1)d ‖h0‖2‖m0‖2∣∣∣ ≤ 532ds6√α ‖h0‖2‖m0‖2,
•
∣∣∣θ¯(1)0 − pi∣∣∣ ≤ 12pi2d3√α, ∣∣∣θ¯(2)0 − pi∣∣∣ ≤ 12pi2d3√/α and∣∣∣‖h‖2‖m‖2 − ρ(1)d ρ(2)s ‖h0‖2‖m0‖2∣∣∣ ≤ 3915d6s6√α ‖h0‖2‖m0‖2.
In particular,
S
(1)
,(h0,m0)
∩ S(2),(h0,m0) ⊆ A437 ds√α ,(h0,m0) ∪ A2436pi d6s
√

α
,
(
−ρ(1)d h0,m0
)
∪ A
2436pi ds
6√
α
,
(
ρ
(2)
s h0,−m0
) ∪ A
16767pi2 d
6s6
√

α
,
(
−ρ(1)d ρ
(2)
s h0,−m0
),
where A,(h0,m0) is defined in (3).
Proof. Without loss of generality, let h0 = e1, m0 = e1, hˆ = cos θ¯
(1)
0 + sin θ¯
(1)
0 and mˆ =
cos θ¯
(2)
0 + sin θ¯
(2)
0 for some θ¯
(1)
i , θ¯
(2)
0 ∈ [0, pi]. First we introduce some notation for convenience.
Let
ξ(k) =
a(k)−1∏
i=0
pi − θ¯(k)i
pi
, ζ(k) =
a(k)−1∑
i=1
sin θ¯
(k)
i
pi
a(k)−1∏
j=i+1
pi − θ¯(k)j
pi
,
r(1) = ‖h‖2, r(2) = ‖m‖2, and M = max(r(1)r(2), 1). Using these notation, we can rewrite
t
(1)
(h,m),(h0,m0)
as
t
(1)
(h,m),(h0,m0)
=
α
2d+s`
(
‖m‖2h−
(
ξ(2) cos θ¯
(2)
0 + ζ
(2)
)(
ξ(1)
h0
‖h0‖2 + ζ
(1) h
‖h‖2
)
‖h0‖2‖m0‖2
)
‖m‖2
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=
α
2d+s`
(
‖m‖2h− cos θ¯(2)s
(
ξ(1)
h0
‖h0‖2 + ζ
(1) h
‖h‖2
)
‖h0‖2‖m0‖2
)
‖m‖2
=
α
2d+s`
(
r(1)r(2)
(
cos θ¯
(1)
0 e1 + sin θ¯
(1)
0 e2)
)
− cos θ¯(2)s
(
ξ(1)e1 + ζ
(1)
(
cos θ¯
(1)
0 e1 + sin θ¯
(1)
0 e2
)))
r(2).
By inspecting the components of t(1)(h,m),(h0,m0), we have that (h,m) ∈ S
(1)
,(h0,m0)
implies∣∣∣r(1)r(2) cos θ¯(1)0 − cos θ¯(2)s (ξ(1) + ζ(1) cos θ¯(1)0 )∣∣∣ ≤ Mα (30)∣∣∣r(1)r(2) sin θ¯(1)0 − cos θ¯(2)s ζ(1) sin θ¯(1)0 ∣∣∣ ≤ Mα (31)
Similarly, by inspecting the components of t(2)(h,m),(h0,m0), we have that (h,m) ∈ S
(2)
,(h0,m0)
implies ∣∣∣r(1)r(2) cos θ¯(2)0 − cos θ¯(1)d (ξ(2) + ζ(2) cos θ¯(2)0 )∣∣∣ ≤ Mα (32)∣∣∣r(1)r(2) sin θ¯(2)0 − cos θ¯(1)d ζ(2) sin θ¯(2)0 ∣∣∣ ≤ Mα (33)
Now, we record several properties. We have:
θ¯
(k)
i ∈ [0, pi/2] for i ≥ 1 (34)
θ¯
(k)
i ≤ θ¯(k)i−1 for i ≥ 1 (35)
|ξ(k)| ≤ 1 (36)
θˇ
(k)
i ≤
3pi
i+ 3
for i ≥ 0 (37)
θˇ
(k)
i ≥
pi
i+ 1
for i ≥ 0 (38)
ξ(k) =
a(k)−1∏
i=1
pi − θ¯(k)i
pi
≥ pi − θ¯
(k)
0
pi
a(k)
−3
(39)
θ¯
(k)
0 = pi +O1(δ)⇒ θ¯(k)i = θˇ(k)i +O1(iδ) (40)
θ¯
(k)
0 = pi +O1(δ)⇒ |ξ(k)| ≤
δ
pi
(41)
θ¯
(k)
0 = pi +O1(δ)⇒ ζ(k) = ρ(k)d +O1(3a(k)
3
δ) if
a(k)
2
δ
pi
≤ 1 (42)
|ζ(k)| = |ξ(k) cos θ¯(k)0 − cos θ¯(k)a(k)| ≤ 2 (43)
cos θ¯
(k)
i ≥
1
pi
for i ≥ 2 (44)
For a proof of (36)-(42), we refer the readers to Lemma 8 of Hand and Voroninski [2017].
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Also, we note that (44) follows directly from (43).
We first show that if (h,m) ∈ S(1),(h0,m0) then r(1)r(2) ≤ 6, and thus M ≤ 6. Suppose
r(1)r(2) > 1. At least one of the following holds:| sin θ¯(1)0 | ≥ 1/
√
2 or | cos θ¯(1)0 | ≥ 1/
√
2.
If | sin θ¯(1)0 | ≥ 1/
√
2 then (31) implies that
∣∣∣r(1)r(2) − cos θ¯(2)s ζ(1)∣∣∣ ≤ √2r(1)r(2)/α. Using
(43), we get r(1)r(2) ≤ 2
1−√2/α ≤ 4 if /α < 1/4. If | cos θ¯
(1)
0 | ≥ 1/
√
2, then (30) implies∣∣∣r(1)r(2) − cos θ¯(2)s ζ(1)∣∣∣ ≤ √2 (r(1)r(2)/α + |ξ(1)|). Using (36), (43), and /α < 1/4, we get
r(1)r(2) ≤
√
2|ξ(k)|+cos θ¯(2)s ζ(1)
1−√2/α ≤ 2+
√
2
1−√2/α ≤ 6. Thus, we have (h,m) ∈ S
(1)
,(h0,m0)
⇒ r(1)r(2) ≤
6⇒M ≤ 6. Similarly, we have (h,m) ∈ S(2),(h0,m0) ⇒ r(1)r(2) ≤ 6⇒M ≤ 6.
Next we establish that we only need to consider the small angle case and the large
angle case (i.e. θ¯(k)0 ≈ 0 or pi) if (h,m) ∈ S(1),(h0,m0) ∩ S
(2)
,(h0,m0)
. Exactly one of the
following holds:
∣∣∣r(1)r(2) − cos θ¯(2)s ζ(1)∣∣∣ ≥ √M/α or ∣∣∣r(1)r(2) − cos θ¯(2)s ζ(1)∣∣∣ < √M/α. If∣∣∣r(1)r(2) − cos θ¯(2)s ζ(1)∣∣∣ ≥ √M/α, then by (31), we have | sin θ¯(1)0 | ≤ √. Hence θ¯(1)0 = O1(2√)
or θ¯(1)0 = pi + O1(2
√
), as  < 1. If
∣∣∣r(1)r(2) − cos θ¯(2)s ζ(1)∣∣∣ < √M/α, then by (30) and
(44) we have
∣∣ξ(1)∣∣ ≤ 2pi√M/α. Using (39), we get θ¯(1)0 = pi + O1(2pi2d3√M/α). Thus,
we only need to consider the small angle case, θ¯(1)0 = O1(2
√
) and the large angle case
θ¯
(1)
0 = pi +O1(12pi
2d3
√
/α), where we have used M ≤ 6. Similarly, we only need to consider
the small angle case, θ¯(2)0 = O1(2
√
) and the large angle case θ¯(2)0 = pi +O1(12pi2s3
√
/α).
Case 1: θ¯(1)0 ≈ 0 and θ¯(2)0 ≈ 0 . Assume θ¯(k)0 = O1(2
√
). As θ¯(k)i ≤ θ¯(k)0 ≤ 2
√
 for all
i, we have ξ(k) ≥
(
1− 2
√

pi
)a(k)
= 1 + O1(
4a(k)
√

pi
) provided 2a(k)
√
 ≤ 1/2. By (43), we also
have ζ(k) = O1(a
(k)
pi
2
√
) = O1(a
(k)
√
). By (30), we have∣∣∣r(1)r(2) cos θ¯(1)0 − (ξ(2) cos θ¯(2)0 + ζ(2))(ξ(1) + ζ(1) cos θ¯(1)0 )∣∣∣ ≤ Mα
where we used cos θ¯(k)
a(k)
= ξ(k) cos θ¯
(k)
0 + ζ
(k). As cos θ¯(k)0 = 1 +O1((θ¯
(k)
0 )
2/2) = 1 +O1(2),
ξ(2) cos θ¯
(2)
0 + ζ
(2) =1 +O1(8s
√
+ 4s
√
+ 2+ s
√
) = 1 +O1(15s
√
),
ξ(1) + ζ(1) cos θ¯
(1)
0 =1 +O1(4d
√
+ 2d
√
+ d
√
) = 1 +O1(7d
√
).
Thus,
r(1)r(2) = 1 +O1(12+ 6/α + 105ds+ 7d
√
+ 15s
√
) = 1 +O1(145ds
√
/α). (45)
We now show (h,m) is close to
(
ch0,
1
c
m0
)
, where c = ‖m0‖2‖m‖2 . Consider∥∥∥∥h− ‖m0‖2‖m‖2 h0
∥∥∥∥
2
≤ 1‖m‖2
(
|‖h‖2‖m‖2 − ‖m0‖2‖h0‖2|+ (‖h0‖2‖m0‖2 + |‖h‖2‖m‖2 − ‖m0‖2‖h0‖2|) θ¯(1)0
)
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≤ 1‖m‖2
(
145ds
√
‖h0‖2‖m0‖2/α +
(‖h0‖2‖m0‖2 + 145ds√‖h0‖2‖m0‖2/α) 2√)
≤437ds
√

α
‖h0‖2‖m0‖2
‖m‖2 .
Similarly,∥∥∥∥m− ‖m‖2‖m0‖2m0
∥∥∥∥
2
≤
(
|‖m‖2 − ‖m‖2|+ (‖m‖2 + |‖m‖2 − ‖m‖2|) θ¯(2)0
)
≤ 2√‖m‖2.
Hence, ∥∥∥∥(h,m)− (ch0, 1cm0
)∥∥∥∥
2
≤ 437ds
√

α
∥∥∥∥(ch0, 1cm0
)∥∥∥∥
2
.
Case 2: θ¯(1)0 ≈ pi and θ¯(2)0 ≈ 0 Assume θ¯(1)0 = pi +O1(δ) where δ = 12pi2d3
√
/α. By
(41) and (42), we have ξ(1) = O1(δ/pi), and we have ζ(1) = ρ
(1)
d +O1(3d
3δ) if 38d5
√
/α ≤ 1.
Also, assume θ¯(2)0 = O1(2
√
). As θ¯(2)i ≤ θ¯(2)0 ≤ 2
√
 for all i, we have ξ(2) ≥
(
1− 2
√

pi
)s
=
1 +O1(
4s
√

pi
) provided 2s
√
 ≤ 1/2. By (43), we also have ζ(2) = O1( spi2
√
) = O1(s
√
). By
(32), we have ∣∣∣r(1)r(2) cos θ¯(2)0 − (ξ(1) cos θ¯(1)0 + ζ(1))(ξ(2) + ζ(2) cos θ¯(2)0 )∣∣∣ ≤ Mα
where we used cos θ¯(k)
a(k)
= ξ(k) cos θ¯
(k)
0 +ζ
(k). As cos θ¯(1)0 = −1+O((θ¯(1)0 −pi)2/2) = −1+O1(δ2/2)
provided δ < 1 and cos θ¯(2)0 = 1 +O1((θ¯
(2)
0 )
2/2) = 1 +O1(2),
ξ(1) cos θ¯
(1)
0 + ζ
(1) =ρ
(1)
d +O1(
δ3
2pi
+
δ
pi
+ 3d3δ) = ρ
(1)
d +O1(4δd
3),
ξ(2) + ζ(2) cos θ¯
(2)
0 =1 +O1(4s
√
+ 2s
√
+ s
√
) = 1 +O1(7s
√
).
Thus,
r(1)r(2) =ρ
(1)
d +O1(12+ 6/α + 4δd
3 + 7s
√
+ 28d3sδ
√
)
=ρ
(1)
d +O1(30d
√
/α + 4δd3 + 28d3s
√
)
=ρ
(1)
d +O1(532d
6s
√
/α).
where, in the second equality, we use δ < 1. We now show (h,m) is close to
(
−cρ(1)d h0, 1cm0
)
,
where c = ‖m0‖2‖m‖2 . Consider∥∥∥∥h+ ‖m0‖2‖m‖2 ρ(1)d h0
∥∥∥∥
2
≤ 1‖m‖2
( ∣∣∣‖h‖2‖m‖2 − ρ(1)d ‖h0‖2‖m0‖2∣∣∣+ (ρ(1)d ‖h0‖2‖m0‖2 + ∣∣‖h‖2‖m‖2
27
− ρ(1)d ‖h0‖2‖m0‖2
∣∣)θ¯(1)0 )
≤ 1‖m‖2
(
532d6s
√
‖m0‖2‖h0‖2/α +
(
2‖h0‖2‖m0‖2 + 532d6s
√
‖m0‖2‖h0‖2/α
)
119d3
√
/α
)
≤ 1‖m‖2
(
532d6s
√
‖m0‖2‖h0‖2/α + (2‖h0‖2‖m0‖2 + 14s‖m0‖2‖h0‖2) 119d3
√
/α
)
≤2436pid
6s
√

α
ρ
(1)
d
‖h0‖2‖m0‖2
‖m‖2 .
Similarly,∥∥∥∥m− ‖m‖2‖m0‖2m0
∥∥∥∥
2
≤
(
|‖m‖2 − ‖m‖2|+ (‖m‖2 + |‖m‖2 − ‖m‖2|) θ¯(2)0
)
≤ 2√‖m‖2.
Hence, ∥∥∥∥(h,m)− (−cρ(1)d h0, 1cm0
)∥∥∥∥
2
≤ 2436pid
6s
√

α
∥∥∥∥(−cρ(1)d h0, 1cm0
)∥∥∥∥
2
.
Case 3: θ¯(1)0 ≈ 0 and θ¯(2)0 ≈ pi . The analysis is similar to case 2. Using (30), we get
r(1)r(2) = ρ(2)s +O1(532ds
6
√
/α).
Again, similar to case 2, we can show (h,m) is close to
(
cρ
(2)
s h0,−1cm0
)
, where c = ‖h‖2‖h0‖2 .
We get, ∥∥∥∥(h,m)− (cρ(2)s h0,−1cm0
)∥∥∥∥
2
≤ 2436pids
6
√

α
∥∥∥∥(cρ(2)s h0,−1cm0
)∥∥∥∥
2
.
Case 4: θ¯(1)0 ≈ pi and θ¯(2)0 ≈ pi. Assume θ¯(k)0 = pi+O1(δ(k)) where δ(k) = 12pi2a(k)3
√
/α.
By (41) and (42), we have ξ(k) = O1(δ(k)/pi), and we have ζ(k) = ρ
(k)
d + O1(3a
(k)3δ(k)) if
a(k)
2
δ
pi
≤ 1. By (30), we have∣∣∣r(1)r(2) cos θ¯(1)0 − (ξ(2) cos θ¯(2)0 + ζ(2))(ξ(1) + ζ(1) cos θ¯(1)0 )∣∣∣ ≤ Mα
where we used cos θ¯(k)
a(k)
= ξ(k) cos θ¯
(k)
0 + ζ
(k). As cos θ¯(k)0 = −1 + O((θ¯(k)0 − pi)2/2) = −1 +
O1((δ
(k))2/2),
ξ(2) cos θ¯
(2)
0 + ζ
(2) =ρ(2)s +O1(
(δ(2))3
2pi
+
δ(2)
pi
+ 3s3δ(2)) = ρ(2)s +O1(4δ
(2)s3),
ξ(1) + ζ(1) cos θ¯
(1)
0 =− ρ(1)d +O1(
δ(1)
pi
+
3
2
d3(δ(1))3 + 3δ(1)d3) = −ρ(1)d +O1(5δ(1)d3).
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Thus,
r(1)r(2) =ρ
(1)
d ρ
(2)
s +O1(6/α + 4(δ
(1))2 + 4δ(2)s3 + 5δ(1)d3 + 20δ(1)δ(2)d3s3)
=ρ
(1)
d ρ
(2)
s +O1(6/α + 4δ
(1) + 4δ(2)s3 + 5δ(1)d3 + 20δ(2)d3s3)
=ρ
(1)
d ρ
(2)
s +O1(6/α + 3909d
6s6
√
/α)
=ρ
(1)
d ρ
(2)
s +O1(3915d
6s6
√
/α),
where, in the second equality, we used δ(1) ≤ pi
d2
< 1. We now show (h,m) is close to(
−cρ(1)d ρ(2)s h0,−1cm0
)
, where c = ‖m0‖2‖m‖2 . Consider∥∥∥∥h+ ‖m0‖2‖m‖2 ρ(1)d ρ(2)s h0
∥∥∥∥
2
≤ 1‖m‖2
( ∣∣∣‖h‖2‖m‖2 − ρ(1)d ρ(2)s ‖m0‖2‖h0‖2∣∣∣+ (ρ(1)d ρ(2)s ‖h0‖2‖m0‖2+∣∣∣‖h‖2‖m‖2 − ρ(1)d ρ(2)s ‖m0‖2‖h0‖2∣∣∣ )θ¯(1)0 )
≤ 1‖m‖2
(
3915d6s6
√
‖h0‖2‖m0‖2/α +
(
4‖h0‖2‖m0‖2
+ 3915d6s6
√
‖h0‖2‖m0‖2/α
)
119d3
√
/α
)
≤ 1‖m‖2
(
3915d6s6
√
‖h0‖2‖m0‖2/α +
(
4‖h0‖2‖m0‖2 + 104ds6‖h0‖2‖m0‖2
)
119d3
√
/α
)
≤16767pi2d
6s6
√

α
ρ
(1)
d ρ
(2)
s
‖h0‖2‖m0‖2
‖m‖2 .
Similarly,∥∥∥∥m+ ‖m‖2‖m0‖2m0
∥∥∥∥
2
≤
(
|‖m‖2 − ‖m‖2|+ (‖m‖2 + |‖m‖2 − ‖m‖2|) θ¯(2)0
)
≤ 119s3√‖m‖2/α.
Hence,∥∥∥∥(h,m)− (−cρ(1)d ρ(2)s h0,−1cm0
)∥∥∥∥
2
≤ 16767pi2d
6s6
√

α
∥∥∥∥(cρ(1)d ρ(2)s h0, 1cm0
)∥∥∥∥
2
.
5.4 Proof of WDC condition
We first state a lemma that shows that the weight W ∈ R`×n of a layer of a neural network
layer with i.i.d. N (0, 1/`) entries satisfies the WDC with constant  and 1, and we refer the
readers to Hand and Voroninski [2017] for a proof of the lemma.
Lemma 4. Fix 0 <  < 1. Let W ∈ R`×n have i.i.d. N (0, 1/`) entries. If ` > cn log n, then
with probability at least 1− 8`e−γn, W satisfies the WDC with constant  and 1. Here c, γ−1
29
are constants that depend only polynomially on −1.
We now state a lemma similar to Lemma 4 which applies to truncated random variable.
The proof follows the proof of lemma 4 in Hand and Voroninski [2017].
Lemma 5. Fix 0 <  < 1. Let W ∈ R`×n where ith row of W satisfy wᵀi = wᵀ ·1‖w‖2≤3√n/`
and w ∼ N (0, 1
`
In). If ` > cn log n, then with probability at least 1 − 8ne−γn, W satisfies
the WDC with constant  and α. Here c, γ−1 are constants that depend only polynomially on
−1 and
α =
Γ
(
n+2
2
)− Γ (n+2
2
, 9n
2
)
Γ
(
n+2
2
) , (46)
where Γ is the Gamma function.
The WDC condition with constant  and α can be written as
‖W ᵀ+,xW+,y − αQx,y‖ ≤ 
for all nonzero x,y ∈ Rn. We note that
W ᵀ+,xW+,y =
∑`
i=1
1wᵀi x1w
ᵀ
i y
wiw
ᵀ
i
and it is not continuous in x and y. So, we consider an arbitrarily good continuous
approximation of W ᵀ+,xW+,y. Let
t−(z) =

0 z ≤ −,
1 + z

− ≤ z ≤ 0,
1 z ≤ 0,
and t(z) =

0 z ≤ 0,
z

0 ≤ z ≤ ,
1 z ≥ .
and define
H−(xy) :=
∑`
i=1
t−(w
ᵀ
ix)t−(w
ᵀ
iy)wiw
ᵀ
i ,
H(x,y) :=
∑`
i=1
t(w
ᵀ
ix)t(w
ᵀ
iy)wiw
ᵀ
i .
The proof of Lemma 5 follows from the follow two lemmas. We first provide an upper bound
on the singular values of H−(x,y).
Lemma 6. Fix 0 <  < 1. Let W ∈ R`×n where ith row of W satisfy wᵀi = wᵀ · 1‖w‖2≤3√n
and w ∼ N (0, In). If ` > cn log n, then with probability at least 1− 4ne−γn,
∀(x,y) 6= (0,0), H−(x,y)  α`Qx,y + 3`In.
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Here, c and γ−1 are constants that depend only polynomially on −1 and α is
α =
Γ
(
n+2
2
)− Γ (n+2
2
, 9n
2
)
Γ
(
n+2
2
) , (47)
where Γ is the Gamma function.
Proof. First we bound E[H−(x,y)] for fixed x,y ∈ Sn−1. Noting that t−(z) ≤ 1z≥−(z) =
1z>0(z) + 1−≤z≤0(z), we have
E [H−(x,y)]
E
[∑`
i=1
1wᵀi x≥−1wᵀi y≥−wiw
ᵀ
i
]
=`E
[
1wᵀi x≥−1wᵀi y≥−wiw
ᵀ
i
]
=`E
[ (
1wᵀi x≥01wᵀi y≥0wiw
ᵀ
i
) ]
+ 2`E
[(
1−≤wᵀi x≤0wiw
ᵀ
i
)]
.
We first note that E
[
1wᵀi x≥01wᵀi y≥0bib
ᵀ
i
]
= αQx,y where α satisfies 0.97 < α < 1. Also, we
have E
[
1−≤wᵀi x≤0wiw
ᵀ
i
]
 α
2
In. Thus,
E [H−(x,y)]  α` ·mᵀQx,yy + α`In
 α` ·mᵀQx,y + `In (48)
Second, we show concentration of H−(x,y) for fixed x,y ∈ Sn−1. Let
ξi =
√
t−(w
ᵀ
ix)t−(w
ᵀ
iy)wi.
We have
H−(x,y)− E [H−(x,y)]
=
∑`
i=1
(
t−(w
ᵀ
ix)t−(w
ᵀ
iy)wiw
ᵀ
i − E [t−(wᵀix)t−(wᵀiy)wiwᵀi ]
)
=
∑`
i=1
(ξiξ
ᵀ
i − E [ξiξᵀi ]) .
Note that ξi is sub-Gaussian for all i and that the sub-Gaussian norm of ξi is bounded from
above by an absolute constant which we call K. By first part of Remark 5.40 in Vershynin
[2012], there exists a cK and γK such that for all t ≥ 0, with probability at least 1− 2e−γKt2 ,
‖H−(x,y)− E [H−(x,y)] ‖ ≤ max(δ, δ2)`, where δ = cK
√
n
`
+
t√
`
.
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If ` > (2cK/)2n, t = 
√
`/2, and  < 1, we have
‖H−(x,y)− E [H−(x,y)] ‖ ≤ ` (49)
with probability at least 1− 2e−γK 2`4 .
Third, we bound the Lipschitz constant of H−. For x˜, y˜ ∈ Rn we have
H−(x,y)−H−(x˜, y˜)
=
∑`
i=1
[
t−(w
ᵀ
ix)t−(w
ᵀ
iy)− t−(wᵀi x˜)t−(wᵀi y˜)
]
wiw
ᵀ
i
=
∑`
i=1
[
t−(w
ᵀ
ix) (t−(w
ᵀ
iy)− t−(wᵀi y˜))
+ t−(w
ᵀ
i y˜) (t−(w
ᵀ
ix)− t−(wᵀi x˜))
]
wiw
ᵀ
i
=W ᵀ
[
diag (t−(Wx)) diag((Wy)+ − (Wy˜)+)
+ diag (t−(Wy˜)) diag ((Wx)+ − (Wx˜)+)
]
W
Thus,
‖H−(x,y)−H−(x˜, y˜)‖
≤‖W ‖2
[
‖t−(Wy)− t−(Wy˜)‖∞ + ‖t−(Wx)− t−(Wx˜)‖∞
]
≤‖W ‖2
[
max
i∈[`]
|t−(wᵀiy)− t−(wᵀi y˜)|+ max
i∈[`]
|t−(wᵀix)− t−(wᵀi x˜)|
]
≤‖W ‖2
[
max
i∈[`]
1

|wᵀi (y − y˜)|+ max
i∈[`]
1

|wᵀi (x− x˜)|
]
≤‖W ‖2
[
1

max
i∈[`]
‖wi‖2 ‖y − y˜‖+ 1

max
i∈[`]
‖wi‖2 ‖x− x˜‖
]
≤‖W ‖2
[9

√
n ‖x− x˜‖+ 9

√
n
∥∥∥h− h˜∥∥∥ ]
where the first inequality follows because |t−(z)| ≤ 1 for all z, and the third inequality
follows because t−(z) is 1/-Lipschitz. Let E1 be the event that ‖W ‖ ≤ 3
√
`. By
Corollary 5.35 in Vershynin [2012], for A ∈ R`×n with rows of A following N (0, In), we have
P(‖A‖ ≤ 3√`) ≥ 1−2e−`/2, if ` ≥ n. As rows ofW are truncated, we have P(E1) ≥ 1−2e−`/2,
if ` ≥ n as well. On E1, we have
‖H−(x,y)−H−(x˜, y˜)‖
≤27`
√
n

[‖x− y˜‖+ ‖y − y˜‖] (50)
32
for all x,y, x˜, y˜ ∈ Sn−1.
Finally, we complete the proof by a covering argument. Let Nδ be a δ-net on Sn−1 such
that |Nδ| ≤ (3/δ)n. Take δ = 254√n . Combining (48) and (53), we have
∀(x,y),∈ Nδ, H−(x,y) EH−(x,y) + `In
α`Qx,y + 2`In.
with probability at least
1− 2|Nδ|e−γK2`/4 ≥ 1− 2
(
3
δ
)n
e−γK
2`/4 ≥ 1− 2e−γK2`/4+n log(3·54
√
n/2).
If ` ≥ c˜n log(n) for some c˜ = Ω(2 log ), then this probability is at least 1− 2e−γ˜` for some
γ˜ = O(2). For x,y ∈ Sn−1, let x˜, y˜ ∈ Nδ be such that ‖x− x˜‖2 ≤ δ, and ‖y − y˜‖2 ≤ δ. By
(50), we have that
∀x,y 6= 0, H−(x,y)
H−(x˜, y˜) + 27`
√
n

2δIn
α`Qx,y + 3`In.
In conclusion, the result of this lemma holds if ` > (2cK/)2n and ` ≥ c˜(n) log n, with
probability at least 1 − 2e−γK2`/4 − 2e−`/2 − 2e−γ˜` > 1 − 6e−γ` for some γ = O(2) and
c˜ = Ω(2 log ).
Next, we now provide an upper bound on the singular values of G(h,x,m,y).
Lemma 7. Fix 0 <  < 1. Let W ∈ R`×n where ith row of W satisfy wᵀi = wᵀ · 1‖w‖2≤3√n
and w ∼ N (0, In). If ` > cn log n, then with probability at least 1− 4ne−γn,
∀(x,y) 6= (0,0), H(x,y)  α`Qx,y − 3`In.
Here, c and γ−1 are constants that depend only polynomially on −1 and α is
α =
Γ
(
n+2
2
)− Γ (n+2
2
, 9n
2
)
Γ
(
n+2
2
) , (51)
where Γ is the Gamma function.
Proof. First we bound E[H−(x,y)] for fixed x,y ∈ Sn−1. Noting that t(z) ≥ 1z>0(z) −
1−≤z≤0(z) for all z, we have
E [H(x,y)]
`E
[ (
1wᵀi x≥01wᵀi y≥0wiw
ᵀ
i
) ]
− 2`E
[(
1−≤wᵀi x≤0wiw
ᵀ
i
)]
.
We first note that E
[
1wᵀi x≥01wᵀi y≥0bib
ᵀ
i
]
= αQx,y where α satisfies 0.97 < α < 1. Also, we
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have E
[
1−≤wᵀi x≤0wiw
ᵀ
i
]
 α
2
In. Thus,
E [H−(x,y)]  α` ·mᵀQx,yy − α`In
 α` ·mᵀQx,y − `In (52)
Second, the same argument as in Lemma 6 provides that for fixed x,y ∈ Sn−1, if
` > (2cK/)
2n, then we have with probability at least 1− 2e−γK 2`4 ,
‖H−(x,y)− E [H−(x,y)] ‖ ≤ ` (53)
Third, same argument as in Lemma 6 provides on the event E1, we have
‖H−(x,y)−H−(x˜, y˜)‖ ≤27`
√
n

[‖x− y˜‖+ ‖y − y˜‖]
for all x,y, x˜, y˜ ∈ Sn−1.
Finally, we complete the proof by an identical covering argument as in Lemma 6. We
have if ` ≥ c0n log n then with probability at least 1− 6e−γ`,
∀x,y 6= 0, H(x,y)  α`Qx,y − 3`In.
5.5 Proof of joint-WDC condition
We now state a result that states random gaussian matrices with truncated rows satisfy
joint-WDC.
Lemma 8. Fix 0 <  < 1. Let B ∈ R`×n where ith row of B satisfy bᵀi = bᵀ · 1‖b‖2≤3√n/`
and b ∼ N (0, In/`). Similarly, let C ∈ R`×p where ith row of C satisfy cᵀi = cᵀ · 1‖c‖2≤3√p/`
and c ∼ N (0, Ip/`). If ` > c((n log n)2 + (p log p)2), then with probability at least 1− 8e−γ`,
B and C satisfy joint-WDC with constants  and α = α1 · α2. Here, c and γ−1 are constants
that depend only polynomially on −1 and
α1 =
Γ
(
n+2
2
)− Γ (n+2
2
, 9n
2
)
Γ
(
n+2
2
) and α2 = Γ (p+22 )− Γ (p+22 , 9p2 )
Γ
(
p+2
2
) , (54)
where Γ is the Gamma function.
The proof of Lemma 8 follows directly from Lemmas 9 and ??. Using Corollary 1, we
provide a concentration result of Bᵀ+,hdiag(C+,mm)diag(C+,yy)B+,x, which is part of the
joint-WDC condition. We note that
Bᵀ+,hdiag(C+,mm)diag(C+,yy)B+,x =
∑`
i=1
1bᵀih>01b
ᵀ
i x>0
(cᵀim)+(c
ᵀ
iy)+bib
ᵀ
i
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and it is not continuous in h and x. So, we consider an arbitrarily good continuous
approximation of Bᵀ+,hdiag(C+,mm)diag(C+,yy)B+,x. Let
t−(z) =

0 z ≤ −,
1 + z

− ≤ z ≤ 0,
1 z ≤ 0,
and t(z) =

0 z ≤ 0,
z

0 ≤ z ≤ ,
1 z ≥ .
and define
G−(h,x,m,y) :=
∑`
i=1
t−(b
ᵀ
ih)t−(b
ᵀ
ix)(c
ᵀ
im)+(c
ᵀ
iy)+bib
ᵀ
i ,
G(h,x,m,y) :=
∑`
i=1
t(b
ᵀ
ih)t(b
ᵀ
ix)(c
ᵀ
im)+(c
ᵀ
iy)+bib
ᵀ
i .
We now provide an upper bound on the singular values of G−(h,x,m,y).
Lemma 9. Fix 0 <  < 1. Let B ∈ R`×n where ith row of B satisfy bᵀi = bᵀ · 1‖b‖2≤3√n and
b ∼ N (0, In). Similarly, let C ∈ R`×p where ith row of C satisfy cᵀi = cᵀ · 1‖c‖2≤3√p and
c ∼ N (0, Ip). If ` > c((n log n)2 + (p log p)2), then with probability at least 1− 4e−γ`,
∀(h,x) 6= (0,0) and m,y ∈ Sp−1,
G−(h,x,m,y)  α1α2`Qh,xmᵀQm,yy + 4`In.
Here, c and γ−1 are constants that depend only polynomially on −1 and α1 and α2 is as in
(54).
Proof. First we bound E[G−(h,x,m,y)] for fixed h,x ∈ Sn−1 and m,y ∈ Sp−1. Noting
that t−(z) ≤ 1z≥−(z) = 1z>0(z) + 1−≤z≤0(z), we have
E [G−(h,x,m,y)]
E
[∑`
i=1
1bᵀih≥−1bᵀi x≥−(c
ᵀ
im)+(c
ᵀ
iy)+bib
ᵀ
i
]
=`E
[
1bᵀih≥−1bᵀi x≥−(c
ᵀ
im)+(c
ᵀ
iy)+bib
ᵀ
i
]
`E
[(
1bᵀih≥01bᵀi x≥0(c
ᵀ
im)+(c
ᵀ
iy)+ +
(
1−≤bᵀih≤0 + 1−≤bᵀi x≤0
)
(cᵀim)+(c
ᵀ
iy)+
)
bib
ᵀ
i
]
=`E
[ (
1bᵀih≥01bᵀi x≥0bib
ᵀ
i
)
(cᵀim)+(c
ᵀ
iy)+
]
+ 2`E
[(
1−≤bᵀih≤0bib
ᵀ
i
)
(cᵀim)+(c
ᵀ
iy)+
]
.
We first note that E
[
1bᵀih≥01bᵀi x≥0bib
ᵀ
i
]
= α1Qh,x and E [(c
ᵀ
im)+(c
ᵀ
iy)+] = α2m
ᵀQm,yy
where αi satisfies 0.97 < αi < 1. Also, we have
∣∣mᵀQm,yy∣∣ ≤ 12 and E [1−≤bᵀih≤0bibᵀi ] 
α1
2
In. Thus,
E [G−(h,x,m,y)]  α1α2` ·mᵀQm,yy ·Qh,x + 2` · E
[
1−≤bᵀih≤0bib
ᵀ
i
]
· α2mᵀQm,yy
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 α1α2` ·mᵀQm,yy ·Qh,x +
α1α2`
2
In
 α1α2` ·mᵀQm,yy ·Qh,x +
`
2
In (55)
Second, we show concentration of G−(h,x,m,y) for fixed h,x ∈ Sn−1 andm,y ∈ Sp−1.
Let ξi =
√
t−(b
ᵀ
ih)t−(b
ᵀ
ix)(c
ᵀ
im)+(c
ᵀ
iy)+bi. We have
G−(h,x,m,y)− E [G−(h,x,m,y)]
=
∑`
i=1
(
t−(b
ᵀ
ih)t−(b
ᵀ
ix)(c
ᵀ
im)+(c
ᵀ
iy)+bib
ᵀ
i − E [t−(bᵀih)t−(bᵀix)(cᵀim)+(cᵀiy)+bibᵀi ]
)
=
∑`
i=1
(ξiξ
ᵀ
i − E [ξiξᵀi ]) .
Note that ξi is sub-Gaussian for all i and that the sub-Gaussian norm of ξi is bounded
from above by K = K˜
√
n, where K˜ is an absolute constant. By Corollary 1, there exists a
c = c¯
√
n log n and γ = γ¯
n logn
such that for all t ≥ 0, with probability at least 1− 2e−γt2 ,
‖G−(h,x,m,y)− E [G−(h,x,m,y)] ‖ ≤ max(δ, δ2)`, where δ = c
√
n
`
+
t√
`
.
Here, c¯ and γ¯ are absolute constants. If ` > (2c¯/)2n2(log n)2, t = 
√
`/2, and  < 1, we have
‖G−(h,x,m,y)− E [G−(h,x,m,y)] ‖ ≤ ` (56)
with probability at least 1− 2e−γ¯ 
2
4
`
n logn .
Third, we bound the Lipschitz constant of G−. For h˜, x˜ ∈ Rn and m˜, y˜ ∈ Sp−1 we have
G−(h,x,m,y)−G−(h˜, x˜, m˜, y˜)
=
∑`
i=1
[
t−(b
ᵀ
ih)t−(b
ᵀ
ix)(c
ᵀ
im)+(c
ᵀ
iy)+ − t−(bᵀi h˜)t−(bᵀi x˜)(cᵀi m˜)+(cᵀi y˜)+
]
bib
ᵀ
i
=
∑`
i=1
[
t−(b
ᵀ
ih)t−(b
ᵀ
ix)(c
ᵀ
im)+ ((c
ᵀ
iy)+ − (cᵀi y˜)+)
+ t−(b
ᵀ
ih)t−(b
ᵀ
ix)(c
ᵀ
i y˜)+ ((c
ᵀ
im)+ − (cᵀi m˜)+)
+ t−(b
ᵀ
ih)(c
ᵀ
i m˜)+(c
ᵀ
i y˜)+ (t−(b
ᵀ
ix)− t−(bᵀi x˜))
+ t−(b
ᵀ
i x˜)(c
ᵀ
i m˜)+(c
ᵀ
i y˜)+
(
t−(b
ᵀ
ih)− t−(bᵀi h˜)
) ]
bib
ᵀ
i
=Bᵀ
[
diag (t−(Bh) t−(Bx) (Cm)+) diag((Cy)+ − (Cy˜)+)
+ diag (t−(Bh) t−(Bx) (Cy˜)+) diag ((Cm)+ − (Cm˜)+)
+ diag
(
t−(Bh) (Cm˜)+  (Cy˜)+
)
diag (t−(Bx)− t−(Bx˜))
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+ diag (t−(Bx˜) (Cm˜)+  (Cy˜)+) diag
(
t−(Bh)− t−(Bh˜)
) ]
B
Thus,
‖G−(h,x,m,y)−G−(h˜, x˜, m˜, y˜)‖
≤‖B‖2
[
‖Cm‖∞‖(Cy)+ − (Cy˜)+‖∞ + ‖Cy˜‖∞‖(Cm)+ − (Cm˜)+‖∞
+ ‖Cm˜‖∞‖Cy˜‖∞‖t−(Bx)− t−(Bx˜)‖∞ + ‖Cm˜‖∞‖Cy˜‖∞‖t−(Bh)− t−(Bh˜)‖∞
]
≤‖B‖2
[
max
i∈[`]
‖ci‖2 max
i∈[`]
|(cᵀiy)+ − (cᵀi y˜)+|+ max
i∈[`]
‖ci‖2 max
i∈[`]
|(cᵀim)+ − (cᵀi m˜)+|
+
(
max
i∈[`]
‖ci‖2
)2
max
i∈[`]
|t−(bᵀix)− t−(bᵀi x˜)|+
(
max
i∈[`]
‖ci‖2
)2
max
i∈[`]
∣∣∣t−(bᵀih)− t−(bᵀi h˜)∣∣∣
]
≤‖B‖2
[
max
i∈[`]
‖ci‖2 max
i∈[`]
|cᵀi (y − y˜)|+ max
i∈[`]
‖ci‖2 max
i∈[`]
|cᵀi (m− m˜)|
+
(
max
i∈[`]
‖ci‖2
)2
max
i∈[`]
1

|bᵀi (x− x˜)|+
(
max
i∈[`]
‖ci‖2
)2
max
i∈[`]
1

∣∣∣bᵀi (h− h˜)∣∣∣
]
≤‖B‖2
[(
max
i∈[`]
‖ci‖2
)2
‖y − y˜‖+
(
max
i∈[`]
‖ci‖2
)2
‖m− m˜‖
+
1

(
max
i∈[`]
‖ci‖2
)2
max
i∈[`]
‖bi‖2 ‖x− x˜‖+ 1

(
max
i∈[`]
‖ci‖2
)2
max
i∈[`]
‖bi‖2
∥∥∥h− h˜∥∥∥]
≤‖B‖2
[
9p ‖y − y˜‖+ 9p ‖m− m˜‖+ 27

√
np ‖x− x˜‖+ 27

√
np
∥∥∥h− h˜∥∥∥ ]
where the first inequality follows because |t−(z)| ≤ 1 for all z, and the third inequality
follows because t−(z) is 1/-Lipschitz and (z)+ is 1-Lipschitz. Let E1 be the event that
‖B‖ ≤ 3√`. By Corollary 5.35 in Vershynin [2012], for A ∈ R`×n with rows of A following
N (0, In), we have P(‖A‖ ≤ 3
√
`) ≥ 1 − 2e−`/2, if ` ≥ n. As rows of B are truncated, we
have P(E1) ≥ 1− 2e−`/2, if ` ≥ n as well. On E1, we have
‖G−(h,x,m,y)−G−(h˜, x˜, m˜, y˜)‖
≤729`
√
np

[
‖y − y˜‖+ ‖m− m˜‖+ ‖x− x˜‖+
∥∥∥h− h˜∥∥∥] (57)
for all h˜, x˜ ∈ Sn−1 and m˜, y˜ ∈ Sp−1.
Finally, we complete the proof by a covering argument. Let Nδ be a δ-net on Sn−1×Sp−1
such that |Nδ| ≤ (3/δ)n+p. Take δ = 22916√np . Combining (55) and (56), we have
∀(h,m), (x,y) ∈ Nδ, G−(h,x,m,y) EG−(h,x,m,y) + `In
α2`Qh,xmᵀQm,yy + 3`In.
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with probability at least
1− 2|Nδ|e−γK2
`
4n logn ≥ 1− 2
(
3
δ
)n+p
e−γK
2 `
4n logn ≥ 1− 2e−γK2 `4n logn+(n+p) log(3·2916
√
np/2).
If ` ≥ c˜n(n + p) log(np) for some c˜ = Ω(2 log ), then this probability is at least 1− 2e−γ˜`
for some γ˜ = O(2). For (h,m), (x,y) ∈ Sn−1 × Sp−1, let (h˜, m˜), (x˜, y˜) ∈ Nδ be such that
‖h− h˜‖2 ≤ δ, ‖x− x˜‖2 ≤ δ, ‖m− m˜‖2 ≤ δ and ‖y − y˜‖2 ≤ δ. By (57), we have that
∀(h,x) 6= (0,0) and m,y ∈ Sp−1, G−(h,x,m,y)
G−(h˜, x˜, m˜, y˜) + 729`
√
np

4δIn
α1α2`Qh,xmᵀQm,yy + 4`In.
In conclusion, the result of this lemma holds if ` > (2c¯/)2n2(log n)2 and ` ≥ c˜n(n+p) log(np),
with probability at least 1 − 2e−`/2 − 2e−γ˜` > 1 − 4e−γ` for some γ = O(2) and c˜ =
Ω(2 log ).
Next, we now provide an upper bound on the singular values of G(h,x,m,y).
Lemma 10. Fix 0 <  < 1. Let B ∈ R`×n where ith row of B satisfy bᵀi = bᵀ · 1‖b‖2≤3√n
and b ∼ N (0, In). Similarly, let C ∈ R`×p where ith row of C satisfy cᵀi = cᵀ · 1‖c‖2≤3√p and
c ∼ N (0, Ip). If ` > c((n log n)2 + (p log p)2), then with probability at least 1− 4e−γ`,
∀(h,x) 6= (0,0) and m,y ∈ Sp−1,
G(h,x,m,y)  α1α2`Qh,xmᵀQm,yy − 4`In.
Here, c and γ−1 are constants that depend only polynomially on −1 and α1 and α2 as in (54).
Proof. First we bound E [G(h,x,m,y)] for fixed h,x ∈ Sn−1 and m,y ∈ Sp−1. Noting
that t(z) ≥= 1z>0(z)− 10≤z≤(z), we have
E [G(h,x,m,y)]
`E
[(
1bᵀih≥01bᵀi x≥0(c
ᵀ
im)+(c
ᵀ
iy)+ −
(
10≤bᵀih≤ + 10≤bᵀi x≤
)
(cᵀim)+(c
ᵀ
iy)+
)
bib
ᵀ
i
]
=`E
[ (
1bᵀih≥01bᵀi x≥0bib
ᵀ
i
)
(cᵀim)+(c
ᵀ
iy)+
]
− 2`E
[(
10≤bᵀih≤bib
ᵀ
i
)
(cᵀim)+(c
ᵀ
iy)+
]
.
We first note that E
[
1bᵀih≥01bᵀi x≥0bib
ᵀ
i
]
= α1Qh,x and E [(c
ᵀ
im)+(c
ᵀ
iy)+] = α2m
ᵀQm,yy
where αi satisfies 0.97 < αi < 1. Also, we have
∣∣mᵀQm,yy∣∣ ≤ 12 and E [10≤bᵀih≤bibᵀi ]  α12 In.
Thus,
E [G(h,x,m,y)]  α1α2` ·mᵀQm,yy ·Qh,x − 2` · E
[
10≤bᵀih≤bib
ᵀ
i
]
· α2mᵀQm,yy
 α1α2` ·mᵀQm,yy ·Qh,x −
α1α2`
2
In
 α1α2` ·mᵀQm,yy ·Qh,x − `In (58)
38
Second, we show concentration of G(h,x,m,y) for fixed h,x ∈ Sn−1 and m,y ∈ Sp−1
and is similar to the steps shown in proof of Lemma 9. Let ξi =
√
t(b
ᵀ
ih)t(b
ᵀ
ix)(c
ᵀ
im)+(c
ᵀ
iy)+bi.
If ` > (2c¯/)2n2(log n)2, we have
‖G(h,x,m,y)− E [G(h,x,m,y)] ‖ ≤ n (59)
with probability at least 1− 2e−γ¯ 
2
4
`
n logn . Here, c¯ and γ¯ are absolute constants.
Third, we bound the Lipschitz constant of G, and is again similar to the steps shown in
proof of Lemma 9. If ` ≥ n then we have
‖G(h,x,m,y)−G(h˜, x˜, m˜, y˜)‖
≤729`
√
np

[
‖y − y˜‖+ ‖m− m˜‖+ ‖x− x˜‖+
∥∥∥h− h˜∥∥∥] (60)
for all h˜, x˜ ∈ Sn−1 and m˜, y˜ ∈ Sp−1 with probability at least 1− 2e−`/2.
Finally, we complete the proof by a covering argument. Let Nδ be a δ-net on Sn−1×Sp−1
such that |Nδ| ≤ (3/δ)n+p. Take δ = 22916√np . Combining (58) and (59), we have
∀(h,m), (x,y) ∈ Nδ, G(h,x,m,y) EG(h,x,m,y)− `In
α2`Qh,xmᵀQm,yy − 3`In
with probability at least
1− 2|Nδ|e−γK2
`
4n logn ≥ 1− 2
(
3
δ
)n+p
e−γK
2 `
4n logn ≥ 1− 2e−γK2 `4n logn+(n+p) log(108
√
np/2).
If ` ≥ c˜n(n + p) log(np) for some c˜ = Ω(2 log ), then this probability is at least 1− 2e−γ˜`
for some γ˜ = O(2). For (h,m), (x,y) ∈ Sn−1 × Sp−1, let (h˜, m˜), (x˜, y˜) ∈ Nδ be such that
‖h− h˜‖2 ≤ δ, ‖x− x˜‖2 ≤ δ, ‖m− m˜‖2 ≤ δ and ‖y − y˜‖2 ≤ δ. By (60), we have that
∀(h,x) 6= (0,0) and m,y ∈ Sp−1, G(h,x,m,y)
α1α2`Qh,xmᵀQm,yy − 4`In.
In conclusion, the result of this lemma holds if ` > (2c¯/)2n2(log n)2 and ` ≥ c˜n(n+p) log(np),
with probability at least 1 − 2e−`/2 − 2e−γ˜` > 1 − 4e−γ` for some γ = O(2) and c˜ =
Ω(2 log ).
5.6 Concentration of matrices with sub-gaussian rows
The proof of Lemmas 6 and 7 require results from concentration of sub-exponential random
variables that has a better dependence on the sub-exponential parameters. To this end, we
use the following Bernstein inequality and refer the readers to Jeong et al. [2019] for a proof
of the theorem.
Theorem 5. Let a = (a1, . . . , an) be a fixed non-zero vector and let y1, . . . , ym be independent,
mean zero sub-exponential random variables satisfying E|yi| ≤ 2 and ‖yi‖ψ1 ≤ K2i (Ki ≥ 2).
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Then for every u ≥ 0, we have
P
(∣∣∣∣∣
m∑
i=1
aiyi
∣∣∣∣∣ ≥ u
)
≤ 2 exp
[
−cmin
(
u2∑m
i=1 a
2
iK
2
i logKi
, u‖a‖∞K2 logK
)]
,
where K = maxiKi and c is an absolute constant.
We now state a theorem that controls the singular values of a random matrix A. The
Theorem is exactly the same as Theorem 5.39 in Vershynin [2012] with the notable difference
in the dependence of the constants to the sub-gaussian parameters. We use Theorem 5 to get
this improved dependence.
Theorem 6. Let A be a N × n matrix whose rows ai are independent sub-gaussian isotropic
random vectors in Rn. Then for every t ≥ 0, with probability at least 1− 2 exp(−ct2) one has
√
N − C√n− t ≤ smin(A) ≤ smax(A) ≤
√
N + C
√
n+ t. (61)
Here C = CK = K
√
logK
√
log 9
c1
, c = cK = c1K2 logK > 0 with c1 is an absolute constant and
K = maxi ‖ai‖ψ2.
The proof structure of Theorem 6 is exactly the same as the proof of Theorem 5.39 in
Vershynin [2012], and so we provide the proof presented in Vershynin [2012] below.
Proof. The proof is a basic version of a covering argunemt, and it has three steps. We need
to control ‖Ax‖2 for all vectors on the unit sphere. To this end, we discretize the sphere
using a N (the approximation step), establish a tight control of ‖Ax‖2 for every fixed vector
x ∈ N with high probability (the concentration step), and finish off by taking a union bound
over all x in the net.
Step 1: Approximation. Using Lemma 5.36 in Vershynin [2012] for the matrix
B = A/
√
N we see that the conclusion of the theorem is equivalent to
‖ 1
N
AᵀA− I‖ ≤ max(δ, δ2) =:  where δ = C
√
n
N
+
t√
N
. (62)
Using Lemma 5.34 in Vershynin [2012], we can evaluate the operator norm in (62) on a 1
4
-net
N pf unit sphere Sn−1:
‖ 1
N
AᵀA− I‖ ≤ 2 max
x∈N
∣∣∣∣〈( 1NAᵀA− I)x,x
〉∣∣∣∣ = 2 maxx∈N | 1N ‖Ax‖22 − 1|.
So to complete the proof it suffices to show that, which high probability,
max
x∈N
| 1
N
‖A‖22 − 1| ≤

2
. (63)
By Lemma 5.2 in Vershynin [2012], we can choose the net N so that it has cardinality
|N | ≤ 9n.
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Step 2: Concentration Let us fix any vector x ∈ Sn−1. We can express ‖Ax‖22 as a
sum of independent random variablies
‖Ax‖22 =
N∑
i=1
〈ai,x〉 =:
N∑
i=1
z2i (64)
where ai denote the rows of the matrix A. By assumption, zi = 〈ai,x〉 are independent
sub-gaussian random variables with Ez2i = 1 and ‖zi‖ψ2 ≤ K. Therefore, by Remark 5.18 and
Lemma 5.14 in Vershynin [2012], z2i − 1 are independent centered sub-exponential random
variables with ‖z2i − 1‖ψ1 ≤ 2‖z2i ‖ψ1 ≤ 4‖zi‖2ψ2 = 4K2.
We can therefore use an exponential deviation inequality, Theorem 5, to control the sum
(64).
P
{
| 1
N
‖A‖22 − 1| ≥

2
}
= P
{
| 1
N
N∑
i=1
z2i − 1| ≥

2
}
≤ 2 exp
[
−c˜1 min
(
2N2/4∑N
i=1 4K
2
i log 2Ki
,
N/2
4K log 2K
)]
≤ 2 exp
[
− c˜1
4K2 log 2K
min
(
2, 
)
N
]
= 2 exp
[
− c˜1
4K2 log 2K
δN
]
≤ 2 exp
[
− c1
K2 logK
(
C2n+ t2
)]
,
where the last inequality follows by the definition of δ and using the inequality (a+b)2 ≥ a2+b2
for a, b ≥ 0.
Step 3: Union bound. Taking the union bound over all vectors x in the net N of
cardinality |N | ≤ 9n, we obtain
P
{
max
x∈N
| 1
N
‖Ax‖22 − 1| ≥

2
}
≤ 9n · 2 exp[− c1
K2 logK
(
C2n+ t2
)
] ≤ 2 exp[− c1
K2 logK
t2],
where the second inequality follows for C = CK sufficiently large, e.g. C = K
√
logK
√
log 9
c1
.
We now state a corollary of Theorem 6 that applies to general, non-isotropic sub-gaussian
distribution.
Corollary 1. Let A be a N × n matrix whose rows ai are independent sub-gaussian random
vectors in Rn with second moment matrix Σ . Then for every t ≥ 0, with probability at least
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1− 2 exp(−ct2) one has
‖ 1
N
AᵀA−Σ‖ ≤ max(δ, δ2) where δ = C
√
n
N
+
t√
N
. (65)
Here C = CK = K
√
logK
√
log 9
c1
, c = cK = c1K2 logK > 0 with c1 is an absolute constant and
K = maxi ‖ai‖ψ2.
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