Heterogeneous populations can lead to important differences in birth and death rates across a 10 phylogeny. Taking this heterogeneity into account is thus critical to obtain accurate estimates of 11 the underlying population dynamics. We present a new multi-state birth-death model (MSBD) 12 that can estimate lineage-specific birth and death rates. For species phylogenies, this corresponds 13 to estimating lineage-dependent speciation and extinction rates. Contrary to existing models, 14 we do not require a prior hypothesis on a trait driving the rate differences and we allow the same 15 rates to be present in different parts of the phylogeny. Using simulated datasets, we show that 16 the MSBD model can reliably infer the presence of multiple evolutionary regimes, their positions 17 in the tree, and the birth and death rates associated with each. We also present a re-analysis of 18 two empirical datasets and compare the results obtained by MSBD and by the existing software 19 BAMM. The MSBD model is implemented as a package in the Bayesian inference software 20 BEAST2, which allows joint inference of the phylogeny and the model parameters. 21 Significance statement 22 Phylogenetic trees can inform about the underlying speciation and extinction processes within 23 a species clade. Many different factors, for instance environmental changes or morphological 24 changes, can lead to differences in macroevolutionary dynamics within a clade. We present here 25 a new multi-state birth-death (MSBD) model that can detect these differences and estimate both 26 the position of changes in the tree and the associated macroevolutionary parameters. The MSBD 27 model does not require a prior hypothesis on which trait is driving the changes in dynamics and 28 is thus applicable to a wide range of datasets. It is implemented as an extension to the existing 29 framework BEAST2.
Introduction
the tips belonging to small clades are not removed but simply recoloured (indicated as "With 158 recolouring" in Figures 4 and 5). We observe a marked improvement in similarity when using this 159 method, confirming that those small clades are unlikely to be detected by the MSBD inference. 160 As seen earlier, the death rate estimates are less accurate than the birth rate estimates, and 161 this is reflected by these results as well: the inference cannot easily distinguish between two 162 states when when the death rates are different but the birth rates are identical even when those 163 two states are clearly delimited in the tree (see row 4 of Figure 4 ). In conclusion, when states 164 differ by their birth rates, the consensus colouring represents an accurate estimate of the original 165 colouring, especially when excluding smaller clades. The quality of the inference is however much 166 worse on states which only differ by their death rates. 167 We also looked at the posterior support for pairs of tips being in the same state, shown in Figure 6 shows an example of the posterior distribution on the birth rate for one tip of a tree. 175 The tree was originally simulated with parameters λ 1 = 1, λ 2 = 10, µ = 0.5 and γ = 2.61. The 176 figure shows a clear bimodal distribution, which is indicative that the inference has identified (at 177 least) two separate diversification regimes across the tree, but that there is uncertainty on which 178 regime this specific tip belongs to. 179 This figure illustrates both the power of the MSBD inference, which is able to infer complex 180 and nuanced evolutionary dynamics, and the complexity involved in interpreting the results. The 181 median of the posterior is here 8.0, which corresponds to the most sampled state for this tip, 182 but entirely misses the state with lower lambda. The 95% HPD interval is [0.0011; 9.94], which 183 covers both states but gives no indication that the distribution is bimodal. Finally, the mean 184 estimate is 6.0, which is a misleading summary of the distribution.
185
In this work we have used the median estimates to measure the accuracy of the inference, as 
Empirical datasets 190
We re-analyzed two empirical trees which were originally analyzed using BAMM: a phylogeny of 191 hummingbird species obtained from [12] and a phylogeny of scincid lizards obtained from [13] .
192
Both trees contain only extant species, with sampling proportions respectively ρ = 0.86 and 193 ρ = 0.85. In both analyses, the sampling proportions were fixed to the truth and the priors for 194 the birth and death rates were set to LogNormal(1.5,2.0). The tree topology was fixed and the 195 prior on n * was set to Poisson(4). The prior on γ was set to LogNormal(−4.0,1.0). We also 196 performed a second analysis on the lizards phylogeny using the priors on birth rate and death 197 rate which were originally used with BAMM, i.e Exponential(1.0) for both rates. Priors for γ and n * were set to the same value as the previous analysis. The BAMM settings used on the hummingbirds phylogeny are not publicly available, so a similar analysis was not possible.
200
Average diversification rates per edge, weighted by the edge length, were logged for each 201 edge. Figure 7 , parts A and B, shows the results of the MSBD inference with lognormal priors 202 on both empirical phylogenies, summarized as the median of the average diversification rate for 203 each edge.
204
The hummingbirds inference (part A) shows some similarities with the original analysis by the higher prior on γ, we can indeed recover signal for time-dependency in the lizards phylogeny, with edges close to the tips inferred to have a lower diversification rate than edges closer to the 230 backbone of the tree. On the other hand, the hummingbirds phylogeny still shows no strong 231 evidence for time-dependency, and no longer detects the clades identified as under different 232 diversification regimes by the previous analysis. Thus it appears that when time-dependency 233 is absent or weak, higher priors on γ can lead to a significant amount of noise and to the loss 234 of signal for particular clades having different rates. This also illustrates the necessity of being 
250
We have shown on simulated datasets that the MSBD inference can accurately estimate birth 251 and death rates, and that those estimates can be used to build an accurate partition of the tree 252 into states. However, our results also show that the MSBD inference cannot detect clades with 253 different rates if the clades have very few tips. This is expected, as the method relies on the 254 pattern of relative edge lengths to infer rates, thus small clades will not have enough signal to 255 be inferred. Additionally, death rates estimates are less accurate than birth rates estimates in 256 all simulation conditions. This in turn leads to lower accuracy in the inference of the colouring 257 of the tree in datasets where states only differ by death rate, with many trees being inferred as 258 presenting only one state. One important thing to note is that interpreting the results of the MSBD inference requires 275 more care than for other models, due to two primary reasons. The first is that the states are The second reason is that the MSBD inference will frequently produce multi-modal posterior 284 distributions on the rates associated with specific nodes or edges when the data shows signal for 285 multiple regimes and there is uncertainty on which regime the node or edge in question belongs to.
286
In these cases, the usual metrics used to describe Bayesian parameter estimates, i.e the median and HPD interval, give an incomplete picture of the output by failing to distinguish between 288 uncertainty around the rate estimate and uncertainty on regime attribution. Thus analyzing the 289 output of the MSBD inference should be tailored to the research question being considered, and 290 may require different metrics than the ones we have used in this paper. is γ = m(n * − 1). Note that γ = 0 for n * = 1.Throughout this paper, we consider γ (and not The process gives rise to complete trees, displaying all birth, death, state change, and sampling 312 events (Figure 1, left) . The reconstructed tree T is obtained by pruning all lineages of the 313 complete tree without sampled descendants (Figure 1, right) . By analogy with the figure we 314 will call the attribution of states to lineages and the position of state changes on the tree the 315 colouring S of the tree. We refer to a node in the phylogeny as either a branching event, a tip or a state change 321 event. Thus the edges of T , S are the edges of T subdivided at state change events, and any 322 edge belongs to only one state.
323
Following [5], we define p i (t) as the probability of a lineage in state i at time t > 0 not 324 appearing in the reconstructed tree, i.e the probability of this lineage not being sampled before 325 or at the present. We also define q i,N (t) as the probability density of a given edge N in state i 326 at time t > 0 evolving according to the tree T and states S between time t and the present.
327 Note that f [T , S|η] = q r,N (t or ) × g(r), with r being the root state, and g(r) being the 328 probability of the first individual being in state r. We assume here a uniform distribution, i.e. 329 g(r) = 1 n * .
330
In a similar fashion to [5], we obtain the ordinary differential equations Eq. 1 for p i (t) and 331 Eq. 2 for q i,N (t) where t ∈ [t e ; t s ], t s > t e with t e and t s respectively the end and start times of 332 edge N :
if N leads to a tip at the present t e = 0, q i,N (t e ) = µ i σ if N leads to a tip at time t e > 0,
if N branches at t e > 0 into N and N ,
if N changes from state j to i (forward in time) at t e > 0.
(2)
These ordinary differential equations do not have an analytical solution. Numerical inte-335 gration is computationally expensive and can be unstable for certain parameters. Thus, in our 336 implementation, we make the assumption that no state changes happen in the unsampled parts 337 of the tree, meaning we observe all state changes in the reconstructed tree. With this assumption, 338 the differential equation for p i (t) simplifies to Eq. 3.
With this approximation we can derive an analytical solution for p i (t):
Using Equation (4) in the differential equation for q i,N (t) (Equation 2) allows us to derive 341 q i,N (t) analytically:
For an edge N in state i which starts at time t s and ends at time t e (t s > t e ), events:
Note that if n * = 1, then k = 0 and the term Felsenstein's likelihood for the sequencing data. If we condition on a fixed tree T , we use D = T .
357
While we infer n * for our data, the number of states assigned to the reconstructed phylogeny, 358 n, may be smaller than n * , i.e. n ≤ n * . To reduce the complexity of the computation, we do not 359 sample the birth and death rates associated with the states which are not currently assigned to 360 the tree, and instead marginalize over those rates. This marginalization introduces an additional term (n * −1)! (n * −n)! to the probability density to account for the sampling of n * − n unassigned states.
362
It has been shown that in unstructured models, the three parameters λ, µ and σ are not 363 identifiable [15] . In order to avoid potential parameter correlations in the structured model, we 364 require the sampling probabilities ρ and σ to be provided as inputs.
365
More details on the implementation can be found in the Supplement. The birth-death process is started with either one or two lineages and is simulated with the 377 Gillespie algorithm until the stopping condition is met or all lineages descending from one of the 378 starting lineages have gone extinct, in which case the resulting tree is discarded. At the end of the 379 process, lineages are discarded based on the sampling settings to obtain the reconstructed tree.
380
If the sampling settings lead to no lineages being sampled, the resulting tree is also discarded. To ensure that the implementation of our model is correct, we performed a comparison of the 383 distribution of trees obtained from forward in time simulations of the process to the distribution 384 obtained from running an MCMC inference without sequence data under our model with the 385 same priors. This "sampling from the prior" procedure has been described in [16] . 386 where the net diversification (birth-death) matched the simulation with the birth rate variation 416 (λ = 10.5, µ 1 = 10, µ 2 = 1). The rationale for keeping the net diversification the same was to 417 investigate the difference of performance of the method when varying birth vs. death rates in 418 the light of as few changes as possible across the simulations. Finally we did a set of simulations 419 with 5 birth rates and one death rate. We chose "low" and "high" values of γ such that the 420 resulting trees would contain respectively between 1 and 3 state changes and between 10 and 14 421 state changes on average, excluding the changes on edges leading to tips. The "low" value was 422 thus set to 0.2 for datasets with 2 states, and 0.29 for the dataset with 5 states, while the "high"
423
value was set to 2.61.
424
This process often led to trees where one of the states only covered a small portion of the 425 tree, and so there was little signal for the presence of two states. To address this issue, we 426 also simulated so-called joined trees, which were made of two trees simulated separately under a 427 constant birth-death process. The root of the smaller tree was then attached to the bigger tree 428 such that the resulting tree was ultrametric. These joined datasets were thus characterized by 429 the proportion p of tips in state 1 rather than by a change rate γ.
430
No sequences were simulated, and all analyses were performed with fixed tree topologies.
431
Thus we estimated S and η for a fixed tree T . We measured the accuracy of the parameter 432 estimates as well as the colouring S. 
