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In Brief
A fly enacts one of two distinct escape takeoffs when a predator looms. Here, von Reyn et al. uncover how selection and timing of the escape response emerge from linear integration of two separately encoded visual features of looming stimuli.
INTRODUCTION
Animal survival depends on selecting a beneficial motor action in response to environmental cues. The nervous system biases action selection based on prior actions, internal states, and formed memories (Aso et al., 2014b; Deco and Rolls, 2005; Herberholz and Marquart, 2012; Tanji, 2001 ). However, we still know little about a more primitive source of behavioral bias: how the probability of selecting one action over alternates emerges from extraction of features within dynamic environmental stimuli.
To provide timely input for behavior, incoming sensory information is processed rapidly via parallel channels that distill different features of a complex scene (Nassi and Callaway, 2009; Sanes and Zipursky, 2010; W€ assle, 2004) . Parallel processing requires downstream integration of individual feature channels in a manner appropriate to both volitional and innate behaviors (Fetsch et al., 2013; Ohyama et al., 2015; Pé rez-Gó mez et al., 2015) . Selection of a particular action therefore depends on the features input to a sensorimotor circuit and the relative importance of those features to other sensorimotor circuits.
Sensory feature encoding is well studied (Ewert, 1976; Hubel and Wiesel, 1962; Lettvin et al., 1959) , but less understood are the downstream mechanisms linking features to premotor circuits. Visually evoked escape behaviors offer advantages for such circuit level investigations. Escape behaviors are ubiquitous; an approaching object (e.g., a predator) drives animals-from flies to humans-to run, jump, swim, or fly away from the threat (Card and Dickinson, 2008a; King and Cowey, 1992; Liu et al., 2011; Oliva et al., 2007; Preuss et al., 2006) . These responses are readily quantifiable and often generated by circuits of identifiable neurons amenable to electrophysiology or calcium imaging. These circuits rely on detection of multiple features. Data across species indicate that, rather than detecting a single ''looming'' variable, central brain areas encode several features related to looming stimuli in parallel (Liu et al., 2011; Oliva and Tomsic, 2014; Simmons and Rind, 1997; Wang and Frost, 1992) . Feature pathways may then converge within premotor circuits to represent higher-order information relevant for action selection, such as the crossing of a size threshold or the time remaining until stimulus contact (Dunn et al., 2016; Field and Wann, 2005; Fotowat et al., 2009; Gabbiani et al., 1999; Glantz, 1974; Preuss et al., 2006; Sun and Frost, 1998) . Alternately, or in conjuncture, certain pathways could remain in parallel to support different escape motor programs (Card and Dickinson, 2008b; Merigan and Maunsell, 1993) . Here, we use visually evoked escape in the genetically tractable fly, Drosophila melanogaster, as a model to investigate the link between features and behavior.
In the fly, looming stimuli produce a bimodal distribution in fly escape takeoff duration (von Reyn et al., 2014) , including long takeoffs with fully raised wings or short takeoffs without (Figure 1A) . Short takeoffs trade wing stabilization for speed (Card and Dickinson, 2008b) . When looming is faster, advantaging speed for survival, flies bias escape toward short takeoffs (Figure 1B) . We previously found the giant fibers (GFs), a wideaxon descending neuron pair (Allen et al., 2006) , essential for short takeoffs and active to drive a subset of long takeoffs to completion (von Reyn et al., 2014) . By modeling electrophysiological and behavioral data, we hypothesized that relative activation timing of the GFs, with respect to parallel descending pathways, dictates whether a given loom evokes a short or long takeoff (von Reyn et al., 2014) . Because a single GF spike can drive a takeoff (von Reyn et al., 2014) , our model suggests that synaptic integration within the GF determines when the GF spike will occur and hence underlies the observed bias toward short takeoffs during faster looming. (C) Type 4 lobula columnar neurons (LC4; population: turquoise; single neurons: yellow) are anatomical candidates to provide visual information to the giant fiber (GF, red) descending neurons that drive an escape takeoff. Max intensity projection overlay for LC4_2-split-GAL4 and GF_ 1-split-GAL4 driving expression of a membrane marker (pJFRC225-5XUAS-IVS-myr::smFLAG) in LC4 and GF cells, respectively. Gray, neuropil marker (anti-Brp). Scale bar, 50 mm.
(D) Dual labeling of LC4 (turquoise) and GF (red) shows that LC4 axons terminate along GF lateral dendrites (max intensity projection, scale bar, 25 mm, n = 4). Genotype: GR93G05-GAL4 GR68A06-LexA UAS-mCD8-RFP LexAop2-myr-GFP.
(E-G) Presynaptic marker expression is restricted to the axon terminals of LC4. Membrane marker (green, F) and presynaptic marker (red, G) are overlaid (E, anti-Brp neuropil reference, gray In this study, we combine genetic methods to manipulate specific populations of fly neurons (Brand and Perrimon, 1993; Lai and Lee, 2006) with electrophysiological, behavioral, and modeling approaches to identify neural substrates underlying GF looming input and determine how feature integration drives action selection and timing in the escape response. We find that the GF looming response fits linear integration of two excitatory components, one encoding angular size and the other angular velocity. Angular velocity information emerges from direct synaptic input with lobula columnar neurons type 4 (LC4) and enhances the GF response to rapidly approaching stimuli. Angular size, encoded by an alternate population of visual neurons, dictates the timing of the GF response and broadens GF tuning across a wide range of predator approach kinematics. As compared to a dedicated circuit only integrating the size of an approaching object, GF integration of size and velocity increases the probability that a fly executes a GF-mediated, short-duration takeoff during a fast predation attempt, when saving time is essential for survival.
RESULTS
Giant Fiber Descending Neurons Receive Direct Input from LC4 LC4 ( Figure 1C ) comprise 60-70 retinotopically distributed neurons per optic lobe that project from the lobula to terminate near GF dendrites in the posterior ventrolateral protocerebrum (PVLP) of the central brain (Fischbach and Dittrich, 1989; Otsuna and Ito, 2006) . They are homologous to Col-A neurons, which dye couple with the giant fibers in other fly species (Strausfeld and Bassemir, 1983) . LC4 axon terminals form one of $20 ''optic glomeruli'' hypothesized to encode feature information (Panser et al., 2016; Wu et al., 2016) . Concurrent labeling of LC4 and GF neurons, using GAL4 and LexA systems (Pfeiffer et al., 2008 (Pfeiffer et al., , 2010 , showed that LC4 axons abut GF dendrites ( Figure 1D ). These axon terminals are positive for the presynaptic marker synaptotagmin (Figures 1E-1G ; also see Otsuna and Ito, 2006) , as expressed via an LC4-specific split-GAL4 driver line ( Figure S1B ), and reside in the same region where GF dendrites express cholinergic receptors (Fayyazuddin et al., 2006) .
To further resolve LC4 dendritic anatomy, we labeled individual LC4 using a stochastic technique (see also Wu et al., 2016) . Primary dendrites from each LC4 spanned multiple retinotopic columns of lobula layers 2 and 4, with minor dendrites in layer 1 (Figures 1H and 1I ). These layers all contain presynaptic sites of neurons involved in motion detection (Fischbach and Dittrich, 1989; Shinomiya et al., 2014; Takemura et al., 2011 ) that could contact LC4 dendrites and contribute to looming detection. Anatomically, LC4 are thus well poised to provide visual input to the GF circuit.
To test LC4-to-GF functional connectivity, we expressed CsChrimson, a red-shifted channelrhodopsin (Klapoetke et al., 2014) , using an LC4-specific split-GAL4 driver line ( Figure S1A ) and recorded the GF membrane potential in whole-cell currentclamp mode. Optogenetic activation of LC4 via 5 ms light pulses (590 nm) evoked a short latency, transient GF depolarization ($1.8 ms at 100% power) and a second, long-lasting depolarization ( Figure 2A ; Figure S2A ). CsChrimson activation of the GF itself ( Figure 2B ; Figure S2B ), our positive control, depolarized the GF with $0.5 ms latency at 100% power. We estimated the latency of LC4 to GF transmission as $1.3 ms, the difference in latencies for GF and LC4 activations. This short latency, together with the anatomical proximity of LC4 axons and GF dendrites, indicates direct synaptic connections between LC4 and GFs.
We next evaluated whether LC4 activity could drive GF spikes. High light intensity LC4 activation evoked both broad depolarizations ( Figure S2D ), previously shown to be Ca 2+ -mediated regenerative potentials (von Reyn et al., 2014) , and narrow Na + spikes ( Figure S2E ). The behavioral role of Ca 2+ -mediated potentials is unknown, but single GF Na + spikes cause takeoffs (von Reyn et al., 2014) . Therefore, our data suggest that LC4 activation may drive takeoffs through the GF circuit.
To test the specificity of LC4-to-GF transmission, we also optically activated a lobula columnar neuron population (LC11; Figure S1A), whose axons terminate in the PVLP but do not overlap GF dendrites (Wu et al., 2016) . LC11 activation evoked no GF response ( Figure 2C ; Figure S2C ), suggesting that the GFs only receive visual input from a specific subset of neurons projecting to the PVLP.
LC4 Activation Drives a GF-like Takeoff Behavior
A single GF spike drives a short-duration escape sequence that we hypothesize overrides other descending commands (von Reyn et al., 2014) . Since LC4 activation can elicit GF spikes, we expected that it should also drive GF-mediated, short-duration takeoffs. We used a high-throughput assay (von Reyn et al., 2014) to record single fly behavior (6,000 frames/s) during 1 s light activation (624 nm) of neurons selectively expressing CsChrimson. We found that activation of three different LC4 split-GAL4 driver lines ( Figure S1B ) each resulted in takeoff rates greater than 80% ( Figure 2D ). These rates were similar to activation of the GFs via two distinct split-GAL4 lines and Foma-1, a GAL4 line previously shown to elicit takeoff (de Vries and Clandinin, 2012) . In contrast, activation of split-GAL4 lines labeling other lobula columnar neuron populations (LC11 or LC12; Figure S1 ) produced takeoff rates below 20% ( Figure 2D ), within voluntary takeoff levels (Wu et al., 2016) . Similarly, activation of lamina monopolar cells 1 and 2 (L1 and L2), neurons involved in the first stage of visual processing (Tuthill et al., 2013) and required for directional motion vision (Joesch et al., 2010) , did not significantly drive takeoffs ( Figure 2D ; Figure S1D) . These data do not eliminate L1 and L2 as participants in looming processing but suggest that a particular spatiotemporal activation of these neurons may be required to evoke escape (de Vries and Clandinin, 2012) . Escape is therefore not a general consequence of gross activation of just any visual neuron. We conclude that LC4 in particular are upstream of takeoff circuits.
We next examined the escape sequence duration (latency between start of wing motion to the loss of tarsal contact) of optogenetically evoked takeoffs. LC4 activation produced short-duration takeoffs with a median not significantly different from GF-mediated takeoffs ( Figure 2E ; Figure S3 ). These data, in combination with our functional connectivity results, support the hypothesis that LC4 activity can generate short-duration escapes through the GF circuit. In contrast, Foma-1 activation drove a broad distribution of short and long takeoff durations ( Figure S3) , with a median significantly larger than LC4-and GF-evoked escapes ( Figure 2E ). Since Foma-1 activation elicits short-and long-duration escapes, the line may contain neurons that interact with both GF and non-GF takeoff pathways. A subset of these flies (30 of 108) also displayed seizure-like leg extensions with light activation but could complete takeoffs as defined by loss of tarsal contact. In decapitated flies, Foma-1 activation evoked seizures (5 out of 5 flies), but not takeoffs (0 out of 5 flies), suggesting that seizures emerge from CsChrimson expression outside of the brain, likely within neurons of the ventral nerve cord. We therefore chose not to use this line for further studies. The small fraction of flies taking off during activation of our negative controls, LC11, LC12, and L1 and L2 ( Figure 2E ; Figure S3 ), displayed long-duration, wing-raised takeoffs within the range observed for voluntary takeoffs (Card and Dickinson, 2008a ).
LC4 Silencing Selectively Reduces Short Takeoffs during Fast Looming
Our data suggest that LC4 form direct synapses with the GFs and can drive short-duration takeoffs through the GF circuit. However, connectivity and activation phenotypes do not prove that LC4 contribute to looming-evoked escape behavior. To test the hypothesis that LC4 confer looming detection to the GF circuit, we silenced LC4 by selective expression of inwardly rectifying potassium channel Kir2.1 (Baines et al., 2001; Johns et al., 1999; Pfeiffer et al., 2012 ) and used our high-throughput behavioral assay to record the resulting behavioral response of single flies to looming. We modeled looming stimuli on objects approaching at a constant velocity as characterized by their size to speed ratio (r/v). This ratio normalizes for the effect of object size and speed; the 2D retinal projections of a large object approaching rapidly or a small object approaching slowly have identical nonlinear expansion profiles if both r/v are identical (Gabbiani et al., 1999) . For a given object size (e.g., a specific predator), smaller r/v indicate faster approach velocities.
If LC4 are the primary looming input to the GFs, the behavioral effects of silencing LC4 should match GF silencing. As reported previously (von Reyn et al., 2014) , we found that GF silencing ( Figure 3A , orange) only mildly reduced takeoff rates compared to control flies ( Figure 3A , black) due to alternate descending pathways for looming-evoked takeoff. In contrast, LC4 silencing significantly reduced takeoff rates relative to controls at all r/v % 40 ms ( Figure 3A , red) and relative to GF silencing at r/v = 10 ms (p < 0.001, chi-square test, Bonferroni correction post hoc). This suggests that LC4 participate more in looming-evoked escapes at small r/v and may be presynaptic to both GF and 
Escape sequence duration (ms on a log scale) *** (E) Escape sequence duration (time from start of wing motion to loss of tarsal contact) in flies that took off due to light activation. Open circles, sequence duration for individual flies; red dashes, medians. n as listed; Kruskal-Wallis ANOVA, p << 0.001, Tukey's honest significant difference (HSD) post hoc test, ***p < 0.001.
non-GF descending pathways driving takeoffs. In comparison, silencing L1 and L2 substantially decreased takeoff rates across all r/v ( Figure 3A , blue). We conclude that L1-L2 visual processing is required to drive takeoffs across a wide range of r/v values, whereas LC4 contribute to escape takeoffs specifically during fast (small r/v), but not slow (large r/v), object approaches. As looming stimuli drive both short and long escapes (von Reyn et al., 2014 ; Figures S4A-S4D , top rows), we next investigated how LC4 silencing affects the distribution of escape durations. Short-duration takeoffs require the GFs and, as previously reported (von Reyn et al., 2014) , GF silencing eliminated nearly all short-duration escapes (Figure 3B , orange; Figure S4 ). LC4 silencing, however, significantly reduced shortduration takeoffs only at r/v % 40 ms (Figure 3B , red; Figure S4 ). This suggests that the GFs require LC4 input to drive short-duration escapes at small, but not large, r/v. Additional cell types must therefore provide visual information to drive GF-mediated, short-duration escapes in response to slow looming stimuli.
LC4 Silencing Reduces GF Response to Fast Looms
Since our behavioral results indicated that LC4 are not the sole visual inputs to the GF circuit, we next investigated how LC4 contribute to the GF looming response. We recorded GF responses using whole-cell electrophysiology in head-fixed flies while selectively silencing neurons by specific expression of Kir2.1. As subthreshold responses are commonly used to estimate the tuning properties of presynaptic neurons (Joesch et al., 2013; Lehnert et al., 2013) , and since looming stimuli generate GF spikes in only a small subset of tethered flies (von Reyn et al., 2014) , we analyzed responses in non-spiking trials. LC11-silenced flies were baseline controls, as activation data showed neither connectivity with the GF circuit nor a behavioral phenotype for these neurons.
In control flies, the average GF looming response (Figures 4A and 4B, black) consisted of a transient depolarization upon 10 disk appearance ( Figure 4A , arrow C), a gradual depolarization during disk expansion ( Figure 4A , arrow D), and a hyperpolarization that persisted after expansion during static display of the final 90 disk ( Figure 4A , line E). This response closely matched wild-type responses ( Figure S5 ).
Silencing L1 and L2 effectively eliminated all aspects of the GF looming response (Figures 4A and 4B, blue; Figure S5 ), in agreement with behavioral results. LC4 silencing (Figures 4A and 4B, red) , in contrast, did not. Instead, overlaid average traces revealed specific deficits in LC4-silenced GF responses at disk onset and toward the end of expansion when stimulus angular velocity was large ( Figure 4B ). Significant reduction of the initial transient response by LC4 silencing occurred at all r/v (Figure 4C ). Significant reduction of depolarization amplitude during expansion occurred at the two fastest loom speeds ( Figure 4D ).
Interestingly, without LC4 input, the GF peak depolarization during expansion remained consistent across loom speeds (Figure 4D , red, ANOVA, p = 0.476) rather than declining for larger r/v values as in controls (Figure 4D, black) . This suggests that the GFs receive visual input from a non-LC4 pathway encoding information independent of r/v. We may extrapolate that LC4 input does depend on r/v and specifically enhances the GF response to rapid looming. This enhancement could explain increased GF-mediated short escapes at small r/v (fast looms).
The persistent hyperpolarization at motion offset was unaffected by LC4 silencing ( Figure 4E ). Hyperpolarization could emerge from intrinsic GF membrane conductances, as seen after strong, depolarizing GF current injections (von Reyn et al., 2014) . However, intrinsic after hyperpolarizations slowly deactivate to return membrane voltage to baseline, whereas static disk hyperpolarizations return rapidly to baseline upon disk disappearance (37.5 ± 1.8 ms, mean ± SD, see example in Figures 4A and 4B, r/v = 10 ms). These data suggest that an external, LC4-independent inhibitory input suppresses excitatory responses to large static objects.
LC4 Inputs to the GFs Are Tuned to Rapid Expansion
Initially, we hypothesized that LC4 were loom detectors, providing all necessary looming information to the GFs. However, we found that LC4 contribute only a portion of the GF looming response and may be tuned to more elemental features than naturalistic stimuli mimicking predator approach. LC4 silencing most affected GF responses at the end of looming when large object profiles and rapid angular velocities both occur. To disambiguate these looming optical variables, we generated two new stimulus sets: (1) stimuli in which static disks of different sizes appeared for 1 s and (2) stimuli in which disks expanded at constant angular velocities.
In controls, appearing disk stimuli evoked transient GF depolarizations whose peak amplitude increased with disk size (Figures 5A and 5C, black) . Disks larger than 60 also significantly hyperpolarized the GF until they disappeared ( Figures (C-E) In control flies, the GF response to looming stimuli can be separated into three components: a brief transient at 10 disk appearance (C, max transient response), a longer depolarization during the expansion of the disk (D, max expansion response), and a hyperpolarization following the end of motion and remaining while the 90 disk is held static (E, average response when disk is held at 90 ). L1-L2 silencing eliminates all components of the response. LC4 silencing reduces the transient response across r/v (C) and the expansion response for small r/v (fast looming, D). Error bars indicate SEM; n as in (A); ANOVA, p < 0.001 for (C) and (D) for each r/v, p < 0.05 for (E) where r/v = 10, 20, and 40 ms, Tukey's HSD post hoc, *p < 0.05, **p < 0.01, and ***p < 0.001 as compared to LC11 controls.
driving GF excitation during abrupt disk appearance. Similar to our looming data, L1-L2 silencing eliminated GF responses (Figures 5A , 5C, and 5D, blue). Constant angular velocity stimuli evoked control GF responses for all velocities tested (Figures 5B and 5E, black) . LC4 silencing nearly eliminated GF responses to rapid, but not slow, expanding stimuli (Figures 5B and 5E, red) . Sensitivity to rapid expansion in the GF circuit therefore emerges from LC4. Silencing L1-L2 again eliminated all GF responses, indicating the necessity of these neurons for both LC4-dependent and LC4-independent visual responses ( Figures 5B and  5E , blue).
Size Threshold Detection in the GF Does Not Require Multiplication On average, a freely behaving fly takes off with a fixed delay after a looming stimulus reaches a critical angular size on its retina. This timing fits a size threshold detector model (Fotowat et al., 2009; von Reyn et al., 2014) originally derived for the locust lobula giant movement detector (LGMD). The model predicts a linear relationship between looming r/v value and latency of the neural size threshold detector peak response, plotted with respect to the theoretical time to contact (Gabbiani et al., 1999) . We found a linear relationship between the latency of the peak GF response and r/v ( Figure 6A , data: black squares, model: black line). Interestingly, this linear relationship remained after silencing LC4 ( Figure 6A , data: red squares, model: red line), suggesting that LC4 input is not required to generate a size threshold as defined by this model. Within the LGMD, it is proposed that size threshold detection emerges via multiplication of excitatory input proportional to looming angular velocity and inhibitory input proportional to disk size (Gabbiani et al., 1999 ). Since we found evidence for putative angular velocity-dependent excitation ( Figure 5E ) and size-dependent inhibition ( Figure 5D ) in the GF looming response, we investigated how well multiplication of stimulus size and velocity predicts GF responses. For this multiplicative model, we used parameters determined from the linear fit in Figure 6A and ignored the additional static nonlinearity in the LGMD model to convert responses into firing rates (Gabbiani et al., 1999) . The model predicted GF peak response timing during looming but overestimated fast and underestimated slow looming response magnitude ( Figure S6A ).
Integration models should generalize across different visual stimuli, and we next investigated multiplicative model response predictions to constant angular velocity stimuli. The model poorly estimated peak response latency in control and LC4-silenced flies ( Figure 6B ; Figure S6B ). For constant angular velocity expansion, the multiplicative model no longer predicts a size threshold and instead peaks with fixed latency from motion onset (Hatsopoulos et al., 1995) . In contrast, GF peak response latency increased as velocity decreased ( Figure 6B ). Since this model predicts locust LGMD responses well for both looming and constant angular velocity stimuli (Hatsopoulos et al., 1995) , our data suggest that GF integration of looming features differs from the locust LGMD.
Size and Angular Velocity Are Encoded by Two Distinct Pathways How does the GF integrate features from looming stimuli, and what are those features? We started with the naive assumption that every subthreshold GF response consists of a linear, instead of multiplicative, integration of all inputs. Based on this assumption, we estimated the LC4 component by subtracting the average GF response in LC4-silenced trials from that in control trials ( Figures 7A and 7B ). As predicted, LC4 input was greatest at the end of the loom when stimulus angular velocity was largest ( Figure 7A , blue). Subtraction also uncovered a small hyperpolarization in the LC4 component of the GF response. This inhibition was visible at the onset of constant velocity stimuli when disk size was small ( Figure 7B , blue, see arrows) and most clear during slow stimuli evoking minimal excitation ( Figure 7B, right) .
Using the isolated LC4 and non-LC4 GF response components, we investigated encoding of looming angular size and/or angular velocity features. Different looming r/v values represent different dynamic size and velocity combinations. We reasoned that a true encoder of a given loom feature should respond consistently to that parameter across r/v profiles. To correspond LC4 and non-LC4 components with loom parameters, we first shifted each component time course by the temporal delay for visual information from photoreceptors to reach the GF. We estimated delays from peak response timing (11.9 ms for non-LC4, 10.8 ms for LC4; see Method Details). Next, we plotted each delay-shifted component of the GF response as a function of either instantaneous loom angular size ( Figures 7C and 7E ) or angular velocity ( Figures 7D and 7F) for the four r/v values tested ( Figures 7C-7F : dark to light colors indicate small to large r/v values). We only analyzed expansion from 13 to 90 to exclude transients from the 10 disk onset. We found angular size tuning in the non-LC4 component of the GF looming response that was invariant across r/v ( Figure 7C ) and well fit by a Gaussian after log transforming the data (Figure 7C Figure 7D , dashed black trace, R 2 = 0.16 ± 0.45, mean ± SEM). Our data therefore suggest that the non-LC4 pathway encodes the angular size of the stimulus, but not the angular velocity. Unlike the non-LC4 component, the LC4 component of the GF looming response (Figures 7E and 7F) does not peak and then decline during stimulus expansion. Instead, it increases to a maximum maintained until stimulus expansion ceases. This response resembles a neuronal high-pass filter (Orban et al., 1981) and can be modeled with a simple sigmoidal function. We found that, across looms of different r/v values, a sigmoid fit the LC4 component when plotted as either a function of angular size ( Figure 7E , dashed black trace, R 2 = 0.76 ± 0.07, mean ± SEM) or angular velocity ( Figure 7F , solid black trace, R 2 = 0.65 ± 0.12, mean ± SEM). In looming stimuli, however, size and angular velocity are correlated, both increasing over time, so correlations in the GF response may be expected. When size and angular velocity are decoupled in our constant velocity expansion stimuli set, silencing LC4 abolishes the GF response to high angular velocities ( Figures 5B, 5E , and 7F). Together, these data argue that LC4, as a population, act as a high-pass angular velocity filter.
A Linear Model for Visual Feature Integration in the GF Circuit To test our hypothesis that the GFs linearly integrate the separately encoded features of looming stimulus size and angular velocity, we developed a model to predict GF membrane potential across visual stimuli ( Figure 8A ). In this four-component model, the GFs linearly sum two excitatory componentsnon-LC4-mediated angular size excitation and LC4-mediated angular velocity excitation-and two inhibitory componentsnon-LC4-and LC4-mediated angular size inhibition. We modeled the excitatory components using the functions and parameters fit in Figure 7C (solid black line, non-LC4 excitation from stimulus angular size) and Figure 7F (solid black line, LC4 excitation from stimulus angular velocity). Non-LC4 inhibition was evident in GF responses to static disks of varying size ( Figure 5D ) and was modeled as a sigmoid fit to the mean GF response in LC4-silenced flies as a function of static disk size (R 2 = 0.98, Figure S7A ). We observed the second inhibitory component of our model in the estimated LC4 response to constant velocity stimuli ( Figure 7B , blue, arrows). To model this input, we fit a Gaussian to the LC4 component during the slowest constant velocity stimulus, in which excitation was minimal (R 2 = 0.53, Figure S7B ). We next estimated the visual processing delays. Non-LC4-mediated inhibition ends with consistent latency after static disk removal, and we estimated the neural delay as the latency between disk disappearance and last hyperpolarization peak (37.5 ms). LC4-mediated inhibition follows LC4-mediated excitation during disk expansion, and we estimated the delay as the average time between disk appearance and the first peak in the depolarization (24.6 ms) across trials.
Our linear model predicted both timing ( Figure 8B ) and magnitude ( Figure 8D ) of average GF responses (Pearson correlation coefficient, PCC = 0.92 ± 0.02, mean ± SEM) and individual animal responses (PCC = 0.83 ± 0.02, mean ± SEM) across looming stimuli in control flies. More importantly, this model also predicted average (PCC = 0.90 ± 0.03, mean ± SEM) and individual (PCC = 0.80 ± 0.03, mean ± SEM) GF responses to constant angular velocity stimuli ( Figures 8C and 8E) , where the multiplicative model previously failed.
To confirm our earlier conclusion that the LC4 component encoded angular velocity rather than angular size, we next tested a modified version of our model that changed LC4 excitation from a function of angular velocity (sigmoid fit in Figure 7F ) to a function of angular size (sigmoid fit in Figure 7E ). This linear integration of two excitatory and two inhibitory size components ( Figure S8B ) performed worse at predicting average (PCC = 0.31 ± 0.06, mean ± SEM; Figure S8D ) and individual (PCC = 0.29 ± 0.03, mean ± SEM) GF responses to looming stimuli and average (PCC = 0.63 ± 0.02, mean ± SEM, Figure S8E ) and individual (PCC = 0.57 ± 0.02, mean ± SEM) responses to constant velocity stimuli. Additionally, if LC4 inputs size rather than angular velocity information to the GF circuit, the GF response no longer decreases as r/v increases ( Figure S8C ). Therefore, excitatory input from LC4 encoding angular velocity information is required to enhance the GF response and increase the probability of a GF escape as looms become more abrupt, as observed in control flies.
Our model suggests that GF subthreshold responses occur by linear integration of inputs from distinct pathways. LC4-independent pathways function as size detectors, driving a GF response across a range of expansion dynamics and enhancing GF selectivity for approaching objects by inhibiting responses to large, static objects. LC4-dependent pathways function as angular velocity detectors, enhancing GF responses to rapid stimulus expansion but inhibiting responses to small expanding objects.
DISCUSSION Feature Integration by the Drosophila Giant Fiber Descending Neuron
Behavioral studies show that reaction times correlate with the appearance or change of specific environmental features. However, circuit pathways from feature-encoding cell types to premotor neurons remain unidentified in most systems. Here, by genetically removing inputs to the Drosophila GF circuit and recording intracellular GF looming responses, we demonstrate that two visual features of looming stimuli are represented distinctly in the membrane potential of a pre-motor descending neuron coordinating a fly's escape takeoff. One feature is passed to the GF via direct synaptic connections with a lobula projection neuron cell type (LC4), whose axon terminals form one of $20 optic glomeruli in the ventrolateral central brain Wu et al., 2016) . Each glomerulus is hypothesized to encode distinct features of the visual scene such that behaviorally-relevant representations emerge by sampling a subset of glomeruli Wu et al., 2016) . Our data support glomeruli as feature encoders, certain members of which directly link to pre-motor circuits. We find that the GF looming response can be linearly decomposed into a portion remaining upon LC4 silencing, which is a function of retinal angular size, and a portion attributable to LC4 input, which is a function of retinal angular velocity. We propose that distinct cell types encode size and velocity features and that convergence of these representations on GF dendrites determines timing of the single GF spike that drives escape takeoff. Linking Subthreshold Responses to Spike Timing Short-duration escapes require a GF action potential, so how does our model of visually evoked changes in the GF membrane potential explain spike and behavioral timing in freely behaving flies? Both single GF spikes and GF-mediated takeoffs occur, on average, at a fixed delay after a looming disk surpasses 39 (von Reyn et al., 2014) . This resembles the size (42 ) at which subthreshold responses peak for the non-LC4 component of GF input ( Figure 7C ). The correspondence suggests that the GF membrane potential spiking threshold in unrestrained flies is close to the average maximum depolarization of the non-LC4 component. Based on our model, we expect that adding the LC4 component increases the probability of the GF membrane potential surpassing spiking threshold as the non-LC4 size threshold is reached and as looming angular velocity increases closer to contact.
Comparison to Other Models for Loom Detection Computations
There is striking conservation of looming responses across animals from flies to primates, despite very different ecologies and body plans (Peek and Card, 2016) . This indicates that loom detection is a critical problem solved in similar ways in different nervous systems. One well-described loom computation is a size threshold detector: a neuron, or population of neurons, whose activity peaks with fixed delay after a looming object reaches a critical retinal size (Gabbiani et al., 1999) . Size threshold detecting neurons have a characteristic response, with spike rates increasing as a looming object nears and then decreasing before the expected time to contact (Gabbiani et al., 1999; Hatsopoulos et al., 1995) . Such neurons identified in the pigeon optic tectum are called ''h'' response types (Sun and Frost, 1998) . Locust LGMD neurons have this response profile, and a model that multiplies stimulus angular velocity and an inhibitory function of stimulus angular size fits LGMD peak firing times and behavioral responses (Fotowat et al., 2011; Hatsopoulos et al., 1995) . Current evidence suggests that multiplication occurs within the LGMD itself through logarithmic compression and subtraction in the dendrites followed by active sodium conductance exponentiation at the spike initiation zone (Gabbiani et al., 2002) . ''h-like'' responses also occur in neurons of crabs, frogs, cats, and zebrafish (Dunn et al., 2016; Liu et al., 2011; Nakagawa and Hongjian, 2010; Oliva and Tomsic, 2014) and some fit a multiplicative model (Dunn et al., 2016; Nakagawa and Hongjian, 2010) .
Initially, we expected the GF to be an h element using multiplicative integration to generate a size threshold. GF-mediated takeoffs occur at a fixed delay after looming stimuli reach a critical retinal size, and GFs have an h-like response profile, with subthreshold depolarizations and spikes occurring prior to the time of contact (von Reyn et al., 2014) . Also, a size threshold model incorporating GF spike times previously predicted behavioral responses to different looming speeds (von Reyn et al., 2014) . Here, we find evidence for required components of the h computation among GF inputs, including angular velocity-mediated excitation and two sources of size-related inhibition. However, we also find a prominent excitatory input encoding angular size, which is not a component of the multiplicative, h-type model.
Knowing that GF loom responses include an additional excitatory component, it is perhaps not surprising that a multiplicative model incorporating only excitatory velocity and inhibitory size components poorly predicts GF responses (Figure 6 ). Instead, linear integration of excitatory size and velocity components predicts GF response magnitude and timing across both looming and constant angular velocity stimuli (Figure 8) . Thus, rather than performing an h computation itself, like the LGMD, the GF integrates separate parallel computations, or features, of the looming stimulus encoded in distinct pre-synaptic cell types.
Could one input to the GF represent the h computation? The isolated, non-LC4 excitatory component indeed peaks at a set delay after a critical retinal size (42 ). Although this dynamic response is h like, our evidence indicates that it does not derive from a multiplication of size and velocity. Contrary to a multiplicative model ( Figure S6 ; see Hatsopoulos et al., 1995) , the non-LC4 response shape is similar for both looming and constant angular velocity stimuli ( Figures 7C, 8D , and 8E), and its peak magnitude is invariant across r/v ( Figure 4D ). This size-tuning invariance could enable the GF to accurately detect predator angular size across a larger range of predator kinematics than a neuron using a multiplicative model and may be particularly important because some predations on Drosophila are not of constant approach velocity (von Reyn et al., 2014) .
The other excitatory component, from LC4, does not have an h-like response profile. Its peak magnitude varies across r/v, and it contributes most to GF responses when stimuli expand at high angular velocity. We propose that LC4 act as a high-pass velocity filter, similar to r cells found in pigeon nucleus rotundas (Sun and Frost, 1998) and cat superior colliculus (Liu et al., 2011) , which start firing when looming passes a critical angular velocity threshold. To date, no r cells have been found in invertebrates, although in crabs, monostratified lobula giant neurons (MLGs) emerging from the optic lobes follow the angular velocity of a looing stimulus for at least a subset of stimulus expansion (Oliva and Tomsic, 2014) . Further studies should examine LC4 looming responses in more detail to determine whether they perform an equivalent computation to the r neurons of birds and mammals.
Our work suggests that both vertebrates and invertebrates have parallel loom computational elements at their disposal. Contrary to our expectation that the GF itself is an h element, we find that the GF linearly sums two distinct looming features, an h-like feature representing an angular size threshold and a r-like feature representing a high-pass velocity filter.
Candidate Cell Types for Non-LC4 Size Encoding
The neurons encoding angular size for the GFs (the non-LC4 component) remain unidentified, but potential candidates exist. A set of wide-field tangential neurons within the FOMA-1 GAL4 line respond to looming stimuli with a firing rate that peaks before loom completion (de Vries and Clandinin, 2012) and thus provide h-like information downstream. However, the calculated size threshold for these neurons is 67
, much larger than both the 42 estimated for non-LC4 GF input and 39 computed from takeoff latencies in behaving flies (von Reyn et al., 2014) , making them unlikely to transmit the GF size information that we observe.
More recently, several lobula columnar visual neuron types other than LC4 have been shown to initiate takeoff when optogenetically activated (Wu et al., 2016) . These include LC6 and lobula plate/lobula columnar neurons 1 and 2 (LPLC1 and LPLC2). At its dorsal-most extent, the GF divides into three primary branches ( Figures 1C and 1D ): a posterior neurite linking the cell body, an anterior dendrite electrically coupled to antennal neurons sensitive to wind and sound, and a medial dendrite proposed to receive contralateral information through commissural interneurons (Phelan et al., 2008) . LC4 axons terminate on a cluster of smaller dendrites emanating laterally from the junction of these primary branches. LPLC1 and LPLC2 axons form glomeruli adjacent to LC4, where GF lateral dendrites also reside (Mu et al., 2012; Wu et al., 2016) . LPLC1 and LPLC2 are thus prime candidates for transmitting excitatory or inhibitory information about object size to the GF. LC6 terminals do not overlap GF dendrites but could input to the GF pathway indirectly. This list of candidate GF sensory inputs is far from exhaustive, and future work, including electron microscopy reconstruction, should enable progress toward a complete description of sensory integration within this circuit.
Upstream Inputs to the LC4 High-Pass Velocity Filter
We find that the GF obtains looming angular velocity information through LC4. How do LC4, as a population of columnar neurons, encode this parameter? LC4 angular velocity information appears high-pass filtered, but at this time, we cannot determine whether high-pass filtering happens within LC4, between LC4 and GF synapses, or within GF dendrites. However, our data indicate which upstream elements contribute to LC4 angular velocity sensitivity. L1 and L2, the first step of motion processing, are required for looming-evoked takeoff escapes and GF responses. Whether L1 and L2 contribute equally remains unknown; however, silencing L2, the main input to OFF directional motion processing (Joesch et al., 2010) , reduces escape takeoffs from dark disks expanding on white backgrounds (de Vries and Clandinin, 2012) . Major postsynaptic partners of L2 (Takemura et al., 2011 (Takemura et al., , 2013 , including Tm1, Tm2, and Tm4, have terminals in lobula layers Lo1, Lo2, and/or Lo4, where LC4 dendrites reside (Fischbach and Dittrich, 1989; Shinomiya et al., 2014) and could comprise a feed-forward circuit connecting photoreceptors to LC4 neurons by three synapses. Tm2, in particular, are tuned to abrupt stimuli (Serbe et al., 2016) . LC4 could also form dendro-dendritic synapses with directionally selective T5 cells in Lo1 or receive inputs from the lobula plate via, for example, translobula plate (Tlp) cells (Fischbach and Dittrich, 1989) . Anatomical evidence thus suggests that LC4 could utilize information from both OFF-pathway medulla neurons and their directionally selective T5 targets for angular velocity encoding in the GF circuit. Similarly, T4 and T5 are required for landing and evasive responses to expansion stimuli in tethered flying flies, although descending pathways for these behaviors remain unknown (Schilling and Borst, 2015) .
Enhancing Feature Specificity through Inhibition
Our work is the first to present evidence of inhibition onto the GF circuit. We hypothesize that at least two inhibitory pathways converge: LC4-independent inhibition that decreases the GF response to large static objects and LC4-dependent inhibition that decreases the GF response to small expanding objects.
Together, these enhance stimulus selectivity and behavioral specialization for the GF circuit. Our linear integration model (Figure 8A) proposes that inhibition acts directly on the GF. However, it could also feed back onto elements presynaptic to the GF. Future work will focus on elucidating inhibitory neuron identity, starting with interneurons within the LC4 glomerulus itself .
A Mechanism for Biasing Behavioral Choice
Together with our previous work relating GF spike timing to the choice between two different escape modes, the data here suggest a model for how linear integration of sensory features, in particular angular size and velocity, contributes to a probabilistic behavior. Identical looming stimuli elicit both short-duration escape takeoffs that require the GF and long-duration escape takeoffs that do not ( Figure 1A) . The probability that a fly employs each type of escape changes as a function of r/v, with short escapes more likely as loom speed increases ( Figure 1B) .
On a trial-by-trial basis, GF spike timing relative to activation of non-GF descending pathways determines the choice of escape mode. A short escape pattern occurs if the GF spikes before, or up to $7 ms after, an alternate descending pathway; otherwise, the escape sequence is long (von Reyn et al., 2014) . Different critical size thresholds underlie the latency difference between GF and non-GF pathways. Non-GF pathway activation time fits a size threshold model, as does GF spike timing, although roughly and with a larger size threshold (von Reyn et al., 2014) .
Here, in addition to direct evidence for a size threshold within the GF response, we find that the GF receives high-pass angular velocity input from LC4 neurons that further impacts action selection; at small r/v (fast looms), the LC4 contribution significantly enhances the GF response and therefore increases the probability of GF spiking. Supporting this, silencing LC4 eliminated the bias toward GF-mediated short escapes for small r/v ( Figure 3B ). Linear integration of angular size and velocity therefore provides the GF circuit with a size threshold that determines escape timing relative to other behaviors (activated with different size thresholds) and enhances the probability of generating a GFmediated short escape when most necessary, that is, when stimuli are more abrupt (i.e., predator attacks are fastest).
In the context of this model, the GF serves both as the locus where two different loom features (angular size and velocity) are integrated and as a critical member of the circuit that determines whether a short escape will be executed. This is thus a case in which feature integration and control of the motor program are occurring simultaneously within a single neuron rather than sequentially in separate computations. Future work should examine whether other descending neurons also integrate this same feature information and contribute to control of other motor programs.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: through the entire brain and ventral nerve cord ( Figure S1 ) or as described in the figure caption. Brightness and contrast were optimally adjusted. A despeckling filter was applied to Figure 1D .
Stochastic labeling of LC4 cells was performed using MultiColor FlpOut (MCFO) using fly stock ; . Samples were processed for visualization of three markers (HA, V5 and FLAG epitopes) as described (Nern et al., 2015) , using the following antibodies: 1:200 rat anti-Flag (Novus Biologicals), 1:300 rabbit anti-HA (Cell Signaling Technologies), 1:500 mouse anti-V5-Tag:DyLight550 (Bio Rad), 1:300 goat antirat ATTO647N (Rockland), and 1:500 Alexa 594 donkey anti-rabbit (Jackson Immuno Research). Specimens for Figures 1C and  1E were labeled with anti-Brp, a membrane marker and a presynaptic marker as described (Aso et al., 2014a; Nern et al., 2015) . Detailed protocols are also available from https://www.janelia.org/project-team/flylight/protocols. Brain alignment using the antiBrp reference pattern was performed as described (Aso et al., 2014a) . Reoriented views of three-dimensional confocal images were generated using the NeuronAnnotator mode of Vaa3d (Peng et al., 2011) and exported as .tif format screenshots. Additional image processing was performed in Fiji. Figures were assembled using Adobe Illustrator and Indesign. Whole brain 63x images were combined (''stitched'') from five individual 63x confocal stacks.
High-Throughput Behavioral Assay
As described previously (von Reyn et al., 2014) , videos of freely behaving flies responding to optogenetic or visual stimuli were recorded at high-speed using a high throughput behavior assay. In brief, a gating mechanism released single flies onto a 5 mm by 5 mm transparent platform. A real time tracking algorithm gauged the fly position on the platform and coordinated the triggering of a highspeed video camera and either an activation light stimulus (624 nm, 500 W/m 2 , 1 s) or looming stimulus (see description of visual stimuli below). Behavior was recorded under infrared light (740 nm), and two perspectives of the fly (side and bottom views) were filmed at 6000 frames per second. Only one stimulus was presented per fly, and the platform was cleared before the release of each subsequent fly. All looming experiments were performed during the 4hr activity peak in the afternoon light cycle, and all optogenetic experiments were performed in the dark. Visual stimuli were presented on 6-inch diameter, back projection coated domes as described previously (von Reyn et al., 2014) . In brief, DMD projectors (WXGA 360, Lightspeed Design, Inc.) were modified to run at 360 Hz in grayscale with an LED light source (sugar cube, Edmund Optics). This setup allowed the presentation of any image at a 0.5 resolution covering 360 in azimuth and 120 in elevation from zenith at a refresh rate of 360 Hz. Experiments where frames were dropped were discarded. For looming stimuli mimicking objects approaching at a constant velocity (v) stimuli began at 10 and expanded until 180 in diameter as described by the following equation,
where q is the angular size of the stimulus (in radians), r/v is the half size to approach speed ratio (in ms), and t = 0 at the theoretical time of contact (TOC, when object reaches 180 ) so that t < 0 during object expansion. Looming stimuli were projected at an elevation of 11 and azimuth of 51 ± 10 (inner quartile) relative to the head position of the fly. Custom software used to run the assay and to generate the visual stimuli were developed in MATLAB. Only one stimulus was presented per fly, and flies failing to takeoff were removed from the prism before the release of the next fly. All looming experiments were performed during the 4 hr activity peak in the afternoon light cycle. All optogenetic experiments were performed in the dark.
Electrophysiology
Whole-cell electrophysiology of tethered flies was performed using a preparation described in von Reyn et al. (2014) . Female flies were anesthetized at 4 C and tethered to polyetheretherketone recording plates by applying UV glue to the head and thorax. All legs were removed at the femur and antennae were glued along all segments to reduce stimulation of mechanosensory afferents that are presynaptic to the GFs (Lehnert et al., 2013) . Although this enabled isolation of visually and optogenetically evoked responses, it prevented monitoring of behavior and decreased GF spiking in response to looming stimuli, as has been observed previously in restrained flies (Fotowat et al., 2009; von Reyn et al., 2014) . Analysis of the GF response to visual stimuli was therefore limited to subthreshold responses.
To access the GF soma for whole-cell recording, the cuticle and trachea were removed directly above the GF soma location and the brain was perfused with standard extracellular saline (103 mM NaCl, 3 mM KCl, 5 mM N-Tris (hydroxymethyl)methyl-2-aminoethane-sulfonic acid, 8 mM trehalose, 10 mM glucose, 26 mM NaHCO3, 1 mM NaH 2 PO 4 , 1.5 mM CaCl 2 and 4 mM MgCl 2 , pH 7.3, 270-275, bubbled with 95% O2/5% CO2 and held at 22 C). To disrupt the perineural sheath, collagenase (0.5% in extracellular saline) was locally applied through a patch pipette. Patch clamp electrodes (3.8-6 MU) were filled with intracellular saline (140 mM potassium aspartate, 10 mM HEPES, 1 mM EGTA, 4 mM MgATP, 0.5 mM Na 3 GTP, 1 mM KCl, 20 mM Alexa-568-hydazide-Na, 260-275 mOsm, pH 7.3).
For the majority of experiments, GF were targeted blindly, identified by their large diameter soma (>25 mm) residing deep within the posterior cell body layer, a hyperpolarized resting membrane potential, and a complete absence of spiking at rest (all other large soma neurons in that region are located in a more superficial soma layer, have a relatively depolarized resting membrane potential, and have basal firing rates). Recordings were acquired in current-clamp mode with a MultiClamp 700B amplifier (Molecular Devices), low-pass filtered at 10 kHz, and digitized (Digidata 1440A, Molecular Devices) at 20 kHz. Recordings were deemed acceptable if a high seal resistance ($8 GU) was achieved before membrane rupture and the resting membrane potential was % À55 mV. Current was not injected to bring the membrane potential to a particular resting level and traces were not corrected for a 13mV liquid junction potential (Gouwens and Wilson, 2009 ).
Optogenetics for Electrophysiology
Optical activation during whole cell electrophysiology was performed by delivering light pulses through a custom made eyepiece adaptor into the light path of a 40x water immersion objective, using a collimated LED light source (590nm, Thorlabs). The output for LED driver settings of 50, 75, and 100% corresponded to 7, 38, and 82 mW/mm 2 , as measured in air with a power meter (PM100D, Thorlabs) at the working distance of the objective. Light stimuli were triggered in MATLAB through a NI-DAQ device (National Instruments) connected to the LED driver. At a 20 kHz sampling rate, there was no detectable lag between trigger pulse and light stimulus, as measured with a photodiode placed at the working distance of the objective. Therefore, trigger pulses recorded in parallel with membrane voltage traces were used to temporally align traces. Single trials consisted of three light pulses (5 ms duration) of the same intensity separated by 30 s. Trials were randomized with respect to light intensity and two trials per intensity were recorded per fly. All genotypes used in optogenetic experiments were not genetically rendered to be blind. In negative control, standard cornmeal fed flies, light evoked a delayed response ($9 ms latency from light on), characterized as a small hyperpolarization proceeded by a depolarization. We observed this response across all tested genotypes of flies raised on cornmeal food and assumed that this response was due to direct photoreceptor activation. Therefore, to isolate specific responses of CsChrimson mediated neural stimulation in retinal fed flies, we subtracted the cornmeal fed response from the retinal fed response (Figures S2A-S2C ).
Visual Stimuli for Electrophysiology
Visual stimuli during whole-cell recordings from GF soma were presented as described previously (von Reyn et al., 2014) . In brief, stimuli were back projected at 360 Hz onto a 7-inch diameter hemisphere at a 768 x768 resolution. All stimuli were generated in MATLAB using custom scripts and consisted of a dark disk on a white background. Looming stimuli were modeled on objects approaching the fly at a constant velocity and generated using Equation 1. Constant angular velocity stimuli were generated using the following equation,
where q is the angular size of the stimulus, v a is the angular velocity, and q = 0 at t = 0. All stimuli were corrected for distortion and irradiance differences as described previously (von Reyn et al., 2014) and were displayed using the Psychophysics Toolbox (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997) for MATLAB.
Modeling
A multiplicative, looming detector model was applied as described according to Gabbiani et al., 1999 . In brief, the GF response was modeled by the following equation,
where q is the angular size of the stimulus and j is the edge velocity ðj = _ q=2Þ. The neural delay (d) and constant (a) were estimated from the y-intercept and slope, respectively, of the linear fit in Figure 6A . The proportionality constant C was determined by fitting Equation 2 to the average GF responses across r/v using an iterative least-squares algorithm.
To assess angular size or angular velocity encoding within the LC4 and non-LC4 components of the GF response, each component's contribution to the average GF response across r/v was plotted with respect to angular size or angular velocity. Excitatory, non-LC4 dependent tuning to angular size was modeled using a standard Gaussian function to fit the mean LC4-silenced, baseline-subtracted GF looming response with respect to the time-delayed (d 1 ) stimulus angular size across r/v ( Figure 7C Excitatory, non-LC4 dependent tuning to angular velocity was modeled using a standard Gaussian function to fit the mean LC4-silenced, baseline-subtracted GF looming response with respect to the time-delayed (d 1 ) stimulus angular velocity across r/v ( Figure 7D Excitatory, LC4-dependent tuning to angular size was modeled using a standard sigmoid function to fit the mean, baseline-subtracted LC4 component of the GF looming response (LC11 x Kir2.1 control response minus LC4 x Kir2.1 response) with respect to the time-delayed (d 2 ) stimulus angular size across r/v ( Figure 7E ):
1 + e ÀC 10 ðqðtÀd 2 ÞÀC 9 Þ
Excitatory, LC4-dependent tuning to angular velocity was modeled using a standard sigmoid function to fit the mean, baselinesubtracted LC4 component of the GF looming response with respect to the time-delayed (d 2 ) stimulus angular velocity across r/v ( Figure 7F ):
1 + e ÀC 14 ð _ qðtÀd 2 ÞÀC 13 Þ
Non-LC4-dependent inhibition was modeled as a time delayed (d 3 ) sigmoid fit to the mean LC4 silenced, baseline subtracted GF response during static disk presentation ( Figure S7A 
where q is the angular size and _ q is the angular velocity of the stimulus, C 1 -C 21 are constants determined using an iterative leastsquares algorithm, and d 1 -d 4 are neural delays. Constants and neural delays are as listed in Table S1 . Neural delays for excitatory components were derived based on the latency of the peak response with respect to TOC (non-LC4 component, as described in Gabbiani et al., 1999) or the latency of the peak response with respect to the cessation of stimulus motion (LC4 component). Neural delays for inhibitory components were derived from the average latency between disk disappearance and the last peak in the hyperpolarization (non-LC4 component) and between disk appearance and the first peak in the depolarization (LC4 component) across trials.
Linear integration, looming detector models were derived by linearly combining two excitatory and two inhibitory inputs. One model ( Figure 8A ; Figure S8A ) summed non-LC4 dependent angular size excitation (Gaussian fit from Figure 7C ), LC4 dependent angular velocity excitation (sigmoid fit from Figure 7F ), non-LC4 dependent inhibition (sigmoid fit from Figure S7A scaled to account for simultaneous excitation and inhibition), and LC4 dependent inhibition (Gaussian fit from Figure S7B ). An alternative model (Figure S8B ) summed non-LC4 dependent angular size excitation (Gaussian fit from Figure 7C ), LC4 dependent angular size excitation (sigmoid fit from Figure 7E ), non-LC4 dependent inhibition (sigmoid fit from Figure S7A scaled to account for simultaneous excitation and inhibition), and LC4 dependent inhibition (Gaussian fit from Figure S7B ).
QUANTIFICATION AND STATISTICAL ANALYSIS
Single-fly video data acquired from freely behaving flies in response to optical activation stimuli or looming stimuli were analyzed manually. The escape sequence duration was determined by the latency between the frame of initial wing movement and the last frame in which the fly's tarsi made contact with the prism. Annotations were performed by a technician blind to the experimental genotypes.
All data processing and analysis were performed using custom MATLAB scripts. For optogenetic electrophysiology experiments, GF membrane potential traces were baseline subtracted (using the average response in the first second preceding the light pulse) and averaged for each fly. Activation latencies were measured when the average GF response exceeded three standard deviations above the baseline response.
GF membrane potential traces acquired during presentations of looming, disk, or expansion stimuli were filtered (Savitzky-Golay, 4th order polynomial, 10ms frame size), baseline subtracted, and averaged per fly as specified in the figure captions. To determine the magnitude and timing of the maximum GF response during looming expansion, the Savitzky-Golay frame size was adjusted to 1/10 th the length of the looming stimulus. Hyperpolarizing responses during stationary disk presentations were quantified as the average response during the middle 500 ms that the disk was held on the screen.
Data were tested for normality with a Kolmogorov-Smirnov test and the appropriate non-parametric test was chosen if data were not normally distributed. R-squared values were calculated to assess the goodness of linear, sigmoid, and Gaussian fits to the data. We report the best of these fits for each component of the GF response. Model predictions were evaluated by calculating the Pearson correlation coefficient during stimulus presentation (when q s 0) across average stimuli responses and across individual fly responses. All statistical tests and significance levels for data comparisons are as specified in the figure captions.
DATA AND SOFTWARE AVAILABILITY
Information about and requests for data can be directed to and will be fulfilled by the Lead Contact, Gwyneth M. Card (cardg@janelia. hhmi.org) . Linear model functions written in MATLAB will be deposited to ModelDB (https://senselab.med.yale.edu/modeldb/).
ADDITIONAL RESOURCES
Immunohistochemistry protocols for driver expression visualization and Multi-Color Flip Out: https://www.janelia.org/project-team/ flylight/protocols.
