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Ultrasonic signal processing presents several chaDenges with respect to both noise 
removal and interpretation. The interference of unwanted reflections from material grain 
structure can render the data extremely noisy and mask the detection of small flaws. It is 
therefore imperative to separate the flaw reflections from grain noise. The interpretation or 
classification of ultrasonic signals in general is relatively difficult due to the complexity of 
the physical process and similarity of signals from various classes of reflectors. 
Adaptive noise cancellation techniques are ideally suited for reducing spatially 
varying noise due to the grain structure of material in ultrasonic nondestructive evaluation. 
In this research, a multi-stage adaptive noise canceflation (MANC) scheme is proposed for 
reducing spatially varying grain noise and enhancing flaw detection in ultrasonic signals. 
The overall scheme is based on the use of an adaptive least mean square error (LMSE) filter 
with primary and reference signals derived from two adjacent positions of the transducers. 
Since grain noise is generally uncorrelated, in contrast to the correlated flaw echoes, adaptive 
filtering algorithms exploit the correlation properties of signals in a C-scan mage to enhance 
the signal-to-noise ratio (SNR) of the output signal. 
A neural network-based signal classification system is proposed for the interpretation 
of ultrasonic signals obtained from inspection of welds, where signals have to be classified as 
resulting from porosity, slag, lack of fiision. or cracks in the weld region. Standard 
techniques rely on differences in individual A-scans to classify the signals. This thesis 
investigates the need for investigating signal features that incorporate the effects of beam 
spread and echo dynamics. Such effects call for data interpretation schemes that include a 
neighborhood of A-scans carrying information about a reflector. Several ultrasomc signal 
features based on the information in a two-dimensional array of ultrasonic waveforms, 
ranging from the estimation of statistical characteristics of signals to two and three-
dimensional transform-based methods, are evaluated. A two-dimensional scan of ultrasonic 
testing is also represented in the form of images (B- and B'-scans). Multidimensional signal 
and image-processing algorithms are used to analyze the images. Two and three-dimensional 
Fourier transforms are applied to ultrasonic data that are inherently three-dimensional in 
nature (2 spatial and I time). A variety of transform-based features are then utilized for 
obtaining the final classification. 
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CHAPTER 1. INTRODUCTION 
l.l Weld Inspection and Ultrasonic Nondestructive Evaluation (NDE) 
Welding is the most efficient way to join metals. It is also the only way to join two or 
more pieces of metal to make them act as one piece. Welding is widely used to manufacture 
or repair all products made of metal. Welds are encountered in many structures such as gas 
transmission pipelines, nuclear power reactors, aircrafts. automobiles, and ships. 
In order to understand the concept of welding, we must first define joint and weld. A 
joint is the junction of members or the edges of members that are to be joined or have been 
joined. Welds in metals are produced either by heating materials to the welding temperature, 
with or without the application of pressure, or by applying pressure alone, again with or 
without the use of filler metaL Several types of weld joints exist, such as butt, comer, edge, 
lap. and tee joints. 
Some of the commonly used, methods in the arc welding process are shielded metal 
arc welding (SMAW) and gas metal arc welding (GMAW) [1I[21, SMAW is a process that 
contains an arc between a covered electrode and the weld pool. GMAW is an arc welding 
process that uses an arc between a continuous filler metal electrode and the weld pool. The 
process is used with shieldmg from an externally sttpplied gas and without the application of 
pressure (Rgure l.L). GMAW is used in aD. industrial manufacturing operations, military 
equipment, and field constructions including gas pipelines. 
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Figure 1.1 The gas metal arc welding process [L]. 
Weld defects are produced by material stress, fatigue, and environmental changes as 
well as the manufacturing process. During weld inspection, the commonly occurring defects 
in welded joints are porosity, slag, lack of fiision. and cracks. These defects can be 
categorized into two major types of discontinuities, namely volumetric and planar. 
Volumetric discontinuities include porosity and slag. Lack of fiision and cracks in the joints 
are referred to as planar flaws. Porosity is one of the most common weld defects. The main 
cause of weld metal porosity is the contamination of hydrogen in the weld metal. Porosity 
can be classified by size and location. It may be scattered in small clusters or occiff along the 
entire length of the weld [3]. Fine scattered porosities are less severe than larger porosities, 
which are clustered or aligned. Aligned porosity is normally related to lack of fiision [4]. 
This defect is easily detected by radiographic inspection of the welds. Slags produced in arc 
welding serve as scavengers of impurities in the molten metal pool. This process forms a 
slag blanket over the weld that controls the cooling rates and excludes atmospheric o;qrgen 
fijom the hot metal surfiice. 
3 
Slag inclusions are often characterized by their location at the edges of the underlying 
metal deposits^ where they often tend to extend longitudinally along the weld. They are 
generally detected by radiographic testmg and have irregular shapes and sizes. Since slag 
inclusions cause a weakening of the weld and often serve as crack initiation points, this type 
of defect could probe difficulty for the operator to decipher the characteristics that exist 
between crack and slag inclusions. Porosity and slag inclusions are volumetric anomalies 
that mainly occur in the manufacturing welding process. They are considered to be less 
severe in terms of strength, but they can essentially deform material characteristics and 
im'tiate critical cracks. 
Lack of fiision is a very common planar type of weld defect. It represents an area that 
suffers from hTSuffident mechanical binding between weld metal and base metal. Since the 
two surfaces of weld and base metal are pressed closely together, this type of defect is 
normally not detectable by radiographic examination. Although lack of ftision is in general 
not an acceptable weld defect, it is characterized as a planar defect and treated in the same 
way as cracks. Cracks are the most severe of the defects in a weld. Cracks may be 
embedded on the surface of the weld metal or in the heat affected zones. Most cracks occur 
during solidification and cooling, while some cracks may also develop at a later stage caused 
by stress or environmental conditions such as stress corrosion and fatigue. Cracks are 
difficult to detect by radiographic inspection alone unless their planes are ab'gned with the 
radiation direction. 
To ensure cost saving and safety, weld defects are inspected by nondestructive 
methods that use one of inspection processes — visual, radiographic, or ultrasonic inspection. 
Radiography is most sensitive to volumetric type discontmuines because of the principle on 
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which it works, i.e., absorption of radiation. The use of radiographic inspection technique is 
most prevalent in the shipping industry. The predominant types of discontinuities detectable 
in radiographic inspection are volumetric (slag and porosity). 
Ultrasonic flaw detection has long been the preferred method for welding inspection 
in the nuclear industry. The safety, accuracy, and simplicity of the technique have continued 
to push the use of ultrasonics in piping welds inspection. In addition, ultrasonic testing has 
been reported to be more reh'able m detecting planar weld discontinuities such as cracks and 
lack of fusion [51[61. Ultrasom'c inspection [Tj can be carried out using straight beam and 
angle beam incident waves. Straight beam testing is often insensitive to cracks. For 
example, if the defect is vertical and thin, it will not reflect enough sound back to the 
transducer to ensure its detection. The other method of ultrasound testing is via angle beam 
inddence. Angle beam transducers use the principles of refraction and mode conversion to 
produce refracted shear or longitudinal waves in the test material. The process involves 
scanning the surface of the material around the weldment with the transducer. This refracted 
sound wave bounces off a reflector (discontinuity) in the path of the sound beam. With 
proper angle beam techmques, echoes returned from the weld zone allow the operator to 
determine the location and type of discontinuity. 
Practical applications of radiographic mspection have several problems such as: 
1. Radiation hazards that cause unnecessary delays unto radiographic inspections are 
complete. 
2. Inspection results are not nnmediately available, as the radiographic film must be 
processed and interpreted before the inspection is complete. 
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Ultrasonic inspection, on the other hand, presents no safety hazards. Concurrent 
work in adjacent areas can continue during the inspection procedure. Moreover, the 
inspection results are available immediately because the ultrasonic operator inspects, 
interprets, and disposes the weld at the time of the inspection. An additional advantage is the 
potential for more accurate sizing of discontmuities through the use of sophisticated software 
such as synthetic aperture focusing techniques (SAFT) [8][9]. In recent years, automated 
signal analysis systems have found increasing applications in ultrasonic weid inspection 
largely because these systems can potentially improve the ability to acquire and analyze data 
in a consistent manner. 
This thesis attempts to develop an automated signal classification (ASC) system for 
consistent and accurate interpretation of weld ultrasonic data obtained from weld inspection. 
ASC system is also referred to as knowledge-based system since the system can embed 
expert knowledge in the analysis algorithms. Instead of relying only on ultrasonic amplitude, 
discontinuity length, and proximity measurements to interpret the signal, ASC system can 
determine discontinuity types, namely, crack, slag, porosity, and lack of fusion with higher 
accuracy and consistency. 
To achieve optimum accuracy of the ASC system, a significant amount of effort was 
first focused on reducing the noise in the ultrasonic measurements caused by material grain 
structure. A multi-stage adaptive noise cancellation (MANQ scheme is proposed for 
reducing spatially varymg grain noise and enhancmg flaw detection in ultrasonic signals. 
This scheme is based on the use of an adaptive least mean square error (LMSE) filter with 
primary and reference signals derived from two adjacent positions of the transducers- The 
concept of LMSE filter is also extended to the development of a multistage adaptive wavelet 
6 
de-noising filtering algorithnu 
This thesis also investigates the need for incorporating the effects of beam spread in 
ultrasonic signal classification. Such effects call for data interpretation schemes based on the 
information in a neighborhood of A-scans about a reflector. A two-dimensional scan of 
ultrasonic testing is usually performed resulting in a three-dimensional volume of data (2 
spatial and I time). Multidimensional signal processing and data fusion algorithms have 
been developed to analyze the data in Fourier and wavelet transform domains. 
1.2 Adaptive Noise Cancellation 
In ultrasonic inspection, detection of small flaws is often rendered difficult by the 
clutter introduced due to the grain structure of the material. The scattering of ultrasonic 
waves firom grain boundaries can interfere and introduce artifacts in the received signal that 
can sometimes mask indications of a small flaw. For instance, the grain noise can hinder the 
detection of small but potennaHy dangerous flaws, such as hard-a inclusions in titanium 
alloy components [10]. Furthermore, since grain structure typically varies spatially within 
the material, grain noise can be considered to be a stochastic process [11]. 
Several signal processing techniques have been developed over the years to reduce 
grain noise, including spatial averaging [12]. bandpass filtering [13]. split-spectrum 
processing [14]. and adaptive signal processing [15]. Among these procedures, adaptive 
signal processing algorithms have gamed popularity in recent years primarily due to its 
ability to handle spatially varying noise in signals. An adaptive grain noise cancellation 
algorithm for ultrasonic signals using an m&ute m^ulse response (IIR) filter is reported in 
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[16]- The adaptive filter automatically adjusts its parameters by making use of the 
correlation between reference and auxiliary inputs from two sensors. However, when the 
underlying assumptions regarding the correlation properties of signal and noise are not 
strictly satisfied, the adaptive signal processing (ASP) algorithm can result in sub-optimal 
performance. 
This research proposes a multi-stage adaptive filtering (MAF) scheme for enhancing 
the signal-to-noise ratio (SNR) by performing grain noise cancellation in stages. At each 
stage, the filter exploits the statistical correlation properties of grain noise and flaw 
indications in A-scans obtained from adjacent positions of the transducer. It is shown that 
each stage of the adaptive noise cancellation (ANQ algorithm not only increases the SNR of 
the input signal but also reduces the correlation between flaw and noise signals. 
Consequentiy, a second stage of ANC fiirther increases the SNR of the signal. 
1.3 Multi-dimensional Signal Qassification 
A second focus of this thesis is ultrasonic testing (UT) signal classification. ASC 
systems are being used increasingly in nondestructive testing (NDT) largely due to their 
ability to provide accurate and consistent interpretation of large volumes of data. ASC 
systems have been used successfiiHy to classify signals obtained from a wide variety of 
sources, including ultrasonic, eddy current, and magnetic flux leakage signals [17]. In 
ultrasonic nondestructive testing, a transducer sends an ultrasonic wave into the test sample 
and receives the reflected wave from discontinuities in the sample. The received energy is 
converted into an electrical signal by the transducer, resulting in a one-dimensional time 
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domain signal called an A-scan at each transducer position. A raster scan of a two-
dimensional area is used to collect A-scan signals. Each position in the raster scan generates 
a three-dimensional volume of data. Alternate techniques for representing ultrasonic signals 
are by displaying the collection of A-scans in a line scan to form a two-dimensional image. 
The B-(axial scan) and B'^-scan (circumferential scan) represent a cross-sectional view of the 
object on a plane that is normal to the surface of the probe. A C-scan image shows the plane 
view of the test specimen. In order to produce a C-scan, the probe is mechanically scanned 
over the surface. Typically, the pixel values in C-scan are generated by peak value in each 
.A-scan signal. The amplitude of the reflected signal is used to modulate the intensity of 
pixels in an image. 
In conventional ASC systems, a discontinuity type is determined by using the 
amplitude and the shape of the A-scan data. A schematic of the generic ASC system is 
shown in Rgure 1.2. The raw NDT signal is applied to a preprocessing block that is used to 
de-noise the signal and extract features. Noise clutter, caused by the grain structure of the 
material, often hinders detection of a signal class. Hence, de-noising the signal will enhance 
the ability of the ASC system to detect small flaws. In order to interpret the signal 
accurately, we must take into consideration features or invariant attributes of the signal that 
contain necessary discrmmatory information. The feature vectors then becomes inputs to a 
classification system that provides the result. The classifier, usually a clustering algorithm or 
a neural network, is first trained to distinguish between the different classes using a training 
data set. In general, ultrasonic signal classification systems are based on processing 
individual A-scans [18][19]. In many signal classification applications, the investigation of 
individual A-scans is the most logical and intuitive way to view signals. Even though these 
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Figure A generic automated signal classification scheme-
approaches show reasonable success in ultrasonic testing data analysis, a single A-scan signal 
itself cannot represent a type of flaw in time, space, or transform domain. 
Ultrasound intensity along the beam is not uniform due to the finite aperture of the 
source that gives rise to diffraction effects [201[211[221[23]. There are extensive fluctuations 
near the source, known as the near field or Ercsnel zone. Because of the variations within the 
near field, it can be extremely difficult to characterize flaws accurately in materials. The 
ultrasonic beam is more uniform in the far field or Eraimhofer zone. In this zone, the beam 
spreads out as if originating from the center of the transducer. Rgure 1.3 shows the near/far 
field zone transition at a distance iV that is significant because amplitude variations that 
characterize the near field change to smoothly declining amplitude as the distance from the 
transducer increases. The near and far distance measure can be written as 
10 
Figure 1.3 The near and far zones of the ultrasonic beam [21]. 
( L I )  
V 
where r is the radius of the transducer aperture./is the frequency of the transducer, and v is 
the velocity of sound in the hquid or solid medium. 
Beam spread is an important consideration in transducer selection [24] [25]. It defines 
how much the beam will spread with distance. Beam spread is largely determined by the 
frequency of the sound waves. A high frequency transducer produces a narrow beam, and a 
low frequency transducer produces a wider beam. Due to the beam spread, information 
about a scatterer is present in a neighborhood of A-scans. Hence, it is important to analyze 
the B- and B^-scan images collectively and thereby capture the echo dynamics in ultrasonic 
signals. 
The effectiveness of B-scan analysis in showing flaw details depends upon the 
relationship between the flaw size and beam area. The larger the sound-beam area, the 
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greater the number of small discontinuities illumniated by the sound. Several of these echoes 
retuming at the same time can add and cause an ultrasonic flaw-type mdication of rejectible 
amplitude. It is. therefore, necessary to analyze a neighborhood of signals prior to making a 
classificarion decision. Such an approach provides a better estimate of the dynamics in the 
signal. 
Previous work on the classification of a group of A-scans using principal component 
analysis has been reported in [26], where the statistical variance of a group of A-scans in a 
neighborhood is computed. Classification is based on the fact that geometric indications in 
the material do not vary much spatially and consequently have a lower variance than those 
obtained from mregular flaws. Although this technique is computationally simple, the 
scheme does not capture all the characteristics of the signal. This thesis investigates the 
application of wavelet transform to analyze the set of A-scans. Furthermore, it experiments 
with multi-dimensional Fourier transform for the B- and B'-scan data and three-dimensional 
moments on the spatial and frequency domain to obtain a final classification for a flaw. 
1.4 Organization of the Thesis 
Chapter 2 addresses the problem of enhancing signal-to-noise ratio of ultrasonic 
testing signals. A commonly used technique known as split spectrum processing is first 
described with a discussion of its limitations. In Chapter 3. the principles of adaptive noise 
cancellation using finite impulse response (FIR) filters, its extension to the multi-stage 
adaptive filtering process, and the feasibility of using two adaptive filters m cascade for 
obtaming improved performance are discussed. Experimental results with regard to various 
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parameters such as effects of filter length, convergence rates, and transducer spacing are also 
described in this chapter. Additionally an adaptive wavelet de-noising method also is applied 
to compare the performance of the multi-stage adaptive filtermg method. Chapter 4 
addresses the problem of ultrasonic signal classification. Previous work based on A-scan 
classifications with respect to feature extraction and classification schemes are presented. 
Chapter 5 presents a proposed approach to multi-dimensional signal classification that uses 
two-dimensional feature vector of B- and B'-scan images as they are applied to the ultrasonic 
weld inspection. In addition, the principal components use to reduce the dimensionality of a 
feature vector. Three-dimensional moments also exploit in the spatial and firequency domain. 
Finally, conclusion and future plans are discussed in Chapter 6. 
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CHAPTER 2. SPLIT SPECTRUM PROCESSING 
Using ultrasonic nondestructive evaluation to detect small flaw signals of a specimen 
with large microstructures can be a difficult task due to the interference caused by scattering 
firom grain boundaries. Although recent improvements in hardware technology allow 
transducers to operate at higher frequencies with a smaller focal spot size, the microstructure 
grain noise in test material cannot be reduced by conventional linear filtering or by time 
averaging. Several signal processing algorithms have been developed for minimizing the 
effect of the noise while maximking the signal. Approaches such as Wiener filtering 
[27] [28 J. spatial averaging [12], and maximum likelihood estimation [29] have all been 
utilized for noise suppression in ultrasonic testing. These methods use fixed filters based on 
a single noise model. However, in many practical applications, noise is usually time varying, 
f^ed filters, therefore, are in general ineffective in reducing grain noise. Split spectnun 
processing is a techm'que proposed in [ 14] that was shown to be very effective in reducing 
grain noise. This technique is described in detail below. 
2.1 Review of Split Spectrum Processing 
In the last decade, split spectrum processing (SSP) was shown to be a very promising 
tool to enhance the signal-to-noise ratio (SNR) of ultrasonic test signals [30][3I1[321[331[341 
[351. The basic problem with ultrasonic grain noise reduction is that the signal energy of 
both the flaw and microstructure Bes withm the same frequency range. Hence, typical 
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filtering techniques, such as a lowpass, highpass, or a single bandpass filter are not effective-
Any filter designed to eliminate the nricrostructure signal would also result in the loss of the 
flaw signal. 
In split spectrum processing, the firequency band containing most of the Qaw signal 
energy is evenly divided into a number of smaller fi^quency bands. A bank of bandpass 
filters represents these frequency bands. The bank of filters is applied to an ultrasonic signal, 
and the minimum output at each point in time is taken as the final output with reduced a 
raicrostructure signal and enhanced flaw reflections. Figure 2.1 is a block diagram of split 
spectrum processing. As illustrated in this diagram, the input x(n) is presented to the bank of 
bandpass filters. y,(«). i=I,2 L. represents individual filter outputs. Once the fflter 
outputs are calculated, the final output value, y(n), is selected to be irc^{y,(n)} for the 
corresponding point in time n. The algorithm was implemented in fi-equency domain. 
The spectrum of the ultrasomc signal x(n) was obtained using Discrete Fast Fourier 
transform as 
where Wy =^exp(,—J2jt/N) and N is a. length of an ultrasonic signal. Split spectnmi 
processing splits the spectrum mto different frequency bands usmg Gaussian filters defined 
•V-I 
(2.1) 
0 
by 
C,(^) = (2;rcr-)-"-exp (2.2) 
15 
rM yua^ 
UB> NCmnozaooo of yna) Output si(iBd ytm 
A 
Figure 2.1 A block diagram for split spectrum processing. 
where /, is the mean frequency and a " is the variance of the Gaussian filter. Theoretically. 
a time limited signal produces an infinite bandwidth. However, because of the frequency 
response of the ultrasoiuc signal, the optimal frequency region selection is limited to a 
frequency band of B Hz defined by I ^ shown in Rgure 2.2. Thus, the number 
of frequency bands is 
= (23) 
where T is the total time duration of the ultrasonic signal. The optimum frequency separation 
of two successive filters is 
Af =:5E£2L_^2!2LHZ (2.4) 
M -I Gaussuat 
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Figure 2.2 Split spectrum ffltering scheme. 
Hgure 2.2 shows the filtering scheme of the original wide-band signal. The center 
frequencies of the Gaussian filters are selected so that they fall within the usable limited 
bandwidth B. Therefore, the filter center frequendes are defined as 
t=i.2.....L as) 
where £. is the number of Gaussian filters. The Gaussian filters were used, to split the 
spectrum into several overlapping bands so that none of the frequency components of the 
original signals are lost in the processing. 
The output of the overlapping Gaussian filters with different center firequencies 
consist of the different split spectnu i = lJ2^ . The time domain signal of 
each individual firequency bands can be found, by computmg mverse Fourier transform, 
which can be written as 
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Guunoit * (2.6) 
E^ally. the time domain signals from each individual frequency band are then passed 
through a minimization stage, and the final output signal is computed as 
The basic objective of this technique is to suppress the reflection from grain 
boundaries whfle retaining the flaw echo. The signals from rain boundaries, in general, are 
random and uncorrelated signals [ 14}. Hence the reflection from grain boundaries interferes 
to produce a resultant signal whose net phase and amplitudes depends more strongly on 
frequency than a flaw signal. Due to this sensitivity of grain echoes on the frequency band, a 
minimization method rather than averaging is more effective in suppressing the grain noise in 
the final output. Therefore, split-spectrum processing technique can enhance the signal-to-
notse ratio while suppressing the grain noise signals. 
2 J. Limitations of Split Spectrum Processing 
Split-spectrum processing (SSP) methods are sensitive to filter parameters such as 
center frequency /, of the filters, the center firequency spacing 4^ Gaussian filter variance a: 
and. the minimization scheme. In this section, we analyze limitations of the SSP technique 
using a synthetic signaL 
y(n) = min[y,(n)J n = 1.2— N. (2-7) 
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2.2.1 Effect of a and Minirrazation Scheme 
Consider a synthetic windowed sine wave x(n) of frequency 50 Hz expressed as 
0, 
xin) = 
0, 
0<n<250 
250</i<350 
35l</i<600. 
(2.8) 
Adding Gaussian noise to the signal, we get the signal model equation 
yin)=x(n) + r}in) (2.9) 
where r](n) is an additive Gaussian noise of zero mean and variance 2. The signal y(n) is 
plotted in Rgure 2.3. The input signal yin) is of a length of 601 samples obtained at 1000 Hz 
sampling frequency. Consequently, the total time duration (T) of the ultrasonic signal is 
0.601 seconds. As can be seen in Rgure 2.4. most of the signal energy lies in the frequency 
range 40 - 60 Hz. giving a valuable bandwidth B of 20 Hz, In general, the variance of 
Gaussian fQters (o) is constant and can be expressed as 
where a is a scaling factor used for determining the width of Gaussian filters. Based on the 
separation of the filters. must be chosen as 1.8182 Hz using Equation (2 J). 
b = <T' =a*Af (2.10) 
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Figure 2.4 The frequency response of the input signal m Figure 23. 
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Rgure 2.5 shows the effect of a on the filter output. As shown in Rgure 2.5-(a) and 
(b), for small values of a, the SSP outputs are not enhanced. If a is less than the frequency 
spacing Af, the Gaussian filters are non-overlapping. This means that the frequencies in 
between two neighboring Gaussian filters are passed without filtering. Therefore, the a 
value should be selected to be greater than Af. In this example, the value of a must be 
greater than 2. Also, too large a value of a can make the shape of Gaussian filters 
asymmetrical when the value of a is greater than 8. Therefore, the optimal value of a is 
chosen to be 4 and the variance b is 7.2727 in this experiment. Rgure 2.6 shows the output 
using the SSP technique. In Rgure 2.6-(a). the final output of the SSP filters is obtained by 
selecting the minimum output according to Equation (2.7). The use of an alternate 
minimization algorithm called the polarity minimization scheme produces the output shown 
in Rgure 2.6-(b). The polarity minimizarion scheme can be described in the following 
equation. 
[max{| y,(rt)|,t = L2,...,iV} t/fori.y,(n)<0 or v,(n)>0 
In polarity thresholding, the output is set to the maximum magnitude value of the 
ensemble if there is no polarity change. Otherwise, the output is assigned to zero. Correlated 
peaks, a likely indication of the presence of a target, will be naaxinrized in amplitude, 
otherwise the amplitude value is set to zero. Rgure 2.7 shows the result obtained usmg a 
single bandpass filter with passband fi^quency range [40 - 60 As seen in this result, the 
multiple bandpass filters within the usable spectral range provide better SNR than those 
obtained using a single bandpass fDter. 
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Figure 2^ Output of SSP with different values of a (a) a=03. (b) a=l. (c) a=4. and (d) 
a=8. 
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minunization scheme. 
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1 2 1  Signals with Two Distinct Erequencies 
Suppose a signal x(n) is composed of two sinusoids of frequendes 50 Hz and 120 Hz. 
as described below: 
x{n) = 
0. 0<«<250 
siniTjf^n) + svailjf-,"), 250 <n< 350 
0. 351 <« <600 
(2-12) 
Adding a Gaussian noise of zero mean and variance 2 to the signal .x(n), the resultant signal 
with noise can be expressed as in Equation (2.9). The input signals. x(n) and y(n) are plotted 
in Figure 2.8-(a) and (b), respectively. Again^ the mput signal y(n) is of a length of 601 
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samples obtained at 1000 Hz sampling frequency, and the total time duration (T) of the 
ultrasonic signal is 0.601 seconds. In Figure 2.8-(c), most of the signal energy lies in the 
frequency range 40 ~ 130 Hx, and the bandwidth of the usable spectrum becomes 90 Hz. 
Therefore, the number of Gaussian filters () is 54 using Equation (2.3). According to 
Equation (2.4). the optimum frequency separation of the filters Af must be chosen as 1.6981 
tk. The variance b of 6.7925 with the scaling factor a of 4 is used for determining the width 
of Gaussian filters. 
The result of SSP is shown in Hgure 2.8-(d). The output of SSP fails when the input 
signal contains two significant frequencies as seen in Hgure 2.8-(d). Since the most 
dominant energy bands are two separate frequency ranges. 40 ~60 Hz and 110 - 130 Hz. the 
final result is not as desirable as when the range is chosen as 40 ~ 130 Hz. This result clearly 
shows that the SSP technique works only when the target fi^quency is contained in a single 
wideband. Also, when the target and noise frequencies are very close, the techm'que is not 
very effective in selectively reducing the noise as will be shown in the next chapter. 
2.2J Effect of/,-/j 
In order to analyze the effect of an interval between two distinct firequencies. the 
split-spectrum processing technique was implemented on signals containing two fiiequencies 
/; and/2. Using Equation (2.12), test signals were generated with// = 50 Hz and various 
values for 60.70. and 80 Hz. 
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Figure 2.8 SSP result witti two frequencies, (a) an original input signal x(n), (b) a signal 
added zero mean and variance 2. (c) spectrum of yfn), and (d) output signal. 
The results of implementing SSP on the test signals are shown in Rgures 2.9. The 
original input signals are presented m the top row. Addmg a Gaussian noise of zero mean 
and variance 2 to the origmal signaL the resultant signal with noise and its spectrum are 
shown in the second and third rows, respectively. The usable frequency range for the SSP 
process is obtained from the spectra of noisy signals. 
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The SSP parameters used in this experiment are summarized in Table 2.1. The last 
row in Rgure 2.9 shows the results of split-spectrum processing. In the case (/i=60 Hz and 
/:=70 Hz), the outputs of split-spectrum processing showed a reduction of noise components 
while retaining the original signal. However, at other frequencies of/2 the results show not 
only a suppression of noise components but also loss of the original signal 
We have reviewed some limitations of the split-spectrum processing technique. For 
enhancement, the SSP technique has proved to be effective in noise suppression but 
only under certain conditions. For example, the method fails if the signal is composed of 
multiple frequencies. 
Table 2.1 The parameter values used to compare the effect offz-fi (The scaling factor is 
shown to be 4 and / =50 EIz). B stands for the limited bandwidth on split-spectrum 
processing. 
fz  B (Hz) ¥ b = a -
60 [40.70] 1.7647 7.0588 18 
70 [40.80] 1.7391 6.9565 24 
80 [40.90] 1.7241 6.8965 30 
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CHAPTER 3. MULTI-STAGE ADAPTIVE NOISE CANCELLATION 
3.1 Adaptive Least Mean Square Error (LMSE) Filter 
Noise cancellation algorithms with optimal Hter weights can be fixed or adaptive, 
depending on the prior knowledge of signal characteristics. In many cases, the complete 
range of input conditions may not be known exactly or the conditions may vary with time. In 
such circumstances, an adaptive system that continually seeks the optimum within an 
allowed range of possibilities offers a much higher level of performance than fixed filters. 
Adaptive noise cancellation (ANQ algorithms estimate the impulse response of the 
filter using an iterative procedure to minimize the error between the filter output and primary 
input. The simplest adaptive filtering technique uses an LMSE finite impulse response (FIR) 
filter to perform the noise cancellation. Although ETR adaptive systems converge rather 
slowly to an optimal state, it is nevertheless used in adaptive systems due to its simplicity and 
ease of implementation. 
Figure 3.1 shows a block diagram representation of a single stage adaptive filter with 
reference input u^in) and primary input ^/[(n). The reference input, in general, represents a 
pure noise signal if available and fixed. In conventional ANC algorithms, the reference input 
is filtered and subtracted firom the primary input containing both signal and noise. The filter 
in Figure 3.1 is adaptive in that it automatically adjusts its onpulse response to minnnize the 
error signaL When this algorithm is applied to ultrasonic nondestructive evaluation (NDE). 
where the noise is spatially varymg, the primary input and reference signals are obtained 
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input d, (n) 
^Reference 
input ii,(n) 
• y.(n) 
Figure 3.1 Schematic of the adaptive noise cancellation system for ultrasonic NDE [ 15]. 
from two adjacent positions of the transducer. ui(n) and di(n) can be obtained from two 
transducers distance 5apart or alternately by choosing Ui(n) to be a time-delayed version of 
primary input di(n+6). In general, a measured signal can have both flaw and noise 
components. Suppose the primary input signal di(n}, consists of a flaw component (n) 
and noise component n^ (n). 
^t(n)=/d,(")-^"d,W (3.1) 
and correspondingly the reference signal is expressed as a sum of flaw and noise components 
(n) and (n) respectively. 
Ui{n) = (32) 
The underlying asstmiptions in this algorithm (summarked in Table 3.i) is that the 
noise components, (n) and (n) from the grain structure are imcorrelated with both 
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Table 3.1 Assumptions of correlation between primary and reference input signals made by 
an adaptive noise canceDation algorithm. 
Reference signal 1 
«i («) = /»,(«)+««,(«) 
Primary signal 
dy{n) = + k 
correlated uncorrelated 1 
uncorrelated uncorrelated 1 
(n) and (n) whereas the flaw indications (n) and (n) are correlated- The mean 
square error (MSEi) between filter output. yi(n), and primary input. di(n), is given by 
MSEi = £^,•(«)]= E\^d^ {n) - vi (/i))"J 
= f [(/d, («) - Vi («)+("))•] 
If the impulse response of the filter is represented by we have 
y\(n)=h(n)*u^(n) = }\{n)*f^{n)-^hfn)*n^^{n} = f^^(n)->rn^{n). Substituting back in Equation 
(3.3). the MSEt can be written in the form. 
iW5£i = £[(/,, (n) (n))-J+ £[(n^^ («) -«v, ("))'J 4) 
+ («) - /v, («))(«rf, (n) - «y, («))] 
The optimum filter coefficients are determined when MSEi is minnnized. If the noise 
and flaw signals are uncorrelated. the expected value of the last term is zero. Suppose f^{n) 
is simply a time-delayed version of (/r). (say (ra—/Iq )). 
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During adaptation, the filter coefficients are adjusted to h^(n+n^)r and the first term 
in Equation (3.4) goes to zero. The minimum error MSEi m this case is e\ji^ (n) (n))'j, 
and the filter output is close to zero. If the primary and reference inputs have both target and 
noise, the filter minimizes the error («)—^i («)*/,, («))' 
and the filter output has a lower noise component. In other words, the signal-to-noise ratio 
(SNR) is increased. 
Adaptive algorithms in general are based on optimizing a cenain cost function. In the 
case of the LMS algorithm, the cost function is the Mean Square Error (i.e. the mean square 
value of the error signal). The LMSE algorithm is the simplest and the most commonly used 
technique [36] [37] [38] tor estimating the filter weights. This is achieved by adjusting the 
values of the weights of the ETR filter in such a way that the cost function is minimized. 
Typical methods for reaching the minimum value include the gradient and steepest descent 
techniques. 
The input-output relationship of the ETR filter is given by 
yi(^) = 2/i,^(^)«u-a (3.5) 
/t=0 
where are the time-varying characteristic filter coefficients^ is the reference input. 
y^{k) is the output, and L is a filter length- In the steepest descent method for updating filter 
coefficients, we have 
k=ia,3. ..JV (3.6) 
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where fj. is the convergence parameter, is the error signal, is the reference input signal. 
and N is the signal length- The convergence parameter plays an important role in 
determining the performance of an adaptive system. Its value is important since it afifects the 
speed of convergence and the stability of the LMS algorithm. Since diere are no general 
rules for selecting the convergence factor /A we use a value that is stable for a given input 
signal power. In general, the normalized convergence factor [39I[401[41I is selected 
according to 
= 7 7 - 7 — 0 < / / < I  ( 3 J )  (l + L)cr-
where (l+L) is the number of filter coefficients and cr is the input signal power. In many 
applications, we need to estimate the signal power, which can be obtained as 
= aulj^ + (I -a)al_i, 0 < a «1 (3.8) 
where oris a "forgetting factor" used to reduce the influence of the past inputs. Substituting 
the normalized convergence parameter and estimated signal power in Equation (3.6), we get 
=fhjc+ , 0</^<l. (3-9) 
In the LMSE algorithm, parameters, a, fL and L, should be chosen optimally so that 
the performance of the adaptive filter is satisfactory. However, the convergence parameter fc 
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will depend on the design specifications and computing time. The goal of the adaptive 
process is to adjust the filter coefficients in such a way that they move from any initial 
condition to the minimum mean-square-error solution. Within the convergence rate margin, 
the larger the value of the faster the convergence, but less the stability around the 
minimum value. On the other hand, the smaller the value of /z. the slower the convergence, 
but more the stability around the optnnum value. In practical applications, however, we are 
dealing with non-stationary signals, and as signal conditions change, the adaptive process 
must continually update the coefficients in order to track the LMSE solution. It is. therefore, 
assumed that the signals are slowly varying satisfying stationary requirements. 
3.2 Multi-stage Adaptive E^ter 
The performance of conventional adaptive noise canceDadon techniques depends 
strongly on the statistical correlation properties of flaw and grain noise signals. If these 
assumptions are not flitty satisfied, the algorithms result in a sub-optimal performance of the 
system in improving the SNR of the ultrasonic data. In this thesis, we propose a multi-stage 
adaptive fDtering method to suppress the noise level in stages. Rgure 3.2 shows two stages 
of the proposed multi-stage adaptive noise cancellation method. The purpose of the first 
stage is to obtain a signal with improved SNR and also better correlation properties. i.e.. high 
correlation between flaw signal components and less correlation between the noise 
components, thereby enabling significantly superior performance in the second stage. The 
output of the first stage adaptive filter serves as the mput to the second stage adaptive filter. 
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The input-output relationship of the second adaptive filter Hiiz) is the same as that 
described in the previous section. The filter output y^n) of the second stage can be 
represented as 
yjji)=h4n)*y(n) 
=fUn)*f^(n)+h4n)*n^(n) ojo) 
= fjn)+njn) 
where hztn) is the impulse response of the second stage adaptive filter. The MSE associated 
with the second stage is given fay: 
MS£, = £[e5Cn)]= E\[d4n)-y^Jn))'\ 
= £[(/j_ («)-/,. (/!))-]+ £[(nj^ («) -n,. (n))-] (3.11) 
+ 2£[(/,^ («)-/„ (n))(«rf, («))] 
where £/,(n) = «/,(«) = /^(/i)+n^(«). The optimal filter minimizes the MSE2. As explained 
in the earlier section, if (n) is simply a time-delayed version of (n). the MSEi is given 
by £[(/i^ (/i))"J. In the second stage of MANC in general, the minimum 
A/5£, >iVf5£i because of using d^{n)=dy{n) and the filter output n^{n.)<n^ (n). This 
ensures that the MSE and SNR increase monotonicaHy in successive stages. This treatment 
can be extended similarly to m-stages^ where the output can be written as 
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/ e.(n) 
Figure 3^ Configuration of multi-stage adaptive noise cancellation filter (Method I). 
where d„{n) =«/,(«) = (n)+nj^ (n) and MSE^ > MSE^^ > •- - > M5£, > MSE^. 
Hgure 3 J shows an alternate configuration for multi-stage adaptive filtering in which 
the primary and reference mputs are selected firom the processed image at the output of the 
first stage. The relationship between the primary and reference inputs at the first and second 
adaptive filters is summarued in Table 3.2. In thfe method, the output of each stage is 
similar to Equation (3.4) and the mean square error is expressed for an M-stage system as 
ym(n) = hjn}* = hjn)* f^Jn)+hJn)*n,Jn) 
= f^Jn)+n^Jn) (3.12) 
and the minimum error is 
=£[eJ/i)J= E\dJn)-yJn))-\ 
(3.13) 
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Figure 3.3 Alternate configuration of multi-stage adaptive noise cancellation filter (Method 
H). 
MSE, = E^;(n)\= E\d^(n)-y^(n))-\ 
= ^[(/< («) -/v, («))']+£[(«< («)-«v, («))'] (3.14) 
-2£[(/j (/!)-/, (/i))(/i^ (n) -n, (n))] 
such that, in this case. M5£, < MSEj. 
3.3 Experimental Data and Results 
The signal processing algorithms described here were applied to real ultrasonic 
testing data with grain noise. The test specmen is a Ti block of "/i" width. 4" length and 4" 
depth shown in Rgure 3.4. It contains two synthetic Ti64 2.7% Nitrogen hard-a inclusions. 
Table 3.2 Relation between primary and reference mputs m the two stages in Method E 
(Rgure 3.3). 
Primary signal Reference signal 
ANC system I d^(n)=d^(n-6) u^(n)=di{n) 
ANC system 2 di(n)=di{n) Ui(n)=di(n+6) 
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which are located one inch below the stnface. The signals are obtained using a 10 MHz, 
0.75" diameter, and 8" focal length wideband transducer. The length of the A-scan is 1024 
samples obtained at lOOMHz sampling rate collected using a transducer step size of 0.008". 
The front surface reflection is eliminated, and a typical C-scan image from the sample is 
shown in Hgure 3.4. The bright circles near (30,30) and (30.90) represent indications of the 
hard-a inclusions. The highly granular microstructure of the material generates strong 
interference noise in the ultrasonic signal as seen in Rgure 3.4-(a). Typical A-scans from 2 
pixels located at (33.28) and (33, 90) are shown in Rgure 3.4-(b). 
The two-stage ANC algorithm was applied to the data in Figure 3.4. Factors that 
affect the performance of the algorithm are (0 distance between transducer positions S. (ii) 
convergence rate ^ and (iiO filter length L The performance in each case was evaluated in 
terms of two parameters, namely the SNR and the correlation properties. The correlation 
properties of the input data and the processed signals at the output were studied by 
computing the cross-correlation coeffident 
cov(d,u) _ 
' (3. ID) 
^cov(a) •cov(u) 
where d and u are the two input vectors and cov(«) represents the covariance. 
In evaluating the performance of the multi-stage adaptive filter, it is helpfiil to de&e 
signal-to-noise ratio in a manner that takes mto account the burst nature of the desired flaw 
signal and the cross-correlation of the two mputs. In order for the adaptive LMSE algorithm 
to perform optimally, we require high correlation m the flaw area and low correlation m the 
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Figure 3.4 Expemnental data, (a) ultrasonic C-scan data firom Tt samples witii synthetic 
hard-a inclusions and (b) typical A-scans firom 2 pixels located at (33.28) and (33.90). 
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background pixels. Although there are several de&utions for signal-to-noise ratio (SNR), a 
modified SNRjutw fimction that is focused on the flaw signal [15] (see Rgure 3.5) is defined 
as 
I y v-(k) 
I I 
— + y v - ( i t )  
\A ^ ' f —l\4 ^ ' 4=1  ^ t=MA"V. 
(3.16) 
where M is the target location. is the target signal duration. and Af define the target 
signal duration comprising A/s data points. These parameters are obtained manually through a 
visual examination. 
s 
< 
-50 
400 
100 :00 500 400 500 600 700 800 900 tOOO UOO 
Tune 
Figure 3S Parameters L, Ns, , M, and M used, in definition of SNR at a flaw. 
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3.3.1 Split Spectrum Processmg IrapIenKntation 
For the SSP implementation, the parameter values described in Chapter 2 are 
summarized in Table 33. The result of implementing the SSP algorithm on the hard-a 
inclusion signal is shown in Rgure 3.6. The results of SSP on both grain as well as flaw 
signal show that the method is not applicable to this problenu Although the noise seems to 
be somewhat reduced, the processed noise signal contains only two significant peaks that can 
be misinterpreted. Therefore, it is necessary to use the correlation properties of hard-a and 
grain reflections to suppress the noise component. The following sections describe the 
performance of a multi-stage adaptive noise canceQation scheme on the data shown in Rgure 
3.4. A detailed study of the effect of the parameters - filter length, learning rate, and 
transducer distance on the performance — is also described. 
3.3.2 Effect of Fflter Length 
The MAF system was implemented using ETR adaptive filters of varying filter lengths 
in the first and second stage represented by Li and Lz, respectively. Three combinations of 
Table 3«3 The parameter values for SSP method. 
•ftower f upper 
B T N Cdmsum AT 
B 
lOMHz l5MHz 5MHz t0^4^s 51 lOOKHz 400KHZ 
Grain lOMHz tSMHr 3MHz lO-24tJS 51 lOOKHz 400KHZ 
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Freqoency (Hz) 
Km T2ga 
Time 
11 ni«impfai>Ki 1*^ 
(e) (f) 
Figure 3.6 The left side figures show (a) mput signal (target+noise). (c) spectrum, and (e) 
output signal for Hard-a signal. The right side figures show (b) input signal (noise only), (d) 
spectrum, and (0 output signal for grain noise signal. The mput signals are located at (30, 90) 
and (50.87) in Rgiffe 3.4. 
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[Lu m were selected namely, (i) [Li, LJ = [3,5], (n) [Li, LT] = [7,7], and (iii) [Lt, Lil = [7, 
9] using a learning rate /Z;=/Z2=0.L The reduced noise signals at the output of the first and 
second stage are plotted in Rgures 3.7 to 3.9. The primary and reference input signals were 
captured with transducers placed 0.016" apart. Both signals contain flaw and grain noise 
components. The results were evaluated using improvements in the SNR and correlation in 
each stage, which are summarized in Table 3.4. The results clearly show the advantage of 
using a two stage adaptive filter. The choice of filter length Lt does not greatly affect the 
result of the output of the first stage in terms of both SNR and correlation coefficient p. 
However, the results indicate that the choice of Li has a significant effect on the SNR of 
pnmary 
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Figure 3.7 Results using adaptive Qtermg on signals containing both flaw and noise 
components (Hter parameter Lt=3, Lz=5, /f/=/f2=0.1). 
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44 
pnniary reference 
100 
u 50 
3 
a- 0|( 
< 
-50 r 
100 (• 
200 400 600 800 1000 
Time 
Stage-1 
f 0 
200 400 600 800 1000 
Time 
100 
U 50 
3 
I* 0 
< 
-50 
100 
200 400 600 800 1000 
Time 
SQge-^ 
ft'*!"!*'* 
200 400 600 800 1000 
Tune 
Figure 3^ Results using adaptive fQtering on signals containing both flaw and noise 
components (fflter parameter Li=7, L2=9, 
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Table 3.4 SNRjiaw and cross-correlation coeflBcients in multi-stage adaptive noise 
cancellation. 
Parameters S] P 
Lt Li Input Stage-l Stase-2 Stage-l Stage-2 
3 5 27.6502 28.1205 37.0675 0.8388 0.8919 
7 7 T1.65Qfl 29.0110 41.1783 0.8388 0.9014 
7 9 27.6502 29.0110 42.9493 0.8388 0.9014 
Note o represents the correiaiioa between adjacent flaw sienals at the end of saeet andsta^Z. 
the second stage output signal. The second stage SNR columns show a significant jump in 
the noise reduction and the last columns also show increases in the correlation between the 
flaw signals. Similarly, the results obtained using noise only signals in Rgure 3.10 show 
significant reduction in noise level. The cross-correlation coefficient in this case for grain 
noise components was reduced from 0.6534 in first stage to 0.4665 at the end of the second 
stage. 
3.3.3 Effect of Learning Rate 
In general, the time complexity of the ANC system depends on the learning rate fiof 
the LMSE algorithm. Variable learning rates were applied to the MAF system. Using Li=7 
and Li=9. which was shown to be optimal m the previous experiment, convergence rates 
//=0.0U 0.05, and O.l were tried. The results are summarized in Table 3.5. Once again, this 
parameter has a greater mfluence on the performance only in the second stage. 
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Figure 3.10 Results using adaptive fflteraig on noise-only signals (fflter parameter Li=7. 
Li=9. jUf=^jU2=0.l). 
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Table 3^ SNRflm, and cross-correlation coefficients in multi-stage adaptive noise 
canceDation (Li=7, Lz=9 and is learning rate at each stage where ^1,2). 
Parameters SNR„^(dB] P 
lit Input Stage-1 Stage-2 Stage-1 Stage-2 
0.01 0.01 27.6502 27.4270 25.8304 0.8388 0.7379 
0.05 0.05 27.6502 29.1195 38.9023 0.8388 0.8511 
0.1 0.1 27.6502 29.0110 42.9493 0.8388 0.9014 
0.05 0.1 27.6502 29.1195 45.4681 0.8388 0.8511 
Note; prepresemsthecondatioa between adjacent flaw stgnoisatiheendofsoget and stage! 
3.3.4 Effect ofTransducer Distance 
The degree of correlation associated with the noise components is highly dependent 
on the distance d" between the transducer positions from which the reference and input signals 
are acquired. Too small a value of S will result in higher correlation between noises, whereas 
too large a value of S will make Qaw signals uncorrelated. The ANC system was 
implemented using ETR adaptive filters with varying values of 5, and the results are 
siunmarized in Table 3.6. The optimal SNR improvement was obtained when the distance 
was 0.016" (two pixels). As the distance between the two transducers is increased, the SNR 
of output at second stage is decreased. This shows that the value of 5 should be chosen 
carefutty for optimal performance of the MANC algorithm. This result can be ftnther 
confirmed by examing the correlation of noise signals m the C-scan image. Both the 
normalized auto-correlation and cross-correlation parameters were estimated and are plotted 
in Rgure 3.11 for two noise signals that are 2 pbcels apart. This translates to a physical 
distance of 0.016". The cross- correlation fimctfon reveals that the grain noise signals are 
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Table 3.6 SNRjiaw comparisons for various distances between two transducers for multi­
stage adaptive noise cancellarion. 
Distance (5) 2 4 6 8 
Input SNR 27.6502 27.6502 27.6502 27.6502 
Stage-L SNR 29.0110 28.4862 28.0523 30.1740 
Stage-2 SNR 42.9496 38.8604 35.9458 30.8850 
sufficiendy uncorrelated to satisfy the assumptions. The auto-correlanon property is also 
estimated to check its closeness to an impulse. 
3.3.5 Method II Implementation 
Adaptive noise cancellation was also miplemented using the alternate configuration 
for multi-stage adaptive filtering process shown in Rgure 3.3. where both the reference and 
primary inputs for second stage are obtained from the processed first stage data. Figure 3.12 
describes a flow diagram tor implementation of the second configuration. The filter 
parameters used here were Li=7. /f/=0.l in the first ANC system and Li=9. /^2=0.I in the 
second stage. The transducer distance 5 was 2 pbcels (0.016'^ in both ANC stages. As 
expected the improvement in performance in terms of the second stage output SNR is 
significantiy higher. The SNR increased from 29.0110 dB in fnrst stage to 47.8215 dB at the 
end of the second stage. Rgure 3.13 shows the raw and processed A-scans using the second 
configuration. However, the disadvantage of this configuration is that the two stages have to 
be implemented sequentiaEy. In contrast, the first configuration (Rgure 3.2) can be 
implemented in an online manner. 
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Figure 3.12 Flow diagram for Method II. 
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Figure 3.13 Results using Method II multi-stage adaptive filtering on signals containing 
both flaw and noise components (filter parameter Li=7. /Zf=O.U L2=9. /f2=0.I). 
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3.4 Adaptive Wavelet De-noismg Method (AWDM) 
Wavelet transform [42][43I[44] is a recent analysis technique that is becoming 
increasing popular in many signal processing applications. The main characteristic of the 
wavelet transform is its multi-resolution decomposition of the information contained in a 
ftinction or signal at different scales. In other words, wavelet analysis allows the use of 
longer time intervals where we want more precise low frequency information and shorter 
time intervals at high frequency information to get a good time resolution. 
As shown in the time-frequency plane in Rgure 3.14. the basis fimctions of wavelet 
transform are localized in both frequency (scale) and time, in contrast to Fourier basis 
fimctions that are localized only in frequency. This multi-scale or multi-resolution analysis 
(MRA) is based on the following properties. First, the spanned signal spaces are nested from 
the null space to the fiill space, which can be written as 
{0} = c c 7.1 c V'o c Vt c V, c "• c 7. = L-(R). (3.17) 
The above equation impUes that consists exactly of all the functions in compressed by 
a factor of 2. V, consists of the functions in Vg compressed by a factor of 2" = 4. V_, 
consists of the fimctions in dflated. by a factor 2, and so on. For every pair of spaces 
}, we can define an orthogonal complement from which the higher space can be 
recovered. This relation can be expressed as 
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Figure 3.14 Basis fimction resolutions in time-frequency plane, (a) windowed Fourier 
Transfornu and (b) Wavelet Transform. 
J G Z .  ( 3 . 1 8 )  
The symbol '©' in Equation (3.18) implies that the vectors in plus the vectors in can 
generate all vectors in and are orthogonal. The basis for each nested subspace 
are derived from a scaling fimction 0(t). This scaling function ^(f) and its translation 
= $ it — k) form an orthonormal basis for in Rgure 3.15 and can be written as 
VJ, = span^^it)]. Hence, any function /(f)6 can be expressed as /(f) = . A 
* fc 
two dimensional family of fimctions is generated from the dyadic scaling function according 
to (Pjj^{f) = V~(p{2'{t—k)) so that -span^The details in the signal reside in the 
subspaces which are spanned by dilates and translates of the wavelet fimction (f). 
Furthermore, it is required that the scaling fimctions and wavelets be orthogonal. 
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Figure 3.15 Decomposition using a multiresolution analysis. 
The original wavelet shrinkage algorithm of Donoho and Johnstone [451[46][47] has 
found many applications in data de-noising. Noise cancellation using wavelet shrinkage is 
one possible approach for ultrasonic nondestructive evaluatioru In this research, the wavelet 
shrinkage de-noising method can be treated as a preprocessing step for the multi-stage 
adaptive filter as shown in Figure 3.16. The main idea underlying wavelet shrinkage de-
noising relies on wavelet coefficient thresholding. A standard model of noise in signals is 
additive Gaussian white noise that can be modeled as 
y, t = 0.1...../I-I. (3.19) 
where / are samples of / and are independent and identically distributed (Sd) N(0.1) 
random variables. For this modeL Donoho and Johnstone showed in [451[471 that orthogonal 
wavelet transforms provide a powerful tool in recovering the original samples by applying 
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Figure 3.16 Configuration of adaptive multi-stage adaptive noise cancellation filter 
(AWDM). 
a simple ttiresholding rule to the noisy wavelet coefficients. The wavelet shrinkage de-
noising procedures can be summarized as follows: 
1. Decontposition. 
Apply the discrete wavelet transform to a signal in Equation (3.19) and get the 
wavelet coefficients that can be defined as 
WT{y,)=WT(f , )+WT{z,)  (3.20) 
where WT stands for discrete wavelet transform, which is a linear operation. Hence. 
tid 
WT{z, ) ~ /V(Oi) is also a CJaussian. 
2. Threshold detail coefficients. 
The main part of wavelet based de-noising is thresholding, which simply assigns 
wavelet coefficients with amplitudes less than a certain threshold to zero. In order to 
choose the threshold value, it is defined by yl=cr^21ogn where n is a signal length 
and cr is the noise variance of ±e wavelet coefficients at the finest level [421[48I[49]. 
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In this research investigation, the level-mdependent estimates [50] of A, i.e.^ one 
common estimate for all the multiresolution levels in the wavelet decomposition, is 
obtained by including ail the detail coefficients. 
The threshold calculation method involves selecting the threshold as a 
quantile of the empirical distribution of the wavelet coefficients. In order to perform 
the thresholding operation, a nonlinear soft thresholding operation [51] may be 
applied as 
w. = 
vv, — A. w, > A 
0  K | < / t  ( 3 . 2 1 )  
w + A. vv < —A 
3. Reconstruction. 
Using the inverse DWT. the threshoided wavelet coeffidents are transformed back to 
o b t a i n  t h e  f O t e r e d  e s t i m a t e  o f  f i m c t i o n .  /  o f  / .  
3.4.1 Experimental Results with AWDM 
An adaptive wavelet de-noising scheme was nnplemented in a wavelet transform 
domain using the coefficient shrinkage method. The block diagram (AWDM) for the multi­
stage adaptive filtering process is shown in Rgure 3.16, where both the reference and 
primary inputs for the first stage are preprocessed in wavelet transform domain. The scalmg 
fimction and mother wavelet used in AWDM is a Daubechies wavelet [52] (in Rgure 3.17) 
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Figure 3.17 Daubechies' wavelet (a) scaling fimction and (b) mother wavelet. 
with decomposition level 3. The filter parameters used here were Li=7. //;=0.l in the first 
stage and L2=9. in the second stage. The transducer distance 5 was 2 pixels (0.016") 
in the adaptive de-noising method. As expected, the improved performance in terms of the 
second stage output SNR is significantly higher since the primary and reference signals are 
prefiltered in the wavelet domain. 
For comparison, the typical wavelet shrinkage de-noising method Is applied to the 
primary and reference signals. As seen in Table 3.7. the SNR increased firom 27.6502 dB in 
reference input signal to 38.97 dB at the end of the wavelet shrinkage de-noising step. The 
adaptive de-noising method also shows the improvement in terms of SNR with 78.4109 dB. 
Also, the wavelet shrinkage de-noising results are con^arable to that obtained using the 
multi-stage adaptive noise cancellation method. In addition, the MANC if followed by the 
prefiltering process (WSD). results in a better performance. Rgures 3.18 and 3.19 show 
results of the adaptive wavelet de-noising method. 
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Figure 3.18 Results using adaptive filtering on signals containing both Qaw and noise 
components witli wavelet shrinkage de-noising method (filter parameter Lt=7. L2=9. 
fii=fi2=0AX (a) prnnary niput^ (b) reference input, (c) wavelet shrinkage de-noised signal 
with a primary input, (d) wavelet shrinkage de-noised signal with a reference input, (e) fibrst 
stage output, and (f) second stage output. 
58 
a* ° 
< 
<00 200 300 400 5006007(9900900 TOOO 
Time 
(a) 
Toai> 
I 
I 
< 
1 
•Twl 
I 
t a o z o o a o - t o o a M W Q ^ a o o M O  l o o o  
Time 
(C) 
1 
TOOK 
& 0 
< 
•sov 
I 
-"Kt' 
t00 20030040Q9DQ<007tDa00 900 TQOO 
I 
T Q o a o  a o 4 a o s o Q « s 7 a o a o o  a o o  * 0 0 0  
Time 
(b) 
SO 
u 
1 
f. a 
< 
-40 
* o o » i  x c 4 a o * o a s o 7 a o 9 0 0 9 0 0  * 0 0 0  
Time 
(d) 
f ' 
< 
T a Q 2 a i 3 o o < ( a ) a Q « n ? m a o o 9 0 Q  * 0 0 0  
Time 
(e) 
Time 
(f) 
Figure 3.19 Results using adaptive Qtermg on signals containing noise components only 
with wavelet shrinkage de-noising method (filter parameter Li=7^ L2=9. [ii=[ii=QX), (a) 
prnnary mput. (b) reference mput. (c) wavelet shrinkage de-noised signal with, a primary 
input, (d) wavelet shrinkage de-noised signal with a reference input, (e) first stage output, 
and (f) second stage output. 
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ZAJ. Stopping Criterion 
The stopping criterion is an important issue in multistage adaptive noise cancellation 
method- Since an iterative method computes successive signal-to-noise-ratio of a MANC 
system, a pracrical test is needed to determine the number of stages required before the 
algorithm is stopped. In this research, the stopping criterion. t>pically. is based on the SNR 
value. The following simple stopping criterion was implemented using a user-specified 
threshold value. 6. 
1. Select a stoppmg threshold, ft 
2. Compute SNRi at each stage i (f=l.2....). 
, r/r r, SNK -3. If R.,,, = — >6.  stop. 
5iVR,„ ^ 
Else go to the next stage. 
The stopping threshold value {0) used in this algorithm is 1 j. The above stopping 
criterion was applied to the multistage adaptive noise cancellation method. The SNRs are 
summarized in Table 3.8. For example, the ratio between the output of stage-1 and the 
Table 3.7 SNRjiaw comparisons for a reference signal with wavelet shrinkage de-noising 
(WSD) method, multistage adaptive noise cancellation method (MANQ. and adaptive 
wavelet de-noismg method (AWDM) (Lt=7. L2=9 and/f/=/f2=0.l). 
1 INPUT SNR WSD MANC* AWDM* 
SNRflaw 1 27.6502 38.97 42.9493 78.4109 
Xotc " represents the second stage. 
60 
output of stage-2» , is 0.70. Based on the above stopping criterion, the MANC system 
stopped after 3 stages with the SNR ratio value ^ =0.68. Consequently, the algorithm was 
also stopped after 3 stages. Figure 3.20 shows the best filtered signal with M=3. 
Table 3.8 Stopping criterion comparisons for the multistage adaptive noise canccOation 
method (MANQ, (Li= L2= L3= Li=7 and fii=^^2=lJ-3-fU=0.1). 
Reference Stage-l Stage-2 Stage-3 Stage-4 
SNRi 30.3036 29.0505 41.1190 60.4678 18.2204 
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Figure 3^0 Results using MANC on signals containmg both flaw and noise components 
with M=4 stages, (filter parameter Li= Li= Lj^ L4=7 and fti=fiz=fi3=fit=0.I}, 
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CHAFFER 4. SIGNAL CLASSIFICATION - ONE DIMENSIONAL SIGNAL 
A second focus of this thesis is the classification of ultrasonic signals obtained in the 
inspection of welds. Automatic signal classification (ASQ systems are becoming 
increasingly popular in commercial signal analysis applications. The major steps in an ASC 
system consist of (i) preprocessing, (a) feature extraction, and (iii) classification. A number 
of methods have been developed over the years for extracting signal features from time, 
frequency, and spatial domains [531[54][551. In signal classification systems, feature 
extraction serves to reduce the data length and identify discriminatory properties in signals of 
different classes. Through selection of the most effective features, the dimensionality of the 
measurement vector can also be reduced, which in turn can speed up the subsequent 
classification process. The most commonly used features consist of the Fourier series 
coefficients. Frequency analysis yields a representation of the frequency content and 
distribution of a signal. The Fourier transform maps a signal in the time domain into the 
frequency domain using complex exponential basis fimctions. The analysis equation of the 
Fourier transform is given by. 
PROCESSING 
dt (4.1) 
The power of the Fourier transform lies in its capacity to decompose a signal into its 
constituent frequencies. Since the integral extends over all time, there is a loss of time 
information in the spectra. The exponential basis fimctions used in the Fourier transform are 
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infinite in duration. This leads to spreading of any time localization of abrupt changes in the 
signal over the entke firequency axis. Therefore, any time localization of the input signal is 
lost when the magnitude spectnmi is used. 
A classic example is the Fourier transform of an impulse signal. In the time-domain, 
the dirac-delta is localized, but the magnitude spectrum of the delta function is spread out 
over the entire frequency spectrum (Rgure 4.1). The magnitude spectrum of the Fourier 
transform does not have any information regarding the time of occurrence of the delta 
function. In ultrasonic nondestructive evaluation, signals contain reflections from 
discontinuities that manifest as abrupt time-localized changes, resulting in time-varying 
spectral characteristics. In fact. Fourier transform analysis is not appropriate for representing 
non-stationary signals. 
A good way of cmrumventing this drawback of Fourier analysis is to introduce a 
window in the time domain. By sectioning parts of the signal and computing the Fourier 
transforms of these windowed signals, a measure of time can be introduced in the Fourier 
x(t) Abs(X(f)) 
Figure 4.1 The dirac-delta and its Fourier magnitude spectrum. 
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analysis. This is the concept of the Short-Time Fourier Transform (STFT) [56], which is one 
of the early methods used in time-frequency analysis. 
STFT uses a single window to compute the time-frequency spectrum of a signal. The 
input signal is first windowed in the time domain. The Fourier transform of the windowed 
sections of a signal constitutes its STFT. Several windows such as the rectangular window 
and the exponential window have been proposed depending on the problem at hand. The 
STFT 5(f.£i) can be defined by the relation. 
Sa.Q) =_Q.t(r)5 * (4.2) 
where g(r) is the window fimction. 
For a discrete time signaL the STFT is defined as 
am 
Sin.Q})= (4.3) 
/ns— 
The STFT represents the local behavior of the signal x[nl as observed through the 
slidmg window g[n-ml. The STFT analysis can be thought of as a filtering operation on the 
signal using a modulated filter bank. The analysis window, g[nl, represents the filter and the 
exponential basis functions modulate this filter to obtain a modulated filter bank. On a time-
frequency plane the STFT amounts to sampimg the signal uniformly on both the time and 
frequency axes. The tkne-bandwidth product of the wmdow used corresponds to the areas 
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shown in Rgure 4.2. The dme-bandwidth product has a lower bound provided by the 
"Heisenberg uncertainty principle". This means that 
(rime resoultion) x {frequency resolution) = ArA/ > — 
An 
(4.4) 
The major disadvantage of the STFT is the trade-off in time-frequency resolution. 
Since the time-frequency resolution remains the same for all frequendes in Rgure 4.2, a 
signal can be studied with either high time or frequency resolution but not both. If the time-
resolution is desired, then the window chosen is narrow. This results in a very poor 
frequency resolution and vice-versa. This property makes STFT analysis critically dependent 
on the window size and is not suitable for analysis of non-stationary signals, such as 
ultrasonic or biological signals. In the case of such signals, a sharper time resolution with a 
smoother frequency resolution window is needed for higher frequency components, and vice-
freq 
time 
Figure 4^ Time-frequency plane of the STFT. 
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versa. Recently, a more effective technique based on wavelet transforms has been developed 
for analyzing ultrasonic waveforms with good time-frequency resolutions. 
4.1 The Discrete Wavelet Transform (DWT) 
Wavelet Transform (WT) techniques are finding increasing use in many applications 
including image compression [571, signal processing [58] [59], and solution of partial 
differential equations [60] with time-varying spectra. The WT is defined in terms of basis 
functions obtained by compression/dilation and shifting of a "mother wavelet'. 
Mathematically, the wavelet coefficients of a fiinction f(t) are given by 
Equation (4.6) is the shifted and compressed version of the mother wavelet h(t). The time-
shift is r and the firequency scale is a. The mother wavelet h(t) can be considered as a 
bandpass function centered on the scale firequency and is translated in time to select the part 
of the signal to be analyzed. Inner products of signal yfr) with translated and dilated versions 
of wavelet h(t) in Equation (4.5) indicate the contribution of the wavelet to a signal. Hence, 
(4J) 
where 
K.t (4.6) 
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the wavelet transform represents the correlation between the signal yTrj and scaled versions of 
a prototype, the mother wavelet. The scalmg of the prototype function involves contraction 
and dflation of the signal, and the transladon involves shiftmg this fiincnon along the time 
axis. 
Wavelet analysis allows the use of long time intervals where we want more precise 
low frequency information, and shorter regions where we want to analyze high frequency 
information. This is the biggest advantage of the wavelet representation in signal processing 
applications. Figure 4.3 shows the coverage of the time-frequency plane using the Fourier 
scale 
time 
Fourier 
(a) 
STFT Wavelet 
§ 
3 O-
S 
time 
(b) 
Figure 43 (a) Tone-frequency plane of the WT and (b) comparisons of FT, STFT, and WT. 
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transform, STFT, and wavelet representation. As shown m Rgure 4.3, the wavelet transform 
also performs multi-resolution analysis of signals using varying window sizes. 
It is convenient to view the decomposition as passing a signal s[nl through a pair of 
filters h[nl and g[nl. The pair of filters h[nl and g[nl corresponds to the half-band lowpass 
and highpass filter, respectively, and are cafled the quadrature mirror filters (QMF) in the 
signal processing literature [61]. By downsampling the filtered signal by two (i.e., dropping 
every other sample) as shown in Rgure 4.4. the wavelet transform is computed by filtering 
the signal with a set of filters (h[nl and g[nl) and subsampling the output of each filter in 
order to sample the multi-resolution signals at their respective Nyquist fi-equencies. The 
signal s[nl is first passed through a halfband highpass filter g[nl and a lowpass filter h[nl. 
After filtering, half of the samples of the two output signals are discarded by downsampling 
since the signals now have a bandwidth of n/2 radians instead of 7t. The output of each of the 
filters after subsampling by 2 is expressed as 
(4.7) 
ft 
(4.8) 
ft 
The relationship of h[nl and g[nl can be written as 
h[L-l-n]=i- irg[n] (4.9) 
where L is the length of the filter. 
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Figure 4.4 The wavelet decomposition tree. 
Recursive filtering using ttiis filter bank produces the wavelet coeffidents at the 
output of the highpass filters and the detail signal at the output of the final lowpass filter. For 
level 3 wavelet decomposition (Figure 4.4), the DWT coefficients are concatenated at every 
level and can be expressed as 
Q^ = [WT3„ WT3^ WT2^, (4.10) 
where DI and CA stand for detail information and coarse approximation, respectively. 
Rgure 4.5-(a) shows an ultrasonic crack signal using a 5 MEfe transducer at a 60 degree 
angle and 25 MHz sampling firequency. The signal length is 512 points, and its DWT 
coefficients using Daubechies wavelet [621[63] of order 4 (Figure 4.6) is shown m Figure 
4.5-(b). In general, there are no detenmnistic criteria to chose the mother wavelet. The 
selection of wavelet depends on data distribution, signal shape and wavelet properties 
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Figure 4.5 The relation of frequencies in WT domain. 
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Figure 4.6 The Daubechies wavelet with order 4. 
70 
such as symmetric property or orthogonality. Therefore, in this research investigation, 
Daubechies wavelet is chosen as a mother wavelet since the signal shape is asymmetric and 
Gaussian type. As can be seen in Rgure 4.5, it is convera'ent to analyze the relation of each 
frequency band in wavelet transform domain. The mam energy of the signal appears m [7t/8. 
It/2], which corresponds to the frequency range of 1.5625 MHz to 6J25 MHz. 
4.2 Feature Selection 
The objective of feature selection is to find the minimum number of features with 
maximum discrimmatory information. A number of feature selection algorithms in pattern 
recognition have been developed and applied to automated signal classification applications. 
The techniques for feature extraction can be categorized into automated and manual 
techniques. Examples of automated feature selection techniques are the IDS decision tree 
[64] or cost optimkation techniques. Typically, cost optimization ftinctions are based on 
Entropy [65] of the data or the fisher linear discriminant (FID) function [66]. 
In the manual feature selection case, the feature vector is selected from the significant 
DWT coefficients. In Figure 4J. the energy of the ultrasonic signal is seen to be 
concentrated in certain frequency bands and in general, coefficients in selected frequency 
bands can be a good candidate for a feature vector. A number of supervised and 
unsupervised pattern recognition algorithms have been applied for the classification of 
multidimensional signals. The K-means clustering algorithm [67] was one of the most widely 
used techniques for partitioning feature space. More recently, neural networks [68] have 
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proved to be extremely effective in signal classification, largely due to their ability to 
generate arbitrarily complex decision boundaries. 
In this research, the multiplayer perceptron (MLP) was trained with back propagation 
teaming algorithm to classify the signals [691[70]. The simplest model of the perceptron 
network is the single layer perceptron. which consists of one input layer and one output layer. 
Since the capabilities of a single layer perceptron are limited to linear decision boundaries, 
this network is limited in real world applications. However, by cascading perceptrons in 
layers, we can implement complex dedsion surfaces. For example, Rgure 4.7 illustrates the 
architecture of the two-hidden layer MLP network. 
In MLP network architecture, an activation level is computed as shown in Rgure 4.8. 
The MLP networks consist of a set of simple nonlinear processing elements that are arranged 
in layers and connected via weights. The nonlinear sigmoid function is bounded in [O.l] and 
is expressed as 
where the parameter X determines the slope of sigmoid fimction. The input vector 
!=(/,,/,,— /y) is fed to the input layer of the network. In order to compute the values at 
the hidden and output layer nodes, the formulations can be written as 
(4.11) 
(4.12) 
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Figure 4.7 The muitiplayer perceptron architecture with two hidden layers. 
H 2 , = f  
1=1 
. k=1.2 iV, 
0 ,= / [ f  
t=l 
(4.13) 
(4.14) 
The training of a muitiplayer perceptron is usually done by using the back-propagation 
learning algorithm, a gradient-based iterative algorithm in the learning error that is 
propagated backwards through the network. Accordingly, the weight update equation in the 
back-propagation algorithm is given by 
w* (n +1) = w* (n) +//d'* (n).rf' (n) (4.15) 
where ;/ is a learning rate parameter, S^{n) is the local gradient for node j  in layer k, and 
.r*''(n) is the output of node j in layer fc-/ at the time instant n. 
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Figure 4.8 An example of nonlinear processing. 
4.3 Application to Weld Inspection Data 
Test welds were fabricated with induced discontinuities. The welded test plates were 
24 X 24 X I Vi - inch thick EIY-80 steel. A gas metal arc welding (GMAW) process was used 
to fabricate the plates. The foHowtng types of defects were mduced in these test welds: 
porosity, slag, lack of fusion, and crack. Figure 4.9 shows a general scanning procedure and 
a geometry for a test plate. The transducer was moved along the longimdinal axis of the 
weld. In order to ensure coverage of the defect area, the test sample plate was scanned from 
either sides of the weld, referred to as north and south views. 
A database comprising C-scan images using an automated scanning system was 
generated using a 5 MHz transducer. 60 degree angle beam, and a sampling frequency of 25 
MHz. Rgure 4.10 shows typical C-scan images from each class. The horizontal and vertical 
axes correspond to the axial and circumferential posidons of the transducer on the sample 
plate. 
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Weld 
Figure 4^ The scanning procedure and test plate geometry. 
Erom the known positions of the machined discontinuities, the spatial coordinates and 
time gates of the A-scan were first computed. With a sampling frequency of 25 MHz. the 
sampling period T is 0.04 |is. Once the start and end time gates were identified, a signal of 
512 samples [20 ~ 21 |isj was generated according to the procedure shown in Figure 4.10. 
The metal path with time of flight [20 ~ 21 (is] is [1.26 ~ 1323"] with sound velocity 0.126 
inch per microsecond. In practice. UT weld inspection signals contain multiple indications 
and in order to classify each mdication. the time segment chosen is around 10 or 15 fxs. 
In order to keep the signal length constant at 512 points, a Gaussian weighting function 
centered at the peak helps de-emphaske other indications at the rear extremities of the gate. 
Therefore, the windowed signal yi[nl can be expressed as 
(4-16) 
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Figure 4.10 The overall implementation procedure for training database. 
The value of a, the shape of the Gaussian window, depends on time duration of the time 
window selected- After segmenting, the signal yi[nl is normalized to get y;[nl expressed as 
max|yi[/i]| (4.17) 
The DWT coefBcients for y2[nl are confuted by Equation (4.5) and a feature vector 
consisting of DWT coefficients [81 ~ 220] is used as input to classify a neural network. The 
distribution of A-scan signals in four classes is summarized in Table 4.1. Two hundred 
signals (50 signals from each class) were randomly chosen to be included in the training 
dataset to train the network. The remaining signals in the entire dataset were used as test 
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Table 4.1 Distribution of A-scan signals in each defect. 
Crack Porosity Slag Lack of fiision 
Number of signals 155 52 132 379 
data. Each windowed signal was first normalized, and the discrete wavelet transforms were 
computed. In a feature selecnon stage, the coefficients were chosen between 81 to 220 on 
DWT domain. The coefficients correspond to the fi^quency bands [1.9531 - 5.37111 MHz. 
The results observed at each step in Figure 4.10 are shown in Figure 4.11. The feature 
vectors consist of 140 DWT coeffidents requiring 140 input nodes in the MLP network. The 
Figure 4.11 An example signal corresponding to each step of Figure 4.7, (a) raw signal, (b) 
gated signal and window function, (c) de-noised and normalized signal, and (d) DWT. 
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network also consisted of two hidcfen layers with 40 nodes in the first hidden layer, 12 nodes 
in the second hidden layer, and 4 nodes in the output layer corresponding to crack, slag, 
porosity, and lack of fiision. 
The neural network was trained and the performance was tested on 28 C-scan images 
not used in training. While each A-scan from the image was preprocessed, the feature vector 
of DWT coefficients was conoputed and used for inputs to the neural network. In the neural 
network-generated pixel by pixel classification image, cracks are represented in red, lack of 
fiisions are represented in green, slags are represented in cyan, porosity is represented in 
yellow, and background signals are shown in blue. A precise quantitadve measure of the 
classification performance caimot be given for this database because only the class of regions 
is known rather than the class of every smgle A-scan. The classification of each A-scan in 
the ROI was noted, and the final classification of the ROI was based on the histogram of the 
classification image. Figure 4.12 shows a typical classification image and the corresponding 
Wave number 
(a) (b) 
Fignre 4J2 (a) Qassificatioa image of ROI and (b) corresponding histogram (1-crack, 2-
slag, 3-porosity, 4-Iack of fusion, and 5-unknown). 
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histogram. The histogram shows the number of pixels in the ROI assigned to each of five 
classes: crack, slag, porosity, lack of fiision, and unknown. The "unknown" class indicates 
that the neural network could not classify the signal into any of the four classes 
unambiguously. Based on the histogram, the final classification of the ROI in this example 
(Rgure 4.12) is "crack". Figure 4.13 and Figure 4.14 show the input C-scan image and 
neural network-generated classification images. Table 4.2 is summarized for C-scan 
classification results. 
Table 4.2 Summary of classification results for individual C-scan using DWT coefficients. 
Crack Slag Porosity Lack of Fusion Total 
Crack 7 7/7 
Slag 7 7/7 
Porosity 3 I 3 3/7 
Lack of Fusion 7 7/7 
24/28 
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Y • Aids (Wm nunbac) 
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r>A«o mifnb«fr> 
F^nre 4 J3 The typical C-scan image for (a) crack, (b) lack of fiision, (c) slag, and (d) 
porosity. 
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Figure 4.14 The neural network-generated classification images of Rgure 4.13, (red 
crack, green = lack of fiision, cyan = slag, yellow = porosity, purpfe = unknown, and blue 
background). 
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CHAPTER 5. SIGNAL CLASSIFICATION - MULTIDIMENSIONAL SIGNAL 
PROCESSING 
Ultrasonic signal classification systems currently used are based on processing 
individual A-scans. Even though these approaches show reasonable success, a single A-scan 
signal itself cannot represent a flaw in time, space, or transform domain. Another drawback 
of these approaches is that they do not incorporate the effect of beam spread. A better 
approach is to analyze a neighborhood of signals prior to making a classification decision. 
Such an approach provides a better estimate of the dynamics in the signal. In the previous 
chapter, a work on classification of a group of A-scans using discrete Wavelet transform 
(DWT) coefficients has been shown where the variance of a group of A-scans in a 
neighborhood, is computed. Although computationally simple, this technique does not capture 
all the characteristics of the signal. In this research, a new classification scheme, based on 
classifying a set of B- and B'-scans, is presented to combine these results to obtain a final 
classification for a flaw. 
A multidimensional signal can be modeled as a function of M independent variables 
where M > 2. In this chapter, we are concerned prinarily with two- and three-dimensional 
discrete ultrasonic data. In ultrasonic inspection, a piezoelectric transducer is used to send 
high frequency sound (ultrasonic) wave into the test sample. Discontinuities in the sample 
reflect the energy that is received by the transducer and converted into an electrical signal 
that varies with time. The result is a one-dimensional time domain signal called an A-scan. 
In the inspection of a weld, a two-dimensional scan of an area around a weld (Rgure 
5.1) is typically done by acquiring one A-scan at each spatial location, resulting in a three-
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Figure 5.1 Inspection geometry for ultrasonic weld inspection. 
dimensional done by acquiring one A-scan at each spatial location, resulting in a three-
dimensional volume of data represented by Z(.r.y.r). where (x. y) represents the spatial 
coordinates of a transducer and r is the time axis. An image of the sample obtained by 
presenting the peak value of the A-scan at each position (.c. _v) is called the C-scan. A 
collection of A-scans along a single line of the C-scan image is referred to as the B-scan 
image. In weld inspection, the set of A-scans obtained by scaiming perpendicular to the weld 
at v=yo is know as a B'-scan and can be represented as Z(.t. VQ.r). while that obtained by 
scanning parallel to the weld at x=xo is known as a B-scan represented by Z(.ro.y,f). A C-
scan image shows the plane view of the test specmien. Rgure 5.2 shows an example of C-
scan. B-scan and B'-scan image representations of weld inspection data. The B- and B'-scan 
images illustrate the changes in the A-scan as the transducer scans the flaw. The axes on 
these images represent time and distance (.r or y). The B-(axiaI scan) and B'-scan 
(cffcumferential scan) represent a cross-sectional view of the object on a plane that is normal 
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Figure 52 Typical C-scan, B-scan and B*-scan images. 
to tiie surface of the probe. These images contain significant discriminatory information 
between diflferent types of flaws. For instance, the reflection obtained from planar flaws 
(cracks) tends to have a sharper envelope transverse to the weld but a larger envelop along 
the weld, whife those from volumetric flaws (slags and porosities) tend to have a larger 
envelope along both spatial directions. Further, the signals from planar flaws have different 
spatial variations from that of volimietric flaws. Thus, a classification scheme using 
formation m the A-scans in a neighborhood is more powerfiil tlian previous schemes based 
on mdividual A-scans. 
In order to analyze the mformation contained in a three-dimensional volume of data, 
this thesis mvestigates the feasibiliQr of usmg two- and three-dimensional transform-based 
methods for feature extraction. Usmg the overaE approach of feature extraction followed by 
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classification, of the feature vector, the problem is reduced to one of compressing the 
information into an appropriate feature vector. The next section describes the application of 
two-dimensional Fourier transforms to the B- and B'-scan image data. 
5.1 Two-dimensional Fourier Transform 
A simple feature extraction approach for images is the two-dimensional discrete 
Fourier transform (DFT) [711 [72] given by 
where u  = 0J.2 M  -  L and v = 0J,2,— N - L  In generaL/r.t,y> represents an image in the 
spatial domain. The variables u and v are frequency variables, [n the B- or B'-scan image 
representation./i'.t.y; can be replaced by /(x.r). which is a function of two discrete (spatial and 
time) variables .t and f. The two-dimensional DFT plays a critical role in a broad range of 
image processing applications. The magnitude and phase spectrum used in two-dimensional 
feature extraction can be written as, respectively. 
t W-l.V-l 
F(u,v) = y y/(.c, v)exp[- jlTtuxf M ]exp[— jlTWvl N] 
MN ' 
(5.1) 
(52) 
and 
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<f>{ii,v) = tan -I Im(F(K,v)) 
Re(F(«,v)) 
(53) 
The discrete Fourier transform in Equation (5.1) can be expressed in the separable form 
.W-l 
F(«, v) =—exp(- jlTtuxl M ] 
M t=0 
17 X/(.if.y)exp(-y2;zvy/iV) 
N ,=0 
(5.4) 
where i< =0.1.2 M - I and v=0.1.2.— A/^-1. The principal advantage of the separability 
property is that F(u,v) can be obtained in two steps by successive applications of the one-
dimensional Fourier transfbniL In other words, the two-dimensional function F(u.y) is 
obtained by taking a transform along each row off(x,yK and then F(u^v) is obtained by taking 
a transform along each column of F(u,y). Another imponant property in the frequency 
domain is a conjugate symmetry. In the following description, we consider the image size as 
a square array. M=N. As in the case of one-dimensional Fourier transform, the two-
dimensional DFT is periodic with period iV. Le.. 
F(h. v) = F(k + v) = F(a. v + = F{u + M.v + N). {55) 
The validity of this property can be demonstrated by direct substitution of the variables 
(u+N) and (v+N) m Equation (5.1). Because of the periodicity, usually only the range 
-7t<it,v<7t is displayed, which translates mto the N values of each variable in any one 
period. Therefore, one period of the transform is necessary to specify F(IL,V) completely m 
the frequency domam. Furthermore, the conjugate symmetry property of two-dimensional 
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DFT is also usefiil for feature extraction. Figure 53 shows diagonal symmetry on a 
transformed domain. For instance, for real valued signals, yTxyj is real. Using the conjugate 
symmetry property of Fourier transform, we have 
F(h, v) = F * (-K.-v) (5.6) 
and the magnitude of F(u,v) is 
|F(W,V)|=|F(-K.-V)| (5.7) 
where F*{-u-v) is the complex conjugate of F(m. v). As a special case, ifis real and 
symmetric in spatial domain, the magra'tude of the Fourier spectrum has the following 
symmetry property. 
F(m. V) = F («.—V) = F(-M. V) = F(-H.—v) (5.8) 
As shown m Equations (5.5) and (5.7), the periodicity property indicates that F(tt,v) has a 
period of length AT. The symmetry property shows quadrants of the Fourier transform after 
multiplicadon by the factor (—I) prior to the Fourier transform. 
F ( t t -Nll,v — N 12) =—5Sv) (—l)*^"exp[ -  jhtux!Ar]exp[— pjcvvfN] (53) 
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Figure 5.3 The diagonal symmetry on transformed domain F(u,v). 
The centering process swaps the first and third quadrants and second and fourth 
quadrants of transformed spectrum, F(u,v). As a result of the conjugate symmetry property, 
one-half of the transform domain samples are sufficient to fiiHy represent the information in 
flx,y). Since the dynamic range of a Fourier transformed image is in general very highly 
valued, the spectra can only be visible on the brightest part. In order to avoid compressing 
the high values in Fourier spectra and the logarithmic magnitude of the DFT. log|F('tt,v;| is 
used. This method helps to brmg out more details of the Fourier transform in regions where 
F{ti,v) is very close to zero. Rgure 5.4 shows an exanfiple of magm'tude and phase spectrum 
of Fourier transform, which can be useful for feature extraction. 
5.2 Two-dimensional Feature Extraction 
An image feature is a distinguishmg primitive characteristic or attribute of an 
image. In feature selection, the discriminatory attributes using diagonal and conjugate 
symmetry on two-dimensional Fourier transform can be chosen as a feature vector. Three 
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Figure 5.4 Examples of Fourier transform: (a) magnitude (b) phase spectnmu 
different feature selections, namely, magnitude, phase, and combined magnitude and phase, 
are described in following section. 
L Feature A - Magnitude 
The magnitude, m general, represents the most intuitive feature of one-dimensional or 
two-dimensional spectral data. Figure 5J shows two-dimensional Fourier transform 
magnitudes of B- and B'-scan images for four classes. As can be seen, it is difBcuIt to 
extract discriminatory features manually from the transform domain. However, using the 
diagonal symmetry property, the upper left quadrant (II) or upper right quadrant (I) can be 
chosen as a candidate for obtaining a reduced feature vector. In this research investigation, 
second quadrant coefficients were chosen as a feature vector and is expressed as 
= { F(«,v) II0 < a < Af/2,N72 < V< iV-l} (5.10) 
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Fignre 5.5 Two-dimensional magnitode spectra of four classes with B- and B'-scans. Each 
row shows crack, slag, porosity, and lack of fusion, respective^. Each colunm shows B-scan 
and B'-scan nnages. 
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where Q<i<MI2,Q< f<NI2, Therefore, the size of feature matrix is M/2 x N/2. The 
feature matrix is converted mto a one-dimensional vector format by concatenating the 
cotumns 
M;^=[A/„ay  = 0) = • • M„(LJ = Nf2-D] t =0.1.2,....M/2-l 
P . l l )  
and is used as input to a classifier. 
2. Feature B - Phase Angle 
The phase information in a two-dimensional Fourier transform is sometimes more 
useful than the magnitude of Fourier Transform, particularly in ultrasonic signals. Figure 5.6 
shows the phase spectra for all four classes and the corresponding average value of all rows. 
. along frequency variable v. where 
t if-i 
<I>,(0 = — V^>(a.r). fori = 0d.2—iV^/2  —L (5 .12)  
M „=o 
3. Feature C - Combined Magnitude and Phase 
In signal classification systems, the selected features are optimized to yield (i) Imear 
separability of classes and (ii) reduced dimensionality of data. Often, the class separability is 
improved by using a combination of features. In this work, the magnitude and phase spectra 
data are used m identifying a new feature vector. The first moment of the magnitude and 
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Figiire 5.6 Phase spectra and avaage along frequency variable v of four classes. Each 
row shows crack, slag, porosity, and lack of fusion, respectively. Each column shows B-scan 
and B'-scan images. 
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phase of the two-dimensional Fourier transform are used as a combined 2M long feature 
vector. The first moment of magnitude feature in the same maimer like feature B can be 
written as 
I .tf-i 
— fori = 0X2 N/2-L (5.13) 
M 
Rnally. the combined feature vector can be expressed as 
C,(t) = 
I .W-l I W-l 
(5.14) 
where for t =0.1.2 .AT/l—L The feature vectors for all four classes are shown in Rgure 
5.7. 
53 Experimental Results 
Twenty-eight C-scan images^ equally distributed among the four classes^ were 
obtained by using an automated scanning system with a 5MHz transducer and a 60° wedge 
angle. The resulting data was sampled at 25 MHz. The feature vectors were computed and 
applied to an MLP network for classification. The overall classification scheme is shown in 
Figure 5.8 and consists of the following steps: 
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Figure 5.7 The combined feature vector plots for the ffrst moment of the magnitude and 
phase along frequency variable v of four classes - (a) crack, (b) slag, (c) porosity, and (d) 
lack of fiisioru 
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1. Select a region of interest (ROI) on a C-scan image. 
The ROI in a C-scan image can be defined as 
= = and y = yo.Vpy,,...,y„ ] (5.15) 
where, .r, =.ro +iAx,i = U2,—m. andy^ =yo + yAy.y =1,2,—n. Ar and Ay are 
increment on .r andy axis, respectively. 
2. Obtain B- and B'-scans fi-om an ROI. 
In the ROI. the data is three dimensional represented by ROI(x.y.t) as shown in 
Rgure 5.9 where (x.y) represents the spatial coordinates of a transducer. Therefore. 
B- and B'-scan images can be written as 
BRoi(y,f) = {/20/(.ro,y,f)|y = y,,/=04;2 ,n. f, <r<f, } (5.16) 
and 
B Ro, (x.t) = {ROI(.r. Vg ,r) I .c=.r,, /=0 m. f, < f < f, } (5.17) 
where f/ and t z  are time gates. For each ROI image of m x n . m  B-scan images and n  
B'-scan images are generated. 
For each B- and B*-scan image. 
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Select ROI on C-scan 
M B-scan 
2-D FFT 
N B'-scan 
i 
2-D FFT 
Feature A • Feature B I Feature C 
3M outputs 3N outputs 
Class of ROI 
NN with B-scan NM with B'-scan 
Majority using histogram 
Figure 5.8 The overall scheme for multidimensional signal processing. 
3. Create a fixed size image. 
Since the size of the ROI varies from one image to the other, the dimensionality of 
BROI and B'ROI images needs to be ftrst reduced or increased to a fixed size. This can 
be achieved by zero-padding, i.e.. 
0 
0 
0 
0 
(5.18) 
0 
where =n = 32. Similarly, B'ROI can be expressed as 
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Figure 5^ The geometry of ROI, B- and B'-scan images. 
0 
0 
® ROI ~ ^KOr(-^^yO'^i) 
0 
0 
(5.19) 
0 - 0 
where m+m^ =/n = l6. 
4. Take two-dimensional Fourier transform to generate F(iuv). 
5. Sefect two-dimensional features. 
Three set of features, obtained using magnitude (Feature A), first moment of phase 
(Feature B), and combined first moment of magnitude and phase (Feature Q were 
selected. 
6. Generate trailing data of feature vectors. 
The training data consist of 16 images fi'om four classes. 
7. Train B-and B''-networks. 
The neural networks are trained using the error back-propagation method with each 
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feature sets B, and C. 
8. Qassify test miages. 
Signal classification was performed using the three different features, magnitude, 
phase, and combined magnitude and phase of the two-dimensional Fourier transform of B-
and B'-scan images. The B-scan data analysis is summarized m Table 5,1 and 5,2. Each B-
scan consists of fixed size 512 x 32. From step I through 4, the data are transformed into 
two-dimensional Fourier donuiin. Feature A generating images of size (256 by 16 points) is 
converted into a vector fay concatenating the columns to give a 4096 elements long vector. 
Similarly. Feature B produces a vector phase information and Feature C is a vector of 
combined magnitude and phase information derived from the Fourier transform. 
.A. MLP with two hidden layers of 40 and 12 nodes was trained. Of a total of 114 B-
scan images, 60% images were used for training the network and the remaining 40% were 
used for testing. The detaUed results on the test data are shown in Table 5.2. The procedure 
for preprocessing B'^-scan data is similar to that used for B-scan data. The difference lies in 
the fact that the B'-scan image was 512 by 16 points, and the feature vector image is of size 
(256 X 8). The data distribution for training and test sets was summarized, in Table 5.3. The 
classification performances using the 3 feature sets are shown in Table 5.4. 
Two separate neural networks are used, one each for the B-scan and the B'-scan. 
respectively. During the classification phase, the B- and B'-scan images for a given flaw (C-
scan image) are extracted and classified individually. In the classification of the C-scan 
image, the results of B- and B'-network are combined. Since each ROI image generates its 
own B- and B'-scan nnages, B-scan images are first passed through B-network, and B'-scan 
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Table 5.1 Distribution of B-scan images in each defect-
Number of images Crack Porosity Slag Lack of fiision 
Train 19 14 11 24 
Test 13 10 7 16 
Total 32 24 L8 40 
Table 5.2 Summary of classification results using magnitude spectrum for B-scans. 
Feature A 
Crack Slag Porosity Lack of Fusion Total 
Crack 7 I 2 2 7/13 
Slag 3 6 I 6/10 
Porosity I I 5 5/7 
Lack of Fusion I 2 3 10 10/16 
28/46 
Feature B 
Crack Slag Porosity Lack of Fusion Total 
Crack 7 3 2 I 7/13 
Slag 2 6 2 0 6/10 
Porosity 0 I 6 0 6/7 
Lack of Fusion L 2 0 13 13/16 
32/46 
Feature C 
Crack Slag Porosity Lack of Fusion Total 
Crack 12 0 0 L 12/13 
Slag 0 7 0 3 7/10 
Porosity 0 I 6 0 6/7 
Lack of Fusion I 1 0 14 14/16 
39/46 
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Table 53 Distribution of B'-scan images in each defect. 
Number of images Crack Porosity Slag Lack of fiision 
Train 37 37 33 43 
Test 26 26 30 
Total 63 63 56 73 
Table 5.4 Sununary of classification results using magnitude spectrum for B'-scans. 
Feature A 
Crack Slag Porosity Lack of Fusion Total 
Crack 18 8 18/26 
Slag 5 9 1 11 9/26 
Porosity 6 2 15 15/23 
Lack of Fusion 3 4 I 22 22/30 
64/105 
Feature B 
Crack Slag Porosity Lack of Fusion Total 
Crack 12 5 3 6 12/26 
Slag 4 10 2 10 10/26 
Porosity 7 3 13 0 13/23 
Lack of Fusion I 3 5 21 21/30 
56/105 
Feature C 
Crack Slag Porosity Lack of Fusion Total 
Crack 17 5 3 1 17/26 
Slag 3 15 3 5 15/26 
Porosity I 0 17 5 17/23 
Lack of Fusion 5 I 1 23 23/30 
72/105 
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images are passed through B'-network. The final classification for the C-scan image is 
obtained by combining the classifications of each of the B- and B'-scan images. A weighted 
majority voting technique is used to combine the results, and the C-scan is assigned to the 
resultant class. A majority voting technique finds the class of a number of B- and B'-scan 
images obtained fi"om the selected ROI passed through the B- and B'-scan networks. The 
results of classification of the 28 C-scan images are shown in Table 5 J. 
Unlike Feature B and C. Feature A produces a large dimensional input vector. A 
reduced dimension of feature vector can be determined by selecting a region of frequency 
spectrum using the following equations, 
U(«• v). K = I. 2....a6] ^ 
II («• '')• « = 2.....81 
where v=lOL 103 200. The subband is selected on the basis of the distribution of the 
signal energy in various frequency bands. The reduced dimension of Feature A is [100 x 16] 
and is generated from B-scan data. The B'-scan data is processed similarly to obtain a 
feature vector of size [100 x 8]. These reduced dimension vectors are used as input for B-
and B'-neural networks with two hidden layers of 40 and 12 nodes. The classification 
performance using the reduced Feature A is also shown in Table 5.5. As summarized in 
Table 5.5. although the training tine was reduced relative to the large Feature A, the overall 
classification performance decreased significantly indicating loss of discriminatory 
information. More work need to be done m selecting the sub-region of the two-dimensional 
spectral phase that contain class discrnninatory informatioiu 
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Table 5^ Summary of classification results for individual C-scans. 
Feature A 
Crack Slae Porositv Lack of Fusion Total 
Crack 6 1 6/7 
Slag 7 7/7 
Porosity 7 7/7 
Lack of Fusion 7 7/7 
27/28 
Feature A with a reduced dimension 
Crack Slag Porosity Lack of Fusion Total 
Crack 4 2 I 4/7 
Slag I 3 3 3/7 
Porosity L 3 3 3/7 
Lack of Fusion I 2 L 3 3/7 
13/28 1 
Feature B 
Crack Slag Porosity Lack of Fusion Total 
Crack 6 I 6/7 
Slag 7 7/7 
Porosity 7 7/7 
Lack of Fusion 7 7/7 
27/28 
Feature C 
Crack Slag Porosity Lack of Fusion Total 
Crack 7 7/7 
Slag 7 7/7 
Porosity 7 7/7 
Lack of Fusion 7 7/7 
28/28 
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5.4 Principal Component Analysis (PCA) 
E^cipal component analysis (PCA) is a well established tool in multivariate data 
analysis, which has been in use since 1901 [73]. The principal components are obtained 
using the eigenvectors of the covariance matrix. The diagonalization of the covariance 
matrix is sometimes called the Hoteiling transfonn [74] or Karhunen-Loeve transfomi (KLT) 
[75] [76], The projection of data onto the eigenvector yields the principal components of the 
data. 
In the signal processing community, principal component analysis is a linear 
transform that has been widely used in data analysis and compression. Principal component 
analysis is based on the statistical representation of a random variable [77]. Suppose we have 
a random vector population x. where 
(5.21) 
The mean of that population is denoted by 
H^=£:{x} (5.22) 
and the covariance matrix of the data set can be expressed as 
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C, =£4X-h Jx-n,7 }. (5.23) 
The elements of denoted by c,^, represent the covariances between the random variable 
components and Xj. The element c,j is the variance of the component x^ and indicates 
the spread of the component around its mean value. If wo components x^ and x^ of the data 
are uncorrelated, their covariance is zero (c^ =c^, =0). The covariance matrix is always 
real, symmetric, and positive definite. We can find an orthogonal matrix of eigenvectors of 
C, that diagonaiizes the covariance matrix. The eigenvalues are derived by finding the 
solutions of the characteristic equation 
where the I is the identity matrix having the same order as and the |*| denotes the 
determinant of the matrix. For simplicity we assume that the are distinct. The 
corresponding eigenvalues are derived from the solutions of the equation 
If the data vector has n components, the characteristic equation is of order n. Solving 
for eigenvalues and corresponding eigenvectors in general is a non-trivial task. Several 
numerical methods have been developed to solve this problem including the more recent 
neural solution [78]. Arrangmg the eigenvectors in the order of descending eigenvalues 
|C,-^|=0 (5.24) 
' =^-2 «• (5.25) 
104 
(largest first), one can create an ordered orthogonal basis with the first eigenvector having the 
dcrection of the largest variance of the data. In this way, we can find the directions in which 
the data set has the most significant amount of energy. 
Suppose one has a data set of which the sample mean and the covariance matrix have 
been calculated. Let A be a matrix consisting of eigenvectors of the covariance matrix as the 
row vectors. By transforming a data vector x to vector y. 
which is a point in the orthogonal coordinate system defined by the eigenvectors. 
Components of y are then coordinates in the orthogonal base. We can reconstruct the original 
data vector x from y by 
where is the transpose of a matrix A. Equation (5.26) is the projection of the original 
vector X on the coordinate axes defined by the orthogonal basis. Equation (5.27) is the 
reconstruction of the original vector using a linear combination of the orthogonal basis 
vectors. 
Alternately, we can also project the data onto a subspace spanned by a subset of 
vectors of the orthogonal basis. If we denote the matrix having the first K eigenvectors as 
rows by AK, we can perform a similar transformation to get 
y = .A(x-^,) (5.26) 
x = AV+fix (5.27) 
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=A.K(x-fi j) .  (528) 
The inverse transform is given by 
x = (5.29) 
This representation minimizes the mean-square error between the data and its representation 
for a given number of eigenvectors. In feature extraction, the general objective is to reduce 
the dimension of the representation and also preserve as much of the original information 
content as possible. PCA offers an effident way to control the trade-off between loss of 
information and dimensionality reduction. 
In this section, our effort was focused on the reduction of the input dimensionality of 
the feature vector. The experimental data used here were the same as the two-dimensional B-
and B'-scan images from the classes namely, crack, slag, porosity, and lack of fiision. A 
total of 28 C-scan images, equally distributed among the four classes, were obtained by using 
an automated scanning system with a 5MHz transducer and a 60° wedge angle and sampled 
at 25 MEb. The feature vectors were computed and applied to an MLP network for 
classification. The overall classification scheme is shown in Rgure 5.10. In this 
classification scheme, the features used were principal components augmented by means of 
magnitude and phase spectra as described below. Steps I through 5 are similar to those 
described in section 53 (Refer Rgure 5.9). 
I. Select a region of interest (ROI) on C-scan image. 
The ROI in a C-scan image can be de&ed as 
106 
2-DFFT 2-D FFT 
3M outputs 3N outputs 
Class of ROI 
M B'-scan M B-scan 
NN with B'-scan 
PCA with Feature C 
Select ROI on C-scan 
Majority using histogram 
Figure 5.10 The overall classification scheme for multidimensional signal processing usins 
PCA. 
R01(.r.y) = {/'(.t.y)|.r = xo..t,,x, .r„, andy = Vq,y,.y, y„ } (5.30) 
where, .c^ =.ro-f-fAr./ = l.2—m. andy^ ==^0+ /Ay,/ = I.2.....n. Ax and Ay are 
increraent on x and y axis, respectively. 
2. Obtain B- and B'-scans fi-om a ROI. 
In the ROI. B- and B'-image are obtained by scanning the spatial coordinate (x.y) of a 
transducer and can be written as 
BRoi(.v.O = {RO/(-to^.v.')|y = y,. I=0az..../I. f, <f<f, } (5.3l-a) 
where r/ and tz are tnne gates. 
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For each B- and B'-scan nnage, 
3. Create a fixed size image. 
Since the size of the ROI varies from one inaage to the other, the dimensionaKty of 
BROI and B'RQI images needs to be first reduced or increased to a fixed size with zero-
padding. The resized data consists of 
0 
0 
0 
0 
(5.32-a) 
® ROI (^1 ~ SROI yO'^i ) 
0 
0 
0 
0 
(5.32-b) 
0 - 0 
The dimension of resized BROT and B'ROI images are [512 x (n+= /i = 32 )1 and 
[512 X (m= /n = 16)], respectively. 
4. Compute two-dimensional Fourier transform. 
The two-dimensional Fourier transform is computed using the following definition: 
I .W-l.V-t 
F(«.v)= y2raix/M ]exp[— j lmrv/M] (5.33) 
MN 
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where a=0,I,2,..-,Af — I. and v=04»Z—1- The dinensionaKty of F(H.V) for 
BROI and B'ROI IS 
f5l2xj7,  forROIn 
Dim{Fiu,v)] = \ ® . (3.34) 
' [5l2xm. forROIg. 
5. Compute the first moment of two-dimensional spectra. 
As described in Section 5.2, the average values of all rows along frequency variable v 
of the magnitude and phase spectra are obtained by 
M,ii) = —y FiuJ). for £ =0.I.2.....iV/2-l. (5J5-a) 
(&„(,•)=—Y fori =  0 i V / 2  - 1 .  
M ^ 
(5.35-b) 
and finally the combined feature vector (CFV) can be expressed as 
CFV,(0 = ±tn..o. 
ttsQ 
(5J6) 
where for t = O.LZ.... N / 2 — 1 .  
6. Normalke the data. 
The normalization of the data (F) of see of M x N is calculated by 
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F -u (5.37) 
where 
I •" A  = — y F , J  =  = 1.2... jV . (5.38-a) 
0-. = I ^ 
—YF .i=I.2.....iVf.y = I.2...jV. (5.38-b) 
7. Compute the covariance matrix, eigenvalues, and eigenvectors. 
The covariance matrix for each class (crack, slag, porosity, and lack of fusion) Is 
calculated by 
-
^12 
LS. pp 
where the element Cij of C being defined as 
(5.39) 
(5.40) 
The characteristic equation of is a polynomial of degree p, which is obtained by 
expandmg the deternnnant of 
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= 0 
(5.41) 
and solving for the roots A. Specifically, the largest eigenvalue, ^i, and its associated 
vector, vi, are corresponding. Rgure 5.11 shows the largest eigenvalues of the 
covariance matrix of the four classes. 
8. Compute the principal components (PC). 
Let Vale. Vsig, Vpot. and Viof be K significant eigenvectors of the estimated covariance 
matrices. Cok^ Csig. Cpot. and C|of of crack, slag, porosity, and lack of fiision, 
respectively. Then, the principal component features of a data set F are obtained 
using the projections 
PC^=£[F'-V.^1 (5.42-a) 
PC^=£[F^V^J 
(5.42-b) 
(5.42-c) 
PC^ =£[F^V^I (5.42-d) 
RnaHy. the overall feature vector based on PCA can be expressed as 
PC=[PC^ PC„^ PC^ PC^I (5.43) 
I l l  
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9. Tram B-and B*-networks. 
10. Qassify test images. 
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In principal component analysis., the key factor is the selection of eigenvalues. There 
is, however, no general criterion for selecting the number of eigenvalues. In this research, 
based on the largest eigenvalues, a set of 11 eigenvalues was chosen for each class. Each 
class is presented by 11 eigenvectors derived from the training data in that class. Each 
training data is projected onto the 44 eigenvectors to generate a 44-dimensionaI feature 
vector. A neural network of architecture 44-20-8-4 was trained and used for classification. 
In the classification phase, the B- and B'-scan images for a given flaw (C-scan image) are 
extracted and classified individually. In the classification of principal component features, 
the overall classification performance was comparable to two-dimensional features processed 
in Section 5.3. In additioru the training time was reduced because of lower dimensionality. 
Tables 5.6 and 5.7 simiinarize the data distribution and classification results for B- and B'-
scan data. The final classification for the C-scan image is obtamed by combining the 
classifications of each of the B- and B'-scan images as explained in the previous section. 
Again, a weighted majority voting technique is used to combine the results, and the C-scan is 
assigned to the resultant class. The results of classification of the 28 C-scan images are 
shown in Table 5.8. 
5.5 Three-dimensional Moment Analysis 
In ultrasonic weld inspection, the transducer scans a two-dimensional plane with an 
A-scan acquired at each spatial point. Processmg the data in its entirety involves using the 
information in the three-dimensional volume for classification. In order to compute features 
that capture all the mfbrmation, this section mtroduces three-dimensional spatial moments of 
IL3 
Table 5.6 Summary of data distribution and classification results of training and testing data 
using PCA for B-scans. 
Data distribution 
Number of nnages Crack Porosity Slag Lack of fusion 
Train 22 17 13 28 
Test 10 7 5 12 
Total 32 24 18 40 
Crack Slag Porosity Lack of fusion Total 
Crack 22 0 0 0 22/22 
Slag 0 17 0 0 17/17 
Porosity 0 0 13 0 13/13 
Lack of fusion 0 0 0 28 28/28 
80/80 
Testing data 
Crack Slag Porosity Lack of fusion Total 
Crack 8 0 0 2 8/10 
Slag 0 5 I 1 5/7 
Porosity 0 1 4 0 4/5 
Lack of fusion 2 0 0 10 10/12 
27/34 
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Table 5.7 Summary of data distribution and classification results of training and testing data 
using PC A for B'-scans. 
Data distribution 
Number of images Crack Porosity Slag Lack of fiision 
Train 44 44 39 51 
Test 19 19 17 22 
Total 63 63 56 73 
Training data 
Crack Slag Porosity Lack of fusion Total 
Crack 44 0 0 0 44/44 
Slag 0 44- 0 0 44/44 
Porosity 0 0 39 0 39/39 
Lack of fiision 0 0 0 51 51/51 
178/178 
Testing data 
Crack Slag Porosity Lack of fusion Total 
Crack 13 3 1 2 13/19 
Slag 5 10 2 2 10/19 
Porosity 1 2 13 1 13/17 
Lack of fusion 2 3 0 17 17/22 
53/77 
Table 5.8 Summary of classification results using PC A for individual C-scans. 
Crack Slag Porosity Lack of Fusion Total 
Crack 7 7/7 
Slag 7 7/7 
Porosity 7 7/7 
Lack of Fusion 7 in 
28/28 
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the ultrasonic volumetric data. The three-dimensional moment, in general, is defined as 
where p, q. and r are the orders of moments. Here K(.r.y.r) indicates the volume of data 
with.t=U2,...>I. v=l,2,...,N and r=l.2....X. Qearly. the zero order spatial moment (zero-
order moment) is given by 
M (0.0.0) = X X Vix. y.t) (5.45) 
fsl v«l 
where M(0.0.0) is the sum of the voxel values. The ratios 
__ M(LQ.O) 
~ M (0.0.0) 
(5.46) 
t = 
M(0,0,0) 
M(o,oa) 
M(0.0.0) 
of first-order to zero-order spatial moments define the centroid of the volume data. With the 
ratios, we can define other order spatial central moments of a discrete volume as 
L /V M 
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In three-dimensional signal classification, the spatial moments can serve as a 
candidate for features to be used in classification. This research initiafly was focused on the 
two-class problem namely, planar vs. volumetric flaws. In this problem, crack and lack of 
fusion belong to the planar defect type, whereas porosity and slag belong to the volumetric 
flaw type. In order to get a moment-based feature vector, we investigated moments of order 
(p+q+r) with p=0.I.2,3. ipO.L2.3 and r=0,l.2,3. Rgure 5.12 shows the 64 (p+q+r) order 
moments for the four flaws. In this figure, the horizontal axis indicates the index number of 
the data files and vertical axis indicates (p+q+r) order moment values. For example. 
(p=l,q=l,r=2) indicates 22°^ order moment on the vertical axis. As can be seen in Figure 
5.12, the moment distribution of each class distinguished the flaw type. 
The moment distribution of the volumetric flaw (slag and porosity) is different than 
that of planar scatters (crack and lack of ftision). A neural network classification with one 
hidden layer of size 12 was trained to classify the moment vectors. The network training 
time was very short compared to a two-dimensional classification. Table 5.9 summarizes the 
data distribution and classification results obtained. 
5.6 Three-dimensional Fourier Transform 
.An alternate choice for features representing volumetric data is to consider the three-
dimensional spectral domain. In order to analyze the fiill three-dimensional volume of data, 
this process was extended to three-dimensional DPT pan^ which is defined as 
F(a,v,w) = for«,v.w = 04,Z...,Ar-L. (5.48) 
r=0 y=0 r=0 
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File number 
Figure 5.12 The spatial moments: (a) crack, (b) slag, (c) porosity, and (d) lack of fiision. 
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Table 5S Summary of data distribution and classification results of testing data using a 
spatial moment features - planar vs. volumetric. 
Data distribution 
Number of files Planar Volumetric 
Train 8 8 
Test 6 6 
Total 14 14 
Overall classification (training + testmg data) 
Planar Volumetric 1 Total 
Planar 13 1 13/14 
Volumetric 2 12 1 12/14 
and 
y-t .v-i ,v-i 
/ ( X .  y, c) = X E S for X. y. c = 0 J.2 iV -1 (5.49) 
«=0 v=0 w=0 
where =e and f(x,y,z) represents the volumetric data, which is a function of three 
discrete spatial variables (spatial) x, y and (tnne) c. The variables u, v. and w are the 
corresponding spatial and time frequency variables. The magnitude and phase spectrum are 
defined as 
|F(a. V. w)| = |Re"(F(a. w)) + Im'(F(K. v, w))]'" (5-50) 
and 
^)(tt,v^w) = tan"' Im(F(tt,v,w)) 
Re(F(tt,v.w)) (531) 
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The separabflity, periodicity, and symmetry properties can be derived in the same 
manner as in the two-dimensional case. The discrete Fourier transform in Equation (5.8) can 
be expressed in the separable form 
Fiii.v,w)=%w;^ %nx,y,z)w;:'^ 
r=0 y=0 r=0 
for M.v.w=0.1,2,....iV-l. As can be seen in Equation (5.48), three-dimensional Fourier 
transform can be calculated sequentially along the three components. The three-dimensional 
periodicity with period N is expressed as 
F(M. V. W) = F(M + /V. v i - N . w )  
= Fiu + N.v,w-¥ N) 
= F(a, V + AT, w + iV) 
= F{u + + N.w-i- N\ 
(5.53) 
The vaKdity of this property can be demonstrated by direct substitution of the 
variables (u+M). (v-t-N), and (w+iV) in Equation (5.8). Here, only one period of the transform 
is necessary to specify F(u,v,w) completely in the frequency domam. 
The three-dimensional Fourier transform also exhibits a conjugate symmetry, which 
can be written as 
F(k, V. w) = F * (-«.—v.—w) (5.54) 
and the magnitude of F(u,v^w) as 
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|F(K,v,w)j =|F(-M,-V,-W)| (555) 
where F*(-u,-v-w) is the complex conjugate of F(a,v,w). As in two-dimensional 
Fourier transfonn, after centering the transform in the frequency range [-7C.n:I in the transform 
domain, we can derive a diagonal symmetry property as shown in Figure 5.13. 
Some simple examples of three-dimensional transforms are given below. Consider 
the three-dimensional discrete unit impulse, 6(n^,iu,n^). 
1. /ij = n, = = 0 
0, otherwise 
(5j6) 
Thfc Fourier transform of the impulse fiinction can be calculated as 
F(K, V. W) = 
fi,=0 
(5.57) 
= l 
Next, consider a simple cube defined as 
f{x,y,z)=' I, 0<.r,y,<:^iV-l 
0, otherwise 
(558) 
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F(a,T,w) 
FT 
nx,y,z) 
lET 
Figure 5.13 The diagonal synmietry on transformed domain F(u,v,w). 
which is real and symmetric, and where N=8. If f(x.y^) is continuous and integrable. the 
three-dimensional Fourier transform F{u,v,w) can be written as 
F(H, V. W) = JJJ/(.t, y, z) exp[-y2;r(ttx+vy + wz)\dxdydz. (5.59) 
According to the above equation, the three-dimensional Fourier transform is calculated as the 
following. 
F(«. V. w) = J^"' e-'^^'dz 
N-i 
• g-yioy • iV-t " g-j2mz ' 
—jlmi 0 — jljtv 0 — J2mv 
_ J ^ L-jtot.V-n 1^1 ^ r-j2a.i.v-t) J 
—jhtu — j27tV — jljCW 
__ 1 r ^ 1 ^ jaaitV-n ;aii.V-o1 ^_jmnS-U 
jlmt JTjOt 
Jlmi ^   ^
_sin{;z2<(A/"-l)}e-^''^'^' sin{;zu(iV-l)}e-^""^"" sin{;nv(Ar-l)}g-^ 
TTTI TtM 1t\\I 
;SW.V-0 
(5.60) 
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Therefore, the magnitude spectrum is 
sin{;zK(iV-l)}e-^'°"'''" sin{;n/(iV |sin{mv(A^ 
m Kv 1 TDAf 
(5-61) 
In this case, the real and symmetric magra'tude spectrum is shown in Rgure 5.14. By 
applying three-dimensional Fourier transform, this thesis investigates the derivation of 
volumetric features of the ultrasom'c data. A major drawback, however, is that this techra'que 
results in a very large dimension of the feature vector. For a volume of MxNx5l2. the length 
of the feature vector after taking into consideradon the symmetry of the transform is so huge. 
One possible method to reduce the dimensionality is to consider the moments in the 
transform domain. 
In order to investigate the feasibility of three-dimensional moment features in three-
dimensional Fourier transform domain, the classification of the volumetric data was 
implemented in the same manner as in the three-dimensional spatial domain. In this study, 
the moment values were calculated using Equation (5.48). Again, this study has focused on 
the two-class problems namely, planar vs. volumetric type. The order (p+q+r) indices for 
moment calculations used here to compute a three-dimensional Fourier transform moment 
feature are p=0.1,2J. g=0.1,2,3 and r=0,l,2,3. Figure 5.15 shows a plot of the (p+q+r) order 
moments for the four classes. The number of moments used here is 64. which is the number 
of input nodes in the neural network. The architecture of ±e MLP neural network is 64-12-2 
nodes in input, hidden, and output layers, respectively. Table 5.10 summaries the data 
distribution and classification results with the planar vs. volumetric case. 
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Figure 5.14 A syntiietic three-dimensional Fourier transform (a) a cube data, (b) a 
magnitude spectrum of one slice with xy-pIane at ^32 and its contour plot, (c) contour plots 
on z=25,27,32,37,40, and (d) three-dimensional DFT volume. 
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File mimber 
File number 
Figure 5.15 The three-dimensional Fourier transform moments: (a) crack, (b) slag, (c) 
porosity, and (d) lack of fiision. 
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Table 5.10 Summary of data distribution and classification results of testing data using a 
Fourier transform moment features - planar vs. volumetric. 
Data distribution 
Number of files Planar Volumetric 
Train 8 8 
Test 6 6 
Total 14 14 
OveraE classification (training + testing data) 
Planar Volumetric Total 
Planar 11 3 11/14 
Volumetric 4 10 10/14 
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CHAPTER 6. CONCLUSIONS 
6.1 Sumniary and Conclusions 
This research was motivated by a desire to develop a complete ultrasonic signal 
processing and analysis package for interpretation of the data generated in a two-dimensional 
scan. Also, this research studied the linutations of split-spectrum processing. The basic 
problem with ultrasonic grain noise reduction was that the signal energy of both the flaw and 
microstructure lies within the same frequency range, and hence typical filtering techniques, 
such as a lowpass. highpass, or a single bandpass filter, were not effective even in split-
spectrum processing. The split-spectrum processing techm'que designed to eliminate the 
microstructure signal would result in the loss of the flaw signal. In addition, a signal with 
two distinct ftequendes failed to enhance the signal-to-noise ratio in split-spectnmi 
processing. 
In the second focus of the research, noise due to material grain structure was reduced 
using a multi-stage adaptive ffltering algorithm. A multi-stage adaptive noise cancellation 
scheme using a LMSE adaptive filter was developed and analyzed. The first stage adaptive 
fQter was used as a precondidonmg stage so that the signals at the output of the first stage 
possess the requisite correlation properties for the second stage adaptive filter to be more 
effective. The Multi-stage Adaptive Noise Cancellation (MANQ algorithm was 
demonstrated to be successfiil in achieving these goals as mdicated in the significant jump m 
the de-noismg performance at the second stage as shown in Table 3.4 and Table 3>5. Also, 
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the effects of transducer distance, filter length, and leaning rate on the multi-stage adaptive 
noise canceQation method have been studied and selected. In addition, the optimal numi^er 
of stages is selected for implementing a stopping criterion based on the SNR ratio of two 
successive stages. The proposed algorithm is simple and easy to implement and is seen to be 
effective when the filter parameters are optimal. The drawback of the proposed algorithm is 
the increase in implementation time complexity due to the additional adaptation stages. 
However, the proposed algorithm can also be implemented in real time using a TMS320C25 
or TMS320C30 DSP chip for on-line inspection applications. 
The third emphasis of this research is to develop a multi-dimensional signal 
processing and classification scheme. In this thesis, ultrasonic signal classification 
algorithms based on the information in a neighborhood of A-scans have been developed. 
Implementations of one. two. and three-dimensional signal classifications have been 
presented. Table 6.1 summarizes the different implementations of multi-dimensional 
processing. 
Table 6.1 Summary of multi-<Hinensional processing. 
Dimension Feature Neural Network Classification 
Performance 
Note 
One DWT I40-40-I2-4 24/28 Time-frequency 
processing 
Two FFT Magnitude 4096-40-12-4 27/28 Use echo 
dynamics on 
linear scan 
FFT Phase 256-40-12-4 27/28 
Mean [Magnitude 
Phase] 
512-40-12-4 28/28 
PCA 44-20-8-4 28/28 
Three Spadai moment 64-12-2 25/28 Usage of volume 
data on spatial 
and frequency 
domain 
FFT moment 64-12-2 21/28 
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In general, ultrasonic signal classification systenis are based on processing individual 
A-scans. Even though these approaches show reasonable success, a single A-scan signal 
itself cannot represent a flaw in time, space, or transform donrain. Another drawback of 
these approaches is that they do not incorporate the effect of beam spread. A better approach 
is to analyze a neighborhood of signals prior to making a classification decision. Such an 
approach provides a better estimate of the dynamics in the signal. Because of these reasons, 
the two and three-dimensional signal classification techniques were studied. In two-
dimensional signal classification, the various features using magnitude, phase, and the first 
moment of combined magnitude and phase spectra on two-dimensional Fourier transform 
were investigated. In particular, the first moment of combined magnitude and phase spectra 
resulted in a good classification performance. In addition, a two-dimensional process using 
principal component analysis showed comparable results, where the variance of a group of 
A-scans in a neighborhood is computed. Furthermore, the initial results of moments in three-
dimensional spatial and transform domain clearly demonstrate the ability of a neural network 
to discriminate between planar (crack and lack of fusion) and volumetric (slag and porosity) 
discontinuities. The results are, however, obtained only on a limited set of data and need to 
be validated on a larger database. 
A major problem encountered in this work was the avaflability of reliable training 
data. Although a significant amount of effort was spent on '^cleaning" this database, the 
training data was used in developmg the ASC system contained conflicting information. The 
availability of a reliable numerical model would have solved this problem. However, to-date 
there are no theoretical models that can simulate the ultrasonic wave propagation in a weld 
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region with porosity, slag or lack of fiision. Lack of reUable simulated and experimental data 
proved to be a serious drawback in this work. 
6.2 Future Work 
In the multi-stage adaptive filtering method, the capability of noise reduction has 
been demonstrated- However, the performance depends strongly on the fflter parameters and 
hence automated selection of optimal filter parameters should be investigated. Alternate 
adaptation algorithms must also be evaluated. Future work will focus on a study using the 
following approaches. 
• Combinations of algorithms in different stages will also be studied. In this research, 
the LMS adaptation algorithm has been used in adjusting filter weights. For the 
multi-stage adaptive filtering method, each stage adaptation algorithm can adopt 
different adaptation methods such as recursive least square algorithm or constant 
modulus algorithm. 
• In signal classification, feature extraction wiE concentrate on classification of a larger 
database. For the feature extraction, the automated feature selection such as IDS with 
three-dimensional Fourier transform will also be usefiil for identifying the features 
with the most amount of discriminatory information. 
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APPENDIX 
PROPERTIES OF THREE-DEVIENSIOANL FOURIER TRANSFORM 
In discussing the three-dimensional discrete Fourier transform (DPT), we have not 
assumed that our image data contains only real sample values. Indeed, all of the results are 
valid whether f[x,y,z) is real or complex. As with one- or two-dimensional discrete Fourier 
transforms, however. iif[x,y,z) is known to consist of a real sequence of data, the DFT will 
satisfy symmetry property. We investigate some properties of three-dimensional Fourier 
transform. 
The three-dimensional DFT pair is defined as 
F(tt,V.w) = XX X /(.r.y,for m.v.w = 0J.2,....iV-L (A.I) 
t=0 y=0 :=0 
and 
•v-i y-t .v-t 
for.t,y,z = 0J.2.....A/'-l. (A.2) 
«=0 
where Wy, md. f{x,y,z) represents a volumetric data diat is a fimction of three 
discrete spatial variables x, y. and z. The variables v, and w are frequency variables. 
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I. Conjugate Symmetry 
In symmetric property, let f(x,y.z) be real. The Fourier transform exhibits conjugate 
symmetry, which can be written as 
F(«, V, w) = F * {-u-v,-w) (A.3) 
and the magnitude of F(u,v.w) is 
|F(«. V. W)j = |F(-H.-V.-W)| ( A.4) 
where F * (-K.-V.-VV) is the complex conjugate of F{u. v, w). 
Proof 
If f(x,y,z) is real. f{x,y,z) = f*(x,y,zK First we can define the complex conjugate 
F*(-«.-v.-w) of F(K.V.W) fay the definition of three-dimensionai Fourier transforms. 
F * i-u-v.-w) = X X X / * y. )* (AS) 
x=0 y=0 c=0 
The term of simply can be computed as follows: 
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^ ). (A.6) 
Second by the definition Equation (A.l)^ the magnitude of F(u^v,w) can be calculated as 
iV-l .V-l .V-I 
V V V  f ( x  " 'W" 
.r=0 3^0 r=0 
(A.7) 
and 
•V-l .V-l ,V-l 
T=0 v=0 r=0 
(A.8) 
Since the magnitude of term (A.7) and (A.8) hold validly. 
2. Periodicity 
The validity of periodic property can be demonstrated by direct substitution of the 
variables (u-i-N). (v+N) and (w-t-N) in Equation (A.1). This property represents that only one 
period of the transform is necessary to specify F(u,v,w) completely in the frequency domam. 
The periodic property with period M can be defined as 
F(a» V. w) = F(m + iV. V + iV, w) 
= F{u-h N.v,w+ N) 
= F(u + N^rV-i-N.w-hM). 
Proof 
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Let us first compute the periodic property F(M»V,W) = F(i<+ + By 
definitioiu F{u + N,v + N.w) with period Mcan be written as 
Fill + iV, V + iV. w) = ^  fix, y, (A. 10) 
T=0 y=0 r=0 
where H.v.w=0.1.2.....iV-L Since (wf) and (wf) in term ^ 
equal to one. Therefore. 
F(K.v.w) = F(tt + iV.v4-iV.w) hold validly. A similar process can be used to prove 
periodicity. 
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