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Abstract
Existing graph neural networks may suffer from the
“suspended animation problem” when the model
architecture goes deep. Meanwhile, for some graph
learning scenarios, e.g., nodes with text/image at-
tributes or graphs with long-distance node corre-
lations, deep graph neural networks will be nec-
essary for effective graph representation learning.
In this paper, we propose a new graph neural net-
work, namely DIFNET (Graph Diffusive Neural
Network), for graph representation learning and
node classification. DIFNET utilizes both neural
gates and graph residual learning for node hidden
state modeling, and includes an attention mecha-
nism for node neighborhood information diffusion.
Extensive experiments will be done in this paper
to compare DIFNET against several state-of-the-
art graph neural network models. The experimen-
tal results can illustrate both the learning perfor-
mance advantages and effectiveness of DIFNET,
especially in addressing the “suspended animation
problem”.
1 Introduction
Graph neural networks (GNNs) [Wu et al., 2019; Zhang,
2019] have been one of the most important research topic
in recent years, and many different types of GNN models
have been proposed already [Kipf and Welling, 2016]. Gen-
erally, via the aggregations of information from the neigh-
bors [Hammond et al., 2011; Defferrard et al., 2016], GNNs
can learn the representations of nodes in graph data effec-
tively. The existing GNNs, e.g., GCN [Kipf and Welling,
2016], GAT [Velicˇkovic´ et al., 2018] and their derived vari-
ants [Klicpera et al., 2018; Li et al., 2018b; Gao et al., 2019],
are mostly based on the approximated graph convolutional
operator [Hammond et al., 2011; Defferrard et al., 2016]. As
introduced in [Zhang and Meng, 2019], such an approximated
aggregation operator actually reduces the neighboring infor-
mation integration as an one-hop random walk layer followed
by a fully-connected layer. Generally, in many learning sce-
narios, e.g., nodes with text/image attributes or graphs with
close correlations among nodes that are far away, a deep GNN
architecture will be necessary to either achieve the high-order
(a) Training Accuracy (b) Testing Accuracy
Figure 1: The learning performance of GCN (bias disabled) with
2-layer, . . . , 7-layer, and 10-layer, · · · , 50-layer on the Cora dataset.
The x axis denotes the iterations over the whole training set. The y
axes denote the training and testing accuracy, respectively.
latent attribute representations or integrate information from
those long-distance nodes for graph representation learning.
Also as pointed out in [Zhang and Meng, 2019], most of
the existing GNN models based on approximated graph con-
volutional operator will suffer from the “suspended animation
problem” when the model architecture goes deep. Especially,
when the GNNs’ model depth reaches certain limit (namely,
the GNNs’ suspended animation limit), the model will not
respond to the training data anymore and become not learn-
able. As illustrate in Figure 1, we show a case study of the
vanilla GCN model (with bias term disabled) on the Cora
dataset (a well-known benchmark graph dataset). According
to the results, the model can achieve the best performance
with 2 layers, and its performance gets degraded as the depth
increases and further get choked as the depth reaches 5 and
more. Therefore, 5-layer is also called the “suspended anima-
tion limit” of GCN. Similar phenomena have been observed
for the GCN model (with bias term enabled), GAT and their
other derived models as well.
In this paper, we will introduce a novel graph neural net-
work model, namely DIFNET (Graph Diffusive Neural Net),
for graph representation learning. DIFNET is not based on
the approximated graph convolutional operator and can work
perfectly with deep model architectures. To be more specific,
DIFNET introduces a new neuron unit, i.e., GDU (gated dif-
fusive unit), for modeling and updating the graph node hid-
den states at each layer. Equipped with both neural gates
and graph residual learning techniques, GDU can help ad-
dress the aforementioned “suspended animation problem” ef-
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(a) Training Accuracy (b) Testing Accuracy
Figure 2: The learning performance of DIFNET with 2-layer, 3-
layer, . . . , 50-layer on the Cora dataset.
fectively. Furthermore, DIFNET also involves the attention
mechanism for the neighboring node representation diffusion
prior to feeding them into GDU. All the variables involved in
GDU can be learned automatically with the backpropagation
algorithm efficiently.
To demonstrate the effectiveness of DIFNET, in Figure 2,
we also illustrate the learning performance of DIFNET on the
Cora dataset (all the settings are identical to those of Fig-
ure 1). From the plots, we observe that DIFNET proposed in
this paper can converge very fast and also outperforms GCN
for the testing results. What’s more, DIFNET generalizes very
well to the deep architectures, and its learning performance
can even get improved as the model depth increases. For in-
stance, among all these layers, the highest testing accuracy
score is achieved by DIFNET (10-layer). To be more specific,
the layers for DIFNET denotes the number of GDU based
layers. More detailed information and experimental results
about DIFNET will be provided in the following sections of
this paper.
We summarize the contributions of this paper as follows:
• We introduce a novel graph neural network model
DIFNET in this paper, which can help address the “sus-
pended animation problem” effectively on graph repre-
sentation learning.
• We propose a new neuron model, i.e., GDU, which in-
volves both neural gates and residual learning for node
representation modeling and updating.
• DIFNET introduces an attention mechanism for the node
representation diffusion and integration, which can work
both effectively and efficiently.
• We test the effectiveness of DIFNET on several com-
monly used graph benchmark datasets and compare
against both classic and state-of-the-art GNN models.
The remaining parts of this paper will be organized as fol-
lows. We will introduce the related work in Section 2. Defini-
tions of important terminologies and formulation of the stud-
ied problem will be provided in Section 3. Detailed informa-
tion about the DIFNET model will be introduced in Section 4.
The effectiveness of DIFNET will be tested in Section 5. Fi-
nally, we will conclude this paper in Section 6.
2 Related Work
Several research topics are closely correlated with this paper,
which include graph neural network, GNN learning prob-
lems, neural gates and residual learning, respectiely.
Graph Neural Network: Due to the inter-connected struc-
ture of graph data, traditional deep models (assuming the
training instances are i.i.d.) cannot be directly applied to the
graph data. In recent years, graph neural networks [Monti
et al., 2016; Atwood and Towsley, 2015; Masci et al., 2015;
Kipf and Welling, 2016; Scarselli et al., 2009; Zhou et al.,
2018; Niepert et al., 2016] have become one of the most pop-
ular research topic for effective graph representation learn-
ing. GCN proposed in [Kipf and Welling, 2016] feeds the
generalized spectral features into the convolutional layer for
representation learning. Similar to GCN, deep loopy graph
neural network [Zhang, 2018] proposes to update the node
states in a synchronous manner, and it introduces a span-
ning tree based learning algorithm for training the model.
LOOPYNET accepts nodes’ raw features into each layer of
the model, and it doesn’t suffer from the suspended anima-
tion problem according to [Zhang and Meng, 2019]. GAT
[Velicˇkovic´ et al., 2018] leverages masked self-attentional
layers to address the shortcomings of GCN. In recent years,
we have also observed several derived variants of GCN and
GAT models, e.g., [Klicpera et al., 2018; Li et al., 2018b;
Gao et al., 2019]. Due to the limited space, we can only
name a few number of the representative graph neural net-
work here. The readers are also suggested to refer to page1,
which provides a summary of the latest graph neural network
research papers with code on the node classification problem.
GNNs’ Performance Problems: For the existing graph neu-
ral networks, several performance problems have been ob-
served. In [Zhang and Meng, 2019], the unique “suspended
animation problem” with graph neural networks is identi-
fied and formally defined. A theoretic analysis about the
causes of such a problem is also provided in [Zhang and
Meng, 2019], which also introduce the graph residual learn-
ing as the potential solution. Several other problems have
also been observed in learning deep graph neural networks,
e.g., the “over-smoothing problem” [Li et al., 2018a]. To re-
solve such a problem, many research efforts have been wit-
nessed [Li et al., 2019; Gu¨rel et al., 2019; Sun et al., 2019;
Huang and Carley, 2019]. To enable deep GCNs, [Li et al.,
2019] proposes to adopt residual/dense connections and di-
lated convolutions into the GCN architecture. [Gu¨rel et al.,
2019] tries to provide an explanation about the cause why
GCN cannot benefit from deep architectures. In [Sun et al.,
2019], the authors propose a novel RNN-like deep graph neu-
ral network architecture by incorporating AdaBoost into the
computation of network. Similar methods is also observed in
[Huang and Carley, 2019], which also extends the recurrent
network for deep graph representation learning.
Neural Gates and Residual Learning: Besides these two
main topics, this paper is also closely correlated with neural
gates learning [Hochreiter and Schmidhuber, 1997; Chung
et al., 2014] and residual learning [Srivastava et al., 2015;
He et al., 2015; Zhang and Meng, 2019], respectively. Neu-
ral gate learning initially proposed in LSTM [Hochreiter and
Schmidhuber, 1997] proposes a way to handle the gradi-
ent vanishing/exploding problem with deep model learning.
1https://paperswithcode.com/task/node-classification
Later on, such concepts have been widely used in deep model
learning [Chung et al., 2014; Gao and Glowacka, 2016].
Residual network [He et al., 2015] has been demonstrated to
be effective for deep CNN learning, which extends the high-
way network [Srivastava et al., 2015] to a more general case.
In [Zhang and Meng, 2019], the authors also observe that
conventional naive residual learning cannot work for graph
neural networks any more, and they introduce several new
graph residual terms for representation learning instead.
3 Problem Formulation
Here, we will provide the formulation of the problem studied
in this paper. Prior to that, we will also introduce the notations
and terminologies to be used in the problem formulation
3.1 Notations
In the sequel of this paper, we will use the lower case letters
(e.g., x) to represent scalars, lower case bold letters (e.g., x)
to denote column vectors, bold-face upper case letters (e.g.,
X) to denote matrices, and upper case calligraphic letters
(e.g., X ) to denote sets or high-order tensors. Given a ma-
trix X, we denote X(i, :) and X(:, j) as its ith row and jth
column, respectively. The (ith, jth) entry of matrix X can
be denoted as either X(i, j). We use X> and x> to rep-
resent the transpose of matrix X and vector x. For vec-
tor x, we represent its Lp-norm as ‖x‖p = (
∑
i |x(i)|p)
1
p .
The Frobenius-norm of matrix X is represented as ‖X‖F =
(
∑
i,j |X(i, j)|2)
1
2 . The element-wise product of vectors x
and y of the same dimension is represented as x ⊗ y, whose
concatenation is represented as x unionsq y.
3.2 Terminology Definition
In this paper, we focus on studying the node representation
learning problem in graph data.
DEFINITION 1. (Graph): Formally, we can denote the graph
data studied in this paper as G = (V, E , w, x, y), where V
and E denote the sets of nodes and links in the graph. Map-
ping w : E → R projects the links to their weights; whereas
mappings x : V → X and y : V → Y project the nodes to
their raw features and labels. Here, X and Y denote the raw
feature space and label space, respectively.
According to the above definition, for presentation sim-
plicity, given a node vi ∈ V , we can also denote its raw
feature vector and label vector as xi = x(vi) ∈ Rdx and
yi = y(vi) ∈ Rdy , respectively. Meanwhile, given a link
(vi, vj) ∈ E between nodes vi and vj , we can also denote its
corresponding link weight as w(vi, vj) (or wi,j for simplic-
ity). In the case that studied graph is unweighted, we have
wi,j = 1,∀(vi, vj) ∈ E and wi,j = 0,∀(vi, vj) ∈ V × V \ E .
DEFINITION 2. (Neighbor Set): Given the input graph G,
for any node vi ∈ V in the graph, we can denote its neighbor
set as the group of nodes adjacent to vi based on the links in
the graph, i.e., Γ(vi) = {vj |vj ∈ V ∧ (vi, vj) ∈ E}.
In the case when the studied graph is directed, the neigh-
borhood set can be furthermore divided into the the in-
neighbor and out-neighbor, which will not be considered in
this paper.
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z˜
(k)
i
<latexit sha1_base64="SKd3Vb0ZrrQ6rpUDcK/P4hsxvbI=">AAACBXicbVC7TsMwFHXKq5RXgBEGixapLFXSBcZKLLAViT6kNkSO47RWHSeyHaQSZWHhV1gYQIiVf2Djb3DaDNBypCsdnXOv7r3HixmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4 YpHoe0gSRjnpKKoY6ceCoNBjpOdNLnO/d0+EpBG/VdOYOCEacRpQjJSWXPO4NlSU+SQdhkiNvSB9yDKX3qX1yVlWc82q1bBmgMvELkgVFGi75tfQj3ASEq4wQ1IObCtWToqEopiRrDJMJIkRnqARGWjKUUikk86+yOCpVnwYREIXV3Cm/p5IUSjlNPR0Z36rXPRy8T9vkKjgwkkpjxNFOJ4vChIGVQTzSKBPBcGKTTVBWFB9K8RjJBBWOriKDsFefHmZdJsN22rYN81q67qIowyOwAmoAxucgxa4Am3QARg8gmfwCt6MJ+PFeDc+5q0lo5g5BH9gfP4Afv6YkA==</latexit><latexit sha1_base64="SKd3Vb0ZrrQ6rpUDcK/P4hsxvbI=">AAACBXicbVC7TsMwFHXKq5RXgBEGixapLFXSBcZKLLAViT6kNkSO47RWHSeyHaQSZWHhV1gYQIiVf2Djb3DaDNBypCsdnXOv7r3HixmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4 YpHoe0gSRjnpKKoY6ceCoNBjpOdNLnO/d0+EpBG/VdOYOCEacRpQjJSWXPO4NlSU+SQdhkiNvSB9yDKX3qX1yVlWc82q1bBmgMvELkgVFGi75tfQj3ASEq4wQ1IObCtWToqEopiRrDJMJIkRnqARGWjKUUikk86+yOCpVnwYREIXV3Cm/p5IUSjlNPR0Z36rXPRy8T9vkKjgwkkpjxNFOJ4vChIGVQTzSKBPBcGKTTVBWFB9K8RjJBBWOriKDsFefHmZdJsN22rYN81q67qIowyOwAmoAxucgxa4Am3QARg8gmfwCt6MJ+PFeDc+5q0lo5g5BH9gfP4Afv6YkA==</latexit><latexit sha1_base64="SKd3Vb0ZrrQ6rpUDcK/P4hsxvbI=">AAACBXicbVC7TsMwFHXKq5RXgBEGixapLFXSBcZKLLAViT6kNkSO47RWHSeyHaQSZWHhV1gYQIiVf2Djb3DaDNBypCsdnXOv7r3HixmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4 YpHoe0gSRjnpKKoY6ceCoNBjpOdNLnO/d0+EpBG/VdOYOCEacRpQjJSWXPO4NlSU+SQdhkiNvSB9yDKX3qX1yVlWc82q1bBmgMvELkgVFGi75tfQj3ASEq4wQ1IObCtWToqEopiRrDJMJIkRnqARGWjKUUikk86+yOCpVnwYREIXV3Cm/p5IUSjlNPR0Z36rXPRy8T9vkKjgwkkpjxNFOJ4vChIGVQTzSKBPBcGKTTVBWFB9K8RjJBBWOriKDsFefHmZdJsN22rYN81q67qIowyOwAmoAxucgxa4Am3QARg8gmfwCt6MJ+PFeDc+5q0lo5g5BH9gfP4Afv6YkA==</latexit><latexit sha1_base64="SKd3Vb0ZrrQ6rpUDcK/P4hsxvbI=">AAACBXicbVC7TsMwFHXKq5RXgBEGixapLFXSBcZKLLAViT6kNkSO47RWHSeyHaQSZWHhV1gYQIiVf2Djb3DaDNBypCsdnXOv7r3HixmVyrK+jdLK6tr6RnmzsrW9s7tn7h90ZZQITDo4 YpHoe0gSRjnpKKoY6ceCoNBjpOdNLnO/d0+EpBG/VdOYOCEacRpQjJSWXPO4NlSU+SQdhkiNvSB9yDKX3qX1yVlWc82q1bBmgMvELkgVFGi75tfQj3ASEq4wQ1IObCtWToqEopiRrDJMJIkRnqARGWjKUUikk86+yOCpVnwYREIXV3Cm/p5IUSjlNPR0Z36rXPRy8T9vkKjgwkkpjxNFOJ4vChIGVQTzSKBPBcGKTTVBWFB9K8RjJBBWOriKDsFefHmZdJsN22rYN81q67qIowyOwAmoAxucgxa4Am3QARg8gmfwCt6MJ+PFeDc+5q0lo5g5BH9gfP4Afv6YkA==</latexit>
z
(k)
i
<latexit sha1_base64="r7g+mK9ixC4zk6cFMCh8FQAmG9E=">AAAB/3icbVC7TsMwFL0pr1JeASQWFosWqSxV0gXGSiywFYk+pDZEjuu0Vp2HbAephAz8CgsDCLHyG2z8DU7bAVqOZOnonHt1j48Xcya VZX0bhZXVtfWN4mZpa3tnd8/cP2jLKBGEtkjEI9H1sKSchbSlmOK0GwuKA4/Tjje+zP3OPRWSReGtmsTUCfAwZD4jWGnJNY8qaT/AauT56UOWuewurY7Psoprlq2aNQVaJvaclGGOpmt+9QcRSQIaKsKxlD3bipWTYqEY4TQr9RNJY0zGeEh7moY4oNJJp/kzdKqVAfIjoV+o0FT9vZHiQMpJ4OnJPKtc9HLxP6+XKP/CSVkYJ4qGZHbITzhSEcrLQAMmKFF8ogkmgumsiIywwETpykq6BHvxy8ukXa/ZVs2+qZcb1/M6 inAMJ1AFG86hAVfQhBYQeIRneIU348l4Md6Nj9lowZjvHMIfGJ8/tt6V5g==</latexit><latexit sha1_base64="r7g+mK9ixC4zk6cFMCh8FQAmG9E=">AAAB/3icbVC7TsMwFL0pr1JeASQWFosWqSxV0gXGSiywFYk+pDZEjuu0Vp2HbAephAz8CgsDCLHyG2z8DU7bAVqOZOnonHt1j48Xcya VZX0bhZXVtfWN4mZpa3tnd8/cP2jLKBGEtkjEI9H1sKSchbSlmOK0GwuKA4/Tjje+zP3OPRWSReGtmsTUCfAwZD4jWGnJNY8qaT/AauT56UOWuewurY7Psoprlq2aNQVaJvaclGGOpmt+9QcRSQIaKsKxlD3bipWTYqEY4TQr9RNJY0zGeEh7moY4oNJJp/kzdKqVAfIjoV+o0FT9vZHiQMpJ4OnJPKtc9HLxP6+XKP/CSVkYJ4qGZHbITzhSEcrLQAMmKFF8ogkmgumsiIywwETpykq6BHvxy8ukXa/ZVs2+qZcb1/M6 inAMJ1AFG86hAVfQhBYQeIRneIU348l4Md6Nj9lowZjvHMIfGJ8/tt6V5g==</latexit><latexit sha1_base64="r7g+mK9ixC4zk6cFMCh8FQAmG9E=">AAAB/3icbVC7TsMwFL0pr1JeASQWFosWqSxV0gXGSiywFYk+pDZEjuu0Vp2HbAephAz8CgsDCLHyG2z8DU7bAVqOZOnonHt1j48Xcya VZX0bhZXVtfWN4mZpa3tnd8/cP2jLKBGEtkjEI9H1sKSchbSlmOK0GwuKA4/Tjje+zP3OPRWSReGtmsTUCfAwZD4jWGnJNY8qaT/AauT56UOWuewurY7Psoprlq2aNQVaJvaclGGOpmt+9QcRSQIaKsKxlD3bipWTYqEY4TQr9RNJY0zGeEh7moY4oNJJp/kzdKqVAfIjoV+o0FT9vZHiQMpJ4OnJPKtc9HLxP6+XKP/CSVkYJ4qGZHbITzhSEcrLQAMmKFF8ogkmgumsiIywwETpykq6BHvxy8ukXa/ZVs2+qZcb1/M6 inAMJ1AFG86hAVfQhBYQeIRneIU348l4Md6Nj9lowZjvHMIfGJ8/tt6V5g==</latexit><latexit sha1_base64="r7g+mK9ixC4zk6cFMCh8FQAmG9E=">AAAB/3icbVC7TsMwFL0pr1JeASQWFosWqSxV0gXGSiywFYk+pDZEjuu0Vp2HbAephAz8CgsDCLHyG2z8DU7bAVqOZOnonHt1j48Xcya VZX0bhZXVtfWN4mZpa3tnd8/cP2jLKBGEtkjEI9H1sKSchbSlmOK0GwuKA4/Tjje+zP3OPRWSReGtmsTUCfAwZD4jWGnJNY8qaT/AauT56UOWuewurY7Psoprlq2aNQVaJvaclGGOpmt+9QcRSQIaKsKxlD3bipWTYqEY4TQr9RNJY0zGeEh7moY4oNJJp/kzdKqVAfIjoV+o0FT9vZHiQMpJ4OnJPKtc9HLxP6+XKP/CSVkYJ4qGZHbITzhSEcrLQAMmKFF8ogkmgumsiIywwETpykq6BHvxy8ukXa/ZVs2+qZcb1/M6 inAMJ1AFG86hAVfQhBYQeIRneIU348l4Md6Nj9lowZjvHMIfGJ8/tt6V5g==</latexit>
f
(k)
i
<latexit sha1_base64="0Vp49PpFlOhKKDN10+Ri7ESO7xo=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+6meZy+7T2uQ8q7pmxapbM6BlYhekAgVarvk1GEYkCWioCMdS9m0rVk6KhWKE06w8SCSNMZngEe1rGuKASied5c/QmVaGyI+EfqFCM/X3RooDKaeBpyfzrHLRy8X/vH6i/EsnZWGcKBqS+SE/4UhFKC8DDZmgRPGpJpgIprMiMsYCE6UrK+sS7MUvL5NOo25bdfu2UWneFHWU 4AROoQY2XEATrqEFbSDwCM/wCm/Gk/FivBsf89EVo9g5gj8wPn8Al7KV0g==</latexit><latexit sha1_base64="0Vp49PpFlOhKKDN10+Ri7ESO7xo=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+6meZy+7T2uQ8q7pmxapbM6BlYhekAgVarvk1GEYkCWioCMdS9m0rVk6KhWKE06w8SCSNMZngEe1rGuKASied5c/QmVaGyI+EfqFCM/X3RooDKaeBpyfzrHLRy8X/vH6i/EsnZWGcKBqS+SE/4UhFKC8DDZmgRPGpJpgIprMiMsYCE6UrK+sS7MUvL5NOo25bdfu2UWneFHWU 4AROoQY2XEATrqEFbSDwCM/wCm/Gk/FivBsf89EVo9g5gj8wPn8Al7KV0g==</latexit><latexit sha1_base64="0Vp49PpFlOhKKDN10+Ri7ESO7xo=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+6meZy+7T2uQ8q7pmxapbM6BlYhekAgVarvk1GEYkCWioCMdS9m0rVk6KhWKE06w8SCSNMZngEe1rGuKASied5c/QmVaGyI+EfqFCM/X3RooDKaeBpyfzrHLRy8X/vH6i/EsnZWGcKBqS+SE/4UhFKC8DDZmgRPGpJpgIprMiMsYCE6UrK+sS7MUvL5NOo25bdfu2UWneFHWU 4AROoQY2XEATrqEFbSDwCM/wCm/Gk/FivBsf89EVo9g5gj8wPn8Al7KV0g==</latexit><latexit sha1_base64="0Vp49PpFlOhKKDN10+Ri7ESO7xo=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+6meZy+7T2uQ8q7pmxapbM6BlYhekAgVarvk1GEYkCWioCMdS9m0rVk6KhWKE06w8SCSNMZngEe1rGuKASied5c/QmVaGyI+EfqFCM/X3RooDKaeBpyfzrHLRy8X/vH6i/EsnZWGcKBqS+SE/4UhFKC8DDZmgRPGpJpgIprMiMsYCE6UrK+sS7MUvL5NOo25bdfu2UWneFHWU 4AROoQY2XEATrqEFbSDwCM/wCm/Gk/FivBsf89EVo9g5gj8wPn8Al7KV0g==</latexit>
g
(k)
i
<latexit sha1_base64="OQ3HRk3d8n/mSwChvVk6PwysmEg=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+Osoyl92ntcl5VnXNilW3ZkDLxC5IBQq0XPNrMIxIEtBQEY6l7NtWrJwUC8UIp1l5kEgaYzLBI9rXNMQBlU46y5+hM60MkR8J/UKFZurvjRQHUk4DT0/mWeWil4v/ef1E+ZdOysI4UTQk80N+wpGKUF4GGjJBieJTTTARTGdFZIwFJkpXVtYl2ItfXiadRt226vZto9K8Keoo wQmcQg1suIAmXEML2kDgEZ7hFd6MJ+PFeDc+5qMrRrFzBH9gfP4AmUGV0w==</latexit><latexit sha1_base64="OQ3HRk3d8n/mSwChvVk6PwysmEg=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+Osoyl92ntcl5VnXNilW3ZkDLxC5IBQq0XPNrMIxIEtBQEY6l7NtWrJwUC8UIp1l5kEgaYzLBI9rXNMQBlU46y5+hM60MkR8J/UKFZurvjRQHUk4DT0/mWeWil4v/ef1E+ZdOysI4UTQk80N+wpGKUF4GGjJBieJTTTARTGdFZIwFJkpXVtYl2ItfXiadRt226vZto9K8Keoo wQmcQg1suIAmXEML2kDgEZ7hFd6MJ+PFeDc+5qMrRrFzBH9gfP4AmUGV0w==</latexit><latexit sha1_base64="OQ3HRk3d8n/mSwChvVk6PwysmEg=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+Osoyl92ntcl5VnXNilW3ZkDLxC5IBQq0XPNrMIxIEtBQEY6l7NtWrJwUC8UIp1l5kEgaYzLBI9rXNMQBlU46y5+hM60MkR8J/UKFZurvjRQHUk4DT0/mWeWil4v/ef1E+ZdOysI4UTQk80N+wpGKUF4GGjJBieJTTTARTGdFZIwFJkpXVtYl2ItfXiadRt226vZto9K8Keoo wQmcQg1suIAmXEML2kDgEZ7hFd6MJ+PFeDc+5qMrRrFzBH9gfP4AmUGV0w==</latexit><latexit sha1_base64="OQ3HRk3d8n/mSwChvVk6PwysmEg=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+Osoyl92ntcl5VnXNilW3ZkDLxC5IBQq0XPNrMIxIEtBQEY6l7NtWrJwUC8UIp1l5kEgaYzLBI9rXNMQBlU46y5+hM60MkR8J/UKFZurvjRQHUk4DT0/mWeWil4v/ef1E+ZdOysI4UTQk80N+wpGKUF4GGjJBieJTTTARTGdFZIwFJkpXVtYl2ItfXiadRt226vZto9K8Keoo wQmcQg1suIAmXEML2kDgEZ7hFd6MJ+PFeDc+5qMrRrFzBH9gfP4AmUGV0w==</latexit>
e
(k)
i
<latexit sha1_base64="YJvRUfly8/aWB0hI/i00/aV43LA=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+SrPMZfdpbXKeVV2zYtWtGdAysQtSgQIt1/waDCOSBDRUhGMp+7YVKyfFQjHCaVYeJJLGmEzwiPY1DXFApZPO8mfoTCtD5EdCv1Chmfp7I8WBlNPA05N5Vrno5eJ/Xj9R/qWTsjBOFA3J/JCfcKQilJeBhkxQovhUE0wE01kRGWOBidKVlXUJ9uKXl0mnUbetun3bqDRvijpK cAKnUAMbLqAJ19CCNhB4hGd4hTfjyXgx3o2P+eiKUewcwR8Ynz+WI5XR</latexit><latexit sha1_base64="YJvRUfly8/aWB0hI/i00/aV43LA=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+SrPMZfdpbXKeVV2zYtWtGdAysQtSgQIt1/waDCOSBDRUhGMp+7YVKyfFQjHCaVYeJJLGmEzwiPY1DXFApZPO8mfoTCtD5EdCv1Chmfp7I8WBlNPA05N5Vrno5eJ/Xj9R/qWTsjBOFA3J/JCfcKQilJeBhkxQovhUE0wE01kRGWOBidKVlXUJ9uKXl0mnUbetun3bqDRvijpK cAKnUAMbLqAJ19CCNhB4hGd4hTfjyXgx3o2P+eiKUewcwR8Ynz+WI5XR</latexit><latexit sha1_base64="YJvRUfly8/aWB0hI/i00/aV43LA=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+SrPMZfdpbXKeVV2zYtWtGdAysQtSgQIt1/waDCOSBDRUhGMp+7YVKyfFQjHCaVYeJJLGmEzwiPY1DXFApZPO8mfoTCtD5EdCv1Chmfp7I8WBlNPA05N5Vrno5eJ/Xj9R/qWTsjBOFA3J/JCfcKQilJeBhkxQovhUE0wE01kRGWOBidKVlXUJ9uKXl0mnUbetun3bqDRvijpK cAKnUAMbLqAJ19CCNhB4hGd4hTfjyXgx3o2P+eiKUewcwR8Ynz+WI5XR</latexit><latexit sha1_base64="YJvRUfly8/aWB0hI/i00/aV43LA=">AAAB/3icbVDLSsNAFL3xWesrKrhxM9gKdVOSbnRZcKO7CvYBbQyT6aQdOnkwMxFKzMJfceNCEbf+hjv/xkmbhbYeGDiccy/3zPFizqS yrG9jZXVtfWOztFXe3tnd2zcPDjsySgShbRLxSPQ8LClnIW0rpjjtxYLiwOO0602ucr/7QIVkUXinpjF1AjwKmc8IVlpyzeNqOgiwGnt+SrPMZfdpbXKeVV2zYtWtGdAysQtSgQIt1/waDCOSBDRUhGMp+7YVKyfFQjHCaVYeJJLGmEzwiPY1DXFApZPO8mfoTCtD5EdCv1Chmfp7I8WBlNPA05N5Vrno5eJ/Xj9R/qWTsjBOFA3J/JCfcKQilJeBhkxQovhUE0wE01kRGWOBidKVlXUJ9uKXl0mnUbetun3bqDRvijpK cAKnUAMbLqAJ19CCNhB4hGd4hTfjyXgx3o2P+eiKUewcwR8Ynz+WI5XR</latexit>
r
(k)
i
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Figure 3: Detailed architecture of the GDU neuron (for node vi).
3.3 Problem Statement
In this paper, we will study the semi-supervised node classi-
fication problem via graph representation learning. Based on
the notations and terminologies defined above, we can pro-
vide studied problem formulation in this paper as follows.
DEFINITION 3. (Semi-Supervised Node Classification):
Given the input graph G = (V, E , w, x, y) with a subset
of partially labeled nodes T ⊂ V , the node classification
problem studied in this paper aims at learning a mapping
f : V → Y to project the nodes to their desired labels. To
be more specific, in building the mapping f , we aim to to
learn the representations of nodes based on both nodes’ self-
raw features and the diffused information from their nearby
neighbors. What’s more, the mapping f should also be gener-
alizable to deep architectures without suffering from the sus-
pended animation problem.
4 Method
To address the semi-supervised node classification problem,
we will introduce the DIFNET (deep diffusive neural net-
work) model in this part. We will first talk about the GDU
neuron used in DIFNET, and also provide necessary informa-
tion analyzing its effectiveness in addressing the suspended
animation problem. For the neighborhood information diffu-
sion, we will propose an attention mechanism for information
propagation in DIFNET. Finally, detailed information about
learning the DIFNET model will be introduced at the end.
4.1 Gated Diffusive Unit (GDU)
GDU is a new neuron model proposed for graph represen-
tation learning specifically. Formally, given the input graph
data G involving the node set V and link set E , according to
Section 3, we can denote the raw feature vector and neigh-
bor set of node vi as xi and Γ(vi), respectively. The DIFNET
model to be build involves multiple layers, and we can de-
note the hidden state of node vi at the kth layer of DIFNET as
h
(k)
i ∈ Rdh . For the nearby neighbors of vi, we can denote
their hidden states as {h(k)j }vj∈Γ(vi). DIFNET introduce an
attention based diffusion operator to propagate and aggregate
the information among such neighbor nodes, which can be
denoted as
z
(k)
i = Diffusion
({
h
(k)
j
}
vj∈Γ(vi)
)
. (1)
The above operator will be defined in detail in Section 4.3.
As illustrated in Figure 3, the GDU (e.g., for node vi) has
multiple input portals. Besides the neighborhood aggregated
information zi, GDU will also accept vi’s lower-layer rep-
resentation h(k)i and graph residual term x˜i as the other two
inputs. For the aggregated input z(k)i from the neighbors, cer-
tain information in the vector can be useless for learning vi’s
new state. Therefore, GDU defines an adjustment gate f (k)i
to update z(k)i as follows:
z˜
(k)
i = f
(k)
i ⊗z(k)i , and f (k)i =σ
(
Wf
[
x˜i unionsq z(k)i unionsq h(k)i
])
, (2)
Here, σ(·) is the sigmoid function parameterized by Wf .
Meanwhile, for the representation input from the lower-
layer of vi, i.e., h
(k)
i , GDU also introduces a similar evolving
gate ei for adjusting the hidden state vector:
h˜
(k)
i = e
(k)
i ⊗h(k)i , and e(k)i =σ
(
We
[
x˜
(k)
i unionsqz(k)i unionsqh(k)i
])
. (3)
In addition, to involve the graph residual learning [Zhang
and Meng, 2019] in DIFNET to overcome the suspended an-
imation problem, GDU can also accept the graph residual
terms as the third input, which can be denoted as
x˜
(k)
i = Graph-Residual
(
{xj}vj∈V ,
{
h
(k)
j
}
vj∈V
;G
)
. (4)
Formally, x˜(k)i can represent any graph residual terms defined
in [Zhang and Meng, 2019]. For instance, if the naive resid-
ual term is adopted here, we will have x˜(k)i = h
(k)
i ; whereas
for the raw residual term, we have x˜(k)i = xi. For the graph-
naive residual term and graph-naive residual term, x˜(k)i can
be defined accordingly based on the graph adjacency matrix.
In this paper, we will use the graph-raw residual term, as
it can achieve the best performance as shown in [Zhang and
Meng, 2019].
Based on these three inputs, x˜(k)i , z˜
(k)
i and h˜
(k)
i , GDU can
effectively integrate the useful information from them to up-
date the hidden state of node vi. Instead of simple summation,
integration of such information is achieved in GDU via two
selection gates gi and ri denoted as follows:
h
(k+1)
i = GDU (zi,hi, x˜i;G)
= g
(k)
i ⊗r(k)i ⊗tanh
(
Wu
[
x˜
(k)
i unionsq z˜(k)i unionsq h˜(k)i
])
+ (1− g(k)i )⊗r(k)i ⊗tanh
(
Wu
[
x˜
(k)
i unionsq z(k)i unionsq h˜(k)i
])
+ g
(k)
i ⊗(1− r(k)i )⊗tanh
(
Wu
[
x˜
(k)
i unionsq z˜(k)i unionsq h(k)i
])
+ (1−g(k)i )⊗(1−r(k)i )⊗tanh
(
Wu
[
x˜
(k)
i unionsq z(k)i unionsq h(k)i
])
,
(5)
where the selection gatesg
(k)
i = σ
(
Wg
[
x˜
(k)
i unionsq z(k)i unionsq h(k)i unionsq z˜(k)i unionsq h˜(k)i
])
;
r
(k)
i = σ
(
Wr
[
x˜
(k)
i unionsq z(k)i unionsq h(k)i unionsq z˜(k)i unionsq h˜(k)i
])
.
(6)
In the above equation, term 1 denotes a vector filled with
value 1 of the same dimensions as the selection gate vectors
g
(k)
i and r
(k)
i . Operator tanh(·) denotes the hyperbolic tan-
gent activation function and⊗ denotes the entry-wise product
as introduced in Section 3.1.
4.2 More Discussions on GDU
Here, we would like to provide more discussions about the
GDU neuron, and also introduce a simplified version of
GDU to lower down the learning cost of DIFNET.
Design of GDU on Suspended Animation
The design of the GDU architecture can help DIFNET solve
the “suspended animation problem” when the model goes
deep in three perspectives:
• Anti-Suspended Animation: Instead of integrating the
neighborhood information with the approximated graph
convolutional operator via either equal importance (as
GCN) or with weighted summation (as GAT), GDU in-
troduces (a) an attentive neighborhood information dif-
fusion and integration mechanism (to be introduced in
the following subsection), and (b) a node state adjust-
ment mechanism via four neural gates defined above.
GDU is not based on the approximated graph convolu-
tional operator at all. Both the attentive diffusion mech-
anism and neural gates based adjustment mechanism are
dynamic, which can compute the parameters automati-
cally depending on the specific learning scenarios and
can overcome the suspended animation side-effects on
the model learning performance.
• Residual Learning: As introduced in [Zhang and Meng,
2019], the graph residual terms (especially the raw
residual term and graph-raw residual term) can help the
GNN models address the “suspended animation prob-
lem”. Both theoretic proofs and empirical experiments
have demonstrated its effectiveness. The architecture of
GDU also effectively integrate the graph residual learn-
ing mechanism into the learning process, where the input
portal x˜(k)i can accept various graph residual terms.
• Gradient Exploding/Vanishing: In addition, as intro-
duced in [Hochreiter and Schmidhuber, 1997], for the
neural network models in a deep architecture, the learn-
ing process may also suffer from the gradient explod-
ing/vanishing problem. Similar problem has been ob-
served for the GNN models, which is different from the
“suspended animation problem” that we mention above.
Meanwhile, similar to LSTM [Hochreiter and Schmid-
huber, 1997] and GRU [Chung et al., 2014], the neural
gates introduced in GDU can help ease even solve the
“gradient exploding/vanishing” problem effectively.
Viewed in such perspectives, GDU is very different from
the neurons used in the existing GNN models. In the fol-
lowing part, we will focus on applying GDU to construct the
DIFNET model for the graph data representation learning.
Simplified GDU
Meanwhile, we also observed that the GDU neuron involves
a complex architecture involving multiple variables, which
may lead to a relatively high time cost for learning the model.
To lower down the learning time cost, we also introduce a
simplified version of GDU in this paper here. The main dif-
ference of the simplified GDU versus the original one intro-
duced before lie in Equations 5-6, which can be denoted as
Diffusion
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y3
<latexit sha1_base64="iNl4gimXCT24mdG4Y87+DJEcNpY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFo86JHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyCuN/Q==</latexit><latexit sha1_base64="iNl4gimXCT24mdG4Y87+DJEcNpY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFo86JHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyCuN/Q==</latexit><latexit sha1_base64="iNl4gimXCT24mdG4Y87+DJEcNpY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFo86JHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyCuN/Q==</latexit><latexit sha1_base64="iNl4gimXCT24mdG4Y87+DJEcNpY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFo86JHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyCuN/Q==</latexit>
y4
<latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN 9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569 LO4I+8zx84xIo4</latexit><latexit sha1_base64="yOy3nVmd12liRPz70uLQNR8y0E0=">AAAB4XicbZBPS8MwGMbfzn9zTp1evQQ3wdNoRdCj4MXjBLsNtjLSLN3C0rQkb4VS9hm8eFDEL+XNb2PW7aCbDwR+PE9C3vcJUykMuu 63U9na3tndq+7XDuqHR8eNk3rXJJlm3GeJTHQ/pIZLobiPAiXvp5rTOJS8F87uF3nvmWsjEvWEecqDmE6UiASjaC2/lY+uW6NG0227pcgmeCtowkqdUeNrOE5YFnOFTFJjBp6bYlBQjYJJPq8NM8NTymZ0wgcWFY25CYpy2Dm5sM6YRIm2RyEp3d8vChobk8ehvRlTnJr1bGH+lw0yjG6DQqg0Q67Y8qMokwQTsticjIXmDGVugTIt7KyETammDG0/NVuCt77yJnSv2p7b9h5dqMIZnMMleHADd/AAHfCBgYAXeIN3Rz mvzseyroqz6u0U/sj5/AGrNoyp</latexit><latexit sha1_base64="yOy3nVmd12liRPz70uLQNR8y0E0=">AAAB4XicbZBPS8MwGMbfzn9zTp1evQQ3wdNoRdCj4MXjBLsNtjLSLN3C0rQkb4VS9hm8eFDEL+XNb2PW7aCbDwR+PE9C3vcJUykMuu 63U9na3tndq+7XDuqHR8eNk3rXJJlm3GeJTHQ/pIZLobiPAiXvp5rTOJS8F87uF3nvmWsjEvWEecqDmE6UiASjaC2/lY+uW6NG0227pcgmeCtowkqdUeNrOE5YFnOFTFJjBp6bYlBQjYJJPq8NM8NTymZ0wgcWFY25CYpy2Dm5sM6YRIm2RyEp3d8vChobk8ehvRlTnJr1bGH+lw0yjG6DQqg0Q67Y8qMokwQTsticjIXmDGVugTIt7KyETammDG0/NVuCt77yJnSv2p7b9h5dqMIZnMMleHADd/AAHfCBgYAXeIN3Rz mvzseyroqz6u0U/sj5/AGrNoyp</latexit><latexit sha1_base64="r9lE7szhVpy3yUXLPV8WWUZMSu8=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVbwVBIR9Fj04rGCaQttKJvtpF262YTdjRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXpoJr47 rfztr6xubWdmmnvLu3f3BYOTpu6SRTDH2WiER1QqpRcIm+4UZgJ1VI41BgOxzfzfz2EyrNE/lo8hSDmA4ljzijxkp+Le9f1fqVqlt35yCrxCtIFQo0+5Wv3iBhWYzSMEG17npuaoIJVYYzgdNyL9OYUjamQ+xaKmmMOpjMj52Sc6sMSJQoW9KQufp7YkJjrfM4tJ0xNSO97M3E/7xuZqKbYMJlmhmUbLEoygQxCZl9TgZcITMit4Qyxe2thI2ooszYfMo2BG/55VXSuqx7bt17cKuN2yKOEpzCGVyAB9fQgHtogg8MOD zDK7w50nlx3p2PReuaU8ycwB84nz/JEI38</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit><latexit sha1_base64="1IZhhQrpsFa8cX7/TrbE2VlJZ40=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fybCN/g==</latexit>
y5
<latexit sha1_base64="2AKOoQ5yMOkNhtHGRn0QsMA47Y0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IURI9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyzWN/w==</latexit><latexit sha1_base64="2AKOoQ5yMOkNhtHGRn0QsMA47Y0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IURI9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyzWN/w==</latexit><latexit sha1_base64="2AKOoQ5yMOkNhtHGRn0QsMA47Y0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IURI9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyzWN/w==</latexit><latexit sha1_base64="2AKOoQ5yMOkNhtHGRn0QsMA47Y0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5IURI9FLx4rmLbQhrLZbtqlm92wuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fyzWN/w==</latexit>
y6
<latexit sha1_base64="VfddraIZK3QUZ4S4FmmDDW3rAvg=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoO6pHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fzLqOAA==</latexit><latexit sha1_base64="VfddraIZK3QUZ4S4FmmDDW3rAvg=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoO6pHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fzLqOAA==</latexit><latexit sha1_base64="VfddraIZK3QUZ4S4FmmDDW3rAvg=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoO6pHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fzLqOAA==</latexit><latexit sha1_base64="VfddraIZK3QUZ4S4FmmDDW3rAvg=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoO6pHoxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0bXtWH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqimyBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggfX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8fzLqOAA==</latexit>
y7
<latexit sha1_base64="kCQ2CKymxfChg5akE3ndOM0QXHI=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueCR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCa6CXImk9RQSVaLopQjE6PF52jMFCWGZ5Zgopi9FZEpVpgYm0/FhuCtv7xJus2G5za8h2atfVvEUYYLuIRr8KAFbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBzj+OAQ==</latexit><latexit sha1_base64="kCQ2CKymxfChg5akE3ndOM0QXHI=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueCR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCa6CXImk9RQSVaLopQjE6PF52jMFCWGZ5Zgopi9FZEpVpgYm0/FhuCtv7xJus2G5za8h2atfVvEUYYLuIRr8KAFbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBzj+OAQ==</latexit><latexit sha1_base64="kCQ2CKymxfChg5akE3ndOM0QXHI=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueCR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCa6CXImk9RQSVaLopQjE6PF52jMFCWGZ5Zgopi9FZEpVpgYm0/FhuCtv7xJus2G5za8h2atfVvEUYYLuIRr8KAFbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBzj+OAQ==</latexit><latexit sha1_base64="kCQ2CKymxfChg5akE3ndOM0QXHI=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueCR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCa6CXImk9RQSVaLopQjE6PF52jMFCWGZ5Zgopi9FZEpVpgYm0/FhuCtv7xJus2G5za8h2atfVvEUYYLuIRr8KAFbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBzj+OAQ==</latexit>
y8
<latexit sha1_base64="E/SkR5RYITuigClUQtwsdvqvZxA=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFouciR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCZqBTmTSWqoJKtFUcqRidHiczRmihLDM0swUczeisgUK0yMzadiQ/DWX94k3WbDcxveQ7PWvi3iKMMFXMI1eHADbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBz8SOAg==</latexit><latexit sha1_base64="E/SkR5RYITuigClUQtwsdvqvZxA=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFouciR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCZqBTmTSWqoJKtFUcqRidHiczRmihLDM0swUczeisgUK0yMzadiQ/DWX94k3WbDcxveQ7PWvi3iKMMFXMI1eHADbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBz8SOAg==</latexit><latexit sha1_base64="E/SkR5RYITuigClUQtwsdvqvZxA=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFouciR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCZqBTmTSWqoJKtFUcqRidHiczRmihLDM0swUczeisgUK0yMzadiQ/DWX94k3WbDcxveQ7PWvi3iKMMFXMI1eHADbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBz8SOAg==</latexit><latexit sha1_base64="E/SkR5RYITuigClUQtwsdvqvZxA=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFouciR68YiJBRJoyHbZwobdbbO7NWkafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8MOFMG9 f9dkpb2zu7e+X9ysHh0fFJ9fSsq+NUEeqTmMeqH2JNOZPUN8xw2k8UxSLktBfO7hZ+74kqzWL5aLKEBgJPJIsYwcZKfj0bteqjas1tuEugTeIVpAYFOqPq13Ack1RQaQjHWg88NzFBjpVhhNN5ZZhqmmAywxM6sFRiQXWQL4+doyurjFEUK1vSoKX6eyLHQutMhLZTYDPV695C/M8bpCZqBTmTSWqoJKtFUcqRidHiczRmihLDM0swUczeisgUK0yMzadiQ/DWX94k3WbDcxveQ7PWvi3iKMMFXMI1eHADbbiHDvhAgM EzvMKbI50X5935WLWWnGLmHP7A+fwBz8SOAg==</latexit>
y9
<latexit sha1_base64="RA4MoS8KYtQaXNQ0tfRu3fEFbBw=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3oxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0b3tSH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqi6yBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggdX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8f0UmOAw==</latexit><latexit sha1_base64="RA4MoS8KYtQaXNQ0tfRu3fEFbBw=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3oxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0b3tSH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqi6yBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggdX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8f0UmOAw==</latexit><latexit sha1_base64="RA4MoS8KYtQaXNQ0tfRu3fEFbBw=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3oxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0b3tSH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqi6yBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggdX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8f0UmOAw==</latexit><latexit sha1_base64="RA4MoS8KYtQaXNQ0tfRu3fEFbBw=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3oxSMmFkigIdtlCxu2u83u1qRp+A1ePGiMV3+QN/+NC/Sg4EsmeXlvJjPzwoQzbV z32yltbG5t75R3K3v7B4dH1eOTjpapItQnkkvVC7GmnAnqG2Y47SWK4jjktBtO7+Z+94kqzaR4NFlCgxiPBYsYwcZKfj0b3tSH1ZrbcBdA68QrSA0KtIfVr8FIkjSmwhCOte57bmKCHCvDCKezyiDVNMFkise0b6nAMdVBvjh2hi6sMkKRVLaEQQv190SOY62zOLSdMTYTverNxf+8fmqi6yBnIkkNFWS5KEo5MhLNP0cjpigxPLMEE8XsrYhMsMLE2HwqNgRv9eV10mk2PLfhPTRrrdsijjKcwTlcggdX0IJ7aIMPBB g8wyu8OcJ5cd6dj2VrySlmTuEPnM8f0UmOAw==</latexit>
ˆ
<latexit sha1_base64="hLJRuKDwsQ7DuKq7dmlDV+5+nY8=">AAAB8HicbVA9TwJBEJ3DL8Qv1NLmIphYkTsaLYk2lpjIh4EL2VsW2LC7d9mdM7lc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMvjAU36H nfTmFjc2t7p7hb2ts/ODwqH5+0TZRoylo0EpHuhsQwwRVrIUfBurFmRIaCdcLp7dzvPDFteKQeMI1ZIMlY8RGnBK30WO1PCGbprDooV7yat4C7TvycVCBHc1D+6g8jmkimkApiTM/3YgwyopFTwWalfmJYTOiUjFnPUkUkM0G2OHjmXlhl6I4ibUuhu1B/T2REGpPK0HZKghOz6s3F/7xegqPrIOMqTpApulw0SoSLkTv/3h1yzSiK1BJCNbe3unRCNKFoMyrZEPzVl9dJu17zvZp/X680bvI4inAG53AJPlxBA+6gCS 2gIOEZXuHN0c6L8+58LFsLTj5zCn/gfP4AbFyQJA==</latexit><latexit sha1_base64="hLJRuKDwsQ7DuKq7dmlDV+5+nY8=">AAAB8HicbVA9TwJBEJ3DL8Qv1NLmIphYkTsaLYk2lpjIh4EL2VsW2LC7d9mdM7lc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMvjAU36H nfTmFjc2t7p7hb2ts/ODwqH5+0TZRoylo0EpHuhsQwwRVrIUfBurFmRIaCdcLp7dzvPDFteKQeMI1ZIMlY8RGnBK30WO1PCGbprDooV7yat4C7TvycVCBHc1D+6g8jmkimkApiTM/3YgwyopFTwWalfmJYTOiUjFnPUkUkM0G2OHjmXlhl6I4ibUuhu1B/T2REGpPK0HZKghOz6s3F/7xegqPrIOMqTpApulw0SoSLkTv/3h1yzSiK1BJCNbe3unRCNKFoMyrZEPzVl9dJu17zvZp/X680bvI4inAG53AJPlxBA+6gCS 2gIOEZXuHN0c6L8+58LFsLTj5zCn/gfP4AbFyQJA==</latexit><latexit sha1_base64="hLJRuKDwsQ7DuKq7dmlDV+5+nY8=">AAAB8HicbVA9TwJBEJ3DL8Qv1NLmIphYkTsaLYk2lpjIh4EL2VsW2LC7d9mdM7lc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMvjAU36H nfTmFjc2t7p7hb2ts/ODwqH5+0TZRoylo0EpHuhsQwwRVrIUfBurFmRIaCdcLp7dzvPDFteKQeMI1ZIMlY8RGnBK30WO1PCGbprDooV7yat4C7TvycVCBHc1D+6g8jmkimkApiTM/3YgwyopFTwWalfmJYTOiUjFnPUkUkM0G2OHjmXlhl6I4ibUuhu1B/T2REGpPK0HZKghOz6s3F/7xegqPrIOMqTpApulw0SoSLkTv/3h1yzSiK1BJCNbe3unRCNKFoMyrZEPzVl9dJu17zvZp/X680bvI4inAG53AJPlxBA+6gCS 2gIOEZXuHN0c6L8+58LFsLTj5zCn/gfP4AbFyQJA==</latexit><latexit sha1_base64="hLJRuKDwsQ7DuKq7dmlDV+5+nY8=">AAAB8HicbVA9TwJBEJ3DL8Qv1NLmIphYkTsaLYk2lpjIh4EL2VsW2LC7d9mdM7lc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMvjAU36H nfTmFjc2t7p7hb2ts/ODwqH5+0TZRoylo0EpHuhsQwwRVrIUfBurFmRIaCdcLp7dzvPDFteKQeMI1ZIMlY8RGnBK30WO1PCGbprDooV7yat4C7TvycVCBHc1D+6g8jmkimkApiTM/3YgwyopFTwWalfmJYTOiUjFnPUkUkM0G2OHjmXlhl6I4ibUuhu1B/T2REGpPK0HZKghOz6s3F/7xegqPrIOMqTpApulw0SoSLkTv/3h1yzSiK1BJCNbe3unRCNKFoMyrZEPzVl9dJu17zvZp/X680bvI4inAG53AJPlxBA+6gCS 2gIOEZXuHN0c6L8+58LFsLTj5zCn/gfP4AbFyQJA==</latexit>
ˆ
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Figure 4: Framework architecture of the DIFNET model.
follows:
h
(k+1)
i = GDU (zi,hi, x˜i;G)
= tanh
(
g
(k)
i ⊗Wu[z˜(k)i unionsq h˜(k)i ]
+ (1− g(k)i )⊗Wu[z(k)i unionsq h(k)i ] + W′ux˜i
)
,
(7)
where the selection gates
g
(k)
i = σ
(
Wg
[
z˜
(k)
i unionsq h˜(k)i
])
. (8)
According to the equations, one of the selection gate r(k)i de-
fined in Equation 6 is removed, and the definition of gate g(k)i
is also simplified, which is determined by the adjusted repre-
sentations z˜(k)i and h˜
(k)
i only. Also the architecture of GDU
is also updated, where the node state updating equation will
balance between Wu[z˜
(k)
i unionsq h˜(k)i ] and Wu[z(k)i unionsqh(k)i ] (con-
trolled by the gate g(k)i ). The residual term W
′
ux˜i is added to
the representation at the end only, where W′u is the variable
for vector dimension adjustment, which can be shared across
layers with the same hidden dimensions.
4.3 Attention based Neighborhood Diffusion
In this part, we will define the Diffusion(·) operator used in
Equation (1) for node neighborhood information integration.
The DIFNET model defines such an operator based on an at-
tention mechanism. Formally, given the nodes hidden states
{h(k)i }vi∈V , DIFNET defines the diffusion operator together
with the nodes integrated representations as follows:
Z(k) = Diffusion
({
h
(k)
j
}
vj∈V
)
= softmax
(
M⊗ QK
>
√
dh
)
V,
(9)
where V =
[
h
(k)
1 ,h
(k)
2 , · · · ,h(k)|V|
]>
∈ R|V|×dh covers the
hidden states of all the nodes in the input graph. Matrices
Q and K are the identical copies of V. The output ma-
trix Z(k) =
[
z
(k)
1 , z
(k)
2 , · · · , z(k)|V|
]>
∈ R|V|×dz denotes the
aggregated neighbor representations of all the nodes. Term
M ∈ {0, 1}|V|×|V| denotes a mask matrix, where entry
M(i, j) = 1 iff (vi, vj) ∈ E ∨ (vj , vi) ∈ E ∨ vi = vj . Ma-
trix M can effectively help prune the influences among nodes
which are not connected in the original input graph.
According to the above equation, DIFNET quantifies the
influence of node vj on vi in the kth layer based on their hid-
den states. If we expand the above equation, given vi and its
adjacent neighbor set Γ(vi), we can also rewrite the learned
vi’s aggregated neighborhood representation vector as
z
(k)
i = Diffusion
({
h
(k)
j
}
vj∈Γ(vi)∪{vi}
)
=
∑
vj∈Γ(vi)∪{vi}
ω
(k)
i (j) · h(k)j ,
(10)
where the influence weight ω(k)i is defined as
ω
(k)
i = softmax
([
e
(k)
1,i , e
(k)
2,i , · · · , e(k)|V|,i
])
,
e
(k)
j,i =
{
1√
dh
(h
(k)
j )
>h(k)i , if vj ∈ Γ(vi) ∪ {vi};
0, otherwise.
(11)
4.4 Graph Diffusive Neural Network Learning
Based on both the GDU neurons and the attentive diffusion
operator, we can construct the DIFNET model, whose de-
tailed architecture is provided in Figure 4. Based on the input
graph, DIFNET involves multiple layers of GDU neurons,
which accept inputs from the previous layer, diffusion opera-
tors and the graph residual terms. In DIFNET, at each layer
of the model, one GDU neuron is constructed to represent
the state of each node. Based on the learned representations
of each node at the last layer, one fully-connected layer is
adopted to project the node representations to their labels.
Formally, ∀vi ∈ V , according to Figure 4, its learning pro-
cess of DIFNET can be denoted as the following equations:
/* Initialization: */
xi = Embedding(xi), and h(0)i = Linear(xi,Wx);
x˜i = Graph-Residual
(
{xj}vj∈V ,
{
h
(k)
j
}
vj∈V
;G
)
;
/* Iterative Updating: */z
(k)
i = Diffusion
(
{h(k)j }vj∈Γ(vi)∪{vi}
)
, ∀k ∈ {0, · · · ,K};
h
(k+1)
i = GDU (zi,hi, x˜i;G) ,∀k ∈ {0, · · · ,K};
/* Output: */
yˆi = softmax
(
Wfch
(K+1)
i
)
.
(12)
In the above equation, notation Embedding(·) will embed the
nodes’ raw input features (usually in a large dimension) into
a latent representation. Depending on the raw features, differ-
ent models can be used to define the Embedding(·) function.
For instance, CNN can be used if xi is an image; LSTM/RNN
can be adopted if xi is text; and fully connected layers can be
used if xi is just a long feature vector. The nodes’ hidden
states h(0)i is also initialized based on the embedded raw fea-
ture vectors with a linear layer parameterized by Wx. The
learning process involves several diffusion and GDU layers,
which will update nodes’ representations iteratively. The final
outputted latent state vectors will be projected to the nodes’
Table 1: Learning result by models with deeper architectures.
Method (Dataset) Model Depth (Accuracy)
10 20 30 40 50
GCN (Cora) 0.215 0.057 0.057 0.057 0.057
DIFNET (Cora) 0.851 0.833 0.834 0.825 0.825
GCN (Citeseer) 0.064 0.064 0.064 0.064 0.064
DIFNET (Citeseer) 0.650 0.665 0.663 0.657 0.647
GCN (Pubmed) 0.366 0.366 0.366 0.366 0.366
DIFNET (Pubmed) 0.790 0.788 0.785 0.787 0.779
labels with a fully-connected layer (also normalized by the
softmax function).
Based on the set of labeled nodes, i.e., the training set
T , DIFNET computes the introduced loss by comparing the
learned label against the ground-truth, which can be denoted
as the following equation:
`(Θ) =
∑
vi∈T
dy∑
d=1
−yi(d) log yˆi(d). (13)
By minimizing the above loss term, DIFNET can be effec-
tively learned with the error back-propagation algorithm.
5 Experiments
To test the effectiveness of the proposed DIFNET model, ex-
tensive experiments have been done on several graph bench-
mark datasets in this paper, including Cora, Citeseer, and
Pubmed. Cora, Citeseer and Pubmed are the benchmark
datasets used for semi-supervised node classification prob-
lem used in almost all the state-of-the-art GNN papers [Kipf
and Welling, 2016; Velicˇkovic´ et al., 2018; Zhang and Meng,
2019]. In the experiments, for fair comparison, we will follow
the identical experimental settings (e.g., train/validation/test
partition) as [Kipf and Welling, 2016].
Reproducibility: Both the datasets and source code used can
be accessed via link2. Detailed information about the server
used to run the model can be found at the footnote3.
Experimental Settings: By default, the experimental set-
tings of the DIFNET model is as follows on all these datasets:
learning rate: 0.01 (0.005 on pubmed), max-epoch: 1000,
dropout rate: 0.5, weight-decay: 5e-4, hidden size: 16, graph
residual term: graph-raw.
5.1 Model Depth vs. Suspended Animation
As illustrated by Figure 2 provided in the introduction sec-
tion, we have shown that DIFNET model can converge very
fast even with less epochs than GCN. What’s more, as the
model depth increases, we didn’t observe the suspended ani-
mation problem with DIFNET at all, which can perform well
even with very depth architectures, e.g., 50 layers.
Furthermore, in Table 1, we also provide the learning accu-
racy of DIFNET (with different depths) on Cora, Citeseer and
2https://github.com/jwzhanggy/DifNet
3GPU Server: ASUS X99-E WS motherboard, Intel Core i7 CPU
6850K@3.6GHz (6 cores), 3 Nvidia GeForce GTX 1080 Ti GPU
(11 GB buffer each), 128 GB DDR4 memory and 128 GB SSD
swap. For the deep models which cannot fit in the GPU memory,
we run them with CPU instead.
Table 2: Learning result accuracy of node classification methods.
In the table, ‘-’ denotes the results of the methods on these datasets
are not reported in the existing works. We have run DIFNET with
depth values from {2, 3, · · · , 10, 20, · · · , 50}. Results reported of
DIFNET in this paper denotes the best one among all these depths.
Methods Datasets (Accuracy)
Cora Citeseer Pubmed
LP 0.680 0.453 0.630
ICA ([Lu and Getoor, 2003]) 0.751 0.691 0.739
ManiReg ([Belkin et al., 2006]) 0.595 0.601 0.707
SemiEmb ([Weston et al., 2008]) 0.590 0.596 0.711
DeepWalk ([Perozzi et al., 2014]) 0.672 0.432 0.653
Planetoid ([Yang et al., 2016]) 0.757 0.647 0.772
MoNet ([Monti et al., 2016]) 0.817 - 0.788
GCN ([Kipf and Welling, 2016]) 0.815 0.703 0.790
GAT ([Velicˇkovic´ et al., 2018]) 0.830 0.725 0.790
LOOPYNET ([Zhang, 2018]) 0.826 0.716 0.792
SF-GCN ([Lin et al., 2019]) 0.833 0.734 0.793
DIFNET (original GDU) 0.851 0.727 0.783
DIFNET (simplified GDU) 0.834 0.715 0.795
Time Cost (seconds)
DIFNET (original GDU) 47.55 34.40 215.40
DIFNET (simplified GDU) 23.34 24.96 113.77
Pubmed, respectively. To illustrate its performance advan-
tages, we also add the results of GCN (with different depths)
on these three datasets in the table as well. The results demon-
strate that DIFNET can also work well in handling the sus-
pended animation problem for the other datasets from differ-
ent sources as well.
5.2 Comparison with State-of-the-Art
Besides the results showing that DIFNET can perform well in
addressing the suspended animation problem, to make the ex-
perimental results more complete, we also compare DIFNET
with both classic and state-of-the-art baseline models, whose
results are provided in Table 2. According to the results,
compared against these baseline methods, DIFNET can out-
perform them with great advantages. Also for DIFNET with
the simplified GDU, it can achieve comparable performance
as DIFNET with the original GDU with the same learning
epochs. However, the learning time cost with simplified
GDU is greatly reduced according to the experiment results.
6 Conclusion
In this paper, we focus on studying the graph representation
learning problem and apply the learned graph representations
for node semi-supervised classification. To address the com-
mon “suspended animation problem” with the existing graph
neural networks, we introduce a new graph neural network
model, namely DIFNET, in this paper. DIFNET is constructed
based on both the GDU neurons and the attentive diffusion
operator. To handle the suspended animation problem, GDU
includes both neural gate learning and graph residual learn-
ing into its architecture, which can also handle the conven-
tional gradient vanishing/exploding problem as well. Exten-
sive experiments have been done on several benchmark graph
datasets for node classification, whose results also demon-
strate the effectiveness of both DIFNET and GDU in deep
graph representation learning.
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