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At High Energy Physics experiments, extensive parallelism
allows scalable, high-bandwidth data acquisition systems.
On-line event building of physical events is only feasible by
using switch-based event builders. A scalable switch-based
event building architecture is introduced. A special, non-
starving token passing mechanism provides high throughput
for acquisition of stochastic detector data. The event
building architecture with the associated event building
method is analyzed by simulation.
1.  Introduction
High Energy Physics (HEP) is a special field of particle
physics where charged particles are accelerated and
collided. When particles interact in a detector and the
interaction satisfies certain conditions, the detector
electronics produces a lot of data, which is called an event.
Events are composed of several event fragments. Each event
fragment is produced by a detector segment. The aim of the
event building process is to collect the separated, parallel
event fragments of the same event in one destination device
for off-line processing.
At High Energy Physics experiments, data flow is
essentially unidirectional, i.e. from the detector subsystems
to a farm of processors or storing devices. Since data
volume to be transmitted can reach a few Gigabytes per
second [1][2][3], data acquisition systems based on a single
shared bus cannot be used any more due to the limited
bandwidth. Parallelism is the only solution to eliminate the
bandwidth limitation. The use of multiple interconnections
results in a scalable, high-throughput event builder, which
itself may constitute a small data acquisition system or may
be a component of a large, multilayered system. Several
implementations of the interconnection network are
possible, such as multiple busses, multiport memories or a
switching fabric. Both the multiple bus and the multiport
memory architectures still have the problem of realization if
the number of data sources and data destinations is great.
For large event builders, only switched networks based on
high-speed serial links seem to be feasible. The most
efficient utilization of the switch occurs when several events
are simultaneously built, and the event fragments of
different events are distributed uniformly in time and space
over the switch. This can be achieved by using proper event
building methods.
This paper is mainly written for data acquisition system
designers. First a switch-based, technology-independent
event building architecture is described. In this architecture,
arbitration of access to the destination devices is solved by
using tokens. A new token passing mechanism is introduced
that reduces the blocking effect of various size event
fragments. Scalability and performance of the event
building architecture are examined by simulation. Finally,
simulation results are summarized and conclusion is drawn.
2. A switch-based event builder architecture
In this chapter, a switch-based, technology-independent
event builder architecture is described. This architecture is
used in the simulations to test the event building methods.
Real data acquisition systems may consist of several layers
of such event builders, but even a single event builder may
constitute the core of a data acquisition system.
The event builder is based on a symmetric, switched
interconnection network, in which the number of sources
and destinations is equal, as shown in Figure 1. The
behavioral model of the architecture contains a few
simplifying conditions in order to obtain simulation
statistics and to concentrate strictly on the event building
process. Description of the architecture and its behavior is
summarized hereinafter.
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The Event Generator creates event fragments and
trigger messages during the simulations, thus it may be
regarded as either the detector front-end electronics or the
output of a preceding event building level. If both the size
and the trigger interarrival time of the event fragments are
constant, the detector data flow is deterministic, otherwise it
is regarded as stochastic. When the size of the event
fragments is not constant and their size follows random
distribution, the event fragments of one event are assumed
to be independent. The event fragments are sent to the
sources, and the trigger messages are sent to the Event
Destination Manager (EDM) within zero time. The trigger
messages are buffered in a Trigger Queue in the EDM.
Sources are used to buffer the event fragments. Sources and
destinations are connected to the Switch via high-speed
serial links referred to as Event Building links. Dashed lines
with arrow show the direction of the detector data flow.
.  .  .

























Figure 1. Architecture of a switch-based event builder
Since event fragments are very large data blocks in most
experiments, the Switch makes circuit-switched connections
between the sources and the destinations for the
transmission of each event fragment in order to minimize
the data transmission overhead. Due to the circuit-switched
operation mode, there is no need of memory in the Switch.
Sources have infinite buffers because the event builder is
overloaded during the simulations. (Overload is necessary
to measure the maximum throughput of the event builder.)
The destinations have buffers only for a maximum size
event. After the fragments of an event are completely
assembled, the corresponding destination sends the event to
a storing device or to the following event building level.
During the simulations, completed events are removed from
the system by the destinations within zero time. When an
event is removed, its destination is said to be released.
Arbitration of access to the destinations is solved by
using tokens. Each destination has one token. Tokens are
passed source by source over an additional ring of high-
speed serial links referred to as Token links. Token links are
unidirectional. Sources and the EDM are chained in a loop
by the Token links as shown in Figure 1.
In an N x N system, at most N tokens can circulate
amongst the sources. The EDM has a Token Queue to buffer
tokens that are waiting for a new trigger message when the
Trigger Queue is empty.
Token passing works in the following way:
1. After a source has finished to transmit an event
fragment, it passes the event’s token to the next
source on the Token link. The last source sends
tokens to the first source through the EDM.
2. After sending the last event fragment of a given
event, the source sends the event’s token back to the
EDM source by source. The EDM takes the token,
assigns a new event to the token and then sends it to
the first source.
3.  Token By-pass event building methods
In a stochastic detector data flow, event fragments have
different sizes. While a source is busy and just transmitting
a large event fragment, the previous source may send one or
more token to it during the busy period. If the busy source
puts the tokens into a private queue, tokens behind the first
one of the queue will be blocked. Blocking of tokens
increases the time that is needed to collect the event
fragments of the corresponding events, and therefore
reduces the maximum throughput of the event builder.
At the Token By-pass methods, tokens that are received
by a busy source are not buffered in the source, but
forwarded immediately to the next source in order to
eliminate blocking. (The name Token By-pass comes from
this property.) It means that tokens circulate amongst the
sources, and a token is picked up only if it arrives to a
source which is free and still has not transmitted the
corresponding event fragment. Unfortunately, tokens cannot
be by-passed at any time because of the circiut-switched
operation. That is why a separated network of Token links is
used for token passing.
Due to the token by-pass mechanism, event fragments
are transmitted out of their arrival order. Therefore only
random access memory can be used in the sources to buffer
the event fragments.
Since event fragments are transmitted out of arrival
order, events are also built up out of their generation order.
Therefore the event-destination assignment is based on the
First-Come-First-Served (FCFS) principle. This principle is
automatically ensured by using the Token Queue in the
EDM. After an event has been completed, its token returns
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to the EDM and gets into the Token Queue as a free token.
When the token gets to the head of the queue, a new event
will be assigned to it. The new event is identified by the first
message of the Trigger Queue of the EDM.
Depending on which source first receives a token with a
new event ID, we define three subtypes of the Token By-
pass methods. At the Token By-pass with Fixed Insertion
(TBFI) method, the EDM firstly sends the tokens of a new
event always to the first source. At the Token By-pass with
Shifted Insertion (TBSI) method, the EDM firstly sends the
tokens to different sources in a Round Robin manner.
Finally, at the Token By-pass with Random Insertion
(TBRI) method, the EDM firstly sends the token of a new
event to a randomly selected source.
Since Token links are arranged in loop, tokens with a
new event ID are first sent always to the first source.
Therefore only the TBFI method will be examined further
on in this paper.
4. Simulation analysis
Simulations have been completed to test the performance of
the event builder when timing parameters of the Token links
have different values. Another aim of the simulations is to
examine whether the event building architecture is scalable
and the TBFI method is starving when stochastic detector
data is used.
The simulator is written in MODSIM II, which is a
general purpose, object-oriented language supporting
discrete-event simulation [4]. A simple 16 x 16 circuit-
switched event builder is simulated. The mean event
fragment size is 100 KByte. The event fragment sizes
follow Gaussian distribution with a relative standard
deviation of 50% of the mean value. The event fragment
sizes are limited in the 0..200 KByte range, but this
limitation has negligible effect to the deviation. The
transmission time of the event fragments is proportional to
their size. The Event Building (EB) link bandwidth is set to
100 MByte/s. There is no dead time on the Event Building
links, neither in the Switch. One event fragment is sent in
one stream without disconnection. The trigger rate is set to
100 Hz, thus the Event Building link load is 100%. It means
that the event building system is overloaded. The default
value of the token passing delay on the Token links is 10 µs
which is 1% of the transfer time of one average size event
fragment. The token passing delay is defined as the time
needed to transmit and process a token. Simulation statistics
are based on 30000 events.
4.1. Scalability
Figure 2 shows the bandwidth of the event builder and the
average utilization of one Event Building link as the number
of the sources increases. The Event Builder Bandwidth is
defined as the maximum throughput of the event builder and
it is equal to the aggregate maximum throughput of the EB
links. In order to measure the maximum throughput of the
event builder, the EB links are 100% loaded, thus the event
building system is surely overloaded. The EB link
utilization values show that only about 80% of the full (100
MByte/s) bandwidth of the EB links is utilized when the
system throughput is on maximum.
According to Figure 2, the event building architecture
appears linearly scalable. The linearity error remains within
±1%, if the number of sources is between 4 and 64.



















































Figure 2. Scalability of the event building architecture
4.2 Starvation
The Token By-pass methods are theoretically starving,
because any token may circulate infinite long time amongst
the sources without finding a free source. Time out check of
tokens is a possible solution for protection against
starvation. However, simulation results show that the Token
By-pass methods are non-starving even without time out
check. Furthermore, non-starving property will also stand if
the event building system is overloaded.
In Figure 3, the maximum number of token passes
(including the by-passes) is shown as the Token Passing
Time Out increases. These values belong to the events of
which token was passed most times. The time out is
calculated from when the token has been first sent from the
EDM to the sources with a new event ID. After this time has
expired, the token is allowed to be by-passed only by the
sources which have already sent the corresponding event
fragment. Other sources must put the token into a queue
until the source gets free. After transmitting the token’s
         Proceedings of the 1st World Congress on Systems Simulation (September 1-3, 1997, Singapore)
4
event fragment, the source has to pass the token to the next
source. If the Token Passing Time Out is set to zero, the
TBFI method works in the same way as the Barrel Shifter
[5][6].
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Figure 3. Maximum Number of Token Passes
at the TBFI method
According to Figure 3, neither at 60% EB link load nor
at 100% EB link load is the TBFI method starving. If the
Token Passing Time Out is above 50 ms, the maximum
number of token passes will be constant and will not
increase along the time out values. Without time out check,
the average number of token by-passes is not more than a
few hundreds, so the total time of token passing is about one
order less than the transmission time of a full event.
4.3. Performance
The token passing delay is an important factor from the
point of view of the system’s performance because the
maximum number of token by-passes may reach a few
thousands. Since tokens are very short messages, the token
passing delay is essentially the token processing time, which
is necessary in the case of by-pass as well.
Figure 4 shows how the Event Builder Bandwidth
depends on the Token Passing Delay. If the Token Passing
Delay is less than 10 µs, the Event Builder Bandwidth will
be above 80% of the full capacity. However, if the Token
Passing Delay is 100 µs, which corresponds to 10% of the
transfer time of one average size event fragment, the Event
Builder Bandwidth falls down to roughly 60% of the full
capacity.

















































Figure 4. Performance of the event builder as a function of
the Token Passing Delay
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Figure 5. Performance of the event builder as a function of
the Token Passing Time Out
The Token Passing Time Out is another important
parameter associated with the token passing mechanism that
may influence the performance of the event building
architecture.
Figure 5 shows how the throughput of the event builder
depends on the Token Passing Time Out.  At 60% EB link
load, the throughput is independent of the Token Passing
Time Out and utilization of the event builder is equal to the
EB link load. At 100% EB link load, i.e. when the
throughput value gives the bandwidth of the event builder,
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time out check reduces the Event Builder Bandwidth with
about 10% if the Token Passing Time Out value is less then
20 ms.
5. Summary and conclusion
In data acquisition systems of High Energy Physics
experiments, interconnection networks are used to transfer
detector data to the storing devices. Switched networks
provide high-performance, scalable event building systems.
In order to best utilize the aggregate bandwidth of the Event
Building links, several event building architectures and
event building methods are available, depending on the
properties of the data flow. In this paper, a scalable,
switched event builder architecture was introduced that used
a special token passing mechanism based on token by-pass.
Simulation results were presented to show  scalability of
the architecture and to prove that the TBFI event building
method is not starving event without time out check of the
tokens. Throughput of the event builder was also tested by
simulation. In all simulations, stochastic detector data flow
with great variation in the event fragment sizes was used.
As a conclusion we can say the followings. The
introduced event building architecture is linearly scalable if
the number of sources is between 4 and 64. There is no need
of time out check for the tokens against starvation, although
the Token By-pass event building methods are theoretically
starving. The bandwidth of the event building system
depends strongly on the token passing delay. However, the
Token Passing Time Out has little influence to the
bandwidth of the event builder.
The examination of other Token link architectures (Star,
Switched, etc.) is the task of future works, as well as to test
the effect of different event fragment size distributions to
the performance of the event builder.
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