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Abstract We present a new technique for constructing solutions of quasilinear
systems of first-order partial differential equations, in particular inhomogeneous
ones. A generalization of the Riemann invariants method to the case of inho-
mogeneous hyperbolic and elliptic systems is formulated. The algebraization of
these systems enables us to construct certain classes of solutions for which the
matrix of derivatives of the unknown functions is expressible in terms of special
orthogonal matrices. These solutions can be interpreted as nonlinear superposi-
tions of k waves (or k modes) in the case of hyperbolic (or elliptic) systems,
respectively. Theoretical considerations are illustrated by several examples of in-
homogeneous hydrodynamic-type equations which allow us to construct solitonlike
solutions (bump and kinks) and multiwave (mode) solutions.
Keywords generalized method of characteristics, symmetry reduction method,
Riemann invariants, multiwave solutions, multimode solutions
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I Introduction
Many nonlinear phenomena appearing in physics are described by first-order quasi-
linear systems in both their hyperbolic and elliptic regions. These systems have
been mostly studied in the case of two independent variables. However, until now,
no satisfactory complete theory exists for those systems. For example, with the
A.M. Grundland
Centre de Recherches Mathématiques, Université du Montréal, C.P. 6128, Succc. Centre-ville,
Montréal, (QC) H3C 3J7, Canada
and Département de mathématiques et informatiques, Université du Québec, Trois-Rivières,
(QC) G9A 5H7, Canada
E-mail: grundlan@crm.umontreal.ca
V. Lamothe
Département de Mathématiques et Statistique, Université de Montréal, C.P. 6128, Succc.
Centre-ville, Montréal, (QC) H3C 3J7, Canada
E-mail: lamothe@crm.umontreal.ca
2 A.M. Grundland, V. Lamothe
exception of certain particular results, the existence and uniqueness theorem for
solutions of initial and boundary value problems is not available in general. Such
exceptions include the necessary and sufficient conditions for the temporal exis-
tence of smooth solutions of hyperbolic systems admitting conservation laws [18,
21,25]. Solutions of hyperbolic quasilinear systems do not exist for an arbitrary
period of time, even for smooth conditions. They usually blow up at the end of
a finite time interval. In general, the first derivatives of the solution become un-
bounded after a finite time T > 0, and for a time t > T , smooth solutions no
longer exist. This well-known phenomenon is called the gradient catastrophe [5,
17,25]. It can even occur in situations where physical intuition would lead us to
expect the existence of continuous solutions after time T . In other words, the diffi-
culty which appears here is to determine initial data for the quasilinear hyperbolic
system which allows sufficiently large time interval before the gradient catastrophe
occurs. It has been proved (see e.g. [5,17,21,25,27]) that even for sufficiently small
initial conditions, there exists a time interval [t0, T ] in which the gradient catastro-
phe does not occur. In this interval, the problem of propagation and superposition
of waves can be posed and solved by the method of characteristics. Through this
method, the existence, uniqueness and continuous dependence of the solution with
respect to the initial conditions has been established by many authors (see e.g.
[1,6,16,19,22,25] and references therein). The obtained results are significant in
the sense that the solution is constructed in the domain where its existence is
predicted.
The method of Riemann invariants and its generalization, that is, the generalized
method of characteristics (GMC) [2,16,24] for hyperbolic quasilinear systems of
equations in many dimensions, is a technique for obtaining certain classes of exact
solutions representing Riemann waves. These solutions are omnipresent for hyper-
bolic systems and constitute their elementary solutions. They are building blocks
for the construction of more general solutions describing the superposition of many
waves, k-waves (solutions of rank k), that are more interesting from the physical
point of view [3,14,16,24]. Recently, the applicability of the conditional symme-
try method (CSM) has been extended to the construction of multiwave solutions
obtained by the GMC [9,10,12]. The CSM is not limited to hyperbolic systems,
but can also be applied to elliptic systems. The links between the two methods
is an interesting problem which was addressed in [10,11]. The adaptation of the
GMC in the context of the analysis of the symmetry group of first-order quasilin-
ear elliptic systems requires the introduction of complex integral elements instead
of simple real integral elements (which are used in the construction of solutions of
hyperbolic systems [3,15,24,26]). In particular, for first-order elliptic systems, we
are interested in the construction of multimode solutions corresponding to nonlin-
ear superpositions of elementary solutions (simple modes). We demonstrate that
the method of conditional symmetries [7,8,10] is an efficient tool for reaching this
goal. This approach is applied to hydrodynamic-type equations in their elliptic and
hyperbolic regions and has been studied through both the GMC and the CSM.
This constitutes the subject of this work, which is a follow up of the paper [11].
The proposed approach goes deeper into the algebraic aspect of first-order partial
differential systems, which allows us to obtain some new results on their solvability.
For this purpose we postulate a new form of solution of the initial system for which
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the matrix of derivatives of the unknown functions is expressed in terms of special
orthogonal matrices, of the right-hand side of the partial differential system and of
some characteristic vectors associated with the homogeneous part of this system.
This decomposition of the matrix of derivatives is no longer in the specific form
restricted to the sum of homogeneous and inhomogeneous integral elements as
required by the GMC. In the latter case, when solutions exist, they represent a
superposition of Riemann waves which admit the freedom of k arbitrary functions
of one variable [4,15,23]. For the postulate form of the solution the compatibility
conditions are weakened in such a way that they allow us to obtain some larger
classes of solutions including the one obtained by the GMC for the problem of
superposition of waves or modes.
The plan of this paper is as follows. Section II contains a brief description of
the construction of Riemann k waves obtained by the GMC. Section III contains
examples of applications of the GMC to the equations of fluid dynamics in (3+1)
dimensions. In Section IV, we investigate and construct the multiwave solutions
expressed in terms of Riemann invariants which represent a generalization of the
results obtained in Section II. Section V contains a detailed account of the con-
struction of multimode solutions for elliptic systems. Sections VI and VII present
an adaptation of the method presented in Sections IV and V for the case of un-
derdetermined systems. Several examples of inhomogeneous hydrodynamic-type
equations are included in Section VIII as illustrations of the theoretical results.
Section IX contains remarks and some suggestions regarding possible future de-
velopments.
II Generalized method of characteristics
Consider a first-order system of quasilinear autonomous partial differential equa-
tions (PDEs) in p independent variables
Aµiα (u)uαi = bµ(u), µ = 1, . . . ,m, α = 1, . . . , q, i = 1, . . . , p, (1)
where uαi = ∂u
α/∂xi. We adopt the convention that repeated indices are summed
unless one of them is in brackets. The system (1) is an inhomogeneous one with
coefficients depending on q unknown functions u = (u1, . . . , uq)T ∈ Rq. The Eu-
clidean space E = Rp (the space of independent variables x = (x1, . . . , xp)) is
called the physical space, while the space U = Rq (the space of dependent vari-
ables) is called the hodograph space. Let us assume that the coefficients Aµiα (u)
and b(u) are smooth real-valued functions of the real variables u. We investigate
the existence and the construction of solutions describing the propagation and
nonlinear superposition of waves or modes that can be admitted by the system
(1). Such solutions are particularly interesting from the physical point of view
because they cover a wide range of the wave phenomena arising in the presence
of the external forces that can be observed in such domains as field theory, fluid
dynamics, elasticity, etc. These phenomena are described by systems of the form
(1) or systems that can be reduced to that form by introducing new unknown
functions. The methodological approach assumed in this section is based on the
generalized method of characteristics which was extensively developed in [1,2,16,
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24] for homogeneous systems and generalized to inhomogeneous systems [14,15].
The specific feature of this approach is an algebraic and geometric point of view.
The algebraization of PDEs was made possible by representing the general integral
element as a linear combination of some special simple integral elements [2,14,24].
The algebraization of the inhomogeneous system (1) allows us to construct certain
classes of solutions, which correspond to a superposition of k simple waves together
with a simple state solution (as introduced in [14], see Appendix). In this case, a
specific constraint on the derivatives of a solution u(x) is postulated. We require
that the Jacobian matrix ∂uα/∂xi be the sum of homogeneous and inhomogeneous
simple integral elements
∂uα
∂xi
= ξAγαAλ
A
i + γ
α
0 λ
0
i , (2)
where the summation is taken over the index A which runs from 1 to k and we
have assumed that
Aµiα γα(A)λAi = 0, Aµiα γα0 λ0i = bµ,
λA1 ∧ λA2 ∧ λA3 6= 0 for 0 < A1 < A2 < A3 ≤ k,
(3)
and
rank (γ0, γ1, . . . , γk) = k + 1 ≤ q.
Here ξA 6= 0 is treated as a function of x. We suppose that we can find k
distinct characteristic vectors λA(u) =
(
λA1 (u), . . . , λ
A
p (u)
)
and k linearly in-
dependent characteristic vectors γA(u) =
(
γ1A(u), . . . , γ
q
A(u)
)
which satisfy the
homogenous equations (3). We suppose also that the noncharacteristic vectors
λ0(u) =
(
λ01(u), . . . , λ
0
p(u)
)
and γ0(u) =
(
γ10(u), . . . , γ
q
0(u)
)
obey the inhomoge-
neous equations (3). The resulting solution of (2) is called a k-wave solution for
the inhomogeneous hyperbolic system [14,15]. Under the above assumptions it was
shown [13,14,24] that the necessary and sufficient conditions for the existence of
k-wave solutions of the system (1), subjected to conditions (2), require the follow-
ing constraints on vectors λn and γn, n = 0, 1, . . . , k. The explicit parametrization
of the integral surface S in terms of Riemann invariants r = (r0, r1, . . . , rk) is
obtained by solving the system of PDEs
∂fα
∂rn
= γαn (u), n = 0, 1, . . . , k, (4)
with solution
u = f(r).
Next, we look for the most general solution of the system of 1-forms drn for λn as
functions of r
dr0 = λ0, drA = ξA(x)λA(r), A = 1, . . . , k. (5)
The compatibility conditions for the system (5) impose some restrictions on the
wave vectors λn. Namely, the system (5) has solutions (is completely integrable)
if the following conditions are satisfied
∂λA
∂rn
∈ span
{
λA, λn
}
,
∂λ0
∂rn
∈ span {λn} , n 6= A. (6)
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Here we have denoted the vector space spanned by the vectors λA and λn by
span
{
λA, λn
}
, while ∂λ0/∂rn is proportional to λn. These relations are the nec-
essary and sufficient conditions for the existence of solutions of the system (5).
They ensure that the set of solutions of the system (5) depends on k arbitrary
functions of one variable [13,14]. Finally, under the assumption that λ1, . . . , λk
are linearly independent and satisfy (6) the k-wave solutions are obtained from
the explicit parametrization of the integral surface u = f(r0, r1, . . . , rk). The quan-
tities r0, r1, . . . , rk are implicitly defined as functions of x1, . . . , xp by the solution
of the system for certain functionally independent differentiable functions ψA of r
λAi (r)x
i = ψA(r),
∂ψA
∂rn
= αAn (r)ψ
(A) + βAn (r)ψ
(n), A 6= n, (7)
where αAn and β
A
n are given functions of r = (r
0, r1, . . . , rk). The physical interpre-
tation of these solutions is that the profiles of simple waves related with the simple
elements γA ⊗ λA can be chosen in an arbitrary way, but the profile of a simple
state related with the inhomogeneous element γ0 ⊗ λ0 is somehow determined by
(3) and (6). These solutions represent some nonlinear superpositions of k waves
on a simple state [14]. However, our present approach will go deeper into the ge-
ometrical aspects of compatibility conditions (4) and (6) by weakening them. So
it will later enable us to obtain new results on the solvability of the problem of
superposition of k-waves for inhomogeneous hyperbolic systems and extend this
approach to elliptic systems.
Note that, in the case of the underdetermined system of equations (1) (i.e. when
m < q = m+ l) the real simple integral elements are determined by the equation
Aµiα (u)λiηα = Aµis (u)λiηs1 +Aµit (u)λiηt2 = bµ, (8)
where µ ∈ M = {1, . . . ,m}, s ∈ I1, t ∈ I2 and I1 ∪ I2 is the partition of the set
I = {1, . . . , q} into subsets containingm and l = q−m elements, respectively. The
vector field η = (η1, η2) has q components, while
η1 = (η
s)s∈I1 , η2 = (η
t)t∈I2
and the m× q matrix
(A1λ,A2λ) =
((
Aµis λi
)µ∈m
s∈I1
,
(
Aµit λi
)µ∈m
t∈I2
)
is a proper partition of the matrix
(Aµiα λi). If the m × m matrix (A1λ) is a
nonsingular one, then we can determine the quantity
η1 = (A1λ)−1 (b− (A2λ) η2) .
Hence, there exists a bijective correspondence between η ⊗ λ and η2 ⊗ λ which
determines a map on the set of simple integral elements and for which the domain
is formed by these elements that have nonsingular matrices
A1λ =
(
Aµis λi
)µ∈m
s∈I1
.
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This map is determined by the partition of the set I = {1, . . . , q} = I1 ∪ I2.
All possible partitions of this type determine an atlas composed of
(
q
m
)
maps
covering the set of real simple integral elements, where they are regular in the
sense that
rank
(
Aµiα λi
)
= m.
One can partition the set of simple integral elements in stratas numbered by the
rank of matricesAµiα λi. Regular elements form strata of the highest dimension. One
can determine atlases on the other stratas analogously and solve the considered
underdetermined system by the GMC.
III Inhomogeneous fluid dynamics equations
Now we present some examples which illustrate the theoretical considerations pre-
sented in Section II. We discuss the classical equations of an ideal compressible
nonviscous fluid placed in the presence of gravitational and Coriolis forces. Under
these assumptions, the fluid dynamics system of equations in (3 + 1) dimensions
takes the form
ρ (vt + (v · ∇)v) +∇p = ρv×Ω+ ρg,
ρt + (v · ∇)ρ+ ρ∇ · v = 0,
(pρ−k)t + (v · ∇)(pρ−k) = 0,
(9)
where we have used the following notation: ρ and p are the density and the pressure
of the fluid respectively, v is the vector field of the fluid velocity, k > 0 is the
polytropic exponent and the external forces are the Coriolis ρv×Ω (with angular
velocityΩ) and the gravitational ρg forces. The algebraic equations that determine
simple integral elements for the equation (9) are of the form
ρδ|λ|γ + γpλ = ρv ×Ω+ ρg,
δ|λ|γρ + ργ · λ = 0,
ρδ|λ|(γp − kp
ρ
γρ) = 0.
(10)
Here we have used the following notation: The space of unknown functions, the
hodograph space U ⊂ R5, has coordinates u = (ρ, p,v). The corresponding el-
ements of the tangent space TuU are denoted by γ = (γρ, γp,γ), where γ =
(γ1, γ2, γ3) is associated with the velocity vector v and (γρ, γp) are associated
with the density ρ and pressure p, respectively. Here we have denoted λ = (λ0,λ),
where λ0 is the phase velocity and λ = (λ1, λ2, λ3) is the wave vector. We have
replaced the derivatives of the unknown functions ρt, ρxi , pt, pxi , vt and vxi
in equation (9) by the simple elements γρλ0, γ
ρλi, γ
pλ0, γ
pλi, γλ0 and γλi,
i = 1, 2, 3, respectively. According to [24], we define the quantity
δ|λ| = λ0 + v · λ, (11)
which physically describes the velocity of propagation of a wave relative to the
fluid while λ0 describes the phase velocity of the considered wave E, A or H. The
equations (10) form a system of linear inhomogeneous algebraic equations, whose
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solutions γ ∈ Tu(U) and λ ∈ E∗ (E∗ being the dual space of the classical space-
time E ∈ R4), determine the simple integral elements associated with the equation
(9).
It follows from the analysis of the homogeneous system corresponding to (10)
that there exist nontrivial solutions for the vector γ = (γρ, γp,γ) when the char-
acteristic determinant of this system is equal to zero. Thus we obtain the following
condition
δ3|λ|3
(
δ2|λ|2 − kp
ρ
|λ|2
)
= 0. (12)
So we obtain two types of homogeneous simple integral elements
(i) The entropic simple element E:
δ = 0, λ = (−v · λ,λ), γ = (γρ, 0,γ), (13)
with the condition γ · λ = 0. Here γρ, is an arbitrary function.
(ii) The acoustic simple element A:
δ|λ| =ǫ
(
kp
ρ
)1/2
|λ|, λ = (δ|λ| − v · λ,λ), ǫ = ±1,
γ =
(
γρ,
kp
ρ
γρ,−δ λ|λ|
γρ
ρ
)
,
where γρ is an arbitrary function.
The nontrivial solutions for γ0 ∈ TuU and λ0 ∈ E∗ of the inhomogeneous system
(10) determine three types of the inhomogeneous simple integral elements of (9),
namely
(i) The entropic inhomogeneous simple element E0
δ = 0, γE00 = (γρ, ρ,α× (g−Ω× v)), λ0 = (−v · g,g −Ω× v), (14)
where α is an arbitrary vector in R3 and γρ is an arbitrary function.
(ii) The acoustic inhomogeneous simple element A0
δ|λ| = ǫ|λ|
(
kp
ρ
)1/2
, λ0A0 = (δ|λ| − v · λ,λ) , λ · (g−Ω× v) = 0,
γA00 =
(
γρ,
kp
ρ
γρ, (δ|λ|)−1
(
ρ(g−Ω× v)− kp
ρ
γρλ
))
, ǫ = ±1.
(15)
where γρ is an arbitrary function.
(iii) The hydrodynamic inhomogeneous simple element H0
γH0 =
(
− ρ (g−Ω× v) · λ
(δ|λ|)2 − kpρ |λ|2
,−kp (g−Ω× v) · λ
(δ|λ|)2 − kpρ |λ|2
,
1
ρδ
[
ρ(g−Ω× v) + kp (g−Ω× v) · λ
(δ|λ|)2 − kpρ |λ|2
λ
])
,
λ =(δ|λ| − v · λ,λ).
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Here δ|λ| is different from 0 and ǫ (kp/ρ)1/2, ǫ = ±1, and otherwise arbitrary.
From the definition (11), we obtain that the velocity associated with the solution
of E0 moves together with the fluid. For the case of acoustic solutions A0 the
velocity of the fluid is equal to the sound velocity: dp/dρ = (kp/ρ)1/2, while the
hydrodynamic solutionH0 moves with any velocity other than the entropic velocity
δ = 0 or acoustic velocity δ|λ| = ǫ (kp/ρ)1/2 |λ|.
We now consider the classes of solutions u for which the matrix of the tangent
mapping ∂uα/∂xi is the sum of one homogeneous and one inhomogeneous simple
integral elements (when k = 1 in equation (2))
∂uα
∂xi
= ξγα1 λ
1
i + γ
α
0 λ
0
i , λ
1 ∧ λ0 6= 0, (16)
where ξ 6≡ 0 is treated as an arbitrary function of x. According to [14] the necessary
and sufficient conditions for the existence of solutions of the system (16) require
that the commutator of the vector fields γ0 and γ1 be a linear combination of these
fields
[γ0, γ1] ∈ span {γ0, γ1} .
This means that γ0 and γ1 constitute a holonomic system in the sense that there
exists a parametrization of a surface
u = f(r0, r1),
tangent to the vector field γ0 and γ1 such that
∂f(r0, r1)
∂r0
= γ0
(
f(r0, r1)
)
,
∂f(r0, r1)
∂r1
= γ1(f(r
0, r1)) (17)
holds. Consequently the system (16) together with the assumption that γ0 and γ1
are linearly independent, require us to solve the following system of PDEs
∂r0
∂xi
= λ0i (r
0, r1),
∂r1
∂xi
= ξλ1i (r
0, r1). (18)
The involutivity condition for the system (18) has already been investigated in
[14]. These conditions lead to restrictions on the wave vectors λ0 and λ1. It was
shown that the system (18) is completely integrable if the following conditions are
satisfied
∂λ0
∂r0
= α0λ
0,
∂λ0
∂r1
= α1λ
1,
∂λ1
∂r0
= β0λ
0 + β1λ
1, λ0 ∧ λ1 6= 0, (19)
where the coefficients α0, α1, β0 and β1 are functions of r
0 and r1 to be determined.
Consider the following two cases:
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simple wave\ simple state E0 A0 H0
E + + +
A + − +
Table I The results of superpositions of simple waves determined by (9) and (16)
are summarized as follows.
1. When α1 6= 0, the equations (19) can be integrated and the wave vectors λ1
and λ0 take the form
λ0 = λ(r1) expϕ(r0, r1), λ1 =
∂ϕ
∂r1
λ(r1) +
dλ
dr1
,
where the function ϕ is a solution of the equation
α0 =
∂ϕ
∂r0
for a given function α0 of r
0 and r1. All solutions of the system (18) can be
obtained by solving the implicit relation with respect to the variables r0, r1 and
xi
λ(r1)xi =φ(r1) +
∫ r0
0
exp
(
−ϕ(s, r1)
)
ds,
dλi(r
1)
dr1
xi =φ˙(r1)−
∫ r0
0
∂ϕ(s, r1)
∂r1
exp
(
−ϕ(s, r1)
)
ds,
(20)
2. When α1 = 0, the equations (19) can be integrated and the wave vectors λ
1
and λ0 are
λ0 = ceφ(r
0), λ1 = χ(r0, r1)C + a(r1),
where φ and a are arbitrary functions of their arguments, χ is an arbitrary function
of (r0, r1) and C = (c0, c) ∈ R4 is a constant vector and where c = (c1, c2, c3).
The general integral of the system (18) can be obtained by solving the implicitly
defined relations between the variables r0, r1 and xi
cix
i + c0 =
∫ r0
0
exp(−φ(s))ds,
∫ r0
0
χ(s, r1) exp(−φ(s))ds+ ai(r1)xi = ψ(r1),
(21)
where ψ and ai are arbitrary functions of r
1. If (21) can be solved, so that r0,
r1 and uα can be given as a graph over an open set D ⊂ R4, then the functions
uα = fα(r0, r1), determined from (17), constitute an exact solution (written in
terms of the Riemann invariants r0, r1) of the inhomogeneous system (16). A
similar statement holds for the case α1 6= 0 and when one replaces the system (21)
by the system (20).
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Superpositions of simple waves and a simple state, which are solutions of the
system (9) and subjected to the differential constraints (16) are illustrated in Table
I, where + denotes that there exists a superposition written in terms of Riemann
invariants and− denotes that there is no superposition. For convenience, we denote
by EE0, EA0, etc., the solutions which result from nonlinear superpositions of waves
and states associated with the given wave vectors λ and λ0 given by (13) and (14)
or λ and λ0 given by (13) and (15), respectively. We give several examples to
illustrate the construction introduced in this section.
1. The entropic simple wave and the entropic state, EE0. A solution exists, pro-
vided that g = (0, 0, g), |Ω| = 1 and g ·Ω = 0, and it is given by
ρ = p˙(r0), p = p(r0),
v = −eφ0 |g|−2c0g + v2(r)Ω+
(
∓eφ0 |g|−2(|g|2 − c20)1/2 + 1
)
g ×Ω
with Riemann invariants
c0t± |g|−2(|g|2 − c20)1/2g · x− c0|g|−2(g ×Ω) · x+ c1 = e−φ0r0,
e−φ0
∫ r0
0
χ(r, r1)dr +
[
eφ0(±(|g|2 − c20)1/2a3 + c0a1)− a3|g|2
]
t
+a1g · x+ a3(g ×Ω) · x = ψ(r1),
where c0 = g(1+ g
4)−1, eφ0 = c−10 , φ0 and c1 are arbitrary constants and p(r
0)(>
0), v2(r), χ(r), a1(r
1), a3(r
1) and ψ(r1) are arbitrary functions satisfying p˙ > 0,
∂v2/∂r
1 6= 0 and ±(|g|2 − c20)1/2a3 6= −c0a1.
The following additional entropic solution exists only if g ·Ω 6= 0. It is given by
g = (0, 0, g), Ω = (0, 0, 1), ρ = p˙(r0), p = p(r0),
v(r1) = v1(r
1)g +
( −|g|2
(g ·Ω)
∫ r1
0
[v˙1(r)(1− v3(r)) + v˙3(r)v1(r)]dr
−(g ·Ω)
∫ r1
0
[v˙1(r)v3(r)− v1(r)v˙3(r)]dr + c
)
Ω+ v3(r
1)g×Ω,
where the Riemann invariants are given in implicit form by(
− v1|g|2 + |g|2
∫ r1
0
[v˙1(1− v3) + v˙3v1] dr + (g ·Ω)2
∫ r1
0
[v˙1v3 − v1v˙3] dr
−c(g ·Ω)
)
t+ ((1− v3)g+ v3(g ·Ω)Ω+ v1g ×Ω) · x = φ(r1) + r0,
(
(g ·Ω)2 − |g|2
)
(v˙1v3 − v1v˙3)t+
(
− v˙3g
+v˙3(g ·Ω)Ω+ v˙1g ×Ω
)
· x = φ˙(r1),
where c is an arbitrary constant, p(r0) (> 0), v1(r
1), v3(r
1) and φ(r1) are arbitrary
functions such that p˙(r0) > 0 and v˙1(r
1) 6= 0 or v˙3(r1) 6= 0.
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2. The simple entropic wave and the simple acoustic state, EA0. In the case when
λ0 = ǫ1|λ|0Ω and g ·Ω = 0, the solution is given by
g = (0, 0, g), Ω = (Ω1, Ω2, 0), |Ω| = 1,
ρ = ρ0, p = p0,
v = b2(r
1) cos
(
ǫ
(
κp0
ρ0
)−1/2 ∫ r0
0
e−φ(r)dr + b1(r
1)
)
g +B0Ω
+
[
b2(r
1) sin
(
ǫ
(
κp0
ρ0
)−1/2 ∫ r0
0
e−φ(r)dr + b1(r
1)
)
+ 1
]
g ×Ω,
where the Riemann invariants are
(
ǫ
(
κp0
ρ0
)1/2
− ǫ1B0
)
t+ ǫ1Ω · x+ c1 =
∫ r0
0
e−φ(r)dr,
B0t−Ω · x = ψ(r1),
where ρ0 (> 0), p0 (> 0), B0 and c1 are arbitrary constants, ǫ1 = ±1, and b1(r1),
b2(r
1) 6= 0, φ(r0) and ψ(r1) are arbitrary functions such that b˙2(r1) 6= 0.
3. The simple entropic wave and the simple hydrodynamic state, EH0. When λ
0×
Ω 6= 0, λ0 ·Ω = 0, p˙(r0) = 0 and g ·Ω 6= 0, the solution is given by
g = (0, 0, g), Ω = (0, 0, 1),
ρ = ρ(r1), p = p0,
v = −g · (c×Ω)c+
(
−g ·Ω
g · (c×Ω)
∫ r0
0
e−φ(r)dr + b(r1)
)
Ω+ (g · c)c×Ω,
with Riemann invariants
c · x =
∫ r0
0
e−φ(r)dr, c = (c1, c2, 0),
c · x
g · (c×Ω)
[
a(r1)− g · (c×Ω)a1(r1) + b(r1)a2(r1) + g · ca3(r1)
]
−1
2
g ·Ωa2(r1)
(
c · x
g · (c×Ω)
)2
+ a(r1)t+
(
a1(r
1)c
+a2(r
1)Ω+ a3(r
1)c×Ω
)
· x = ψ(r1),
where p0 > 0, c1 and c2 are arbitrary constants; ρ(r
1) > 0, φ(r0), ψ(r1), b(r1),
a(r1) and ai(r
1) (i = 1, 2, 3) are arbitrary functions satisfying b˙a2 = 0, ρ˙ 6= 0, and
a2 6= 0 or a3 6= 0 or a 6= 0.
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4. The simple acoustic wave and the simple hydrodynamic state, AH0. In the case
where λ0×Ω 6= 0 and λ0 ·Ω = 0, ∂v/∂r1 ·Ω = 0, ∂v/∂r1 · (λ0×Ω) = 0, g ·Ω = 0,
κ = 3 and ∂v/∂r1 · λ0 6= 0, the solution is given by
ρ =
(
α(r0, r1) + g · (c×Ω)
)−1
S(r1), p = aρ3,
v = α(r0, r1)c+ b1Ω+
(∫ r0
0
e−φ(r)dr + T1
)
c×Ω,
where α is given by the quadratic equation
1
2
(α+ g · (c×Ω))2 + 3
2
a(α+ g · (c×Ω))−2S(r1)2 + ǫ
√
3aS(r1) + S1
−(g · c− T1)
∫ r0
0
e−φ(r)dr +
1
2
(∫ r0
0
e−φ(r)dr
)2
= 0,
(22)
and the Riemann invariants are given implicitly by
g · (c×Ω)t+ c · x+ c1 =
∫ r0
0
e−φ(r)dr,
t+ ǫ(
√
3aS˙(r1))−1
∫ r0
0
e−φ(r)
∂α
∂r1
(r, r1)dr = ψ(r1).
Here c1, a > 0, b1, T1 and S1 are arbitrary constants, c = λ
0/|λ0| is a constant
vector such that c ·Ω = 0; ǫ = ±1; φ(r0), S(r1) 6= 0, ψ(r1) and α(r0, r1) are any
functions which satisfy (22) with S˙(r1) 6= 0, ∂α/∂r1 6= 0, S(α+g · (c×Ω))−1 > 0,
and α 6= −g · (c×Ω).
The generalized method of characteristics in the version presented in this paper
proved to be a useful tool, since it led to many new interesting solutions. However,
the superposition of simple waves and simple states is "linear" (according to the
classification presented in [16]) in the sense that the wave vector λ1 does not change
the direction of propagation on a simple state. So, it seems to be worthwhile to try
to extend this method and check its effectiveness for the case when the Jacobian
matrix ∂uα/∂xi is not necessarily expressible in terms of simple integral elements
of the form (2). This is, in short, the aim of the following sections.
IV Multiwave solutions
In this section we consider the possibility of generalizing the idea of Riemann wave
solutions of quasilinear systems to what may be considered a nonlinear superpo-
sition of Riemann waves. The resulting solution will be called a Riemann k-wave
or simply a k-wave. This has already been discussed for the simple wave in [11].
We suppose that the system is well-determined (m = q) and that it constitutes a
system of q equations and of q dependent variables u = (u1, . . . , uq) in terms of
p independent variables x = (x1, . . . , xp). We look for a solution of system (1) of
the form
u = f(r1(x, u), . . . , rk(x, u)), rA(x, u) = λAi (u)x
i, A = 1, . . . , k, (23)
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where the functions rA(x, u) are the Riemann invariants associated respectively
with the real linearly independent wave vectors λA(u) which satisfy the wave
relation specified below. The Jacobian matrix ∂u takes the form
∂u = (uαi ) = Φ
−1 ∂f
∂r
Λ ∈ Rq×p, Φ = Iq − ∂f
∂r
∂r
∂u
∈ Rq×q, (24)
where we use the notation
∂f
∂r
=
(
∂fα
∂rA
)
∈ Rq×k, Λ =
(
λAi
)
∈ Rk×p, ∂r
∂u
=
(
∂rA
∂uα
)
=
∂Λi
∂u
xi ∈ Rk×q,
(25)
r = (r1, . . . , rk); α, β, µ = 1, . . . , q; A = 1, . . . , k; i = 1, . . . , p. Substituting (24)
into the system (1) we obtain
Aµiα
(
Φ−1
)α
β
∂fβ
∂rA
λAi = b
µ (26)
or, in matrix form, (
AiλAi
)
Φ−1
∂f
∂rA
= b, (27)
where Ai = (Aµiα ) ∈ Rq×q and b = (b1, . . . , bq)T .
Let us introduce k real scalar functions ΩA(x, u), k matrices LA(x, u) ∈ SO(q,R)
and k characteristic vectors τA(x, u) ∈ Rq such that
Φ−1
∂f
∂rA
= Ω(A)LAb+ τA, A = 1, . . . , k, (28)
AiλAi τA = 0. (29)
Note that the vectors τA are characteristic vectors of the homogeneous part of
equation (27). Next, we eliminate the quantities Φ−1
(
∂f/∂rA
)
from equation (27)
through the relations (28). We find an algebraic relation for the quantities ΩA, λ
A
and LA
k∑
A=1
((
ΩA
(
AiλAi
)
LA
)
− Iq
)
b = 0, (30)
The relation (30) represents a constraint on the form of the scalar functions ΩA, of
the wave vectors λA and of the rotation matrices LA. We multiply equation (28)
on the left by the matrix Φ and then introduce the explicit expression for Φ given
in (24). Next, we solve the resulting equations for the matrices ∂f/∂r in order to
obtain
∂f
∂r
=
(
Lβbβ + τ
)(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1
, (31)
where we have introduced the following notation
τ = (ταA) ∈ Rq×k Lβ =
(
Ω(A)L
α
Aβ
) ∈ Rq×k.
We assume that the k× k dimensional matrix Ik + (∂r/∂u) (Lβ + τ) is invertible.
In order to determine the conditions for which the system (31) is well defined in
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the sense that it represents a system for the functions fα in terms of the invariants
rA only, it is convenient to define a set of vector fields on the space E × U
Xa = ξ
i
a(u)∂xi, a = 1, . . . , p− k, (32)
with the property
ξiaλ
A
i = 0, a = 1, . . . , p− k, A = 1, . . . , k. (33)
Applying the vector fields (32) to the system (31) and taking into account that
Xa annihilates all functions of the invariants r
A, we find the following constraints
Xa
((
Lβbβ + τ
)(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1)
= 0, a = 1, . . . , p− k. (34)
In conclusion, if the conditions (29), (30) and (34) are satisfied by an appropriate
choice of the functions ΩA, λ
A, τA and LA, then a solution of system (31) repre-
sents a multiwave solution of the hyperbolic system (1) of the proposed form (23).
It should be noted that these conditions are sufficient but not necessary.
Let us compare the proposed approach with the GMC. If we suppose that there
exists a solution of the form (1) such that the matrix Φ is invertible, and that
the vector τA obeys the wave relation (29), then we can determine a function
ΩA and a rotation matrix LA in such a way that the relations (28) are satisfied.
Indeed, since the vectors Φ−1(∂f/∂rA)− τA and b have the same dimension, there
exists a bijective transformation between these two vectors. This transformation is
determined by the rotation matrix LA and the scalar function ΩA. Consequently,
the Jacobian matrix of a solution takes the form
∂u
∂xi
=
∑
A
(
ΩAL
α
Aβ + τ
α
A
)
λAi
=
∑
A
(ηαA(x, u) + τ
α
A(x, u))λ
A
i (u),
(35)
where
ηαA(x, u) = Ω(A)L
α
Aβb
β, AiλAi τA = 0.
So the Jacobian matrix of a solution admits the following decomposition
∂uα
∂xi
= ζα1 λ
1
i + · · ·+ ζαk λki , (36)
or equivalently, (36) written in its matrix form, is
∂u = ζ1 ⊗ λ1 + · · ·+ ζk ⊗ λk,
where we have used the notation
ζαA(x, u) = η
α
A(x, u) + τ
α
A(x, u).
Note that, in general, conditions (35) are weaker than the differential constraints
(2) required by the GMC, since the latter are submitted to the wave relation (3)
and differential constraints (4) and (6). Indeed, (28) implies, that all first-order
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derivatives of u with respect to xi are decomposable in the form (36) on some open
domain B ⊂ E ×U , where ζ = (ζαA(x, u)) are real-valued matrix functions defined
on the first jet space J1 = J1(E × U). This fact allows us to ease restrictions
imposed on the initial data at t = 0 for hyperbolic systems. Thus we are able to
consider more diverse configurations of waves involved in superpositions (described
by inhomogeneous systems) than in the GMC case.
We end this section with two remarks:
i) In the case where the matricesLβ and τ depend only on the dependent variables
u, conditions (34) simplify to
Xa
(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1
= 0
which is equivalent to
Xa
[
Ik +
∂r
∂u
(Lβbβ + τ)
]
= 0.
Considering the notation (25), we find the sufficient condition
ξia
∂Λi
∂u
(
Lβbβ + τ
)
= 0,
for which the system (31) is well defined in the sense that the right-hand side is
expressed as a function of the invariants r = (r1, . . . , rk)T only. More generally,
a sufficient condition for the system (31) to be expressible in terms of r is that
the matrix (∂Λi/∂u)(Lβbβ + τ) be proportional to the matrix Λ. This means
that there exists a scalar function σ(u) such that(
∂Λi
∂u
Lβbβ + τ
)
= σ(u)Λ,
where Λ is defined by (25).
ii) If k = p, there are no orthogonality conditions (33) and therefore the conditions
(34) are no longer necessary in order to ensure that the system (31) is well
defined. In this case however, the linear independence of the wave vectors λA
ensures that the relations rA = λAi x
i can be inverted to obtain the xi in terms
of the rA. Consequently, the independent variables xi can be eliminated from
the system (31), which is then expressed in terms of f and r only.
V Multimode solutions
The algebraization that has been performed in [11] for the elliptic system (1)
allows us to construct more general classes of solutions, namely the k-multimode
solutions (a superposition of k simple mode solutions). We look for real solutions
of the form
u = f(r1(x, u), . . . , rk(x, u), r¯1(x, u), . . . , r¯k(x, u)),
rA(x, u) = λAi (u)x
i, r¯A(x, u) = λ¯Ai (u)x
i, A = 1, . . . , k.
(37)
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The complex-valued wave vectors λA and their complex conjugates λ¯A are linearly
independent. The Jacobian matrix ∂u of a real-valued solution (37) in terms of
Riemann invariants takes the form
∂u = Φ−1
(
∂f
∂rA
λA +
∂f
∂r¯A
λ¯A
)
= Φ−1
(
∂f
∂r
Λ+
∂f
∂r¯
Λ¯
)
, (38)
where
Φ = Iq − ∂f
∂r
∂r
∂u
− ∂f
∂r¯
∂r¯
∂u
∈ Rq×q, ∂f
∂r
=
(
∂fα
∂rA
)
∈ Cq×k, Λ =
(
λAi
)
∈ Ck×p,
(39)
where ∂f/∂r¯ and Λ¯ are complex conjugates of ∂f/∂r and Λ respectively. We intro-
duce the Jacobian matrix (38) into the system (1), which results in the following
system written in matrix form
Ai
(
λAi φ
−1 ∂f
∂rA
+ λ¯Ai φ
−1 ∂f
∂r¯A
)
= b. (40)
We now define the complex-valued scalar and vector functions, ΩA(x, u) and
τA(x, u) respectively, as well as the matrices LA(x, u) ∈ SO(q,C) such that
Φ−1
∂f
∂rA
= Ω(A)LAb+ τA, Φ
−1 ∂f
∂r¯A
= Ω¯(A)L¯Ab+ τ¯A, A = 1, . . . , k, (41)
where Ω¯A, τ¯A and L¯A are the complex conjugates of ΩA, τA and LA respectively.
Substituting the expressions (41) into the system (40) and assuming that the
characteristic vectors τA satisfy
Ai
(
λAi τA + λ¯
A
i τ¯A
)
= 0, (42)
we obtain the algebraic condition((∑
A
Ai
(
ΩAλ
A
i LA + Ω¯Aλ¯
A
i L¯A
))
− Iq
)
b = 0, (43)
on functions ΩA, λ
A and LA, A = 1, . . . , k and their complex conjugates. Mul-
tiplying each of the equations (41) on the left by Φ and replacing the explicit
expression (39) for the matrix Φ, we obtain the following PDEs for the function f
∂f
∂rA
=
(
Iq − ∂f
∂r
∂r
∂u
− ∂f
∂r¯
∂r¯
∂u
)(
Ω(A)LAb+ τA
)
,
∂f
∂r¯A
=
(
Iq − ∂f
∂r
∂r
∂u
− ∂f
∂r¯
∂r¯
∂u
)(
Ω¯(A)L¯Ab+ τ¯A
)
.
(44)
Solving the system (44) algebraically for the matrices ∂f/∂r and ∂f/∂r¯, we find
the system in its canonical form
∂f
∂r
=
(
Iq − ∂f
∂r¯
∂r¯
∂u
)(
Lβbβ + τ
)(
Ik +
∂r
∂u
(
Lβbβ + τ
))−1
,
∂f
∂r¯
=
(
Iq − ∂f
∂r
∂r
∂u
)(
Lβbβ + τ¯
)(
Ik +
∂r¯
∂u
(
L¯βbβ + τ¯
))−1
,
(45)
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where we have used the notations
Lβ =
(
Ω(A)L
α
Aβ
) ∈ Cq×k, L¯β = (Ω¯(A)L¯αAβ) ∈ Cq×k
S =
(
Lβbβ + τ
)(
Ik +
∂r
∂u
(
Lβbβ + τ
))−1
∈ Cq×k, τ = (ταA) ∈ Cq×k
(46)
and S¯ is its complex conjugate. Using (46), we can write system (45) in the form
∂f
∂r
=
(
S − S¯ ∂r¯
∂u
S
)(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1
,
∂f
∂r¯
=
(
S¯ − S ∂r
∂u
S¯
)(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1
.
(47)
In order to verify that the system (47) is well defined in the sense that the right-
hand sides are expressible as functions of r and r¯ only, we apply the vector fields
Xa = ξ
i
a(u)∂xi , i = 1, . . . , p, a = 1, . . . , p− 2k, (48)
to the relations (47), where the coefficients ξia(u) satisfy the orthogonality condi-
tions
ξia(u)λ
A
i = 0, ξ
i
a(u)λ¯
A
i = 0, A = 1, . . . , k. (49)
As a result, we obtain the conditions
Xa
[(
S − S¯ ∂r¯
∂u
S
)(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1]
= 0, a = 1, . . . , p− 2k,
Xa
[(
S¯ − S ∂r
∂u
S¯
)(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1]
= 0,
(50)
which are necessary and sufficient for the system (47) to be well-defined in terms of
the Riemann invariants r and r¯. In conclusion, if the conditions (42), (43) and (50)
are satisfied, then integrating (47), we obtain a solution describing a multimode
solution of the system (1).
VI Multiwave solutions of underdetermined systems
In Sections IV and V, we established a method allowing the construction of so-
lutions expressed in terms of Riemann invariants by restricting ourselves to well-
determined systems (q = m). The proposed method can be modified so that it
can be applied to underdetermined systems. Consider the first-order quasilinear
hyperbolic system of PDEs (1), where the number of equations m < q, and q is
the number of dependent variables. The expression for the Jacobian matrix given
in equation (24) remains valid with the matrices ∂f/∂r, ∂r/∂u and Λ defined
in equation (25). Therefore, by substituting the Jacobian matrix into the system
(1), we obtain equation (26) for the case of underdetermined systems. In the well-
determined case, the vectors Φ−1∂f/∂rA and b were of equal dimensions, which
allowed us to express the vectors Φ−1∂f/∂rA in terms of b by the introduction
of the scalar functions ΩA(x, u) and the matrices LA(x, u) ∈ SO(q,R). Since the
system is now underdetermined, the vectors Φ−1∂f/∂rA can be expressed in terms
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of b through certain rectangular matrices PA which are of dimension q ×m. The
matrices PA are constructed from m×m matrices LαA(x, u) ∈ SO(m,R), where m
is the number of equations in (1), and are defined by
PA = Ω
α
(A)(x, u)MαL
α
A(x, u), A = 1, . . . , k, (51)
where the q ·m scalar functions ΩαA are real-valued and the constant matrices Mα
are defined by
Mα = (δαiδj1) .
The vectors Φ−1(∂f/∂rA) can then be written as
Φ−1
∂f
∂rA
= PA + τA, A = 1, . . . , k, (52)
where the characteristic vectors τA ∈ Rq depend on the independent variables x
and the dependent variables u and obey the relation
AiλAi τA, A = 1, . . . , k, (53)
where Ai = (Aµiα ) ∈ Rm×q. Substituting the relations (52) into equation (27), we
obtain the algebraic relation (
AiλAi PA − Im
)
b = 0, (54)
where Im is the identity matrix of dimensionm×m. In order to obtain the reduced
system of PDEs for the functions f in terms of rA, we proceed in a way similar to
that for the multiwave solution presented in Section III. If we suppose that
det
(
Ik +
∂r
∂u
(pµb
µ + τ)
)
6= 0, (55)
where pµ =
(
PαAµ
) ∈ Rq×k, τ = (ταA) ∈ Rq×k, the reduced system takes the form
∂f
∂r
= (pµb
µ + τ)
(
Ik +
∂r
∂u
(pµb
µ + τ)
)−1
. (56)
As in the well-determined case of Section IV, the reduced system (56) is well
defined if the vector fields (32), satisfying the orthogonality conditions (33), cancel
out the right-hand side of equation (56),i.e.
Xa
[
(pµb
µ + τ)
(
Ik +
∂r
∂u
(pµb
µ + τ)
)−1]
= 0. (57)
In summary, if k wave vectors λA and k matrices PA, defined by (51), satisfy
the relation (54), k characteristic vectors τA satisfy the equation (53), and if the
condition (57) is fulfilled, then the reduced system (56) is well defined for f in
terms of the Riemann invariants rA. Moreover, any solution of the system (56)
provides us with a multiwave solution of (1) of the proposed form (23).
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VII Multimode solutions of underdetermined systems
In analogy with the case of multiwaves presented above, we can consider underde-
termined elliptic systems (1) in order to obtain real multimode-type solutions in
the form
u = f(r1(x, u), . . . , rk(x, u), r¯1(x, u), . . . , r¯k(x, u)),
rA(x, u) = λAi x
i, r¯A(x, u) = λ¯Ai x
i, A = 1, . . . k,
(58)
where the k linearly independent wave vectors λA are complex-valued and λ¯A are
their complex conjugates. The Jacobian matrix takes the form (38) with matrices
Φ, ∂f/∂r and Λ defined in equation (39), and so relation (40) is also satisfied in
the underdetermined case. The difference between the present case and that of
multiwaves presented above in Section VI is that the functions ΩαA(x, u) and the
matrices LαA(x, u) ∈ SO(m,C) are complex-valued functions. So, the relations (52)
have to be complemented by their complex conjugate relations
Φ−1
∂f
∂r¯A
= P¯A + τ¯A, A = 1, . . . , k, (59)
where P¯A are the complex conjugate matrices of the PA defined in (51) and the
characteristic vectors τ¯A are complex conjugates of the vectors τA which, together,
satisfy the relation
Ai
(
λAi τA + λ¯
A
i τ¯A
)
= 0 (60)
Making use of (59) and eliminating Φ−1∂f/∂r in equation (40) we obtain the
algebraic condition (
Ai
(
λAi PA + λ¯
A
i P¯A
)
+ Im
)
b = 0. (61)
Hence, the system of PDEs for f in terms of the rA and r¯A takes the form
∂f
∂r
=
(
Iq − S¯ ∂r¯
∂u
)
S
(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1
,
∂f
∂r¯
=
(
Iq −S ∂r
∂u
)
S¯
(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1
,
(62)
where
S =(pµbµ + τ)
(
Ik +
∂r
∂u
(pµb
µ + τ)
)−1
∈ Cq×k,
S =(p¯µbµ + τ¯)
(
Ik +
∂r¯
∂u
(p¯µb
µ + τ¯)
)−1
∈ Cq×k,
pµ =
(
PαAµ
) ∈ Cq×k.
By analogy with the previous cases in Section VI, the system (62) is well defined
if the conditions
Xa
[(
Iq − S¯ ∂r¯
∂u
)
S
(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1]
=0,
Xa
[(
Iq −S ∂r
∂u
)
S¯
(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1]
=0,
(63)
are satisfied, with the vector fields Xa defined by (48) and (49).
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Thus we have demonstrated that, if 2k wave vectors λA and λ¯A, and 2k matrices
PA and P¯A, defined by (51), satisfy the relation (61), 2k characteristic vectors τA
and τ¯A satisfy the equation (60) and if the conditions (63) are fulfilled, then the
reduced system (62) is well defined for f in terms of the Riemann invariants rA.
Moreover, any solution of the system (62) provides a multimode solution of the
system (1) of the proposed form (58).
VIII Examples of appplications
Now we illustrate the theoretical considerations presented in Sections IV-VII with
various cases of inhomogeneous hydrodynamic-type systems.
1. Consider a system of three equations for three unknown functions u, v, w of the
four independent variables t, x, y, z,
ut + a1(ux + vy + wz) + a3(uz − wx)− a2(vx − uy) = b1(u, v, w),
vt + a2(ux + vy + wz) + a3(vx − wy) + a1(vx − uy) = b2(u, v, w),
wt + a3(ux + vy + wz)− a2(vz − wy)− a1(uz − wx) = b3(u, v, w),
(64)
where U = (u, v, w) are the components of the velocity along the x, y, z, axes
respectively and the ai ∈ R, i = 1, 2, 3, are real constants. In matrix form, the
system (64) can be written as
∂U
∂t
+A1 ∂U
∂x
+A2 ∂U
∂y
+A3 ∂U
∂z
= b(U),
where
U = (u, v, w)T : R4 → R3, b = (b1, b2, b3)T ,
A1 =

 a1 −a2 −a3a2 a1 0
a3 0 a1

 , A2 =

 a2 a1 0−a1 a2 −a3
0 a3 a2

 , A3 =

 a3 0 a10 a3 a2
−a1 −a2 a3

 .
We consider the possibility of constructing mixed wave type solutions which may
be nonlinear superpositions of a simple mode with a simple Riemann wave and we
determine the admissible forms of the right-hand side b of the system (64). This
solution can be expressed in terms of a real-valued invariant r1, of a complex-
valued invariant r2 and its complex conjugate r¯2. The invariants r1, r2 and r¯2 are
associated with the real wave vector η = (η0, η1, η2, η3), the complex-valued wave
vector λ = (λ0, λ1, λ2, λ3) and its complex conjugate λ¯, respectively. So, we look
for solutions of the form
u = f(r1, r2, r¯2) = f(ηx, λx, λ¯x).
According to Section IV, the wave vectors η, λ and λ¯ and the special orthogonal
matrices LA have to satisfy the algebraic condition (43), which, in the mixed case,
takes the form(
Ω1
(
η0I3 + η1A1 + η2A2 + η3A3
)
L1 +Ω2
(
λ0I3 + λ1A1 + λ2A2 + λ3A3
)
L2
+ Ω¯2
(
λ¯0I3 + λ¯1A1 + λ¯2A2 + λ¯3A3
)
L¯2 − I3
)
b = 0,
(65)
Solutions of quasilinear systems. 21
where Ω1 and the special orthogonal matrix L1 are real-valued functions, but Ω2
and the special orthogonal matrix L2 are complex-valued functions. The wave
relation (which is here a mixed case of (29) and (42)) for the real characteristic
vector τ1 and the complex characteristic vector τ2 and its complex conjugate τ¯2
can then be written as(
η0I3 + η1A1 + η2A2 + η3A3
)
τ1 +
(
λ0I3 + λ1A1 + λ2A2 + λ3A3
)
τ2
+
(
λ¯0I3 + λ¯1A1 + λ¯2A2 + λ¯3A3
)
τ¯2 = 0.
(66)
The algebraic conditions (65) and (66) are satisfied if we choose
η = (−M,a1, a2, a3) , M = a21 + a22 + a23, λ = (1, ia1, ia2, ia3) , i2 = −1,
Ω2 =
(1− iM)b3
2b1 (M2 + 1)
, L2 =

0 − sin(θ) − cos(θ)0 cos(θ) − sin(θ)
1 0 0

 ,
θ = arctan
(
b2(b1 + b3)
b1b3 − b22
)
+ i arccosh
(
−ǫb1(b21 + b22)1/2
b3(b22 + b
2
3)
)
, ǫ = ±1,
where Ω1, L1 ∈ SO(3,R), τ1, τ2 = (M + i)T , with T = (T1, T2, T3)T ∈ R3 are
arbitrary functions of x and U . The Riemann invariants associated with the wave
vectors η, λ and λ¯ take the form
r1 = −Mt+ a1x+ a2y + a3z,
r2 = t+ i (a1x+ a2y + a3z) , r¯2 = t− i (a1x+ a2y + a3z) .
Since the quantities ai which appear in the system (64) are constant, the wave
vectors η, λ and λ¯ are also constant. Therefore, the partial derivatives ∂λi/∂u
α
all vanish, and so the matrix Φ in expression (38) is the identity, i.e. Φ = I3.
Consequently, the partial differential system (40) in terms of invariants r1, r2 and
r¯2 becomes
∂U
∂r1
= Ω1L1b+ τ1, (67)
∂U
∂r2
=(1 + iM)



T1T2
T3

+
(
ǫ
(
b21(b
2
1 + b
2
2)− b23(b22 + b23)
)1/2
(1 +M2)(b21 + b
2
2)
1/2
) b2/b11
0


+
i
2(1 +M2)

 b1b2
b2



 ,
(68)
∂U
∂r¯2
=(1− iM)



T1T2
T3

+
(
ǫ
(
b21(b
2
1 + b
2
2)− b23(b22 + b23)
)1/2
(1 +M2)(b21 + b
2
2)
1/2
) b2/b11
0


+
−i
2(1 +M2)

 b1b2
b2



 .
(69)
Note that since the derivative ∂U/∂r1 is real and the functions Ω1(x, u), L1(x, u)
and τ1(x, u) are real and arbitrary, they can be chosen so as to satisfy equations
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(67). Instead of the system composed of (68) and (69), we consider a linear com-
bination of these equations in order to obtain an equivalent system with the real
quantities (1− iM)(∂U/∂r2) + (1 + iM)(∂U/∂r¯2) and i(1− iM)(∂U/∂r2)− (1 +
iM)(∂U/∂r¯2) on the left hand side. The three real-valued functions T1, T2, T3
appear in three of the six resulting equations. We choose these arbitrary functions
in such a way that the three equations where they appear are satisfied. Thus we
only have to solve the three remaining equations, namely
∂u
∂ξ
=
b1
1 +M2
,
∂v
∂ξ
=
b2
1 +M2
,
∂w
∂ξ
=
b3
1 +M2
,
ξ = (1/2)((1− iM)r2 + (1 + iM)r¯2) = t+M(a1x+ a2y + a3z).
(70)
If, for a given inhomogeneous term b = (b1, b2, b3), the system (70) can be solved,
then
U(r1, ξ) = U(−Mt+ a1x+ a2y + a3z, t+M(a1x+ a2y + a3z))
is a solution of system (64). For example, in the case where the function b is defined
by
b1 = − u
a1
(a21 − u2), b2 = − va2 (a
2
2 − v2), b3 = − wa3 (a
2
3 − w2),
and |u| < |a1|, |v| < |a2|, and |w| < |a3|, the solution of equation (64) takes the
form
u = a1 sech
(
ξ
1 +M2
+ c1(r1)
)
, v = a2 sech
(
ξ
1 +M2
+ c2(r1)
)
,
w = a3 sech
(
ξ
1 +M2
+ c3(r1)
)
,
(71)
where the ci(r1), i = 1, 2, 3, are arbitrary functions of one variable. This solution
represents a solitonic bump-type wave. Moreover, if the vector b of the inhomoge-
neous system (64) is defined by
b1 = −(1− k21(1− u2))1/2(1− u2)1/2, b2 = −(1− k22(1− v2))1/2(1− v2)1/2,
b3 = −(1− k23(1− w2))1/2(1− w2)1/2,
then the system (64) admits a cnoidal wave solution
u = cn(ξ, k1), v = cn(ξ, k2), w = cn(ξ, k3).
Another possible solution is obtained when the vector b of the inhomogeneous
system (64) has the form
b1 = −(u2 − 1)1/2(u2 − k21)1/2, b2 = −(v2 − 1)1/2(v2 − k22)1/2,
b3 = −(w2 − 1)1/2(w2 − k23)1/2.
In that case, the obtained solution is given by
u = (1− cn(ξ + c1(r1), k1)2)−1/2, v = (1− cn(ξ + c2(r1), k2)2)−1/2,
w = (1− cn(ξ + c3(r1), k3)2)−1/2.
(72)
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Equation (72) represents a bounded multisolitonic solution of the system (64) in
terms of the Jacobi elliptic function cn. The moduli ki of the elliptic function are
chosen in such a way that 0 < k2i < 1, i = 1, 2, 3. This ensures that the elliptic
solution possesses one real and one purely imaginary period and that for the real
argument we have a real-valued solution.
2. Consider the hydrodynamic-type system with three dependent and four inde-
pendent variables
Ut + a× (∇× U) = b, (73)
where U = (u, v, w)T is the velocity vector, which depends on t, x, y, z, a =
(a1, a2, a3) is a constant vector and b = (κa2,−κa1, ew)T , κ ∈ R. System (73)
can be written in the matrix form
Ut +A1Ux +A2Uy +A3Uz = b, (74)
where the matrices Ai are given by
A1 =

0 a2 a30 −a1 0
0 0 −a1

 , A2 =

−a2 0 0a1 0 a3
0 0 −a2

 , A3 =

−a3 0 00 −a3 0
a1 a2 0

 .
As in the previous example, we look for a mixed-type solution, i.e. of the form
u = f(r1, r2, r¯2) = f(ηx, λx, λ¯x),
where the wave vector η = (η0, . . . , η3) is real and the wave vectors λ = (λ0, . . . , λ3)
and λ¯ =
(
λ¯0, . . . , λ¯3
)
are complex conjugates. The scalar functions ΩA and the
special orthogonal matrices LA have to satisfy the algebraic relation (65), in which
Ω1 and L1 are associated with the real Riemann invariant r1 and Ω2, Ω¯2, L2, L¯2
are associated with the complex Riemann invariants r2 and r¯2. The real vector τ1
associated with r1 and the complex-valued vectors τ2 and τ¯2 associated with r2
and r¯2 have to satisfy wave relation (66). The equations (65) and (66) are satisfied
by the following choices
η =
(
1, 0, 0, a−13
)
, λ = (0, 1, iµ, 0) , µ ∈ R, i2 = −1,
Ω1 =
ew
(κ2a1 + e2w)1/2 cos(β) + κa2 sin(β)
,
Ω2 =
µa2 + ia1
2µa2a3
, L1 =


|a2| cos(β)
(a2
1
+a2
2
)1/2
ǫa1(e
w+a2κ sin(β))
Q
a2e
w sin(β)−κa2
1
Q
−ǫa1 cos(β)
(a2
1
+a2
2
)1/2
ǫ(a2e
w−κa2
1
sin(β))
Q
ǫa1(κa2+e
w sin(β))
Q
sin(β) −κa1 cos(β)
(κ2a2
1
+e2w)1/2
ew cos(β)
(κ2a2
1
+e2w)1/2


L2 =

0
ǫa1(e
w+κa2)
Q
ǫ(a2
1
κ−a2e
w)
Q
0
ǫ(a2e
w−κa2
1
)
Q
ǫa1(e
w+κa2)
Q
1 0 0

 , τ1 =
(
τ11, τ12,−a1τ11 + a2τ12
a3
)T
,
τ2 =
(
s1 − i
(
(a2s2 + a3s3)(µa2)
−1
)
, s2 + iS2, s3(1 + ia1(µa2)
−1)
)T
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where β is an arbitrary function of x and u, ǫ is the sign of a2 and Q = (a
2
1 +
a22)
1/2
(
κ2a21 + e
2w
)1/2
and s1, s2, s3, S2 are arbitrary functions of u. Consequently
the conditions (65) and (66) are satisfied and we obtain the reduced system
∂u
∂r1
= τ11 + ǫa2e
wG,
∂v
∂r1
= τ12 − ǫa1ewG, ∂w
∂r1
= −a1τ11 + a2τ12
a3
+ ew,
∂u
∂r2
= s1 − i
(
a2s2 + a3s3
µa2
)
+
ǫ(e2w + κ2a21)
1/2
2µa3(a21 + a
2
2)
1/2
(µa2 + ia1),
∂v
∂r2
= s2 + iS2 − ǫ(e
2w + κ2a21)
1/2
2µa3(a21 + a
2
2)
1/2
(µa2 − ia1),
∂w
∂r2
= s3
(
1 +
ia1
µa2
)
+
κ
2µa3
(µa2 + ia1),
(75)
and the three conjugate equations for ∂u/∂r¯2, ∂v/∂r¯2 and ∂w/∂r¯2.
One particular solution of the system (75) takes the form
u(r1, r2, r¯2) =
c0
2µ
(
∂H(r2, r¯2)
∂r2
+
∂H(r2, r¯2)
∂r¯2
)
+
f1(r1)
µ
− iκ
4
η − ξ
µ
,
v(r1, r2, r¯2) =
ic0
2
(
∂H(r2, r¯2)
∂r2
− ∂H(r2, r¯2)
∂r¯2
)
+
f2(r1)
µ
+
κ
4
ξ + η
µ
,
w(r1, r2, r¯2) =− a−13
(
a1
µ
f1(r1) + a2f2(r2)
)
− ln
(
−c1 −
∫
exp
(
− (µ
−1a1f1(r1) + a2f2(r1))
a3
)
dr1
)
,
(76)
where H is an arbitrary function of the complex Riemann invariants r2 = x+ iµy
and r¯2 = x−iµy, µ ∈ R, f1 and f2 are arbitrary real functions of the real invariant
r1 = t+ a
−1
3 z and c0, c1 are real integration constants. Note that, the solution is
real if and only if ∂H/∂r2 = ∂H¯/∂r¯2 holds.
3. Now we shall consider an example which illustrates the theoretical consider-
ations presented in Section VII. We have chosen the underdetermined Loewner
system [20]
uy − vx = h1(u, v, ρ), (ρu)x + (ρv)y = h2(u, v, ρ), (77)
where h1 and h2 are functions (to be determined) of the dependent variables, i.e.
the components of the velocity of the fluid u, v and the density ρ. System (77)
describes a stationary compressible planar fluid flow admitting a vorticity h1 and
some source of matter h2. After the change of variables
ρ = eq, h1 = b1, h2 = ρb1,
the system (77) becomes
uy − vx = b1, ux + vy + uqx + vqy = b2,
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or equivalently in matrix form
A1Ux +A2Uy = b, (78)
where b = (b1, b2)
T , U = (u, v, ρ)T and
A1 =
(
0 −1 0
1 0 u
)
, A2 =
(
1 0 0
0 1 v
)
. (79)
We are looking for a simple mode (k=1 in (58)), that is a rank 2 solution of (78)
of the form
u = f(r, r¯), r = x+ iy, r¯ = x− iy,
associated with the constant wave vectors
λ = (1, i), λ¯ = (1,−i),
where i is the imaginary unit. The algebraic condition (43), with matricesAj given
by (79), is satisfied for the matrix
P =


− b22
−2b2
1
−b1+i(b
2
1
+b2
2
)+Q
b2
1
+b2
2
1
2
2b1b2+b
2
2
+ib1(b
2
1
+b3
2
)+Q
b2
1
+b2
2
1
2
−b2
2
−2b1b2+ib2(b
2
1
+b2)+Q
b2
1
+b2
2
−12
b2(2b2+1)−i(b
2
1
+b2
2
)+Q
b2
1
+b2
2
W cos θ(v + iu) −W sin θ(v + iu)

 ,
and its complex conjugate P¯ , whereW and θ are arbitrary functions of independent
and dependent variables. The matrix Φ is equal to the identity matrix, since the
wave vectors λ and λ¯ are constant vectors. Under these circumstances, the reduced
system given by (62) becomes
∂u
∂r
=b2 (1/2 + (1 + i)b1) + τ1, c.c.,
∂v
∂r
=b1 (1/2) + (1− i)b2 + τ2, c.c.,
∂ρ
∂r
=W (b1 cos θ − b2 sin θ) (iu+ v) + τ3, c.c.,
(80)
where each c.c. means the complex conjugate of the previous equation. The quanti-
ties τj , j = 1, 2, 3, are the components of the characteristic vector τ which satisfies
the wave relation
Aj (λjτ + λ¯j τ¯) = 0, τ = (τ1, τ2, τ3)T .
After solving the equation (60) for the characteristic vector τ , the system (80)
reduces to the equations
F¯r¯ − Fr = b1(F, F¯ , q),
Fr + F¯r¯ + Fqr + F¯ qr¯ = b2(F, F¯ , q),
(81)
where we have introduced the notation
F = u+ iv, F¯ = u− iv.
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In particular, if we choose the right-hand side of the equation (78) to be
b1 = κ ln ρ
(
u2 + v2
)
, b2 = 0,
then we can solve equations (81) for the functions F and F¯
F =
2if¯ ′(r¯)
κ|f |2 , F¯ =
−2if ′(r)
κ|f |2 , q = |f |
2, (82)
where f is an arbitrary function of r = x+ iy and f ′(r) = df/dr. By virtue of (82)
the simple mode solution of the system (77) is given by
u(x, y) =
i
κ|f(x+ iy)|4
(
f¯ ′(x− iy)− f ′(x+ iy)) ,
v(x, y) =
1
κ|f(x+ iy)|4
(
f¯ ′(x− iy) + f ′(x+ iy)) ,
ρ(x, y) = exp |f(x+ iy)|2.
(83)
Here the rank-2 solution depends on one arbitrary function f and its complex
conjugate.
IX Final remarks
We have presented a variety of new approaches to solving first-order quasilinear
systems in terms of Riemann invariants. These methods proved to be particularly
effective in delivering solutions which can be interpreted physically as superposi-
tions between k simple waves for hyperbolic systems or k modes for elliptic ones.
One of the interesting results of our analysis is the observation that the alge-
braization of these systems enables us to construct classes of solutions for which
the matrix of the derivatives of unknown functions is expressible through spe-
cial orthogonal matrices. This fact made it possible to obtain different types of
solutions corresponding to different admissible choices of the special orthogonal
matrices involved in this computation.
Concerning the application to the inhomogeneous fluid dynamics equations (Sec-
tion III), we have shown that our approach is productive, leading to new interesting
solutions. Using the GMC we were able to construct several rank 2 solutions in the
cases of EE0, EA0, EH0, AE0 and AH. Each of these solutions represents a su-
perposition of a simple wave with a simple state and involves several arbitrary
functions of one variable. The first derivatives of these solutions, in most cases,
tend to infinity after a finite time. It was proved [13,17,25] that if the initial data
is sufficiently small, then there exists a time interval, say [t0, T ], for which the
gradient catastrophe of a solution of the system (9) does not occur. For these
types of solutions expressible in terms of Riemann invariants, we generalize the
GMC in order to obtain wider classes of solutions of the inhomogeneous systems
(see sections V-VIII). The proposed technique is applied to the inhomogeneous
hydrodynamic-type systems (64), (73) and (77). We have introduced the complex
integral elements instead of the real simple integral elements. This allows us to
construct, based on those elements, several nonlinear superpositions of elementary
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solutions (modes) for these hydrodynamic-type systems, which to our knowledge
are all new (namely (71), (72), (76) and (83)). This approach proves to be an effec-
tive tool for this purpose. The proposed technique is applicable to larger classes of
hyperbolic and elliptic quasilinear systems. So it is worth investigating whether our
approach to construct multimode solutions can be extended to the Navier–Stokes
system in the presence of external forces (gravitational, Coriolis, etc.), where the
dissipation effects are of particular interest. Some preliminary analysis suggests
that this is feasible.
It is worth noting that the method for solving first-order quasilinear differential
equations can be applied, with necessary modifications, to more general cases,
namely to nonautonomous systems for which the coefficients depend on unknown
functions u and also on independent variables x. An extension of our analysis to
this case will be the subject of a future work.
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X Appendix: The simple state solutions [14]
A mapping u : Rp → Rq is called a simple state solution of the inhomogeneous
system (1) if all first-order derivatives of u with respect to xi are decomposable in
the following way
duα(x) =
∂uα
∂xi
dxi = γα0 (u)λ
0
i (u)dx
i, (84)
where the real-valued functions λ0 =
(
λ01, . . . , λ
0
p
) ∈ E∗ and γ0 = (γ10 , . . . , γq0) ∈
TuU satisfy the algebraic relation
Aµiα (u)λ0iγα0 = bµ(u).
In contrast to the condition
duα(x) = ξγαλidx
i, Aµiα (u)λiγα = 0,
defining the simple wave solution for homogeneous systems, the expression (84)
does not include a function ξ of x. Consequently, the compatibility conditions are
not identically satisfied and they lead to the following conditions
d(du) = dγ0 ∧ λ0 + γ0 ⊗ dλ0 = 0, (85)
whenever equations (84) hold, where
dγ0 =
(
∂γ0
∂uα
)
duα = γ0,γ0 ⊗ λ0, λ0 = λ0i (u)dxi,
dλ0 =duα ∧ ∂λ
0
∂uα
= λ0 ∧ λ0,γ0 .
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Here we have used the notation x,y =
∂x
∂uα y
α. Hence the system (84) has a solution
if
λ0,γ0 ∧ λ0 = 0
holds. This means that the direction of λ0 is constant along the vector field γ0.
Chosing a proper normalization for the wave vector λ0 → aλ0 and the vector field
γ0 → a−1γ0, where a = a(u), one can obtain that λ0 is constant along the vector
field γ0, i.e.
λ0,γ0 = 0.
Thus the image of a solution is a curve u = f(r0) tangent to the vector field γ0. So
one can choose a parametrization of a solution u = f(r0) such that the ordinary
differential equations
dfα
dr0
= γα0 (f(r
0))
hold. The wave vector λ0 has a constant direction and by choosing a proper length
of λ0 such that ∂λ0/∂r0 = 0, we may represent a simple state solution of the
inhomogeneous system (1) in the form
u = f(r0), r0 = λ0i x
i,
where
Aµiα (u)λiγα0 = bµ(u), ∂f
α
∂r0
= γα0 (f(r
0)).
This solution was introduced in analogy with a simple wave solution of a homoge-
neous system (1) which satisfies the relations (see e.g. [16,24,25]).
u = f(r), r = λi(f(r))x
i,
Aµiα (u)λiγα = 0, ∂f
α
∂r
= γα(f(r)).
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