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mmWave Doubly-Massive-MIMO Communications
Enhanced with an Intelligent Reflecting Surface
Dian-Wu Yue, Ha H. Nguyen, and Yu Sun
Abstract—As a means to control wireless propagation envi-
ronments, the use of emerging and novel intelligent reflecting
surfaces (IRS) is envisioned to enhance and broaden many
applications in future wireless networks. This paper is concerned
with a point-to-point IRS-assisted millimeter-wave (mmWave)
system in which the IRS consists of multiple subsurfaces, each
having the same number of passive reflecting elements, whereas
both the transmitter and receiver are equipped with massive
antenna arrays. Under the scenario of having very large numbers
of antennas at both transmit and receive ends, the achievable
rate of the system is derived. Furthermore, with the objective
of maximizing the achievable rate, the paper presents optimal
solutions of power allocation, precoding/combining, and IRS’s
phase shifts. Then it is shown that when the number of reflecting
elements at each subsurface is very large, the number of favorable
and controllable propagation paths provided by the IRS is simply
equal to the number of subsurfaces while the received signal-to-
noise ratio corresponding to each of the favorable paths increases
quadratically with the number of reflecting elements. In addition,
the problem of minimizing the transmit power subject to the rate
constraint is analyzed for the scenario without direct paths in the
pure LOS propagation. Finally, numerical results are provided
to corroborate the obtained analysis.
Index Terms—Intelligent reflecting surface, reconfigurable in-
telligent surface, massive MIMO, millimeter-wave, achievable
rate, power allocation.
I. INTRODUCTION
As a key enabling technology for 5G mobile communi-
cation systems, millimeter-wave (mmWave) communication
has recently gained considerable attentions in both research
community and industry [1]. In mmWave communications,
to compensate for the very high propagation loss, the use of
compact massive antenna arrays is quite natural and attractive
[2], [3]. Since a very large antenna array can be realized in
a very small volume, it is practical to mount large numbers
of antennas at both the transmit and receive terminals. Such
a MIMO system is called a mmWave doubly-massive MIMO
system [4], [5], [6]. In this paper, we shall consider a mmWave
doubly-massive MIMO system that is enhanced by making use
of an intelligent reflecting surface (IRS).
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IRS, also known as reconfigurable reflecting surface, large
intelligent surface, and software-controlled metasurface, is a
recently emerging novel hardware technology that can extend
signal coverage, reduce energy consumption and enjoy low-
cost implementation [7]–[10]. Different from cooperative re-
laying and backscatter communications, an IRS consists of
a large number of small, passive, and low-cost reflecting ele-
ments, which only reflect the incident signal with an adjustable
phase shift without requiring a dedicated energy source for RF
processing, encoding/decoding, and retransmission. Because
of their attractive advantages, IRS has been rapidly introduced
into various wireless communication systems [11]– [18].
There is a large body of works focusing on performance
analysis and optimization design of IRS-aided MIMO systems
in traditional microwave bands [7]– [18]. In particular, for a
single-user scenario, it is shown in [11] that the received signal
power of the IRS-aided system increases quadratically with
the number of reflecting elements. For the multiuser scenario,
it is shown in [13] that the IRS-aided system can offer
massive MIMO-like gains with a much smaller number of
active antennas. To date, there are a few works that investigate
IRS-aided mmWave MIMO systems for both single-user and
multi-user scenarios, and with one or multiple IRSs. These
works were concerned with rate optimization [19]–[21], joint
active and passive beamforming design [22], [23], joint power
allocation and beamforming design [24], hybrid beamforming
design [25], [26], and channel estimation [27].
For a mmWave communication system, the severe path loss
and high directivity make it vulnerable to blockage events,
which can be frequent in indoor and dense urban environments
[22]. Moreover, due to the multipath sparsity of mmWave
signal propagation, the potential of spatial multiplexing is
limited [8], [28]. To address the blockage issue and enhance
spatial multiplexing, this paper considers an IRS-assisted
mmWave doubly-massive MIMO system, which, to the best of
our knowledge, has not been sufficiently studied in literature
[29]. In particular, this paper examines the spatial multiplexing
potential provided by the IRS consisting of multiple sub-
surfaces for the very high date rate requirement in future
wireless communications. The contributions of this paper are
summarized as follows:
• With the clustered statistical channel model, we consider
a point-to-point mmWave doubly-massive MIMO system
assisted by an IRS consisting of multiple subsurfaces and
derive an expression of the achievable rate of the system
in the case of having very large numbers of antennas at
both transmit and receive ends.
• Under the objective of maximizing the achievable rate of
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Fig. 1: IRS-assisted mmWave massive MIMO single-user
system
the mmWave doubly-massive system, we present optimal
solutions of power allocation, precoding/combining, and
IRS’s phase shifts, and show that these optimal solutions
can be realized independently.
• When the number of reflecting elements at each sub-
surface is also very large, we show that the number of
favorable propagation paths provided by the IRS equals
the number of subsurfaces and the received signal-to-
noise ratio (SNR) corresponding to each of the favorable
paths increases quadratically with the number of reflect-
ing elements.
• For the scenario without direct signal paths in the pure
LOS propagation, we derive the minimum transmit power
with equal power allocation (EPA) and present an optimal
solution of the number of subsurfaces when the total
number of all reflecting elements of the IRS is given.
The rest of the paper is organized as follows. In Section
II, the IRS-assisted system and channel model are described.
In Section III, the asymptotic achievable rate is analyzed and
optimal solutions of power allocation, precoding/combining,
and IRS’s phase shifts are presented. In Section VI, the
scenario without direct paths is considered and the problem
of minimizing the transmit power with equal power allocation
is analyzed. Numerical results are provided in Section V,
followed by concluding remarks in Section VI.
Throughout this paper, the following notations are used.
Boldface upper and lower case letters denote matrices and
column vectors, respectively. The superscripts (·)T and (·)H
stand for transpose and conjugate-transpose, respectively.
diag{a1, a2, . . . , aN} stands for a diagonal matrix with di-
agonal elements {a1, a2, . . . , aN}. The expectation operator
is denoted by E(·). IM is theM ×M identity matrix. Finally,
N (0,σ2) or CN (0,σ2) denotes a Gaussian or circularly
symmetric complex Gaussian random variable with zero mean
and variance σ2.
II. SYSTEM DESCRIPTION
The IRS-assisted mmWave doubly-massive MIMO single-
user (point-to-point) system under consideration is illustrated
in Fig. 1, where an IRS is used to assist the transmission
of multiple data streams from the transmitter to the receiver.
The IRS consists of K subsurfaces, each having N reflecting
elements arranged in a uniform linear array (ULA). The
transmitter (source) is equipped with a large Nt-element ULA,
while the receiver (destination) is equipped with a large Nr-
element ULA.
Denote by HTR the channel matrix between the transmitter
and the receiver. In general, the matrixHTR consists of a LOS
matrix and a scattered matrix [6], i.e.,
HTR =
√
η¯/g0 ·HTR +
√
η˜/g0 · H˜TR (1)
where g0 represents the large scale fading effect, which is
assumed to be constant over many coherence-time intervals.
When g0 is large, the propagation loss will be high. In addition,
η¯ = η1+η , η˜ =
1
1+η , and η ≥ 0 is the Ricean K-factor, which
represents the relative strength of the LOS component. Note
that if the LOS path between the transmitter and the receiver
is blocked, then η = 0 in the above model.
Since both of the antenna configurations at the transmit and
receive ends are ULAs, the LOS matrix HTR can be written
as
HTR =
√
NrNtar(φ
1
r)a
H
t (θ
1
t ). (2)
In the above equation, the vectors ar(φ
1
r) and at(θ
1
t ) are
the normalized receive/transmit array response vectors at the
corresponding angles of arrival and departure, φ1r and θ
1
t ,
respectively. For an M -element ULA, the array response
vector is
a(φ) =
1√
M
[
1, ej2pi
d
λ
sin(φ), . . . , ej2pi(M−1)
d
λ
sin(φ)
]T
(3)
where λ is the wavelength of the carrier and d is the inter-
element spacing. As common in many references, it is assumed
that d = λ2 .
Regarding the scattered matrix H˜TR, limited-scattering
mmWave fading is considered in this paper. Specifically,
the clustered model (based on the extended Saleh-Valenzuela
model) is used to characterize limited-scattering mmWave fad-
ing [30]. For simplicity of exposition, each scattering cluster
is assumed to contribute a single propagation path. So H˜TR
can be expressed as
H˜TR =
√
NrNt
L
L∑
l=2
αlar(φ
l
r)a
H
t (θ
l
t), (4)
where L is the number of total propagation paths (including
the LOS path), αl is the complex gain of the lth ray, and φlr
and θlt are random azimuth angles of arrival and departure,
respectively. Without loss of generality, the complex gains αl
are assumed to be CN (0, 1).
Throughout the paper, it is assumed that the space between
adjacent subsurfaces is much larger than the wavelength so that
the channels of different subsurfaces are spatially independent.
For the kth subsurface, due to the ULA element configuration,
the channel matrix between the transmitter and the subsurface
is also described as
HkTI =
√
η¯k1/g
k
1 ·HTI +
√
η˜k1/g
k
1 · H˜TI, (5)
where
H
k
TI =
√
NtNa1(φ
k1
1 )a
H
1 (θ
k1
1 ), (6)
3and
H˜kTI =
√
NtN
Lk1
Lk1∑
j=2
αkj1 a1(φ
kj
1 )a
H
1 (θ
kj
1 ). (7)
When the channel is LOS dominated [31], ηk1 can be assumed
to be large enough. Similarly, the channel between the sub-
surface and the receiver is also modelled as
HkIR =
√
η¯k2/g
k
2 ·HIR +
√
η˜k2/g
k
2 · H˜IR, (8)
where
H
k
IR =
√
NrNa2(φ
k1
2 )a
H
2 (θ
k1
2 ), (9)
and
H˜kIR =
√
NrN
Lk2
Lk2∑
i=2
αki1 a2(φ
ki
2 )a
H
2 (θ
ki
2 ). (10)
It should be pointed out that all of the complex gains, αklb , l =
2, 3, . . . ,Lkb ; b = 1, 2, are also assumed to be CN (0, 1).
Furthermore, each of the above mentioned large scale fading
parameters, g, can be described via a linear model of the
following form [32]
g [dB] = a(g) + b(g) log10(d(g)) + χ(g), (11)
where d(g) is the distance, a(g) and b(g) are linear model
parameters and χ(g) ∼ N (0,σ2(g)) is a lognormal term
accounting for variances in shadowing. Additionally, it can be
assumed that both of the distances between the transmitter and
the IRS and between the IRS and the receiver are much larger
than the size of the IRS. For simplicity, we further assume that
for any k, a(gk1 ) = a1, a(g
k
2 ) = a2, b(g
k
1 ) = b1, b(g
k
2 ) = b2,
d(gk1 ) = d1, d(g
k
2 ) = d2, σ
2(gk1 ) = σ
2
1 , σ
2(gk2 ) = σ
2
2 . For
brevity, we introduce the notation a(g0) = a0, b(g0) = b0,
d(g0) = d0, and σ
2(g0) = σ
2
0 .
The IRS is intelligent in the sense that each of the reflecting
elements can control the phase of its diffusely reflected signal.
In particular, the reflection properties of the kth subsurface are
determined by the following diagonal matrix
Vk = β · diag{e−jvk1 , e−jvk2 , . . . , e−jvkN }, (12)
where β ∈ (0, 1] is a fixed amplitude reflection coefficient
and vk1 , v
k
2 , . . . , v
k
N are the phase-shift variables that can be
optimized by the IRS based on the known channel state
information (CSI) and requirements of the system design. For
simplicity, we assume that β = 1 throughout this paper. It
follows that the overall channel matrix of the IRS-assisted
mmWave MIMO system can be expressed as
H =
K∑
k=1
HkIRV
kHkTI +HTR. (13)
Suppose that the matrix H has a rank of r. Then we can
use the MIMO channel to transmit Ns ≤ r data streams. The
transmitter accepts as its input Ns data streams and applies
a Nt × Ns precoder, Wt. Then the transmitted signal vector
can be written as
x =WtP
1/2
t s, (14)
where s is the Ns× 1 symbol vector such that E[ssH ] = INs ,
and Pt = diag{p1, . . . , pNs} is a diagonal power allocation
matrix with
∑Ns
l=1 pl = P and pl > 0. Thus P represents the
average total input power. Then the Nr × 1 received signal
vector is
y = HWtP
1/2
t s+ n, (15)
where n is a Nr × 1 vector consisting of independent
and identically distributed (i.i.d.) CN (0,σ2n) noise samples.
Throughout this paper, all of the channel state information
(CSI) involving {HTR,HkTI,HkIR} is assumed known to both
the transmitter and receiver 1. Such an assumption allows us
to focus on analyzing the absolute performance limit of the
system. Let Wr denotes the Nr × Ns combining matrix at
the receiver. The processed signal for detection of the Ns data
streams is given by
z =WHr HWtP
1/2
t s+W
H
r n. (16)
We define V = {vkn} and P = {pl}. In the next section, our
goal is to find the optimal V , Wt, Wr, and P to maximize
the system’s achievable data rate and further evaluate its
multiplexing capability.
III. ANALYSIS OF ASYMPTOTIC ACHIEVABLE RATE
With perfect CSI, the optimal precoding/combining and
power allocation for a point-to-point wireless system can be
achieved by applying singular value decomposition (SVD)
and performing waterfilling. Let U and Q denote the right
and left singular matrices of the channel matrix H. Then
the SVD factorizes the channel matrix as H = UΣQH
where Σ = diag{λ1,λ2, . . . ,λr, 0, . . . , 0}, λi stands for the
ith effective singular value. By setting the precoding and
combining matrices as Wt = Q1:r and Wr = U1:r , the
maximum achievable sum rate can be obtained and expressed
as
R = max
{pl}
log2 det
(
Ir +
B−1
σ2n
WHr HWtPtW
H
t H
HWr
)
= max
{pl}
r∑
l=1
log2
(
1 + plλ
2
l /σ
2
n
)
, (17)
where B = WHr Wr = Ir. The optimal power allocation
{pl} can be obtained based on the well-known waterfilling
procedure [33].
For the direct propagation paths, we introduce the following
notations for brevity:
ν0 =
√
η¯NrNt
g0
, and νl =
√
η˜NrNt
Lg0
αl, l ≥ 2. (18)
Now define ξkij = a
H
2 (θ
ki
2 )V
ka1(φ
kj
1 ). Furthermore, we intro-
duce the following notations for the IRS propagation paths:
ϑkij =
√
NtNrN2
gk1g
k
2
ξkijβ
kj
1 β
ki
2 , (19)
where
βk1b =
√
η¯kb , and β
kl
b =
√
η˜kb /L
k
bα
kl
b , l ≥ 2, b = 1, 2. (20)
1Channel estimation is a very important problem [7], [8], which will be
considered in our future work.
4Then the channel matrix H can be rewritten as
H =
L∑
l=1
νlar(φ
l
r)a
H
t (θ
l
t)
+
K∑
k=1
Lk2∑
i=1
Lk1∑
j=1
ϑkija2(φ
ki
2 )a
H
1 (θ
kj
1 ) (21)
The expression (21) implies that the underlying IRS-assisted
mmWave MIMO channel can be considered as a tradi-
tional mmWave MIMO channel with LK propagation paths,
where LK = L +
∑K
k=1(L
k
1L
k
2). More precisely, the
LK paths have complex gains {ϑkij , νl}, receive array re-
sponse vectors {a2(φki2 ), ar(φlr)} and transmit response vec-
tors {a1(θkj1 ), at(θlt)}. Furthermore, by ordering all paths in
a decreasing order of the absolute values of {ϑkij , νl} and
redefining the variables for complex gains and various angles
as {ν˜l}, {φ˜lr}, {θ˜lt}, the channel matrix can be reexpressed as
H =
LK∑
l=1
ν˜lar(φ˜
l
r)a
H
t (θ˜
l
t), (22)
where |ν˜1| ≥ |ν˜2| ≥ · · · ≥ |ν˜LK |.
Proposition 1: In the limit of large Nt and Nr, the rank of
the channel matrix H is equal to r = LK and the system’s
achievable rate is given by
R =
LK∑
l=1
log2(1 + pl|ν˜l|2/σ2n). (23)
Proof: One can rewrite H in the following form:
H = ArDA
H
t , (24)
where D is a LK ×LK diagonal matrix with [D]ll = ν˜l, and
Ar and At are defined as follows:
Ar = [ar(φ˜
1
r), ar(φ˜
2
r), . . . , ar(φ˜
LK
r )], (25)
and
At = [at(θ˜
1
t ), at(θ˜
2
t ), . . . , at(θ˜
LK
t )]. (26)
It follows from [28] that all LK vectors {ar(φ˜lr)} are orthog-
onal to each other when Nr → ∞. Likewise, all LK vectors
{at(θ˜lt)} are orthogonal to each other when Nt → ∞. Thus
Ar and At are asymptotically unitary matrices under the limit
of large Nt and Nr. Then the SVD of matrix H can be formed
as
H = UΣQH = [Ar|A⊥r ]Σ[A˜t|A˜⊥t ]H , (27)
where Σ is a diagonal matrix containing all singular values
on its diagonal, i.e.,
[Σ]ll =
{ |ν˜l|, for 1 ≤ l ≤ LK
0, for l > LK
(28)
and the submatrix A˜t is defined as
A˜t = [e
jψ1at(θ˜
1
t ), . . . , e
jψLK at(θ˜
LK
t )], (29)
where ψl is the phase of complex gain ν˜l corresponding to the
lth path. Since there exist only LK effective singular values
in the channel matrix H, the rank of the channel matrix H
is equal to r = LK . Furthermore, the optimal precoder and
combiner are given by
[Wt]opt = A˜t, [Wr]opt = Ar. (30)
Finally, it is easy to prove that (23) holds. 
Remark 1: Traditional, the fully-digital precod-
ing/combining architecture for a mmWave massive MIMO
system is expensive. However, (30) implies that instead
of the fully-digital architecture, a cost-efficient analog
precoding/combining architecture can be applied in the
underlying IRS-assisted mmWave massive MIMO system.
Furthermore, the optimal precoding/combining matrix can be
determined, provided that the angles of departure and arrival
related to the transmit and receive terminals are obtained.
In practice, the employment of hybrid precoding/combining
(beamforming) instead of pure analog precoding/combining
(beamforming) can lead to further improvement of the system
performance [2], [3].
Given {ν˜l} = {ϑkij , νl}, the optimal power allocation can
be obtained immediately once the parameter set {ϑkij , νl} is
known. Since {νl} is known, in what follows we consider the
problem of optimizing parameters {ϑkij}, which is equivalent
to optimizing phase shift variables {vkn}.
Proposition 2: Suppose that Lk1 = L
k
2 = 1. For a given
k, under the limit of large Nt and Nr, the optimal values of
phase shift variable vkn, n = 1, 2, . . . ,N , are given by
vkn = pi(n− 1)(sin(φk11 )− sin(θk12 )). (31)
Proof: In order to maximize the system’s achievable rate, all
of the absolute values of the complex gains {|ϑk11|2} should
be maximized. This implies that all of the absolute values of
the corresponding factors {ξk11 = aH2 (θk12 )Vka1(φk11 )} should
be maximized. Based on this argument, the desired result in
(31) can be readily established. 
Remark 2: Under the IRS channels with pure LOS propaga-
tion, Proposition 2 indicates that by employing the structure of
ULA at the IRS, when Nt andNr are very large, the optimized
system controlling of the phase shift variables becomes easy,
i.e., the IRS controller only requires to know these angles of
arrival and departure related to the IRS. By the optimal control
of phase shifts in (31), we can have that |ξk11|2 = 1. However,
without control of phase shifts, due to the fact that Vk = IN
in this case, we can show in a similar fashion as in [6] that
|ξk11|2 will tend to zero when N grows without bound.
The IRS is composed of a large number of passive reflecting
elements. This may lead to a prohibitive overhead of channel
estimation in order to perform the optimal IRS control. For
this reason, we assume that
vkn = pi(n− 1)∆kn, ∆kn = ∆k, n = 1, 2, . . . ,N . (32)
Based on this assumption, we can conclude that for any
i, j, k, |ξkij |2 = 1 when ∆k = sin(φkj1 ) − sin(θki2 ), while
limN→∞ |ξkij |2 = 0 when ∆k 6= sin(φkj1 )− sin(θki2 ). Thus we
naturally have an optimization strategy such that for a given
k, we choose the strongest among all propagation paths to
transmit and use its angles of arrival and departure related to
5the IRS to control the phase shifts. More precisely, we find
the optimal index i0, j0 satisfying
ω(i0, j0) = max
i,j
{
ω(i, j) =
|ϑkij |2
|ξkij |2
}
. (33)
For all other propagation paths with i 6= i0 and j 6= j0,
they should not be useful when N is very large and the total
transmit power P is limited. This is illustrated in Fig. 2, which
plots three curves that respectively correspond to three cases:
(a) ∆kn is zero; (b) ∆
k
n is random; (c) only ∆
k is random.
100 200 300 400 500 600 700 800 900 1000
0.002
0.004
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0.008
0.01
0.012
0.014
0.016
0.018
0.02
Fig. 2: Values of the parameter |ξkij |2 versus N .
The following Proposition summarizes the above analysis
and results.
Proposition 3: When N , Nt, and Nr are very large, but P
is limited, the number of useful transmit paths provided by
the IRS is K .
Remark 3: With the help of (23) and (19) and through the
high SNR analysis, by applying the notions of multiplexing
gain and power (array) gain [33], we can further conclude that
the IRS-assisted doubly-massive MIMO system’s multiplexing
gain is equal to LK while the power gain of each link related
to the IRS is NrNtN
2. However, Proposition 3 implies that
the number of truly useful transmission links provided by the
IRS is only equal to K , provided that N is very large. On the
other hand, the contributions of the IRS, the transmitter, and
the receiver to the total power gain of the IRS links are N2,
Nt, and Nr, respectively.
IV. THE SCENARIO WITHOUT DIRECT SIGNAL PATHS
When |νl|2, l = 1, 2, . . . ,L are too small, the L direct
signal paths between the transmitter and the receiver should
be neglected. In this section, we perform analysis for this
special case with pure LOS propagation and present a practical
transmission scheme.
Suppose that Nt and Nr are very large. Then channel
estimation becomes simple and only the angles of arrival and
departure {θk11 , θk12 ,φk11 ,φk12 } are required. Once these angles
are determined, the optimal V ,Wr, andWr can be computed.
Regarding power allocation, we may simply employ EPA,
namely, pl =
P
K , , l = 1, 2, . . . ,K . Thus, the achievable
rate with EPA is given by
REPA =
K∑
k=1
log2
(
1 +
PNrNtN
2
Kgk1g
k
2σ
2
n
)
. (34)
If the destination (receiver) requires a particular date rate, how
much is the transmit power needed? We consider this problem
and obtain the following proposition.
Proposition 4: When Nt and Nr are very large, the fol-
lowing average transmit power can ensure that the destination
always achieves a given data rate R¯.
P¯EPA =
Kσ2ng¯I
NrNtN2
·
(
2R¯/K − 1
)
, (35)
where
g¯I [dB] =
2∑
i=1
ai + bi log10(di) + ci, (36)
and
ci =
ln 10
20
· 10 σi[dB]5 . (37)
Proof: For the achievable rate with EPA given in (34), the
following lower bound of REPA can be obtained by applying
the arithmetic-geometric inequality:
REPA ≥ K log2
(
1 +
PNrNtN
2
σ2n
∑K
k=1(g
k
1g
k
2 )
)
. (38)
To satisfy the requirement of a given date rate R¯ at the
destination, the transmit power P needs to satisfy:
log2
(
1 +
PNrNtN
2
σ2n
∑K
k=1 g
k
1g
k
2
)
≥ R¯
K
. (39)
It follows that the average transit power is
P¯EPA = E
{
(2R¯/K − 1)
NrNtN2
(
σ2n
K∑
k=1
gk1g
k
2
)}
=
σ2n(2
R¯/K − 1)
NrNtN2
E
{
K∑
k=1
gk1g
k
2
}
=
σ2n(2
R¯/K − 1)
NrNtN2
K∑
k=1
E(gk1 )E(g
k
2 ). (40)
Since
E(gki ) [dB] = ai + bi1 log10(di) + Eχ((g
k
i ))
= ai + bi log10(di) + ci (41)
and
ci = Eχ((g
k
i )) =
ln 10
20
· 10 σi[dB]5 , i = 1, 2, (42)
the desired result (35) can be easily obtained. 
Remark 4: Let M = KN denote the total number of
passive reflecting elements. It is known that the maximum
multiplexing gain provided by the system is equal to M if
K = M and N = 1, whereas the maximum power gain
provided by the system is equal to NtNrM
2 if K = 1 and
N = M . In practice, we can choose a solution that offers a
tradeoff between power and multiplexing gains according to
6the propagation environments and requirements of the quality
of service. Furthermore, through simple optimization based on
(35), it is readily derived that for a fixed M , the optimal K
needs to satisfy
R¯ = 3K(1− 2−R¯/K). (43)
When R¯ is large, then the optimal K is equal to or close to
R¯/3.
From a practical point of view, a wireless system needs to
be designed to meet the requirements of both efficiency and
reliability. In what follows, we consider a power allocation
policy that is adaptive and can minimize the total transmit
power under constraints on both the bit error probability and
the transmission rate. Specifically, for the kth established data
stream, its requirement in terms of the quality of service
can be described by a required SNR at the receiver, denoted
SNRk. From (38), the instantaneous power allocated to the
data stream is at least
Pk =
σ2ng
k
1g
k
2 · SNRk
NrNtN2
. (44)
Under the adaptive power allocation (APA) policy, a similar
derivation yields the following minimum total transmit power:
P¯APA = E
{
K∑
k=1
σ2ng
k
1g
k
2 (2
R¯k − 1)
NrNtN2
}
=
σ2ng¯I
NrNtN2
K∑
k=1
SNRk.
(45)
V. NUMERICAL RESULTS
In this section, we present numerical results to observe
the performance behaviors of the considered IRS-assisted
mmWave system and corroborate our analytial results.
Transmitter Receiver
IRS
DTR
Dv
D1
Fig. 3: Simulation setup.
For path-loss related parameters, we consider a setup where
the IRS lies on a horizontal line which is in parallel to
the line that connects the transmitter and the receiver. The
distance between the transmitter and the the receiver is set to
DTR = 51 meters and the vertical distance between two lines
is set to Dv = 2 meters, as shown in Fig. 3. Let D1 denote
the horizontal distance between the transmitter and the IRS.
The transmitter-IRS distance and the IRS-receiver distance can
then be calculated, respectively, as DTI =
√
D21 +D
2
v and
DIR =
√
(DTR −D1)2 +D2v . This means that d1 = DTI
and d2 = DIR. For the large-scale fading parameter in the
NLOS channel between the transmitter and the receiver, the
values of a, b and σ2 are set to be a0 = 72, b0 = 29.2, and
σ0 = 8.7 dB, as suggested in [32]. For the large-scale fading
parameters in the LOS channels between the transmitter and
the IRS, and between the IRS and the receiver, the values of
a, b and σ2 are set to be a1 = a2 = 61.4, b1 = b2 = 20,
and σ1 = σ2 = 5.8 dB, also as suggested in [32]. We always
fix Lk1 = L
k
2 = L = 3. Other parameters are set as follows:
P = 30 dBm and σ2n = −85 dBm [22]. Except for Fig. 6,
each of the phase shifts, vkn, is determined according to (32)
and (33).
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Fig. 4: Behavior of singular values of the channel matrix H.
First, the behavior of singular values of channel matrix H
are studied. Let ηk1 = η
k
2 = η = 5 dB, K = 3, N = 300,
and D = 15. It is expected that when Nt and Nr are large
enough, the number of favorable and useful propagation paths
for the examined case should be equal to Lu = L+K = 6, as
suggested by Proposition 3. To confirm this, Fig. 4 plots the
1st, the 6th and 7th singular values (i.e., l = 1, 6, 7), when Nr
increases from 32 to 82 as Nt increases from 32 to 112. It can
be seen from this figure that asNt increases, all singular values
slowly increase, but the difference at Nt = 8 and Nt = 64
is small. The 7th singular value is very much smaller than
the 6th singular value. Thus this figure verifies the conclusion
stated in Proposition 3.
Next, the achievable sum rate and its limit are examined.
Now we set ηk1 = η
k
2 = 5 dB, η = −5 dB, K = 3 and
N = 100. When Nr increases from 8 to 36 and Nt increases
from 8 to 64, Fig. 5 plots analytical results based on (23)
and Monte Carlo simulation results for different values of
distances, namely, D1 = 2, 25, 45 . It can be seen from this
figure that when the IRS is close to the transmitter or the
receiver, the system has better rate performance. Moreover,
it can be observed that all of the simulation results are
close to the analytical results as expected, which corroborates
Proposition 1.
In order to observe the rate performance improvement with
increasingN whenNr increases from 8 to 36 andNt increases
from 8 to 64, Fig. 6 plots the achievable sum rate for three
different values of N , namely, N = 10, 100, 1000. For this
figure, we set ηk1 = η
k
2 = 5 dB, η = −5 dB, K = 3 and
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Fig. 5: Achievable rate versus Nt for different values of D1.
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Fig. 6: Achievable rate versus Nt for different values of N .
D1 = 2. For comparison, also plotted in the figure is the
achievable sum rate when the system does not include the IRS.
When N = 10, the propagation paths created via the IRS are
too weak and cannot be used in transmission. When N = 100,
however, the propagation paths created via the IRS become
feasible and can be used to transmit data streams. Thus, the
rate performance can be effectively improved. Furthermore, if
N is increased to 1000, the propagation paths created via the
IRS become favorable and the sum rate with the IRS is about
two times higher than that without the IRS when Nt = 64 and
Nr = 36.
Now we observe performance changes as K increases when
ηk1 = η
k
2 = 5 dB, η = −5 dB, D1 = 5, Nt = 64,
and Nr = 36. When N increases from 50 to 500, Fig. 7
plots the achievable sum rate for three different values of K ,
namely, K = 1, 3, 6. As expected, the achievable sum rate is
significantly improved with increasing K . Moreover, Fig. 7
plots the three rate curves which correspond to the scenarios
without control processing of the phase shifts. From this figure,
the three curves are close to each other. This observation is
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Fig. 7: Achievable rate versus N for different values of K .
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Fig. 8: Achievable rate versus K for different values of N .
expected and in agreement with Remark 2.
Under the case with D1 = 25, Nt = 100, and Nr = 100,
we consider the rate performance in the scenario where the
direct signal paths are too weak and thus can be neglected
while the IRS signal paths are LOS dominated. When K
increases from 1 to 10, Fig. 8 plots the achievable sum rate
for N = 10, 100, 200, 1000. For comparison, Fig. 8 also
plots the achievable sum rate with EPA. It is interesting to
see that all of the rate curves with EPA are quite close to
the corresponding curves with the optimal power allocation
(OPA). As expected, the rate performance with OPA and EPA
is clearly improved as N or K increases, except for N = 10.
In the case withN = 10, the rate is close to zero due to the fact
that the propagation paths created via the IRS are too weak.
For M = KN = 1000, it can be determined by the numerical
results that the solution of (K = 5,N = 200) is a good option
for the system design when comparing to the two extreme
cases of (K = 1,N = 1000) and (K = 10,N = 100).
Finally, we consider to verify Proposition 4 forK = 5 under
the condition where other parameters are set as the same as
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Fig. 9: Achievable rate versus K for different values of N .
in Fig. 8. For given R¯ = 15, 30, 45, we apply (38) to compute
the needed instantaneous transmit powers and then use them
to conduct transmission with EPA. Fig. 9 plots the average
needed transmit powers whenN increases from 10 to 100. Our
simulation results shows that the obtained achievable rates are
a little higher than the three corresponding required rates, and
the simulation results with the transmit powers are almost the
same as the analytical results given in (35). This corroborates
Proposition 4. In addition, it can be seen from this figure that
as N is increased or R¯ is decreased, the total required transmit
power is decreased. In fact, the transmit power is decreased
linearly with the decreasing of 1/N2. Therefore, the difference
of the required transmit powers of N = 10 and 100 for a given
R¯ should be 20 dB, which is verified by the simulation results
in Fig. 9.
VI. CONCLUSION
IRS is new technology and envisioned to be a promising
solution for the future 6G networks, but remains largely
unexplored. This paper has investigated a point-to-point IRS-
assisted mmWave doubly-massive MIMO system and derived
expressions of the asymptotic sum rate when the numbers of
antennas at the transmitter and receiver go to infinity. As a
major difference compared to existing analysis and results,
such as in [22] and [11], it is shown in this paper that the op-
timal solutions of power allocation, precoding/combining, and
IRS’s phase shifts for the doubly-massive MIMO system can
be realized independently without the need of joint processing.
Such solutions are very convenient for the system design. In
the future, we shall extend our analysis to the point-to-multiple
points scenario.
REFERENCES
[1] J. G. Andrews, S. Buzzi, W. Choi, S. Hanly, A. Lozano, A. C. K. Soong,
and J. C. Zhang, “What will 5G be?” IEEE J. Sel. Areas Commun.,
vol. 32, no. 6, pp. 1065-1082, June 2014.
[2] R. W. Heath Jr., N. Gonzalez-Prelcic, S. Rangan, W. Roh, and A. M.
Sayeed,“An overview of signal processing techniques for millimeter-wave
MIMO systems,” IEEE J. Sel. Topics Signal Process., vol. 10, pp. 436-
453, Apr. 2016.
[3] A. F. Molisch, V. V. Ratnam, S. Han, Z. Li, S. L. H. Nguyen, L. Li, and
K. Haneda, “Hybrid beamforming for massive MIMO-a survey,” IEEE
Commun. Mag., vol. 55, no. 9, pp. 134-141, Sep. 2017.
[4] S. Buzzi and C. D’Andrea,“Doubly massive mmWave MIMO systems:
Using very large antenna arrays at both transmitter and receiver,” in Proc.
IEEE Global Commun. Conf. (GLOBECOM), Washington DC, USA,
pp. 1-6, Dec. 2016.
[5] S. Buzzi and C. D’Andrea, “Energy efficiency and asymptotic perfor-
mance evaluation of beamforming structures in doubly massive MIMO
mmWave systems,” IEEE Trans. Green Commun. Netw., vol. 2., no. 2,
Jun. 2018.
[6] D.-W. Yue and H. H. Nguyen, “On the Multiplexing Capability of
mmWave Doubly-Massive MIMO Systems in LOS Environments,” IEEE
Access, vol. 7, pp. 126973-126984, Sep. 2019.
[7] Q. Wu and R. Zhang, “Towards smart and reconfigurable envi-
ronment:Intelligent reflecting surface aided wireless network,” May
2019.[Online]. Available: arXiv:1905.00152v2.
[8] E. Basar, M. Di Renzo, J. De Rosny, M. Debbah, M.-S. Alouini, andR.
Zhang, “Wireless communications through reconfigurable intelligentsur-
faces,” IEEE Access, vol. 7, pp. 116753-116773, Aug. 2019.
[9] C. Liaskos, S. Nie, A. Tsioliaridou, A. Pitsillides, S. Ioannidis, and I.
Akyildiz, “A new wireless communication paradigm through software-
controlled metasurfaces,” IEEE Communications Magazine, vol. 56, no. 9,
pp. 162-169, Sep. 2018.
[10] E. Bjo¨rnson, L. Sanguinetti, H. Wymeersch, J. Hoydis, andT. L.
Marzetta, “Massive MIMO is a reality—what is next? Five promising
research directions for antenna arrays,” Digital Signal Processing, vol. 94,
pp. 3-20, Nov. 2019.
[11] Q. Wu and R. Zhang, “Beamforming optimization for intelligent reflect-
ing surface with discrete phase shifts,” 2019 IEEE International Con-
ference on Acoustics, Speech and Signal Processing(ICASSP), Brighton,
United Kingdom, pp. 7830-7833, May 2019.
[12] Q. Wu and R. Zhang, “Intelligent refecting surface enhanced wireless
network via joint active and passive beamforming,” IEEE Transactions
on Wireless Communications, vol. 18, no. 11, pp. 5394-5409, 2019.
[13] Q.-U.-A. Nadeem, A. Kammoun, A. Chaaban, M. Debbah, and M.-S.
Alouini, “Asymptotic analysis of large intelligent surface assisted MIMO
communication,” Apr. 2019. [Online]. Available: arXiv: 1903.08127v2.
[14] E. Basar, “Transmission through large intelligent surfaces: A new
frontier in wireless communications,” in Proc. European Conf. Netw.
Commun. (EuCNC 2019), Valencia, Spain, June 2019. [Online]. Avail-
able: arXiv:1902.08463v2.
[15] C. Huang, A. Zappone, G. C. Alexandropoulos, M. Debbah, and C.
Yuen, “Reconfigurable intelligent surfaces for energy efficiency in wire-
less communication,” IEEE Transactions on Wireless Communications,
vol. 18, no. 8, pp. 4157-4170, 2019.
[16] A. Taha, M. Alrabeiah, and A. Alkhateeb, “Enabling large intelligent
surfaces with compressive sensing and deep learning,” Arp. 2019. [On-
line]. Available: arXiv:1904.10136v1.
[17] Y. Han, W. Tang, S. Jin, C.-K. Wen, and X. Ma, “Large intelligent
surfaceassisted wireless communication exploiting statistical CSI,” IEEE
Trans. Veh. Technol., vol. 68, no. 8, pp. 8238-8242, Aug. 2019
[18] X. Guan, Q. Wu, and R. Zhang, “Intelligent reflecting surface assisted
secrecy communication via joint beamforming and jamming,” Jul. 2019.
[Online]. Available: arXiv:1907.12839v1.
[19] Y. Cao and T. Lv, “Intelligent reflecting surface aided multi-user
millimeter-wave communications for coverage enhancement,” Dec. 2019.
[Online]. Available: arXiv:1912.11999v1.
[20] H. Guo, Y.-C. Liang, J. Chen, and E. G. Larsson, “Weighted sum-
rate optimization for intelligent reflecting surface enhanced wireless
networks,” May 2019. [Online]. Available: arXiv:1905.07920v1.
[21] N. S. Perovic´, M. Di Renzo, and M. F. Flanagan, “Channel capacity
optimization using reconfigurable intelligent surfaces in indoor mmWave
environments,” Oct. 2019. [Online]. Available: arXiv:1910.14310v1.
[22] P. Wang, J. Fang, X. Yuan, Z. Chen, H. Duan, and H. Li, “Intelligent
reflecting surface-assisted millimeter wave communications: Joint active
and passive precoding design,” Aug. 2019. [Online]. Available: arXiv:
1908.10734v1.
[23] P. Wang, J. Fang, and H. Li, “Joint beamforming for intelligent reflecting
surface-assisted millimeter wave communications,” Oct. 2019. [Online].
Available: arXiv:1910.08541v1.
[24] Y. Xiu, Y. Zhao, Y. Liu, J. Zhao, O Yagan, N. Wei, “ IRS-assisted mil-
limeter wave communications: Joint power allocation and beamforming
desgin,” Jan. 2020. [Online]. Available: arXiv:2001.07467v2.
[25] C. Pradhan, A. Li, L. Song, B. Vucetic, and Y. Li, “ Hybrid precoding
design for reconfigurable intelligent surface aided mmWave communica-
tion systems,” Nov. 2019. [Online]. Available: arXiv:1912.00040v1.
9[26] K. Ying, Z. Gao, S. Lyu, Y. Wu, H. Wang, M.-S. Alouini, “GMD-based
hybrid beamforming for large reconfigurable intelligent surface assisted
millimeter-wave massive MIMO,” Jan. 2020. [Online]. Available: arXiv:
2001.05763v2.
[27] P. Wang, J. Fang, H. Duan, and H. Li, “Compressed channel estimation
and joint beamforming for intelligent reflecting surface-assisted millime-
ter wave systems,” Nov. 2019. [Online]. Available: arXiv:1911.07202v1.
[28] D.-W. Yue and H. H. Nguyen, “Multiplexing Gain Analysis of mmWave
Massive MIMO Systems with Distributed Antenna Subarrays,” IEEE
Transactions on Vehicular Technology, vol. 68, no. 11, pp. 11368-11373,
Nov. 2019.
[29] D.-W. Yue, H. H. Nguyen, and Y. Sun “Analysis of Intelligent Reflecting
Surface-Assisted mmWave Doubly Massive-MIMO Communications,”
Feb. 2020. [Online]. Available: arXiv: 2003.00282v1.
[30] O. E. Ayach, R. W. Heath Jr., S. Abu-Surra, S. Rajagopal and Z. Pi, “The
capacity optimality of beam steering in large millimeter wave MIMO
systems,” in Proc. IEEE 13th Intl. Workshop on Sig. Process. Advances
in Wireless Commun. (SPAWC), pp. 100-104, June 2012.
[31] J. Brady, N. Behdad, and A. M. Sayeed, “Beamspace MIMO for
millimeter-wave communications: system architecture, modeling, analy-
sis, and measurements,” IEEE Trans. Antennas Propag., vol. 61, no. 7,
pp. 3814-3827, Jul. 2013.
[32] M. R. Akdeniz, Y. Liu, M. K. Samimi, S. Sun, S. Rangan, T. S.
Rappaport, and E. Erkip, “Millimeter wave channel modeling and cellular
capacity evaluation,” IEEE Journal on Selected Areas in Communications,
vol. 32, no. 6, pp. 1164-1179, 2014.
[33] D. Tse and P. Viswanath, Fundamentals of Wireless Communication.
Cambridge, U.K.: Cambridge Univ. Press, 2007.
