Abstract. In this paper we give a general compatibility theorem for overdetermined systems of scalar partial differential equations of complete intersection type in terms of generalized Mayer brackets. As an applications we propose a generalization of the classical Lagrange-Charpit method for integration of a single scalar PDE.
INTRODUCTION
In this paper we give an efficient compatibility criterion for a certain class of overdetermined systems E ⊂ J k M of PDEs. Namely we consider the systems with the characteristic symbolic ideal I(g) ⊂ ST M being complete intersection. This means that it can be generated by elements f 1 , . . . , f r (one can think of them as of homogeneous polynomials), the only relations between which are the Koszul relations: f j f j = f j f i .
We also call such systems of differential equations complete intersections. By the above arguments they can be represented by (in general non-linear) PDEs F 1 = 0, . . . , F r = 0 with the symbols f i of differential operators F i satisfying the above requirements.
Compatibility (or formal integrability) of the system E is an algebraic problem, which is studied via the Spencer theory: the obstruction to integrability belongs to the second Spencer δ -cohomology group H * ,2 (E ) (see [16, 3] or the main text). Moreover, the precise obstruction is a kind of curvature (structural) tensor and its component W l (E ) ∈ H l−1,2 corresponding to l-jets is called the Weyl tensor of order l ( [13, 9] ).
Leaving the precise definitions of the basic notions to the main text let us formulate the two main results already now. In order to evaluate the Weyl tensors W l (E ) we introduce the special brackets. Mayer bracket [F, G] for a pair of differential operators generalizes the classical Mayer bracket known in the first order case ( [10] ). Its restriction to the equation prolongation [, ] E is defined canonically, whence the bracket for functions on J ∞ M, see details below. Note that for linear operators F, G the bracket [F, G] E is the usual (reduced) commutator.
Theorem A. Let E be a system of scalar differential equations on a manifold M, which is of complete intersection type. Let its generating PDEs (without Koszul relations on the symbolic level) have orders k 1 , . . . , k r (clearly r ≤ n = dim M). Then the only non-zero

Theorem B. For a complete intersection scalar system E the only non-zero Weyl tensors
Then the Weyl tensors express via the restricted Mayer brackets as follows:
, where the classes 
α,β are some sections of the symbol bundle g associated to E , which depend only on pair-wise resultants R(
Notice that the condition of complete intersection can be reformulated as follows: The characteristic varieties Char
Corollary. System E is formally integrable if and only if all the pair-wise Mayer brackets vanish due to the system:
If in addition r = n, then the system is locally smoothly integrable.
Particular cases of the above theorem were proved in [10, 11] . Using the above formula for compatibility we generalize the known (in the first order) Lagrange-Charpit method for integration of partial differential equations: One imposes on the system an overdetermination of a special kind.
This resembles the other known method of differential constraints. The difference is however that in the former case we require the new system to be compatible, while in the latter it needs to be only solvable, so that compatibility conditions are to be imposed on the system additionally.
We dot not assume any restriction on the order of the equations in the system and check compatibility via our criterion.
BASICS FROM THE DIFFERENTIAL EQUATIONS THEORY
Jet bundles and prolongations
Let M be a smooth manifold and J k M the corresponding jet-bundle. Recall that its fiber
by the following equivalence relation:
, where z is a local coordinate centered at x. The equivalence class is called the k-jet
The jet space has a bundle structure given by the natural projection π k :
There are also natural bundle morphisms π k,l :
. The i th prolongation of the equation E is defined by the formula
In order to cover the case of several equations of different orders we modify the usual definition. By a differential equation/system of (maximal) order k we mean a sequence
such that for all 0 < l ≤ k the following conditions hold: 
over every x ∈ M is non-empty. Due to Cartan-Kuranishi theorem on prolongations there exists a (minimal) number l 1 such that E (1) l−1 = E l for all l ≥ l 1 . Each number l, where the previous equality fails is called an order of the system. The codimension of E l in E (1) l−1 is called the multiplicity m(l) of the order. Thus Cartan-Kuranishi theorem can be reformulated as finiteness of the set of orders and multiplicities. In addition the theorem says that the problems of formal integrability and solvability can be resolved in a finite number of steps.
Denote the set of all orders of the system by ord(E ). Their totality counted with multiplicity is called formal codimension. This number r = codim(E ) of involved PDEs is an important invariant of the system. If r > 1 the system is overdetermined, while in the case r = 1 we have a single (determined) equation.
Cartan and metasymplectic structures
Fix a point x k ∈ J k M. Then the tangent planes to jet-sections span a subspace
In J 1 M this distribution is nothing else but the standard contact structure. For general k we can describe C (x k ) in local coordinates as follows.
To describe a basis of sections of C we recall ( [8] ) the operator of total derivative
To define D we note that every function on J k M is a differential operator of order k. Composing it with a vector field X ∈ D(M) we get a differential operator of order k + 1 producing the needed operator
If in the above sum we restrict |σ | < k we get vector fields D
Recall that for any distribution Π its curvature Ξ Π ∈ Λ 2 Π * ⊗ ν is the 2-form on Π with values in the normal bundle ν = T M/Π, defined as Ξ Π (X,Y ) = [X,Y ] mod Π (although the formula uses vector fields, the tensor Ξ Π depends only on their values at the considered point). We will however consider a smaller space of values -the linear span of the Im Ξ Π ⊂ ν -and denote it by ν.
The curvature of the Cartan distribution is called metasymplectic structure. In this case ν S k−1 τ * (= F(x k−2 )) and so the metasymplectic structure can be viewed as the following 2-form
Thus for every λ ∈ S k−1 τ x the evaluation Ω k (λ ) = Ω x k , λ is an ordinary 2-form on the Cartan space C (x k ). In particular for k = 1 we have the standard symplectic form
x ; it is often denoted by L(x k+1 )). Then we have a decomposition
is an integral manifold of the Cartan distribution. On the other hand it is obvious that Ω k | F = 0. So to calculate Ω k it is enough to know the value on the bivector X ∧ θ with θ ∈ S k τ * x , X ∈ H(x k ) τ x . This value can be expressed in terms of the Spencer operator δ : S k τ * → τ * ⊗ S k−1 τ * as follows (cf. [13] ):
where δ X = i X • δ is the differentiation along X. The introduced structure does not depend on the point x k+1 determining the decomposition because the subspace
Let us write the metasymplectic structure is coordinates. The commutators of the basic fields (3) are:
So we can take ν ∂ p θ |θ |=k−1 and the above relations represent the metasymplectic
If E is a PDEs system represented by a submanifold
is called Cartan distribution on E k . The restriction of the metasymplectic structure to C E k will be denoted by Ω E k .
Spencer cohomology and Weyl tensor
The symbol of differential equation E at a point x k ∈ E k is the vertical tangent space to E k :
Note that the metasymplectic structure of equation E takes values in symbols:
The symbol of prolongations E (1) k at the point x k+1 ∈ F(x k ) is a subspace
x is the Spencer δ -operator (one can think of δ as of de Rham operator on forms with polynomial coefficients). The space g (1) k is called the algebraic prolongation of g k .
Thus any sequence
x and therefore the sequence of symbols {g l (x l )} defines the Spencer δ -complex
The cohomology group at the term g i (x i ) ⊗ Λ j τ * x is called the Spencer δ -cohomology group at the point x k and shall be denoted by H i, j (E ; x k ).
Though the system E of maximal order k determines only {g l (x k )} l≤k , we can study higher cohomology as well by setting g l (x k ) = g
We define regular system of PDEs of maximal order k as a submanifold E = E k ⊂ J k M filtered by E l and such that the symbolic system and the Spencer cohomology form graded bundles over it. Thus we often omit reference to the point.
A subspace
One can prove that near every point x k there exists a Cartan connection H. Any such connection determines the splitting similar to (4):
Definition 2. The tensor
This curvature due to isomorphism (π k ) * : H(x k ) τ x can be viewed as a 2-form
Note that calculation of Ω k in decomposition (7) is different of that in a special decomposition (4), where H(x k ) = L(x k+1 ). However (5) produces a way to calculate Ω H . The curvature form of the Cartan connection enjoys the following properties: It is
Thus we get a canonical cohomology class:
For geometric structures represented as PDEs systems this tensor coincides with the classical structural function.
Theorem 1 ([13]). Let
k at a point x k if and only if W k (E k ; x k ) = 0. So if W k (E ) = 0 we consider the Weyl tensor W k+1 (E ) ∈ H k,2 (E ) for the equation E (1) , study the equation W k+1 (E ) = 0 etc. Due to Poincaré δ -lemma after some number t of prolongations the second Spencer δ -cohomologies vanish, H k−1+i,2 (E ) = 0, i ≥ t. Therefore the number of conditions W l = 0 is finite.
A system of different orders should be investigated for formal integrability successively by the maximal order k. If some prolongation E (1) k is not regular, its projections {π k+1,l (E k+1 )} l≤k , form a new system of maximal order k. Taking the regular part one continues with prolongations. The process stops in a finite number of steps (by the Cartan-Kuranishi theorem). 
Remark 1. If g k (x k ) = 0 the equation W k (E ) = 0 is exactly the Frobenius theorem for the horizontal (in this case) distribution C E . More generally if E is a regular equation of finite type, i.e. g
Characteristic variety
Consider the symbolic system {g l (x k ) ⊂ S l τ * }. Let g * (x k ) = ⊕g * l be its R-dual. It bears the structure of an Sτ-module given by
Call g * the symbolic module. It is Noetherian and the Spencer cohomology of g dualizes to the Koszul homology of g * .
Define the characteristic ideal by I(g) = ann(g * ) ⊂ Sτ. It can be also described as follows. Let δ u : S l+1 τ * → S l τ * be the differentiation along u ∈ τ as above. Extend it to symmetric multi-vectors by the formula
k ⊂ Sτ be the corresponding ideal. Then (by Noetherian property the intersection is actually finite):
Proposition 2 ([11]). The characteristic ideal satisfies I(g)
. Define the characteristic variety as the set of v ∈ T * \ {0} such that for every k there exists a w ∈ N \ {0} with v k ⊗ w ∈ g k . This is a conical affine variety. We projectivize its complexification and denote the result by Char(g) ⊂ P C T * . Since only complex characteristics will be used, we omit the C-superscript. Also for the characteristic variety we will denote by (co)dim its complex (co)dimension.
Another description of this variety is given via the characteristic ideal I(g)
A symbolic system g is called an (algebraic) complete intersection if the algebra Sτ/I(g) is such, i.e. if the ideal I(g) is generated by r = codim Char(g) elements (we mean codimension at the non-singular stratum).
For a system E of PDEs we denote by Char(E ) the characteristic variety of the corresponding symbolic system.
Definition 4. Call a regular PDEs system E ⊂ J k M a complete intersection if the corresponding symbolic system g is such at each point x k ∈ E k .
A scalar system E is a complete intersection if it can be represented by differential equations F 1 = 0, . . . , F r = 0 and the characteristic varieties, given by the symbols f i = 0, 1 ≤ i ≤ r, are jointly transversal.
Consider an example. The system {u xx = 0, u yy = 0, u zz = 0} is a complete intersection, while {u xy = 0, u yz = 0, u zy = 0} is not.
COMPATIBILITY RESULT Mayer and Jacobi brackets
Define the higher total derivative operators
The Jacobi brackets of F ∈ C ∞ (J k M) and G ∈ C ∞ (J l M) is the following function:
This bracket is canonical (independent of coordinates [8] ), its (k + l)-symbol vanishes and so {F, G} is a scalar (non-linear) differential operator of order k + l − 1. The same concerns the following bracket (shrunk summation), which is however not canonical:
But the difference between the brackets belongs to the (k +l −1)-st order ideal generated by F and G:
0≤|τ|<k,0≤|σ |<l . 
Definition 5. The Mayer brackets of functions F
∈ C ∞ (J k M) and G ∈ C ∞ (J l M) is the restriction [F, G] E of
Proof of theorem A
Consider at first the case when the codimension of the system equals the dimension of the base: r = n. This is precisely the case, when the characteristic variety is empty: Char(E ) = 0.
As we have noted before, the Spencer cohomology of E (or g) is R-dual to the Koszul homology of the symbolic module g * , which in the scalar case becomes the algebra Sτ/I(g).
For the complete intersection Sτ/I(g) the Koszul homology are known. They are given by the following characterization due to Tate and Assmus ( [1] ): a module g * is a complete intersection iff H i (g * ) = Λ i H 1 (g * ), i.e. H * (g * ) is the exteriour algebra generated by the first homology group.
But H 1 (g * ) H * ,1 (g) has the rank equal to the formal codimension codim(E ), because the first Spencer cohomology counts the number of relations ( [11] ). Thus in the considered case the statement is proved.
In the general case r ≤ n it follows from the reduction theorem proved in [11] , which we cite in the simplified for our purposes form.
Consider the scalar symbolic system g = {g l ⊂ S l τ * } and let V * ⊂ τ * be a subspace. Then we can define another scalar symbolic systemg = {g l ∩ S l V * } ⊂ SV * . It is called the V * -reduction of g. By the Noether normalization lemma ( [15] ) we can always choose a transversal to Char(g) subspace V * of dimension r, which intersects it only at zero and so is noncharacteristic and transversal simultaneously. The corresponding V * -reductiong has the same Spencer cohomology and is a complete intersection of finite type. The result follows.
Theorem 4 ([11]). Let g be a symbolic system of complete intersection type and the
Reduction and transversality
In this section we wish to discuss the reduction procedure used in the previous theorem. Since only symbolic systems are concerned we use the notation g, not E .
Definition 6.
We call a symbolic system {g k } on τ reductive from dimension n to dimension m < n if there is a subspace W ⊂ τ of codimension m and a system {g k } (V * -reduction) on the quotient V = τ/W with order multiplicitiesm(r) (zero for r / ∈ ord(g)) such that
The second condition means g k = g (1) k−1 until k is an order ofg, in which case the quotient g (1) k−1 /g k has dimension equal to the multiplicitym(k). In the statement below we do not assume g to be a complete intersection.
Proposition 5.
If the system is reductive, then for a generic V * = ann(W ) of dim = r and any k > 0 the subspace g k is transversal to g
Proof. Choose V * to be non-characteristic, which means that L = P C V * does not intersect X = Char(g). By the Noether normalization lemma ( [15] ) such subspaces L are generic. Let f 1 , . . . , f m be homogeneous (complex) polynomials defining the characteristic variety X.
Consider at first the case deg 
k−1 using induction by k and starting from obvious k = 0. If the number k = m j the statement holds because g k = g (1) k−1 . So we should study only the cases k = m l . We are going to prove by induction a more general transversality:
m l −1 .
If this fails, then equations
This in turn means that we can exclude one of the functions { f
for some numbers λ t and polynomials p i j ) and the resulting set will have the same zeros. Since the number of functions in the resulting set is m 1 + · · · + m l − 1 = dimV l − 1 there is a zero. This contradicts our assumptions about V * j . Note that the statement is equivalent to the surjectivity of the map δ w : g k → δ (g (1) k−1 ) ⊂ g k−1 for all nonzero w ∈ W . Actually in [11] we proved more, namely the surjectivity of δ w : g k → g k−1 for w ∈ W \ {0}. But maybe this weaker condition is in fact equivalent to the reducibility.
Remark 3. It is interesting to compare this with a criteria of involutivity ([5]) for the first order PDEs systems: g 1 ⊂ T * ⊗ N is involutive iff there exists a filtration
is epimorphic for some w ∈ W i+1 \W i .
Proof of theorem B
We give here only a sketch. A detailed exposition will appear elsewhere. Again we restrict to the case r = n, the general situation is to be treated via the reduction theorem (using a transversal non-characteristic subspace V * ⊂ τ * ) and the ideas developed in the proof of the case r = 2, n arbitrary, from [11] .
Let k i ∈ ord(E ) be orders of the operators F i , generating the system (1). Recall that the Weyl tensor W k i +k j −1 (E ) of a system E is the δ -cohomology class of the metasymplectic structure restriction (Ω k i +k j −1 ) H , where H = ∇ 1 , . . . , ∇ n is a horizontal subspace generated by
and D (s)
i is the total derivative restricted to J s (M). However the specified space H is not unique and has dim g k i +k j −1 -parametric freedom.
The coefficients a σ t can be found from the following condition: H ⊂ T E k i +k j −1 is equivalent to the linear algebraic system
This system is underdetermined until k = 1 or n = 2, in which case it is determined (the first case is classically known and the second was considered in details in [10, 11] ). In fact, for a fixed t it consists of 2k+n−2 n−1 unknowns a σ t (they are symmetric in multiindices σ ) and n · k+n−1 n−1 equations. Whenever the symbols of F 1 , . . . , F n are independent (form complete intersection as in the assumptions of the theorem), linear system (8) has full rank and so is compatible. Each solution determines a subspace H ⊂ C (x k i +k j −1 ).
The metasymplectic structure has in coordinates form (6) . Therefore for such a horizontal space H we have:
Let us evaluate the coefficients:
It turns out that they do not depend on a particular choice of a solution a σ t of (8) and substitution of this value into formula (9) for the curvature shows that the Weyl tensors W k i +k j −1 are proportional to the Mayer brackets as indicated in the statement.
