Wavelet-based features with simplicity and high efficacy have been used in many pattern recognition (PR) applications. These features are usually generated from the wavelet coefficients of coarse levels (i.e., high octaves) in the discrete periodized wavelet transform (DPWT). In this paper, a new 1-D non-recursive DPWT (NRDPWT) is presented for real-time high octave decomposition. The new 1-D NRDPWT referred to as the 1-D RRO-NRDPWT can overcome the word-length-growth (WLG) effect based on two strategies, resisting error propagation and applying a reversible round-off linear transformation (RROLT) theorem. Finite precision performance analysis is also taken to study the word length suppression efficiency and the feature efficacy in breast lesion classification on ultrasonic images. For the realization of high octave decomposition, a segment accumulation algorithm (SAA) is also presented. The SAA is a new folding technique that can reduce multipliers and adders dramatically without the cost of increasing latency. key words: non-recursive wavelet transform, segment accumulation algorithm (SAA), feature extractor
Introduction
With local variance enhancement property, the 1-D DPWT is a powerful tool widely used in many PR applications [1] - [5] . In these applications, high octave wavelet coefficients are usually desired for feature generation due to noise resistance. Conventional DPWT process applying the recursive pyramid algorithm [6] is referred to as the RDPWT [1] , [7] - [9] . There are two drawbacks in the realization of high octave decomposition using the RDPWT. One is long latency delay requirement due to recursive process. The other is the WLG effect occurring in minimizing the computational error in finite precision implementation of the 1-D RDPWT.
Interleaving and non-interleaving scheduling are two VLSI architecture design schemes commonly used for the realization of 1-D RDPWT [10] . In k-stage decomposition, the structure of interleaving scheduling requires 2N + (l/2 − 1)(2 k+1 + 4) + k n=1 2 n−1 − 1 system clock cycles to obtain complete octave coefficients, where l is the wavelet filter tap and N is the number of original sampled points. The non-interleaving scheduling is based on a cascaded structure with the first one used for the first stage decomposition and the cascaded one used for other stages. This structure needs N + (l/2 − 1) k n=1 2 n + k−2 n=0 2 n system clock cycles for k-stage decomposition.
In 1-D RDPWT, WLG effect will happen in both filter coefficients and transformed data. Traditionally, WLG effect study and control was based on statistic error model [11] . To obtain a result of 80 db in an 8-stage 1-D RDPWT, Choi etc. [12] showed that 17 bits are needed to represent the 4-tap Daubechies' filter coefficients. Based on a filter coefficient division scheme and a computational path plan, Benkrid etc. [13] presented a novel error cancellation method to diminish the error dynamic range of 4-tap Daubechies' filter.
In this paper, a reversible round-off 1-D NRDPWT (RRO-NRDPWT), which associates the 1-D NRDPWT and a RROLT theorem, is derived for high octave decomposition. The 1-D NRDPWT with unitary property is used to resist the quantization error propagation. The RROLT theorem is developed to minimize the dynamic range of transformed and filter coefficients. A finite precision performance analysis shows that the RRO-NRDPWT can suppress the WLG effect effectively and is suitable for breast lesion classification with robust contour variation resistance and high performance. For the realization of the 1-D RRO-NRDPWT, an efficient folding algorithm referred to as the SAA is developed to overcome an inherent filtertap-growth (FTG) effect. This paper is an extension work of [14] . The rest of this paper is organized as follows. The 1-D RRO-NRDPWT is presented in Sect. 2. The finite precision performance is analyzed in Sect. 3. The dynamic SAA is proposed in Sect. 4. The SAA-based VLSI architecture is demonstrated in Sect. 5. Finally, conclusions are drawn in Sect. 6. umn vectors. By introducing an N × N matrix T such as
be the original sampled data of a finite 1-D signal. For 0 ≤ j < J, s j and d j are two vectors consisted of the scaling and wavelet coefficients of the jth level, respectively. Then s j and d j can be obtained from s j+1 with s j = s j+1 H and d j = s j+1 G.
(1)
These two equations are the recursive form of the 1-D RDPWT, where both H and G contain 2 cycles of column filters. By substituting s J for s j+1 , Eq. (1) becomes
where k = J − j, the column vectors of H k and H k−1 G are called the non-recursive low-pass and high-pass filters of the jth level, respectively. Similar to Eq. (1), both H k and H k−1 G contain 2 k cycles of non-recursive filters. In each cycle, the filter coefficients of two adjacent columns have 2 k -shift relationship in vertical direction. For convenience, let A j denote the N × 2 j matrix consisting of the 2 j column vectors in one cycle of H k−1 G and B 0 be a column vector of H J . By introducing a N × N non-recursive filter matrix A = [B 0 , A 0 , A 1 , · · · , A J−1 ], the 1-D NRDPWT can be defined as
where DC denoting the scaling coefficient in the terminate level is the mean of input sequence. The vectors d j , 0 ≤ j ≤ J − 1, contain 2 j points of the wavelet coefficients in the jth level, respectively. Since the determinant of A is equal to 1, A is a unitary matrix, i.e., A −1 = A t , where A −1 and A t denote the inverse and transpose of A, respectively. This property implies that the inverse process can be also performed with non-recursive form. Thus the error propagation can be resisted in both directions. For real-time octave decomposition, it is desirable to perform the 1-D NRDPWT in fixed-point computation and preserve perfect reconstruction property. RROLT property provides a simply direct method to perform arbitrary linear transformation with minimum word length guaranteed. 
The absolute value of each element of r is less than or equal to 0.5, i.e., |r i | ≤ 0.5 for i = 0, 1, 2, · · · , N − 1. In general, the range of the elements of r can be known but r is unpredictable before the inverse process. The RROLT based on Eq. (4) is to achieve s J * = s J under the assumption that r is unknown. For this aim, two properties of r and r are explored in the following. Property 2.1: For an arbitrary N × N invertible matrix A, Eq. (4) guarantees ε = r +r to be an integer vector, namely,
where Z is the set of integers. Property 2.2: Let a i j be the ith row and jth column element of the inverse matrix A −1 . If 0 < N−1 i=0 |a i j | ≤ c , then the jth element of vector r will satisfy
The proofs of Properties 2.1 and 2.2 can be found in the Appendix. The two properties above implies that the relationship r j = −r j is always held if and only if the elements in the jth column of A −1 satisfy the condition 0
Then the 1-D RRO-NRDPWT can be defined as
Equation (7) implies that r + r = 0 is the sufficient and necessary condition for a RROLT system. In Eq. (7), we assume that each element of s J is in the range of [−2 b−1 , 2 b−1 − 1], where b is a positive integer. Let WL denote the word length required for representing the maximum absolute value of the wavelet coefficients in d * and c max = max l N−1 i=0 |a kl | , where a kl denotes the k-th row and l-th column element of the matrix A. Equation (7) shows that WL can be bounded by
where x denotes the least integer larger than x. Then, log 2 (c max c max ) is the number of increasing bits required for reversible transformation. Equation (8) implies that wordlength-growth effect will happen when c max c max > 1. This condition does exist in most transformation function matrices except for the identity matrix.
Finite Precision Performance Analysis of the 1-D RRO-NRDPWT
In this section, two experiments were taken for finite precision performance analysis of 1-D RRO-NRDPWT. The first experiment uses random data for the comparison with 1-D DPWT. The second experiment is an application-oriented analysis that evaluates the feature efficacy of channel energy derived by finite precision 1-D RRO-NRDPWT.
In the first experiment, 1000 test datasets with each set involving N = 2048 integers randomly generated in the range of [0, 255] are used. For the three Daubechies' filters (Daub4, Daub6, and Daub8), the scalars c max are found as c max = 3.310503, 3.940961, and 3.764250, respectively. To derive the integer-form filter coefficients, each element of c max A is multiplied by an offset integer I max = 2 a and rounded off to the nearest integer, where the adjustable parameter a is used to guarantee reversible transformation. Before taking the inverse process, the transformed coefficients should be divided by I max and also rounded off to the nearest integer. In this analysis, the values of the element of (1/c max )A −1 are directly used in the inverse process. The evaluation results are shown in Figs. 1 and 2, where the x-axis denotes the decomposition levels and the y-axis denotes the minimum word length required for representing the maximum absolute values of non-recursive filter coefficients and wavelet coefficients, respectively. The s 0 with little meaning is neglected in the evaluation. Figure 1 reveals that the word length required for non-recursive filter coefficient representation is decreased as decomposition stages are increased. Figure 2 shows that the WLG effect of all wavelet coefficients in all levels can be limited within three bits.
By comparing the 1-D RDPWT, since the same filters are used for all octaves, perfect reconstruction can be also guaranteed if and only if the decomposition of each octave is reversible. Hence, the word length evaluation can be performed in individual levels with a similar method. In this case, the scalar c max can be found as c max = 1.673033, 1.855118, and 1.865446 corresponding to the three Daubechies' filters, respectively. The word length measurement results are shown in Figs. 3 and 4 , respectively. The comparison of Figs. 1-4 clearly reveals that the 1-D RRO-NRDPWT can effectively overcome the disadvan- tage of the WLG effect. Note that the sign bit is neglected in all the word length evaluations.
In the second experiment, a set of breast ultrasound (US) image was built. The sonograms depicted 91 benign and 69 malignant breast lesions that were pathologically proven. The contours of breast lesions were delineated by three radiologists with different experiences. The original number of contour points ranges from 48 to 932. For normalization, each shape contour was re-sampled into N = 2048 points. Using the radius representation [5] , each 2-D shape can be converted into a 1-D periodic discrete signal. The channel energy E k of the kth stage with k = 11 − j was defined as
where N j = N/2 j , d j [n] denote the wavelet coefficients of the kth level. The 1-D RRO-NRDPWT was constructed by using Daub6. The channel energy distributions of benign and malignant breast lesions are depicted in Fig. 5 , respectively, where the vertical bar denotes the standard deviation (std). Figrue 5 shows that malignant lesion with rough boundary will generally induce larger channel energy than benign lesion for all channels. For breast lesion classification, we can define a feature efficacy (FE) measurement as FE = (channel energy difference between two classes)/ (sum of the std of each class). Figure 5 also reveals that E 6 and E 7 are two good features available for the differentiation between malignant and benign lesions because both FE values are greater than one. For a comparison, we also evaluated the individual classification performances of six morphometric parameters (F1∼F6) shown in Table 1 as well as the two channel energies. The six morphometric parameters suggested in [15] involve different typical roughness descriptors commonly used for breast lesion classification. Based on the analysis method of receiver operating characteristic (ROC) curve, the two parameters Az and Ac were measured in Table 2 where Az is defined as the area under the ROC curve and Ac denotes accuracy index. Table 2 shows that E 7 has the best individual performance. The experimental result motivates the realization of high octave decomposition.
The Dynamic Segment Accumulation Algorithm
For real-time pattern recognition, Eq. (7) provides an efficient correlation process for high octave decomposition. However, a direct implementation of correlation process is very expensive due to the filter-tap-growth (FTG) effect. In this section, the properties of FTG effect and boundary data are explored. Based on a relationship between the two properties, a folding algorithm called the SAA is developed and the dynamic SAA model is constructed for data schedule planning.
For convenience, let LFC (k) n and HFC (k) n , n = 0, 1, 2, · · · , FL (k) − 1, be the non-recursive filter coefficients defined in c max H k and c max H k−1 G, respectively, where FL (k) denotes the filter tap of the non-recursive filter. LFC (k) n and HFC (k) n are represented with fixed-points. From Eq. (7), the kth stage decomposition can be performed by a 2 k -shift correlation process such as
where (x) y denotes the residue of x mod y. By expanding H k and H k−1 G, LFC (k) n and HFC (k) n can be easily obtained with
where 0 ≤ n k ≤ (l−1), n = k i=1 2 (i−1) n i , and g [n] = g[n−2] is a homeomorphic high-pass filter. E.g., let tap = 6, k = 2, and n = 2. Since n = n 1 + 2n 2 , it implies (n 1 , n 2 ) = (2, 0) and (0, 1). LFC (2) 2 can be obtain with LFC [1] . One merit of using the homeomorphic filter is that the derivations of scaling and wavelet coefficients can be synchronous. This implies that boundary data processing will only happen at the end of a period for both bands. Several important properties of 1-D NRDPWT can be found as follows.
Property 3.1: (FTG Effect)
For an l-tap wavelet filter and N > l, the filter tap FL (k) can be found as
Property 3.1 can be proved by induction (see the Appendix).
Property 3.2: (Non-Growth Effect of Boundary Data)
For an l-tap wavelet filter, let NB (k) denote the number of boundary data required for the 1-D NRDPWT in the kth stage. The value of NB (k) can be found as
where b = 2 −k (l−2)+1 and x denotes the greatest integer less than or equal to x. Property 3.3: (Relationship Between NB (k) and FL (k) ) For any k and N ≥ FL (k) , the parameter NB (k) will be bounded by
The proofs of Property 3.2 and 3.3 can be found in the Appendix. For any k and l, Eq. (14) can lead to 2 k NB (k) < FL (k) ≤ 2 k (NB (k) + 1). This result implies that the nonrecursive filter coefficients of the kth stage can be partitioned into NB (k) + 1 segments. Each segment will involve 2 k filter coefficients except for the last segment that will involve FL (k) − 2 k NB (k) filter coefficients. Based on the segmentation, we introduce two segment-data-accumulation functions lseg (k) i (m) and hseg (k) i (m) defined with
for i = 0, 1, · · · , NB (k) , where p = 2 k . Then Eq. (10) can be rewritten by
Equations (15) and (16) are called the SAA. For realizing the 1-D NRDPWT, traditional filtering design based on Eq. (11) needs FL (k) multipliers, while the SAA needs only NB (k) + 1 ≈ l − 1 multipliers for k 1. This clearly shows that the SAA can effectively overcome the FTG effect.
For VLSI architecture design, we use a p × q 2-D registers to save the non-recursive filter coefficients with p = 2 k and q = NB (k) + 1. The filter coefficients saved in the xth column and the yth row is denoted by c (k)
x,y with
where y = (n) p and n = 0, 1, 2, · · · , FL (k) − 1. Based on the data structure, we also introduce a new parameterized function a (k)
x,(t) p . Then the high band function hseg (k) i (m) defined in Eq. (15) can be rewritten by
where T m = uN + mp, 0 ≤ m ≤ q − 1 and u denotes the uth frame of the original 1-D signal. The zero given in Eq. (18) indicates that for generating each element of hseg (k) i (t), the initial value of the accumulation process should be zero. The wavelet coefficients can be obtained with
where d * j [m b ] are the boundary data. For each frame, the intermediate data itd (k) n and bd (k) n can be obtained with
, · · · , N k − 1, and n = 1, · · · , NB (k) . Equations (18)-(20) are called the dynamic SAA model that schedules the generation of all intermediate and transformed data. Note that the low band octaves can be also obtained by replacing HFC (k) n with LFC (k) n . An example demonstrating the design of dynamic SAA model is given in the following. Example 1: For a 6-tap wavelet filter, let N = 2048. The four parameters for designing the 6th-stage dynamic SAA model can be found as FL (6) = 316, NB (6) = 4, p = 64, and q = 5. The data structure of the non-recursive filter coefficients is shown in Table 3 . Parameter q = 5 indicates the requirement of five segment-data-accumulation functions hseg (6) i , i = 0, 1, 2, 3, 4. (6) 0 (T + 63) + hseg (6) 1 (T + 127) + hseg (6) 2 (T + 191) + hseg (6) 3 (T + 255) + hseg (6) 4 (T + 383), where T = uN + 64m, m = 0 ∼ 27, and hseg (6) 0 (T + 63) = 0 + a (6) 0 (T + 0) + a (6) 0 (T + 1) + a (6) 0 (T + 2) + · · · + a (6) 0 (T + 63), hseg (6) 1 (T + 127) = 0 + a (6) 1 (T + 64) + a (6) 1 (T + 65) + a (6) 1 (T + 66) + · · · + a (6) 1 (T + 127), hseg (6) 2 (T + 191) = 0 + a (6) 2 (T + 128) + a (6) 2 (T + 129) + a (6) 2 (T + 130) + · · · + a (6) 2 (T + 191), hseg (6) 3 (T + 255) = 0 + a (6) 3 (T + 192) + a (6) 3 (T + 193) + a (6) 3 (T + 194) + · · · + a (6) 3 (T + 255), Table 3 The data structure of the 6th-stage non-recursive Filter coefficients for a 6-tap wavelet filter.
hseg (6) 4 (T + 319) = 0 + a (6) 4 (T + 256) + a (6) 4 (T + 257) + a (6) 4 (T + 258) + · · · + a (6) 4 (T + 319). According to the data structure shown in Table 3 , the four values a (6) 4 (T + 316), a (6) 4 (T + 317), a (6) 4 (T + 318) and a (6) 4 (T + 319) are zero. This implies that the coefficient d 6 [27] can be obtained at t = T + 319. For convenience, let T 0 = uN. The four boundary data d 6 [m b ], m b = 28, 29, 30 and 31, can be derived from d 6 [m b ] = itd (6) m−27 + bd (6) m−27 , where itd (6) m−27 and bd (6) m−27 are obtained with (6) 2 (T 0 + 2047), itd (6) 3 = hseg (6) 0 (T 0 + 1983) + hseg (6) 1 (T 0 + 2047), itd (6) 4 = hseg (6) 0 (T 0 + 2047), bd (6) 1 = hseg (6) 4 (T 0 + 63), bd (6) 2 = hseg (6) 3 (T 0 + 63) + hseg (6) 4 (T 0 + 127), bd (6) 3 = hseg (6) 2 (T 0 + 63) + hseg (6) 3 (T 0 + 127) + hseg (6) 4 (T 0 + 191), bd (6) 4 = hseg (6) 1 (T 0 + 63) + hseg (6) 2 (T 0 + 127) + hseg (6) 3 (T 0 + 191) + hseg (6) 4 (T 0 + 255).
The Proposed SAA-Based VLSI Architecture
Based on a 2-D data structure, the SAA provides a folding architecture to perform the 1-D p-shift correlation process without the cost of latency delay. SAA treats the sum of a segment a (k) x (t) as an element for the generation of wavelet coefficients and intermediate data. The dynamic SAA model translates the SAA into a parallel-pipeline structure for accumulating elements a (k)
x (t) and hseg (k) i (t). For the VLSI architecture design of Example 1, we use five p-length cyclic-shifting register (CSR) devices to store the 2-D data structure where p = 64. The non-recursive filter coefficients saved in each CSR device are cyclically shifted. The data movement is driven by the system clock. As shown in Fig. 6 , the SAA-based VLSI architecture consists of four functional processes: 1) the generation of a (k)
x (t), 2) a (k) x (t) data accumulation for deriving hseg (k) i (t), 3) hseg (k) i (t) data accumulation for deriving d 6 [m] and intermediate data itd (k) n and bd (k) n , and 4) boundary data processing for deriving d 6 [m b ]. The first functional process involves 5 multipliers used to generate the five functions a (k)
x,(t) p with x = 0, 1, 2, 3, 4. The second functional process involves five processing units with each unit consisted of an adder and two registers labeled by R1 and R2, respectively. There are two transfer functions for each unit, which are
where r1(t) and r2(t) denote the data temporarily saved in R1 and R2, respectively, (t) 64 denotes the residual of t mod 64, and "←" means the operation "is replaced by". For (t) 64 = 0, r1(t − 1) = 0. This implies that R1 needs a clear signal with the period equal to 64 system clock cycles. R2 is used to save the data of hseg (k) i (t). The third functional process involves four processing units with each unit consisted of an adder and a register labeled by R3. In this process, bd (k) n and d 6 [m] for 0 ≤ m ≤ 27 are generated sequentially according the schedule described in Example 1. The four in- Table 4 Comparisons with other architectures. The six-stage decomposition for l = 10 is considered. Part of the data in this table are cited from [18] . termediate data itd (k) n , n = 1, 2, 3, 4, will be simultaneously generated and directly fed into four registers labeled by R4. The fourth functional process involves the registers R4, R5 and an adder. As shown in Fig. 6 , R4 is a registers with two input manners. One sets r4(t) to be itd (k) n , the other performs shifting process to obtain the four boundary data d 6 The SAA-based 1-D RRO-NRDPWT architecture for the 6-th stage decomposition of Daub6 has been simulated in order to validate its functionality. The function simulation using N = 2048 re-sampled data with 11-bit-wide data operation mode was performed under the Verilog logic simulator with Cadence design platform. The chip was designed by synopsys logic simulator with TSMC/Artisan 0.18-μm technology design platform. The latency was found to be N + 4 system clock cycles. The core area of the 6th stage decomposition module is 908.8 × 908.8 μm 2 with approximately 82593 gate counts on the chip. The highest working frequency can reach to 92.1837 MHz. A comparison of the proposed architecture with others is shown in Table 4 where most architecture design did not consider the boundary data processing required for perfect reconstruction.
Conclusions
Feature extraction realization is crucial for a portable PR application design. For wavelet-based PR application, it is desirable to obtain high octave 1-D DPWT coefficients. Traditionally recursive decomposition process suffers from long latency and WLG effect. In this paper, the 1-D RRO-NRDPWT were developed for overcoming the problems of long latency and WLG effect. An experimental study showed that the 1-D RRO-NRDPWT could be suitable for breast lesion classification. For the kth stage decomposition, the proposed 1-D RRO-NRDPWT needs N(l−1)−(l−2) N/2 k MC and N(l − 1)(l − 1/2 k ) AC, while the 1-D RDPWT needs 2l · k n=1 (N/2 n ) MC and 2(l − 1) · k n=1 (N/2 n ) AC where MC and AC denote multiplication count and addition count, respectively. This analysis also shows that the computational cost of high octave decomposition can be reduced dramatically. For the realization of 1-D RRO-NRDPWT, the SAA was also developed for overcoming the FTG effect. The SAA provides an efficient folding architecture to perform 2 k -shift correlation process.
The proofs of Property 2.1, 2.2, 3.1, 3.2 and 3.3 are presented in the Appendix. Proof of property 2.1:
Since both X and X * are integer vectors, this implies that for each element of ε,
By the triangle inequality, the equality r = αH −1 implies that the jth element of r can be bounded by · · · l−1 n 1 =0 s J 2 n n n+1 +· · ·+2 0 n 1 ·h[n 1 ] · · · h[n n+1 ] = l−2 n n+1 =0 · · · l−1 n 1 =0 s J 2 n n n+1 +· · ·+2 0 n 1 ·h[n 1 ] · · · h[n n+1 ] + l−1 n n =0 · · · l−1 n 1 =0 s J 2 n (l−1)+2 n−1 n n +· · ·+2 0 n 1 ·h[n 1 ] · · · h[n n ]h[l − 1] (A· 2)
In the right-hand part of Eq. (A· 2), the second term involves n−1 i=0 2 i (l − 1) + 1 original sampled data staring from s J [2 n (l − 1)]. The first term contains (l − 1) segments with each segment involving n−1 i=0 2 i (l − 1) + 1 original sampled data. Since there are 2 n lags between any two adjacent segments, we obtain FL (n+1) = 2 n (l − 1) + n−1 i=0 2 i (l − 1) + 1 = (l − 1)(2 n+1 − 1) + 1.
b.) For k > J − log 2 (l−1) , it implies that (l−1)(2 k −1)+1 > N. In this cases, the filter tap of non-recursive filter will be restricted to FL (k) This implies 2 −k FL (k) − 1 ≤ NB (k) . #
