Abstract Mesh connected computers have become attractive models of computing because of their varied special features. In this paper we consider two variations of the mesh model: 1) a mesh with fixed buses, and 2) a mesh with reconfigurable buses. Both these models have been the subject matter of extensive previous research. We solve numerous important problems related to packet routing and sorting on these models. In particular, we provide lower bounds and very nearly matching upper bounds for the following problems on both these models: 1) Routing on a linear array; and 2) k − k routing and k − k sorting on a 2D mesh for any k ≥ 12. We provide an improved algorithm for 1 − 1 routing and a matching sorting algorithm. In addition we present greedy algorithms for 1 − 1 routing, k − k routing, and k − k sorting that are better on average and supply matching lower bounds. We also show that sorting can be performed * This research was supported in part by an NSF Research Initiation Award CCR-92-09260. Preliminary versions of some of the results in this paper were presented in the First Annual European Symposium on Algorithms, 1993. 1 in logarithmic time on a mesh with fixed buses. Most of our algorithms have considerably better time bounds than known algorithms for the same problems.
Introduction

Packet Routing
A single step of inter-processor communication in a fixed connection network can be thought of as the following task (also called packet routing): Each node in the network has a packet of information that has to be sent to some other node. The task is to send all the packets to their correct destinations as quickly as possible such that at most one packet passes through any wire at any time.
A special case of the routing problem is called the partial permutation routing. In partial permutation routing, each node is the origin of at most one packet and each node is the destination of no more than one packet. A packet routing algorithm is judged by 1) its run time, i.e., the time taken by the last packet to reach its destination, and 2) its queue length, which is defined as the maximum number of packets any node will have to store during routing. Contentions for edges can be resolved using a priority scheme. Furthest destination first, furthest origin first, etc. are examples of priority schemes. We assume that a packet not only contains the message (from one processor to another) but also the origin and destination information of this packet. An algorithm for packet routing is specified by 1) the path to be taken by each packet, and 2) a priority scheme.
Definition of Problems
How large a packet is (when compared with the channel width of the communication links) will determine whether a single packet can be sent along a wire in one unit of time. If a packet In the latter, each packet is broken up into k pieces (also called flits), where k depends on the width of the channel, and these packets are routed. The problem of k − k routing is one where ≤ k packets originate from any node and ≤ k packets are destined for any node under the multipacket model. We can consider the k flits to be k distinct packets, which are routed independently. Each flit will contain information about its origin and destination.
The problem of k − k sorting on any fixed connection machine is the problem of sorting where exactly k packets are input at any node. We use the block-wise snake-like row-major indexing scheme. Under this indexing scheme, the mesh is partitioned into blocks; the blocks are ordered in snake-like row-major order. The ordering of keys within a block is immaterial.
Keys in any block will be ≤ all the keys in the next higher block. A similar indexing was used in [11] also. Figure 1 gives an example of a 6 × 6 mesh with 2 keys per node. Blocks are of size 2 × 2.
Significance of Problems
The speed of any parallel computer is primarily decided by a) the power of individual processing elements, and b) the efficiency of inter-processor communication. VLSI technology has grown to a point where the power of processors is being steadily and dramatically increased.
Thus it becomes essential to concentrate more on refining the speed of communication. A single step of communication can be thought of as a packet routing task.
The significance of sorting in computer applications can not be overemphasized. A large number of frequently needed application programs like compilers, operating systems, etc., exploit sorting extensively. Moreover, sorting is also of immense theoretical interest, as revealed by the volume of literature on sorting.
Definition of Models
The fixed connection machines assumed in this paper are: 1) the mesh connected computer with fixed buses (denoted as M f ), and 2) the mesh with reconfigurable buses (denoted as M r ). The basic topology of a two dimensional mesh is an n×n square grid with one processor per grid point. Except for processors at the boundary, every other processor is connected to its neighbors to the left, right, above, and below through bidirectional links. The instruction stream assumed is MIMD. This in particular means that each node can send and receive a packet (or a flit) from all its (four or less) neighbors in one unit of time.
In M f we assume that each row and each column has been augmented with a broadcast bus. Only one message can be broadcast along any bus at any time, and this message can be read by all the processors connected to this bus in the same time unit.
In the model M r , processors are connected to a reconfigurable broadcast bus. At any given time, the broadcast bus can be partitioned (i.e., reconfigured) dynamically into subbuses For instance, in an n×n mesh, the different columns (or different rows) can form subbuses.
Even within a column (or row) there could be many subbuses, and so on. It is up to the algorithm designer to decide what configuration of the bus should be used at each time unit.
The model assumed in this paper is essentially the same as PARBUS, except that we assume that the mesh edges are bidirectional. This in particular means that if a bus is of length one, then it is bidirectional otherwise it is unidirectional (i.e., only one message can be broadcast). Our algorithms are in no way specific to this model and in fact they can readily be adopted to other variants of M r , in which case the stated time bounds will also change accordingly. In fact, we indicate the run times of our algorithms on the PARBUS model of [5] .
Both M r and M f are becoming popular models of computing because of the absence of diameter considerations and because of the commercial implementations [2] . Even as theoretical models, both M r and M f are very interesting. For instance, n keys can be sorted in O(1) time on an n × n mesh M r , whereas we know that Ω( log n log log n ) time is needed even on the CRCW PRAM given only a polynomial number of processors.
Previous and New Results
Numerous papers have been written on routing and sorting on the conventional mesh (see e.g., [30, 28, 11, 14, 12, 25, 26, 24, 22, 7] ). An excellent reference for algorithms on the conventional mesh is Leighton [13] .
Meshes with fixed buses have been studied by various researchers in the past (see e.g., [10, 32, 15, 9] ). An equally impressive amount of work has been done on the mesh with reconfigurable buses as well (see e.g., [2, 16, 17, 31, 18] ).
Mesh with fixed buses
Leung and Shende [15] have shown that on a linear array with a bus, permutation routing needs 2n 3 steps in the worst case and presented a 2n 3 step algorithm as well. They also proved that on a two dimensional mesh M f , permutation routing needs at least 2n 3 steps in the worst case and can be performed within n + 4 n q + o(n) time, the queue length being 2q, for any
In this paper we prove a lower bound for routing on a linear array for any input (not necessarily the worst case input), and present an algorithm whose run time matches this lower bound (up to a o(n) lower order term). For the problem of permutation routing on a 2D mesh M f , we present a very simple randomized algorithm with a run time of n + n 2q
and a queue length of q + o(q) for any 1 ≤ q ≤ n.
Next we consider the problems of k − k routing and k − k sorting. We show that kn 3 is a lower bound for the worst case run time of any algorithm for these problems on a 2D mesh. We also give randomized algorithms for k − k routing and k − k sorting which run in kn 3
+ o(kn) steps with high probability, for any k ≥ 12. All these algorithms have a queue length of k + o(k) with high probability and extend to higher dimensional meshes as well.
We also present greedy algorithms for 1−1 routing, k −k routing, and k −k sorting which are better on the average. We prove a matching lower bound for the expected run time of any algorithm for random k − k routing and k − k sorting problems. These results highlight a crucial difference between a conventional mesh and a mesh with buses. For instance, in a conventional 2D mesh, the worst case run time for 1 − 1 routing is 2n − 2 and one can show that 2n − o(n) is a lower bound for the expected routing time of a random routing problem.
Remarkably, in the case of M f , the worst case lower bound and the average case lower bound differ widely. In addition we show that sorting of n keys can be performed on an n × n × n mesh or on an is a lower bound on the standard PARBUS model.
Reconfigurable Mesh
Note:
The proof technique we introduce in this paper for analyzing k − k routing on both M r and M f is very simple and can be used on the conventional mesh as well. So, as a side effect, a proof that k − k routing on the conventional mesh can be performed in kn 2
+ o(kn) time arises, which is much simpler than the previous ones. A survey of sorting and selection algorithms on various interconnection networks can be found in [20] .
Table I: Contributions of this paper.
Some Definitions
We say a randomized algorithm uses O(g(n)) amount of any resource (like time, space, etc.)
if there exists a constant c such that the amount of resource used is no more than cαg(n) with probability ≥ 1 − n −α on any input of length n and for any α. Similar definitions apply
to o(g(n)) and other such 'asymptotic' functions.
By high probability we mean a probability of ≥ 1 − n −α for any fixed α ≥ 1 (n being the input size of the problem at hand).
Let B(n, p) denote a binomial random variable with parameters n and p, and let 'w.h.p.'
stand for 'with high probability' .
Chernoff Bounds
One of the most frequently used facts in analyzing randomized algorithms is Chernoff bounds.
These bounds provide close approximations to the probabilities in the tail ends of a binomial distribution. Let X stand for the number of heads in n independent flips of a coin, the probability of a head in a single flip being p. X is also known to have a binomial distribution B(n, p). The following three facts (known as Chernoff bounds) will be used in the paper (and were discovered by Chernoff [3] and Angluin & Valiant [1] ):
for any 0 < < 1, and m > np.
Note: Most of our 2D routing algorithms have two or three phases where each phase is routing along a column or a row. We'll typically analyze the run time of an arbitrary row (or column) and show that this run time is f (n) + o(g(n)), for some functions f (n) and g(n).
Since there are only n rows (or columns), notice that routing along all the rows (or columns)
Locally Optimal Routing on a Linear Array M f
Leung and Shende [15] have shown that routing on an n-node linear array with a fixed bus needs at least Our algorithm for routing uses a subroutine for calculating prefix sums:
Computing Prefix Sums: Given a sequence of n numbers, say, k 1 , k 2 , . . . , k n the problem of prefix sums computation is to calculate
is in processor i of a linear array M f . The following Lemma is proven in [32] :
Lemma 2.2 Prefix sums of n numbers can be computed on an n-node linear array
time is needed for computing prefix sums.
Locally Optimal Routing:
Algorithm. The idea of this algorithm is to exploit Lemmas 2.1 and 2.2. We first compute
We route all the packets that have to travel a distance of d or more using the bus, and the other packets are routed using the edge connections under the furthest destination first priority scheme.
Analysis. We claim that d can be computed in O(
√ n log n) time. Observe that 1) For 
Routing on a 2D Mesh M f
In this Section we present a very simple randomized algorithm that has a run time slightly better than that of [15] 's. This is only a minor result in this paper. Leung and Shende's algorithm [15] is deterministic and runs in n + 4 n q + o(n) time, the queue size being 2q, for any 1 ≤ q ≤ n. This time bound will be n + o(n), for instance, if we pick q = log n. They also proved a lower bound of 2n 3
steps for routing.
The algorithm we have in mind is similar to an algorithm given in [24] . Adopting this algorithm we can show that permutation routing on M f can be performed in n + n 2q
+ O( √ n log n) time, the queue length being q + o(q) (for any 1 ≤ q ≤ n). Details can be found in [23] .
Permutation Routing on M r : In [24] , a randomized algorithm is given whose run time for routing any permutation is n + O(
where q is the queue size. They also present a deterministic algorithm with a run time of 1.25n 
steps holds for routing on a 2D mesh also. Here again finding an optimal routing algorithm is open. Note however that, on the standard PARBUS model of [5] (which does not assume bidirectional edges), n is a lower bound for routing and the algorithm of [24] indeed runs on the PARBUS model with the same time bound and hence is optimal (up to a lower order term).
k − k Routing on M f
In this Section we prove a lower bound of
for k − k routing on a two dimensional mesh with fixed buses and match this lower bound with an algorithm whose run time is packets in each half. The interchange can occur only via row edges through nodes in column n/2 or through the row buses. There are a total of n row buses and a total of n nodes in column n/2. Realize that the edge connections are bidirectional whereas only one packet can be broadcast along any bus at any time. Let the number of packets that cross column n/2 in either direction using edge connections be N 1 , and let the number of packets that cross this column using broadcast buses be N 2 . Clearly,
The time needed for crossing is ≥ max{ . This leads to the following
steps each.
Routing on a Linear Array
The algorithm for k − k routing on a 2D mesh consists of 3 phases where each phase corresponds to routing along a linear array. Here we state and prove a Lemma that will prove useful in analyzing all the three phases of the mesh algorithm.
Problem 1.
There are a total of kn + o(kn) packets in an n-node linear array (for some constant ≤ 1), such that the number of packets originating from or the number of packets destined for any successive i nodes is ≤ ki + o(kn) (for any 1 ≤ i ≤ n). Route the packets.
Lemma 4.2 Problem 1 can be solved in time
kn 3 + o(kn) under the model M f if k ≥ 3 .
Proof.
Algorithm. Let the nodes of the array be named 1, 2, . . . , n. Certain packets (call them special packets) will be routed using the bus, whereas the other packets will be routed using edge connections under the furthest destination first priority scheme. Whether or not a packet is special is decided by a coin flip. A packet can become special with probability .
Analysis.
Using Chernoff bounds, the number of special packets is kn 3
+ o(kn). We could perform a prefix sums computation in o(n) time and arrive at a schedule for these special packets. Thus the special packets can be routed within the stated time bound.
Observe that the number of non special packets originating from or destined for any successive i nodes is 2 3 ki + o(kn) (for any 1 ≤ i ≤ n). Let β = : Here the claim is that all the packets that have to cross i will do so within
steps, all the non special packets that have to cross i will be in the free sequence. Also, the left boundary (i.e., the leftmost node in which a packet (that has to cross i) can be found) moves ≥ t positions to the right every βkt + o(kn) steps (for any 1 ≤ t ≤ n). Therefore, after βk(
steps, the maximum distance any packet (that has to cross i) has to travel, in order to cross 
Routing on an n × n Mesh
Next we show that k − k routing can be completed using a randomized algorithm in time
+ o(kn). This algorithm has three phases. This three phase algorithm will be employed later on in many other contexts as well. Call this algorithm Algorithm B.
Algorithm B
To start with each packet is colored red or blue using an unbiased coin.
The algorithm used by red packets is described next. Blue packets execute a symmetric algorithm using, at any given time, the dimension unused by the red packets. Let q be any red packet whose origin is (i, j) and whose destination is (r, s).
Phase I: q chooses a random node in the column of its origin (each such node being equally likely). If (ı , j) was the node chosen, it traverses along column j up to this node. Here 1 ≤ ı ≤ n.
Phase II: q travels along row ı up to column s.
Phase III:
The packet q reaches its destination traversing along column s.
A blue packet in phase I chooses a random node in the row of its origin and goes there along the row. In phase II it traverses along the current column to the row of its destination and in phase III it travels along the current row to its destination. Because of the MIMD model assumed in this paper, and because all the three phases are disjoint there will not be any conflict between blue and red packets.
Our algorithm for k − k routing is Algorithm B with some slight modifications. We only describe the algorithm for red packets. Blue packets execute a symmetric algorithm.
Routing of packets in phase II is done using the algorithm of Section 4.1. The algorithm for routing in phases I and III is slightly different. We describe the algorithm for phase I and the same is used in phase III as well.
Algorithm for phase I:
Consider the task of routing along an arbitrary column. Let A and C be the regions of the first
nodes and the last
nodes of this n-node linear array, respectively. Let B be the region of the rest of the nodes in the array. Any packet that originates from A whose destination is in C and any packet that originates from C with a destination in A will be routed using the bus. Scheduling for the bus is done using a prefix sums operation. The rest of the packets are routed using the edge connections employing the furthest destination first priority scheme. + o(kn).
: The number of packets that have to cross node i from left to right is ≤ ki 2
+ o(kn), for any i in region A. 
+ o(kn). This number is no more than kn 12
+ o(kn) for any i in region B.
: Number of packets that have to cross i is ≤
+ o(kn) for any i in region C.
Thus phase I (and phase III) can be completed within kn 12
+ o(kn) steps.
Queue size analysis. The total queue length of any successive log n nodes is O(k log n) (because the expected queue length at any single node is k implying that the expected queue length in log n successive nodes is k log n; now apply Chernoff bounds + o(kn) steps on the conventional mesh.
The algorithm used in [8] is nothing but Algorithm B. We could make use of the same algorithm to route on M r also. In particular, we won't be making use of the reconfiguration facility at all-we don't need to. The lower bound of 6 k − k Sorting
Sorting on M f
We show here that sorting of kn 2 elements can be accomplished on an n × n mesh M f with fixed buses in time that is only o(kn) more than the time needed for k − k routing w.h.p.
Many optimal algorithms have been proposed in the literature for 1 − 1 sorting on the conventional mesh (see e.g. [13] ). A 2n+o(n) step randomized algorithm has been discovered for sorting by Kaklamanis and Krizanc [7] . But 2n − 2 is a lower bound for sorting on the conventional mesh. Recently Rajasekaran and McKendall [24] have presented a n + o(n) randomized algorithm for routing on a reconfigurable mesh, where it was shown that sorting can be reduced to routing easily if there exists a mechanism for broadcasting. Using this reduction, Krizanc, Rajasekaran, and Shende [9] have given an algorithm for M f that runs in time n + 4 n q + o(n), the queue size being 2q. In our algorithm also we adopt this reduction.
We only provide a summary of the algorithm, due to space constraints. More details can be found in [23] .
Summary.
Random sampling has played a vital role in the design of parallel algorithms for comparison problems (including sorting and selection). FLASHSORT of Reif and Valiant [29] is a good example. Given n keys, the idea is to: 1) randomly sample n (for some constant < 1) keys, 2) sort this sample (using any nonoptimal algorithm), 3)partition the input using the sorted sample as splitter keys, and 4) to sort each part separately in parallel.
Similar ideas have been used in many other works as well (see e.g., [29, 7, 22, 24, 9] ).
Implementing the above scheme on M r , we get the following 
Sorting on M r
Essentially the same algorithm can be used for sorting on M r as well. One of the operations to be performed in the sorting algorithm is prefix sums computation. We use the algorithm due to Miller, Prasanna, Reisis, and Stout [16] who show that:
Lemma 6.1 Prefix computation on an n × n mesh M r (with one item per node) can be
We can show that:
+ o(kn) time, the queue size being
time, the queue size being the same. A lower bound of kn is also in effect.
On the conventional mesh, there exists a randomized algorithm for k − k sorting that runs in
Algorithms with Better Average Performance
In this Section we present algorithms for routing and sorting that perform better on average than the worst case behavior of algorithms presented in previous Sections. The average case behavior assumed here is that each packet is destined for a random location (this notion being the same as the one assumed in [12] ). Leighton [12] has shown that the greedy algorithm for 1 − 1 routing on the conventional mesh indeed runs in time 2n − o(n), the queue size at any node being no more than 4 plus the number of packets destined for this node. (The greedy algorithm referred to here is: a packet originating from (i, j) with a destination at (r, s) is sent along row i up to column s, and then along column s up to row r. Also, the high probability involved in the definition of o() here is over the space of all possible inputs.)
In a conventional mesh, it is easy to see that if a single packet originates from each node and if this packet is destined for a random node, then there will be at least one packet that has to travel a distance of ≥ 2n − o(n) with high probability. Thus 2n − o(n) is a lower bound even on average (compared with the 2n − 2 lower bound for the worst case 1 − 1 permutation routing time).
However, on a mesh with fixed buses, there seems to be a clear separation of the average case and the worst case. For instance, on a linear array 1 − 1 routing needs 2n 3
steps in the worst case, whereas in this Section we show that on average it only takes
steps. We also prove similar results for routing on a 2D mesh, k − k routing, and k − k sorting.
The following Lemmas (see e.g., [13] ) will prove helpful in our analysis: Let z 1 , z 2 , . . . , z m be 0, 1 valued independent random variables such that Prob.
We are interested in the probability that S m is above or below its expectation. The following Lemma bounds the probability that S m is below its mean.
The next Lemma bounds the probability that S m is above its mean.
Lemma 7.2 For µ < T
≤ 2µ, Prob.[S m ≥ T ] ≤ e −(T −µ) 2 /(3µ) .
The Case of a Linear Array M f
Problem 2. Let L be a linear array with n nodes numbered 1, 2, . . . , n. There is a packet at each node to start with. The destination of each packet could be any of the n nodes all with equal probability. Route the packets.
Lemma 7.3 Problem 2 can be solved in time
(3− √ 5) 2 n + o(n) steps.
Proof.
Algorithm. Make use of the optimal algorithm given in Section 2.
Analysis.
The claim is that the algorithm will terminate within the specified time. From among the packets originating from region A, the expected number of packets that have to travel a distance of d or more is
.
From among the packets originating from region B, the expected number of packets that will travel a distance of d or more is (n−2d)(n−2d+1) n which simplifies to n − 4d + 4
Also, the expected number of packets that have to travel d or more distance from region C
Summing, the total expected number of packets that will travel a distance of d or more 
Thus, a single phase will terminate in time
The proof of the queue size is cumbersome. However, we could modify the greedy algorithm using the trick described in [28] . The idea is based on the fact that the expected queue size at the end of phase I at any node is 1. This in particular means that the total queue size in any successive n nodes (for some constant < 1) is n + O( √ n log n). Thus we could group the processors in each row into groups of n processors each, and locally distribute packets destined for each group. The extra queue size then will not exceed 2 w.h.p. ✷
Observations.
Notice that the expected run time of the greedy algorithm is less than the lower bound for the worst case input. This is also true for routing on a linear array. Thus in the model M f , there is a clear separation between the average case and worst case routing.
A Lower Bound
As far as routing on a linear array is concerned, 
There are a total of 2n buses in the mesh. Therefore, a lower bound for routing is d − o(n) where d is such that E d ≈ 2nd . Such a d can be seen to be ≈ 0.386n. But this lower bound is not tight since a packet may have to take two buses before it reaches its destination. But the above proof uses only the fact that some packets will have to take a bus at least once.
Random Routing on M r
On an n × n mesh M r , if at most one packet originates from any node and the destination of each packet is random, we could make use of the last two phases of Algorithm B. There will be only n 2 + o(n) packets that perform phase II (phase III) along any row (column). Therefore each phase can be completed in n 2 + o(n) time; we just perform a prefix computation followed by a broadcast of packets one at a time. Therefore we obtain 
k − k Routing and k − k Sorting on M f
In this Section we show that the greedy algorithm for k − k routing indeed has a run time . Using Lemma 7.1, the number of packets that have to cross from the left half to the right half is at least
− o(kn 2 ). These packets can cross only using the row buses or via the nodes in column n 2 using edge connections. Let the number of packets that cross column n 2 in either direction using edge connections be N 1 and let the number of packets that cross this column using broadcast buses be N 2 . Notice also that
− o(kn 2 ). The time needed for crossing is at least max
. The minimum of this quantity is The lower bound can easily be seen from a count of how many packets will have to cross from the left half of the mesh to the right half and vice-versa. Expected number of packets that will cross from one side to the other is − o(kn). These packets can only cross using the nodes in column n 2 and hence the lower bound follows.
Algorithm.
We make use of the last two phases of Algorithm B. Packets are routed using the furthest destination first priority scheme. We don't even have to use the reconfiguration facility. 
Analysis
applies.
Observation Realize that in the above algorithm we haven't made use of the reconfiguration facility at all. Therefore, the above Theorem holds for the conventional mesh as well.
The following Theorem is now easy: 
A Logarithmic Time Sorting Algorithm for M f
In this Section we show that sorting of n keys can be performed on an n × n × n mesh or on an n 2 × n 2 mesh with fixed buses in O(log n) time. The algorithm for sorting is based on a subroutine for adding n numbers in O(log n) time. The idea is to compute the rank of each key and route the key whose rank is i to node i (for i = 1, 2, . . . , n). We provide details below:
(Some notation: Let ( * , * , * ) stand for the whole mesh, (i, * , * ) stand for the 2D submesh in which the first coordinate is i. Similar notations apply to all the other 2D submeshes. Let ( * , j, k) stand for the one dimensional submesh (also called a 'row' or a 'column') in which the second and third coordinates are j and k respectively. Similar notations apply to all other 1D submeshes.) 
Conclusions
In this paper we have addressed numerous important problems related to packet routing and sorting on a mesh with fixed buses and on a mesh with reconfigurable buses. 
