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Abstract. The use of low-precision fixed-point arithmetic along with
stochastic rounding has been proposed as a promising alternative to the
commonly used 32-bit floating point arithmetic to enhance training neu-
ral networks training in terms of performance and energy efficiency. In the
first part of this paper, the behaviour of the 12-bit fixed-point arithmetic
when training a convolutional neural network with the CIFAR-10 dataset
is analysed, showing that such arithmetic is not the most appropriate for
the training phase. After that, the paper presents and evaluates, under
the same conditions, alternative low-precision arithmetics, starting with
the 12-bit floating-point arithmetic. These two representations are then
leveraged using local scaling in order to increase accuracy and get closer
to the baseline 32-bit floating-point arithmetic. Finally, the paper intro-
duces a simplified model in which both the outputs and the gradients of
the neural networks are constrained to power–of–two values, just using 7
bits for their representation. The evaluation demonstrates a minimal loss
in accuracy for the proposed Power–of–Two neural network, avoiding the
use of multiplications and divisions and thereby, significantly reducing
the training time as well as the energy consumption and memory require-
ments during the training and inference phases.
Keywords: Neural Networks, Approximate Computing, Low-Precision
Arithmetics, Numerical Representations.
1 Introduction
Over the last few years, neural networks have been applied to a large variety of
problems, including image description, self-driving cars, speech recognition, gen-
eration of content or even in art. In many of these fields, neural networks show
accuracies that meet and sometimes exceed human-level performance [1,2]. Their
success relay on the huge increase in computational resources that we have seen
during the last years, allowing to increase the complexity of the neural network
models as well as to use much larger data sets for training. While this increase in
the complexity of neural models is a key-success [3,4], it elevates the computa-
tional and energy/power requirements during the training phase, limiting their
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utilisation low-power environments. To address this, different kinds of solutions
have already been proposed, such as the use of approximate computing or/and
the use of high-throughput architectures (e.g. GPU to accelerate the processing
of complex neural models or reconfigurable devices like FPGAs [5] to mitigate
power budget restrictions).
This paper focuses on the use of reduced-precision techniques, which is pre-
ceded by a large body of previous work. Indeed, there is a considerable num-
ber of recent studies adopting alternative low-precision arithmetics and data
formats for the training and the inference of neural networks [6,7,8,9,10]. All
solutions show a substantial improvement in hardware footprint, power con-
sumption, speed and memory requirements by suggesting the replacement of the
commonly used 32-bit floating-point arithmetic by a low-precision fixed-point
approach. Results show that the combination of limited-precision fixed-point
arithmetics with techniques like stochastic rounding makes possible for network
models to operate with little or no accuracy degradations.
Despite these satisfactory results, this paper first shows that, in the scenario
of training a Convolutional Neural Network with the CIFAR-10 image dataset,
the fixed-point arithmetic is not the most appropriate one. In this paper, we
analyse the obstacles faced when training a neural network with the limited-
precision fixed-point arithmetic and we propose and evaluate several alternative
low-precision arithmetics and numerical representations. More specifically, this
paper makes the following contributions:
– Proposal of a new 12-bit arithmetic combining floating-point with stochas-
tic rounding (Section 4), with negligible degradation with respect to a 32-
bit floating-point baseline when training neural networks considering the
CIFAR-10 input set.
– Proposal of the context float approach, adding a scaling factor to the 12-bit
floating-point arithmetic (Section 5). The proposed representation behaves
as a regularization approach that increases the range of representable values
and thus enhances the accuracy of the 32-bit baseline by 2.42%.
– Proposal of the Power-of-Two neural network (Section 6), a simplified model
with outputs and gradients constrained to power-of-two values just using 7
bits. Due to its characteristics, the Power-of-Two neural network is able
to replace costly operations such as multiplication and divisions by other
hardware friendly operations such as shifts during the training face and con-
sequently, drastically reduce the training time and the resource consumption
of the models with minimal degradation.
2 Experimental setup
2.1 Simulation framework
All the experimental evaluation in this paper is done using the deep-learning
framework Caffe3. To evaluate the performance of the low-precision arithmetics
3 Available at http://caffe.berkeleyvision.org/
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and representations, we constrain the values of the network model down to 12
bits. Specifically, the network parameters and intermediate values reduced to 12
bits are weights, biases, outputs, weight updates, biases updates, and gradients.
However, the 12-bit representation is simulated using Caffe’s double precision
floating-point implementation, ensuring that the network parameters stored in
higher-precision registers are always constrained to 12-bits.
The result of arithmetic operations between two already formatted 12-bit
values could lead to a non-representable value. Therefore, in order to convert the
result to a 12-bit value, we saturate the value if exceeds the largest magnitude
of the representation, and we make use of the stochastic rounding algorithm,
which has shown great performance in previous studies [6,8] along with 64-bit
precision registers, in which we store the numerical value to be rounded:
StochasticRound(x) =
{
bxc+  w.p. x−bxc
bxc w.p. 1− x−bxc
(1)
where x is the number to be rounded, bxc is the closest 12-bit value smaller
than x and  is the smallest representation in terms of magnitude by the 12-bit
format. When utilizing stochastic rounding, the value x has more probability
to be rounded to the closest 12-bit value although there also exists a smaller
probability to be rounded to the second closest 12-bit value thus, preserving the
information at least statistically.
One of the most executed operations in neural network training is the dot
product: A·B =∑ni=0 ai ·bi where A and B are vectors such that each component
is represented in a 12-bit format. In this study, when performing the dot product,
the result of each multiplication ai·bi is accumulated in a higher precision variable
of 64 bits of length. Only at the end of the dot product operation, the stochastic
rounding or saturation methods are applied to the result.
2.2 CNN model
To test the performance of the different data representations, we consider a
widely used image classification benchmark: the CIFAR-10 dataset4. We con-
struct a Convolutional Neural Network (CNN) similar to the topology proposed
in [8]. The CNN is made of 3 Convolutional layers followed by their correspond-
ing Max Pooling layers and a Fully connected layer of 1000 units with dropout
probability of 0,4 which is then connected to a 10-way softmax Output layer
for classification. The first two convolutional layers consist of 32 Kernels with
5x5 dimensions and the third convolutional layer consists of 64 Kernels with 5x5
dimensions. All convolutional layers have stride=1 and padding=2. The pool-
ing layers have dimensions 3x3 with stride=2. The activation function in the
convolutional layers and the fully connected layer is ReLU and we define Cross-
Entropy as a cost function of the model. We employ Stochastic Gradient Descend
4 Available at https://www.cs.toronto.edu/∼kriz/cifar.html
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as a minimiser for the model with a fixed learning rate of 0.001, a momentum
of 0.9 to speed up the convergence, a weight decay of 0.004 in all layers and a
batch size of 100 images during the 40 epochs of training.
3 12-bit Fixed-Point
The fixed-point arithmetic stands out for being fast, efficient and hardware
friendly. By virtue of its characteristics, the fixed-point arithmetic is widely used
for inference and training in neural networks. [8] demonstrate that deep net-
works can be trained with just 16-bit wide fixed-point numbers when stochastic
rounding is used. In this section we use the same generalised fixed-point repre-
sentation fixed[I, F ], where I yields for the number of bits for the integer part
of the number and F the number of bits for the fractional part of the num-
ber in two’s complement. Defining  as the smallest magnitude representable,
2−F in the case of the fixed-point, the range of representation keeps closed be-
tween [−2I−1, 2I−1−]. After studying the magnitude of the network parameters,
when training the CNN with 12-bit fixed-point arithmetic, we assign the format
fixed[0, 12] to all the values of the network, albeit the outputs of the neurons
take the form fixed[6, 6].
3.1 Accuracy results for 12-bit fixed-point
As seen in the Table 1, 12-bit fixed-point arithmetic is not enough to train the
network, stalling the accuracy that is obtained at 32%. The incapacity of the
12-bit fixed-point for training resides on the fact that 12 bits of fraction are
not sufficient for some parameters of the network, even when using stochastic
rounding. The gradients of the network obtained from the back-propagation
stage have small magnitudes and seem to diminish its magnitude slowly epoch
after epoch when the network trains. As a result, when constraining weight
updates and gradients to fixed[0, 12] format, a substantial amount are rounded
to 0 and thus halting the network learning.
Instead of placing the point of the fixed-point representation to 0, the repre-
sentation can also be scaled using a global scaling factor if the overall values of
the network are significantly small. Enhanced results are obtained if the previ-
ous 12-bit fixed-point representation is globally scaled by 2−4 during the training
phase, achieving a mean accuracy of 63% (see Table 1). Despite improving the
results, the model is still far from the baseline performance.
4 12-bit Floating-Point
As observed in the previous section, the 12-bit fixed-point really suffers the bit-
width limitations. Moreover, differences in magnitudes between parameters or
layers of the model requires a previous study of the scenario and an adjustment
of the fixed-point format. Adjusting the format in a trial and error methodology
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Representation Accuracy Accuracy no rounding Epoch ≥ 70%
32 bits:
Floating-point - 75,60% ± 0,4 4,8 epochs
12 bits:
Fixed-point 32,10% ± 1,6 10% -
Scaled Fixed-Point 63,03% ± 0,3 10% -
Table 1: Results of the model trained with the 12-bit fixed-point formats. The
table shows the mean Accuracy employing the stochastic rounding algorithm,
the Accuracy no rounding refers to the model mean accuracy when not ap-
plying any rounding algorithm and last Epochs ≥ 70% are the epochs taken
to reach at least 70% accuracy.
is costly and it is something that can hindrance the utilisation of the fixed-point
in low-precision scenarios.
For all of the previous reasons, we propose and evaluate the use 12-bit
floating-point instead of 12-bit fixed-point. The generalised representation float[E,M ]
is used to denote a floating-point format of E bits of exponent, M bits of man-
tissa and 1 implicit bit for the sign. We consider the format float[5, 6] for training
the CNN.
4.1 Accuracy results for 12-bit floating-point
As shown in Table 2, compared to the 32-bit floating-point baseline, the 12-bit
floating-point representation with stochastic rounding suffers almost no degra-
dation. It is clearly noticed the advantage of the exponent in the floating-point
representations since it allows a wider representation and more precision than
the fixed-point counterpart (see Figures 1 and 2). Besides, unlike fixed-point, it
is not required to adjust the format of the 12-bit floating-point to the network. It
is also important to remark from these results the importance of using stochastic
rounding; otherwise the 12-bit floating-point representation would not be able
to train the network.
Representation Accuracy Accuracy no rounding Epochs to ≥ 70%
32 bits:
Floating-point - 75,60% ± 0,4 4,8 epochs
12 bits:
Fixed-point 32,10% ± 1,6 10% -
Scaled Fixed-Point 63,03% ± 0,3 10% -
Floating-point 74,20% ±0,4 10% 5,7
Table 2: Results of the model trained with the float[5, 6] format.
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(a) 12-bit fixed-point (b) 12-bit floating-point
Fig. 1: Gradient values in the fully connected layer with respect to the cost function.
(a) 12-bit fixed-point (b) 12-bit floating-point
Fig. 2: Comparing the 12-bit fixed-point and floating-point formats with a set of output
values obtained from the 2nd convolutional layer of the network.
Within the network, it is common to observe learning parameters differing
in several orders of magnitude with respect to their corresponding gradients or
updates. As a consequence, the 12-bit fixed-point representation is unable to
train the CNN. Furthermore, the 12-bit floating-point approach, despite having
the 5-bit exponent and thus a larger range of magnitude representation, it is
unable to reach the low magnitudes that gradients and weight updates may
have (see Figure 3), slowing down the training.
5 Context Representation
The aim of the context representation is to have the capacity of representing the
network parameters independently of its magnitude with a few bits. We consider
two variants of the context representation: i) context fixed-point and ii) context
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floating-point. Both alternatives are fixed-point/floating-point representations
scaled by a local scaling factor shared among a group of parameters of the
network, that we call context. In this work, contexts are defined by grouping
parameters of the same type and the same layer: weight and biases, parameter
updates, outputs and gradients. The scale factor is determined by computing
the average of all values belonging to a certain context.
exponent =
1
N
∗
N∑
i=0
log2(|Xi|)
ScaleFactor = 2exponent
(2)
We define the context fixed-point format as context-fixed[I, F ] where I cor-
responds to the number of bits to represent magnitudes greater than the scaling
factor and F to the bits to represent smaller magnitudes. For the evaluation of
the context fixed-point we use 12 bits context-fixed[6, 6]. On the other hand,
we use the notation context-float[E,M ] to refer to a context floating-point that
uses one bit for the sign, a scaled exponent (with E bits) and a mantissa (with
M bits). For the evaluation of the context floating-point we use 12 bits context-
float[4, 7] format (observe the bit subtracted from the exponent and placed in
the mantissa for precision improvement). When assigning 4 bits to the exponent,
exponent values higher than 00002, in two’s complement, express magnitudes
higher than the scaling factor and lower exponents express magnitudes lower
than the scaling factor.
Previous work has also proposed a similar approach as an extension of the
typical fixed-point arithmetic for training neural networks. For example, [11]
proposes to update the scaling factor depending on the number of overflows
observed for a certain period during training. Recently [12] predicts the optimal
scaling factor by means of a dynamic algorithm. In this section, we analyse the
context fixed-point representation using fewer bits than these previous works
and extend it to our context floating-point proposal.
5.1 Accuracy results for context fixed- and floating-point
As shown in Table 3, the proposed context-fixed[6, 6] format completely in-
troduces no degradation in accuracy; surprisingly, the context-float[4, 7] with
stochastic rounding, with just 12 bits of representation, surpasses the 32-bit
floating-point model with stochastic rounding. In addition, context-float[4, 7]
achieves decent results even without using stochastic rounding.
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Fig. 3: The x-axis correspond to the log2 of the absolute values of the network, and
the y-axis, is the frequency of appearance of the values. In blue the gradient values of
the fully connected layer for a certain iteration i. In red the output values of the last
convolutional layer at the same iteration i. The range of representation of the float[5, 6]
and a possible range of the context representation are displayed with orange and green
lines.
Representation Accuracy Accuracy no rounding Epochs to ≥ 70%
32 bits:
Floating-point − 75,60% ± 0,4 4,8
12 bits:
Fixed-point 32,10% ± 1,6 10% −
Scaled fixed-point 63,03% ± 0,3 10% −
Floating-point 74,20% ± 0,4 10% 5,7
Context-fixed 76,32% ± 0,5 10% 5
Context-float 78,02% ± 0,3 71,88% ± 0,4 5
Table 3: Training results for the Context-fixed[6,6] and the Context-float[4,7]
representations.
We attribute the high accuracy of the context-float[4, 7] representation to
the following two reasons. The first reason is trivial, the range of representation
and precision increase; this factor allowed the network to train with no rounding
algorithm. The second and not so obvious reason is that the trimming of bits
in an intelligent manner may be a valid regularization technique. In the specific
case of the weights, they have a tendency to follow a Gaussian distribution
which gets wider as the network learns, distinguishing relevant features and
thus increasing its assigned weight or decreasing the weight otherwise (Figure 4).
Allocating fewer bits in the scaled exponent limits the width of the distribution
and constraints the network from learning too much (Figure 5).
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Fig. 4: In red the distribution of weights of the fully connected layer when training
the network with a 32-bit floating point representation. In blue the distribution of
weights of the same layer in the same iteration, when training the network with the
context-float[4, 7] representation.
Fig. 5: Training evolution of the CNN.
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6 Power-of-Two Neural Network
The power-of-two neural network combines the advantages of the efficient fixed-
point arithmetic and the floating-point representation. When training the net-
work with 12 bits and fixed-point representation many of its key parameters
are not representable and thus rounded to 0, which stalls the network training.
In order to represent these small magnitudes, we use a variant of the already
evaluated float[5, 6]: the float[6, 0] format. With this format, only the exponent
and sign bits are used to represent the network gradients and the output values.
This scheme uses fixed-point fixed[0, 12] representation for the rest of values
(weights, biases, weight updates and bias updates).
The purpose of constraining gradients and outputs to power-of-two values is
not only to reduce the memory requirements of the model. Since the network
trains with fixed-point arithmetic and outputs and gradients hold a power-of-
two value, the costly floating-point operations of multiplication and division that
are needed when using 32-bit arithmetic can now be replaced by simple shifts
between: a) weights in fixed[0, 12] and inputs (outputs of a previous layer)
in float[6, 0] when performing the forward propagation, and b) weights and
gradients in float[6, 0] in the backward propagation.
a) Forward propagation
In the forward propagation, the output for each neuron Out is computed by ap-
plying an activation function f over the potential of the neuron P . The potential
of the neurons is determined by a costly dot product between the outputs of the
neurons of the previous layer X in float[6, 0] format, and the weights associated
W in fixed[0, 12] format:
Out = f(P ) (3)
P =
n∑
j=1
XjWj ≈
n∑
j=1
2yWj =
n∑
j=1
Wj << y (4)
With ReLU as activation function f , max pooling in the convolutional layers
and the outputs constrained in the form 2y, multiplications and divisions in the
forward propagation of the CNN are replaced by simple shifts. While the dot
product is being computed, the intermediate values of P and Out are stored in
higher precision variables. Moreover, Out has to be formatted to float[6, 0] in
order to avoid multiplications and divisions in the following layers of the network
(Figure 6).
b) Backward propagation
The network learns by updating each of the learning parameters so that they
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Fig. 6: Simulation of the forward-propagation algorithm in the Power-of-Two model
with 1 neuron and 3 connections. Each parameter displays its corresponding format in
the model.
cause the actual output to be closer the target output, thereby minimizing the
error for each output neuron and the network as a whole. The updates of all
learning parameters w are done by modifying it with its gradient towards the
local minimum of the cost function. The gradient of a learning parameter can
be computed by performing a partial derivative as follows:
∂Cost
∂w
=
∂Cost
∂f(x)
× ∂f(x)
∂P
× ∂P
∂w
(5)
Where f(x) is the activation function and P the potential of the neuron.
∂f(x)
∂P = 1 with ReLU activation functions. The gradient of the potential of the
neuron with respect to the cost function is constrained to float[6, 0], a power of
two value:
∂Cost
∂P
=
∂Cost
∂f(x)
× ∂f(x)
∂P
≈ 2x (6)
Therefore, the gradient of a learning parameter required to compute the pa-
rameter update (Equation 7) and the propagation of gradients to other connected
hidden neurons, also known as error propagation (Equation 8) become now:
∂Cost
∂w
=
∂Cost
∂f(x)
× ∂f(x)
∂P
× ∂P
∂w
≈ 2x × ∂P
∂w
(7)
∂Cost
∂f(x)l−1i
=
n∑
j=1
∂Cost
∂P lj
wlji ≈
n∑
j=1
2ywlji (8)
Where l is a layer in the network, i, j neurons and wji the weight of the
connection between neurons i, j.
Although not realized in this study, in order to replace multiplications and
divisions by shifts in weight update computations, the learning rate (α), mo-
mentum (µ) and other hyperparameters could also be expressed as a power of
two:
New w = w + µ∆w−1 − α∆w ≈ w + 2y∆w−1 − 2z∆w (9)
where w is a learning parameter and ∆w is the gradient of the learning parameter
with respect to the cost function.
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The Power-of-Two neural network is based on previous works [13,14] where
the reduction in resource consumption is pushed to the limit when training net-
works. Results obtained from those studies are yet impressive although those
super-simplified models are not able to train on their own and need a side
high-precision model to be quantized and thus, the memory requirements are
not lowered. The Power-of-Two proposal in this paper does reduce the memory
requirements during both inference and training, has a lower quantization over-
head, trains with no auxiliary regularization techniques and is able to evade all
the multiplications and divisions during training and inference.
6.1 Accuracy results for Power-of-Two
As shown in Table 4, the simplified power-of-two neural network brings only a
2% average accuracy degradation from the baseline model, the 32-bit floating-
point while achieving drastic reductions in training time, memory requirements
and energy consumption, as it is shown in section 7. If the 2% degradation of
the power-of-two network is considered excessive, it would be possible to use it
to accelerate the training up to a certain accuracy and later switch to a more
accurate floating-point arithmetic, for instance.
Representation Accuracy Accuracy no rounding Epochs to ≥ 70%
32 bits:
Floating-point − 75,60% ± 0,4 4,8
12 bits:
Fixed-point 32,10% ± 1,6 10% −
Scaled fixed-point 63,03% ± 0,3 10% −
Floating-point 74,20% ± 0,4 10% 5,7
Context-fixed 76,32% ± 0,5 10% 5
Context-float 78,02% ± 0,3 71,88% ± 0,4 5
7 or 12 bits5
Power-Of-Two 73,42% ± 0,3 10% 18,6
Table 4: Training results for the power-of-two model.
7 Time Results and Memory Requirements
In this section, we estimate the memory requirements and training time of the
different analysed arithmetics in this paper. The estimation corresponds to the
CNN model until epoch 40 of the training phase. The time estimation only
considers the time required to perform arithmetic computations and other inter-
mediate operations needed to preserve the format of the data. Neither rounding
5 7 bits for outputs and gradients, 12 bits for the rest of the network parameters.
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algorithms overhead nor memory accesses and penalizations are considered as if
an ideal neural network training was referred. In practice, we compute the total
number of arithmetic operations needed to train the model until epoch 40 and
the estimated cost of each arithmetic operation. The objective of the estimation
is to perceive the magnitude of an improvement and not an exact measurement.
The estimated cost of each arithmetic operation is obtained from an architecture
based on an Intel E5649 (6-Core) processor running at 2.53 GHz.
Most of the current processors make use of vector (SIMD, single-instruction
multiple-data) extensions. With these vector extensions, the central processing
unit can operate on a sequence of elements in a single instruction, making use
of data parallelism. In the estimation of the training time we consider the use of
vector operations so, ideally, the time that the processor takes to perform a 32-bit
operation is the same that a processor takes to perform 2,66 12-bit operations.
With that strategy in mind, it is guaranteed that the elements in the operand
vectors are adjacent in memory to benefit from the vector operations and exploit
the memory hierarchy.
As shown in Figures 7 and 8, the power-of-two network reduces drastically
the training time, and it is estimated to achieve an 8x speedup with respect to
the 32-bit floating-point baseline. Furthermore, the real speedup may increase
as the power-of-two network should reduce memory penalization, not taken into
account in this study. The network trained with a context-float[4, 7] represen-
tation is much slower due to the fact that the floating-point had to be scaled
previously to any operation between two parameters of different contexts. Fi-
nally the network with context-fixed[6, 6] is estimated to be as complex as the
CNN with floating-point arithmetic.
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8 Related Work
Low precision computations for neural networks is not a recent idea since Iwata
et al. [15] earlier suggested a backpropagation algorithm for neural networks
with just 24 bits wide floating-points. Besides, D. Hammerstrom [16], in order
to understand the behavior of a neural network with limited bit width computa-
tions, trained a neural network model with an 8 or 16-bit fixed-point arithmetic.
All of the previous studies have been carried out successfully in fairly simple
models though, in the deep-learning field, reducing the precision may be more
tedious and desired. Studies [17] and [18] show that it is possible to train and
perform inference in deep neural networks with low-precision fixed-point repre-
sentations. Moreover, S.Gupta et al. [8] assert that deep-neural networks can be
trained with as few as 16 bits of representation and fixed-point arithmetic with
stochastic rounding, and incur little or no degradation in the model. This paper
is inspired by the study [8] and tries to demonstrate that fixed-point arithmetic
with a limited range of representation even with stochastic rounding, it is not
the best choice since it is known that the magnitudes of the parameters may vary
significantly not only between networks but also between layers or parameters
[19]. Studies by M. Courbariaux et al. [12] and U. Ko¨ster et al.[11] aware of that
barrier, propose a fixed-point representation where the fixed-point does not con-
tain a global scaling factor but multiple local scaling factors referencing sets of
values of the network and so, being able to extrapolate the fixed-point arithmetic
to other models. Section 5 in this paper references and analyzes the performance
of the locally scaled fixed-point presented by studies [12,11] and complements
the concept with novel proposals. Finally, there has been a recent interest in
pushing resource reduction to the limit and several studies have been proposed
in which deep neural network’s training time and resource consumption is re-
duced drastically. One of the studies ([14]) quantizes weights in real-time from
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full-precision to +1 or -1 values, replacing most of the training operations for
bit-wise operations. The concept of the power-of-two neural network detailed in
the Section 6 is also influenced by these ideas and we propose a simplified model
that considerably reduces resource requirements. Unlike [14], with the power-of-
two network we are able to reduce memory requirements while training, reduce
the overhead of quantization and normalization and lower the training time with
little degradation in performance.
9 Conclusions
In this paper, we show that the commonly used and efficient fixed-point arith-
metic, even with stochastic rounding, faces serious obstacles when training neural
networks with limited numerical representation. Based on this initial analysis, a
manifold of arithmetics have been analyzed along with stochastic rounding as an
alternative. First off a 12-bit float representation has been explored with accept-
able results, showing its ability to train the network with little accuracy degra-
dation with respect to the 32-bit floating-point network baseline. Thereafter,
we have experimented with locally scaled fixed-point and floating-point config-
urations with positive results. The 12-bit scaled fixed-point completely avoids
degradation when reducing the bit width and on the other hand, the scaled
floating-point enhances the accuracy results of the baseline with just 12 bits of
representation; in contrast to the other low-precision models seen previously, the
scaled floating-point is able to learn with no rounding algorithm. Last but not
least, a simplified fixed-point model is presented, which avoids multiplications
and divisions by constraining key parameters with powers of two, reducing dras-
tically training time, energy consumed and memory with negligible degradation
in accuracy results.
We believe that in the future, the success of the utilisation of neural networks
in real-life problems will be dependent on models, arithmetics and representa-
tions conscious on the underlying hardware architecture. Moreover, the hardware
should be designed taking advantage of the capabilities of the network to tolerate
noise; for example having the possibility to perform low-precision computations
and combine low-precision and higher precision arithmetics at run-time in order
to minimise the resources when needed without impacting accuracy.
Acknowledgments
This work is partially supported by the Spanish Government through Programa
Severo Ochoa (SEV-2015-0493), by the Spanish Ministry of Science and Tech-
nology through TIN2015-65316-P project and by the Generalitat de Catalunya
(contracts 2017-SGR-1414 and 2017-SGR-1328).
References
1. K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image Recog-
nition,” 2015, available at https://arxiv.org/abs/1512.03385.
16 M.Ortiz et al.
2. W. Xiong, J. Droppo, X. Huang, F. Seide, M. Seltzer, A. Stolcke, D. Yu, and
G. Zweig, “Achieving Human Parity in Conversational Speech Recognition,” 2017,
available at https://arxiv.org/abs/1610.05256.
3. K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image Recog-
nition,” 2015, available at https://arxiv.org/abs/1512.03385.
4. C. Szegedy, Y. J. Wei Liu, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Van-
houcke, and A. Rabinovich, “Deep Residual Learning for Image Recognition,” 2014,
available at https://arxiv.org/abs/1409.4842.
5. K. Guo, S. Zeng, J. Yu, Y. Wang, and H. Yang, “A Survey of FPGA Based Neural
Network Accelerator,” 2017, available at https://arxiv.org/abs/1712.08934.pdf.
6. D. D. Lin, S. S. Talathi, and V. S. Annapureddy, “Fixed Point Quantization of Deep
Convolutional Networks,” 2017, available at https://arxiv.org/abs/1712.08934.pdf.
7. X. Chen, X. Hu, N. Xu, H. Zhou, H. Zhou, and N. Xu, “FxpNet: Train-
ing deep convolutional neural network in fixed-point representation,” 2017, avail-
able at https://www.microsoft.com/en-us/research/wp-content/uploads/2017/
04/FxpNet-submitted.pdf.
8. S. Gupta, A. Agrawal, and P. N. Kailash Gopalakrishnan, “Deep Learning
with Limited Numerical Precision,” 2015, available at https://arxiv.org/abs/1502.
02551.pdf.
9. M. Courbariaux, Y. Bengio, and J.-P. David, “Low precision arithmetic for deep
learning,” 2014, available at https://arxiv.org/pdf/1412.7024v1.pdf.
10. S. Wu, G. Li, F. Chen, and L. Shi, “Training and Inference with Integers in Deep
Neural Networks,” 2018, available at https://arxiv.org/pdf/1802.04680.
11. M. Courbariaux, J.-P. David, and Y. Bengio, “Training Deep Neural Networks
with Low Precision Multiplications,” 2015, available at https://arxiv.org/abs/1511.
05236.
12. U. Ko¨ster, T. J. Webb, X. Wang, M. Nassar, A. K. Bansal, W. H. Constable,
O. H. Elibol, S. Gray, S. Hall, L. Hornof, A. Khosrowshahi, C. Kloss, R. J. Pai,
and N. Rao, “Flexpoint: An Adaptive Numerical Format for Efficient Training of
Deep Neural Networks,” 2017, available at https://arxiv.org/pdf/1711.02213.pdf.
13. F. Li, B. Zhang, and B. Liu, “Ternary Weight Networks,” 2016, available at https:
//arxiv.org/abs/1605.04711v2.
14. M. Courbariaux, I. Hubara, D. Soudry, R. El-Yaniv, and Y. Bengio, “Binarized
Neural Networks: Training Deep Neural Networks with Weights and Activations
Constrained to +1 or -1,” 2016, available at https://arxiv.org/abs/1602.02830v3.
15. Iwata, Yoshida, and Matsuda, “An artificial neural network accelerator using gen-
eral purpose 24 bit floating point digital signal processors,” 1989, available at
http://ieeexplore.ieee.org/document/118695/.
16. D. Hammerstrom, “A VLSI architecture for high-performance, low-cost, on-
chip learning,” 1990, available at http://ieeexplore.ieee.org/document/5726581/
authors.
17. V. Vanhoucke, A. Senior, and M. Z. Mao, “Improving the speed of neural net-
works on CPUs,” 2011, available at https://static.googleusercontent.com/media/
research.google.com/es//pubs/archive/37631.pdf.
18. Y. Gong, L. Liu, M. Yang, and L. Bourdev, “Compressing Deep Convolutional
Networks using Vector Quantization,” 2017, available at https://arxiv.org/abs/
1701.08978v2.
19. P. Judd, J. Albericio, T. Hetherington, T. Aamodt, N. E. Jerger, R. Urtasun, and
A. Moshovos, “Reduced-Precision Strategies for Bounded Memory in Deep Neural
Nets,” 2016, available at https://arxiv.org/pdf/1511.05236.pdf.
