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Abstract. A hybrid approach for forward and inverse geo-
physical modeling, based on Artiﬁcial Neural Networks
(ANN) and Finite Element Method (FEM), is proposed in
order to properly identify the parameters of volcanic pres-
sure sources from geophysical observations at ground sur-
face. The neural network is trained and tested with a set of
patterns obtained by the solutions of numerical models based
on FEM. The geophysical changes caused by magmatic pres-
sure sources were computed developing a 3-D FEM model
with theaim toinclude theeffects oftopography andmedium
heterogeneities at Etna volcano. ANNs are used to interpo-
late the complex non linear relation between geophysical ob-
servations and source parameters both for forward and in-
verse modeling. The results show that the combination of
neural networks and FEM is a powerful tool for a straight-
forward and accurate estimation of source parameters in vol-
canic regions.
1 Introduction
Inverse modeling in volcano geophysics deals with the es-
timate of the parameters of a source that causes signiﬁcant
changes in geophysical observations recorded by monitor-
ing networks. Inverse problems are usually formulated and
solved as optimization problems based on iterative proce-
dures, minimizing an objective function that quantiﬁes the
misﬁt between the observed data and the estimated solutions
from forward models. Analytical solutions are often used to
represent the forward model because of computational con-
venience and fast computer implementation (e.g., Currenti et
al., 2005; Nunnari et al., 2005). The intrinsic limitation of in-
verse methods based on analytical solutions is that irregular
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geometries, complicated distribution of medium properties,
and topography effects cannot be accounted for. Neglect-
ing these features that strongly affect the solutions, an in-
accurate estimate of source parameters is obtained (Currenti
et al., 2009; Williams and Wadge, 1998, 2000; Trasatti et
al., 2008). To overcome this intrinsic limitation and pro-
vide more realistic models, numerical solutions based on Fi-
nite Element Method (FEM) have been investigated (Cayol
and Cornet, 1998; Williams and Wadge, 2000; Currenti et
al., 2007, 2008, 2009; Trasatti et al., 2003; Lungarini et
al., 2005). However, the use of numerical forward models
in iterative methods is computationally expensive since the
estimate of the objective function requires to perform a full
FEM analysis at every iteration step. For this reason global
optimizations based on numerical solutions are rarely inves-
tigated (Fukushima et al., 2005; Trasatti et al., 2008). As tra-
ditional optimization algorithms cannot “learn”, they cannot
beneﬁt from solutions obtained previously for similar prob-
lems and each new inversion requires the minimization pro-
cedure to be re-iterated.
Recently, Artiﬁcial Neural Networks (ANNs) have been
introduced to solve the inverse problem in many research ap-
plications (Haykin, 1999; Arena et al., 1998). The main ad-
vantage of inverting with ANNs consists in the availability
of an approximation of the inverse model, avoiding a search
for the minimum and speeding up the computation of the op-
timal solution that ﬁts the observed data. ANNs have been
widely used to invert geophysical models based on straight-
forward analytical solutions (Langer et al., 1996; Maugeri et
al., 1996, 1997; Nunnari et al., 2001) because of low compu-
tational effort. On the contrary, FEM-based numerical so-
lutions are not often combined to ANN inversion scheme
because they are time-consuming both in length of time re-
quiredto designamesh andin actual computationtime. With
the advent of today’s powerful computer resources and the
automation of mesh generation and FEM analysis, hybrid
schemes based on FEM and ANN have been proposed in
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different applications (Hacib et al., 2007; Preda et al., 2002;
Ziemianski, 2003; Ajmera et al., 2008; Szidarovszky et al.,
1997; Chamekh et al., 2009; Muliana et al., 2002; Saltan et
al., 2007; Umbrello et al., 2008).
We investigate the ability of a hybrid procedure in which
ANNs are used for system identiﬁcation of forward and in-
verse geophysical models solved by FEM. The procedure is
applied to model the expected geophysical changes at Etna
volcano, which constitutes a unique natural laboratory for
the understanding of eruptive processes because of the high
rate of eruptive events and the high quality geophysical ob-
servations gathered by monitoring networks. The 3-D nu-
merical model allows to include not only the real topogra-
phy of Mt Etna but also heterogeneous medium properties
inferred from geological evidences and seismic tomography
investigations (Chiarabba et al., 2000; Tibaldi and Groppelli,
2002). The ANNs are trained with numerical patterns, ob-
tained computing geophysical changes caused by pressure
sources through FEM analysis. We propose an integrated
approach in which geophysical data of different nature, that
can be ascribed to the same volcanic source, are jointly mod-
eled in order to identify the source parameters with a greater
degree of conﬁdence than when only one kind of data is used
(Nunnari et al., 2001).
The application of FEM and ANN based modeling is pre-
sented to solve both forward and inverse problems. Synthetic
patterns are generated by FEM in order to provide a data set
large enough to represent the training and testing sets of the
possible models within the model space. Firstly, we estimate
the volcanic source parameters performing the inversion of
ground deformation, magnetic and gravity ﬁelds, which are
continuously recorded by permanent monitoring stations at
Mt Etna (Bonaccorso and Davis, 1999; Bonforte et al., 2008;
Del Negro et al., 2004; Napoli et al., 2008; Carbone et al.,
2007, 2008). We use the ANN to identify the inverse re-
lation between the geophysical observations and the source
parameters. The ANNs, once properly trained, can solve the
inversion problem very fast and with an appreciable degree
of accuracy. Secondly, we used the ANN to map the for-
ward numerical model with the aim to obtain an immediate
approximate solution to be used in any inversion algorithm.
This approach retains the computational convenience of for-
ward analytical solutions and is also capable of including the
effects of topography and medium heterogeneity. Our results
show that the association of FEM and ANN techniques could
be a useful alternative for advancing the model-based assess-
ments of geophysical observations in volcanic areas.
2 Forward problem: FEM solution
Because of the limited amount of volcano-related geophysi-
cal changes detected from measurements, we generate syn-
thetic patterns to provide a large number of input/output pat-
terns to train and test the ANN. We compute ground defor-
mation, magneticandgravityﬁeldchangesatMtEtnacaused
by spherical pressure sources that are quite appropriate for
modeling inﬂation/deﬂation of magma reservoirs, which are
likely to reside at depth greater than 2kmb.s.l. (Corsaro and
Pompilio, 2004; Bonforte et al., 2008).
We develop a numerical procedure based on FEM to eval-
uate deformation ﬁeld changes. The elastostatic problem is
solved in a computational domain of a 100×100×50km us-
ing the software PyLith (Aagaard et al., 2008). The hori-
zontal and vertical displacements at the lateral and bottom
boundaries of the domain are ﬁxed to zero, representing the
vanish displacement at the inﬁnity. The upper boundary is
stress free and represents the ground surface. These settings
warrant a good accuracy of the numerical solution (Currenti
et al., 2008).
Both irregular topography and medium heterogeneities
are included in the FEM model to consider a realistic de-
scription of Etna volcanic ediﬁce. The real topography of
Mt Etna was generated using a digital elevation model from
the 90m Shuttle Radar Topography Mission (SRTM) data
and a bathymetry model from the GEBCO database (http:
//www.gebco.net/). The elastic material properties are de-
rived from seismic tomography investigation (Patan´ e et al.,
2006). We use P-wave and S-wave seismic velocities to de-
ﬁnetheYoungmodulususingthefollowingequation(Kearey
and Brooks, 1991):
E =V 2
p ρ
(1−2ν)(1+ν)
1−ν
(1)
where Vp is the seismic P-wave propagation velocity and ρ is
the density of the medium, which was set at an average value
of 2500kg/m3 (Corsaro and Pompilio, 2003). The values of
Poisson’s ratio are obtained using the equation (Kearey and
Brooks, 1991):
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where Vs is the seismic S-wave propagation velocity. On the
basis of Eqs. (1) and (2), within the computational domain
the Young modulus varies from 11.5GPa to 133GPa, while
the Poisson ratio is in the range 0.12–0.32.
Pressurization of magmatic sources is also accompanied
by gravity and magnetic changes, generally ascribed to the
variations of density and magnetization within the magmatic
source. The thermo-magnetic effect, caused by thermal de-
magnetization of magnetic materials, is a mechanism able
to produce large magnetic changes. Other magnetic effects,
such as piezomagnetism (Sasai, 1991), are generally not
larger than few nanoTeslas (nT). As observed during the last
Etna eruptive events (Del Negro and Currenti, 2003; Del Ne-
gro et al., 2004; Napoli et al., 2008), detectable piezomag-
netic changes are induced by shallow magmatic intrusions
within the volcanic ediﬁce (Currenti et al., 2009), whereas
negligible piezomagnetic variations are generated by deep
pressure sources (>2kmb.s.l.).
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Gravity changes due to a pressure source originate from
three different contributions: (i) new mass input from re-
mote distances into the source volume, (ii) relative volume
change of the medium arising from compressibility of the
surrounding rock, (iii) the displacements of density bound-
aries (Bonafede and Mazzanti, 1998; Okubo, 1991; Currenti
et al., 2007). The last two contributions have a signiﬁcant ef-
fect on the magnitude of the predicted gravity changes when
thesourceresidesatshallowdepths(BonafedeandMazzanti,
1998; Charco et al., 2006; Currenti et al., 2007). In case of
deep pressure sources these contributions are below micro-
gravity accuracy (Battaglia and Segall, 2004; Currenti et al.,
2007) and are negligible compared to those produced by the
input of new mass.
Under these assumptions, we focus on thermomagnetic ef-
fect and gravity changes related to mass input, which depend
mainly on the magnetization and density contrasts between
the source and the surrounding rocks and on the source po-
sition. Therefore, they are not affected by the presence of
medium heterogeneities. Moreover, for spherical sources the
topography effect is due primarily to the distance of the free
surface from the magma source rather than the local shape of
the free surface (Williams and Wadge, 1998). As a result, no
differences are found between numerical and analytical solu-
tions, if the topography effect is approximated by replacing
in the analytical expressions the ﬂat reference surface with
the real elevation of the observation point (Currenti et al.,
2007; Charco et al., 2009). At the observation point (x, y,
z) the analytical solution of the thermomagnetic change 1T
due to a source centered at (x0, y0, z0) is expressed as follows
(Blakely, 1995):
1T = −
1Mm
4πr3
(
1−3

x−x0
r
cosI −
z−z0
r
sinI
2)
1Mm =
4
3
πR3m (3)
where 1Mm is the magnetic moment, R is the radius of the
sphere, m is the magnetization, I is the magnetic inclination,
and r =
q
(x−x0)2+(y−y0)2+(z−z0)2 is the distance be-
tween the source center and the observation point on the real
topography. The gravity change 1g due to input of mass
1Mg in a spherical source is expressed as follows (Blakely,
1995):
1g = G1Mg
z−z0
r3
1Mg =
4
3
πR31ρ (4)
where 1ρ is the density contrast, and G is the gravitational
constant.
Fig. 1. Mesh of the computational domain. The mesh has a spa-
tial resolution of 300m in the summit area and around the source
location and becomes coarser at greater distance.
Table 1. Ranges of the random generated parameters of the source.
Source parameters Minimum Maximum
Xc [km] 496 502
Yc [km] 4175 4183
Zc [km] –9 –1
1P [MPa] 50 200
1Mm [Am] 1×109 4×109
1Mg [kg] 3×109 150×109
Using the forward models, we generate 1050synthetic
patterns of deformation, magnetic and gravity changes for
training and testing the neural network. The procedure of
pattern generation is divided in several steps and is exe-
cuted automatically. Firstly, the computational domain of
Mt Etna is meshed into 598948isoparametric and arbitrarily
distorted tetrahedral elements connected by 103424nodes.
The meshed domain, generated with the LaGrit software
(http://lagrit.lanl.gov), has a spatial resolution of 300m in the
summit area and around the source location (Fig. 1). Then,
the parameters of the source are generated with a random dis-
tribution in the ranges reported in Table 1. The sources are
distributed in a volume that contains all the pressure sources
active at Mt Etna during the last decades (Bonforte et al.,
2008).
Once all the source parameters are deﬁned, the source vol-
umes are meshed iteratively and introduced in the domain
to ﬁnally obtain 1050complete meshes, characterized by the
different positions of the source. For each mesh, PyLith was
automatically run to solve the elastostatic problem. Given
the range of the source depth, the effect of the ﬁnite shape of
the pressure source can be disregarded (Williams and Wadge,
1998, 2000; Bonafede and Mazzanti, 1998; Tiampo et al.,
2000; McTigue, 1987), and the radius R is kept constant
to 500m. As the numerical solutions of the deformation is
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Fig. 2. Permanent GPS (red circles), gravity (yellow squares) and
magnetic (blue triangles) stations of the monitoring networks on
Mt Etna. The black rectangle corresponds to the projection on sur-
face of the volume where the sources are located.
proportional to the pressure change, all the computations are
performed using a constant pressure of 100MPa and the so-
lutionsarethen rescaledwithintherangeof therandomvalue
of 1P (Table 1). The accuracy of the numerical solution is
warranted checking the convergence of the GMRES solver
(Aagaard et al., 2008), stopping the iterations when the rel-
ative tolerance reaches a threshold of 10−9. The computing
time of a FEM analysis is about 10min. By a linear speedup
on a cluster of 20nodes the computing time for the genera-
tion of the 1050patterns reduces from 8days to 9h. Finally,
the solutions are interpolated at the coordinates of the con-
tinuously running GPS stations (Fig. 2). For the same source
parameters, magnetic and gravity changes at the locations of
the monitoring stations are computed using Eqs. (3) and (4).
The gravity and magnetic changes were calculated assuming
values of magnetization and density contrast between 4 and
8A/m (Currenti et al., 2009) and between 100 and 300kg/m3
(Corsaro and Pompilio, 2004), respectively.
3 Neural network model
Artiﬁcial Neural Networks (ANN) consist in a large number
of simple processing elements, called neurons that are con-
nected to each other by means of directed links, each with
an associated weight (Haykin, 1999). An activation func-
tion controls the amplitude of the neuron’s output, adjust-
ing a linear combination of the weighted inputs. ANNs are
typically applied for approximating a non linear input-output
relationship of the form y=f(x), where x and y are the in-
Fig. 3. Block diagrams of forward (a) and inverse (b) model identi-
ﬁcation.
put and output vectors, respectively. Using the supervised
learning scheme (Zurada, 1999; Haykin, 1999), the input-
output relationship is determined by looking at the examples
of many input-output pairs, which represent the knowledge
of the model. In the learning process, the connection weights
of the network are changed adaptively to match the actual
output of the ANN with the example output. The procedure
iterates until the error is small enough.
We apply a class of neural networks called Multilayer Per-
ceptrons (MLPs) to identify both forward and inverse geo-
physical models. The neural network is trained using many
input-output pairs generated solving the forward model. Af-
ter the training process, the ANN provides a model M that
approximates the geophysical model.
In the inverse problem, the model M approximates the
function x=f −1(y), in the hypothesis that it exists. The
ANN inverse model Mi provides an estimate of the source
parameters (x) as a function of the geophysical observations
(y). Once the neural network is trained, it is able to approx-
imate the unknown function and to identify, for a set of geo-
physical observations, the source parameters that better re-
produce these variations (Fig. 3a).
In the forward problem, the model M approximates the
function f(·) providing an estimate of the geophysical obser-
vations (y) from the assigned source parameters (x). Closed-
form analytical solutions providing the function f(·) are
available under the assumption of homogeneous half-space
medium, whereas the function f(·) is unknown for complex
numerical models, which consider medium heterogeneities
and real topography. Therefore, the ANN is trained to iden-
tify the forward numerical model Mf using input/output pat-
terns generated from FEM simulations that provide more
realistic models. The block diagram of the ANN forward
model is reported in Fig. 3b.
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Table 2. Performance indexes RMSE and E%abs for the inversion of analytical and numerical deformation model and for the integrated
numerical model.
Source Deformation Deformation Integrated
parameters (Analytic) (Numeric) (Numeric)
RMSE E%abs RMSE E%abs RMSE E%abs
Xc [m] 26.74 0.14 123.17 0.72 154.81 0.89
Yc [m] 31.99 0.11 184.75 0.83 164.18 0.71
Zc [m] 33.46 0.12 153.19 0.72 175.14 0.84
1P [MPa] 0.33 0.12 6.84 2.98 5.25 2.61
1Mm [Am] – – – – 93.3×106 0.82
1Mg [kg] – – – – 4.94×109 1.04
4 Identiﬁcation results
4.1 ANN based inverse model
We ﬁrstly implement the ANN inverse model Mi of defor-
mation ﬁeld, and then we investigate a model Mi able to
invert deformation, magnetic and gravity changes together.
The MLP neural network is initially trained with a set of
800input/output patterns, successively the inverse model is
tested with a set of 250patterns that has not been used previ-
ously for training. Several network conﬁgurations for the de-
formationinversemodelhavebeentriedandthebetterresults
are obtained using a three layered network with sigmoidal
activation functions. The inputs are the three components
of deformation ﬁeld calculated at 15stations of the contin-
uously running GPS network and the outputs are the source
parameters (position of the source and pressure change). We
choose a network with a single hidden layer because we have
found experimentally that more than one hidden layer leads
to a considerable increase in time required for the learning
process without any signiﬁcant improvement in the accuracy
of the solution. Ten hidden neurons are veriﬁed to be enough
to obtain a compromise between performance and complex-
ity of the network. The training of the ANN takes about 6h.
The accuracy of the inverse model is tested using the Root
Mean Square Error (RMSE), whose expression is:
RMSE=
v u u
t 1
N
N X
i=1
 
ˆ xi −xi
2 (5)
where ˆ xi is the calculated value of the i-th parameter, xi is
the corresponding true parameter, and N is the number of
pattern. Since the source parameters have different scales,
we also computed the mean percent error E%abs (Nunnari et
al., 2001) to have a normalized measure of the misﬁt:
E%abs =100
N P
i=1

ˆ xi −xi


2ND
(6)
where D is the range of the parameter. These performance
indexes related to the inversion of deformation data are re-
ported in Table 2. The ANN is able to approximate with
good accuracy the inverse model. For the estimate of the
source position the RMSE is less than 200m and the E%abs
does not reach 1%. A worse accuracy is obtained for the
pressure change whose E%abs is about 3%.
To assess the accuracy of numerical ANN inverse model
Mi, we also train and test the network with a set of input-
output patterns calculated analytically for a homogenous
half-space model (Appendix A). Better performances are
achieved for the analytical inverse model with respect to the
numerical one. The E%abs for all the source parameters is
lower than 0.15%. The main discrepancy between the two
models is observed on the pressure change. All source pa-
rameters have quite the same value of E%abs in the analyt-
ical inversion, whereas in the numerical inverse model the
error on the pressure change is higher with respect to the
other parameters. This result could be ascribed to the com-
plex distribution of elastic parameters that affects the defor-
mation of the rock surrounding the source. Under the as-
sumption of elastic rheology, the amplitude of the deforma-
tion ﬁeld for a spheroidal pressure source is linearly related
to the ratio between the pressure and the rigidity modulus
(1P/µ). Therefore, it is not straightforward to distinguish
whether the perturbation in ground deformation is due to
changes in overpressure or in rigidity modulus. The spatial
variation of elastic parameters in the 3-D numerical model
makes the estimate of pressure changes more difﬁcult. How-
ever, in the numerical model the error on the estimate of
pressure change is still acceptable (Table 2). Even if the
inverse model to interpolate is more complicated because of
the perturbations due to medium heterogeneity and irregu-
lar topography, the numerical inversion can be achieved with
good accuracy.
We train the neural network with an integrated dataset
of ground deformation, magnetic and gravity ﬁelds. The
neural network used for the integrated inversion is a three
layered network, with 59inputs (the three components of
deformation ﬁeld calculated at 15stations, thermomagnetic
www.nonlin-processes-geophys.net/17/273/2010/ Nonlin. Processes Geophys., 17, 273–282, 2010278 A. Di Stefano et al.: FEM and ANN approach for predicting pressure source parameters
Fig. 4. Predicted values of source parameters with respect to output
patterns of the testing set for the integrated numerical inversion.
Fig. 5. Mean percent error E%abs for each source parameter using
noisy deformation patterns at the inputs of the ANN inverse model.
ﬁeld calculated at 11stations and gravity ﬁled calculated at
3stations), 13 hidden neurons, and 6outputs (position of the
source, volume change, magnetic momentum, mass change).
In Fig. 4 we show the values of the source parameters pre-
dicted by the ANN with respect to the output patterns of the
Fig. 6. Mean percent error E%abs for each source parameter using
noisy patterns at the inputs of the integrated ANN inverse model.
testing set, which has not been used for the training. A good
match is observed for all source parameters since the real
and predicted values lie along the bisector axis with small
dispersions (Fig. 4). These results demonstrate that the esti-
mated values are well correlated with the ANN predictions.
The RMSE and E%abs for the integrated inversion (Table 2)
are similar to those obtained inverting only deformation data.
The integrated approach, relying on observations of differ-
ent kinds, allows to estimate the variations in different geo-
physical parameters, which independently give insights into
the volcano activity. The large number of geodetic measure-
mentsusefullysupportstheinversionofmagneticandgravity
observations, coming from a limited number of monitoring
stations.
To demonstrate the robustness of the numerical inversion
procedure, both for deformation inversion and for integrated
inversion, tests were carried out adding white noise to the set
of inputs. The value of the noise was calculated as follows
(Nunnari et al., 2001):
Noise=Xran
N P
i=1
|yi|
N
Perc
100
(7)
where Xran is a uniformly distributed random variable in the
interval [–1; 1], Perc is the percentage of noise, yi is the
i-th value of the considered input set (Fig. 3a). The ANN
trained with noise-free patterns is tested using noise-added
patterns to evaluate the robustness of the network for real ob-
served data, which are intrinsically affected by measurement
error. We evaluated the E%abs performance index for dif-
ferent noise levels increasing the Perc values from 1 to 10.
The mean percent error E%abs is showed in Fig. 5 for nu-
merical inversion of ground deformation, and in Fig. 6 for
integrated numerical inversion, for both noise-free and noise-
added conditions. Although the E%abs performance index
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Table 3. Performance indexes RMSE and normalized misﬁts δm for four stations located near (A and B in Fig. 2) and far (C and D in Fig. 2)
from the summit of volcano.
Station RMSE [m] Normalized misﬁt δm [%]
ux uy uz ux uy uz
A 7.39×10−6 8.21×10−6 14.1×10−6 14.5 12.5 7.89
B 6.51×10−6 7.72×10−6 9.12×10−6 11.9 10.9 6.90
C 3.70×10−6 2.50×10−6 2.30×10−6 6.03 7.75 5.03
D 1.24×10−6 2.61×10−6 1.18×10−6 6.67 4.46 4.69
increases with the percentage of noise, it remains smaller
than 12% warranting a good accuracy on the estimate of
source parameters also in presence of noise. Moreover, no
signiﬁcant ampliﬁcation are observed in the percentage error
on source parameters with respect to the percentage of noise
introduced in the patterns.
4.2 ANN based forward model
The proposed ANN inverse model has the intrinsic limita-
tion to be strictly dependent on both the conﬁguration and
the number of measurement stations. If a station does not
work and no data are available for one of the input nodes, the
learning process has to be performed again using a differ-
ent neural network structure compliant to the new stations’
conﬁguration. To overcome this weakness, a different inver-
sion scheme should be investigated. Instead of identifying
the inverse model, the ANN can be trained to provide an ap-
proximation of the numerical solutions. Once the network
is trained, the numerical solutions of the forward model are
immediately available as outputs of the ANN with a compu-
tational convenience comparable to the analytical solutions
(Fig. 3b). The inversion can be performed at a second time
also with iterative methods since the solution of the forward
model is straightforwardly computed by the ANN, which
avoids the computation effort of the full FEM analysis at
every iteration step. Moreover, the inverse process is more
compliant and ﬂexible to the variation of stations’ conﬁgura-
tion.
The ANN is trained to identify the forward numerical
model Mf only for ground deformation ﬁeld, since the for-
ward models for the gravity and thermo-magnetic ﬁelds
can be approximated using closed-form analytical solutions
(Eqs. 3–4). The ANN identiﬁes the unknown relation be-
tween the source parameters and the deformation ﬁeld in
presence of medium heterogeneity and topography (Fig. 3b).
The neural network is trained to interpolate the function
ui = F(Xc, Yc, Zc, rxi, ryi) at each station, where ui is
the deformation at i-th station, Xc, Yc, Zc give the position
of the source, rxi, ryi are the horizontal components of the
relative distance between the source and the station. The
neural network used for identifying the forward model is a
three layered network, with 5inputs (Xc, Yc, Zc, rxi, ryi),
and 3outputs (ux, uy, uz). The hidden layer is composed of
20neurons. Sigmoidal activation functions were chosen for
the ﬁrst two layers, while a linear activation function was
chosen for the output layer. The training of the ANN for ev-
ery station requires about 10min.
Using the input/output patterns generated with the FEM,
the ANN forward model is trained for each GPS station. The
model is validated computing the RMSE for the three defor-
mation components. To provide a reference for the quality of
the identiﬁcation, we rescale the misﬁt values by the magni-
tude of the deformation ﬁeld deﬁning a normalized measure
of the error δm:
δm =
P
ˆ um−um


P
|um|
100% (8)
where um is the m-component of the computed deformation
using FEM and ˆ um is the deformation estimated by the ANN,
with m=x, y, z computed for each deformation component.
In Table 3, we show the results for four stations, two situated
in the summit of volcano and the others at a lower altitude.
The results demonstrate that the neural network is able to
identify with a good accuracy the forward numerical model
of deformation ﬁeld despite the complexity introduced by the
medium heterogeneity and topography. It is worth noting
that the errors at the stations located out from the summit are
smaller than those obtained for the summit stations, where
numerical solutions are strongly inﬂuenced by topography
and heterogeneity (Fig. 2). This result highlights the signiﬁ-
cant effect that these parameters have on the solution.
5 Conclusions
A combined approach is proposed using neural networks and
numerical models for the estimation of pressure source pa-
rameters in volcanic regions. ANN is trained to identify the
unknown model using patterns obtained by numerical FEM
solutions. This method permits to interpret geophysical data
avoiding the intrinsic limitation of analytical solutions and
providing a more realistic description of volcanic processes.
Both ANN and FEM have demonstrated to be appropriate
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for representing geophysical models at Mt Etna, taking the
ability of ANN to learn complex non-linear behavior and that
of FEM to include 3-D realistic features in models.
Firstly, ANN is used in inverse scheme to identify the
source parameters from geophysical observations. The re-
sults show that, notwithstanding the high nonlinearity of the
considered inverse problems, it can be solved with satisfac-
tory accuracy both for ground deformation inversion and for
theintegratedinversionofgrounddeformation, magneticand
gravity changes. Moreover, the inverse model provides an
acceptable estimate of source parameters even in presence of
noise, which intrinsically affects the geophysical measure-
ments.
Secondly, neural approach is used to map the forward nu-
merical model, reducing the high computational time usu-
ally necessary to run the FEM model in iterative inversion
schemes. This approach permits to have a straightforward
solution of numerical model that can substitute the analytical
solution in any inversion technique, providing a more real-
istic description of geophysical changes in volcanic area by
taking into account the real topography and medium hetero-
geneities.
The a priori assumption of the source shape is a limita-
tion of our procedure. However, because of its ﬂexibility, the
procedure can be easily extended to consider more complex
geometries with higher number of parameters in a way to
provide a wider class of models. This would allow to make
a comparison among several possible solutions and to select
the model geometry that better reproduces the geophysical
signals.
Results show that the neural network/ﬁnite element mod-
eling can be efﬁciently used in the identiﬁcation of both for-
ward and inverse numerical models. This approach allows
for an accurate estimation of source parameters in a realistic
description of volcanic areas, which is of great signiﬁcance
for both the correct interpretation of geophysical data and for
the assessment of volcanic hazard.
Appendix A
The analytical solutions of the three components of ground
deformation ﬁeld are computed using the simple and com-
mon Mogi source embedded in a homogeneous half-space
medium(Mogi, 1958). Thecomponentsofthedisplacements
ux, uy, uz, computed at the observation point (x, y, z), with
the vertical z-axis directing downwards, are the following:
ux =
C
2µ
(
x
r3
1
+
λ+3µ
λ+µ
x
r3
2
−
6xz(z+d)
r5
2
)
uy =
C
2µ
(
y
r3
1
+
λ+3µ
λ+µ
y
r3
2
−
6yz(z+d)
r5
2
)
uz =
C
2µ
(
z−d
r3
1
−
(λ+µ)z−(λ+3µ)d
(λ+µ)r3
2
−
6z(z+d)2
r5
2
)
(A1)
where λ and µ are the Lam´ e constants, d is the depth of the
source, C = 1PR3
2 , R is the radius of the sphere, 1P is the
pressure change at the source wall, r1 =
q
x2+y2+(z−d)2,
r2 =
q
x2+y2+(z+d)2.
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