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di classificatori e parser multipli.
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1 Introduzione
Negli ultimi decenni si e` verificato un grande evoluzione nel settore
informatico. Non e` solo una questione di “legge di Moore”1, infat-
ti sono stati sviluppati nuovi algoritmi ed applicazioni che hanno e
stanno cambiando la nostra societa`.
Per quanto riguarda l’Intelligenza Artificiale, molti scenari futur-
istici descritti in film e libri, o sono di possibile realizzazione, o sono
gia` realta`. Entrare in un negozio e trovarsi davanti a un commesso
robotico con cui interagire e` gia` realta` in Giappone.
Tra i vari campi dell IA, uno che sta riscontrando molta impor-
tanza e` quella della gestione del Linguaggio Naturale. Ovvero, come
insegnare alla macchina a capire ed utilizzare il linguaggio usato dal-
l’uomo.
L’interpretazione fatta al computer del linguaggio naturale puo`
avere diverse applicazioni, alcune di grande importanza:
• traduzione da una lingua ad un altra. Ad esempio, dato in input
un testo in arabo, questo potrebbe essere tradotto automatica-
mente in pochi secondi in inglese. Le applicazioni di uso civile e
commerciale che se ne possono ricavare sono abbastanza ovvie.
• i motori di ricerca odierni danno come risultato tutte le pagine
che contengono le parole ricercate. Ma sarebbe molto meglio se
si potessero porre delle domande al motore, ed ottenere le pagine
in qui si puo` ricavare la risposta, o se non addirittura la risposta
stessa.
• se si riuscisse a insegnare alla macchina il linguaggio umano, si
potrebbe dialogare con essa senza dover usare strumenti come
mouse e tastiera, ma utilizzando direttamente la voce. Il tutto
a vantaggio anche dei disabili.
• la realizzazione di robot che interagiscono con l’uomo parlando
potrebbe essere non piu` roba da film di fantascienza.
Negli ultimi anni si stanno investendo molti soldi in questo filone di
ricerca, ma e` un campo molto difficile, di cui si deve fare e sperimentare
ancora molto. Ovviamente non si realizza un sistema di traduzione
automatico partendo da zero. Infatti ci sono molti sotto-task comuni a
tutte le applicazioni di linguaggio naturale che sono gia` stati studiati e
risolti in maniera soddisfacente. Un esempio e` l’analisi sintattica delle
parole di una frase.
Oggetto di questa tesi e` la realizzazione di un sistema (che da
qui in poi chiamero` Multi Classifiers for Semantic Role Labeling, in
1la quale afferma che la velocita` dei processori raddoppia ogni 18 mesi
6
breve MCSRL) per il Semantic Role Labeling. Ovvero l’estrazione di
informazioni semantiche riguardanti i “ruoli” che i vari componenti
di una frase hanno rispetto ai verbi presenti nella stessa frase. Tali
ruoli non sono altro che i vari “soggetto”, “complemento oggetto”,
“complemento di tempo”, ecc.
Preso isolatamente, mcsrl non e` di grande utilita`. Ma diventa
indispensabile all’interno di applicazioni avanzate in cui serve gestire
anche il significato semantico di una frase. Un esempio sono i sistemi
per il Question&Answer .
Allo stato attuale, mcsrl gestisce solo frasi scritte in lingua inglese.
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2 Semantic Role Labeling
2.1 Introduzione al Semantic Role Labeling
Letteralmente, “Semantic Role Labeling”(SRL) puo` essere tradotto
come “etichettatura del ruolo semantico”. Un sistema per il SRL non
fa altro che prendere un insieme di frasi in input, e per ognuna di
essa inizia a determinare le varie componenti che potrebbero ricoprire
un ruolo semantico.Un componente di una proposizione che riveste un
ruolo semantico viene definito come constituent. Una volta determi-
nati i possibili candidati, si usano delle tecniche di Machine Learning
per etichettarli con il giusto ruolo.
Ma cos’e` un ruolo semantico? Dare una definizione chiara e precisa
non e` facile. Con semantico si intende il significato che tale compo-
nente ha rispetto al verbo. Tale significato va oltre la sintassi, ma
non comprende il significato della componente in se`, ma solo del suo
“ruolo”. Si possono scrivere frasi sintatticamente corrette, ma prive
di significato. Consideriamo questa frase:“The cat eats a fish”. In tale
frase vogliamo sapere cosa succede. Possiamo determinare che “eats”
e` il verbo, che “The cat” e` il soggetto e infine che “a fish” e` il comple-
mento oggetto. Ci interessano appunto questi ruoli, non il significato
di “The cat” o di “a fish”. Abbiamo un soggetto che compie un deter-
minata azione su un certo complemento oggetto, e non abbiamo altre
informazioni aggiuntive. Consideriamo invece la frase: “A wall eats a
car”. Ovviamente tale frase e` priva di significato, perche` i “muri” non
mangiano le “automobili”. Nonostante cio`, l’analisi dei ruoli rispetto
alla frase precedente e` assolutamente identica.
Quella che si cerca di fare non e` una analisi semantica completa,
ma solo analizzare i ruoli rispetto ai verbi.
2.2 Etichette semantiche
Le etichette utilizzate non sono espressioni in lingua italiana, come
ad esempio potrebbero essere i termini “soggetto” e “complemento
oggetto”. Bens`ı si usa la seguente convenzione:
• A0. . .A5: argomenti specifici di un verbo, definiti nel PropBank
Frames.Ad esempio, per il verbo eat abbiamo due possibili ruoli:
A0 per il ruolo di “Agent”(il soggetto), ovvero colui che mangia,
e A1 per il “Patient”(il complemento oggetto), cioe` la cosa che
viene mangiata.
• AM-T : argomenti generali che un qualsiasi verbo puo` avere.Il
termine T indica il tipo dell’argomento. Ce ne sono 13:
– AM-ADV: general purpose (scopo generale)
8
– AM-CAU: cause (causa)
– AM-DIR: direction (direzione)
– AM-DIS: discourse marker (discorso)
– AM-EXT: extent (estensione)
– AM-LOC: location (luogo)
– AM-MNR: manner (modo)
– AM-MOD: modal verb (verbo modale)
– AM-NEG: negation marker (negazione)
– AM-PNC: purpose (scopo)
– AM-PRD: predication (predicazione)
– AM-REC: reciprocal (reciproco)
– AM-TMP: temporal (temporale)
• AA: agente causale.
• V : il verbo della proposizione.
• R-* : riferimento ad un argomento di tipo A*.
• C-* : continuazione di un argomento definito precedentemente.
2.3 Vincoli sugli argomenti
Una componente di un proposizione, per poter essere considerata
argomento, deve soddisfare quattro vincoli:
1. due o piu` argomenti non possono mai sovrapporsi(overlapping),
o essere uno interno all’altro. Ad esempio nella frase “The black
cat eats a fish”, non si puo` aver un argomento per “The black” e
allo stesso tempo uno per “black cat”(overlapping). Allo stesso
modo non si puo` avere “The black cat” e “cat” contemporanea-
mente.
2. non ci possono essere dei duplicati per gli argomenti A0-A5.
Ovvero, riprendendo l’esempio di prima, non si puo` avere etichet-
tati come A0 “The black” e “cat” separatamente.
3. se esiste un R-arg, allora deve esistere arg.
4. se esiste un C-arg, non solo deve esistere necessariamente un arg,
ma esso deve anche essere precedente al C-arg.
Introdurre questi vincoli nei classificatori non e` affatto semplice.
Infatti, normalmente un classificatore considera un componente alla
volta, e lo etichetta a prescindere da come sono stati etichettati gli
altri.
Per risolvere questo problema, di solito si prendono in consider-
azione questi vincoli solo nella fase di post processing.
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2.4 CoNLL-2005
Il SRL ricopre una certa importanza, in quanto quasi tutte le appli-
cazioni avanzate di Natural Language hanno bisogno di informazioni
semantiche sul testo che stanno trattando.
Nell’anno 2004 e nel 2005 si sono tenute due importanti conferen-
ze che hanno trattato l’argomento, della serie CoNLL(Computational
N atural Language Learning).
In CoNLL-2004 venne usato per l’apprendimento il PropBank cor-
pus, che non e` altro che il Penn Treebank arricchito con informazioni
sugli argomenti. Per creare il training set, il development set e il test
set2, sono stati presi alcune sezioni del Wall Street Journal presenti
nel Penn Treebank.
Come input per il SRL, non bastano solo le parole componenti
una frase. Infatti e` necessario l’uso di informazioni aggiuntive, date
dall’uso di questi strumenti(verranno descritti piu` approfonditamente
in seguito):
• PoS tagger
• Chunker e Clause Recognizer
• Named entities
Oltre a questi, in input viene data indicazione di quali sono i verbi
di ogni proposizione e anche il loro stem (radice).
Per la valutazione dei risultati, si sono tenuti in considerazioni due
fattori: la corretta identificazione dei “bordi” degli argomenti, e la
corretta classificazione degli argomenti stessi. Ad esempio, consideri-
amo la frase “The black cat eats a fish”3, e consideriamo queste due
possibili classificazioni:
1. A0[The black cat], V [eats],A1[a fish]
2. A0[The black], A0[cat], V [eats],AM -TMP [a fish]
La prima classificazione e` quella corretta. La seconda ha piu` di un
errore. Divide l’argomento “The black cat” erroneamente in due parti.
Anche se vengono entrambe etichettate con A0, cio` e` sbagliato in quan-
to non si possono avere piu` di un A0 nella stessa proposizione. Quindi
questo e` un errore di riconoscimento dei bordi. Invece “a fish” etichet-
tato come AM-TMP e` semplicemente un errore di classificazione, in
quanto i bordi dell’argomento sono quelli giusti.
2se il lettore ha poca familiarita` con la machine learning, e in particolare con
l’apprendimento supervisionato, puo` trovare una piccola introduzione all’argomento in
appendice.
3poiche` il sistema realizzato supporta solo la lingua inglese, allora tutti gli esempi che
verranno fatti in questa relazione saranno anch’essi in lingua inglese.
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Poiche` la classificazione dei verbi viene data in input al sistema, la
loro classificazione non viene considerata nel calcolo delle prestazioni
di una applicazione per il SRL. Infatti l’etichettatura dei V puo` essere
fatta con una semplice regola di post processing. Quindi, tenerne conto
nel calcolo delle prestazioni falserebbe i risultati.
Per il calcolo delle performance di un sistema per il SRL, si usa la
precision, la recall ed F1. Per spiegare queste misure, e` bene definire
questi valori:
1. a: “true positive”, numero di elementi positivi classificati cor-
rettamente.
2. b: “false positive”, numero di elementi negativi ma classificati
positivamente(data come target l’argomento X,si ha che b e` il
numero di tutti quei argument che non sono X, ma vengono
classificati come X).
3. c: “false negative”, numero di elementi positivi ma classificati
negativamente.
4. d : “true negative”, numero di elementi negativi classificati cor-
rettamente.
Il numero totale di elementi e` dato da T = a+ b+ c+ d. Si ha che
Precision = aa+b e Recall =
a
a+c . Ovvero precision e` la proporzione
tra il numero di argomenti classificati correttamente(a) come positivi
e il totale di tutti quelli classificati positivamente(a+b). Invece recall e`
la proporzione su tutti gli argomenti che dovrebbero essere classificati
positivamente(a+ c). F1 invece e` la media armonica della precision e
della recall, e viene calcolata con F = 2prp+r .
Alla conferenza del 2004 hanno partecipato 10 sistemi differenti.
Sono stati usati fino a a 6 classificatori diversi. I risultati ottenuti con
la F1 sul test set variano dal 43.48%(Williams) al 69.49%(Hacioglu).
Sette sistemi su dieci hanno una F1 maggiore del 60%.
La conferenza del 2005 introdusse una importante novita`: ovvero
l’uso di informazioni date da parser completi sulle frasi (descritti in
seguito). Inoltre, i dati a disposizioni(ovvero le sezioni del Wall Street
Journal) sono aumentati. Queste due cose messe insieme hanno con-
tributo a un notevole incremento generale delle performance dei vari
sistemi presentati. Infatti si e` passati a un minimo del 66.73%(Sutton)
e a un massimo del 79.44%(Punyakanok).Maggiori informazioni si
possono trovare in [1].
La conferenza del 2005 presentava due task: la closed challenge
e la open challenge. Nella prima si potevano utilizzare solo i dati
presenti nel Penn TreeBank, e solo strumenti addestrati su questi dati.
Nella open challenge invece si poteva usare qualsiasi corpora e qualsiasi
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applicazione esterna. Su 19 sistemi presentati, nessuno ha concorso
per la open challenge.
Per quanto riguarda la scelta dei classificatori, c’e` stata una pre-
dominanza del MaxEntropy(otto sistemi) e del SVM(sei sistemi).
Cosa che e` saltato agli occhi, e` che i migliori quattro sistemi erano
gli unici che utilizzava la combinazione di parser multipli. Questa
e` un fatto non banale. Infatti le informazioni date da un completa
analisi sintattica fatta da un parser sono molto importanti, ma i parser
non sono perfetti. Sono sistemi realizzati con tecniche di machine
learning, e il loro tasso di errore e` tutto fuorche` zero. Quindi se l’analisi
del parser utilizzata per la classificazione e` sbagliata, allora l’intero
sistema SRL ne risulta profondamente influenzato. Percio` l’utilizzo di
parser diversi combinati opportunamente puo` mitigare questo grosso
problema. Per maggiori informazioni si puo` consultare [2].
2.5 Formato dell’input
Un sistema conforme a CoNLL-2005 prende in input un insieme di
frasi adeguatamente formattate in un file di testo. Si avra` una riga
per ogni parola della frase. Le frasi sono separate da una o piu` righe
vuote.
Per ogni frase, si hanno non solo le parole che le compongono, ma
anche informazioni sintattiche addizionali. Tali informazioni vengono
messe in colonne aggiuntive. Ecco un esempio:
He PRP (S1(S(NP*) * - - (A0*) *
reckons VBZ (VP* * 01 reckon (V*) *
the DT (SBAR(S(NP* * - - (A1* (A1*
current JJ * * - - * *
account NN * * - - * *
deficit NN *) * - - * *)
will MD (VP* * - - * (AM-MOD*)
narrow VB (VP* * 01 narrow * (V*)
to TO (PP* * - - * (A4*
only RB (NP(QP* * - - * *
# # * * - - * *
1.8 CD * * - - * *
billion CD *))) * - - * *)
in IN (PP* * - - * (AM-TMP*
September NNP (NP*))))))) * - - *) *)
. . *)) * - - * *
Nella prima colonna (1) abbiamo le parole della frase, secondo
l’ordine con cui compaiono. Nella seconda colonna (2) abbiamo il
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Part of Speech(PoS) della parola. Nella terza colonna (3) c’e` l’albero
sintattico. Seguiranno i Named Entities (4), il sense (5) del verbo
e lo stem del verbo (6). Le ultime due colonne (7-8) includono i
ruoli semantici. Avremo un colonna di questo tipo per ogni verbo
presente nella frase. La prima di esse e` riferita al primo verbo, e cos`ı
via. Ovviamente queste ultime colonne non compariranno quando si
esegue la classificazione, ma solo nella fase di training.
Le informazioni che vengono date nelle colonne aggiuntive (dalla
colonna 2 alla 6) sono ricavate da altri tool. Ottenere queste infor-
mazioni e formattarle correttamente e` compito dell’utente (ovvero di
chi usa mcsrl). Tali informazioni saranno indispensabili per creare le
features utilizzate dal sistema per poter classificare i ruoli semantici.
Per una maggiore comprensione del sistema, e` bene analizzare il
significato di queste informazioni aggiuntive. Per maggiori approfondi-
menti si consiglia [11].
Part of Speech , spesso abbreviati con POS, non sono altro che le
categorie grammaticali delle parole di una frase. Ovvero ci di-
cono se la parola considerata e` un verbo, un nome,un aggetivo,
un articolo, ecc. Per permettere a un computer di riconoscere i
POS si usano algoritmi di IA.
Ci sono vari modi per risolvere la questione, uno tra i piu` usati
e` il “transformation based”. Si usa un training set di parole (in-
sieme al loro contesto) taggate a mano da un esperto. Da questo
set si crea un modello probabilistico per ogni parola. Le classi-
ficazioni verranno fatte utilizzando questo modello. Si inizia a
taggare ogni parola cercando di massimizzare la probabilita` data
dal modello. Un esempio banale considerando la parola “the”:
se p(NN |the) = 0.1 e p(DT |the) = 0.9, verra` scelto “DT” come
POS per “the”. Dopo questa prima fase, si applicheranno anche
delle “regole di trasformazione” che dipendono dal contesto in
cui si trovano le parole. Un esempio: “change NN to VB when
the previous tag is TO”.
Il POS tagging e` alla base di praticamente ogni sistema di Nat-
ural Language. Un errore nel tagger avra` ripercursioni disas-
trose su tutto il sistema. Fortunatamente, tale “task” puo` essere
risolto con tasso di precisione molto alto, anche superiore a quello
umano.
In tabella 1 vi e` la descrizione di tutte le possibili etichette per
i POS.
Shallow Parser permette di determinare la struttura sintattica di
una frase. La metodologia con cui si possono creare dei parser e`
simile a quella usato per i POS. Ovvero l’utilizzo di grossi corpora
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Etichetta Significato Etichetta Significato
# Pound sign NNP Proper singular noun
$ Dollar sign NNPS Proper plural noun
” Close double quote PDT Predeterminer
“ Open double quote POS Possesive ending
’ Close single quote PRP Personal pronoun
‘ Open single quote PP$ Possesive pronoun
, Comma RB Adverb
. Final punctuation RBR Comparative adverb
: Colon, semi-colon RBS Superlative Adverb
-LBR- Left bracket RP Particle
-RBR- Right bracket SYM Symbol
CC Coordinating conjunction TO to
CD Cardinal number UH Interjection
DT Determiner VB Verb, base form
EX Existential there VBD Verb, past tense
FW Foreign word VBG Verb, gerund/present par-
ticiple
IN Preposition VBN Verb, past participle
JJ Adjective VBP Verb, non 3rd ps. sing.
present
JJR Comparative adjective VBZ Verb, 3rd ps. sing. present
JJS Superlative adjective WDT wh-determiner
LS List Item Marker WP wh-pronoun
MD Modal WP$ Possesive wh-pronoun
NN Singular noun WRB wh-adverb
NNS Plural noun
Tabella 1: descrizione delle etichette dei Part of Speech
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Etichetta Significato
S Sentence
ADJP Adjective phrase
ADVP Adverb phrase
CONJP Conjunction with more than one word
INTJ Interjection phrase/chunk
LST List
NP Noun phrase
PP Prepositional phrase
PRT Verb particle
SBAR Clause introduced by subordinating conjunction
UCP Unlike coordinated phrase
VP Verb phrase
Tabella 2: etichette per le componenti sintattiche di una frase
etichettati a mano per il training, insieme ad alcune regole scritte
ad hoc dal programmatore. A differenza dei POS tagger, pero`, i
parser attuali non hanno prestazioni cos`ı buone.
Un esempio di frase parsata: “(S (NP He) (VP reckons (S (NP
the current account deficit) (VP (VP will narrow) (PP to (NP
only 1.8 billion)) (PP in (September)))))) ”.
Nella conferenza CoNLL-2005 vengono suggeriti due parser: quel-
lo di Collins(1999) e quello di Charniak(2000) [2]. Da notare che
parser diversi possono usare notazioni diverse per rappresentare
le parti di una frase.
In tabella 2 si puo` vedere un esempio di notazione per le com-
ponenti sintattiche di una frase.
Named Entities sono quelle parti di una frase che si riferiscono in
particolare al nome di una persona,organizzazione,localita`,ecc.
Questo task e` fortemente influenzato dal contesto della frase. Ad
esempio “Washington” puo` essere sia il nome di un personaggio
storico, sia il nome di uno stato.
Anche in questo caso si usano tecniche di machine learning per
risolvere il task. Le performance dei sistemi attuali sono abbas-
tanza buone, circa del 90%.
Senses rappresenta il “senso” o significato del verbo. Uno stesso ver-
bo puo` assumere significati diversi, e permettere diversi possibili
ruoli in base al suo significato attuale.
Il “sense” viene indicato con un numero, e si riferisce al codice
usato nel ProbBank Frames. Ad esempio consideriamo il verbo
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“pool”. Esso ha due possibili significati: “collect together” che
permette tre possibili ruoli, e “form a puddle” che ne permette
solo uno.
Stem e` la base morfologica di un lemma, senza nessun suffisso/affisso.
Ad esempio per “being” e “were” si ha lo stem “be”. Anche in
questo caso si usano tecniche di machine learning per addestrare
gli stemmer.
In input al sistema vengono dati gli stem di tutti i verbi delle
frasi. Da notare che questa e` una doppia informazione. Infatti
non solo si vengono a conoscere quali sono gli stem dei verbi, ma
anche quali sono i verbi all’interno della frase.
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3 MCSRL: un sistema per il Semantic
Role Labeling
3.1 Informazioni generali
Oggetto di questa tesi e` stata la realizzazione di un sistema completo
per il Semantic Role Labeling.
A tale programma si e` dato il nomemcsrl,che significaMulti Classi-
ficators for Semantic Role Labeling. Esso e` stato scritto nel linguaggio
C++, e consiste di oltre 6 mila righe di codice.
Di seguito verra` descritto come compilare il programma e come
utilizzarlo. Inoltre e` presente una dettagliata panoramica su come il
programma e` implementato.
3.2 Compilazione
Il programma mcsrl e` stato compilato e testato sotto il sistema oper-
ativo linux (esattamente Fedora 3) e, usando Cygwin, sotto Windows
XP.
Per una corretta compilazione,e` necessario installare due librerie:
COIN e MaxEntropy. La prima la si puo’ tranquillamente scari-
care da www.coin-or.org, mentre per la seconda si deve contattare
direttamente il prof. Giuseppe Attardi(attardi@di.unipi.it).
Tali librerie vanno installate nella stessa directory che contiene
la cartella dei sorgenti di mcsrl. In caso contrario va modificato il
makefile.
Una volta che le librerie addizionali sono compilate(vedere le ap-
propriate documentazioni per vedere come fare), basta andare con
una shell nella directory in cui c’e´ il makefile, e digitare il comando
make. Verra` creato un file nominato mcsrl. Sotto Windows ci sara`
l’estensione “.exe”.
Il makefile ha anche altri comandi che possono essere utili, come
rebuild e clean.
3.3 Opzioni
Una volta che si e` riusciti a compilare senza problemi, si puo` utilizzare
il programma richiamandolo da shell. Ci sono molte opzioni che si
possono scegliere, per vederle basta digitare “mcsrl - -help”. Da notare
che l’help e` in lingua inglese, come tutti i messaggi che mcsrl puo`
scrivere sulla shell.
Quella che segue e` una descrizione dei vari parametri. Tali in-
formazioni sono piu` approfondite di quelle che si possono trovare
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nell’help, in quanto viene descritto anche il perche` e` stato neces-
sario implementare tali opzioni. Da notare che alcune opzioni sono
mutualmente esclusive, ad esempio non si puo` fare il training e la
classificazione allo stesso tempo
-t esegue la fase di training. Prende in input il nome di un file in cui
e` contenuto il training set. Il secondo parametro e` il nome del
file in cui verra` salvato il “modello”. Tale modello sara` quello
che poi verra` utilizzato nelle successive classificazioni. Da notare
che verranno creati quattro file distinti. Se il nome del modello
e` “foo”, verranno creati questi file: foo.bin, foo.nor, foo.fhm,
foo.inf . Comunque l’utente non si deve interessare di questi file,
basta che si ricordi di usare il nome del modello senza nessuna
estensione.
-c esegue la classificazione. Prende in input il nome di un file in
cui sono presenti gli example da classificare, piu` il nome del
modello da utilizzare. Il modello deve essere precedentemente
creato/addestrato con il comando -t. Da notare che il model-
lo e` suddiviso su diversi file con estensione diversa, ma l’utente
deve solo usare il nome senza nessuna estensione. L’output del-
la classificazione viene mostrato sullo standard output. Se si
vuole salvarlo su file, conviene da shell usare >> per rindirizzarlo
opportunamente.
Opzionalmente, si puo` specificare anche il nome di un file in
cui sono presenti degli ulteriori alberi sintattici per le frasi date
in input. Se si utilizzano, verra` fatta una classificazione per
ogni albero, i cui risultati verranno combinati insieme attraverso
un sistema di votazione. Il formato di questo file e` identico a
quello dell’output del parser di Charniack. Quindi se si utilizza
questo parser per generare degli alberi sintattici addizionali, il
suo output puo` essere utilizzato da mcsrl senza nessun bisogno
di formattazioni varie. Questo formato e` molto semplice, per
ogni frase si ha una prima riga nella forma “N ID>”, in cui N e` il
numero degli alberi presenti per la frase corrente, mentre ID e` un
identificativo numerico unico per la frase. Poi, per ogni albero,
si hanno due righe: nella prima c’e` il logaritmo della probabilita`
dell’albero, mentre nella seconda c’e` appunto l’albero sintattico.
Ecco un esempio per una frase:
3 0>
-112.243
(S1 (S (NP (PRP He)) (VP (VBZ reckons) ...
-114.233
(S1 (S (NP (PRP He)) (VP (VBZ reckons) ...
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-114.633
(S1 (S (NP (PRP He)) (VP (VBZ reckons) ...
Da notare che non e` stato riportato l’albero sintattico per la sua
interezza, in quanto troppo lungo. Inoltre ogni albero e` diverso
agli altri.
Il sistema puo` gestire un numero arbitrario di alberi addizionali,
e tale numero puo` essere diverso da frase a frase. Unica cosa
da tenere bene in considerazione, e` che viene eseguita una clas-
sificazione per ogni albero, quindi si possono avere dei sensibili
rallentamenti se se ne usano troppi.
L’ordine delle frasi nel file degli alberi addizionali deve essere
identico a quello del file del set in input. Ma ci possono essere
dei buchi, ovvero per alcune frasi potrebbe essere presente nessun
albero addizionale. Il sistema si accorge di questi casi utilizzando
gli identificativi nel file degli alberi addizionali.
-l dato un training set in input, stampa sullo standard output tutti i
verbi e i label delle frasi. Questo comando e` utile per testare le
performance del sistema. Infatti, il programma ufficiale con cui
testare le performance,srl-eval.pl4, vuole in input solo i verbi e
i label delle frasi. Quindi per testare il sistema, si puo` eseguire
la classificazione(-c) su un training set, salvare i risultati su un
file(>>),eseguire -l sul training set salvando l’output su un altro
file(>>), e infine usare srl-eval.pl su questi due file. Da notare
che l’output della classificazione non sono solo i label, ma anche
i corrispettivi verbi che sono stati dati in input. Quindi come
output, per ogni frase, si ha la “colonna” dei verbi(identica a
quella data in input), piu` per ogni verbo una colonna per i label.
Si e` scelto di fare cos`ı per poter usare srl-eval.pl senza il bisogno
di un formattatore dei dati.
-p stampa sullo standard output le frasi del set dato in input. Le frasi
vengono stampate senza nessuna alterazione. Tale opzione e` utile
insieme ad altre opzioni come - -first-phrasee - -max-reading, al
fine di poter creare facilmente dei set piu` piccoli.
-e dato un set in input, estrae le parole delle frasi e le stampa nel
formato “< s id > frase < /s >. Da notare che tutte le infor-
mazioni addizionali, come i POS e gli alberi sintattici, vengono
ignorati. Questa opzione e` utile per creare un file di input per
il parser di Charniack, il quale verra` usato per creare gli alberi
sintattici addizionali.
4vedi http://www.lsi.upc.edu/∼srlconll per maggiori informazioni.
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- -help stampa tutte le informazioni utili per utilizzare mcsrl. Da
notare che queste informazioni vengono date in lingua inglese.
- -no-ilp viene evitato l’uso della Programmazione Lineare Intera per
risolvere i vincoli globali. Tecnicamente parlando, il suo utiliz-
zo potrebbe essere, in alcuni casi, computazionalmente molto
costoso. Quindi e` bene dare la possibilita` di disabilitare questa
funzione.
- -more-memory durante la fase di training, viene creato, per ogni
potenziale constituent, due context. Uno per la fase di identifi-
cazione, e uno per la classificazione. Entrambi i context utiliz-
zano esattamente le stesse feature. Quindi sarebbe bene, come
ottimizzazione, crearli contemporaneamente. Questo perche` la
creazione delle feature ha un costo non banale, e farle solo una
volta e` sicuramente meglio di due volte. Il problema e` che
si necessita di un maggior quantita` di memoria(ovvero quasi
il doppio), in quanto la fase di apprendimento dei due tipi di
context avviene in tempi diversi. Quindi si avrebbe bisogno di
un buffer temporaneo di dimensioni doppie. Questo e` una cosa
grave, in quanto considerando un training set di circa 40 mila
frasi, si inizia a parlare di occupazione di memoria dell’ordine
delle centinaia di mega bytes.
Di default il sistema crea i due context identici in due tempi di-
versi. Ma se un utente ritiene di aver abbastanza memoria, puo`
usare questa opzione per eseguire l’ottimizzazione sopra descrit-
ta. Da notare che, per come e` scritta la libreriaMaxEntropy, non
si puo` utilizzare il solito context due volte. Quindi non e` stato
possibile crearne uno solo per poi riutilizzarlo successivamente.
La cosa interessante e` che, nella prima fase di sviluppo di mcsrl,
si creavano due copie dei context. Finche` per il debugging si
utilizzavano dei piccoli set tutto andava bene. Quando poi il
sistema e` entrato in una fase piu` matura, l’uso di set piu` grandi
ha dato dei grossi problemi di memoria. E cio` ha portato la
revisione di buona parte del codice.
- -no-log-file ogni volta che si esegue il programma, viene creato
un file di log chiamato mcsrl.log. Con questa opzione attivata
si evita la creazione di questo file. L’utente dovrebbe ignorare
questo file, in quanto e` servito solo all’autore per il debugging e
per delle analisi statistiche sui dati.
L’introduzione di tale file e` stata necessaria in quanto non si pote-
vano fare delle “print” sullo standard output, poiche` si sarebbero
mischiate all’output dei classificatori.
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- -first-phrase N utilizzando questa opzione, quando si leggono delle
frasi da un set, non si parte dalla prima, ma da quella numero N.
Tale opzione e` stata molto utile in fase di debugging, in quanto
permetteva di saltare velocemente sulle frasi che davano proble-
mi. E` comunque utile anche per chi volesse analizzare solo un
sottoinsieme delle frasi date in input.
- -max-reading N permette di leggere solo N frasi dal set dato in
input. Valgono gli stessi commenti fatti per - -first-phrase.
- -no-verbose-train durante la fase di training vengono stampate
varie informazioni sullo standard output. Con questa opzione
attivata si evita qualsiasi scrittura.
- -no-bin-train evita, durante la fase di training, la creazione del file
“nome modello.bin”. Esiste un comando analogo per nor e fhm.
La fase di training puo` essere molto lunga, ma con queste opzioni
la si puo` spezzettare in piu` fasi che si possono eseguire in tempi
e giorni diversi.
- -features-number N permette di scegliere quanti attributi con-
siderare per ogni elemento. Si va da un minimo di 1 fino ad un
massimo di 17. Da notare che gli attributi sono ordinati in or-
dine di importanza, e verranno considerati solo i primi N. Non e`
possibile scegliere uno a uno quali attributi utilizzare.
Il parametro N ha una grossa influenza sui tempi di completa-
mento del sistema. Si consiglia quindi di lasciare il valore di
default, che e` 10.
- -train-iterations N permette di settare il numero di iterazioni da
far eseguire all’algoritmo MaxEntropy5. Di default si hanno
cento iterazioni. Il nuovo valore scelte deve essere maggiore o
uguale a uno. Ovviamente tale opzione ha senso solo nella fase
di training.
- -no-phantom-token quando con l’opzione -e si estraggono le frasi,
ad esse viene aggiunto un token speciale al loro inizio. Questo
perche` la versione del parser di Charniack utilizzata per creare
gli alberi sintattici addizionali ignora il primo carattere di ogni
frase. Quindi di default il sistema ne aggiunge uno “fantasma”.
Con questa opzione attivata, questo token speciale non viene
aggiunto.
- -only-one-parser N dati piu` alberi sintattici in input, ne viene
utilizzato solo uno. Un valore di N pari a zero indica l’albero
5da notare che MaxEntropy e` sia il nome di un algoritmo, ma anche nel nostro caso il
nome della libreria scelta per utilizzarlo.
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originale presente nel file base di input(ovvero quello che contiene
anche le parole,POS,ecc.). Un valore pari o maggiore di uno
indica un albero presente nel file di input opzionale. Da notare
che in caso di errore( valori negativi o albero Nesimo inesistente)
verra` usato l’albero base.
Tale opzione e` stata utile per analizzare le performance dei singoli
parser, per poter quindi saper dire quanto il sistema a votazioni
incrementi le performance generali rispetto ai singoli parser.
- -weights w0 . . . quando si utilizzano piu` alberi sintattici, con ques-
ta opzione si possono dare “pesi” diversi ai singoli alberi. Un al-
bero con peso maggiore sara` piu` importante degli altri. Questo
perche` il peso influisce sul sistema di votazione.
Il peso di default e` 1. Tale opzione prende in input una lista
di pesi, ad esempio “- -weights 2 4 3”. Il primo peso si riferisce
all’albero di default, quelli successivi riferiscono quelli opzionali.
Da notare che se si vuole modificare l’Nesimo peso, vanno co-
munque specificati anche tutti i pesi fino a N −1. Se ad esempio
si vuole mettere a 2 il peso solo del secondo albero opzionale,
bisogna usare “- -weights 1 1 2”. Da notare che non c’e` bisog-
no di specificare in questo caso i pesi degli alberi successivi al
secondo. Essi avranno il valore di default, ovvero 1.
Da notare che i pesi devono avere valore intero e non negativo.
Il valore zero e` accettabile.
- -phantom-not-argument P quando si crea un phantom per un
constituent, sorge il problema su come assegnare le probabilita`
per i vari possibili argument. Si dara` a “not argument” la prob-
abilita` P , e il restante 1− P verra` distribuito su tutti i possibili
argument, proporzionalmente alla loro frequenza nel training set.
Essendo P una probabilita`, deve avere range da zero a uno. Il
valore di default e` 0.6 .
- -set-ilp-alpha P permette di scegliere il parametro alpha utilizza-
to nel post-processing per l’ILP a due fasi (vedi relativo paragrafo
per maggiori chiarimenti). Valori ammissibili per P sono da zero
a uno. Il valore di default e` zero.
3.4 Esempio d’uso
Oltre che con i sorgenti, mcsrl viene fornito di alcuni dati su cui si
puo` verificare le funzionalita` del sistema
Prima cosa da fare e` addestrare un modello. Per far cio` abbiamo
bisogna di un training set. Se ne puo` estrarre uno dal file train-set.zip.
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Sia “$>” il prompt della shell utilizzata. A questo punto per
addestrare il modello va digitato il comando:
$> ./mcsrl -t train-set model
Da notare che sotto Windows32 il file mcsrl avra` estensione “.exe”.
La fase di learning puo` essere molto lunga, anche diverse ore (20 sul
computer dell’autore). Quindi mcsrl viene gia` fornito con un modello
chiamato model, che va estratto dal file model.zip.
Come dati per testare la classificazione possiamo estrarre il set pre-
sente in dev-set.zip. La classificazione avviene sullo standard output,
quindi per salvarla sara` bene rindirizzarla su un file:
$> ./mcsrl -c dev-set model >> foo1.txt
Se si vuole testare l’uso della classificazione con piu` alberi diversi,
si puo` ad esempio digitare:
$> ./mcsrl -c dev-set model ocp dev.k - -weights 7 >>
foo2.txt
Non ci rimane che testare le performance. Per prima cosa bisogna
estrarre dal dev-set i label che andrebbero predetti:
$> ./mcsrl -l dev-set >> labels.txt
A questo punto bisogna usare lo script ufficiale “srl-eval.pl” per
poter valutare la classificazione. Tale script non viene fornito con
mcsrl. Si veda [2] per maggiori dettagli su come ottenerlo e utilizzarlo.
Il comando per la valutazione delle performance sara`:
$> srl-eval.pl labels.txt foo1.txt
Se tutto va bene, verra` stampato a video una dettagliata de-
scrizione delle performance del sistema sul determinato set utilizzato.
3.5 Implementazione
Il programma realizzato puo` essere utilizzato in due maniere principali:
per eseguire il training di un modello, e per eseguire la classificazione
su nuovi dati utilizzando un modello precedentemente addestrato. Le
due fasi sono distinte, ma utilizzano un insieme di funzionalita` e classi
comuni. Nel seguito verranno analizzate entrambe, ma distintamente.
Da notare che il file principale del programma e` main.cpp . In
esso e` presente il codice per gestire tutte le opzioni passate da riga di
comando.
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3.5.1 Fase di Training
Come algoritmo di classificazione si e` scelto il MaxEntropy6. Invece
che implementarlo da zero, si e` scelto di utilizzare una libreria omoni-
ma gia` esistente, realizzata dal prof. Giuseppe Attardi dell’Universita`
di Pisa.
A partire dal file in cui e` presente il training set, bisogna creare uno
stream di eventi. Da questo stream si addestrera` un modello,ovvero si
eseguira` il training del MaxEntropy su questi dati. Infine si salvera` il
modello risultante sul file system.
Ma cose` un evento? Esso non e` altro che una coppia formata da
un label e da una lista di predicati. Lo scopo del MaxEntropy e` quello
di riuscire a imparare a classificare un determinato label partendo solo
da un insieme di predicati. MaxEntropy e` un algoritmo che puo` essere
applicato a qualsiasi dominio. Ad esempio i predicati potrebbe essere
un insieme di test clinici di un paziente (test delle urine,analisi del
sangue, temperatura corporea,ecc.), e il label da classificare sarebbe
se tale individuo ha o no una determinata patologia.
Nel nostro caso, vogliamo classificare ogni constituent di una frase
nel proprio ruolo semantico. Per constituent si intende una porzione
della frase che puo` svolgere un proprio ruolo semantico rispetto al
verbo.
Il primo problema da risolvere e` stato appunto come “trasformare”
i nostri dati in input in uno stream di eventi. Ma per un constituent,
quali possono essere i predicati (chiamati features) da utilizzare? Forse
le singole parole del constituent? O direttamente il constituent stesso?
A tale quesito si cerchera` di dare (una lunga) risposta in seguito,
esattamente nel paragrafo dedicato alle Features. Infatti e` meglio ora
focalizzarsi su un altro problema: quali sono i constituent di una frase?
Durante la fase di training, analizzando i label dei dati in input,
e` semplice determinare i bordi di un constituent. Ma non e` possibile
fare cio` direttamente durante la classificazione, in quanto non si han-
no appunto i label. Quindi in realta` si hanno due problemi distinti:
determinazione dei constituent, e loro successiva classificazione.
L’approccio che si e` adottato per gestire il problema e` alquanto
semplice. A partire dall’albero sintattico7 di un frase, si considera
ogni nodo come possibile constituent. Con il MaxEntropy verranno
creati due modelli, uno per determinare se il nodo e` un constituent
o no, l’altro per eseguire la classificazione vera e propria. Quindi per
6in appendice e` presente una breve introduzione a tale algoritmo.
7da ricordare che l’ albero sintattico di una frase e` dato in input insieme alla frase
stessa e ad altre informazioni come i POS.
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ogni nodo verranno creati due eventi distinti(ma con stesse features),
i quali apparterranno a due stream distinti.
Una volta creati i due stream, si addestreranno due modelli con
il MaxEntropy. Essi,una volta terminato il training, verranno sal-
vati in due file distinti, uno con estensione “.bin”, l’altro con esten-
sione “.nor”. Ma essi non sono gli unici file creati, infatti ci sara`
un “.fhm”(descritto nel paragrafo dedicato alle features) e un “.in-
f”. In quest’ultimo verranno salvate alcune informazioni relative a
come sono stati addestrati i modelli, come ad esempio il numero di
eventi generati, le iterazioni per il MaxEntropy e la frequenza dei vari
argument nel training set.
Se si usassero tutti i nodi di tutte le frasi del training set, i tempi
di learning sarebbero biblici. Quindi si usa una fase di Pre Process-
ing per scartare dall’apprendimento tutti quei nodi che e` impossibile
che possano essere dei constituent. Tale algoritmo verra` descritto in
seguito in un paragrafo ad esso dedicato.
Per quanto riguarda la fase di training, rimane un ultimo punto su
cui vale la pena soffermarsi. Ovvero come assegnare i label ai vari nodi
di un albero. La faccenda non e` cosi semplice, perche` i label vengono
dati in colonna allineati alle singole parole di una frase. Quindi poiche`
le singole parole non sono altro che le foglie dell’albero sintattico, e`
facile etichettare questi tipi di nodo. Ma non si puo` dire lo stesso
per i nodi intermedi. Probabilmente ci sono vari modi per risolvere
il problema, quello che segue e` un semplice algoritmo ricorsivo che va
applicato alla radice dell’albero.
1. se il nodo e` una foglia, etichettalo con l’appropriato label e
termina.
2. applica l’algoritmo in modo ricorsivo su tutti i figli del nodo
attuale.
3. se c’e’ almeno un figlio che ha label diverso dai suoi fratelli,
etichetta il nodo attuale come “not argument”.
4. se invece tutti i figli hanno lo stesso label, allora il nodo attuale
viene etichettato allo stesso modo. Etichetta poi tutti i figli come
“not argument”.
Tale algoritmo necessita di alcuni chiarimenti. Il punto 3 si basa
sulla proprieta` che gli argument non si possono sovrapporre o avere
buchi al loro interno. La prima parte del punto 4 e` alquanto intuitiva.
Cio` che merita invece attenzione e` il fatto di dover poi ritichettare
tutti i figli come “not argument”. La cosa interessante e` che tale
“istruzione” non era presente nelle prime versioni di mcsrl. Essa e`
diventata indispensabile solo dopo l’implementazione dei controlli di
consistenza(descritti nel paragrafo dedicato al Post Processing).
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L’ output di mcsrl consiste in un insieme di colonne per i label, le
quali righe sono allineate alle singole parole di una frase. Quando un
nodo viene etichettato come X, se la sua parola iniziale ha posizione i
nella frase e quella finale ha posizione j, allora tutte le righe da i a j
verranno etichettate come X.
Se si hanno come argument un nodo e allo stesso tempo uno dei
suoi figli, allora uno dei due sovrascrivera` l’output dell’altro. Questo
perche` i bordi di un figlio sono sempre interni al padre. Se per en-
trambi i nodi si ha il solito label, non ci sara` assolutamente nessun
problema. Il problema e` se hanno label diversi,in quanto ci saranno
delle sovrapposizioni. Cio` potrebbe avvenire per un errore in fase di
classificazione. Quindi sarebbe bene che durante la fase di training si
imparasse a riconoscere il figlio come “not argument”. Se il classifica-
tore riuscisse a imparare a riconoscere perfettamente i constituent, tale
“bug” non si verificherebbe mai. Ma il grosso problema e` con i controlli
di consistenza, in quanto farebbero verificare le sovrascrizioni quasi in
ogni caso. Un vincolo di consistenza e` ad esempio che ci puo` essere solo
un Ax per ogni verbo. Se ha un nodo etichettato come Ax permettessi-
mo che ogni suo figlio potesse essere considerato come un constituent
con stesso label, si avrebbe che se anche tutti questi nodi venissero
classificati correttamente, solo a uno verrebbe lasciata l’etichetta Ax.
Tutti gli altri, anche se in un primo momento classificati come Ax,
si ritroverebbero con la propria etichetta cambiata.Sballando quindi
tutto l’output del classificatore.
Per risolvere questo grosso problema,si e` deciso che, se un nodo e`
un (possibile) argument, allora tutti i suoi figli non lo possono essere.
3.5.2 Feature
Precedentemente si e` affermato che come elemento base per il train-
ing/classificazione si usano i singoli nodi dell’albero sintattico di una
frase. Si e` anche spiegato come determinare, in fase di training, quali
sono i label da associare ai singoli nodi. Rimane da specificare quale
insieme di predicati (feature) si deve considerare per ogni singolo nodo.
Nel sistema le feature sono considerate come stringhe. Se un at-
tributo puo` avere valore su un insieme di elementi, ognuno di questi
singoli valori sara` considerato come una feature diversa. Ad esempio
consideriamo l’attributo “posizione”, che indica se un nodo si trova
prima o dopo il verbo. Si avra` che “posizione=prima” sara` una fea-
ture diversa dalla feature “posizione=dopo”. Quindi si hanno due
feature diverse, e non una sola con due possibili valori.
Dato un nodo, quale e` l’insieme di attributi che lo caratterizzano
meglio? A questa domanda non esiste una risposta precisa, in quan-
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to ad esempio tutti partecipanti alla conferenza CoNLL hanno usato
insiemi diversi.
Consideriamo un caso estremo: per un nodo, si usa come primo at-
tributo un identificativo del nodo per discriminarlo all’interno dell’al-
bero. Come secondo attributo si usano tutti i dati dell’input, ovvero
l’intera frase, l’intero albero sintattico, tutti i POS,ecc. E` una buona
scelta? La risposta e` assolutamente no. Infatti un sistema adde-
strato in questo modo non ha nessuna capacita` di generalizzazione.
Se ad esempio nel training set c’e` una frase tipo That cat is black,
da questa frase il sistema non puo` apprendere nulla che gli possa
servire per classificare successivamente una frase molto simile tipo
That dog is black. Queste perche` i predicati generati per i nodi sono
completamente diversi.
Se una feature compare raramente, tale feature sara` difficile incon-
trarla nelle nuove frasi da classificare. Quindi non da` informazioni.
Se invece una feature compare troppo spesso, allo stesso modo non
dara` molte informazioni in quanto non e` in grado di discriminare tra
i vari elementi del training set. Quindi ci vuole una via di mezzo.
Ad esempio consideriamo la feature “frase intera”. Nel caso prece-
dente si avrebbe “frase intera = That cat is black”. Tale feature sara`
diversa per ogni possibile frase. Quindi quando si classificano degli
elementi di una nuova frase, tale predicato non potra` dare nessuna
informazione se tale frase non era presente nel training set. E cio`
non capita praticamente mai. Sarebbe la situazione di overfitting, in
cui l’errore sul training set e` praticamente nullo, mentre sul test set
sarebbe estremamente alto.
Invece per quanto riguarda le due feature relative alla posizione,
una di esse compare sempre per un nodo. Bisogna ribadire il concetto
che “posizione” non e` una feature, mentre lo e` “posizione=prima”.
Quindi, se consideriamo a priori che le due features “prima” e “dopo”
hanno stessa probabilita`, si ha che l’uso di posizione permette di avere
due feature che dividono il training set a meta`.
Altro punto interessante da discutere e` come si deve comportare
il sistema, in fase di classificazione, quando incontra una feature mai
vista durante la fase di training. Ad esempio consideriamo il predicato
“lunghezza”, che indica il numero di parole della frase. Ammettiamo
che durante il training la feature “lunghezza=32” non sia mai stata
incontrata. Cosa fare se ci troviamo di fronte a una feature del genere
quando si classificano dei nuovi nodi? La risposta e` ignorare tale fea-
ture, in quanto MaxEntropy non puo` dire nulla su un predicato mai
visto prima durante il learning. Se nella fase di learning si fosse incon-
trato un “lunghezza=31” e un “lunghezza=33”, cio` non cambierebbe
nulla. Questo perche` MaxEntropy vede ogni feature solo come delle
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stringhe, senza avere nessuna informazione semantica su esse.
Non resta che decidere quali features utilizzare per ogni nodo. Esse
possono essere divise in due categorie principali: le features proprie di
ogni nodo, e quelle che non dipendono dal nodo. Ad esempio il POS
del verbo, se preso come feature, sara` uguale a tutti i nodi dello stesso
albero.
Ci possono essere infiniti predicati da usare. Per la realizzazione di
mcsrl si e` deciso di utilizzare quelle descritte nella letteratura special-
izzata sull’argomento. Si ha un nucleo di sei attributi base presenti
in ogni sistema che ha partecipato all’edizione 2005 di CoNLL. Poi
si sono realizzati altri undici predicati che compaiono in molti tra i
migliori sistemi. Qui di seguito verranno descritti ognuno di loro.
• Predicati base:
Phrase Type il tipo del nodo. Tale informazione viene pre-
sa direttamente dall’albero sintattico. Un esempio e` “frase
nominale” NP. Se il nodo e` una foglia, il tipo sara` il POS.
Predicate Lemma viene preso il lemma del verbo. Tale infor-
mazione viene data in input, nella apposita colonna relativa
ai verbi. Da ricorda che il lemma non e` altro che la forma
base del verbo. Se ad esempio incontriamo “is”, il suo lem-
ma e` “be”. Tale feature e` uguale a tutti i nodi, in quanto
dipende solo dal verbo.
Path Feature descrive il path tra il nodo e il verbo. Verranno
specificati i Phrase Type dei nodi che sono su tale percor-
so.Verra` indicata anche la direzione, “up” mentre si sale fino
al primo antenato comune dei due nodi, e “down” quando
si scende verso il verbo. Da notare che questo predicato puo`
potenzialmente generare infinite features diverse.
Position indica se il nodo compare prima o dopo il verbo. Tale
predicato puo` generare solo due features diverse.
Voice indica se la frase e` attiva o passiva. Per determinare cio`
si usa una semplice regola: la frase e` attiva a meno che il
verbo abbia POS di tipo VBN e sia preceduto da una forma
del verbo essere.
Head Word indica la parola principale della frase all’interno
del nodo. Come determinarla non e` affatto semplice. Si e`
utilizzato un algoritmo descritto in [7]. Da notare che tale
algoritmo e` nella versione generale in cui cerca non la Head
Word, ma la Head Rule. Trovare la word e` semplice, basta
applicare l’algoritmo ricorsivamente sull’output(che nel nos-
tro caso e` un nodo), fino a quando non ci troviamo in pre-
senza di una foglia(che non e` altro che un nodo che contiene
28
solo una parola). In appendice e` presente una descrizione
dell’algoritmo. Da notare che ci sono volute piu` di 300 righe
di codice per implementarlo.
• Predicati addizionali:
Predicate POS semplicemente viene usato il POS del verbo.
Sub Categorization viene usata come feature la lista dei Phrase
Type di tutti i fratelli del nodo del verbo, piu` il Phrase Type
del verbo stesso. Tali tipi sono ordinati in base alla posizione
dei fratelli sull’albero.
Parent Phrase Type semplicemente viene preso il tipo del padre
del nodo.
Head Word POS ovvero viene preso il POS della Head Word
del nodo.
First and Last Word vengono prese la prima e l’ultima parole
all’interno del nodo. Esattamente sarebbero,all’interno del
sottoalbero con radice il nodo considerato, la foglia piu` a
sinistra(prima parola)e quella piu` a destra(ultima parola).
Parent PP Head Word se il padre del nodo e` di tipo PP, al-
lora si prendera come feature anche la Head Word del padre.
La quale word potrebbe essere diversa da quella del figlio.
Tutte queste features vengono considerate dal MaxEntropy come in-
dipendenti l’una dalle altre. Ma in alcuni casi si hanno degli aumenti di
performance se si considerano alcune features insieme, come se fossero
legate,dipendenti. Un modo per legare due features insieme e` quello
di concatenare le due loro stringhe, al fine di avere una nuova stringa
che rappresentera` una nuova feature. Da notare che MaxEntropy vede
le singole feature solo come delle stringhe senza significato semantico,
quindi non sa distinguere se una feature e` una combinazione di altre
features o no.
Da notare che si possono combinare le features tra loro in un nu-
mero esponenziale di modi diversi. E volendo, si puo` avere una feature
che e` concatenazione di tutte le altre. Ovviamente un predicato del
genere sarebbe alquanto inutile perche` genererebbe features quasi sem-
pre diverse per ogni nodo. Ma cio` e` altrettanto vero anche se si com-
binano poche features insieme. Quindi sarebbe bene non combinarle
mai piu` di due alla volta.
Le combinazioni di features che si sono scelte sono queste:
• Predicate Lemma and Path
• Predicate Lemma and Head Word
• Predicate Lemma and Phrase Type
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• Predicate Lemma and Parent PP Head Word
• Voice and Position
Da notare che queste sono nuove features aggiunte alle precedenti,
non le sostituiscono. Ad esempio ci sara` una feature per il Voice, una
per la Position e una per Voice legato alla Position.
Durante l’implementazione del sistema e` sorto un problema, di
natura strettamente implementativa. Precedentemente si e` detto che
le singole features vengono rappresentate come stringhe, e che si hanno
17 feature per ogni evento. MaxEntropy ha bisogno di tutti gli eventi
contemporaneamente in memoria per poter fare la fase di training.
Quindi, se il training set e` molto grosso, una media di 30 caratteri per
rappresentare una features contro solo 2 fa molta differenza. Si parla
circa di una occupazione di memoria di circa 15 volte maggiore. Un
conto e` usare 200 mega bytes, tutt’altro se si usano 3 giga, con tutti
gli swap di pagine di memoria del caso.
Usare una codifica piu` corta per le features sarebbe stato trop-
po complicato da implementare. Questo perche` si dovrebbe garantire
che feature diverse abbiano codifica diversa. Ma le features diverse
sono potenzialmente infinite(basti pensare a “path”). Di queste infi-
nite features se ne possono trovare nel training set solo un ristretto
sotto insieme. Ma tale sotto insieme non puo` essere noto quando si
scrive/implementa la codifica delle feature. Quindi oltre a complicare
di molto la scrittura del codice, si avrebbe che comunque per features
come il path la codifica sarebbe comunque di diversi caratteri.
Quindi l’idea migliore e` di generare come al solito le stringhe per
rappresentare le feature, ma poi comprimerle. Bisogna stare attenti
che tale algoritmo di compressione abbia overhead minore degli sprechi
di tempo causati dagli troppi swap di memoria. I quali sarebbero
causati se si usa una codifica troppo lunga per le stringhe delle fea-
ture. Percio` si e` scelto l’algoritmo di compressione piu` semplice che
si potesse implementare, ovvero una tabella hash. Si inizia con una
tabella vuota, ogni volta che si incontra una nuova feature si genera la
sua stringa normalmente. Essa verra` usata come chiave per la tabella
hash. Se essa non e` presente nella tabella, verra creato un nuovo iden-
tificativo id di lunghezza minima da associare a tale chiave. La stringa
che rappresentera` la feature sara` tale id e non la stringa di partenza.
Pero` ci sono alcuni punti che vanno considerati dettagliatamente:
• la tabella hash va tenuta in memoria, quindi comporta un over-
head non banale. Indichiamo con N il numero di features nel
training set, con L la lunghezza media di una stringa, con C la
lunghezza media delle stringhe compresse, e con F il numero di
feature diverse che si trovano nel training set. Si avra` che senza
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compressione la memoria occupata e` circa N · L, mentre se si
usa la compressione si ha N · C + F · (L + C). Da test, si puo`
verificare che C e` molto piu` piccolo di L, e lo stesso vale per F
nei confronti di N. Quindi usando la compressione il guadagno
in memoria e` notevole, anche di dieci e piu` volte.
• per gli id andrebbero usati il minor numero di byte possibile,
appunto per occupare la minor memoria possibile. Il problema e`
che le features devono essere stringhe C++. Se assumiamo che lo
spazio occupato da una stringa dipenda direttamente dal suo nu-
mero di caratteri, e che ognuno di essi occupa un byte8, si ha che
un id occupera` sempre un numero intero di bytes.Non si possono
avere id lunghi uno o due bits, il numero minimo sara` sempre
otto(8 bit equivalgono a un byte). Altro problema e` che se un
char ha ampiezza otto bits, comunque per rispettare la codifica
ASCII se ne possono usare solo sette. Quindi si passa da 256 val-
ori possibili a 128. Di quest’ultimi non e` possibile utilizzare per
la codifica il carattere di codice 0. Questo perche` tale carattere
e` usato come terminatore di stringa. Per mantenere un numero
multiplo di 2, invece di 127 si e` scelto di usare 64 caratteri pos-
sibili per byte. Quindi si avranno 64 id di lunghezza un byte,
64 · 64 = 4096 id di lunghezza 2 bytes, poi 4096 · 64 = 262144
id di lunghezza 3 bytes, ed infine fino a 262144 · 64 = 16777216
id di lunghezza 4 bytes. Da notare che nei test effettuati non si
generano mai piu` di 2 milioni di features diverse, quindi non si
avranno mai id di lunghezza 5. Bisogna pero` non dimenticarsi
che le stringhe in C++ potrebbero occupare ulteriore memoria,
come ad esempio un byte addizionale per il carattere terminatore.
• normalmente un buon algoritmo di compressione basato su dizionario
assegna codifiche piu` corte agli elementi con maggiore probabilita`
di comparire. Cercare di garantire cio` nel nostro caso avrebbe
comportato degli over head che avrebbero annullato tutti i ben-
efici dati dalla compressione. Comunque cio` non e` un problema,
in quanto 4 bytes per stringa sono sicuramente meglio di una
media di 30 bytes.
Inoltre l’assegnamento degli id non avviene in modo randomico.
Infatti man mano che si generano eventi dal training set, le prime
feature avranno codifica piu` corta. Le ultime feature diverse in-
contrate saranno codificate in modo piu` lungo. Ad esempio le
prime 64 feature avranno codifica di un solo carattere. Una fea-
ture che ha poca probabilita` di essere generata e` difficile che la
8da notare che cio` non e` una affermazione banale. Infatti ad esempio nel linguaggio di
programmazione Java i caratteri occupano 2 bytes.
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si incontri subito nello stream. Mentre e` altamente probabile
che si incontrino subito features comuni come “voice=active”
e “position=before”.Le quali avranno appunto codifica corta.
Cio` non toglie che features rare come “predicate lemma=have ,
path=UP[CC,VP]DOWN[VP,VP,S,VP,VP,AUX]” appaiano molto
presto nello stream, assegnandogli quindi erroneamente pochi
bytes. Percio` non si puo` garantire che la lunghezza della codifi-
ca di una feature sia inversamente proporzionale alla probabilita`
che tale feature venga generata. Pero` in media si tende a dare
codifiche corte per feature piu` probabili.
La tabella hash viene generata in fase di training, e viene salva-
ta sul file system in un file con estensione “.fhm”. Tale tabella sara`
indispensabile in fase di classificazione, in quanto le features gener-
ate dovranno essere compresse nel solito modo rispetto alla fase di
training. Questo perche` MaxEntropy ha memoria solo delle stringhe
compresse, non di quelle originali.
3.5.3 Fase di Classificazione
L’input della classificazione e` uguale a quello del training, con ovvia-
mente l’assenza delle colonne relative ai label. Le strutture dati per
rappresentare e manipolare le frasi in input sono le stesse. Anche la
fase di Pre Processing e` la stessa.
Data una frase, si iniziano a istanziare i nodi dell’albero sintattico
che la rappresenta. Si usa una fase di Pre Processing per eliminare
tutti quei nodi che non possono essere assolutamente degli argument.
Su questi nodi si eseguono due fasi. La prima di identificazione, in cui
si usa il classificatore che discrimina tra argument e non argument.
I nodi che vengono classificati come argument, verranno sottoposti a
una seconda fase di classificazione vera e propria. In tale fase verranno
classificati i label semantici di ogni constituent.
Da notare che si usano due classificatori diversi. Tecnicamente se
ne potrebbe usare solo uno, il quale tra i vari label da predire potrebbe
avere anche “not argument”. La letteratura specifica mostra che un
approccio a due fasi porta a prestazioni migliori.
Una volta che si hanno per ogni frase un insieme di constituent
classificati, si esegue su essi una fase di Post Processing. Tale fase verra`
analizzata in seguito, e serve per aumentare le performance generali
del sistema. Da notare che se i classificatori fossero perfetti, non si
avrebbe il bisogno di una fase di post processing perche` le performance
sarebbero gia` massime.
Una cosa molto importante da tenere a mente, e` che quasi tutte le
feature dipendono fortemente dall’albero sintattico. Tale albero viene
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dato in input al sistema, ma non si ha nessuna garanzia sul fatto che sia
corretto o no. Infatti non c’e` un algoritmo esatto per parsare una frase
in linguaggio naturale. Si usano algoritmi di intelligenza artificiale, i
quali commettono errori. Quindi non solo mcsrl commette sbagli di
suo, ma l’input che riceve potrebbe avere degli errori che potrebbero
falsare le classificazioni di mcsrl.
Un metodo per tentare di risolvere il problema e` usare un sistema a
parser multipli. Ovvero per ogni frase si ha una serie di alberi sintattici
addizionali. Si eseguira` una classificazione per ogni albero, e poi si
combinano i risultati in una apposita fase di votazione descritta in
seguito. Per avere questi alberi addizionali, o si usano parser differenti,
o si puo` usare lo stesso ma con parametri diversi.
La fase di votazione avviene prima del post processing. Gli alberi
addizionali vanno messi in un apposito file da specificare quando si
lancia il programma.
Da notare che verra` fatta una classificazione distinta per ogni al-
bero. Quindi se se ne usano troppi per frase, i tempi di completamente
potrebbero aumentare di molto. Non e` tanto un costo relativo all’u-
so di MaxEntropy, ma piuttosto un grosso overhead per ricreare le
features.
3.5.4 Pre Processing
Analizzare tutti i nodi di un albero richiederebbe tantissimo tempo,
sia durante la classificazione e soprattutto per il training. Esistono
pero` alcuni nodi che e` impossibile che possano diventare argument
per un verbo, e che quindi potrebbero essere tranquillamente ignorati.
Scopo del pre processing e` appunto eliminare tutti questi nodi inutili.
Come algoritmo per la rimozione dei nodi inutili si e` usato quello di
Xue e Palmer [6]. Esso e` un algoritmo ricorsivo che si puo` sintetizzare
in tre passi:
1. Considera il nodo del verbo como nodo attuale.
2. Raccogli i nodi fratelli del nodo attuale. I fratelli sono tutti quei
nodi che hanno lo stesso padre, e che quindi sono allo stesso
livello nell’albero. Se un fratello e` di tipo PP, allora raccogli
anche tutti i suoi figli.
3. il padre del nodo attuale diventa il nuovo nodo attuale. Riprendi
la computazione dal punto 2 fino a quando non arrivi alla radice
dell’albero.
I nodi “raccolti” sono gli unici che verranno usati nelle fasi succes-
sive del sistema. Tutti gli altri nodi non raccolti vengono ignorati.
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Su 19 sistemi che hanno partecipato al CoNLL-2005, ben 5 hanno
usato questo algoritmo. Tra di essi e` presente anche quello che ha
ottenuto le prestazioni migliori.
3.5.5 Post Processing
La fase di Post Processing avviene solo durante la classificazione, non
durante il training.
Poiche` in input vengono specificati quali sono i verbi, non ha senso
tentare di classificarli. Quindi in fase di post processing a tutti i verbi
viene dato in automatico il label V.
Quando, durante la classificazione, i vari constituent vengono clas-
sificati, la classificazione avviene usando informazioni locali. Ovvero
non si tiene conto di come vengono classificati gli altri constituent del-
la frase. Ogni constituent viene classificato indipendentemente dagli
altri. Se il classificatore non commettesse errori, non ci sarebbero
problemi. Ma ovviamente non siamo cos`ı fortunati. Infatti esistono
quattro vincoli sugli argument(di cui si e` gia` parlato precedentemente)
a livello globale:
1. gli argument non si possono sovrapporre. Bisogna ricordare che
un constituent rappresenta una porzione continua della frase.
Per non sovrapporsi si intende che nessuna parola o parte del-
la frase puo` appartenere a piu` di un argument contemporanea-
mente.
2. per uno stesso verbo, non ci possono essere piu` di un argument
classificato come Ax. Ovvero ci potra` essere al piu` un A0, un
A1, ecc. Da notare che, poiche` tutte le classificazioni dei con-
stituent sono indipendenti tra loro, e` possibile che per un verbo
ad esempio venga classificato piu` di un A0. Cio` e` ovviamente un
errore.
3. se in una frase compare un R− arg, allora necessariamente deve
esserci anche l’arg a cui fa riferimento.
4. se in una frase compare un C−arg, non solo deve esserci un arg,
ma esso deve comparire prima del C−.
Il rispetto di questi vincoli viene garantito nella fase di post pro-
cessing, con una operazione di Ottimizzazione Globale. Per ogni con-
stituent si ha un array di probabilta` riguardanti gli argument. Il nostro
scopo e` quello di assegnare gli argument in modo che i vincoli globali
vengano rispettati, ma allo stesso tempo cercando di scegliere come
classificazione gli argument piu` probabili. Tale questione puo` essere
risolta in vari modi. In questo sistema si e` deciso di modellare il tutto
come se fosse un problema di Ottimizzazione Combinatoria.
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Indichiamo con n il numero dei constituent, con m il numero di
argument diversi esistenti e con pij la probabilita` che il constituent
di indice i assuma come classificazione l’argument di indice j. Infine
indichiamo con zij la variabile decisionale di tipo booleano che rap-
presenta il fatto che il constituent i assume l’argument j (zij = 1) o
no (zij = 0). Ovviamente un constituent puo` assumere il valore di un
solo argument.Da notare che tra gli argument indicati da j c’e` anche
il “not argument”. La funzione da massimizzare sara`:
max
n∑
i=1
m∑
j=1
pij · zij (1)
Le variabili decisionali che dobbiamo settare sono le zij . Il primo
vincolo che dobbiamo inserire e` il fatto che un constituent puo` as-
sumere il valore di un solo argument. Esso puo` essere scritto in questo
modo:
∀i
m∑
j=1
zij = 1 (2)
Non ci resta che scrivere anche gli altri quattro vincoli. Per quanto
riguarda la non sovrapposizione degli argument, e` bene riformulare il
vincolo. Infatti e` piu` semplice dire che dati K constituent che si
sovrappongono, allora almeno K − 1 di essi devono essere classificati
come “not argument”. Quindi per ogni insieme St di constituent che
si sovrappongono, data kt la cardinalita`, si avra` questo vincolo:
kt∑
i=1
zSt(i),not argument ≥ kt − 1 (3)
Da notare che a priori non si puo` sapere quanti constituent si
sovrappongono. Quindi non si puo´ dire a priori quanti di questi vincoli
vanno inseriti.
Per quanto riguarda l’unicita` degli Ax, si puo` semplicemente scri-
vere:
∀x
n∑
i=1
zi,Ax ≤ 1 (4)
Il vincolo riguardante il fatto che se esiste un R-arg allora deve
esistere arg, puo` essere scritto come:
∀k∀m
n∑
i=1
zi,k ≥ zm,R−k (5)
Da notare che questo vincolo comporta un numero quadratico di con-
strain, in quanto se ne hanno n · a, con a il numero di argument
possibili.
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Il vincolo sugli C-arg e` simile al precedente, con la differenza che
arg deve comparire prima del riferimento. In formule:
∀k∀t
t−1∑
i=1
zi,k ≥ zt,C−k (6)
Esiste un ulteriore vincolo, ovvero che le variabili decisionali zij
devono essere intere. Non possono essere frazioni tipo 0.5 o 0.8. Cio`
complica enormemente il problema. Infatti se le variabili decisionali
fossero continue, basterebbe usare la Programmazione Lineare per ot-
tenere la soluzione (ovvero gli assegnamenti degli zij) ottimale. Ma
nel nostro caso ci troviamo di fronte a un problema difficile. Non e`
intuitivo il fatto che l’uso di variabili intere complichi un problema, si
rimanda a [9] per maggiori informazioni.
Una volta che si sono definite quali sono le variabili decisionali,
quale e` la funzione target da massimizzare e quali sono i vincoli,
bisogna decidere quale algoritmo usare per risolvere il nostro prob-
lema. Ne esistono molti, e tra questi si e` scelta la Programmazione
Lineare Intera (ILP). Se si cerca di ottenere la soluzione ottimale, tale
algoritmo potrebbe avere costo esponenziale. O comunque potrebbe
richiedere molto tempo per terminare. Da test, si e` verificato che il
suo costo computazionale e` relativamente basso.
Come libreria per la ILP si e` scelta la COIN-OR Branch and
Cut (cbc). E` una libreria open source che si puo` scaricare dal sito
www.coin-or.org . Da notare che sono stati lasciati i settaggi di de-
fault, senza nessuna ottimizzazione particolare per il problema tratta-
to.
Per quando si usano dei classificatori multipli (descritti piu` avan-
ti),l’ILP diventa fondamentale perche` si hanno potenzialmente molti
constituent che si possono sovrapporre. Ma generalmente, che tipi di
miglioramenti possiamo aspettarci dall’uso dell’ILP? Se una soluzione
non rispetta alcuni vincoli, possiamo essere sicuri che contiene degli
errori. L’ILP fara` delle modifiche per rendere la soluzione ammissi-
bile,eliminando quindi tali errori. Ma non si hanno garanzie che queste
modifiche non introducano a loro volta degli altri errori. Ammettiamo
di avere due A0, ovviamente uno di loro e` sbagliato. Ma siamo sicuri
che l’ILP andra` a modificare quello sbagliato? La risposta e` no, perche`
scegliera` quello meno probabile. Il problema e` che sappiamo che uno
sicuramente e` sbagliato, quindi il suo array di probabilta` degli argu-
ment non e` molto affidabile. Percio` nulla toglie che erroneamente gli
venga attribuito una alta probabilita` per A0. Di conseguenza, e` pos-
sibile che ILP vada a modificare (nel senso che gli cambia label) quello
giusto perche` ha probabilita` piu` bassa.
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Oltre a questo problema, davvero possiamo credere che la modifica
sia giusta? Ammettiamo pure che ILP scelga il corretto constituent
da modificare (ovvero quello classificato erroneamente). Ad esso verra`
assegnato il secondo label piu` probabile che non induca una nuova
violazione dei vincoli. Ad esempio ILP potrebbe cambiare il A0 in
A2. Ma se, come detto per ipotesi, la classificazione del constituent
e` sbagliata, chi ci assicura che la seconda probabilita` piu` alta cor-
risponda al vero label del constituent? Come e` sbagliata la prima
probabilita`, non lo potrebbe essere allo stesso modo anche la seconda?
Partendo da questo dubbio, si e` voluto sperimentare un nuovo
algoritmo. L’idea e` che se un constituent viene scelto dall’ILP e gli
viene cambiato label, allora la sua classificazione era sbagliata (anche
se cio` come detto prima non e` necessariamente vero). Quindi il suo
array di probabilita` non e` affidabile, e sarebbe meglio modificarlo con
dei valori presi calcolando la frequenza degli argument nel training set.
Ecco l’algoritmo:
1. applica l’ILP alla soluzione
2. per ogni constituent a cui l’ILP ha cambiato label, esegui
p← αd+ (1− α)p (7)
con p l’attuale array/vettore delle probabilita`, e d il vettore delle
probabilita` di default. Invece α e` semplicemente una costante
per dare comunque un peso ai vecchi valori.
3. riapplica l’ILP alla soluzione
Sfortunatamente, tale algoritmo non ha portato nessun migliora-
mento alle performance durante i test.
3.5.6 Votazione
Un metodo per aumentare le performance generali del sistema e` quello
di combinare insieme piu` classificazioni. Ovvero si usano piu` parser
sintattici in input, e si esegue una classificazione distinta per ognuno
di essi, per combinare poi insieme i risultati. Cio` si rende necessario in
quanto l’output di un parser sintattico puo` contenere errori, ma se ne
usiamo diversi per una stessa frase, i vari errori si possono smascherare
con una semplice votazione. Ovviamente, se tutti o la maggior parte
dei parser producono uno stesso errore, sara` difficile se non impossibile
rilevarlo.
Per ogni classificazione abbiamo un insieme di constituent. Og-
nuno con un array di probabilita`, con pi che indica che tale constituent
venga classificato con l’argument di indice i. La combinazione di piu`
classificazioni comporta due problemi distinti. Per prima cosa bisogna
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vedere come combinare insieme gli array di due constituent uguali
(stessi bordi) ma generati da classificazioni diverse. Cio` e` alquanto
semplice, basta fare una media dei due vettori. Ad esempio, conside-
riamo il constituent A e B, con C il risultato della loro combinazione,
si avra`:
∀i Ci = Ai +Bi2 (8)
Tale formula e` stata data per due constituent, ma e` semplice esten-
derla per n. La cosa importante da considerare e` che i constituent da
combinare insieme devono avere gli stessi bordi. Ma qui sorge il secon-
do problema, ovvero che diverse classificazioni possono dare in output
insiemi di constituent con bordi diversi. Questo dipende sia dalla fase
di pre processing, sia dalla fase di identificazione. Una possibile strada
sarebbe stata quella di tentare di scrivere un algoritmo per combinare
insieme constituent con bordi diversi. Ma si e` scelto una via piu` sem-
plice. Date n classificazioni che producono n insiemi di constituent, si
esegue una votazione su quali constituent vanno considerati. Ovvero
un constituent per essere scelto deve essere presente in almeno n2 in-
siemi. Da considerare che per determinare se due constituent siano
“uguali” o no, si considerano i loro bordi e non i loro array di prob-
abilita`. Quando si sono determinati quali sono i constituent finali,
per calcolare i loro array di probabilita`, si usa il tipo di combinazione
lineare descritta precedentemente. Dato S l’insieme degli insiemi dei
constituent dati da diverse e classificazioni, e chiamato C l’insieme di
constituent finale dato dalla votazione descritta precedentemente, si
avra`:
∀x Cx = S1,x + . . .+ Sn,x
n
(9)
Il problema e` che x compare in almeno meta` degli Si, ma non e`
detto che lo sia in tutti. Per ovviare a tale problema, si creano dei con-
stituent fantasmi. Se Si non contiene x, in tale insieme verra` creato un
nuovo constituent t con gli stessi bordi di x. Il suo array di probabilita`
avra` alla posizione “not argument” il valore k (scelto a priori), mentre
le altre posizioni avranno probabilita` dipendente dalla frequenza che
tali argument hanno nel training set. Ovviamente la somma di tutte
le probabilita` deve fare uno. Da notare che tutti i phantom avranno
lo stesso identico array di probabilita`, a prescindere da quale x sono
generati. Si rimanda al paragrafo sui “Test” la discussione su quale
valore scegliere per k.
L’uso di classificazioni multiple permette di coprire alcuni tipi di
errori.Ad esempio, se una sola classificazione genera il constituent x,
probabilmente questo e` uno sbaglio, e tale x andrebbe ignorato. Ma
non e` detto che l’uso di classificazioni multiple aumenti necessaria-
mente le performance generali del sistema. Ad esempio se su n clas-
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sificazioni ne abbiamo una ottima T (ovvero con basso tasso di errore
sul development set), ma il resto mediocri, si avra che il risultato fi-
nale probabilmente sara` peggiore di T . Per ovviare a cio`, in mcsrl e`
possibile dare dei pesi ai vari parser. Sara` logico assegnare un peso
maggiore a un parser di cui si sa` che dia risultati migliori. Il problema
e` che tali pesi vanno settati a priori in base alle conoscenze dell’utente,
non possono essere determinati a runtime.
3.6 Guida ai file del progetto
Qui di seguito verranno descritti i vari file che compongono il program-
ma mcsrl. Fare qui un commento riga per riga di circa 6 mila righe di
codice C++ e` improponibile. Quindi verra` data solo una descrizione
sommaria. In appendice si possono trovare gli headers (ovvero i file
che terminano con un “.h”). Da notare che tutti i commenti in questi
file sono in lingua inglese.
main.cpp e` il file principale del programma. Qui viene eseguita
la formattazione e l’esecuzione dei comandi passati da riga di
comando.
util.h contiene un insieme di funzioni utili a tutte le classi del pro-
gramma. Da notare che si e` fatto un grosso uso dei template per
permettere una maggiore riusabilita` di tali funzioni.
ArgumentLabels.cpp/.h scopo della classificazione e` quello di as-
segnare delle “etichette” ai constituent. Tali etichette sono lette
dai file di input(as esempio il training set)e scritte in output
come delle stringhe. Un esempio e` “AMD-ADV”. All’interno del
sistema, per motivi di efficenza, e` meglio gestirli con degli identi-
ficativi numerici. Quindi servono delle funzioni per trasformare
le stringhe in numeri, e viceversa. Inoltre non e` buono stile di
programmazione usare direttamente dei numeri, e` meglio usare
delle macro messe nel header.
ChpReader.cpp/.h permette di leggere e formattare le informazioni
presenti nel file dei parser addizionali.
SrlClassifier.cpp/.h gestisce tutte le fasi della classificazione.
SrlConstituent.cpp/.h tale classe serve per rappresentare i con-
stituent.
SrlContext.cpp/.h i context vengono usati durante la classificazione
invece che gli event. Sono uguali a quest’ultimi, ma piuttosto che
contenere un vettore di stringhe per rappresentare le feature,
utilizzano il formato interno usato da MaxEntropy.
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SrlEventStream.cpp/.h a partire da un file contenente un training
set, genera lo stream di eventi che permettera l’esecuzione della
fase di training.
SrlFeatureBuilder.cpp/.h data un nodo di un albero sintattico,
crea tutte le feature che lo rappresentano.
SrlInfo.cpp/.h permette di salvare sul file system tutte le infor-
mazioni riguardanti la fase di training.
SrlLog.cpp/.h permette di creare un file di log relativo all’esecuzione
del programma. Tale file serve solo per il debugging e per fare
delle analisi statistiche sui dati.
SrlPreProcessing.cpp/.h esegue la fase di pre processing.
SrlPostProcessing.cpp/.h esegue la fase di post processing.
SrlTree.cpp/.h crea le strutture dati per rappresentare le frasi in-
sieme a tutte le loro informazioni relative date in input.
SrlReader.cpp/.h e` la class usata per leggere dal file system i file
per il learning e la classificazione.
SrlWriter.cpp/.h permette di scrivere con la giusta formattazione i
risultati della classificazione.
makefile permette di compilare l’applicazione. Contiene inoltre altre
funzioni di utilita`.
train-set.zip archivio che contiene l’intero training set di CoNLL-
2005. Come albero sintattico e` stato usato quello di Charniack.
Prima di poter essere utilizzato da mcsrl, tale file va decompres-
so.
train-set small contiene un training set composto da sole due frasi.
E` stato utile in fase di debug
dev-set.zip contiene l’intero development set di CoNLL-2005.
ocp dev.k contiene cinque alberi sintattici per ogni frase presente nel
development set. Tali alberi sono stati generati con la versione
base del parser di Charniack.
ocp small.k stesso identico discorso per ocp dev.k, ma in questo caso
si considera il training set formato da sole due frasi.
model.zip contiene quattro file che rappresentano il modello model
gia` addestrato usando l’intero training set. I parametri usati per
mcsrl sono quelli di default.
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4 Test
4.1 Preparazione dei test
Gli algoritmi di machine learning non sono affatto semplici da appli-
care per un determinato task. Non ci sono solo una sacco di variabili
dell’algoritmo da settare, ma spesso vanno determinati con test em-
pirici. Inoltre, di solito le performance sono ben lontane dal 100%, e
si devono fare vari esperimenti per trovare la configurazione ideale.
Qui di seguito verranno descritti alcuni test che si sono fatti su
mcsrl. La macchina su cui si sono eseguiti e` un Pentium M 1.7Ghz a
1280Mb di memoria ram. Tale informazione ha valore solo per quando
si faranno dei commenti sul “tempo” necessario ad eseguire i test. I
loro risultati invece sono indipendenti dal computer utilizzato.
I dati sono quelli ufficiali della conferenza CoNLL-2005. Ovvero al-
cune sezioni del Wall Street Journal facenti parti del Penn TreeBanck.
Si hanno le sezioni 02 − 21 per il training e la 24 per il development
set. Quest’ultimo set contiene 1346 frasi, mentre il training set ne
contiene 39832.
Sfortunatamente non si ha avuto modo di accedere al test set.
Una possibile soluzione sarebbe stata quella di usare per il test set
meta` della sezione 24. Ma per avere un confronto attendibile con gli
altri sistemi partecipanti alla conferenza, si e` deciso di non dividere
il development o il training set. Quindi non si e` usato nessun test
set. Poiche` in [2] si puo` notare che stranamente le varie performance
sul development sono quasi sempre inferiori a quelle del test set, tale
scelta puo` ritenersi soddisfacente.
L’uso degli articoli della conferenza CoNLL-2005 ha permesso di
poter confrontare le performance di mcsrl rispetto a quello che e`
l’odierno stato dell’arte del Semantic Role Labeling. In tabella 3
si possono vedere tutte le performance degli altri sistemi che hanno
partecipato alla conferenza. Da notare che sono riportati solo i valori
relativi al development set.
4.2 Test sulle feature
La scelta delle feature da utilizzare ha un grosso impatto sulle prestazioni
finali del sistema. Ma esiste un grosso problema, ovvero che i tem-
pi di training sono molto lunghi, e quindi testare le feature richiede
molto tempo. Ad esempio sulla macchina dell’autore un training puo`
richiedere anche piu` di 20 ore.
Testare le feature e` concettualmente semplice: si esegue la fase di
training, e si calcola la performance del sistema sul development set.
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Autore F1
pradhan 78.04
punyakanok 77.35
marquez 76.93
haghighi 76.68
tsai 76.53
che 75.27
surdeanu 75.17
moschitti 74.01
tjongkimsang 73.24
yi 72.73
ozgencil 72.71
johansson 72.10
cohn 71.17
park 70.87
mitsumori 68.14
venkatapathy 68.14
ponzetto 66.32
lin 65.78
sutton 63.76
Tabella 3: performance sul development set di tutti i sistemi che hanno
partecipato alla conferenza CoNLL-2005
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Il miglior insieme di feature sara` quello che dara` miglior performance
al sistema nel development set.
Un metodo naive per scegliere quali feature usare potrebbe essere:
1. sia Q l’insieme di tutte le feature, ed S l’insieme inizialmente
vuoto di feature utilizzate dal sistema.
2. estrai a caso un elemento t di Q e inseriscilo in S
3. calcola le performance del sistema usando l’insieme di feature S.
Se le performance sono peggiori rispetto alla iterazione prece-
dente, togli t da S.
4. se Q non e’ vuoto, ritorna al passo 2.
5. prendi S come insieme di feature da utilizzare
Questo algoritmo ha molti aspetti negativi. Primo tra tutti il
tempo computazionale che richiede. Infatti si avrebbero un test di-
verso per ogni possibile feature. Per ovviare a cio` si potrebbero us-
are training e development set piu` piccoli. Ma cio` potrebbe falsare i
risultati.
Altro problema e` che tale algoritmo presuppone l’indipendenza
delle feature. Ovvero, un buona feature t incrementera` le performance
a prescindere dal contenuto di S. Ma cio` sfortunatamente non e` affatto
vero. Infatti uno dei grossi problemi degli algoritmi che usano un
apprendimento supervisionato e` l’overfitting. Cio` si ha quando un
modello apprende troppo dettagliatamente un training set. Questo e`
un male, non solo perche` il training set puo` contenere del noise, ma
anche perche` esso e` solo un piccolo esempio di tutti i possibili input. Il
risultato di cio` e` la perdita della capacita` di generalizzazione, ovvero
il saper classificare nuovi input. Ma quest’ultimo e` appunto quello per
cui addestriamo l’algoritmo.
L’overfitting puo` verificarsi in vari casi. Uno e` quando si usa un
modello troppo “complesso” rispetto alle dimensioni del training set.
Per apprendere un task difficile abbiamo bisogno di un modello com-
plesso, ma se abbiamo a disposizione pochi dati cio` e` un problema.
Infatti il modello tendera` a “memorizzare” tali dati senza appren-
dere come risolvere il task. Si rimanda a [8] per maggiori dettagli
sull’argomento.
Quindi, nel nostro caso, dovremmo testare ogni possibile combi-
nazione di feature possibile. Dato n il numero di feature diverse, si
avrebbe che il numero di test differenti da fare sarebbe 2n. Anche se
si usasse un euristica per diminuire il numero di test, rimarrebbero
comunque un numero spaventosamente troppo elevato. Anche poche
centinaia(n < 10) di test potrebbero richiedere mesi per essere svolti.
Di conseguenza all’interno di mcsrl si e` deciso di implementare le
feature piu` utilizzate tra i vari sistemi presenti in CoNLL-2005. Sono
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Figura 1: performance del sistema rispetto al numero di feature utilizzate
state ordinate secondo un criterio di importanza, e si sono eseguiti
dei test sul numero da utilizzarne. Non sono stati eseguiti test sulle
performance delle singole feature.
In figura 1 possiamo vedere i risultati dei test. Le performance si
aggirano tra il 67− 70%. Si ha un miglioramento fino a 10 feature, se
se ne usano di piu` si inizia a verificarsi il fenomeno di overfitting che
fa calare le prestazioni.
4.3 Test sul Post Processing
Si e` gia discusso del post processing precedentemente. Ma dara` dei
miglioramenti alla performance del sistema? E se si, di quanto? Il
miglior modo per rispondere a entrambe alle domande e` appunto fare
dei test usando l’ILP, e ripetere gli stessi senza di esso. In figura 2 si
puo` vedere che l’ILP migliora le performance di circa 0.5−1.0%. Non e`
tantissimo, ma comunque e` pur sempre un aumento delle performance.
Una cosa abbastanza evidente nel grafico e` che, peggiori sono le
performance, piu` il post processing da` miglioramenti. Cio` e` quello che
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Figura 2: confronto tra performance quando si usa l’ILP e quando no
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Parser Performance
CoNLL-2005 Charniack 69.77%
Charniack 1 63.57%
Charniack 2 61.70%
Charniack 3 61.09%
Charniack 4 61.16%
Charniack 5 60.23%
Tabella 4: performance delle singole classificazioni utilizzando parser diversi
dovremmo normalmente aspettarci. Infatti l’ILP corregge degli errori,
ma piu` una classificazioni ha alta performance, minore e` il numero di
errori che contiene.
E` interessante notare che per 11 feature l’ILP,invece di dare miglio-
ramenti, fa calare le prestazioni. Cio` e` una cosa possibile, anche se
rara.
4.4 Test sull’uso di parser multipli
L’architettura di mcsrl permettere di combinare l’output di piu` clas-
sificazioni insieme. Le classificazioni differiscono sull’albero sintattico
dato in input.
Per i test si e` usato l’albero di Charniack presente nelle risorse
ufficiali di CoNLL-2005. Inoltre si e` usato il parser di Charniack per
generare altri 5 alberi. Da notare che si e` usato il parser di default.
In tabella 4 sono presenti le prestazioni delle singole classificazioni.
Il parser di Charniack invece di dare un singolo albero in output, ne
puo` dare i migliori n. Uno si aspetterebbe che il migliore primo albero
sia identico a quello contenuto in CoNLL-2005. Ma dalla tabella 4
possiamo vedere che danno prestazioni diverse. Questo accade perche`
i training set utilizzati per addestrare i parser erano diversi.
La combinazione dei precedenti sei alberi da` come risultato 64.61%,
decisamente peggiore di 69.77%. Questo calo di prestazioni accade
perche` c’e` una grossa differenza tra le performance ottenute utilizzan-
do i diversi alberi. Ma cosa accade se si utilizzano solo alberi che
danno performance simili? Ci sara` un aumento rispetto a il migliore?
Per rispondere a queste domande sono stati eseguiti dei test senza
utilizzare l’albero presente in CoNLL-2005. In figura possiamo vedere
le performance del miglior albero combinato con gli altri.
L’incremento arriva anche a piu` del 1%. Quindi si potrebbe dire
che, quando gli alberi danno performance simili, la loro combinazioni
da risultati migliori.
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Figura 3: performance della combinazione di piu` alberi
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Figura 4: performance della combinazione di 6 parser diversi al variare del
peso assegnato a quello migliore
Quando a priori si sa che un albero da risultati molto piu` alti
rispetto agli altri, si puo` comunque tentare di combinarlo con gli altri.
Ma facendo cio`, bisogna dargli un peso maggiore. Ma di quanto? E`
molto difficile dare una risposta valida in ogni situazione. Sia K le
prestazioni del miglior albero, e Cw quella data dalla combinazione
con gli altri alberi dando peso w al migliore. Sia K sostanzialmente
maggiore alle performance degli altri alberi usati singolarmente. Se
il peso w e` uguale a 1, ci aspettiamo un degrado delle prestazioni,
ovvero C1 < K. Per w che tende a infinito, ci aspettiamo che le
performance siano uguali a quelle che si otterrebbero utilizzanzo solo
il miglior parser, ovvero:
lim
w→∞Cw = K (10)
La domanda e` appunto: potra` esistere un w tale che Cw > K? Dai
test eseguiti, di cui i risultati sono in figura 4, si direbbe di si. Pero`
l’incremento delle prestazioni e` molto basso, inferiore addirittura al
0.1% .
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Per quanto riguarda la combinazione di alberi differenti, rimane
un ultima cosa che vale la pena di testare, ovvero come settare nei
phantom il valore della probabilita` di non essere un argument. In [3]
si consiglia di settare tale probabilita` α a 0.6, ed e` cio` che si e` fatto
in tutti i test precedenti. Pero` da test si e` verificato che α ha scarsa
influenza sulle performance finali.
4.5 Risultati finali
Il sistema mcsrl addestrato sui dati presi da CoNLL-2005 ha una
buona performance. Infatti un valore di 69.85 e` migliore di bene cinque
sistemi(vedi tabella 3) presentati a tale conferenza. Cio` non toglie
che in futuro, avendo a disposizione corpora piu` grandi, si riescano
a ottenere performance migliori senza dover modificare alcun che al
codice.
In tabella 5 possiamo vedere in dettaglio i risultati migliori che si
sono ottenuti sul development set usato in CoNLL-2005.
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5 Conclusioni
Il Semantic Role Labeling e` un importante strumento da utilizzare
all’interno di applicazioni di Natural Language avanzate.
Il lavoro che si e` svolto per questa tesi e` stato appunto lo sviluppo
di un sistema completo per il SRL chiamato mcsrl. Il problema e` che
con gli algoritmi di machine learning non si puo` sapere a priori che
prestazioni avranno. Comunque, da test, si e` verificato che mcsrl ha
prestazioni paragonabili ai migliori sistemi in circolazione.
La realizzazione di questo software ha pero` richiesto molto tempo,
non tanto per la sua complessita` (sei mila righe di codice non sono
poi tantissime), ma per il debugging. Infatti non e` affatto facile deter-
minare se delle pessime performance sono dovute a bug nel codice o
no. Se ad esempio aggiungendo una nuova feature si ha un calo delle
prestazioni, cio` sara` dovuto a un bug o all’overfitting? Di situazioni del
genere ne esistono molte(post-processing,sistema di votazione,ecc.), e
verificare ogni volta se fossero bug o no e` stata impresa lunga.
Un sistema di SRL da solo non e` molto utile, va infatti inserito
all’interno di un applicazione piu` ampia. All’autore e` stato chiesto di
sviluppare questo sistema dal prof. Giuseppe Attardi dell’Universita`
di Pisa per poter utilizzare il SRL per le nuove versioni dei software
di Natural Language realizzati all’interno del Dipartimento di Infor-
matica. Tra essi ad esempio c’e` un sistema di Question&Answering
chiamato Piqasso9, ma si pensa di utilizzare il SRL anche per i nuovi
sistemi che verranno presentati alla conferenza TREC-2006 10.
Ma l’uso che si fara` di mcsrl non finisce qui, infatti si pensa di
utilizzarlo anche all’interno del nuovo progetto PRIN. Esso riguarda
la realizzazione di guide mobili per le visite ai musei e per circostanze
simili, in cui servono anche analisi linguistiche. Ad occuparsene e` la
prof. Maria Simi (http://www.di.unipi.it/∼simi/) in collaborazione
con le Universita` di Torino e Udine.
In conclusione mcsrl e` un programma molto utile, in quanto tutte
le nuove applicazione di natural language devono saper trattare le
informazioni semantiche se vogliono avere buone prestazioni. Quin-
di mcsrl puo` essere utilizzato come un “mattone” base per costruire
applicazioni avanzate. Pero` le sue performance sono ancora lontane
dal 100%, quindi c’e` ancora del lavoro da fare per migliorarlo. Un
punto da cui iniziare potrebbe essere una analisi approfondita di quali
feature utilizzare (tutti i sistemi presenti a CoNLL-2005 usavano set
molto differenti). Dato il suo costo computazionale molto elevato, cio`
9per maggiori informazioni sui progetti portati avanti dal prof. G. Attardi, si rimanda
alla sua home page http://www.di.unipi.it/∼attardi/
10per maggiori informazioni su tale conferenza, si veda http://trec.nist.gov/call06.html
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richiedera` probabilmente la parallelizzazione del codice. Altro cosa
che potrebbe servire sarebbe analizzare statisticamente gli errori che
il sistema commette, e da tale analisi sviluppare nuovi algoritmi mirati
a correggere questi errori.
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6 Appendice
6.1 Apprendimento supervisionato
Quella che si vuole dare qui e` solo una piccola introduzione all’Apprendimento
Supervisionato. Visto che la conoscenza di quest’ultimo e` indispens-
abile per capire e poter leggere questa tesi, si spera con questa breve
introduzione di poter aiutare il lettore che non ha molta dimestichezza
in materia. Per maggiori informazioni e approfondimenti, si consiglia
[8].
Consideriamo di avere una funzione f(x) = y. Ma invece di
conoscere come e` fatta f , si hanno solo un insieme di punti xi map-
pati nei corrispettivi yi. Ad esempio, potremmo avere tre valori:
f(1) = 1,f(2) = 4 e f(3) = 9.Chiameremo questo insieme di val-
ori training set. Il nostro obiettivo e` quello di riuscire a scrivere f ,
in modo tale da poterla usare su qualsiasi xj . Non conosciamo f , ma
da queste coppie input(x) e output(y), si puo´ facilmente notare nel
nostro esempio che f e` la funzione quadrato y = x2. Ma e` l’unica
funzione che dati questi input da questi output? La risposta e` no, ci
sono infinite funzioni con questa proprieta`. Si consideri ad esempio
y = G(x) · (x − 1) · (x − 2) · (x − 3) + x2. Quale,tra queste infinite
funzioni, ci conviene scegliere come modello m per f? L’ideale sarebbe
quello di avere un modello che si avvicini il piu` possibile ad f , ovvero
che per esempi/input xj mai visti(ad esempio x = 4) si abbia il minor
errore possibile. Ovviamente, un modello perfetto si avrebbe quando
∀x si ha m(x) = f(x). Cio` non e` difficile ottenerlo per gli elementi del
training set, ma per gli x mai visti di cui non si sa nulla? Un buon
modello dovrebbe appunto avere il minore tasso di errore sugli esem-
pi(ovvero le coppie xi con f(xi)) mai visti. Ovvero dovrebbe essere in
grado di generalizzare.
Ma come si puo` testare l’errore di un modello? Per un singolo
elemento x si potrebbe scrivere qualcosa tipo e(x) = (m(x)− f(x))2.
Ma noi conosciamo l’output di f solo per gli elementi del training
set, non per tutti gli x. Quindi tale errore va stimato, non si puo`
conoscere il suo valore esattamente. Un metodo per risolvere questo
problema e` usare un test set. Semplicemente si tolgono dal training
set alcuni elementi per formare questo nuovo test set. Tali elementi
non verranno usati per l’apprendimento del modello m. Un volta
che si ottiene m addestrandolo sul training set, si usa il modello per
classificare(ovvero partendo da x in input, applicando m si ottiene y)
gli elementi nel test set. Poi si confrontano i risultatim(x) ottenuti con
i veri f(x), al fine di avere una stima del loro errore. Considerando
l’esempio descritto precedentemente, si puo` prendere per il training
set f(1) = 1 e f(2) = 4. Per test set si puo` prendere f(3) = 9. A
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partire dal training set, si addestra il modello m : y = x2. Facendo i
confronti sul test set, si ha che m(3) = f(3), quindi l’errore e` stimato
essere zero. Sarebbe sbagliato dire che l’errore e` pari a zero, perche`
come test set si puo` usare solo una frazione del possibile insieme di
input, quindi si puo` avere solo una stima. Ovviamente, piu` il test set
e` grande, piu` la stima dell’errore e` accurata. Come test set non si
possono usare gli elementi usati per l’apprendimento del modello, in
quanto l’errore su essi sarebbe una sotto stima troppo bassa del vero
tasso di errore. Quindi sorge il dilemma di quanti elementi utilizzare
per il training set, e quanti per il test set. Normalmente si privilegia
il training set, ma tutto dipende anche da quanti elementi si hanno a
disposizione.
In tutto questo discorso, il lettore dovrebbe aver notato che manca
un concetto basilare. Ovvero, come si addestra un modello? Come
fare, a partire dal training set, a ottenere una funzione m? L’esempio
precedente e` molto semplice per un essere umano11, ma come puo`
un computer riuscire a determinare m : y = x2 vedendo solo f(1) e
f(2)? Per fare cio` si usano degli algoritmi di apprendimento,anche
detti classificatori. Ce ne sono molti, tra cui le Reti Neurali,gli Alberi
di Decisione,MaxEntropy,ecc. La cosa che hanno in comune, e` che il
bisogno di avere un training set e un test set distinto vale per ognuno
di loro.
Spesso si usa un terzo insieme distinto, chiamato Development set
o anche Validation set. Esso viene usato per testare i parametri di un
classificatore, o per scegliere tra piu` classificatori diversi. Per il nostro
esempio, potremmo provare ad addestrare una Rete Neurale con tre
nodi e una con cinque, e poi testare i risultati sul development set.
Quella che ha il tasso apparente di errore piu` basso, verra` scelta come
classificatore da utilizzare. Da notare che per questo compito non si
puo` usare il test set, in quanto per dare una buona stima del vero
errore, esso deve essere indipendente dalla fase di training.
Per semplicita`,l’esempio che si e` utilizzato e` di tipo matematico,
ovvero si e` considerata la funzione elevamento al quadrato. Ma si
puo` apprendere qualsiasi tipo di funzione. Ad esempio potremmo
avere una funzione che, preso in input la foto di una persona, come
output dica se essa sia un maschio o una femmina. In tale caso, i
dati per l’apprendimento saranno un insieme di fotografie etichettate
a mano(ovvero per ognuna di esse qualcuno ha detto se e´ un maschio
o una femmina). Ma si possono fare mille altri esempi, tra cui i filtri
anti spam e i sistemi di riconoscimento vocali.
11almeno per chi sa masticare un po` di matematica
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6.2 MaxEntropy
MaxEntropy e` un algoritmo di classificazione ben conosciuto e ampia-
mente usato. Ma capire il suo funzionamento richiede delle conoscen-
ze di matematica non banali.Qui si cerchera` di descriverlo in maniera
semplice e concisa. Per maggiori dettagli e` bene consultare [10].
Essendo un classificatore, scopo di MaxEntropy e` quello di costru-
ire un modello per una funzione di cui si conosce solo gli output per
un ristretto numero di input. Ovviamente si utilizzera` un training set
per l’apprendimento, considerato come un insieme di coppie (xi, yi).
A differenza di altri algoritmi, come ad esempio le reti neurali,
ME crea un modello stocastico p. Ovvero, dato in input xi, verra`
dato in output un array di probabilita` Vi. I suoi valori Vi(j) indicano
la probabilita` che yi assuma valore Y (j), con Y l’insieme di tutti i
possibili valori che y puo` assumere. Ovviamente come yi finale si
andra` a scegliere quel Y (j) tale che Vi(j) sia massimo. Quello che
ME andra` a creare/apprendere sara` un modello p(y|x). Cioe`, dato un
contesto x, verra` data la probabilita` che la funzione target assuma il
valore y.
L’algoritmo ME puo` essere applicato a qualsiasi dominio, ma neces-
sita che l’utente definisca delle funzioni fj dette feature. Tali feature
mappano i (x, y) in valori binari. La tipica fj sara` della forma:
fj(x, y) =
{
1 se x ed y soddisfano la condizione
0 altrimenti
(11)
Tali funzioni sono potenzialmente infinite, ed e` compito dell’utente
decidere quali e quante usarne. La condizione su (x, y) puo` essere
qualsiasi cosa. Una loro saggia scelta e` molto importante, in quanto
le performance del modello p che verra` creato dipendera` fortemente
dalle feature utilizzate.
Come primo passo dell’algoritmo, il training set verra` rappresen-
tato come una distribuzione p˜(x, y). Tale distribuzione puo` essere
stimata empiricamente calcolando la frequenza dei vari (xi, yi).
Quello che siamo interessati e` il valore di fj rispetto alla dis-
tribuzione empirica p˜(x, y), ovvero:
p˜(f) =
∑
x,y
p˜(x, y)f(x, y) (12)
quindi p˜(f) puo` essere considerata come la probabilita` che f as-
suma valore vero (cioe` 1) nel training set.
Affinche il modello p sia consistente con il training set, bisogna fare
in modo che:
p(f) = p˜(f) (13)
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La probabilita` p(f), ovvero il valore che f assume nel modello
p(y|x), viene stimata con:
p(f) ≡
∑
x,y
p˜(x)p(y|x)f(x, y) (14)
con p˜(x) la frequenza che il contesto x appare nel training set.
Combinando le tre funzioni precedenti, si arriva a poter scrivere in
maniera piu` esplicita:∑
x,y
p˜(x, y)f(x, y) =
∑
x,y
p˜(x)p(y|x)f(x, y) (15)
Se noi ci limitiamo a considerare solo i modelli p(y|x) che sod-
disfano la (13), eliminiamo tutti quei modelli che non rispecchiano il
training set ogni qual volta che si presentano (come vere) le feature
fj .
Chiameremo P l’insieme di tutte le distribuzioni di probabilita`.Da
definizione, p appartiene a P . Ci saranno infiniti modelli che soddis-
fano la (13), a noi interessa sceglierne appunto uno che appartiene
all’insieme C cos`ı definito:
C = {p ∈ P |p(fi) = p˜(fi)∀i ∈ {1, 2, . . . , n}} (16)
Da notare che si stanno considerando un insieme di n feature
diverse.
Non ci resta che da dire quale p ∈ C scegliere. Verra` scelta quella
con distribuzione piu` “uniforme” possibile. Una misura dell’unifor-
mita` di una distribuzione e` data dalla conditional entropy :
H(p) = −
∑
x,y
p˜(x)p(y|x) log p(y|x) (17)
Si andra` a prendere come p quella distribuzione che massimizza la
(17). Il perche` si fa cio`, e come determinare tale distribuzione, sono
argomenti avanzati che si preferisce non trattare in questa sede. Il
lettore interessato e` bene che consulti [10].
Da notare che il nome MaxEntropy viene appunto dal fatto che si
sceglie una distribuzione che massimizza l’entropia definita in (17).
6.3 Head Rule
Quella che segua e` la descrizione dell’algoritmo per calcolare le head
dei costituenti di una frase. La descrizione originale dell’algoritmo la
si puo` trovare in [7].
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Si consideri la regola 〈X → Y1, Y2, . . . , Yn〉, in cui la X e` il tipo del
nodo considerato, e i Yi sono i tipi dei suoi figli. L’algoritmo trovera`
la Yi che e` la head per X.
Nel caso base, si utilizza la tabella 6 per determinare la head del
constituent. Si inizia dal considera il tipo di X. In base a esso,
guardando la tabella, si decide se si inizia a scandagliare le Yi da destra
o da sinistra. Ovvero se si parte da Y1 per arrivare a Yn o viceversa.
La lista di priorita` L indica in che ordine considerare i tipi degli Yi.
Ovvero alla prima scansione si considera solo il primo elemento della
lista (L1). Appena si incontra un Yi che ha tipo L1, allora la head
e` Yi e l’algoritmo termina. Se tale elemento non si trova, si rinizia
una nuova scansione, ma questa volta considerando l’ elemento della
lista successivo, in questo caso L2. Si continua con queste scansioni
fino a quando non si trova un Yi che combacia con un Lj . Da notare
che potenzialmente si possono eseguire tante scansioni quanti sono gli
elementi nella lista di priorita`. Se nessun elemento combacia, verra`
scelto l’ultimo come head.
Esistono due eccezioni a questo algoritmo, e riguardano gli NPs e
i CC. Se il nodo X e` di tipo NPs, invece che usare la tabella, si usa
questo algoritmo:
• se l’ultima parola e` di tipo POS, allora ritorna Yn;
• altrimenti cerca da destra a sinistra il primo figlio che e` un NN,
NNP, NNPS, NNS, NX, POS o JJR;
• altrimenti cerca da sinistra a destra il primo figlio che e` un NP;
• altrimenti cerca da destra a sinistra il primo figlio che e` $, ADJP
o PRN;
• altrimenti cerca da destra a sinistra il primo figlio che e` CD;
• altrimenti cerca da destra a sinistra il primo figlio che e` JJ, JJS,
RB o QP;
• altrimenti ritorna Yn.
Per quanto riguarda i CC, l’eccezione compare se si trova tra i Yi,
non se la X e` di tipo CC. Si usa la tabella come nel caso base. Data
Yh la head trovata, se h > 2 e se Yh−1 e` di tipo CC, allora cambia la
head da Yh a Yh−2. Da notare che X puo` essere di qualsiasi tipo.
6.4 Headers del progetto
Quelli seguenti sono i sorgenti degli header. Per motivi di spazio si
e` preferito non inserire i file sorgenti “.cpp”. Da notare che tutti i
commenti sono in lingua inglese.
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6.4.1 ArgumentLabels.h
/*
** MCSRL
** MultiClassifier_SRL/ArgumentLabels.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef ARGUMENT_LABELS_H
#define ARGUMENT_LABELS_H
#include "util.h"
namespace MCSRL
{
/**
class for handling labels.
*/
class ArgumentLabels
{
public:
/**
gives the string rappresenting a label from is integer id
@param code the integer id of a label
@return the label rappesented as a char pointer
*/
static char* getLabel(int code);
/**
get the label code from a line. It will also say if the line begin and/or
endsc with brackets.
@param line contains the label
@param opening a pointer to a bool. It will be true if the line begins with
a ’(’
@param closed a pointer to a bool. It will be true if the line ends with a ’)’
@return the integer id of the label contained in the line
*/
static int getCode(char* line,bool* opening=null,bool* closed=null);
/**
get the label code from a string
@param line a string
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@return the integer id of the label containde in the string
*/
static int getCode(string line);
/**
from a matrix of lines, get a matrix a of label id. There will be used all
rows of the input matrix, but only a subset of columns
@param data a matrix of lines
@param first_column index of the first column that will be used
@param last_column index of the last column that will be used
@param row_number the number of row of the data matrix
@return a matrix of label id
*/
static int** getCodeMatrix(char*** data,int first_column,int last_column,
int row_number);
static const char* IS_AN_ARGUMENT;
static const char* IS_NOT_AN_ARGUMENT;
static const int ARGUMENT_NUMBER=51;
static const int NOT_ARGUMENT=50;
static const int A0=0;
static const int A1=1;
static const int A2=2;
static const int A3=3;
static const int A4=4;
static const int A5=5;
static const int AA=6;
static const int AM=7;
static const int AM_ADV=8;
static const int AM_CAU=9;
static const int AM_DIR=10;
static const int AM_DIS=11;
static const int AM_EXT=12;
static const int AM_LOC=13;
static const int AM_MNR=14;
static const int AM_MOD=15;
static const int AM_NEG=16;
static const int AM_PNC=17;
static const int AM_PRD=18;
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static const int AM_REC=19;
static const int AM_TMP=20;
static const int R_A0=21;
static const int R_A1=22;
static const int R_A2=23;
static const int R_A3=24;
static const int R_A4=25;
static const int R_AA=26;
static const int R_AM_ADV=27;
static const int R_AM_CAU=28;
static const int R_AM_DIR=29;
static const int R_AM_EXT=30;
static const int R_AM_LOC=31;
static const int R_AM_MNR=32;
static const int R_AM_PNC=33;
static const int R_AM_TMP=34;
static const int V=35;
static const int C_A0=36;
static const int C_A1=37;
static const int C_A2=38;
static const int C_A3=39;
static const int C_A4=40;
static const int C_AA=41;
static const int C_AM_ADV=42;
static const int C_AM_CAU=43;
static const int C_AM_DIR=44;
static const int C_AM_EXT=45;
static const int C_AM_LOC=46;
static const int C_AM_MNR=47;
static const int C_AM_PNC=48;
static const int C_AM_TMP=49;
private:
};
}
#endif
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6.4.2 ChpReader.h
/*
** MCSRL
** MultiClassifier_SRL/ChpReader.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef CHP_READER_H
#define CHP_READER_H
#include "util.h"
#include <iostream>
#include <fstream>
namespace MCSRL
{
/**
class for reading the additional parsers.
*/
class ChpReader
{
public:
/**
@param filename the name of the file where the additional parsers are stored
@param jump number of the first elements in the file to ignore
@param max_reading there will be readed no more than that number of elements
*/
ChpReader(const char* filename,int jump=0,int max_reading=-1);
~ChpReader();
/**
read the next phrase’s parser in the file
@param len a pointer storing the number of words of the phrase
@param parser_number a pointer to the number of parser found for the
current phrase
@return a well formatted matrix. There will be two columns for each parsers,
the first one for POS, the second one for the syntatic tree
*/
char*** readNextPhrase(int *len, int *parser_number);
60
/**
@param parser_output a string rappresenting the output of a parser
@return the number of words of the parsed phrase
*/
int getWordNumberInParser(string parser_output);
/**
print on the standard output a matrix of char pointers
*/
static void printData(char*** data,int rows,int columns);
private:
/**
it is used to parse the string output of a syntatic parser.
It says if the current position
on the string is the begining of a word or of sysntatic info.
@param s a pointer to a position in a syn parser output
@return true if the current position is the begining of a
word of the current phrase
*/
bool isBeginingOfAWord(const char* s);
ifstream input;
int max_reading;
int actual_readed;
char*** buffer_data;
int buffer_len;
int buffer_pn;
int waiting;
};
}
#endif
6.4.3 SrlClassifier.h
/*
** MCSRL
** MultiClassifier_SRL/SrlClassifier.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
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** ----------------------------------------------------------------------
*/
#ifndef SRL_CLASSIFIER_H
#define SRL_CLASSIFIER_H
#include <list>
#include "util.h"
#include "SrlTree.h"
#include "SrlFeatureBuilder.h"
#include "SrlPreProcessing.h"
#include "SrlConstituent.h"
#include "maxent.h"
#include "GIS.h"
namespace MCSRL
{
using namespace ME;
using namespace std;
/**
the class that performs the classification
*/
class SrlClassifier
{
public:
/**
@param modelfile the name of the file where the model is stored
@param iterations number of iteration for MaxEntropy algorithm
*/
SrlClassifier(const char* modelfile,int iterations=100);
~SrlClassifier();
/**
classify all element of a phrase
@param data matrix of string. It contains columns for words,POS,syn tree,ecc
@param len number of rows of the matrix
@param verb_number it will store the number of verb in the phrase
@param weight the importance of the that classification in confront of the
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others on the same phrase
@return a list of classified constituents
*/
list<SrlConstituent*>* classify(char*** data,int len,int* verb_number,
int weight=1);
/**
use more classification on the same phrase. It also does the combination
of the results
@param data matrix of string. It contains columns for words,POS,syn tree,ecc
@param len number of rows of the matrix
@param verb_number it will store the number of verb in the phrase
@param additional_parser a matrix of string with the data of the additional
parsers
@param pn number of additional parsers
@param one_parser if it is different of -1, use only the one parser with that
index
@param weights array of weights
@param weights_number size of the weights array
@return a list of classified constituents
*/
list<SrlConstituent*>* votedClassify(char*** data,int len,int* verb_number,
char*** additional_parser,int pn,
int one_parser,int* weights=null,
int weights_number=0);
private:
GIS* binary_model;
GIS* normal_model;
int* mapping;
};
}
#endif
6.4.4 SrlConstituent.h
/*
** MCSRL
** MultiClassifier_SRL/SrlConstituent.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
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** ----------------------------------------------------------------------
*/
#ifndef SRL_CONSTITUENT_H
#define SRL_CONSTITUENT_H
#include <list>
#include "util.h"
#include "SrlTree.h"
#include "ArgumentLabels.h"
namespace MCSRL
{
using namespace std;
/**
*/
class SrlConstituent
{
public:
SrlConstituent();
/**
create a new constituent from a node in the syntatic tree
@param node a pointer to a node in the syntatic tree
@param verb indicates to which verb the constituent belong
@param weight the importance of that consituent
*/
SrlConstituent(Node* node,int verb,int weight=1);
/**
print on the standard output a rappresentation of the constituent
*/
void print();
/**
check if this constituent is overlapping on an other one
@param constituent a pointer to the an other constituent
@return true if the two consitutent are overlapping each others
*/
bool isOverlapping(SrlConstituent* constituent);
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/**
check if the the constituent is over a precise position in the phrase
@param position the index of a position in the phrase
@return true if the position is inside the lenght of the constituent
*/
bool isOverlapping(int position);
/**
merge the probability array with the one of a different constituent.
The two consituent should have the same position.
@param srlc a pointer to the other constituent
@return true if the merging was done without problems
*/
bool merge(SrlConstituent* srlc);
/**
update the label of the classification according to the probabilty array
*/
void updateLabel();
/**
create a phantom of that constituent
@param f_weight the importance of that constituent
@param s_weight the current number of time that this constituent has been found
in the additional parsers
@return a phantom of this constituent. It will have the same status, but
different array of probabilities.
*/
SrlConstituent* getPhantom(int f_weight,int s_weight);
/**
add to current probability a fraction(alpha) of the default ones. this ones
are computed by the frequency in training set. the new probability will be
p=ad+(1-a)p.
@param alpha the weight of the default probailities over the old ones
*/
void addDefaultProbability(double alpha);
/**
set default value of ‘‘not argument’’ in the phantom constituents. If the new
value is not correct (i.e. lesser than or equal to zero or greater than one)
the default one will be not changed.
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@param p the new probability. It should be 0<p<1
@return true if p has a correct value
*/
static bool setPhantomNotArgumentProbability(double p);
/**
get an exact copy of the constituent
@return a copy of that constituent
*/
SrlConstituent* getCopy();
/**
it is a function written for the debugging phase
@return true if the array of probabilities is consistent
*/
bool debug_checkProbabilities();
/**
it is a function written for the debugging phase
@return true if the array all element in the list are consistent
*/
static bool debug_checkList(list<SrlConstituent*> cl);
/**
two constituent are considerated the same if they have the same position and
verb
*/
bool operator==(SrlConstituent c);
/**
two constituent are considerated the same if they have the same position and
verb
*/
bool operator==(SrlConstituent *c);
/**
two constituent are considerated the same if they have the same position and
verb
*/
bool operator!=(SrlConstituent c);
/**
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two constituent are considerated the same if they have the same position and
verb
*/
bool operator!=(SrlConstituent *c);
/**
add to the first list of consitutents all consituents that are in second one
but not in the first one. that new consituents will be phantoms
@param a the first list
@param b the second list
@param first_weight the importance of the first list
@param second_weight the importance of the second list
@return true if there are new constituents added to the first list
*/
static bool addMissingConstituent(list<SrlConstituent*> a,
list<SrlConstituent*> b,
int first_weight,int second_weight);
/**
if a constituent is in only few parsers, it will be removed from the list
@param a the list of constituents
@param threshold set the number of parsers that the constituent should be
in to be not removed
@return the list ofn constituents without the seldom constituents
*/
static list<SrlConstituent*> removeRareConsituents(list<SrlConstituent*> a,
int threshold);
/**
print on the log file all difference between the two list of constituents
@param a the first list
@param b the second list
*/
static void log_checkDifferences(list<SrlConstituent*> a,
list<SrlConstituent*> b);
/**
@param a one list of constituents
@return a copy of the list
*/
static list<SrlConstituent*> getListCopy(list<SrlConstituent*> a);
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/**
@param a an array of list of constituents
@param size the size of the array
@return a copy of the array
*/
static list<SrlConstituent*>* getArrayListCopy(list<SrlConstituent*>* a,
int size);
/// the index in the phrase where the constituent begins
int begin;
/// the index in the phrase where the constituent ends
int end;
///the id of the verb that the constituent belong to
int verb;
///the array of label probabilities
double probabilities[ArgumentLabels::ARGUMENT_NUMBER];
/// the index of the label that this constituent is classified in
int label;
///a variable needed for the post-processing phase
int index;
///
static double* default_probabilities;
private:
int counter;
int presence_in_parsers;
static double default_not_argument_probability;
};
}
#endif
6.4.5 SrlContext.h
/*
** MCSRL
** MultiClassifier_SRL/SrlContext.h
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** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_CONTEXT_H
#define SRL_CONTEXT_H
#include "util.h"
#include "maxent.h"
#include "text/WordIndex.h"
#include <vector>
namespace MCSRL
{
using namespace ME;
class SrlContext: public ME::Context
{
public:
SrlContext();
/**
@param index a hash map of the MaxEntropy internal coding of features
*/
SrlContext(WordIndex* index);
/**
add a new feature to the context
@param feature a feature in a string format
*/
void add(const char* feature);
/**
add a new feature to the context
@param pid the rappresentation that the model gives to that feature
*/
void add(unsigned int pid);
private:
WordIndex* index;
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};
}
#endif
6.4.6 SrlEventStream.h
/*
** MCSRL
** MultiClassifier_SRL/SrlEventStream.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_EVENT_STREAM_H
#define SRL_EVENT_STREAM_H
#include "util.h"
#include "SrlTree.h"
#include "SrlReader.h"
#include "SrlFeatureBuilder.h"
#include "SrlPreProcessing.h"
#include "ArgumentLabels.h"
#include "maxent.h"
#include "Model.h"
#include <list>
namespace MCSRL
{
using namespace ME;
class SrlEventStream : public ME::EventStream
{
public:
/**
* Create an SrlEventStream for reading training events from file @c
filename.
*/
SrlEventStream(char const* filename,int type=BINARY_CLASSIFICATION_TYPE,
int jump=0,int max_reading=-1,bool verbose=true,
bool more_memory=false);
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~SrlEventStream();
/**
* Test whether there are any Events remaining in this EventStream.
*
* @return true if this EventStream has more Events
*/
bool hasNext();
/**
* Returns the next Event object held in this EventStream.
*
* @return the Event object which is next in this EventStream
*/
Event* next();
/**
set if the events readed from the stream are binary or normal
@param type the id of the type. Default value is BINARY_CLASSIFICATION_TYPE
*/
void setType(int type);
/**
@return the number of events that have been readed from the stream
*/
int getReadedEventNumber();
/**
@return the default probabilities of athe arguments. they are computed by
their frequency in the training set.
*/
double* getDefaultProbabilities();
static const int BINARY_CLASSIFICATION_TYPE=0;
static const int NORMAL_CLASSIFICATION_TYPE=1;
static const int BINARY_AND_NORMAL_CLASSIFICATION_TYPE=2;
/**
print to the standard output the rappresentation of an event
*/
static void printEvent(Event* e);
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private:
int readed;
int type;
bool more_memory;
list<Event*> events[2];
SrlReader* reader;
SrlPreProcessing preprocessing;
bool createEvents(char*** data,int rows,int columns);
double default_p[ArgumentLabels::ARGUMENT_NUMBER];
};
}
#endif
6.4.7 SrlFeatureBuilder.h
/*
** MCSRL
** MultiClassifier_SRL/SrlFeatureBuilder.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_FEATURE_BUILDER_H
#define SRL_FEATURE_BUILDER_H
#include "util.h"
#include "SrlTree.h"
#include "SrlContext.h"
#include "maxent.h"
#include "Model.h"
#include "text/string.h"
#include <list>
namespace MCSRL
{
using namespace ME;
class SrlFeatureBuilder
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{
public:
SrlFeatureBuilder();
~SrlFeatureBuilder();
/**
create a builder for a precise phrase
@param data all info about the phrase given in a matrix mode
@param rows number of rows of the matrix. The number of columns is a constant
@param tree a pointer to a tree rappresenting the phrase
*/
SrlFeatureBuilder(char*** data,int rows,SrlTree* tree);
/**
create from the node a set of events that will be added to the list
@param node the node from which the events will be created
@param events a list of events to which the new events will be added
@param type it says what type of events will be created
*/
void getEvent(Node* node,int verb,list<Event*>* events,int type);
/**
create a context from a node
@param node the node from which the context will be created
@param predicate_id the index of the verb the context is referred to
@param model a pointer to the MaxEntropy model used for the classification
@return a new context
*/
SrlContext* getContext(Node* node,int predicate_id,Model* model);
/**
load the feature index file
@param filename the name of the file in the filesystem that store the
feature index
@return true if there were no errors
*/
static bool loadIndex(const char* filename);
/**
save the feature index in the filesystem
@param filename the name of the file in the filesystem in which
the index will be stored
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@return true if there were no errors
*/
static bool saveIndex(const char* filename);
/**
create a new empty index for the features
*/
static void createEmptyIndex();
static const int feature_number=17;
/**
set how many different features will be created for each event
@param fn the number of feature
@return true if fn is a correct value
*/
static bool setUsedFeaturesNumber(int fn);
private:
static int feature_n;
char*** data;
int rows,columns;
SrlTree* tree;
int* predicate_rows_ids;
int predicate_number;
list<Node*>* predicate_paths;
string* sub_categorization;
string* voices;
#ifdef _MSC_VER
typedef stdext::hash_map<string, string> fhash;
#else
typedef hash_map<string, string> fhash;
#endif
static fhash features_index;
static int features_index_counter;
static const char separator=’#’;
int getHeadWordId(Node* node);
74
string getPhraseTypeFeature(Node* node,int predicate_id);
string getParentPhraseTypeFeature(Node* node,int predicate_id);
string getPredicateLemmaFeature(Node* node,int predicate_id);
string getPredicatePOSFeature(Node* node,int predicate_id);
string getPathFeature(Node* node,int predicate_id);
string getPositionFeature(Node* node,int predicate_id);
string getSubCategorizationFeature(Node* node,int predicate_id);
string getVoiceFeature(Node* node,int predicate_id);
string getHeadWordFeature(Node* node,int predicate_id);
string getHeadWordPOSFeature(Node* node,int predicate_id);
string getFirstAndLastWordFeature(Node* node,int predicate_id);
//does it will do overfitting? maybe is better to use POS?
string getParentPPHeadWordFeature(Node* node,int predicate_id);
string getPredicateLemma_and_PathFeature(Node* node,int predicate_id);
string getPredicateLemma_and_HeadWordFeature(Node* node,int predicate_id);
string getPredicateLemma_and_PhraseTypeFeature(Node* node,int predicate_id);
string getVoice_and_PositionFeature(Node* node,int predicate_id);
string getPredicateLemma_and_ParentPPHeadWordFeature(Node* node,
int predicate_id);
string compress(int value);
string getCompressedFeature(string feature);
};
}
#endif
6.4.8 SrlInfo.h
/*
** MCSRL
** MultiClassifier_SRL/SrlInfo.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_INFO_H
#define SRL_INFO_H
#include "util.h"
#include <iostream>
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#include <fstream>
namespace MCSRL
{
class SrlInfo
{
public:
SrlInfo();
~SrlInfo();
/**
load the info file
@param filename the name of file from which the info are readed
@return true if there were no errors
*/
bool load(const char* filename);
/**
save the info file
@param filename the name of file in which the info will be saved
@return true if there were no errors
*/
bool save(const char* filename);
///the number of features used
int feature_number;
///the number of iterations of MaxEntropy algorithm used in the training phase
int me_iterations;
///the number of events created during the training phase
int examples_number;
///the frequency of the arguments in the training set
double* default_probabilities;
private:
ifstream input;
ofstream output;
static const string FN_S;
static const string MEI_S;
static const string EN_S;
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static const string DP_S;
};
}
#endif
6.4.9 SrlLog.h
/*
** MCSRL
** MultiClassifier_SRL/SrlLog.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_LOG_H
#define SRL_LOG_H
#include "util.h"
#include <iostream>
#include <fstream>
namespace MCSRL
{
/**
a class that is used to print all debug info in a precise file.
it uses the Singleton design pattern
*/
class SrlLog
{
public:
/**
get a reference to the only one instance of the class.
*/
static SrlLog* instance();
/**
initialize the class
@param file_name it says in which file there will be printed the informations
*/
static void init(char* file_name=null);
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/**
initialize the class
@param file_name it says in which file there will be printed the informations
*/
static void init(const char* file_name=null);
/**
close the log file
*/
static void close();
/**
set the name of the log file
*/
static bool setFileName(char *s);
/**
set the name of the log file
*/
static bool setFileName(const char *s);
/**
set the name of the log file
*/
static bool setFileName(string s);
/**
set if the class can be used or not
*/
static void setIsActive(bool b);
/**
write on the log file
@param t the thing that will be printed
@return true if there were no errors
*/
template<class T>
inline bool write(T t)
{
if(!is_active)
return false;
output<<t;
return true;
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}template<class T>
inline SrlLog& operator <<(T t)
{
write(t);
return *this;
}
private:
SrlLog();
SrlLog(const SrlLog&);
SrlLog& operator= (const SrlLog&);
static SrlLog log;
string file_name;
bool is_active;
ofstream output;
};
#define LOG_INIT(x) (SrlLog::init((x)))
#define LOG_CLOSE() (SrlLog::close())
#define LOG_WRITE(x) (SrlLog::instance()->write((x)))
#define LOG (* SrlLog::instance())
}
#endif
6.4.10 SrlPostProcessing.h
/*
** MCSRL
** MultiClassifier_SRL/SrlPostProcessing.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_POST_PROCESSING_H
#define SRL_POST_PROCESSING_H
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#include "util.h"
#include "SrlConstituent.h"
#include "Model.h"
#include<list>
namespace MCSRL
{
using namespace ME;
using namespace std;
class SrlPostProcessing
{
public:
/**
@param using_ilp it says if the Integer Linear Programming will be used or not
for the global optimization phase
@param default_prob_weight the weight of default probabilities over
the current ones when during the ilp phase the labels are changed
*/
SrlPostProcessing(bool using_ilp=true,double default_prob_weight=0.0);
/**
execute the post processing phase
@param data the original matrix of the phrase
@param constituents an array of constituents list. the lenght of the array is
equal to the number of verbs in the phrase
@param rows the number of rows of the data matrix
@param columns the number of columns of the data matrix
@return a matrix of integer. Each cell has a label id. The rows are referred
to the words of the phrase, the columns to the verbs
*/
int** postProcess(char*** data,list<SrlConstituent*>* constituents,int rows,
int columns);
/**
resolve all global constrains usin the Integer Linear Programming
@param constituents a list of constituents of a phrase
@param phrase_length the number of words of the phrase
*/
void resolveGlobalConstrains(list<SrlConstituent*> constituents,
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int phrase_length);
private:
bool using_ilp;
double alpha;
};
}
#endif
6.4.11 SrlPreProcessing.h
/*
** MCSRL
** MultiClassifier_SRL/SrlPreProcessing.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_PRE_PROCESSING_H
#define SRL_PRE_PROCESSING_H
#include "util.h"
#include "SrlTree.h"
#include <list>
namespace MCSRL
{
using namespace std;
/**
it uses the Xao&Palmer algorithm for prunning
*/
class SrlPreProcessing
{
public:
/**
@param pruning it says if there will pruning of nodes or not
*/
SrlPreProcessing(bool pruning=true);
/**
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performs the pre processing phase
@param tree a rappresentation of the phrase
@param verb_id the current used verb
@return a list of nodes chosen from the tree
*/
list<Node*> getConstituentNodes(SrlTree* tree, int verb_id);
private:
bool pruning;
};
}
#endif
6.4.12 SrlReader.h
/*
** MCSRL
** MultiClassifier_SRL/SrlReader.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_READER_H
#define SRL_READER_H
#include "util.h"
#include <iostream>
#include <fstream>
namespace MCSRL
{
class SrlReader
{
public:
SrlReader();
/**
@param filename the name of the file that will be readed
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@param verbose says if there will be info prints on the standard output or not
@param jump number of first phrases that will be ingored
@param max_reading the max number of phrases that can be readed from the file.
a value of -1 means no limits
*/
SrlReader(const char* filename,bool verbose=false,int jump=0,
int max_reading=-1);
~SrlReader();
/**
open the file
*/
bool open(const char* filename);
/**
read a new phrase from the file
@param rows it will store the number of rows of the data matrix
@param columns it will store the number of columns of the data matrix
@param stream_id the id of the stream used for readind from the file
@return a matrix of char pointer rappresenting all info of the phrase.
it will be null if there are no more phrase that can be readed
*/
char*** readNextPhrase(int *rows, int *columns,int stream_id=0);
/**
read and print to the standard output the next phrase
@return true if a phrase has been readed
*/
bool readAndPrintNextPhrase();
/**
reset the input stream on the file
*/
void reset();
private:
ifstream input[2];//it gives a lot of trouble if i use only one stream
bool verbose;
int jump;
int max_reading;
int actual_readed;
};
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}
#endif
6.4.13 SrlTree.h
/*
** MCSRL
** MultiClassifier_SRL/SrlTree.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_TREE_H
#define SRL_TREE_H
#include "util.h"
#include "maxent.h"
#include <list>
#include <map>
using namespace std;
namespace MCSRL
{
class Node
{
public:
///the parent of that node in the tree
Node* parent;
///a list of all children of that node
list<Node*> children;
///a mapping from verb id to the label of that node has for that verb
map<int,int> labels;
///says if that node is a verb node or node
bool is_predicate;
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///the type of node
char type[8];
///the id of the leftmost word in the subtree of the node
int c_begin;
///the id of the rightmost word in the subtree of the node
int c_end;
Node();
~Node();
/**
@return true if the node is a leaf
*/
bool isLeaf();
/**
@return true if the node is a verb node
*/
bool isPredicate();
/**
set a new parent for the node
@param p the new parent
*/
void linkToParent(Node* p);
/**
print on the standar output a rappresentation of the node
*/
void print();
/**
@return the type of node in a string format
*/
string getType();
};
class SrlTree
{
private:
void recursive_calculateLabels(Node* node,int** codes,int labels_number);
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void recursive_calculateWordsPosition(Node* node,int *ind);
public:
///the root of the tree
Node* root;
///an array of pointer to the verb nodes
Node** verb_nodes;
///number of verbs in the tree
int verbs_number;
SrlTree();
/**
create a tree from a matrix data of a phrase
@param data the matrix with the info of the phrase
@param len the number of rows of the matrix
@param s_column the index of column where the syntattic tree informations
are stored
*/
SrlTree(char*** data,int len,int s_column=C_FULL_PARSER);
~SrlTree();
/**
print on the standar output a rappresentation of the tree
*/
void print();
/**
print on the standar output a rappresentation of the tree
*/
void println();
/**
for each node on the tree, calculate the right label for them. it can
be done only in the training phase when the label columns are given. where
will be used all label columns from first_column to last_column
@param data the phrase matrix
@param first_column the index of the first column where labels can be found
@param last_column the index of the last column where labels can be found
@param row_number the number of rows of the phrase matrix
86
*/
void calculateLabels(char*** data,int first_coulmn,int last_column,
int row_number);
/**
an iterator for the tree data structure. it can be used in the same way
of the ones in the std library
*/
class const_iterator
{
friend class SrlTree;
public:
const_iterator();
const_iterator(SrlTree* tree);
Node* operator*();
void operator++(int);
bool operator==(SrlTree::const_iterator it);
bool operator!=(SrlTree::const_iterator it);
private:
SrlTree* tree;
Node* current;
Node* previous;
};
/**
@return an iterator to the first position of the tree
*/
SrlTree::const_iterator begin();
/**
@return an invalid iterator to the end of the tree, but not to the
last element
*/
SrlTree::const_iterator end();
};
}
#endif
6.4.14 SrlWriter.h
/*
** MCSRL
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** MultiClassifier_SRL/SrlWriter.h
** ----------------------------------------------------------------------
** Copyright (c) 2006 Andrea Arcuri (arcuri82@yahoo.it).
** ----------------------------------------------------------------------
*/
#ifndef SRL_WRITER_H
#define SRL_WRITER_H
#include "util.h"
#include <iostream>
#include <fstream>
namespace MCSRL
{
class SrlWriter
{
public:
SrlWriter();
~SrlWriter();
/**
write on the standard output the classification of the phrase
@param data the phrase matrix
@param classification the matrix with the classification codes
@param verb_number the number of verbs in the phrase
*/
void writePhrase(char*** data,int len,int** classification,int verb_number);
/**
from a training set, it will print the verbs and target labels of the phrase
@param data the phrase matrix
@param len the number of rows of the matrix
@param verb_number the number of verbs in the phrase
*/
void writeLabels(char*** data,int len,int verb_number);
/**
it will print the phrase on the standard output in the format
<s id> words of the phrase </s>
@param data the phrase matrix
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@param len the number of rows of the matrix
@param id the id of the phrase
@param phantom_token if true, it will be added a special char at the begining
of the phrase
*/
void writeCharniakInputPhrase(char*** data,int len,int id,
bool phantom_token=true);
private:
};
}
#endif
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Precision Recall Fβ=1
Overall 74.52% 65.73% 69.85
A0 82.14% 75.16% 78.49
A1 79.26% 71.08% 74.94
A2 66.55% 58.54% 62.29
A3 68.75% 57.89% 62.86
A4 67.74% 64.62% 66.14
A5 100.00% 50.00% 66.67
AA 0.00% 0.00% 0.00
AM-ADV 50.24% 37.28% 42.80
AM-CAU 60.87% 31.11% 41.18
AM-DIR 52.00% 36.11% 42.62
AM-DIS 67.79% 50.00% 57.55
AM-EXT 73.33% 39.29% 51.16
AM-LOC 37.57% 35.05% 36.27
AM-MNR 53.48% 41.32% 46.62
AM-MOD 96.68% 91.80% 94.17
AM-NEG 89.90% 85.58% 87.68
AM-PNC 41.51% 27.16% 32.84
AM-PRD 50.00% 33.33% 40.00
AM-TMP 57.02% 54.08% 55.51
R-A0 78.99% 64.38% 70.94
R-A1 63.01% 55.42% 58.97
R-A2 75.00% 60.00% 66.67
R-A4 0.00% 0.00% 0.00
R-AM-CAU 0.00% 0.00% 0.00
R-AM-EXT 0.00% 0.00% 0.00
R-AM-LOC 100.00% 22.22% 36.36
R-AM-MNR 0.00% 0.00% 0.00
R-AM-TMP 63.64% 22.58% 33.33
V 98.83% 98.98% 98.91
Tabella 5: performance finali sul development set di CoNLL-2005
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Padre X Direzione Lista di priorita`
ADJP sinistra NNS QP NN $ ADVP JJ VBN VBG ADJP
JJR NP JJS DT FW RBR RBS SBAR RB
ADVP destra RB RBR RBS FW ADVP TO CD JJR JJ
IN NP JJS NN
CONJP destra CC RB IN
FRAG destra
INTJ sinistra
LST destra LS :
NAC sinistra NN NNS NNP NNPS NP NAC EX $ CD QP
PRP VBG JJ JJS JJR ADJP FW
PP destra IN TO VBG VBN RP FW
PRN sinistra
PRT destra RP
QP sinistra $ IN NNS NN JJ RB DT CD NCD QP JJR
JJS
RRC destra VP NP ADVP ADJP PP
S sinistra TO IN VP S SBAR ADJP UCP NP
SBAR sinistra WHNPWHPPWHADVPWHADJP IN DT
S SQ SINV SBAR FRAG
SBARQ sinistra SQ S SINV SBARQ FRAG
SINV sinistra VBZ VBD VBP VB MD VP S SINV ADJP
NP
SQ sinistra VBZ VBD VBP VB MD VP SQ
UCP destra
VP sinistra TO VBD VBN MD VBZ VB VBG VBP VP
ADJP NN NNS NP
WHADJP destra CC WRB JJ ADJP
WHADVP destra CC WRB
WHNP sinistra WDT WP WP$ WHADJP WHPP WHNP
WHPP destra IN TO FW
Tabella 6: la head-rules. Padre X e` il tipo non terminale del nodo consider-
ato. Direzione indica se la scansione dei figli inizia da destra o da sinistra.
Lista di priorita` indica in che ordine vanno eseguiti i confronti.
92
