Abstract. For robot path planning for avoiding the obstacle, a path planning method based on modified Genetic Algorithm (GA) is proposed. In the algorithm, GA is first used to roughly search the path for robot as a whole, and then chaotic optimization algorithm is adopted to perform the refined search on the basis of the result obtained by GA, which can make remarkable progress in accuracy and speed. The simulation result shows that the proposed algorithm is more reasonable and effective for robot path planning.
Introduction
Intelligent robot path planning technology determines the level of autonomy. The technology has been paid more and more domestic and foreign scholars and engineering researcher's attention. It has been widely used in the civilian areas such as social security, geodetic mapping, marine testing, submarine survey, rescue and so on, as well as the people's daily life. Especially in recent years, with popularity of online shopping mode, freight volume is also growing. For this, some businesses put forward 'send express by robot' concept, which are inseparable from the research on robot path planning. To realize these concept, the robot is required to avoid obstacles in real-time manner by reasonable optimal path planning for ensuring own safety operation [1] .
At present, there are many researches on robot path planning at home and abroad, especially the use of some intelligent optimization algorithm has achieved good results. Particle Swarm Optimization (PSO) algorithm is a method finding the optimal solution through continuous search and adjustment, which is widely used to solve the optimal problem and is suitable for solving the robot path planning problem. In recent years, there are many problems in robot path planning by PSO algorithm. For example, Li Meng proposed a method that integrates threat-enlightened mechanism into PSO algorithm in order to improve the search ability of particle [2] . Zhang Renpeng established the particle concentration mechanism so as to analyze the concentration of particle swarm falling into the local optimum for improving the planning efficiency [3] . Liu Ke introduced the complex network theory to modify the PSO algorithm by adjusting the inertia coefficient automatically for improving convergence ability [4] . Liu Huizhuo selected tabu search method to solve the premature and local convergence problems of PSO algorithm [5] . These have achieved good experimental results. After a lot of reading literature, the space division and a modified genetic algorithm are used to the study the robot path planning. Simulation results show that the proposed method is suitable for solving robot path planning.
Robot Path Planning Principle
The path planning is to plan the path from the initial position to the target location without collision according to certain optimization strategy for the given initial position and the target position in a certain obstacle environment. Its application in this paper is that the express robot autonomously finds one optimal line to send the goods from the warehouse to the customer's hands. The difficult problem is how to create one path with the shortest distance and smooth line for the robot while avoiding obstacles.
In the paper, the path planning problem of express robot is studied under the static environment in three-dimensional space. The path planning under the static environment is to find an optimal path from the initial point to the target point according to some optimization criteria. A robot sends the goods from the initial point to the target point, in the middle path, there are a number of obstacles. The obstacles, the initial point A and the target point B are shown using 3D topographic map. Through the environment modeling, the intelligent search algorithm is selected to search the path.
Firstly, through fast natural neighbor interpolation method, several obstacle objects can be constructed to form a 3D topographic view. Then, the abstract modeling on 3D environment space can be carried out from 3D terrain data to create the environment space of path planning, the coordinate axes A-XYZ, the cube ABCD-EFGH, as shown in Fig. 1 .
The cube is firstly rasterized, namely the edge AE is divided into n equal parts to get n+1 planes ∏ i (i=0,1,2,…,n). Then for any plane ∏ i, the edge A'B' is divided into l equal parts. In this way, the plane ∏ i is divided into m × l lattice cells, which endpoints act as the path nodes for the robot, and the set of these endpoints can be expressed as s*, as shown in Fig. 2 . 
, where , , i j k denote the division number of the points p along AE, AD and AB. The ordinal coordinate of the vertex A of path planning environment space is 1 (0,0,0) p , and the position coordinate is
The position coordinates of the point p can be expressed as
For a point in the point set s* obtained by discretizating the path planning space, a 2-tuple <p, state> is used to store the information, where p represents the position of the point, state represents the state (freedom or obstacle) of the change point. If the position of the point p is the obstacle area, let state = 0, it is the obstacle point; otherwise, let state = 1, it is the freedom point. When judge whether a point p in the point set s* is the obstacle point or freedom point, at first, the depth of the corresponding latitude and longitude position of the point in the three-dimensional terrain data are calculated. If the coordinate value k z is less than the depth, then the point p is the freedom point, otherwise the point p is the obstacle point.
The distance between the points on two adjacent planes ∏ i and ∏ i+1 is defined as 
Finding the optimal path of the robot is to calculate the shortest distance between the point sequence, and the formula is as follows: are the coordinates of the node, 1 n + is the number of nodes. On the basis of rasterization process, a modified Genetic Algorithm (GA) based on chaos theory is selected to optimize the robot path.
Chaos Genetic Algorithm

Genetic Algorithm
GA is a heuristic search algorithm on the basis of the theory of evolutionism and genetics. In the algorithm, firstly the search space is mapped into the genetic space, and the possible solution is encoded to form the so-called chromosome and population, and then according to the 'survival of the fittest' principle the chromosomes suitable for the environment are selected from the population to perform the genetic operations such as reproduction, crossover and mutation for next generation population. The above process is repeated until the optimal solution.
In GA algorithm, the definite encoding technique and reproduction mechanisms are used to express a very complex phenomenon, solving some difficult optimization problem. It is a stochastic optimization method with the advantages of relaxation of initial values, strong global search ability, robustness suitable for a wide problem domain, stable solution, connotative parallelism without differentiability requirement. However, for solving the large complex systems, especially the optimization problem of nonlinear system, SGA has still some shortcomings such as unable guarantee for the global convergence, loss of the best chromosome in the population, premature convergence of evolution process, etc.
Chaotic Optimization Algorithm
Basic idea of Chaotic Optimization Algorithm (COA) is that, at first the chaos variables in the chaotic space are mapped into the solution space, then the good characteristics of the chaos variable are used to search the optimal solution. In general, the optimization process may be divided into two stages: first each point passed is traversed in turn within values range of variable, accepting the best point as the optimal solution; then a chaos small-perturbation is added to the current optimal solution in order to refinedly search the optimal value. COA is sensitive to initial value with a fast search rate, and is easy to get out of local minimum. But the optimal effect is not satisfactory for a large search space.
Logistic mapping is easy to use with less computation, and widely used. Its time series can be defined as
where x∈ (0,1) ; the bifurcation parameter [1, 4] µ = ; when µ is the value in [3.56994, 4] , the system is in the chaotic region where the trajectory of the mapping equation shows the chaos characteristic. For the chaos mapping x k+1 = f (x k ), the probability density function ρ(x) can be obtained by the Perron-Froenious equation
The mean of x is
Combination of GA and COA
According to above analysis, GA is not sensitive to initial values with the global search capability, but it cannot ensure to converge to the global optimum, and easily falls into local optimum. COA is sensitive to initial values, and because of its ergodicity can avoid falling into local optimum, but it usually requires large numbers of iterations to get a better solution.
Based on this, it should be considered that, GA is integrated with COA, constructing a hybrid algorithm: CGA, which is expected to provide a stronger optimal capability [6] [7] . In CGA, GA is mainly used to perform the global search, and COA is adopted to conduct the local search on the basis of the results obtained by GA. Thus, theoretically, CGA can improve the global search efficiency and avoid falling into local optimum [8] . The steps of CGA are as follows:
1. Conduct the binary or decimal code for the parameters to be optimized, constituting the initial population, and calculate the fitness value of each individual.
2. Select the individual into the next generation by the probability i p = /
3. Perform the crossover operation for the individuals selected by the probability c p .
4. Perform the mutation operation for the individuals selected by the probability m p . 5. Decode, and calculate the fitness value of each individual. 6. Conduct the chaos optimization for the individuals that have the best fitness value. 7. If the fitness value of the new individual is better than that of the original individual, the original individual is replace, otherwise, the original individual doesn't need to be changed.
8. Repeat from step 2 to step 7 until the terminal condition is satisfied.
Experiment Simulation
In order to validate the effectiveness of path planning method proposed in the paper, Matlab programming language is used to simulate the experiment. The airspace flown by robot can be selected as 120km× 120km× 80km. The starting point A of robot is (5, 100, 8), the target point B is (95, 10, 10). In flight area, there are 6 peaks as terrain threat, and 2 dangerous areas, as shown in The comparison and analysis for robot path planning using traditional GA algorithm, modified GA algorithm, CGA algorithm based on space division are given in Fig. 4, Fig. 5 and Fig. 6 . It can be seen from Fig. 4~6 that, there is a certain amount of redundancy in optimal path planning of the robot using traditional GA algorithm and modified GA algorithm, which shows that the local optimum is found in the optimization process. With the increase of the flight distance it increases the contact time with the obstacle, which is detrimental to the safety of the robot. However, under same parameter setting, the effect of path planning using CGA algorithm based on space division is more accurate and shorter than that of traditional GA algorithm and modified GA algorithm, which can guarantee the safety. This reduces the maneuver of the robot and the flight of the robot is more stable and the operation is safe.
Conclusion
In order to solve the path planning problem of robot for avoiding the obstacle, a modified genetic algorithm (GA) integrating with chaos theory on basis of space division is proposed. Through environment modeling, the airspace separation, the method effectively improves the quality of path planning and efficiency.
