Face processing relies on a distributed, patchy network of cortical regions in the temporal and frontal lobes that respond disproportionately to face stimuli, other cortical regions that are not even primarily visual (such as somatosensory cortex), and subcortical structures such as the amygdala. Higher-level face perception abilities, such as judging identity, emotion and trustworthiness, appear to rely on an intact face-processing network that includes the occipital face area (OFA), whereas lower-level face categorization abilities, such as discriminating faces from objects, can be achieved without OFA, perhaps via the direct connections to the fusiform face area (FFA) from several extrastriate cortical areas. Some lesion, transcranial magnetic stimulation (TMS) and functional magnetic resonance imaging (fMRI) findings argue against a strict feed-forward hierarchical model of face perception, in which the OFA is the principal and common source of input for other visual and non-visual cortical regions involved in face perception, including the FFA, faceselective superior temporal sulcus and somatosensory cortex. Instead, these findings point to a more interactive model in which higher-level face perception abilities depend on the interplay between several functionally and anatomically distinct neural regions. Furthermore, the nature of these interactions may depend on the particular demands of the task. We review the lesion and TMS literature on this topic and highlight the dynamic and distributed nature of face processing.
INTRODUCTION
Studies of people with brain damage have revealed a great deal about the functional architecture of face perception (e.g. [1] ), and will continue to do so [2] , providing an important complement to functional neuroimaging and electrophysiological studies. The majority of this work has examined the patterns of impaired and spared behavioural performance within and across individuals who have a variety of brain lesions (typically confirmed with structural brain imaging), allowing inferences to be drawn about the processes underlying those face perception abilities and the brain regions that implement them (e.g. [3] ).
Cognitive psychology is replete with examples of how behavioural evidence alone, even from people without brain damage, can reveal useful insights about the functional architecture of face perception (e.g. [1] ). Localization of these processes to specific regions of the undamaged brain was made possible by the introduction of functional neuroimaging techniques, particularly functional magnetic resonance imaging (fMRI) and positron emission tomography (PET), and determination of the timings of these different processes in different parts of the undamaged brain was made possible by the introduction of electroencephalography (EEG) and magnetoencephalography (MEG). The important contribution of these imaging techniques to our understanding of face perception has been widely documented elsewhere (e.g. [4] [5] [6] ). Here, we discuss how recent research in cognitive neuroscience is providing a richer picture of face processing than that hitherto provided by 'simple' dissociations in task performance that result from brain damage and by enhanced responses to faces in specific regions of the undamaged brain. We show how the findings from such lesion and imaging studies are being complemented, refined, extended and, in some cases overturned, by findings from studies using transcranial magnetic stimulation (TMS) or new methods for analysing fMRI data, and from functional imaging studies of people with brain damage, as well as from studies of face perception in monkeys that combine high-definition fMRI with single-cell recordings. We argue that face perception is underpinned by a neural system that is more interactive and flexible than is typically captured by existing models of face perception.
MODELS OF FACE PROCESSING AND ITS NEURAL SUBSTRATES
Early models of face perception, exemplified by Bruce & Young's [7] influential model (see figure 1a) , featured distinct processing routes for the perception and identification of different person characteristics from the face, notably identity, emotion and facial speech. The model focused principally on identity processing. Thus, emotional expression processing, for example, was represented in the model by a single box; future work went on to unpack that box (for reviews see, e.g. [8, 9] ). A central feature of Bruce & Young's model was the idea that certain component processes of face perception are functionally independent of each other, or more specifically, that the processing of one type of social information from faces, such as identity or sex, is not influenced by the processing of a different type of social information, such as emotional expression. This feature of early models of face perception was based on several sources of evidence, particularly dissociations in task performance following brain injury (e.g. [10] [11] [12] [13] [14] ) and behavioural dissociations in speeded judgement tasks in healthy individuals (e.g. [15] [16] [17] [18] ). Additional evidence was provided by studies of non-human primates: specifically, behavioural dissociations following brain lesions (e.g. [19, 20] ) and single cell responses (e.g. [21] [22] [23] ). Nonetheless, other non-human primate studies demonstrated the existence of neurons, particularly in the amygdala, that responded both to emotional expression and to identity [24, 25] . Indeed, Gothard et al. [24] demonstrated that some amygdala neurons responded to emotions expressed by some individuals but not by others, or responded with different firing rates and duration of response for emotions expressed by different individuals. Thus, these amygdala neurons seem to be able to specify unique combinations of facial expression and identity.
As a functional account of the processes underlying face perception, Bruce & Young's [7] model did not make any specific proposals about the neural localization of those processes. It was not long before the newly developing functional brain-imaging techniques began to shed light on the brain mechanisms underlying face perception, in concert with improved structural brain imaging techniques and additional lesion evidence. Throughout the mid -late 1990s, this early imaging evidence was mostly concerned with the localization of functions, functions that were, for the most part, identified by the lesion and behavioural evidence. Thus, for example, the processing of facial identity, or of eye and mouth movements, was localized to distinct anatomical locations in inferior and superior regions of the temporal lobes, respectively (e.g. [26, 27] ). Another notable discovery was that there are at least three principal cortical regions in the human brain whose activity is greatest for faces relative to other, non-face objects. These modified from Bruce & Young [7] (a) face-selective regions are found in the fusiform gyrus (the fusiform face area or FFA), lateral inferior and sometimes middle occipital gyrus (the occipital face area or OFA), and in and around superior temporal sulcus (STS, the face-selective region of which we denote as fSTS) (e.g. [28, 29] ; for a review, see [5] ). It is probable that there are other regions in more anterior regions of the human brain that are responsive to face stimuli, similar to the 'face patches' that have been discovered in macaque monkeys [30, 31] .
Much of the early imaging work helped inform Haxby et al.'s [4] development of a new model of face processing (figure 1b), which shares some elements of Bruce and Young's model but locates the various components of face processing in specific neural regions. On Haxby et al.'s model, face perception involves the coordinated participation of multiple neural regions, broadly delineated into the 'core' and 'extended' systems. The core system itself consists of two processing streams, one leading from inferior occipital cortex to inferotemporal cortex, in which relatively invariant aspects of faces are represented, and another route, leading from inferior occipital cortex to superior temporal cortex, in which changeable aspects of faces resulting from movement of the facial features are represented.
RECENT DEVELOPMENTS
(a) Non-human primate studies As noted in §2, early studies in monkeys showed faceselective responses of single neurons located in both superior and inferior aspects of temporal cortex (e.g. [21, 23, 32] ). However, the relevance of such findings for our understanding of human face perception would be limited if humans and monkeys process faces differently. Some early studies did indeed suggest that monkeys process faces in a qualitatively different manner than humans (e.g. [33] [34] [35] ), although subsequent work demonstrated a closer correspondence between monkey and human face-processing mechanisms than these earlier studies indicated (e.g. [36] ). More recent research indicates marked similarities in face-processing strategies between macaques and humans, particularly as revealed by measures of eyegaze behaviour on tasks for which the macaques' responses are not explicitly reinforced [37, 38] . There may still be relatively subtle differences in the way that macaques and humans process faces, however (e.g. [39, 40] ). Nonetheless, as Dahl et al. [37, 38] point out, some of the findings showing such differences may be due to the use of explicit reinforcement for behavioural discrimination, which can result in idiosyncratic response strategies and can make it difficult to disentangle what monkeys are capable of learning from what they would do naturally.
Recent research has also shown a close anatomical correspondence in the cortical regions selective for faces between macaques and humans [30] . Functional neuroimaging studies have confirmed not only that monkeys have a small number of discrete face-selective regions similar in relative size to those in humans [41, 42] , but also that the great majority of neurons in at least one of these face-selective regions (one of the face patches in STS) are themselves face selective [43] . Furthermore, face-responsive cells in this faceselective region responded to distinct constellations of face parts and were tuned to the geometry of facial features [44] . At least two of the face-selective patches in macaques are located in regions of inferior temporal cortex that correspond topographically to face-selective regions in humans. One of these regions is the FFA [42] whereas the other is a more anterior temporal face-selective region [45] that is less often observed in humans, either because it represents subtle differences between individual faces rather than faces per se [46] or because of technical reasons related to magnetic resonance (MR) signal drop-out in the anterior temporal lobes [45] . An unresolved question is whether the FFA and the anterior temporal face patch in humans are homologues or analogues of the posterior and anterior temporal face patches in macaques, that is, whether these mechanisms evolved from a common ancestor or evolved separately. On the basis of evidence that the relations between neighbouring specific cortical areas are typically evolutionarily conserved across cortical grey matter in monkeys and humans (e.g. [47-49]), Rajimehr et al. [45] suggest that these posterior and anterior temporal face patches in humans and macaques are homologous.
Strong evidence that these distributed face patches constitute a functional system for face processing comes from a study using direct electrical stimulation of face-selective patches [50] . Stimulation of individual face patches induced strong activation within a subset of the other face patches (as measured with simultaneous fMRI); direct stimulation of sites just outside these face patches induced activity elsewhere in ventral temporal cortex, including STS, but not in the face patches. These findings support a view of face processing according to which there is a sequence of functionally distinct processing stages within discrete patches of cortex dedicated to a particular aspect of face perception, rather than more diffuse coding of facial information in ventral visual cortex such that object-selective regions contribute to face perception and face-selective regions contribute to object perception, for example. (For discussion of these contrasting views, see [5, 51] .) (b) Human lesion studies Several fMRI studies have established that faceselective activity in lateral occipital gyri, revealing the OFA, reflects processing of the shape and features of faces (e.g. [4, 52, 53] ). The OFA may also be involved in computing the relationships between facial features. There is fMRI evidence that inferior occipital gyrus or OFA is involved in processing second-order relational or configural cues (the metric distances between features [54, 55] ), but not first-order configural cues (which encode the relative positions of facial features [56] ). The fusiform gyrus is also involved in processing second-order relational cues from faces [54, 55] , although not necessarily the region that corresponds to FFA [57] . Consistent with these neuroimaging findings, lesion evidence shows that impaired processing of spatial relations between facial features is characteristic of acquired prosopagnosia whether as the result of damage principally to right fusiform in the region of FFA [58] or to right occipital gyrus in the region of OFA and left fusiform [59] . The latter case of prosopagnosia, patient P.S., also showed deficient use of diagnostic information from the eye region to identify familiar faces; instead she relied on information from the mouth and external facial contours, similar to the information that normal observers use when processing unfamiliar faces [60] . On the basis of these findings, Rossion and co-workers argue that acquired prosopagnosia arises because of a deficit in holistic processing, that is, in the ability to perceive multiple elements of a face as a single global representation [59] , a suggestion for which they also provide direct evidence in patient P.S. [61] .
Evidence that the OFA or the lateral occipital gyrus more generally is necessary for the successful performance of a variety of face perception tasks comes from both human lesion and TMS studies (the latter evidence will be discussed in §3c). A critical role for right OFA in judging the identity of faces was shown by studies of two individuals with prosopagnosia, P.S. and D.F. As noted above, P.S. is unable to recognize the identity of faces as the result of lesions encompassing left mid-ventral and right inferior occipital cortex [62] . Two aspects of this case make it particularly interesting with respect to models of face processing. First, P.S. is a rare case of someone who has a profound problem in recognizing and naming faces but not non-face objects, thus supporting the selectivity or 'specialness' of face processing in the brain. Second, P.S.'s right fusiform gyrus, left lateral occipital cortex and bilateral STS are intact and normal face-selective fMRI activation is evident in the regions corresponding to right FFA, left OFA and right fSTS, whereas her right occipital cortex corresponding to OFA and left fusiform gyrus are lesioned [62 -64] . Thus it appears that P.S.'s prosopagnosia is a result particularly of the lesion in right OFA. This suggestion is consistent with the finding that right OFA was the principal face-selective region implicated in a meta-analysis of the lesion overlaps in several prosopagnosics [65] . That study found that face-selective peaks of activation corresponding to right OFA reported by several fMRI studies fell closer to regions of maximum lesion overlap than did peaks corresponding to FFA or STS; moreover, there was very little lesion overlap in left lateral occipital cortex. That P.S. was also significantly impaired but nevertheless above chance in discriminating faces on the basis of their sex and emotional expression [62] also suggests a role for right OFA in allowing observers to judge the sex and emotion of faces.
Studies of another patient, D.F., also demonstrate a critical role for OFA in various face perception tasks. D.F. has visual form agnosia as well as prosopagnosia; that is, she is severely impaired in recognizing and naming non-face objects from their shape [66] , as well as faces. D.F. has substantial lesions to lateral occipital cortex in both hemispheres, and showed no face-selective activation in the regions that correspond to OFA bilaterally in neurologically intact individuals, yet showed the typical face-selective activity in bilateral fusiform gyrus (i.e. the FFA) and bilateral STS [67] .
While D.F. could differentiate faces from non-face objects, principally on the basis of configural cues, she was at or near chance in discriminating the identity, sex and emotional expression of faces, suggesting that the functional integrity of FFA and STS alone is not sufficient for these abilities.
Interestingly, whereas the fMRI signal in the right FFA of both P.S. and D.F. shows a normal range of preferential activation to faces compared with nonface objects and scenes, sensitivity to individual face representations in right FFA was abnormal in both these patients [63, 68, 69] . Specifically, a lack of sensitivity to changes in facial identity in right FFA of both patients was indicated by fMR adaptation. In neurologically intact individuals, the fMRI response is larger for repeated presentations of faces of different identities compared with the same identity (e.g. [28, 70, 71] ); this release from adaptation in right fusiform for different face identities has even been reported in patients with congenital (developmental) prosopagnosia [72] . Yet neither D.F. nor P.S. showed any such evidence of sensitivity to changes in facial identity in right fusiform, suggesting that right OFA is necessary to individualize faces, perhaps through re-entrant interactions with FFA [73] .
In Haxby et al.'s [4] model of face processing, OFA (or inferior occipital cortex more generally) is the principal and common source of input for FFA and STS (see figure 1b) . The findings discussed in this section challenge a particular interpretation of Haxby et al.'s model advocated by others (e.g. [74 -77] ), according to which face processing proceeds in a hierarchical feed-forward manner from OFA to other regions such as FFA. First, FFA can be activated without ipsilateral OFA inputs, perhaps through direct functional connections originating from extrastriate cortical areas that are not explicit in the Haxby et al. model ([62,63,73] ; see below for further discussion). Second, OFA's involvement in 'higher-level' faceperception abilities, such as identity, sex and emotion judgements, may not be limited to an early processing stage at which a fixed set of visual representations are encoded and passed forward to other regions such as FFA and STS (e.g. [4, 78] ). (We here distinguish such higher-level face-perception abilities from 'lower-level' abilities such as distinguishing faces from non-face objects, judging the spacing between facial features or making same -different judgements on faces that differ in the spacing between or shape of features.) In addition to an early role in extracting features, second-order configural and holistic cues, OFA might be recruited at later points in time and in a more interactive manner. Interestingly, Haxby et al. themselves propose 'that many face perception functions are accomplished by the coordinated participation of multiple regions' [4, p. 231]; moreover, the arrows between the different components of their model are bidirectional (see figure 1b) , indicating feedback as well as feed-forward interactions. Presumably any relatively late involvement of OFA in higher-level face perception reflects ongoing extraction of relatively simple visual cues such as the shape of features and of the face. Towards the end of §3c we shall discuss some evidence indicating that OFA's involvement in (c) Transcranial magnetic stimulation studies TMS is a non-invasive technique that allows focal cortical regions near the lateral surface of the skull to be stimulated for short, precisely controlled periods of time. One or more brief magnetic pulses are applied via a coil positioned on the scalp over the selected cortical region, which effectively induces electrical noise into a small region of the underlying neural tissue, transiently altering neural processing in that region [79] [80] [81] [82] [83] [84] . Importantly, TMS allows researchers to make causal inferences about the involvement of neural regions in perceptual and cognitive processes, in contrast to the correlational nature of functional neuroimaging; and it also has the advantage of greater spatial resolution than neurological lesion analyses. The critical contribution of a cortical region to a task is typically established either with high-frequency repetitive TMS 'online' (i.e. around the same time as the event of interest, such as the presentation of a visual stimulus) or with longer periods of low-frequency repetitive TMS 'off-line' (i.e. within several minutes prior to the events of interest).
Another benefit of TMS is its temporal resolution. Because the local effects on neural activity of single pulses are very transient (for discussion, see [83, 85] ), TMS can be used to measure with a good deal of precision the critical period during which a small region of cortex (approx. 1 cm, depending on coil size and shape) is involved in a task, as well as the relative timings of the involvement of different regions in the same task. To measure the critical period for the involvement of a neural region, single or short trains of two or three briefly interspersed TMS pulses are delivered over the region of interest at varying delays with respect to a particular event such as the onset of a stimulus (e.g. [77, [86] [87] [88] ; for discussion, see [80, 81, 83, 85] ). For at least several brain regions, including primary visual and dorsal premotor cortices, the period during which one or more TMS pulses are most effective in disrupting performance on a task tends to correspond with the time at which responses of single cells are recorded from the homologous area of the macaque brain (e.g. [83, 89] ). This critical period for TMS delivery is sometimes earlier than the peak of the signal recorded over that brain region using EEG or MEG [82, 83] . To measure when two brain regions are critically involved in a task relative to each other, single or short trains of briefly interspersed pulses are applied over each of those two regions at varying intervals, typically with the use of two coils (e.g. [90, 91] ). Such dual-site or paired-pulse TMS allows experimenters to investigate the dynamic interaction between brain areas (for discussion see, e.g. [81, 82] ).
There are also some limitations of TMS, however. One is that TMS is ineffective for directly investigating the functions of neural regions that do not lie near the externally accessible parts of the skull, which include some regions discussed in this article, such as the fusiform gyrus and amygdala. This is because the intensity of the electric field decreases rapidly as a function of tissue depth. The depth of stimulation can be increased, but with a concomitant decrease in the spatial resolution of stimulation. (For discussion, see [92] .) It can also be difficult to stimulate some superficial cortical regions, such as those in anterior temporal and lateral frontal lobes, without introducing participant discomfort or artefacts in behavioural measurements (or both) due to stimulation of superficial muscles in the face and head. Another limitation is that TMS can have either facilitatory or inhibitory effects depending on a variety of factors, including the duration of inter-pulse intervals (e.g. [87, 93] ). Finally, we note that TMS applied over one region of interest can have effects on neighbouring regions because of spreading of the induced current, as well as effects on more remote regions via anatomical connections with the region of interest. If one is interested in the functional contributions of neighbouring cortical regions, then accurate localization of stimulation sites and use of subtraction methodology can help to alleviate problems associated with spreading of induced current between those regions (e.g. [82] ). The spreading of induced current via anatomical connections from a region of interest to more remote regions can, of course, be turned to the advantage of the investigator interested in functional relationships between these regions and in this way underpins the dual-site or paired-pulse paradigm (for discussion see [79, [81] [82] [83] 92] ).
In §3a we noted that human neuroimaging and lesion evidence implicates a role for the OFA in processing second-order relational or other, higher-order configural cues from faces. Using TMS, Pitcher et al. [77] found that right OFA was not critically involved in the discrimination of faces on the basis of the spacing between those features. Nonetheless, that same study did confirm a critical early role (around 60-100 ms post-stimulus onset) for the right (but not left) OFA in the discrimination of faces on the basis of differences in individual features alone [77] . A subsequent TMS study confirmed a critical role for the right OFA in allowing observers to distinguish between faces on the basis of a combination of featural cues and cues more related to differences in face shape [94] . Moreover, this contribution of right OFA to face perception was found to be functionally distinct from the contributions of right extrastriate body area to the discrimination of bodies and of right lateral occipital area to the discrimination of objects, as evidenced by a TMS triple dissociation [94] .
Other TMS studies have confirmed roles for OFA and other neural regions in higher-level face-perception abilities. For example, Pitcher et al. [86] demonstrated a critical role for right OFA in the discrimination of facial expressions of emotion at an early stage of processing, between 60 and 100 ms from stimulus onset. In this study, repetitive TMS (rTMS) applied over either right OFA or right somatosensory cortex disrupted the ability of observers to match successively presented faces with respect to emotional expression, as assessed with a measure of accuracy, irrespective of the particular emotion.
These effects were evident relative to two control TMS conditions (stimulation over a control site and sham stimulation). Moreover, emotion discrimination accuracy was impaired relative to a matched identity discrimination task when rTMS was applied over either right OFA or right somatosensory cortex, while identity discrimination accuracy itself was not impaired relative to the control conditions, thus suggesting that neither region has a critical role in identity discrimination. Using double-pulse TMS delivered at different times to right OFA and right somatosensory cortex, this same study also demonstrated different critical periods for the involvement of these regions in emotion discrimination: right OFA's involvement was pinpointed to a window of 60-100 ms from stimulus onset, whereas the involvement of right somatosensory cortex was pinpointed to a window of 100 -170 ms from stimulus onset [86] . Given that TMS-induced interference at right OFA preceded the TMS interference at right somatosensory cortex, these findings are consistent with hierarchical feed-forward models of face perception.
Pitcher et al.'s [86] finding that right somatosensory cortex is critically involved in enabling observers to discriminate faces on the basis of emotional expressions replicates and extends the findings of an earlier TMS study [95] and is consistent with evidence from previous lesion [96] and functional imaging [97] studies. In Pourtois et al.'s [95] study, participants were required to judge whether the second of two successively presented faces had either the same emotion or the same gaze direction as the first face. Singlepulse TMS was delivered either 100 or 200 ms following the presentation of the second face to either right somatosensory or right superior lateral temporal cortex. Reaction times for emotion judgements were increased by stimulation of right somatosensory cortex compared with stimulation of superior lateral temporal cortex, whereas the converse pattern was observed for the eye gaze judgement. Moreover, stimulation of right somatosensory cortex increased reaction times for judgements of fearful but not happy expressions, which contrasts with the lack of emotion-specific effects for somatosensory cortex in Pitcher et al.'s [86] study and in the lesion and neuroimaging studies. Together the findings discussed in this and the previous paragraph are consistent with embodied cognition or simulation models of emotion recognition, according to which recognizing another's emotional expression recruits neural mechanisms in the perceiver corresponding to those responsible for generating the other's emotional experience and behaviour (e.g. [98] [99] [100] ). Interestingly, Pitcher et al. [86] found that TMS targeted at the face representation of somatosensory cortex impaired emotion discrimination accuracy relative to TMS targeted at the finger region. This finding is consistent with a role for facial mimicry in facial emotion perception, with the face region of somatosensory cortex representing the consequent changes in facial muscle activity. However, this finding alone cannot rule out an alternative explanation, namely, that the role of somatosensory cortex in emotion recognition is in the simulation of more widespread somatosensory states associated with the viewed emotion, one of which includes changes in facial muscle activity (but is much less likely to include finger muscle activity).
The TMS findings discussed so far are consistent with the interpretation of Haxby et al.'s [4] model that maintains OFA's involvement in face processing is restricted to the initial extraction of visual cues such as the shape of features and of the face and in making this information available to other, downstream face-processing regions such as FFA and STS. We now consider some additional TMS and fMRI evidence suggestive of a more flexible, interactive relationship between OFA and other faceprocessing regions that can vary depending on the nature of the stimuli and the demands of the task.
A recent TMS study from our own laboratory (A.P.A.) confirms critical roles for right OFA in allowing observers to discriminate the sex of faces and for right and left posterior STS regions in allowing observers to judge the trustworthiness of faces [101] . This study also suggests a possible role for right OFA in trustworthiness judgements, but only for those faces whose trustworthiness observers find it more difficult to judge and thus perhaps only at a later processing stage. Participants judged the sex of individually presented faces and, in a separate session, whether those same faces were trustworthy or not. During the presentation of the faces, rTMS was delivered over right OFA or right or left face-selective posterior STS (fSTS). There was also a sham TMS condition as a baseline, in which participants heard the same TMS pulses and had the same feeling of a coil on the head, but in which no pulse was administered into the brain. Distinct roles for right OFA and fSTS in sex and trustworthiness judgements were hypothesized on the basis of evidence that these regions process distinct sets of visual cues: judging the sex of faces relies on cues related to facial morphology and spatial relations between features (e.g. [102 -106] ), the processing of at least some of which involves the OFA (e.g. [52 -55] ). In contrast, judging the trustworthiness of faces relies on both structural and expressive cues that signal affective valence (e.g. [107 -109] ), the processing of which is thought to involve posterior STS more than OFA [4] . The principal results of Dzhelyova et al.'s [101] study confirmed these predictions: participants were significantly impaired in (showed longer reaction times for) judging sex when rTMS was delivered over right OFA, relative to sham stimulation, but not when it was delivered over right or left fSTS. In contrast, trustworthiness judgements were significantly impaired when rTMS was delivered over right or left fSTS relative to sham stimulation, but not when it was delivered over right OFA.
So far these findings of Dzhelyova et al. [101] are consistent with OFA and fSTS being functionally distinct face-processing regions. However, for trustworthiness judgements the effect of rTMS over right OFA relative to sham stimulation did not differ significantly from the effects of rTMS over right or left posterior STS relative to sham stimulation. This result was to be expected given that the face-selective cortical regions are not entirely functionally independent of each other. As we have mentioned, in Haxby et al.'s [4] Review. Neuropsychology of face perception A. P. Atkinson & R. Adolphs 1731 model, processing begins in OFA (or inferior occipital gyrus (IOG) more generally) and bifurcates into two principally parallel but potentially interacting streams, one to STS and one to FFA. Given that STS is downstream of OFA and that judging the sex of faces relies little if at all on the processing of expressive cues, Dzhelyova et al. [101] predicted that sex judgments would not be impaired by the application of rTMS over right or left STS, which their results confirmed. For judgments of trustworthiness, by contrast, OFA's role might be limited to an initial structural encoding of faces (e.g. [4, 78] ), the outputs of which are fed forward to STS, or OFA might play a critical role in trustworthiness judgments also or only at a later processing stage, subsequent to an initial involvement of STS. If OFA's critical involvement in trustworthiness judgements is limited to an early feed-forward processing stage, then application of rTMS over right OFA would be expected either to produce a general delay in reaction times for trustworthiness judgments across the whole reactiontime distribution, or to have no effect. The latter result would be expected if the relevant visual information is able to reach STS bypassing right OFA, such as via left OFA, other regions of IOG, or other cortical or subcortical routes (for discussion of relevant evidence see, e.g. [6, 73] ). But if OFA's critical involvement in trustworthiness judgements is at a later processing stage, then application of rTMS over right OFA would be expected either to prolong reaction times across the whole reaction-time distribution or to prolong only the relatively longer reaction times. The latter result would be expected if the first feed-forward volley of processing to STS (whether it originates from OFA or not) provides sufficient information for the observer to reach a decision about the trustworthiness of some faces, with other faces requiring subsequent additional involvement of right OFA. Dzhelyova et al.'s [101] analysis of the reaction-time distributions supports this latter proposal: the effect of rTMS over right OFA for trustworthiness judgements was limited to faces with longer reaction times, which were also the faces for which participants were generally less accurate. An important goal for future research will be to confirm the involvement of OFA in trustworthiness judgements and other face-perception tasks at relatively late as well as (or instead of ) early processing stages by, for example, using dual-site or pairedpulse TMS methods. If confirmed, a later critical role for OFA in trustworthiness judgments might reflect the use of cues related to facial morphology and spatial relations between features, or perhaps even the implicit use of sex information in this task.
Another recent TMS study suggests a critical role for right OFA in processing configural cues common to both expression and identity changes in faces. Cohen Kadosh et al. [110] used a task in which participants had to judge whether a face was the same as or different from the previously presented face. The faces in a pair could differ with respect to identity, emotion, or gaze direction alone, or a combination of any two or all three of these dimensions. Repetitive TMS to the right OFA caused participants to be less accurate in matching faces on the basis of both identity and expression, but did not disrupt their ability to match the faces on the basis of identity, emotion, or gaze direction alone. This finding suggests that right OFA integrates information across identity and expression; moreover, Cohen Kadosh et al. [110] suggested these findings imply that right OFA has a role in computing the overall configural relations between facial features, given that this is one class of information on which the encoding of both identity and expression depend [111 -114] . In a second experiment using double-pulse TMS, Cohen Kadosh et al. [110] found that impaired matching of faces on the basis of combined identity and expression was evident when TMS was applied over right OFA from 170 ms after stimulus onset, indicating that right OFA's role in integrating these two stimulus dimensions occurs at a mid-latency rather than early processing stage.
We noted in §2 the discovery of neurons in the monkey, particularly in the amygdala, that are sensitive both to facial identity and expression and may even specify unique combinations of identity and expression [24, 25] . An interesting issue for future research is thus whether OFA's involvement in integrating identity and expression information is a function of the activity of neurons in OFA that are similarly sensitive both to facial identity and expression, or instead a function of it receiving inputs from regions such as the amygdala that contain neurons sensitive to both dimensions.
To round off this section, we return to consider an fMRI study, the findings of which suggest that the involvement of face-selective regions in processing featural and configural cues depends on task demands. Cohen Kadosh et al.'s [115] participants were presented with streams of individually presented faces in which they were required to detect, in different stimulus blocks, an occasional specific identity, emotional expression or gaze direction. On the basis of previous research, the identity task was supposed to engender configural more than featural processing and the gaze task more featural than configural processing, whereas the expression task was supposed to engender both configural and featural processing. Mini-blocks of stimuli consisted in repeated presentations of the same identity in the identity task, the same emotional expression in the expression task, and the same eye gaze in the gaze task. The task-irrelevant face properties varied independently; for example, faces in the identity task varied in their emotional expression, gaze direction, or both, or remained the same. An fMRI adaptation or repetition suppression paradigm was used, the logic of which is that if neurons in a region of interest are sensitive to a particular stimulus property, then activity in that region should be greater for conditions in which that stimulus property varies as compared with a condition in which that property remains constant. Activity in the occipital and fusiform gyri (OFA and FFA) was found not to differ as a function of changes in the stimulus per se, such as identity or expression changes. Rather, relative to the condition in which the faces did not change within a mini-block, changes in expression during the identity task and changes in identity during the expression task increased activity in OFA and FFA; the activity of OFA and FFA was also increased by changes in gaze direction in the expression task, independent of concurrent identity changes. Activity in the STS was increased only to gaze changes in the expression task. Cohen Kadosh et al.'s [115] assumption was that face-selective STS is more involved in processing featural than configural cues whereas OFA and FFA are more involved in processing configural cues, although as our review of the research indicates, this functional division of labour might not be so clear-cut. Indeed, Cohen Kadosh et al.'s [115] explanation for why they also observed increased responses in OFA and FFA to changes in gaze direction in the expression task suggests a way of reconciling the partly conflicting findings in the literature: the perception of emotional expressions relies on featural as well as configural cues (see [54 -56,77,94] ) and the OFA and FFA, which as we have noted are closely functionally interlinked, may process either featural or configural cues, depending on task demands.
IMPLICATIONS FOR HIERARCHICAL FEED-FORWARD MODELS OF FACE PERCEPTION
Some but not all of the findings discussed in §3b,c argue against a strict feed-forward hierarchical model of face perception, in which the OFA is the principal and common source of input for other visual and non-visual cortical regions involved in face perception, including the FFA, fSTS and somatosensory cortex. Instead, these findings point to a more interactive model in which higher-level face-perception abilities depend on the interplay between several functionally and anatomically distinct neural regions. Furthermore, some of this evidence suggests that the nature of these interactions and the computations performed by the different components of the core face-processing network may depend on the particular demands of the task.
We have seen that two patients with lesions encompassing much of lateral occipital cortex (one in the right hemisphere, one bilateral) with consequent lack of the normal face-selective fMRI response in this region nevertheless showed face-selective responses in spared regions of fusiform cortex and STS [62, 67, 69] . Both patients are able to discriminate faces from non-face objects, which is reflected in normal face-selectivity in right FFA of both patients despite the lateral occipital lesions, implying that the relevant information must be reaching FFA via a processing route that bypasses OFA. Both P.S. and D.F. are severely impaired in recognizing the identity of faces and also perform significantly below the level of matched comparison individuals when required to discriminate or identify faces on the basis of emotional expression and sex. Patient D.F.'s performance on these latter two tasks was at or near chance, whereas P.S.'s performance was well above chance, and she discriminated the age of faces normally. For P.S., it is possible that her intact left OFA is adequate to help drive regions further up the processing hierarchy, such as STS and right fusiform, thus underpinning her residual (but nevertheless impaired) higher-level face processing abilities. D.F., on the other hand, shows no face-selective activity corresponding to OFA in either hemisphere and is unable to perform higher-level face processing tasks at above-chance levels. Furthermore, neither D.F. nor P.S. showed any such evidence of sensitivity to changes in facial identity in right fusiform [63, 68, 69] , suggesting that right OFA is necessary to individualize faces, perhaps through re-entrant interactions with FFA [73] . More generally, this finding illustrates the caution that is required when interpreting the effects of lesions to individual nodes of interconnected networks: brain regions that may appear structurally intact may nevertheless not be receiving their normal inputs and so may be functionally depressed [73, 116] .
Thus, higher-level face-perception abilities, such as judging identity, emotion and trustworthiness, seem to rely on an intact face-processing network that includes OFA, whereas lower-level face categorization abilities, such as discriminating faces from objects, can be achieved without OFA, perhaps via the direct connections to FFA from several extrastriate cortical areas [73] . Support for this idea comes from a diffusion tensor imaging study, which has revealed anatomical connections from several extrastriate cortical areas to FFA [117] and from a study employing a functional connectivity analysis [118] . The latter study showed a direct influence of middle occipital gyrus (outside the typical location for OFA) on fusiform activity for low spatial frequency information related to facial identity, as well as a distinct influence of inferior occipital gyrus on fusiform activity for high spatial frequency information related to facial identity, with no evidence for direct functional connections between middle and inferior occipital gyri [118] .
Much of the TMS evidence discussed in §3c corroborates the lesion evidence for a critical role for OFA in a network of neural regions that underpins higher-level face perception abilities. There was, however, one anomaly in this regard. Why did rTMS applied to right OFA not disrupt the ability to discriminate faces on the basis of their identity [86] ? Pitcher et al. [86] suggest that this might be because OFA is particularly critical for discriminating faces on the basis of differences in the shape of individual face parts and that the faces in their 2008 study always differed in their expressions and hence the shape of their face parts. Consequently, they suggest, their participants may have been forced to rely on information other than the shape of face parts in order to successfully discriminate the facial identities. This may have involved the recruitment of or a greater reliance on other face-processing regions, such as the FFA, fSTS or both.
Some of the TMS findings discussed in §3c are consistent with the interpretation of Haxby et al.'s [4] model that maintains OFA's involvement in face processing is restricted to the initial encoding of information about certain structural properties of faces, information that is then fed forward to other face-processing regions such as FFA and STS. Nonetheless, we also considered two TMS studies [101, 110] and one fMRI study [115] the results of which suggest a more flexible, interactive relationship between OFA and other face-processing regions. Thus, the TMS findings in themselves do not conclusively argue against a feed-forward hierarchical model of face perception in favour of the more interactive model that we have been advocating. However, the weight of evidence provided by the lesion and fMRI studies together with the two aforementioned TMS studies is, we believe, sufficient to call into question hierarchical feed-forward models. Further research is required to uncover how and under what circumstances the different components of the core and extended faceprocessing networks interact and what computations they each perform.
CONCLUSIONS AND FUTURE DIRECTIONS
Some clear caveats are in order with respect to the lesion method, since we have highlighted it here. Two obvious limitations are that the lesions, if neurological and in humans, are not anatomically precise or controlled; and that there is substantial reorganization following chronic lesions. These limitations are well known, but they do pose serious issues. With respect to the first, it becomes critical to have both high-resolution structural (as well as possibly functional) MRI data in order to delineate the boundaries of the lesion. It also becomes critical to conduct group analyses, ideally on sample sizes in excess of 100 patients or so, such that deficits can be traced reliably to shared damage to a particular region, rather than attributed to the idiosyncracies of any individual lesion. One approach-the classic one-to address this problem, of course, has been to study patients with highly selective lesions. But such patients are exceedingly rare and still suffer from the fact that each is essentially unique. We need to know whether the results generalize, and we need to know this about neuroanatomical regions so specific that they are almost never lesioned selectively. Current approaches are using voxel-based lesion-symptom mapping with samples of several hundred to address these issues.
The issue of plasticity and reorganization is even more difficult to address. The simplest way is by combining neurological lesions with transient lesions induced by TMS. Indeed, a major thrust of current studies has been to combine methods, since all of them suffer severe limitations when used in isolation (see our discussion of the limitations of TMS in §3c). Combining electrophysiological, fMRI, TMS and lesion studies will produce results that are much more reliable than those which can be obtained from any one of these approaches in isolation (e.g. [119] [120] [121] ).
One important feature of the majority of studies we have reviewed here is that they have examined face processing under conditions in which observers are able to free-view either whole faces or one or more isolated facial features, and are thus able to make (one or more) fixations on facial features. However, in everyday life faces often appear in our visual periphery, yet very little is currently known about peripheral visual processing of faces or about the processes that subsequently direct our gaze and attention to those faces, despite the well-established differences between peripheral and central vision. Moreover, in everyday face-to-face interactions it is common for another person's face to occupy a sufficiently large region of the visual field that not all facial features can fall within the fovea at once. Yet, at any given moment, those features falling outside the fovea nevertheless receive some visual processing. Relatively little is known about how facial features are processed in the visual periphery and parafovea. Nor is much known about the processes that allow us to seek out, fixate, pay attention to and make use of facial features that are initially visible only in the periphery. Yet vision is an active process [122] , and understanding how peripheral vision contributes to the perception of facially expressed emotions may provide important insights into the larger issue of normal and abnormal human social interactions.
We have reviewed evidence supporting the idea that the neural substrates of face perception do not simply implement passive, bottom-up processing of the retinal images of faces and their features, but rather, their operation reflects a complex interplay between mechanisms that extract different types of information from the retinal image at different points in time, the mechanisms that direct eye gaze and attention, and thus the demands of the task and environmental and social context. Future studies should pay close attention to the dynamic effects of task demands, and to the active nature of vision. The eventual goal of vision science is to go from an understanding of how we process static images of single faces to how we see people in the real world: interactively, dynamically, under a variety of different informational demands, in cluttered environments, and of course multimodally.
