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Subordination algebras in modal logic
Laurent De Rudder, Georges Hansoul and Valentine Stetenfeld
The aim of this paper is to show that even if the natural algebraic semantic
for modal (normal) logic is modal algebra, the more general class of subor-
dination algebras (roughly speaking, the non symmetric contact algebras) is
adequate too - so leading to completeness results. This motivates for an alge-
braic (in the sense of universal algebra) study of those relational structures that
are subordinate algebras.
1 Dualities
Modal algebra is a powerful tool of investigation of normal modal logics, dual
in the sense of Stone Duality to the Kripke semantic.
Apparently far from the modal land, a contact algebra (see for instance [11],
[14] or [18]) is a hybrid structure (both algebraic and relational) useful in the
spatial reasoning in terms of regions rather than in terms of points.
The common point between modal and contact algebra is clear at the dual
level : both duals are Stone spaces with a closed relation on them. In particular,
their non topological parts are Kripke frames and their canonical extensions are
in both cases complete modal algebras.
Of course contact algebras are symmetric by nature while modal algebras
are not (in the sense that the accessibility relation in a Kripke frame may be any
binary relation). Fortunately, non-symmetric versions of contact algebras had
been introduced by Esakia in [15] under the name of subordination algebras,
and we shall therefore adopt Esakia’s terminology - although subordination
algebras had been reintroduced by contact algebraist under the name of pre-
contact algebras or proximity algebras (see [12] and [13]).
We use classical notations. In particular Boolean operations are denoted
∧,∨,¬, 0 and 1. For an order ≤, we note
a ↑= {b | a ≤ b}
(and a similar definition for a ↓). For a binary relation R, we note
R(a,−) = {b | a R b}
(and a similar definition for R(−, a)). And finally, our notations T concerning
elements of a set are freely extended to subsets of the set by
T (A) =
⋃
{T (a) | a ∈ A}.
Definition 1.1 ([3]). A subordination algebra is a structure B = (B,≺)
where B is a Boolean algebra and ≺ a subordination on B, that is a binary
relation subject to the following axioms :
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(S1) 0 ≺ 0 and 1 ≺ 1,
(S2) a ≺ b, c implies a ≺ b ∧ c,
(S3) b, c ≺ a implies b ∨ c ≺ a,
(S4) a ≤ b ≺ c ≤ d implies a ≺ d.
Equivalently, for each b ∈ B, ≺ (b,−) is a filter and ≺ (−, b) is an ideal of B.
An example of subordination algebras is given by the contact algebras
([14]) : those satisfying the axioms (S5) (of extensionality), (S6) (reflexivity)
and (S7) (symmetry) :
(S5) a 6= 0 implies b ≺ a for some b 6= 0,
(S6) a ≺ b implies a ≤ b,
(S7) a ≺ b implies ¬b ≺ ¬a.
And we recall that de Vries algebras (see [2] and [10]) are (Boolean) complete
contact algebras satisfying axiom (S8) (of transitivity) :
(S8) a ≺ b implies a ≺ c ≺ b for some c.
Investigations on subordination algebras have to be done in a suitable cate-
gorical environment. In the realm of contact algebra, the first morphisms have
been introduced in 1962 by de Vries in [10] for the particular case of de Vries
algebras. From the algebraic point of view, these are very weak morphisms since
they are not even Boolean algebra homomorphisms.
Of course, from the model point of view, morphisms should be those Boolean
algebra homomorphisms that respect the subordination relation ≺. They have
been taken into account in various papers (see for instance [5] or [Düntsh]), and
we shall consider them in this paper too, but under the name of weak morphism,
as a common denominator of three other kinds of morphism we shall introduce
now, and whose justification - as we shall soon see - is to reduce to modal
algebra homomorphisms when applied to modal algebras. We arrive at different
categories whose objects are the subordination algebras.
Definition 1.2. Let B, C be subordination algebras and let f be a map B −→
C. We consider the following axioms :
(w) a ≺ b implies f(a) ≺ f(b),
(♦) f(a) ≺ c implies a ≺ b and f(b) ≤ c for some b,
() c ≺ f(a) implies b ≺ a and c ≤ f(b) for some b.
Boolean algebra homomorphisms satisfying (w) will be calledweak morphisms,
giving rise to the category wSub. Those satisfying (w) and (♦) are the ♦-
morphisms or white morphisms, or simply morphisms, and give rise to
the white category ♦Sub, or more simply Sub. Those satisfying (w) and ()
are the  morphisms or black morphisms and give rise to the black category
Sub. Finally, those satisfying all three axioms are called strong morphisms.
They give rise to the strong category sSub.
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The usefulness of all these four categories, the choice of modal denomina-
tions, and more strangely of two different ones (the categories ♦Sub and Sub
are trivially isomorphic, so what is the point of introducing two copies of a given
category) will clearly appear in the next section. But we can say something now.
For completeness, we recall that a modal algebra [7] is an algebra B =
(B,♦) where ♦ is an operator on B, that is a map ♦ : B −→ B with ♦0 = 0 and
♦(a ∨ b) = ♦a ∨ ♦b. Any modal algebra may be considered as a subordination
algebra by defining
a ≺♦ b if ♦a ≤ b. (1)
By (1), the categoryMA (of modal algebras with usual modal algebra mor-
phisms) becomes a full subcategory of ♦Sub. But there is another way to
consider a modal algebra, let’s write it B = (B,), as a subordination algebra.
Indeed, we can define
a ≺ b if b ≤ a, (2)
where, as usual,  denotes ¬¬. By this formula, the category of modal algebras
with usual modal algebras morphisms becomes a full subcategory of Sub. We
will call it MA in this case.
There is also the weak category wMA of modal algebras with Boolean alge-
bras homomorphisms f satisfying ♦f(a) ≤ f(♦a), corresponding to axiom (w)
by way of (1). The strong category, the one of tense algebras, will be considered
in the next section.
It is now time to say that subordination algebras have been studied by Celani
under the name of quasi-modal algebras in [5] and [6]. Among other things he
has extended Stone duality for modal algebras to the category that correspond
to Sub in our setting. We present his results (adapted to the category ♦Sub)
and adopt his definition of subordination algebra because it is particularly suited
for introducing canonical extensions.
Remark 1.3. Adapting definition of Celani in [5], let us call multi-operator
on a Boolean algebra B a map ♦ from B into the filter lattice F(B) of B such
that ♦0 = B and ♦(a ∨ b) = ♦a ∩ ♦b (if F(B) is ordered by reserve inclusion,
this can be written as ♦0 = 0 and ♦(a ∨ b) = ♦a ∨ ♦b, whence the name of
multi-operator).
Then a subordination algebra may be defined as a structure B = (B,♦)
where B is a Boolean algebra and ♦ a multi-operator on B (it suffices to define
♦b =≺ (b,−)).
Duality comes as no surprise (see [5] or also [3]) and we have the following.
Definition 1.4. 1. A subordination space is a topological structure X =
(X,R) where X is a Boolean space and R, the accessibility relation, a
closed binary relation on X . Such a structure is called descriptive quasi-
modal space by Celani in [6].
As in Definition 1.2, we now define four categories whose objects are the
subordination spaces.
2. Let X,Y be subordination spaces and let h be a map X −→ Y . We
consider the following axioms :
(w) x R y implies h(x) R h(y),
(♦) h(x) R y implies for some z ∈ X , y = h(z) and x R z,
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() y R h(x) implies for some z ∈ X , y = h(z) and zRx.
As in Definition 1.2, continuous maps satisfying (w) are the weak mor-
phisms and give rise to the weak category wSubS. Those satisfying (w)
and (♦) are the white, or ♦, morphisms, or simply morphisms and
lead to the category ♦SubS, also denoted SubS. Those satisfying (w)
and () are the black morphisms or morphisms and are the arrows
of the category SubS. Finally, those satisfying all three axioms are called
strong morphisms. They give rise to the strong category sSubS.
Definition 1.5. Let B be a subordination algebra. Its dual is X = (X,R)
where X = Ult(B) is the ultrafilter space of B with the topology generated by
(the clopen sets)
r(b) = {x ∈ X | x ∋ b}, b ∈ B (3)
and R is the binary relation on X defined by
x R y ⇔≺ (y,−) ⊆ x. (4)
Let X = (X,R) be a subordination space. Its dual is B = (B,≺) where
B = Clop(X) is the Boolean algebra of all clopen subsets of X and ≺ is the
binary relation on B defined by
O ≺ U ⇔ R(−, O) ⊆ U. (5)
If f : B −→ C is a morphism in wSub, then its dual is
Ult(f) : Ult(C) −→ Ult(B) : y −→ f−1(y).
On the other hand, if h : X −→ Y is a morphism in wSubS, then its dual is
Clop(h) : Clop(Y ) −→ Clop(X) : O 7−→ h−1(O).
Theorem 1.6. ([5]) The functors Ult and Clop establish a dual equivalence
between wSub and wSubS. Their restriction also induce a dual equivalence
between Sub and SubS, Sub and SubS and finally between sSub and sSubS.
Proof. To extend Celani’s proof to the strong category, it is important to observe
that the duality between Sub and SubS, established in [5] thanks to functors
slightly different from ours, may also be realized by the functors Ult and Clop
of Definiton 1.5, so that the duality sSub - sSubS is just a superposition if the
dualities Sub - SubS and Sub - SubS.
We now give the discrete version of these dualities. The canonical exten-
sion of a subordination algebra will be realized as the "composition" of the
topological duality with the discrete one.
Definition 1.7. Let B be a subordination algebra. then B is said to be com-
plete atomic if B is a complete Boolean algebra and ≺ is a complete sub-
ordination, that is it satisfies, for any family (bi | i ∈ I) in B :
(S’2) a ≺ bi for all i ∈ I implies a ≺ ∧bi,
(S’3) bi ≺ for all i ∈ I implies ∨bi ≺ a.
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We obtain again four categories whose objects are the complete atomic sub-
ordination algebras whose morphisms are complete Boolean homomorphisms.
The categories only differ on the choice of the axioms for morphisms as far as
the subordination relation is concerned : axiom (w) of Definition 1.2 will give
the subcategory wCM of wSub, axioms (w) and (♦) the subcategory CM of
Sub, axioms (w) and () the subcategory CM of Sub and finally, taking
all axioms of Definition 1.2 will give rise to the subcategory sCM of sSub.
Our definition of atomic completeness is given as the natural one in the sub-
ordination world, but it fails to reveal an obvious, though important, property
of complete atomic subordination algebras : they are in fact - in two different
ways - complete modal algebras.
Indeed, (S’2) means that ≺ (a,−) is a principal filter so that we may write
≺ (a,−) = (♦a) ↑
and (S’3) means that the map a 7−→ ♦a is a complete operator, that is, com-
mutes with supremum of arbitrary families of elements of B. Order, dually (S’3)
means that ≺ (a,−) is a principal ideal, so that we may write
≺ (a,−) = (a) ↓
and (S’2) means that the map a 7−→ a is a complete dual operator, that is,
commutes with infimum of arbitrary families of elements of B. It follows from
this that we may consider wCM as a subcategory of wMA, CM as a subcat-
egory of MA, CM as a subcategory of MA and sCM as a subcategory of
sMA.
Since complete atomic subordination algebras and complete modal algebras
have been shown to be the same objects, there is no specific discrete duality in
the subordination case. We recall the duality for latter uses.
Definition 1.8. Let B be a complete atomic subordination algebra. Its dual
is the Kripke frame X = At(B) = (X,R), where X = At(B) is the set of atoms
of B and the accessibility relation R is given by
α R β if (∀b ∈ B)(β ≺ b⇒ α ≤ b).
Conversely, if X = (X,R) is a Kripke frame, its dual is B = P(X) = (B,≺)
where B = P(X), the power set of X , and for E,F ⊆ X ,
E ≺ F if R(−, E) ⊆ F.
As might be expected in this paper, we shall consider four categories of
Kripke frames : the weak category wKF, whose morphisms satisfy (w), the
category KF, whose morphisms satisfies (w) and (♦), KF, with (w) and ()
and finally the strong category, whose morphisms respect all the axioms.
The object mapping P : X 7−→ P(X) is extended to a functor by defining
P(h) = h−1 and the object mapping At : B 7−→ At(B) is extended to a functor
by defining for f : B −→ C
At(f) : At(B) −→ At(C) : α 7−→ ∧{b ∈ B | α ≤ f(b)}.
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Theorem 1.9. The functors At and P establish a dual equivalence between the
categories wCM and wKF, CM and KF,CM and KF and finally between
sCM and sKF.
Proof. This result is folklore and easily checked.
Definition 1.10. The composition ·δ = PF Ult, where F forget the topology,
is called the canonical extension functor, and Bδ = P(F (Ult(B))) is the
canonical extension of B. The functor ·δ may be considered as a functor
from wSub to wCM, from Sub to CM, from Sub to CM or from sSub to
sCM.
To complete the picture, we mention that the natural map r : B −→ Bδ, as
defined in (3), is usually not a morphism in Sub, but it is a little more than a
weak morphism, as we can see now.
Definition 1.11. Let B,C be subordination algebras. Then a map f : B −→ C
is said to be a weak embedding if it is a one to one weak morphism such that
f(b) ≺ f(c) implies b ≺ c.
Proposition 1.12. 1. The natural map r : B −→ Bδ is a weak embedding.
2. For each morphism f in wSub from B into a complete atomic subordina-
tion algebra C, there is a unique morphism g : Bδ −→ C in wCM such
that g ◦ r = f .
Proof. The first assertion is clear. Note that the second assertion does not
follow from the functioriality of ·δ because Cδ does not necessarily coincide
with C in case the latter is complete atomic. Anyway, the result is well known
at the Boolean level. To reach the subordination level, the easiest way is to
notice that g is necessarily the dual (in the discrete duality wCM - wKF)
of the composition h = Ult(f) ◦ j, where j is the natural weak embedding
At(C) −→ Ult(C) : α 7−→ α ↑, and Ult(f) is the dual (in the duality wSub -
wSubS) of f : B −→ C. So g is weak whenever f is weak since j is weak.
Note that the second assertion of 1.12 does not extend to morphisms in Sub,
meaning that g is not necessarily a morphism in Sub in this case, as seen in the
case B = C and f is the identity.
Our definition of canonical extension is not the only possible one. Often,
canonical extensions of structures with additional operations are obtained in a
two-step construction. First, consider an already made canonical extension for
the structure, then device a formula to extend the additional operations to the
canonical extension of the structure. This could have been done here too. In
two ways in fact subordination algebras are Boolean algebras with an additional
relation. The canonical extension Bδ of a Boolean algebra B is well known :
Bδ is the power set of the dual X of B. There are two ways to consider ≺.
Either as in [3], as the binary operation
≺: B ×B −→ B : (a, b) 7−→
{
1 if a ≺ b
0 otherwise
As shown in [ ], this gives a non smooth extension (see [27] for definitions).
Or, as in [5] or as in Remark 1.3, as the multi-operator ♦ : a 7−→≺ (a,−)
(we could have chosen the black version too). The formulas giving the upper
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(fσ) and the lower (fpi) extensions of a n-ary multi-operation are easily adapted
from the univalued case (see for instance [16] or [27]) and give for an increasing
map f : Bn 7−→ (F(B),⊇) :
fσ(x) =
∨
{∨{f(b) | b ∈ B, b ≥ c} | c closed, c ≤ x}
fpi(x) =
∧
{∨{∧f(b) | b ∈ B, b ≤ o} | o open, o ≥ x}
The advantage of the latter point of view is that unary multi-operators are
smooth, as shown in the following result.
Proposition 1.13. The subordination relation in a subordination algebra is
smooth. And its extension to the canonical extension of its Boolean part coincide
with the canonical extension functor of Definition 1.10.
Proof. The canonical extension functor gives Bδ = (P(F (Ult(B)),≺) where
E ≺ F if R(−, E) ⊆ F , so its associated modal operator is ♦δE = R(−, E).
We show now that ♦σ = ♦pi = R(−, E). Indeed, let O(X) denotes the open
subsets of X and C(X) its closed subsets, we obtain
♦pi(E) = ∩{∪{R(−, V ) | Clop(X) ∋ V ⊆ O} | O(X) ∋ O ⊇ E}
= ∩{R(−, O) | O(X) ∋ O ⊇ E}
⊇ R(−, E)
⊇ ∪{R(−, F ) | C(X) ∋ F ⊆ E} (6)
= ∪{∩{R(−, V ) | Clop(X) ∋ V ⊇ F} | C(X) ∋ F ⊆ E} = ♦σE (7)
= ∩{∪{R(−, Vα(F )) | C(X) ∋ F ⊆ E} | α ∈ Λ}
⊇ ∩{R(−, O) | O(X) ∋ O ⊇ E} = ♦pi(E)
where λ = {f | f choice function : F closed ⊆ E 7−→ α(F ) clopen ⊇ F} and
the equality (6) = (7) is obtained by Esakia’s lemma ([15] or [23]).
2 Modal logic of subordination algebras
We now define validity of a modal formula in a subordination algebra, taking
into account the fact that Bδ is a modal algebra. In fact, we noticed that any
complete atomic subordination algebra may be endowed with two modalities
♦ and  (see Definition 1.7). In case of Bδ, the first as been evaluated in
Proposition 1.13 : if Bδ = P(Ult(X)), then, for every E ∈ Bδ
♦E = R(−, E).
The other one is its order dual, and we have, for every E ∈ Bδ
E = R(E,−).
So, our formulas will be bimodal formulas, that is, terms over the language
(∨,∧,¬,⊤,⊥,♦,). Those formulas not using  will be called simply modal
formulas, or white formulas if needed, while formulas not using ♦ will be called
black formulas. Of course, Bδ, as a bimodal algebra, satisfies formulas not valid
in all bimodal algebras since ♦ and  are both induced by a single accessibility
relation. They are what is called in the literature tense algebras. We recall
basic facts about tense logic and tense algebra.
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Definition 2.1. A tense bimodal logic (see for instance [20]) is a provably
closed set of bimodal formulas containing all tautologies, the white and black
versions of axiom K
(K♦) (φ→ ψ)→ (φ→ ψ),
(K) (φ→ ψ)→ (φ→ ψ),
and the following axioms
(T1) φ→ φ,
(T2) φ→ φ.
It was shown in [25] that a bimodal algebra satisfies T1 and T2 (so is a tense
algebra) if and only if the accessibility relation associated to ♦ is the converse
of the accessibility relation associated to . This shows that complete atomic
subordination algebras are tense algebras, and their strong category sCM is
a subcategory of the category TA of tense algebras (which is also the strong
category of modal algebras as initiated in Definition 1.2).
Definition 2.2. Let B be a subordination algebra and let ϕ be a bimodal
formula. A valuation on B is a map v : Var −→ B. Using the map r of Defintion
1.10, the composition r◦v is a map Var −→ Bδ and as such, extends to a unique
homomorphism, also denoted v, from the algebra of all bimodal formulas into
Bδ. We say that ϕ is valid in B under the valuation v, denoted
B |=v ϕ
, if v(ϕ) = 1. Also, as usual,
B |= ϕ
means B |=v ϕ for all valuations v. If K is a class of subordination algebras
and L a set of bimodal formulas, K |= ϕ, B |= L and K |= L receive their usual
meaning. At the dual level, things are rather natural. Indeed, let X = (X,R)
be the dual of B. Then B |= ϕ is equivalent to (X,R) |=v ϕ in the classical
Kripke semantic meaning, for all valuations v with values in the clopen subsets
of X .
Before turning to completeness results, the following observations is in order.
For a set L of formulas, denote by Thm(L) the logic axiomatized by L
Thm(L) = {ϕ | L ⊢ ϕ}.
For a class K of (subordination) algebras, or spaces, denote by Log(K) the logic
of K
Log(K) = {ϕ | K |= ϕ}.
Then, a completeness theorem identifies syntaxic truth with semantic truth,
that is, is of the form Thm(L) = Log(K) for some L and some K. This is an
impossible challenge in our case since Thm(L) is always a normal modal logic,
while this is not always the case for Log(K). If Log(K) is closed under modus
ponens and necessitation, it is not always closed under substitution, as proved
by the following example.
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Example 2.3. Let X be a Boolean space with an accumulation point x. Define
R ⊆ X ×X by y R z if y = x or y = z. Then X = (X,R) is a subordination
space whose logic is not a normal modal logic.
Proof. We first show that X |= ϕ ≡ p→ ♦p. Indeed it is not difficult to show
that if O is clopen in X , then O = ♦O, except when O 6= ∅ and O 6∋x, in
which case, ♦O = O ∪ {x}. In all case, O ⊆ ♦O.
To complete the proof, it suffices to give an instance of ϕ which is not valid
in X . Let ψ ≡ p ∧ ¬p. Then, X 6|= ψ → ♦ψ, as seen when p is evaluated at
a proper clopen subset containing x (in this case, ψ = {x} and ♦ψ = ∅).
Notation 2.4. We shall see in Theorem 3.15 conditions under which Log(K) is
a normal modal logic but an immediate observation is that the substitution rule
may be replaced by the use of schemes. To distinguish the formula ϕ(p) from its
associated scheme, we shall write the latter ϕ(ψ), this expression denotes the
collection of formulas ϕ(ψ) when ψ ranges over all modal (or bimodal if needed)
tuples of formulas. We arrive at the following completeness results.
Theorem 2.5. Let L be a set of schemes of modal formulas, and let ϕ be a
modal formula. Then the following are equivalent :
1. L ⊢ ϕ,
2. for any modal algebra B, B |= L implies B |= ϕ,
3. for any subordination algebra B, B |= L implies B |= ϕ.
Proof. This is not really a new completeness theorem since 3. ⇒ 2. is obvious
while 1.⇔ 2. is well known. What is new is the soundness part 1.⇒ 3., whose
proof is by induction on the length of a proof of ϕ. Here of course, the fact that
L is a set of schemes in essential.
Theorem 2.6. Let L be a set of schemes of bimodal formulas containing the
least tense bimodal logic, and let ϕ be a bimodal formula. Then the following
are equivalent :
1. L ⊢ ϕ,
2. for any modal algebra B, B |= ϕ,
3. for any black modal algebra B, B |= L implies B |= ϕ,
4. for any subordination algebra B, B |= L implies B |= ϕ.
Proof. Since any tense bimodal algebra is in particular a modal algebra, and,
that, clearly, validity qua bimodal algebra is equivalent to validity qua modal
algebra as far as bimodal algebra are concerned, 2. implies
2’. for any tense bimodal algebra B, B |= L implies B |= ϕ.
Then 2’. is equivalent to 1. by classical completness theorem and 1. implies 4.
which implies 2. as in the preceding Theorem.
Finaly, 2.⇔ 3. by order duality.
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It follows from Theorem 2.5 that under the hypothesis of the theorem, if
there exists a subordination algebra B |= L with B 6|= ϕ, then there exists some
modal algebra C |= L with C 6|= ϕ. An analogue observation can be made about
Theorem 2.6. We give a functorial way to pass from B to C.
Definition 2.7. Let B be a subordination algebra and let r be the weak em-
bedding B −→ Bδ. The (white) modal subalgebra of Bδ generated by r(B)
is called the modalisation of B and it is denoted by Bm and we have the
following result.
Proposition 2.8. The object mapping B −→ Bm can be extended to a functor
·m : Sub −→MA. The natural map r : B −→ Bm is a weak embedding.
Proof. Suppose f : B −→ C is a morphism in Sub. By the canonical extension
functor, f lifts to f δ : Bδ −→ Cδ in CM. Let fm be the restriction of f δ to
Bm. It suffices now to show that fm takes value into Cm.
If b ∈ Bm, there are b1, ..., bn ∈ B and a modal formula ϕ with b =
ϕ(b1, ..., bm). Then,
f δ(b) = f δ(ϕ(b1, ..., bn)) = ϕ(f
δ(b1), ..., f
δ(bn)) ∈ C
m
as required.
Of course, next to the modalisation functor, there is the black modal-
isation functor ·blm : Sub −→ MA (Bblm is the black modal algebra
generated by r(B)) and the bimodalisation functor ·bim : sSub −→ TA
(Bbim is the least tense algebra generated by r(B)).
The relevance of these concepts is that they preserve, not validity of formulas,
bu validity of schemes, as shown in the following result. We give result in case
of modalisation, but of course, there is an analogue result for black and bi-
modalisation.
Proposition 2.9. Let B be a subordination algebra. Then for any scheme ϕ(ψ)
of modal formulas,
B |= ϕ(ψ)⇔ Bm |= ϕ(ψ).
Proof. Since Bm is submodal algebra of Bδ, the if part directly follows from the
definition of validity in 2.2.
Suppose ψ = (ψ1, ..., ψn) and B |= ϕ(ψ). We have to show B
m |= ϕ(ψ). Let
v be a valuation Var −→ Bm. There are b1, ..., br ∈ B and formulas ϕ1, ..., ϕn
in the variables q1, ..., qr such that v(ψi) = ϕi(b1, ..., br) for all i. Let v
′ be the
valuation Var −→ B such that v′(qi) = bi for all i. Then, B |=v′ ϕ(ϕ1, ..., ϕn)
and it follows
1 = v′(ϕ(ϕ1, ..., ϕn))
= ϕ(v′(ϕ1), ...., v
′(ϕn)
= ϕ(ϕ1(b1, ..., br), ..., ϕn(b1, ..., br))
= ϕ(v(ψ1), ..., v(ψn))
= v(ϕ(ψ)),
as required.
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Note that Example 2.3 shows that a single modal formula may fail to be
preserved by modalisation : if B is the dual of X as described in 2.3, then B |=
p → ♦p while Bm 6|= p → ♦p. Otherwise, by modal logic, Bm |= ψ → ♦ψ
for all modal formula ψ and thus, by Proposition 2.9, B |= ψ → ♦ψ, which is
not the case.
To find constructs that preserve validity of formulas, we turn to universal
algebra. Since the validity of ϕ is equivalent to the validity of the equation ϕ = 1,
one is tempted to look at homomorphic images, subalgebras and products.
Homomorphic images, or quotient, of subordination algebras have been in-
troduced and dualized by Celani in [6]. We recall and improve his results using
a slightly different terminology, following the spirit of universal algebra.
Definition 2.10. LetB be a subordination algebra. We say that an equivalence
relation θ on B is a congruence if it is the kernel of a morphism (in Sub), that
is there is a morphism f : B −→ C such that
θ = ker(f) = {(a, b) | f(a) = f(b)}.
Of course, a congruence is necessarily a Boolean congruence and as such, char-
acterised by its 0-class (its 0-kernel), namely the ideal
I = {a | f(a) = 0}
or by its 1-class (its 1-kernel), namely the filter
F = {a | f(a) = 1}.
Remember that θ, I and F are linked by the formulas : a θ b if and only if there
is i ∈ I with a ∨ i = b ∨ i, if and only if there is f ∈ F with a ∧ f = b ∧ f .
Remember also from [2] that an ideal is round if a ∈ I implies a ≺ b for some
b ∈ I, and that a filter is round if a ∈ F implies b ≺ a for some b ∈ F . Implicit
in [6] is the following result.
Proposition 2.11. Let B be a subordination algebra and let θ be a Boolean con-
gruence on B. With the notation of Definition 2.10, the following are equivalent
:
1. θ is a congruence,
2. θ satisfies a θ b ≺ c implies a ≺ d θ c for some d,
3. I is a round ideal,
4. F satisfies : a ∈ F implies ¬a ≺ ¬b for some b ∈ F .
The dual objects of congruences are easy to characterise : they are the closed
subsets C of the dual space which are R-increasing, that is, such that x ∈ C
and x R y imply y ∈ C. The correspondence, described in [6], is obviously the
restriction to congruences of the correspondence between Boolean congruences
(or ideals) and closed subsets of the dual :
I ideal of B 7−→ C = {x ∈ Ult(B) | x ∩ I = ∅}.
As a corollary, we have the following result which is a small improvement of
Lemma 9 of [6].
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Corollary 2.12. Let B be a subordination algebra and let us denote by Con(B)
the ordered set of all congruences on B. Then Con(B) is a frame (complete
Heyting algebra) in which finite meet is intersection while arbitrary joint is joint
in the equivalence lattice.
Proof. By Proposition 2.11, it suffices to argue on round ideals. Let I and J be
round ideals. If a ∈ I ∩ J , there are b ∈ I and c ∈ J such that a ≺ b and a ≺ c.
Then a ≺ b ∧ c and b ∧ c ∈ I ∩ J (of course this argument does not work for
infinitely many round ideals).
Let now (Il | l ∈ Λ) be round ideals and let I be the joint of the Il computed
in the ideal lattice. If a ∈ I, there are l1, ..., ln ∈ Λ and a1 ∈ Il1 , ..., an ∈ Iln with
a ≤ a1 ∨ ...∨ an. And there are b1 ∈ Il1 , ..., bn ∈ Iln with a1 ≺ b1,..., an ≺ bn. It
follows that a ≺ b = b1 ∨ ... ∨ bn ∈ I.
It follows that Con(B) is a frame, being a subset of the ideal lattice of B,
closed under finite meets and arbitrary joints.
To continue to show that subordination algebras are more on the side of
universal algebra than relational structures, it is time to adapt the three classical
isomorphism theorem. We omit the classical proof.
Proposition 2.13. Suppose B = (B,≺) is a subordination algebra and θ is a
congruence on B. The structure B/θ = (B/θ,≺θ) with
aθ ≺θ bθ if ∃c, a ≺ c θ b
is a subordination algebra such that the canonical projection pi : B −→ B/θ is a
morphism.
Proposition 2.14. Suppose A and B are subordination algebras.
1. Let f : A −→ B be a morphism and let θ be a congruence on A. Then,
there is a morphism g : A/θ −→ B such that g ◦ pi = f if and only if
θ ⊆ ker(f). In particular, A/ ker(f) is isomorphic with the range of f ,
which appears to be a subordination subalgebra of B. (see [6]).
2. Suppose A is a subalgebra of B and let θ be a congruence on B. Then the
restriction of θ to A is a congruence on A, the saturation
Aθ := {b ∈ B | ∃ a ∈ A, a θ b}
is a subalgebra of B and A/θ|A is isomorphic with Aθ/θ.
3. Let θ be a congruence on B. Then the congruence lattice of B/θ is iso-
morphic with the principal filter of Con(B) generated by θ.
Of course, analogue to Propositions 2.12 and 2.14, which are relative to
Sub, there are corresponding results in the categories Sub and sSub. So we
have the black congruences (those Boolean congruence which are kernel of
morphisms in Sub and which are characterised by round filter as a 1-kernel)
and the strong congruences (kernels of strong morphisms, whose 0-kernel
are round ideals and 1-kernel are round filters). We freely use these facts and
examine validity.
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Proposition 2.15. If ϕ is a modal formula (resp. a black modal formula or a
bimodal formula), B a subordination algebra and θ a congruence (resp. a black
congruence or a strong congruence), then
B |= ϕ ⇒ B/θ |= ϕ.
In other words, validity of a formula is preserved by morphic image of its lan-
guage.
Proof. It suffices to examine the white language. Let f be an onto morphism
(in Sub) from B to C. Suppose B |= ϕ. We want to prove that C |= ϕ. Let
v : Var −→ C be a valuation and let v1 be any valuation Var −→ B such that
f ◦ v1 = v. Then v1 extend to a modal homomorphism v1 : Form −→ B
δ
such that v1(ϕ) = 1. Now, applying the canonical extension functor, we have a
morphism f δ : Bδ −→ Cδ, so f δ ◦ v1 is the extension to Form −→ C
δ of v. And
we have v(ϕ) = f δ(v1(ϕ)) = 1 as required.
We now turn to subalgebras (subobjects in Sub), a topic not examined in
[5] and [6].
Definition 2.16. Let B be a subordination algebra and A ⊆ B. Then A is a
subalgebra of B if A is a sub-Boolean algebra of B and
if a ∈ A, b ∈ B and a ≺ b, there is a ∈ A with a ≺ c ≤ b. (8)
Of course the associate subordination algebra is A = (A,≺) where ≺ is the
restriction to A of the subordination relation of B. We also say that A is a
subalgebra of B. This is the appropriate concept since A is a subalgebra if and
only if the inclusion mapping i : A −→ B is a morphism. And moreover, if
B is a modal algebra, the concepts of subalgebra of B, qua modal algebra qua
subordination algebra, coincide.
However, this concept of subalgebra lacks many usual properties of subal-
gebras of universal algebra. We shall see in 2.20 that the intersection of two
subordination subalgebras may not be a subordination subalgebra. So it is even
not clear that the set Sub(B) of all subalgebras of B forms a lattice. The only
obvious positive result we have in this direction is the following.
Proposition 2.17. If (Ai | i ∈ I) is a directed family of subalgebras of B, so
is its union. Hence, Sub(B) is a dcpo in the sense of [17].
Definition 2.18. Let X = (X,R) be a subordination space. A congruence
on X (or more precisely a white congruence) is an equivalence relation θ on
X such that :
1. θ is a congruence of Boolean spaces (that is non equivalent points can be
separated by clopen θ-saturated sets),
2. for x, y, z ∈ X
x θ y R z ⇒ ∃ u ∈ X : x R u θ z. (9)
Here again this is the appropriate concept since an equivalence θ on X is a
congruence if and only if there is a, necessarily unique, subordination structure
on X/θ such that the natural projection is a morphism. For x, y ∈ X , we have
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xθ Rθ yθ if there is y′ ∈ X such that x R y′ θ y, or equivalently, if for any x′ θ x,
there is y′ ∈ X such that x′ R y′ θ y.
Let us denote by Con(X) the ordered set of congruences on X. The duality
Sub ↔ SubS of Theorem 1.6 exchanges one to one maps with onto ones, so
exchanges subalgebras with congruences, and we have the following result.
Proposition 2.19. Let B be a subordination algebra and let X be its dual.
Then Sub(B) is anti-isomorphic (that is isomorphic to the order dual of) to the
set of congruences on X.
Proof. This is a direct byproduct of the duality. It suffices to check that the
well-known anti-isomorphism between sub-Boolean algebras of B and Boolean
congruences of X exchanges subordination subalgebras with congruence.
So let A be a subordination subalgebra of B and let θ be its dual Boolean
equivalence, that is
x θ y if and only if x ∩ A = y ∩ A.
We show that θ satisfies (9). If x θ y R z, we have to show that z ∈
(R(x,−))θ. If not, since θ is Boolean there is a clopen θ-saturated set O with
O ∋ z and O ∩ R(x,−) = ∅. It follows from z ∈ O that y ∈ R(−, O) and from
O ∩R(x,−) = ∅ that x 6∈R(−, O) such that there is a clopen set U with x 6∈U
and R(−, O) ⊆ U . Since O is a clopen θ-saturated set, O = r(a) with a ∈ A.
If b ∈ B is such that r(b) = U , then we have a ≺ b. If A is a subordination
subalgebra, there is a1 ∈ A with a ≺ a1 ≤ b. Let U1 = r(a1), we have
R(−, O) ⊆ U1 ⊆ U.
So y ∈ U1 while x 6∈U1. This is impossible since U1 is θ-saturated.
Conversely, let θ be a congruence on X. Suppose a ∈ A and a ≺ b. Let
O = r(a) and U = r(b). We first show that R(−, O) is θ-saturated. If x θ
y R z ∈ O, then for some u, x R u θ z. Now O is θ-saturated, so u ∈ O
and x ∈ R(−, O). It follows that R(−, O) is the intersection of all the clopen
saturated sets containing it, and one of them has to be in U by compactness.
Example 2.20. Let ω be the set of natural numbers and ω+ be its successor
ordinal (topologically, ω+ is the Alexandroff compactification of ω). We consider
ω+ as a subordination space with the relation R defined by x R y if y = x or
y = ω or x = ω. It is not difficult to show that an equivalence is a congruence if
and only if all its classes are closed and the class containing ω is either {ω} or
ω+. Let θ be the equivalence whose classes are {2i, 2i+ 1} for i ∈ ω and {ω};
let ξ be the equivalence whose classes are {0, 1}, {2},{2i+ 3, 2i + 4} for i ∈ ω
and {ω}. Then, the supremum of θ and ξ in the lattice of Boolean congruences
of ω+ has two classes {0, 1} and its complement, hence it is not a congruence.
By Proposition 2.19, this shows that the intersection of two subalgebras of a
subordination algebra may fail to be a subalgebra.
As was the case for congruences, there are black subalgebras A of B (a ≺ b
and a ∈ A implies b ≤ c ≺ a for some c ∈ A) with dual black congruences on X
satisfying the first condition of Definition 2.18 and
2’ For x, y, z ∈ X
x R y θ z ⇒ ∃ u ∈ X : x θ u R z;
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and there are strong subalgebras (both black and white subalgebras) and
strong congruences of subordination spaces (both white and black congruences).
Proposition 2.21. If ϕ is a modal formula (resp. a black modal formula or a
bimodal formula), B a subordination algebra and A a subalgebra (resp. a black
subalgebra or a strong subalgebra) then
B |= ϕ⇒ A |= ϕ.
Proof. As in Proposition 2.15, it suffices to examine the white language. The
inclusion morphism i : A −→ B lifts to a CM-morphism iδ : Aδ −→ Bδ which
is one-to-one since ·δ = PF Ult and both Ult and P exchange onto with one-to-
one.
We suppose B |= ϕ and want to prove A |= ϕ. So let v be a valuation
Var −→ A. It extends to a modal homomorphism v : Form −→ Aδ and therefore
iδv : Form −→ Bδ is the homomorphic extension of the valuation v considered
as a valuation on B. Since B |= ϕ, we have iδ(v(ϕ)) = 1, whence v(ϕ) = 1, as
required.
To end with subalgebras, just note that (as a slight improvement of 2.9),
we have the implication Bm |= ϕ implies B |= ϕ for formulas and not only for
schemes.
We now turn to products, concentrating on the Cartesian product (defined
pointwise).
Proposition 2.22. Let (Aj | j ∈ J) be a family of subordination algebras and
let P =
∏
j∈J Aj be its Cartesian product. Then
1. P is the categorical product in the weak category wSub,
2. the projections are morphisms in the strong category sSub,
3. a finite product is a categorical one in the categories Sub, Sub and sSub.
Proof. Assertions 1. and 2. follow from direct calculations and we prove assertion
3. for the category Sub.
Suppose B is a subordination algebra and fj are morphisms B −→ Aj for
j ∈ J . The Cartesian product f : b 7−→ (fj(b) | j ∈ J) is a weak morphism
and we show it is a morphism in Sub, that is, we prove axiom (♦) of 1.2. So
let f(b) ≺ c, we have fj(b) ≺ cj for all j and there are dj in B with b ≺ dj and
fj(dj) ≤ cj . Since, J is finite, d = ∧j∈Jdj exists in B and we have b ≺ d and
f(d) ≤ c, as required.
The following result shows that for a Cartesian product, being a categorical
product - in Sub, Sub or sSub - is a very strong property, except for finite
products and the trivial case where the Aj ’s are modal algebras.
Proposition 2.23. If A is a subordination algebra which is not a modal algebra,
some Cartesian power of A is not a power in the category Sub.
Proof. Let a ∈ A be such that ≺ (a,−) is not a principal filter, and let (bj |
j ∈ J) be another notation for the set ≺ (a,−). Then AJ is not a product in
Sub. Too see this, let Aj = A for any j ∈ J (so that A
J =
∏
j∈J Aj) and let
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fj : A −→ Aj be the identity map for any j ∈ J . The Cartesian product f of
the fj is the diagonal map
a 7−→ (aj | j ∈ J)
with aj = a for all j ∈ J . This is not a morphism : let c ∈ AJ be defined by
cj = bj for j ∈ J . Then f(a) ≺ c but there is no b ∈ A such that we have a ≺ b
and f(b) ≤ c.
The following results examine validity of formulas in products.
Proposition 2.24. Let ϕ be a bimodal formula. If (Aj | j ∈ J) is a finite
family of subordination algebras then
∏
j∈J
Aj |= ϕ⇔ Aj |= ϕ ∀j.
Proof. The if part follows from 2.15 and 2.22.
Suppose now Aj |= ϕ for all j. We have to prove
∏
Aj |= ϕ. So let v be a
valuation on
∏
Aj . Then, if pj denotes the projection from
∏
Aj into Aj , pj ◦ v
is a valuation on Aj and pj(v(ϕ)) = 1 in A
δ
j . It follows v(ϕ) = 1 in
∏
Aδj and
since ∏
Aδj
∼= (
∏
Aj)
δ,
v(ϕ) = 1 in (
∏
Aj)
δ, that is
∏
Aj |= ϕ.
For infinite products, the proof does not work since (
∏
Aj)
δ is not isomorphic
with
∏
Aδj , in general.
Lemma 2.25. Let Aj (j ∈ J) be a subordination algebra, with dual Xj =
(Xj , Rj). Then the dual of
∏
Aj is
X = (β(ΣXj),ΣRj)
where Σ is cardinal sum and β Stone-Čech compactification.
Proof. The theorem is well known at the Boolean level. It remains to prove
that the accessibility relation - let us denote it by Rβ - in the dual of
∏
Aj is
the closure of
∑
Rj . Since clearly
∑
Rj ⊆ R
β, we have (
∑
Rj)
− ⊆ Rβ. Let us
prove the converse inclusion : suppose x Rβ y but (x, y) 6∈(
∑
Rj)
−. There are
clopen sets U and V in
∑
Xj with (x, y) ∈ U × V and U × V ∩
∑
Rj = ∅. We
may suppose Aj = Clop(Xj) so that the latter assertions mean U ∈ x, V ∈ y
and V ≺ ¬U . By (4), x Rβ y implies ¬U ∈ x, contradicting U ∈ x.
Lemma 2.26. For any family (Aj | j ∈ J) of subordination algebras, there is
a unique onto morphism in sCM f : (
∏
Aj)
δ −→
∏
Aδj such that id ◦f = p,
where id is the identity map
∏
Aj −→ (
∏
Aj)
δ and p is the canonical weak
embedding
∏
Aj −→
∏
Aδj .
Proof. Each projection pj :
∏
Aj −→ Aj lifts to a morphism p
δ
j in sCM by
2.22, (
∏
Aj)
δ −→ Aδj , and the product of the p
δ
j ’s is the required morphism f .
If the dual of Aj is Xj , then by 2.25, we may write (
∏
Aj)
δ = P(β(
∑
Xj)),∏
Aδj = P(
∑
Xj) and f is the map E 7−→ E ∩
∑
Xj which is clearly onto.
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Definition 2.27. The map of Lemma 2.26 is the canonical epimorphism (
∏
Aj)
δ −→∏
Aδj . Its restriction f
m to (
∏
Aj)
m clearly takes its values in
∏
Amj . We call it
the canonical morphism (inMA) (
∏
Aj)
m −→
∏
Amj . We say that (Aj | j ∈ J)
is a good family if the canonical map fm is an embedding.
Proposition 2.28. Let (Aj | j ∈ J) be a family of subordination algebras.
Then Aj |= ϕ for all j implies
∏
Aj |= ϕ for all modal formulas ϕ if and only
if (Aj | j ∈ J) is a good family.
Proof. The elements of (
∏
Aj)
m are of the form ϕ(a1, ..., an) for some modal
formula ϕ and elements a1, ..., an of
∏
Aj . Since f
m is a modal algebra homo-
morphism, then
fm(ϕ(a1, ..., an)) = (ϕ(a1j , ..., anj) | j ∈ J).
And fm is an embedding if and only if its 1-kernel is reduced to {1}, that is,
ϕ(a1, ..., an) = 1 if and only if ϕ(a1j , ..., anj) = 1 for all j, for all ϕ and all
a1, ..., an. Now ϕ(a1, ..., an) = 1 means
∏
Aj |=v ϕ for the valuation v sending
the variable pi to ai, i = 1, ..., n, and the proposition is proved.
Remark 2.29. Of course by using black modalisation or bimodalisation, we
may adapt the proposition to black modal or bimodal formulas.
3 Correspondence theory
We now turn to the problem of correspondence theory. In our context of sub-
ordination algebra, several aspects may be studied.
The classical one is concerned with the translation of modal (or bimodal)
equation on a subordination algebra into first-order properties of the accessibil-
ity relation on its dual. But another kind of correspondence arises when one
wants to translate modal or bimodal equations on a subordination algebra into
first-order properties in the language of subordination algebra (i.e. using the
Boolean connective and the subordination ≺).
We will not consider translations from first-order properties of the subor-
dination language into first order properties of the accessibility relation (see
however [1] and [24] for instance), but give some results on the comparative
expressivity of the three modal languages (white, black and bicolour).
We first begin with some specific examples of translation, to get the flavour
of more general results.
Our examples will be given in the realm of bimodal formulas. Recall from
2.4 that ϕ(ψ) is the scheme associated to the formula ϕ(p) and that B |= ϕ(ψ)
means B |= ϕ(ψ) for every tuple ψ. We begin by an idyllic example.
Example 3.1. For a subordination algebraB with dualX and for any k, l,m, n ∈
N, the following are equivalent :
1. B |= ♦klp→ m♦np,
2. B |= ♦kmp→ l♦mp,
3. B |= ♦klψ → m♦nψ,
4. B |= ♦kmψ → l♦mψ,
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5. X |= (x Rk y and x Rm z)→ (∃u)(y Rl u and z Rm u)
6. B |= (¬b ≺ ¬a and a ⊥n c)→ (∃d)(b ≺k d and c ⊥m d),
where a ⊥ b is a shortcut for a ≺ ¬b.
Proof. Of course, 3.→ 1. and 4.→ 2..
We know consider the following sequence of equivalences, in which A,B,C
and D are clopen :
(a) Rk(−,¬Rl(−,¬A)) ⊆ ¬Rm(−,¬Rn(−, A)),
(b) Rk(−,¬Rl(−,¬A)) ∩Rm(−,¬Rn(−, A)) = ∅,
(c) For all B and C such that B ⊆ ¬Rl(−,¬A) and C ⊆ ¬Rn(−, A), Rk(−, B)∩
Rm(−, C) = ∅,
(d) For all B and C such that B ⊆ ¬Rl(−,¬A) and C ⊆ ¬Rn(−, A), there
exists D such that Rk(−, B) ⊆ D and Rm(−, C) ⊆ ¬D,
(e) For all B and C, Rl(−,¬A) ⊆ ¬B and C × A ∩ Rn = ∅ imply there exists
D such that Rk(−, B) ⊆ D and D × C ∩Rm = ∅.
This sequence shows that 1. (i.e. (a)) and 6. (i.e. (e)) are equivalent.
We now prove 6. → 5. Suppose x Rk y and x Rm z while for no u, y Rl u
and z Rn u. Then Rl(y,−) ∩ Rn(z,−) = ∅. So there is A with Rl(y,−) ⊆ ¬A
and Rn(z,−) ⊆ A. And there B ∋ y and C ∋ z such that Rl(B,−) ⊆ ¬A and
Rn(z,−) ⊆ A, in other words with B ⊆ ¬Rl(−, A) and C ⊆ ¬Rn(−,¬A). By
(d) (which is equivalent to 6.)), there is D with Rk(−, B) ⊆ D and Rm(−, C) ⊆
¬D. Since x Rk y, we have x ∈ D and since y Rm z, we have x ∈ ¬D, which is
impossible.
Finally, by modal logic (see [8]), 5. is equivalent to
X |= ♦klp→ m♦np
that is to
Bδ |= ♦klp→ m♦np
whence to
Bδ
schm
|= ♦klψ → m♦nψ
which implies 3..
We have proved 3.⇒ 1.⇒ 6.⇒ 5.⇒ 3.. One proves 4.⇒ 2.⇒ 6.⇒ 5.⇒ 4.
in a similar way.
In the example, the characterisation of modal formulas in term of the acces-
sibility relation is exactly the same as in the purely modal case. We give a two
variable example of this phenomenon (without proof since this example, as well
as in 3.1, is taken into account in Theorems 3.5 and 3.13).
Example 3.2. For a subordination algebra B with dual X = (X,R) the fol-
lowing are equivalent :
1. B |= (p→ q) ∨(q → p),
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2. (X,R) |= (x R y and x R z)→ (y R z or z R y),
3. B |= (a ⊥ b and b ⊥ a)→ ((∃c)(a ≺ c and b ⊥ c)).
We now give an analogue of Sahlqvist theorem, that is, give a set of modal
formulas that are first-order expressible in a uniform way. In particular, those
formulas are subordination canonical, in a natural sense given in 3.7. The
obtained set of Sahlqvist formulas for subordination algebras is definitely smaller
than the set of Sahlqvist formulas for modal algebras. This is justified by the
fact that there exists (see 3.9) Sahlqvist formulas which are not subordination
canonical.
Definition 3.3. A bimodal formula ϕ is closed (resp. open) if it is obtained
from constants ⊤, ⊥, propositional variables and their negations, by applying
∨, ∧, ♦ and  (resp. ∨, ∧,  and ).
A bimodal formula ϕ is positive (resp. negative) if it is obtained from
constants ⊤, ⊥ and propositional variables (resp. and negations of propositional
variables) by applying ∧, ∨, ♦, ,  and .
A bimodal formula ϕ is s-positive (resp. s-negative) if it is obtained from
closed positive formulas (resp. open negative formulas) by applying ∨, ∧,  and
 (resp. ∨, ∧, ♦ and ).
A bimodal formula ϕ is g-closed (resp. g-open) (g for generalized) if it is
obtained from closed (resp. open) formulas by applying ∨, ∧,  and  (resp.
∨, ∧, ♦ and ).
To obtain the analogue of Sahlqvist result, we need two more ingredients.
Definition 3.4. A strongly positive bimodal formula is conjunction of for-
mulas of the form
〈µ〉p := µ1µ2 ...µkp,
where p ∈ Var and µ ∈ Nk for some k ∈ N.
A s-untied bimodal formula is a formula obtained from strongly positive
and s-negative formulas by applying only ∧, ♦ and .
Finally, a formula ϕ is said to be s-Sahlqvist if of the form ϕ = 〈µ〉(ϕ1 →
ϕ2) where ϕ1 is s-untied and ϕ2 s-positive. By definition any s-Sahlqvist formula
ϕ is a Sahlqvist formula and by Sahlqvist’s theorem ([21], [23], adapted for
bimodal formulas in [9]), there is a first order formula f(ϕ) in the language of
a binary relation such that for any bimodal algebra B with dual X, B |= ϕ if
and only if X |= f(ϕ).
Theorem 3.5. Let ϕ be a s-Sahlqvist bimodal formula and let f(ϕ) be its associ-
ated first-order formula as defined in Definition 3.4. Then for any subordination
algebra B with dual X, we have
B |= ϕ if and only if X |= f(ϕ).
Proof. We prove Sahlqvist theorem in the generalised context of subordination
algebras simply by following the topological proof of Sambin and Vaccaro in
[23]. In almost all places only the closedness of the accessibility relation in
needed. The only place where the extra assumption that R(O,−) is open when
O is open is necessary is the intersection lemma. This explains our definition of
s-Sahlqvist formulas. The intersection lemma we use is then the following.
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Lemma 3.6 (Intersection lemma). Let ϕ(p1, ..., pk) be a s-positive bimodal for-
mula and X a subordination space. For every A ⊆ X and for every C1, ..., Ck−1
closed sets of X
ϕ(C1, ..., cl(A), ..., Ck−1) = ∩{ϕ(C1, ..., O, ..., Ck−1) | A ⊆ O ∈ Clop(X)},
where cl(A) denotes the topological closure of A.
Proof. The proof is done by induction on the complexity of ϕ. We note that,
ϕ being s-positive, ϕ ≡ ♦ψ or ψ implies that ψ does not contain any  or
. Hence, (ψ(C1, ..., O, ..., Ck−1) | A ⊆ O ∈ Clop(X)) is a filtered family of
closed sets. This allows us to use the Esakia’s Lemma as in [23] and conclude
the proof.
Definition 3.7. A bimodal formula ϕ is s-canonical if B |= ϕ implies Bδ |= ϕ
for any subordination algebra B. it is said to be scheme-extensible if B |=
ϕ(p) (we write ϕ(p) to indicate that the variables of ϕ are among the tuple p)
implies B |= ϕ(ψ) for all ψ. Clearly, the latter is equivalent to B |= ϕ implies
Bm |= ϕ. Hence, being s-canonical implies being scheme-extensible (since Bm
is a subalgebra of Bδ).
Corollary 3.8. Any s-Sahlqvist bimodal formula is s-canonical, hence scheme-
extensible.
Proof. Let ϕ be an s-Sahlqvist formula. Then ϕ is a Sahlqvist formula and
(X,R) |= ϕ if and only if (X,R) |= f(ϕ) for any Kripke frame (X,R). Therefore,
B |= ϕ if and only if X |= f(ϕ) (if X = (X,R, τ) is the dual of B) by Theorem
3.5. The latter being equivalent to (X,R) |= ϕ if and only if (X,R) |= ϕ if and
only if Bδ |= ϕ.
Example 3.9. Let us have a look at the formula
ϕ ≡ p→ ♦p,
already examined in Example 2.3. It is a Sahlqvist formula, but not a s-Sahlqvist
formula. On modal algebras, it is equivalent to the formula
f(ϕ) ≡ (∀x)(∃y)(x R y and R(y,−) ⊆ {x}.
This fact is no longer true on subordination algebras: the subordination space
of Example 2.3 satisfies ϕ but not f(ϕ).
Finally, the formula ϕ is not scheme-extensible, as shown in 2.3, hence ϕ is
an example of canonical formula which is not s-canonical.
We now study our second kind of correspondence theory, namely the transla-
tion of a bimodal formula into the subordination algebra language. Examples of
such translations have already been given in Examples 3.1 and 3.2. As promised,
we generalise these examples in the next results.
Definition 3.10. A bimodal formula ϕ = ϕ(p) is said to be s-definable (resp.
≤-definable; ≥-definable) if there is an effectively produced first order for-
mula ξ = ξ(ϕ) = ξ(p) (resp. ξ≤ = ξ≤(ϕ) = ξ≤(p, q) and ξ≥ = ξ≥(ϕ) = ξ≥(p, q))
such that for any subordination algebra B and any valuation v : Var −→ B, one
has :
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1. B |=v ϕ(p) if and only if B |=v ξ(p),
2. B |=v ϕ(p)→ q± if and only if B |=v ξ≤(p; q±) (where q± is a shorthand
for q or ¬q),
3. B |=v q± → ϕ(p) if and only if B |=v ξ≥(p, q±).
Clearly, if ϕ is ≥-definable (resp. ≤-definable), then φ (resp. ¬ϕ) is s-definable.
Also ϕ is ≥-definable if and only if ¬ϕ is ≤-definable.
Theorem 3.11. If ϕ is an open or a closed formula, then both ϕ and ¬ϕ are
both ≤ and ≥-definable.
Proof. We begin by the following general remark, that will help to facilitate
computation. We may assume that our working subordination algebra is B =
Clop(X) where X = (X,R) is the dual of B = (B,≺). Under a valuation v,
variables p and their negations ¬p are therefore clopen subsets of X and more
generally, formulas are subsets of X . Also, ϕ = ¬R(−,¬ϕ), ϕ = ¬R(¬ϕ,−),
♦ϕ = R(−, ϕ) and ϕ = R(ϕ,−). On the subordination side, remember that
ϕ ≺ ψ is equivalent to each of the following : R(−, ϕ) ⊆ ψ ; ¬ψ×φ∩R = ∅ and
ϕ ⊆ ¬R(¬ψ,−). Hence, each of these expressions, when restricted to clopen
subsets p± (see the second point of Definition 3.10) of X , corresponds to an
atomic formula in the first order language of subordination algebra. Finally, we
make use of the following topological remarks, in which A ⊆ X , O is an open
subset and F closed subset of X :
1. O ⊆ A if and only if for all variables p, p ⊆ O implies p ⊆ A,
2. A ⊆ F if and only if for all variables p, F ⊆ p implies A ⊆ p,
3. F ⊆ O if and only if for some variable p, F ⊆ p ⊆ O,
4. R(−, F ) ⊆ O if and only if for some variables p, q, one has F ⊆ p, q ⊆ O
and R(−, p) ⊆ q.
We are ready for the proof, that is done by induction on the complexity of
ϕ. We only consider the case where ϕ is open since ϕ is closed if and only if ¬ϕ
is open.
If ϕ is a constant, a variable or the negation of a variable, the result is clear
by our beginning remark.
Suppose now ϕ ≡ θ∨ψ. Then ϕ→ q± is equivalent to (θ → q±)∧ (ψ → q±)
and the result follows by the induction hypothesis. Also, q± → θ∨ψ is equivalent
to
(∃r, s)((r → θ) ∧ (s→ ψ) ∧ (q± → r ∨ s)).
Here again, we use induction to conclude.
If ϕ ≡ θ ∧ ψ, then q± → ϕ is equivalent to (q± → θ) ∧ (q± → ψ) while
ϕ→ q± is equivalent to
(∀r)(((r → θ) ∧ (r → ψ))→ (r → q±)).
Finally, we consider the case ϕ ≡ ψ. Then ϕ→ q± is equivalent to
(∀r)(r ⊆ −R(−,¬ψ)→ r ⊆ q±),
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which is in turn equivalent to
(∀r)((∃s)((¬ψ ⊆ s and R(−, s) ⊆ ¬r)→ (r → q±)).
And q± → ψ is equivalent to q± ⊆ −R(−,¬ψ), that is R(−,¬ψ)→ q∓, which
is equivalent to
(∃r)(¬ψ ⊆ r and R(−, r) ⊆ q∓).
We now need an analogue of the intersection lemma.
Lemma 3.12. If ϕ is positive open and ψ is closed, then
ϕ(ψ) = ∩{ϕ(p) | p clopen and p ≥ ψ}.
Proof. Since ϕ is positive, we have ϕ(ψ) ⊆ ∩{ϕ(p) | p ≥ ψ} and we prove the
opposite inclusion ⊇ by induction on the complexity of ϕ.
This is clear when ϕ is a variable, because ψ is closed.
Consider the case ϕ ≡ ξ ∨ θ. If x ∈ ϕ(p) for all p ≥ ψ but x 6∈ϕ(ψ), then
x 6∈ ξ(ψ) and x 6∈ θ(ψ). By induction, there p ≥ ψ with x 6∈ ξ(p) and q ≥ ψ with
x 6∈ θ(q). Then p ∩ q is clopen and ψ ≤ p ∩ q so that
x ∈ ϕ(p ∩ q) = ξ(p ∩ q) ∩ θ(p ∩ q) ⊆ ξ(p) ∩ θ(q),
a contradiction.
If ϕ ≡ ξ ∧ θ, then
ϕ(ψ) = ξ(ψ) ∩ θ(ψ) = ∩{ξ(p) | p ≥ ψ} ∩ ∩{θ(p) | p ≥ ψ} = ∩{ϕ(r) | r ≥ ψ}.
Finally, suppose ϕ ≡ θ. Then,
ϕ(ψ) = −R(−,¬θ(ψ))
= −R(−,∪{¬θ(p) | p ≥ ψ})
= ∩{−R(−,¬θ(p) | p ≥ ψ}
= ∩{ϕ(p) | p ≥ ψ}
as required.
Theorem 3.13. If ξ is a g-closed formula, then ξ is ≥-definable, hence s-
definable.
Proof. If ξ is g-closed, there is a positive open formula ϕ and a tuple of closed
formulas ψ such that ξ = ϕ(ψ). Then, the formula q± → ϕ(ψ) is equivalent, by
Lemma 3.12, to
∀p ≥ ψ, q± → ϕ(p).
And both formulas p ≥ ψ and q± → ϕ(p) are s-definable by Theorem 3.11.
As announced, we now compare the three modal languages one with another.
The comparison is first done semantically by establishing analogues of Birkhoff’s
characterisation of varieties for each modal language. Specific examples are then
derived.
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In universal algebra, Birkhoff theorem is twofold. First, a characterisation
of those sets of identities which are true in a class of algebras in term of a
provability system. And then, a characterisation of those classes of algebras
that satisfy some set of identities in terms of semantic constructs.
In modal algebra, where identities may be assimilated to formulas, our prov-
ability system always gives a normal modal logic as set of theorems and as
discussed in Definition 2.2, this is not always the case for the logic of a class
K of subordination algebras. So our first result will be a criterion to ensure
that Log(K) is a normal modal logic and, then, give a characterisation of those
classes of subordination algebras that satisfy some normal modal logic.
Proposition 3.14. If K is a class of subordination algebras, then L = Log(K)
is a normal modal logic if and only if B ∈ K implies Bm ∈ K.
Proof. Suppose L = Log(K) is a normal modal logic and B ∈ K. Since L may
be axiomatized by schemes, this follows directly from Proposition 2.9.
Suppose now B ∈ K implies Bm ∈ K. We have to prove that L is closed
under substitution, that is ϕ ∈ L implies ϕ(ψ) ∈ L. Let B ∈ K. Then, Bm ∈ K
and so Bm |= ϕ, whence Bm |= ϕ(ψ) as Bm is a modal algebra, and it follows
that B |= ϕ(ψ) as proved in 2.9.
Theorem 3.15. Let K be a class of subordination algebras. Then the following
are equivalent :
1. K = mod(L) for some modal normal logic L,
2. K is definable by schemes of modal formulas,
3. K is closed under subalgebras and morphic images (in Sub), products of
good families and modalisations, and reflects modalisation, that is Bm ∈ K
implies B ∈ K,
4. K is closed under subalgebras and morphic images (in Sub), and for any
family (Bi | i ∈ I), one has∏
Bmi ∈ K if and only if ∀i ∈ I, Bi ∈ K.
Proof. The equivalence 1.⇔ 2. is clear. Both implications 2.⇒ 3. and 2.⇒ 4.
follows for 2.9, 2.15, 2.21 and 2.28.
Let us prove 3. ⇒ 2. (one proves 4.⇒ 2. in a similar way). Let M = {B ∈
MA | B ∈ K}. Then M is a class of modal algebras closed under H,S and P
and is therefore an equational class by Birkhoff classical theorem. Let L be an
axiomatisation of M by schemes. All we have to prove is K = mod(L).
If B ∈ mod(L), then Bm ∈ mod(L) by Proposition 2.9, so that Bm ∈ M ⊆
K. Since K reflects modalisation, it follows that B ∈ K. Conversely, if B ∈ K,
then Bm ∈ K and, being a modal algebra, Bm ∈ M. Hence, Bm ∈ mod(L). It
follows from 2.9 that B ∈ mod(L).
Of course, there is a black and a bimodal version of this theorem. We only
present the bimodal version. A family (Bi | i ∈ I) of subordination algebras
is said to be s-good if the canonical morphism f bim (in sSub) (the restriction
(
∏
Bi)
bim −→
∏
Bbimi of the canonical epimorphism (
∏
Bi)
δ −→
∏
Bδi ) is an
embedding. Of course, this is stronger than being good.
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Theorem 3.16. Let K be a class of subordination algebras. Then, the following
are equivalent :
1. K = mod(L) for some bimodal tense logic L,
2. K is closed under strong subalgebras, strong morphic images, product of
s-good families, bimodalisations and reflects bimodalisation.
This leaves open the non-scheme versions of the two theorems.
Problems 3.17. 1. Characterise the sets of formulas of the form Log(K)
where K is a class of subordination algebras in term of provability - and
give the associated completeness theorem.
2. Characterise semantically the equational classes of subordinations alge-
bras, that is, the classes mod(L) where L is an arbitrary set of modal
formulas (not necessarily closed under substitution).
A third kind of correspondence can be realized within the realm of modal
formulas, if we remember that, for unimodal formulas, three different languages
may be adopted : the white language, the black one and the bicolour (bimodal)
one. An example of this phenomenon is given in example 3.1 : the bicolour
formula ♦p→ p is equivalent to the white formula ♦p→ p, and to the black
formula p→ p (all are equivalent to the symmetry of R). At the theoretical
level, everything is settled by the (white, black and bicolour) Birkhoff theorems
(3.15 and 3.16), and we just give here some examples and counterexamples of
correspondences between these three languages.
Example 3.18. Seriality (D : ∀x∃y : x R y) is expressible in the bicolour
language by p→ ♦p, in the white language by p→ ♦p, but not in the black
language.
Proof. The first two assertions are particular instance of 3.1. To prove the third
one, it suffices by Corollary, to give a subordination space X which is serial but
admits a subobject in  SubS which is not. This is easy : take X = ({0, 1}, R)
with R = {(0, 1), (1, 1)} and take {0} as subobject.
Example 3.19. The axiom ♦♦p→ ♦p is not expressible by a unicolour axiom.
Proof. It is not difficult to see that the mentioned axiom correspond to the first
order property
x R y, z R y, z R u→ x R u. (10)
Let X = (X,R) be the subordination space with X = {a, b, c, d, e} and R =
{(a, b), (c, d), (c, e)}. Then, X |= (10) (vacuously). Now, the equivalence θ
generated by {(b, d)} is a SubS-congruence. The quotient X/θ is (X/θ,R/θ)
where X/θ = {aθ, bθ = dθ, cθ, eθ} and R/θ = {(aθ, bθ), (cθ, bθ), (cθ, eθ)} and
clearly X/θ 6|= (10). This shows that axiom (10) is not expressible in the white
language. One prove in a similar way (consider (X,R∂)) that axiom (10) is not
expressible in the black language.
Example 3.20. The scheme ψ → ♦ψ has the black equivalent ψ → ψ and
has the first order correspondent
∀x∃y : x R y and R(y,−) = {x}. (11)
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Proof. Since we have a defining scheme, the class of models of the given axiom
is closed under modalisation : if B |= ψ → ♦ψ, then Bm |= ψ → ♦ψ, so that
Xm |= (11) (where Xm denotes the dual of Bm) by modal logic.
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