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Abstract In the paper, we use a mathematical model to study the population dyna-
mics of replicating malaria parasites and their interaction with the immune cells
within a human host. The model is formulated as a system of age-structured partial
differential equations that are then integrated over age to obtain a system of
nonlinear delay differential equations. Our model incorporates an intracellular time
delay between the infection of the red blood cells by the merozoites that grow and
replicate within the infected cells to produce new merozoites. The infected red blood
cells burst approximately every 48 h releasing daughter parasites to renew the cycle.
The dynamical processes of the parasites within the human host are subjected to
pressures exerted by the human immunological responses. The system is then solved
using a first-order, finite difference method to give a discrete system. Numerical
simulations carried out to illustrate stability of the system reveal that the populations
undergo damped oscillations that stabilise to steady states.
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1 Introduction
The immune system is an important part of the host defense and consists of innate
and adaptive responses that help limit the adverse effects of infection. Innate immune
responses are the first line of defense against the pathogens, and have an important
role in malaria. The innate responses are essential to limit the initial phase of parasite
replication, controlling the first wave of parasitemia and allowing the host time to
develop specific adaptive responses that will enable the infection to be cleared. The
effective adaptive immune response comprised of two pathways; antibody mediated
immunity and cell mediated immunity. These come into play at different stages of the
parasite attack. The antibody-mediated immunity blocks parasite invasion of the red
blood cells, promotes the antibody dependent immunity cytotoxicity of parasitized
red blood cells and blocks the activity of parasite toxins. The cell mediated immunity
reduces the blood parasitaemia. The immune system responds to the presence of
the malaria parasites by producing more immune effectors that act by reducing
the parasite numbers. However, the malaria parasite also uses the parasite protein
to stimulate the immune system for production of antibodies which protect the
parasite against attack by the immune system. This complexity of the immune system,
where several cell types of the host immune system and different parasite stages are
involved, strongly suggests the use of mathematical modelling to gain new insights.
Appropriate mathematical models for the dynamics of immune response to the
developmental stages of the malaria parasite if well understood can contribute to the
design of control strategies of the disease. They can be helpful to answer biologically
important questions concerned with pathogenesis, the dynamics of immune response
and effectiveness of drug treatment. The earliest model of Anderson [1] involves four
populations: uninfected and infected red blood cells, free merozoites and the immune
effector responses, coupled as a system of a nonlinear ordinary differential equations
that represent the basic processes of growth, stimulation and clearance. From the
model results, they conclude that the immune response against merozoites is less ef-
fective than the immune response against infected red blood cells, and that therefore
vaccines based on infected red blood cells antigens are likely to be more effective
than vaccines based on merozoite antigens. This is an important intervention because
the rupture of red blood cells release daughter parasites that quickly invade fresh
red blood cells to renew the cycle. The red blood cells cycle maintains infection and
directly generates disease symptoms. However, the Anderson [1] model ignores the
intra-cellular time lag during which development into blood stage parasites occurs.
The Anderson [1] model has been extended by other authors [see 2, 4–6, 9–11]
in many directions to understand the immune response to persistent malaria par-
asites. Three changes introduced in the original model are: gametocyte stage, a
background birth/replication rate of the immune cells and two clones of the malaria
parasite. These clones are inoculated simultaneously or at different times, may differ
in invasive rate, rate of gametocytogenesis, immunogenicity and immunosensitivity.
Hellriegel [9] points out that in the absence of immunity, the more invasive clone
will eliminate the less invasive one and in the presence of immunity, the two clones
can coexist. This has been further studied by Mason and McKenzie [12] and Mason
[13] on the effects of immune responses and drug intervention in mixed-species
infections. Some recent models have exploited the discrete formulations [15, 17]
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limited to Plasmodium falciparum dynamics while other authors have studied age
compartmental models [5, 7, 8].
Gravenor [4] used Anderson [1] model without immunity to evaluate to what
extent the consumption of red blood cells by P. falciparum can explain the control
of the parasite density and the anemia observed during malaria therapy. They
noted that the transient behaviour of their model does not correspond to the data.
Gravenor [4] estimated multiplication factor of P. falciparum from prefebrile pre-
treatment data, assuming that the erythrocytic cycle of P. falciparum lasts for 48 h.
They obtained the value of reproductive rate (defined as the number of secondary
infections which results from a single infection over the period of a case’s infectivity).
Most mathematical models of within-host dynamics of asexual parasitaemia have
been criticized [14] for their lack of biological realism. They take a general form
of the prey–predator models, with the prey a population of Plasmodium and the
predator a population of immune agents. These models usually considered as systems
of ordinary differential equations that do not consider the time delay for the
developmental period of the parasite as it replicates and differentiate into merozoites
and the transmissible gametocyte stages. However, in the [3] model, a delay equation
is used to investigate the sequestration time of a gametocyte in order to predict the
conversion of gametocytaemia from asexual parasitaemia.
In the present paper, we propose a continuous model with age structure. The
model considered here is an extension of Anderson [1] model in which we make a
more realistic biological modification that incorporates an intracellular time delay
within the red blood cell. We first formulate it as a system of partial differential
equations that consists of four compartments: the healthy erythrocytes, parasitized
erythrocytes, free merozoites and the immune cells for the blood-stage dynamics of
a single species malaria infection. The model parameters are assumed to be age-
and time-dependent. Under certain biologically realistic assumptions, the method of
characteristics is employed to simplify the system of partial differential equations.
These reduce to a system of coupled delay differential equations with a single
time delay that represents time between infection of healthy erythrocytes and the
emission of free merozoites into the blood stream on cellular level. Our goal is
to study the qualitative behaviour of the parasite population growth during the
blood stage of infection. Our model may readily be applied to infections that exhibit
similar dynamics or even extended or modified to model the dynamics of interacting
components.
The organization of this paper is as follows. In the next section, we formulate an
age-structured model for the dynamics of the blood stage malaria. The method of
characteristics is employed to reduce the system of partial differential equations to a
system of delay differential equations. In Section 3 the system is discretized and then
numerical simulation done. A discussion of the results is carried out in Section 4.
2 Model Formulation
We formulate a more descriptive model for interaction between the malaria parasites
and immune system within a human host using a system of partial differential
equations for the rate of change with respect to time and age of the density of
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malaria parasite populations and immune effectors. The uninfected red blood cells
emerge from bone marrow at constant rate and are removed by phagocytosis [16]
120 days later due to loss of pliability of the cell membrane. The free merozoites
invade the uninfected red blood cells within which they multiply and grow. The
presence of the parasites induce specific immune response in the human host which
grow in a parasite-dependent manner, and kills the parasite at a rate proportional
to the product of the parasite and immune cells densities. Thus, we have an age-
structured model since infection of the red blood cells. This puts into consideration
of the period needed for replication and growth of the parasite within the infected
red blood before it bursts to release 8-32 merozoites and gametocytes for the new
generation of the next stage. The merozoites are removed from the replication cycle
by the action of immune effectors. The gametocytes and parasitized red blood cells
are captured, scavenged and removed by immune system cells in the spleen. Thus,
time since infection of the cell is considered important in studying the dynamics of
malaria within a human host. The interpretation of the variables and parameters used
in the model is given in Subsection 2.2.
2.1 Assumptions
(i) Uninfected red blood cells are released from bone marrow at a constant rate
and have a natural life expectancy
(ii) Red blood cells are infected at a rate proportional to their density
(iii) The death of infected cells due to maturation of schizonts is rapid compared to
the above mentioned rates
(iv) The released merozoites either die or successfully infect new red blood cells
(v) There is a constant proportion of asexual parasites that convert to gametocytes
within each cycle.
(vi) Infected red blood cells bursting at time t were infected a0 time units ago.
2.2 Variables and Parameters
The model definitions of variables and parameters are given as follows:
X(t, a) : density of uninfected red blood cells of age a at time t
Y(t, a) : density of infected red blood cells of age a at time t
Z (t, a) : density of merozoites of age a at time t
G(t, a) : density of gametocytes of age a at time t
I(t, a) : density of specific immune cells of age a at time t
μx : natural death rate of uninfected red blood cells
μy : natural death rate of infected red blood cells
μz : natural death rate of merozoites
μg : natural death rate of gametocytes
μi : natural death rate of immune cells
μ1(a) : age-dependent rate at which asexual forms differentiate into merozoites
μ2(a) : age-dependent rate at which asexual forms differentiate into gametocytes
 : rate at which red blood cells are produced by the bone marrow
κy : the elimination rate of infected erythrocytes through the immune cells
κz : elimination rate of merozoites through the immune cells
κg : the elimination rate of gametocytes through the immune cells
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λy : proliferation rate of the immune cells through infected red blood cells
λz : proliferation rate of the immune cells through merozoites
λg : proliferation rate of the immune cells through gametocytes
α : background rate of production of immune cells
β : proliferation rate of immune cells
κ : contact rate between the uninfected red blood cells and the merozoites
a0 : time interval between infection and burst of infected red blood cells
r : number of merozoites released per dying infected red blood cell
2.3 Equations of the Model
The mathematical description of the change in the interacting stages of the parasites
and immune response in the human host is described by the following system of
partial differential equations, for a and t nonnegative.
∂
∂t
X(t, a) + ∂
∂a
X(t, a) = −μx X(t, a) − kX(t, a)
∫
Z (t, b)db (1)
∂
∂t
Y(t, a) + ∂
∂a






Z (t, a) + ∂
∂a
Z (t, a) = −μz Z (t, a) − kZ (t, a)
∫
X(t, b)db





G(t, a) + ∂
∂a





I(t, a) + ∂
∂a
I(t, a) = −μi I(t, a) (5)
with the boundary conditions




Z (t, b)db ,
Z (t, 0) = r
∫
μ1(b)Y(t, b)db , G(t, 0) =
∫
μ2(b)Y(t, b)db















, t > 0 (6)
2.4 Reduction of the Model Equations to a System of Delay Equations
The model presented above consists of a coupled system of partial differential
equations that describe the age-structured populations of the blood-stage cycle of the
parasite and immune cells. It is worthy noting that in our system of partial differential
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equations, the dependence of the right hand side is linear with age independent
coefficients. We can eliminate the age dependence by integrating the equations of
the system (1–5) with respect to the age variable, a from a = 0 to ∞. The boundary
conditions in Eq. 6 and the assumption X(t,∞) = Y(t,∞) = Z (t,∞) = G(t,∞) =
I(t,∞) = 0 are used. This is because from the biological reasoning point of view, we
assume that no single individual of the population can survive to infinite age. The
resulting equations are obtained as follows:
For healthy cells (uninfected red blood cells)











∂a X(t, a)da − μx
∫ ∞
0




= X(t, 0) − X(t,∞) − μx
∫ ∞
0












The following argument is used to find the population densities
∂s X(t + s, s) ≤ −μx X(t + s, s)
⇒ X(t + s, s) ≤ X(t, 0)e−μxs, t > 0
Thus, we have
X(t, a) ≤ X(t − a, 0)e−μxa, t > a (8)
Similarly,
X(t, a) ≤ X(0, a − t)e−μxt for, t ≤ a (9)
For the infected cells, we have
∂tY(t, a) + ∂aY(t, a) = −μyY(t, a) − μ1(a)Y(t, a) − μ2(a)Y(t, a) − kyY(t, a) I¯(t)
Y(t, 0) = kX¯(t)Z¯ (t), t > 0 (10)
For the merozoites
∂t Z¯ (t) = r
∫ ∞
0





μ2(a)Y(t, a)da − μgG¯(t) − kgG(t)I(t) t > 0 (12)




α + β I¯(t)] [ f (λyY¯(t) + λz Z¯ (t) + λg I¯(t))] − μi I¯(t) t > 0 (13)
It is important to note that in the dynamics of malaria infection within a host, in
particular the P. falciparum, is categorized in terms of age classes based on parasite
morphology stages within the infected red blood cell [8]. The erythrocyte phase has
the first 12 or so hours after parasitic invasion of the cell the parasites are in the
“young ring” stage while during the next 12 or so hours the parasites are in the “old
ring” or “young trophozoites” development. These two stages of development of
the parasite circulate freely in the blood stream and do not differentiate. The next
24 or so hours of the developmental stage is referred to as the “old ringt’t’ or “old
trophozoites”, until finally they become schizonts/segmenters. During this stage, the
infected cells leave the circulating blood and sequester in the endothelium in the
microvasculate. Thus infected cells in their stage of development tend to burst and
release daughter parasites which invade new uninfected red blood cells when they are
approximately 48 h old. We need to first state the assumptions on the age dependent
model parameters μ1(a) and μ2(a) and assume that the infected red blood cells have





0, for a < a0






0, for a < a0
M.μ2, for a ≥ a0
(15)
then we have the following
∂
∂s
(Y(t + s, s) = −μ1(s)Y(t + s, s) − μ2(s)Y(t + s, s) − μyY(t + s, s)
− kyY(t + s, s) I¯(t + s)
∂s ln(Y(t + s, s) = −μy − μ1(s) − μ2(s) − ky I¯(t + s)
For s < a0,







For t > a and a ≤ a0,
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and for a > a0,
Y(t, a) = Y(t − a, 0)exp
(∫ a0
0





−(μy + M(μ1 + μ2) + ky I(t − a + s)ds
)





I¯(t − a + s)ds
)
× exp (−M(μ1 + μ2)(a − a0))
Thus, we establish how Y¯(t) appears in other equations as follows:



























I¯(t − a + s)ds
)
da
When a > a0 and M goes to ∞,
∫ ∞
0
















I¯(t − a + s)ds
)




f (σ )exp (−M(μ1 + μ2)σdσ) (16)
where














I¯(t − a0 + s)ds
)
(18)
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Since the dynamics of the infected red blood cell is such that it reaches a time (of age)




exp (−M(μ1 + μ2)sds) → 1









f (s)exp (−M(μ1 + μ2)s) ds = μ2
μ1 + μ2 . f (0) (19)
Substituting Eq. 19 into Eq. 16 with the boundary conditions in Eq. 6 give
Z (t, 0) = r
∫
μ1(b)Y(t, b)db , t > 0
= rμ1












μ2(b)Y(t, b)db , t > 0
= μ2






I¯(t − a0 + s)ds
)
(21)
The coupled system of partial differential Eqs. 1–5 has been reduced to system
Eqs. 22–25 of delay differential equations that incorporates a realistic physiology
associated with the intra cellular time delay a0 that accounts for the time required for
the parasites to replicate and grow within parasitized red blood cells until they release
free merozoites into the blood stream when they burst. The equation for the infected
red blood cells now appear as expressions for birth terms in Eqs. 20 and 21 for the
merozoites and gametocytes respectively. The density of infected red blood cells only
in the equations in terms of their elimination rate through the immune cells. Thus,
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we have the following reduced system of delay equations for the population densities
of uninfected red blood cells, merozoites, gametocytes and immune cells.
∂t X¯(t) =  − μx X¯(t) − kX¯(t)Z¯ (t) (22)
∂t Z¯ (t) = rμ1





I¯(t − a0 + s)ds
)
−μz Z¯ (t) − kX¯(t)Z¯ (t) − kz Z¯ (t) I¯(t), t > a0 (23)
∂tG¯(t) = μ2





I¯(t − a0 + s)ds
)
−μgG¯(t) − kgG¯(t) I¯(t), t > a0 (24)















+ λz Z¯ (t) + λgG¯(t)] − μi I(t), t > a0 (25)
In some situations, the density of infected red blood cells depends on the density
of the red blood cells initially infected. Assuming that the initial age-structure of
infected red blood cells satisfies Y(0, a) = Y0(a). The method of characteristics is
applied to find the solution to the partial equation for infected red blood cells as
follows:
For the case t < a, and Y(0, a) = Y0(a)
∂
∂s
(Y(t + s, a + s) = −μ1(a + s)Y(t + s, a + s) − μ2(a + s)Y(t + s, a + s)
−μyY(t + s, a + s) − kyY(t + s, a + s) I¯(t + s)
∂s ln(Y(t + s, a + s) = −μy − μ1(a + s) − μ2(a + s) − ky I¯(t + s)
For s + a < a0,




For t < a < a0,
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and for t < a, a > a0,







× exp(−M(μ1 + μ2)min(a − a0, t))







× exp(−M(μ1 + μ2)min(a − a0, t)) (26)
Y¯(t) appears in other equations in the following ways that are considered in two
cases, i.e. t < a0 and t > a0 :



































× exp(−M(μ1 + μ2)min(a − a0, t)) (27)
We calculate Y(t, a0) along the characteristics as follows:
For t < a0, the characteristic curve passes through (t, a0) and (0, c), where c is the
intercept on a-axis given by c = a0 − t. This gives








For t > a0, the characteristic curve passes through (t, a0) and (c′, 0), that satisfies
c′ = t − a0, where c′ is the intercept on t-axis. So, substituting for (t − a0, 0) in
the expression for the birth term Y(t, 0) = kX¯(t)Z¯ (t) gives Y(t − a0, 0) = kX¯(t −
a0)Z¯ (t − a0) and hence


















, for t < a0






, for t > a0
(30)
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For values larger than a0, we continue along the characteristics and calculate
Y(t, a0 + a˜). For t < a˜, the characteristic curve passes through (t, a0 + a˜) and (0, c),
where c is the intercept on the a-axis given by c = a0 + a˜ − t. This gives







For t > a˜, the characteristic curve passes through (t, a0 + a˜) and (c, a0), where c is the
intercept on the a0-axis given by c = t − a˜. This gives










Y(t, a0 + a˜) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Y(0, a0 + a˜ − t)exp







for t < a˜
Y(t − a˜, a0)exp







for t > a˜
(32)
We note that it is not easy to explicitly solve our system of equations as delay
equations are notoriously difficult to analyze. However, we can still investigate its
qualitative behaviour by approximating definite integrals by the trapezium rule and
then carrying out discretization. This is done in the following section.
3 Numerical Analysis of the Model
In order to obtain numerical solution for the model, the time variable t ≥ 0
is discretized at the points tn = t0 + nh (n = 0, 1, 2, ...), where h = tn+1 − tn is a
constant step-size. The finite-forward difference numerical methods that are first-
order approximations of the Euler method are used and the right hand side functions
approximated in ways that give implicit methods. Implicit Euler is numerically
stable for all step sizes. The solutions of our system at the grid point tn are
X¯(tn), Z¯ (tn), G¯(tn), I¯(tn). We denote the solutions of numerical method at the point
tn by X¯n, Z¯ n, G¯n, I¯n respectively.
∂t X¯(t) = X¯(t + h) − X¯(t)h
∂t Z¯ (t) = Z¯ (t + h) − Z¯ (t)h
∂tG¯(t) = G¯(t + h) − G¯(t)h





I¯(t − a0 + s)ds =
∫ t
t−a0
I¯(τ )dτ and h = a0
n
(34)
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I¯(t − a0) + I¯(t + h − a0) + ... + I¯(t − h) + 12 I¯(t)
]
N(t + h) =
∫ t+h
t+h−a0









I¯(τ )dτ + h
2
[
I¯(t + h) + I¯(t) − I¯(t − a0) − I¯(t + h − a0)
]
from which we have
N(t + h) = N(t) + h
2
[











































































= M(t)exp(−h(μy + ky I¯(t))) + h2
[




X¯(t + h − a0)Z¯ (t + h − a0)
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so that
M(t + h) = M(t)exp (−h(μy + ky I¯(t))) + h2
[














Substituting the terms in expression Eq. 33 together with the trapezoidal approxima-
tions Eqs. 34–36 and 37 for the integral terms into the Eqs. 22–25 on simplification
give the following expressions:
X¯(t + h) = X¯(t) + h
1 + h(μx + kZ¯ (t))
(38)
Z¯ (t + h) = Z¯ (t) +
hrμ1
μ1+μ2 kX¯(t − a0)Z¯ (t − a0)exp(−μya0)exp(−ky N(t))
1 + h(μz + kX¯(t) + kz I¯(t))
(39)
G¯(t + h) = G¯(t) +
hμ2
μ1+μ2 kX¯(t − a0)Z¯ (t − a0)exp(−μya0)exp(−ky N(t)
1 + h(μg + kg I¯(t))
(40)
I¯(t + h) =
[
I¯(t) + h(αλykM(t) + λz Z¯ (t) + λgG¯(t)
]
1 + h(μi − kλyβM(t)) (41)
where
N(t + h) = N(t) + h
2
[
I¯(t + h) + I¯(t) − I¯(t + h − a0) − I¯(t − a0)
]
(42)








X¯(t + h − a0)Z¯ (t + h − a0) + X¯(t − a0)Z¯ (t − a0)
]
× exp (−μya0 − ky N(t)) (43)
With the initial set of data and parameter values, we carry out numerical simulations
of Eqs. 38–41. We can always compute N¯(t + h) and M¯(t + h) from Eqs. 42 and 43.
Estimates of the relevant model parameters for the dynamics of the infection that
are used to numerically examine the behaviour of the model are given in Table 1.
It should be pointed out that our discretized system satisfies the positivity property
in that for any positive initial data, our system will give positive solutions which are
located in the feasible region.
4 Discussion
A mathematical model for the within-host dynamics of malaria parasites was formu-
lated. Our main focus was the erythrocytic blood-stage asexual cycle of P. falciparum
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Table 1 Parameter estimates for the model of malaria parasites within a human host
Symbol Biological meaning Value Ref.
 Rate of red blood cells production 2.5 × 108/ cells/ml/day [2, 10]
μx Natural death rate of un infected red blood cells 0.0083/ day [1, 16]
κ Infection rate of red blood cells by merozoites 2 × 10−9/ day [2]
a0 Life-span of infected red blood cells 2 days [3]
μy Natural death rate of infected red blood cells 0.025/day [2]
μz Natural death rate of free merozoites 48/day [2]
μg Natural death rate of gametocytes 0.06/day [9]
μi Natural death rate of immune cells 0.05/day [1]
μ1 Differentiation rate of asexual form into merozoites 0.5/day [1, 10]
μ2 Differentiation rate of asexual form into gametocytes 0.04/day [12]
r Merozoites released per dying infected red blood cell 16 [1, 3]
kz Elimination rate of merozoites through immune cells 10−8/day [2]
kg Elimination rate of gametocytes through 10−8/day [2]
immune cells
λy Proliferation rate of immune cells in response to 0.0001 − 1, 000/day [2, 12]
infected red blood cells
λz Proliferation rate of immune cells in response 0.0001 − 1, 000/day [2, 12]
to merozoites
λg Proliferation rate of immune cells in response 0.0001 − 1, 000/day [2, 12]
to gametocytes
α Background replication of immune cells 2 × 10−8/day [9]
β Proliferation rate of non-specific immune cells 0.0001 − 1, 000/day [12]
that is associated with clinical symptoms and the related mortality. The model
extends the Anderson [1] model to include an intracellular time delay within the
red blood cell. The model was formulated in terms of partial differential equations
so as to capture some important features that would augment other within-host
models and make them more biologically realistic. The system was integrated along
characteristics and using simplifying assumptions, it was reduced to a coupled system
of delay differential equations. One of the assumptions made was that there is
a finite time delay between infection of the red blood cell by the merozoite and
release of the merozoites and gametocytes for the next generation. Thus, there is
no infinite age of the infected red blood cell and parasite. We introduced a function
M which is dependent on the infected cell life-span. In the early stages (a < a0) of
development, the parasites replicate and grow within the infected cells. The infected
cells are moving freely in the peripheral blood and there is no bursting of the infected
cells (μi(a) = 0, i = 1, 2). However, towards the last phase of the parasite develop
(a ≥ a0), the infected red blood cells sequester in the vasculate organ and burst at
a fast rate (μi(a) = Mμi, i = 1, 2). Thus, we assumed that there is a maximum age
for the infected red blood cell, a0. The variable for the infected red blood cells now
appears in the variables for the merozoites and gametocytes hence reducing the
burden of solving the original system of five partial differential equations. The delay
effect incorporated is a more realistic physiology associated with a finite intracellular
time delay between infection of the red blood cell and the emission of malaria
parasites into blood stream.




























density of uninfected rbc
0 500 1000 1500 2000
 days
Fig. 1 The oscillation of the uninfected red blood cells, merozoites and gametocytes converge to a
steady state when r = 16, a0 = 48 hours


























density of uninfected rbc
0 500 1000 1500 2000
days
Fig. 2 The oscillation of the uninfected red blood cells, merozoites and gametocytes converge to a
steady state when r = 12, a = 24 < a0 hours
96 J Math Model Algor (2008) 7:79–97
Although we had an idealized system of delay differential equations, it was not
easy to explicity solve it. However, we could still investigate the qualitative properties
of the model to demonstrate behaviour of the steady states. We descritized the
system using finite forward difference for the numerical analysis. Simulations were
carried out using the parameters in Table 1 to investigate the within-host dynamics
of malaria infection over time.
The model exhibits oscillatory behaviour. It is observed that after the release of
the parasites into the blood stream and the eventual invasion of the red blood cells,
there is a sharp fall in the level of uninfected red blood density and a corresponding
rise in the level of the density of merozoites and gametocytes (see Figs. 1 and 2). The
density of the merozoites and gametocytes falls when the density of uninfected red
blood cells available for invasion falls below the threshold level necessary to sustain
the parasite growth. However, when sufficient healthy (uninfected) red blood cells
are available for invasion, there is again a renewed rise in the level of the density of
merozoites and gametocytes, which eventually results in the decline in the density of
uninfected red blood cells.
Our model results reveal that the density of the merozoites and gametocytes
released by the infected red blood cells rise and then fall via damped oscillations to
a stable steady state. This is a more realistic result, noting that when the merozoites
are released into the blood stream at the onset of the infection, the immune response
sets in to fight it off until it is brought under control to a stable steady state. This is
further established by simulations when the parameter values of red blood cell and
release of the new steady state for the given parameter values.
The results obtained in this paper show that the steady state of the model of the
within-host dynamics of malaria is stable with transient oscillations in the compo-
nents of the system. Our model adds more considerable details such as replication
and growth period within the infected cell that make the model more biologically
realistic.
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