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Liste des symboles
Le modèle physique
(A,B,C) Facteurs de Cunningham
ω¯i(p, x) Fonction de transfert moyenne du DMA pour le canal i pour une particule de
diamètre x portant p charges
η Viscosité dynamique du gaz
η0 Viscosité dynamique de référence du gaz à température ambiante T0 et à la pression
atmosphérique P0
λm,0 Libre parcours moyen de référence des particules dans l’air à température ambiante
T0 et à la pression atmosphérique P0
λm Libre parcours moyen des particules
K(t, x) Fonction noyau spatio-temporelle représentant la physique du système de mesure
ν(x) Efficacité de détection du CNC pour une particule de diamètre x
ω(p, x, t) Fonction de transfert du DMA à l’instant t pour une particule de diamètre x portant
p charges
φ(p, x) Fraction des particules de diamètre x portant p charges à la fin de la phase de
neutralisation
Cc Fonction de correction de Cunningham
D Coefficient de diffusion des particules
f Distribution granulométrique en nombre
ki(x) Fonction noyau spatio-temporelle discrétisée en temps
mc Nombre de canaux de mesure
p Nombre de charges électriques
x Diamètre de mobilité électrique des particules
y(t) Réponse du CNC à l’instant t
Y [i] Réponse du CNC dans le canal i moyennée pour le temps de comptage Tc[i]
Z Mobilité électrique des particules
Zd Mobilité électrique exprimée en fonction du diamètre x des particules
Zu Mobilité électrique nominale d’extraction pour une tension U donnée
Les temps du système
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τp Temps de relaxation de la particule
t Temps
T [i] Temps d’arrivée de la première particule dans le canal i
Tc[i] Temps de comptage dans le canal i
td Temps de transport des particules entre la zone d’extraction du DMA et la chambre
de détection du CNC
tf Temps de résidence des particules dans la colonne du DMA
tr Temps de retrace
ts Temps de scanning
Les tensions
U(t) Tension à l’électrode centrale du DMA à l’instant t
Umax Tension maximale à l’électrode centrale du DMA
Umin Tension minimale à l’électrode centrale du DMA
Les débits
Qa Débit d’aérosol entrant dans la colonne du DMA
Qex Débit en excès sortant de la colonne du DMA
Qm Débit d’aérosol mono-dispersé sortant de la colonne du DMA
Qsh Débit d’air filtré à l’intérieur de la colonne du DMA
Les paramètres géométriques du DMA
L Longueur de la colonne du DMA
r1 Rayon interne des électrodes de la colonne du DMA
r2 Rayon externe des électrodes de la colonne du DMA
Les propriétés ioniques
α± Paramètre de Fuchs : probabilité de collision entre un ion positif ou négatif et la
particule
β±p Coefficient d’attachement des ions positifs ou négatifs avec une particule portant p
charges
δ± Rayon de la sphère limite
λ± Libre parcours moyen des ions positifs ou négatifs
ϕ Énergie potentielle électrostatique d’un ion quand il se déplace dans le champ élec-
trostatique de la particule chargée
c±I Concentration en ions positifs ou négatifs
c±p Concentration en nombre des particules portant p charges élémentaires de signes
positifs ou négatifs
D± Coefficient de diffusion des ions positifs ou négatifs
x
xi
m±I Masse des ions positifs ou négatifs
v±I Vitesse thermique des ions positifs ou négatifs
Z±I Mobilité électrique des ions positifs ou négatifs
Les températures et les pressions
P Pression du gaz porteur
P0 Pression de référence du gaz porteur
T Température du gaz porteur
T0 Température de référence du gaz porteur
Ta Température absolue
Les constantes physiques
0 Constante diélectrique du vide
e Charge de l’électron
kb Constante de Boltzmann
Pe Nombre de Peclet
R Constante universelle des gaz
S Constante de Sutherland
Stk Nombre de Stokes
Les autres symboles
αel Coefficient d’élargissement de la fonction de transfert du DMA
αpen Coefficient de pénétration de la fonction de transfert du DMA
D¯ Paramètre modélisant les effets de la diffusion brownienne
E¯ Paramètre modélisant le mouvement électrostatique des particules en mouvement
dans le DMA
v¯ Vitesse moyenne du fluide dans l’ajutage
Γ Fonction de courant des particules
γs Tension de surface du fluide condensé
B Mobilité mécanique des particules
ρ Densité du fluide condensé
ϕω Fonction flux électrique des particules
ω Fonction de courant du gaz porteur
~E Vecteur champ électrique
~Fe Force électrique
~Fi Forces d’inertie
~Ft Forces de traînée
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~Fint Force d’interaction entre ion et particule
~ve Vitesse de migration électrophorétique finale
ai(p) Coefficients du modèle pour l’expression de la loi de charges [Wiedensohler, 1988]
Kn Le nombre de Knudsen
M Masse moléculaire moyenne de l’air
Ms Masse moléculaire du fluide condensé
Pp Pression partielle
Ps Tension de vapeur saturante
Rsursat Degré de sursaturation
xa Diamètre aérodynamique des particules
xKel Diamètre de Kelvin
Le modèle d’inversion
 Erreur de mesure
h Niveau de bruit sur les observations
i Erreur de mesure sur le canal i
Γ Matrice de variance/covariance des erreurs d’observations
γr Paramètre de robustesse
Λˆ1,d Estimateur de Λ1,d
λˆlw,a Estimateur de λlw,a
λˆlw,d Estimateur de λlw,d
µˆ, σˆ, Aˆ Estimateurs de la moyenne, de l’écart-type et de la constante d’échelle des distri-
butions normales
µˆ
′
, σˆ
′
, Aˆ
′ Estimateurs de la moyenne, de l’écart-type et de la constante d’échelle des distri-
butions lognormales
fˆ Estimateur de la granulométrie en nombre f
fˆλ Estimateur de la granulométrie en nombre f par régularisation via le paramètre λ
fˆj Estimateur de la granulométrie en nombre f au point log(xj)
fˆms Estimateur de la granulométrie en nombre au sens des moindres carrés pondérés
λ Paramètre de régularisation
Λ1,d Vecteur des poids de régularisation associés au 1er niveau de détail reconstruit
λlw,a Paramètre de régularisation associé à l’approximation reconstruite au niveau lw
λlw,d Paramètre de régularisation associé au détail reconstruit au niveau lw
{φn}n, {ψn}n Fonctions orthonormales singulières
{σ2n, φn, ψn}n Système singulier de l’opérateur A
(σn)n∈N∗ Suite de valeurs singulières de l’opérateur A
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A Opérateur intégrable
A∗ Opérateur intégrable adjoint de A
A† Pseudo inverse de A
Im(A) Image de l’opérateur intégrable A
Ker(A) Noyau de l’opérateur intégrable A
W Type d’ondelette
µ, σ,A Moyenne, écart-type et constante d’échelle des distributions normales
µ
′
, σ
′
, A
′ Moyenne, écart-type et constante d’échelle des distributions lognormales
φw Fonction d’échelle associée à l’AMR
ψw Ondelette mère
% Paramètre d’ajustement
‖A‖ Norme de l’opérateur A
A
[W]
jw
Approximation reconstruite au niveau jw pour l’ondelette W
cA
[W]
jw
Coefficients d’approximation au niveau jw pour l’ondelette W
cD
[W]
jw
Coefficients de détails au niveau jw pour l’ondelette W
D2 Matrice d’approximation par différences finies de l’intégrale (équation (3.18))
D
[W]
jw,ms
Détails reconstruits de l’estimateur fˆms au niveau jw pour l’ondelette W
D
[W]
jw
Détails reconstruits au niveau jw pour l’ondelette W
H Matrice des noyaux correspondant à la discrétisation spatio-temporelle de l’opérateur
intégral modélisant la réponse du SMPS
nw Niveau de décomposition
Vjw j
ème
w sous-espace d’approximation
Wjw j
ème
w sous-espace de détail
y
[r]
i Observation sur le canal i correspondant au r
ème réplicat de mesure
Trace Opérateur trace
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Abstract
This thesis aims to provide SMPS users with a methodology to compute uncertainties associated with
the estimation of aerosol size distributions. SMPS selects and detects airborne particles with a Dif-
ferential Mobility Analyser (DMA) and a Condensation Particle Counter (CPC), respectively. The
on-line measurement provides particle counting over a large measuring range. Then, recovering aerosol
size distribution from CPC measurements yields to consider an inverse problem under uncertainty.
A review of models to represent CPC measurements as a function of the aerosol size distribution is
presented in the first chapter showing that competitive theories exist to model the physic involved in
the measurement. It shows in the meantime the necessity of modelling parameters and other functions
as uncertain. The physical model we established was first created to accurately represent the physic
and second to be low time consuming. The first requirement is obvious as it characterizes the perfor-
mance of the model. On the other hand, the time constraint is common to every large-scale problems
for which an evaluation of the uncertainty is sought.
To perform the estimation of the size distribution, a new criterion that couples regularization techniques
and decomposition on a wavelet basis is described. Regularization is largely used to solve ill-posed
problems. The regularized solution is computed as a trade-off between fidelity to the data and prior
on the solution to be rebuilt, the trade-off being represented by a scalar known as the regulariza-
tion parameter. Nevertheless, when dealing with size distributions showing broad and sharp profiles,
an homogeneous prior is no longer suitable. Main improvement of this work is brought when such
situations occur. The multi-scale approach we propose for the definition of the new prior is an alter-
native that enables to adjust the weights of the regularization on each scale of the signal. The method
is tested against common regularization with homogeneous smoothness prior and shows improvements.
Last chapter of this thesis deals with the propagation of the uncertainty through the data inversion.
Sources of uncertainty are gathered in two different groups, one called the experimental dispersion and
the second being the lack of knowledge. Since there is no reference available to evaluate the bias on
the final estimate of the size distribution, the lack of knowledge is used here to characterize it. Unlike
standard propagation that uses a fixed model for the inversion, we propose to use a random model
drawn from random selection of elements of the second group.
The methodology is finally tested on real measurements of an aerosol made of SiO2 droplets and of
DEHP droplets (oil). It reveals that the main source of uncertainty arises from the lack of knowledge
for the definition of the physical model. Indeed, SMPS measurements are repeatable under controlled
laboratory conditions, making the experimental dispersion less influential in terms of the variance of
the final estimate.
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Résumé
Cette thèse a pour objectif de fournir aux utilisateurs de SMPS une méthodologie pour calculer les in-
certitudes associées à l’estimation de la granulométrie en nombre des aérosols. Le SMPS sélectionne et
détecte respectivement les particules en suspension avec un analyseur de mobilité différentielle (DMA)
et un compteur à noyaux de condensation (CNC). Le résultat de mesure est le comptage des particules
de l’aérosol en fonction du temps. Estimer la granulométrie en nombre de l’aérosol à partir des mesures
CNC revient à considérer un problème inverse sous incertitudes.
Une revue des modèles existants pour représenter les comptages CNC en fonction de la granulométrie
en nombre de l’aérosol est présentée dans le premier chapitre de cette thèse et cette analyse bibli-
ographique montre l’existence de théories concurrentielles pour modéliser la physique intervenant lors
du processus de mesure. Dans le même temps, cette revue de littérature révèle la nécessité de consid-
érer l’incertitude qu’elle soit paramétrique ou fonctionnelle.
Le modèle physique que nous proposons a été créé dans un premier temps pour représenter avec pré-
cision les phénomènes physiques intervenant lors de la mesure et, dans un second temps, de sorte
que le temps requis pour un appel à ce modèle soit court. La première exigence est évidente car elle
caractérise la fidélité du modèle à représenter les mesures réelles. D’autre part, la contrainte de temps
est commune à tous les problèmes de grande dimension pour lesquels une évaluation de l’incertitude
est demandée.
Pour effectuer l’estimation de la granulométrie en nombre, un nouveau critère qui couple les techniques
de régularisation et de la décomposition sur une base d’ondelettes est décrit. La régularisation est
largement utilisée pour résoudre des problèmes mal posés. La solution régularisée étant calculée comme
un compromis entre la fidélité aux données et l’a priori sur la solution à reconstruire, le compromis
étant représenté par un scalaire connu sous le nom de paramètre de régularisation. Néanmoins, lorsque
la granulométrie à estimer présente à la fois des profils à variations lentes et des profils à variations
rapides, un a priori homogène sur toute la gamme de reconstruction ne convient plus. La nouveauté
des travaux présentés réside dans l’estimation de ce type de granulométries. L’approche multi-échelle
que nous proposons pour la définition du nouveau critère de régularisation est une alternative qui
permet d’ajuster les poids de la régularisation sur chaque échelle du signal. La méthode développée
est comparée avec une régularisation classique avec un a priori homogène de douceur. Les résultats
montrent que les estimations proposées par la méthode décrite dans ce manuscrit sont meilleures que
les estimations classiques, aussi bien en termes de variance que de biais.
Le dernier chapitre de cette thèse traite de la propagation de l’incertitude à travers le modèle d’inversion
des données. Les sources d’incertitude sont réunies en deux groupes différents, l’un appelé la disper-
sion expérimentale et le second nommé le manque de connaissances. Ne disposant d’aucun aérosol de
référence à ce jour, le second groupe d’incertitudes sera utilisé pour le caractériser. Contrairement à
l’approche standard qui utilise un modèle fixe pour l’inversion en faisant porté toute l’incertitude sur
les entrées, nous proposons d’utiliser un modèle d’inversion aléatoire obtenu par tirage aléatoire des
éléments du second groupe. Les simulations de Monte-Carlo permettent alors de déduire une estima-
tion moyenne de la granulométrie en nombre de l’aérosol à l’étude.
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xviii Résumé
La méthodologie est finalement éprouvée sur des mesures réelles d’aérosols constitués de gouttelettes
de SiO2 et de DEHP (huile). Les résultats révèlent que la principale source d’incertitude provient
du manque de connaissance pour la définition du modèle physique. En effet, les mesures SMPS sont
reproductibles en conditions contrôlées de laboratoire, ce qui rend la dispersion expérimentale moins
influente sur la variance de l’estimation finale.
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Chapitre 1
Introduction générale
La compréhension des mécanismes de l’univers à différentes échelles de la matière a toujours été l’essence
des travaux de la communauté scientifique. Des galaxies aux particules élémentaires, le spectre est large,
les questionnements fleurissent et l’objet de la réflexion entreprise touche l’infiniment petit, l’invisible
à l’œil nu. Les prémices aux découvertes majeures ont souvent été l’observation de phénomènes inex-
pliqués, moteur de la curiosité des chercheurs. Pourquoi la coupe de Lycurgus, coupe romaine en verre
du IVeme siècle après J.C, constituée de particules d’or et d’argent d’une taille avoisinant les 50 nm,
est elle verte quand éclairée de face et rouge de dos. Une telle question peut sembler futile de prime
abord mais les raisons de ce changement de couleur le sont moins.
Il a fallu patienter jusqu’à la fin du XIXème siècle et Michael Faraday [Faraday, 1857] pour entrevoir
la réponse (les informations quand à la taille des particules n’étaient bien évidemment pas connue
à l’époque antique) : lorsque les particules métalliques ont des dimensions inférieures à la longueur
d’onde de l’onde électromagnétique qui les éclairent, ici la lumière visible, leurs couleurs dépend de
leurs tailles. Les particules d’or et d’argent constituant le verre ont, dans ce cas précis, des caractéris-
tiques dimensionnelles propres au groupe des nanoparticules. Elles seront au moyen-âge utilisées de
façon empirique notamment pour lustrer les céramiques des établissements religieux.
Mais qu’est ce qu’une nanoparticule ? C’est une particule définie selon la norme ISO TS/27687
[Standard, 2008] comme un nano-objet dont les trois dimensions sont à l’échelle nanométrique (la déf-
inition du nanomètre est donnée par le Bureau International des Poids et Mesures (BIPM) en 1956).
Donc contrairement à une idée reçue, les nanoparticules, ces assemblages d’un nombre réduit d’atomes,
trouvent des applications qui ne sont pas toutes récentes. Toutefois, un homme a ouvert notre société
actuelle à l’utilisation de cette technologie : Richard Feynman. Considéré comme l’un des physiciens
les plus remarquables du XXeme siècle, lors de son discours du 29 Décembre 1959 à la société américaine
de physique, repris dans [Feynman, 1960] quelques mois plus tard, il se prit de la formule suivante : «
Why cannot we write the entire 24 volumes of the Encyclopaedia Brittanica on the head of a pin?».
Ce visionnaire, prix Nobel en 1965 en compagnie de Tomonaga et Schwinger pour leurs travaux dans
le domaine de l’électrodynamique quantique, lança l’idée même des nanotechnologies qui font notre
quotidien, au point que son influence sur les développements actuels dans ce domaine est l’objet de
réflexion philosophique encore aujourd’hui [Toumey, 2008].
Mais encore une fois, qu’est ce que la nanotechnologie ? Selon l’ISO, la nanotechnologie est : « la
science qui s’intéresse à la manipulation et au contrôle de la matière nanoscopique, ceci afin d’exploiter
les propriétés particulières associées à sa taille et à sa structure. Les propriétés des nanomatéri-
aux se distinguent de celles des atomes et des molécules isolées, de même que de celles des matéri-
aux macroscopiques». Gerd Binnig et Heinrich Rohrer, membres de l’équipe d’IBM à Zurich en
1981 facilitèrent le contrôle de la matière à cette échelle en inventant le microscope à effet tunnel
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permettant de visualiser les structures nanométriques, découverte qui leur valût le prix Nobel en
1986 [Binnig and Rohrer, 1986]. Cette avancée technologique majeure a notamment permis à Iijima
(NEC, Tsukuba, Japon) d’identifier dans un sous produit de synthèse des fullerènes, les désormais
célèbres nanotubes de carbone [Iijima, 1991]. Les fullerènes, constituées de 60 atomes de carbone
furent découverts par [Kroto et al., 1985]. Jusqu’à leur découverte, les seules formes cristallisées con-
nues de carbone pur étaient le graphite et le diamant.
A présent, chercheurs et industriels se fascinent pour les nanotubes de carbone (prix Nobel pour le
graphène en 2010, découvert en 2007 [Geim and MacDonald, 2007]) et l’étendue de leurs applications
paraît illimitée (nano-inclusions dans les pneus pour modifier ses caractéristiques mécaniques, amélio-
ration de la conductivité des batteries lithium-ion [Wu et al., 2003], renforcement du kevlar
[Coleman et al., 2006], [O’Connor et al., 2009], etc. .). Pour étayer cette remarque, il suffit de dire que
c’est le matériau le plus résistant sur terre connu à ce jour, il est extrêmement élastique et c’est un
meilleur conducteur électrique et thermique que le diamant. Néanmoins, n’est pas nano qui veut, la
miniaturisation ne suffit pas. Par exemple, les micropuces ont une taille nanométrique (leur maîtrise
atomique est assurée par lithographie à haute résolution), mais pour autant leurs propriétés ne diffèrent
pas de celles observées à l’échelle macroscopique.
Notre intérêt se porte, dans le cadre de cette thèse, sur la nanométrologie des particules en suspension
dans l’air, couramment appelées aérosols. Les aérosols sont constitués de substances solides et/ou
liquides dont la vitesse de chute est négligeable par rapport à la vitesse d’entraînement du gaz porteur.
De quelques nanomètres à plusieurs micromètres, ils forment un ensemble très hétérogène (particules
minérales, organiques, composées de matières vivantes comme les pollens, etc..). Naturels (poussières
désertiques, sels marins, aérosols biogéniques, etc.) ou anthropiques (aérosols industriels, aérosols de
combustion automobile, etc.), ils sont présents en grand nombre dans l’atmosphère. Les aérosols an-
thropiques compenseraient pour un tiers du réchauffement de la planète due aux gaz à effets de serre.
Pour faire simple, ils bloquent l’arrivée des UV qui sont d’habitude piégés dans l’atmosphère par les
gaz à effet de serre une fois renvoyé par la terre. C’est par conséquent un mécanisme de refroidissement.
La caractérisation des aérosols devient, et on le comprend assez aisément, une préoccupation scientifique
majeure. L’appellation aérosols primaires est utilisée lorsque les particules sont émises directement
dans l’atmosphère et le terme aérosols secondaires lorsque les particules émises résultent de réactions
chimiques en phase gazeuse (oxydation par l’ozone par exemple) ou ionique. Le tableau 1.1 présenté
dans un rapport de l’IPCC (Intergovernmental Panel on Climate Change) en 2001 recense les émissions
annuelles relatives aux principaux types d’aérosols pour l’année 2000. On apprend alors que 90 %
des aérosols sont d’origine naturelle contre seulement 10 % produits par l’activité humaine 1, les
poussières désertiques et les sels marins représentant à eux seuls près de 97 % du total d’émissions
naturelles aussi bien dans l’hémisphère nord que dans l’hémisphère sud. Il est à noter que les émissions
de nature anthropique sont plus de 8 fois supérieurs dans l’hémisphère nord en comparaison avec
l’hémisphère sud en raison d’une activité industrielle bien plus conséquente occasionnant des rejets de
plus grande ampleur. Une image de la ville de Mexico, située dans une cuvette entourée de montagnes,
où s’ajoute souvent à la pollution atmosphérique d’origine anthropique des particules de combustion,
parfois mélangées avec de la fumée faite de traînées de poudre et de poussières minérales provenant
des régions avoisinantes est présentée en figure 1.1.
La pollution atmosphérique dans les zones urbaines n’est pas une nouveauté en soit, il suffit sou-
vent pour un citadin de lever la tête pour s’en rendre compte. Néanmoins, la maîtrise des émissions
d’aérosols de nature anthropique est devenue impérative pour les gouvernements. Pour preuve cet
article de Brice Pedroletti dans le journal Le monde du 28 Janvier 2013 intitulé : «Chine : la pollution
1Les chiffres réfèrent à une concentration massique, ceux-ci sont inversés lorsque l’on considère une concentration en
nombre
2
3Tableau 1.1: Estimation des émissions annuelles (Tg/an, où Tg représente un téragramme, sachant que
1 Tg = 109 kg) des principaux types d’aérosols pour l’année 2000 (IPCC 2001)
SOURCES H.Nord H.Sud Global Min-Max
AEROSOLS SECONDAIRES
Sulfate
issus de SO2 anthropique 106 15 122 69-214
issus des gaz biogéniques 25 32 57 28-118
issus de SO2 volcanique 14 7 21 9-48
Nitrate
issus des NOX anthropique 12.4 1.8 14.2 9.6-19.2
issus des NOX biogéniques 2.2 1.7 3.9 1.9-7.6
Carbone organique
issus des COV anthropique 0.15 0.45 0.6 0.3-1.8
issus des COV biogénique 8.2 7.4 16 8-40
AEROSOLS PRIMAIRES
Matière organique
Feux de biomasse 28 26 54 45-80
Combustion fossiles 28 0.4 28 10-30
Débris biogéniques - - 56 0-90
Carbone suie
Feux de biomasse 2.9 2.7 5.7 5-9
Combustions fossiles 6.5 0.1 6.6 6-8
Poussières industrielles - - 100 40-130
Sels de mer 1440 1900 3340 2000-6000
Poussières désertiques 1800 349 2150 1000-3000
Total sources anthropiques 153 18 271 134-403
Total sources naturelles 3320 2326 5704 3097-9393
de l’air pousse Pékin à accepter plus de transparence». En effet, des taux records de présence de
particules PM 2, 5 2 à Pékin suscitent l’inquiétude des populations quant-aux risques sanitaires.
Mais pourquoi une telle méfiance à l’égard de ces particules fines? Pour commencer, il faut savoir que
les particules fines sont principalement de nature anthropique alors que les particules de plus grandes
tailles sont d’origine naturelle : les mécanismes de nucléation (homogène), de condensation (nucléation
hétérogène) et de coagulation induisent la formation de particules dont le diamètre caractéristique varie
de 1 à 100 nm environ, on utilise alors la dénomination mode de nucléation; la coagulation de partic-
ules initialement formées dans le mode de nucléation et le partitionnement gaz/particule forment des
particules d’un diamètre variant cette fois de 100 nm à environ 2, 5 µm, le terme mode d’accumulation
est choisi dans ce cas; les particules dont le diamètre caractéristique dépasse 2,5 µm appartiennent
au mode dit grossier et les éléments de ce groupe sont d’origine naturelle. La figure 1.2 extraite
de [Brasseur et al., 2003] montre de manière générique que les particules d’aérosols ont une gamme de
tailles, une gamme de formes, mais aussi comment la composition chimique diffère généralement parmi
les gammes de taille et même parmi les particules individuelles dans une gamme de taille donnée. Les
aérosols sont en définitive de natures très diverses : taille, surface, forme, structure cristalline, solubil-
ité, concentration, composition chimique, etc.
Pour autant, doit on craindre de s’exposer à ce type de polluants de l’atmosphère ? Le débat est lancé
depuis quelques années suite à l’utilisation massive de produits manufacturés par la nanotechnologie.
Selon [Roco, 2005], le marché mondial avoisinerait le trillion de dollars US en 2015. Comme pour toute
innovation scientifique, les développements ont précédé les inquiétudes quant-aux risques pour la santé
2Particules dont la taille est inférieure à 2.5 µm
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Figure 1.1: Photo de la ville de Mexico prise à partir d’un avion DC-8 de la NASA au cours de
l’expérience sur le terrain INTEX-B au printemps 2006 [Cli, 2009].
des personnes exposées. L’inhalation semble être la principale voie de contamination, cependant, les
voies d’exposition sont nombreuses comme décrites dans la récente revue [Yah et al., 2012] : les pores
de la peau, les tissus affaiblis, les secteurs olfactifs, respiratoires et intestinaux, ou encore par injection
directe. Les particules ultra-fines (diamètre ≤ 100 nm) traversent toutes les barrières naturelles, ce
qui est d’utilité en médecine tout particulièrement afin de délivrer des soins spécifiques par transport
guidé de nanomatériaux [Sung et al., 2007], mais qui en même temps soulève des interrogations quand
aux risques sanitaires encourus. Dans un rapport de l’ Agence Nationale de Sécurité Sanitaire de l’
Alimentation, de l’ Environnement et du travail (ANSES) de 2006, il est préconisé de : «manipuler les
nanoparticules avec la même prudence que les matières dangereuses, c’est-à-dire d’appliquer les procé-
dures de sécurité sanitaire qui sont utilisées pour diminuer l’exposition aux matières dangereuses» et
de caractériser les aérosols de particules fines par l’intermédiaire de leur distribution granulométrique
en nombre (ou DGN qui est la concentration en nombre de particules en fonction de leurs diamètres).
Le terme nanométrologie employé plus tôt commence à prendre tout son sens, car il s’agit pour
caractériser cette grandeur fonctionnelle de la mesurer. Comme nous le verrons dans le premier
chapitre de cette thèse, de nombreux instruments permettent aujourd’hui de réaliser cette mesure.
Parmi les directions possibles, un instrument connaît une plus grande reconnaissance, si tant est
que le critère de quantification de la reconnaissance soit le nombre d’études publiées pour lesquelles
son utilisation est privilégiée. Cet instrument est le «Scanning Mobility Particle Sizer» (ou SMPS
dont le modèle 3936, dernier modèle commercialisé par la société américaine TSI est présenté en
figure 1.3). Aujourd’hui fleuron de l’instrumentation pour la mesure de la DGN, son développe-
ment repose sur la théorie de l’analyse différentielle de mobilité électrique, dont le principe est de
faire migrer des particules aéroportées au travers d’un champ électrique induit par une différence de
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5Figure 1.2: Quelques caractéristiques des aérosols atmosphériques : forme, taille et composi-
tion [Brasseur et al., 2003].
potentiel entre deux électrodes. Ainsi, pour une tension fixée, et donc une valeur du champ élec-
trique donnée, un diamètre nominal de particule est extrait, d’où l’appellation classificateur élec-
trostatique pour l’analyseur différentiel de mobilité électrique (ou DMA) inventé par Knutson et
Whitby( [Knutson and Whitby, 1975b], [Knutson and Whitby, 1975a]). Couplé avec le développement
des compteurs à noyaux de condensation (ou CNC) à flux continu [Agarwal and Sem, 1980] et un con-
trôle informatique automatisé [Fissan et al., 1983], le DMA devient un standard pour la détermination
de la DGN dans la gamme 1 nm à 1 µm. On parle alors de DMA opérant en «mode stepping» puisque
5
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Figure 1.3: Photo du SMPS modèle 3936 extraite du manuel d’utilisation de l’instrument.
pour obtenir la DGN de l’aérosol à l’étude, il faut effectuer une discrétisation de la gamme de tension
afin de définir le spectre du DMA (représentation de la concentration en nombre de particules en fonc-
tion du voltage appliqué) et une inversion de données permettant de déduire la DGN. L’inconvénient
majeur étant alors le temps nécessaire à la mesure de la DGN complète. Conscient de cette limita-
tion, [Wang and Flagan, 1990] proposèrent de considérer un champ électrique évoluant continûment
en rampe exponentielle afin de pouvoir déterminer le spectre complet du DMA en un temps réduit
(moins de 30 s). C’est donc à partir de ces développements et l’intégration de ce nouveau mode de
fonctionnement dit «mode scanning» à l’intérieur du DMA que le terme SMPS a vu le jour.
Pour résumer, le dit SMPS est composé d’un DMA pour la sélection des diamètres de particules, d’un
CNC placé en aval pour le dénombrement et d’une gestion informatique permettant le post-traitement
des données CNC (concentration en nombre de particules en fonction du voltage ou du temps). Partant
de résultats expérimentaux, le post-traitement requiert d’une part la création d’une modélisation fine
du processus de mesure et d’autre part la mise en place d’une procédure d’inversion robuste. Un exem-
ple d’inversion courant en imagerie consiste à reconstituer une image originale à partir d’une version
floutée de celle-ci. Le terme inversion traduit le fait que si le phénomène entraînant la perturbation
est parfaitement connu, appliquer une perturbation inverse permet une reconstruction parfaite de la
version originale.
La difficulté première provient ici de la complexité du modèle physique en présence rendant la mod-
élisation mathématique difficile. Si l’on suit la doctrine de Laplace du déterminisme universel traduit
par la célèbre phrase : «Une intelligence qui pour un instant donné connaîtrait toutes les forces dont
la nature est animée et la situation respective des êtres qui la composent, si d’ailleurs elle était assez
vaste pour soumettre ces données à l’analyse, embrasserait dans la même formule les mouvements
des plus grands corps de l’univers et ceux du plus léger atome; rien ne serait incertain pour elle et
l’avenir comme le passé serait présent à ses yeux.», tentant de caractériser un aérosol en réalisant 100
mesures, on devrait théoriquement obtenir 100 mesures identiques si le mesurande ne change pas d’une
mesure à l’autre. Ce point de vue déterministe a toutefois été balayé par Heisenberg au printemps
1927 [Heisenberg, 1927] et le principe d’indétermination ou principe d’incertitude. La vulgarisation
de ce principe revient à dire qu’il est impossible de connaître à la fois la position et la quantité de
mouvement d’un objet de manière certaine. La mesure de la DGN d’un aérosol par un SMPS est ici
soumise à diverses sources d’incertitude, de natures variées et en grand nombre.
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titudes. Résoudre ce problème revient à développer une procédure d’inversion intégrant des signaux
d’entrée (observations) incertains. Assimilée à une propagation d’erreur à travers la représentation
mathématique d’un phénomène physique, la propagation d’incertitude consiste à traduire, sous hy-
pothèses, comment les erreurs de mesure et les erreurs de modélisation affectent l’estimation de la DGN
dans l’espace des sorties. Le guide pour l’expression de l’incertitude de mesure (GUM [JCGM, 1995])
ne permet guère de répondre à cette problématique. En effet, le mesurande n’étant ni scalaire, ni
vectoriel mais bien fonctionnel, il est par nature exclu du champ d’application de ce guide. A ce jour,
à notre connaissance, aucun laboratoire national de métrologie ne peut fournir une incertitude asso-
ciée à la DGN, et ce, bien que le besoin industriel dans ce domaine soit manifeste (utilisation dans
les lieux de travail, nanomatériaux, etc.). Le LNE (Laboratoire National de Métrologie et d’Essais),
l’IRSN (Institut de Radioprotection et de Sûreté Nucléaire), et SUPELEC, membres actifs du groupe
«Incertitudes et Industrie» de l’Institut de Maîtrise des Risques développent des collaborations et des
travaux scientifiques entre industriels et académiques afin de répondre à ce type de problématique. La
démarche scientifique entreprise consiste à associer à chaque mesure SMPS une incertitude par une
méthodologie adaptée. Si l’on doit récapituler les divers problématiques exposées jusqu’alors, elles
s’articulent selon 3 axes.
Le premier axe faisant l’objet du premier chapitre décrit tout d’abord le protocole de mesure, suivi
de sa modélisation. Un état de l’art des modèles possibles est présenté. Il conduit à la sélection d’un
modèle au plus près de la physique et ce choix se justifie à la fois par une connaissance approfondie de
la mesure et par l’expertise des chercheurs dans le domaine d’application moyennant des contraintes
liées au temps de calcul. Les limitations associées au temps de calcul sont légitimes dans le cadre de la
propagation de l’incertitude à travers un code numérique complexe et cette étude ne passe pas outre
cet aspect.
L’estimation de la DGN fait, comme énoncé précédemment, intervenir une inversion des données du
CNC. Proposer une méthode d’inversion adaptée à la mesure par SMPS d’un aérosol donné, et donc
adaptée à un certain type de signaux d’entrée, encore une fois spécifique à l’application est l’objectif
du deuxième chapitre de cette thèse.
Avant de se focaliser sur la méthode proposée, l’idée est de comprendre pourquoi les techniques
d’inversion présentes dans la littérature ne répondent pas convenablement, ou seulement partielle-
ment à nos attentes en terme de reconstruction. Une vue d’ensemble des procédures d’inversion est
alors exposée.
Le propos se tourne ensuite sur la technique mise au point qui suggère de coupler les méthodes de régu-
larisation classiques avec une décomposition sur une base d’ondelettes discrètes. La résultante étant la
mise au point d’un nouveau type d’a priori et donc la minimisation d’un nouveau critère. Apports et
performances de la méthode sont évaluées sur différents cas tests pour justifier de son utilisation future.
A ce niveau de lecture, l’intérêt se porte sur les incertitudes d’une part liées au processus de mesure
et d’autre part liées à l’inversion. Encore une fois, aucune méthodologie n’existe à ce jour pour
évaluer l’incertitude correspondante à ce type de mesure, il s’agit donc de présenter une méthodologie
innovante, générique et de s’assurer de sa validité. C’est exactement ce qui motive l’argumentation
exposée dans la première partie du dernier chapitre de cette thèse. Quand les méthodes usuelles
suggèrent de propager l’incertitude à modèle fixé, l’information relative aux modèles concurrents est
prise en compte et une décomposition des sources par nature (erreurs de mesure/erreurs de modèles)
assurent une propagation de l’incertitude facilitée par l’intermédiaire de simulations de Monte-Carlo.
De plus, la méthodologie est en adéquation avec l’utilisation courante de l’instrument, par conséquent
elle répond à un besoin d’applicabilité à court terme dans l’industrie et les laboratoires de recherche.
Cette interlude généraliste est mise en œuvre par la suite sur le cas d’application, mise en œuvre qui
requiert la discrimination des sources d’incertitude, la modélisation mathématique associée à chacune,
pour finir par leur propagation. Les difficultés majeures rencontrées proviennent de la diversité quant-
à la nature des sources et du système complexe à travers lequel celles-ci doivent être propagées. La
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méthodologie présentée est finalement mise en œuvre sur des expériences réelles réalisées au laboratoire
suivant le protocole de mesure décrit dans le premier chapitre ainsi que sur des observations simulées
à partir de cas tests.
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Chapitre 2
Modélisation du processus de mesure
2.1 État de l’art de l’instrumentation pour la mesure de la distribu-
tion granulométrique des aérosol ultra-fins
L’intérêt porté aux aérosols de particules fines et ultrafines depuis plus de 50 ans a engendré de
nombreux développements en ce qui concerne l’instrumentation. La caractéristique dimensionnelle
préférentielle du fait des corrélations mises en évidence entre taille des particules et problèmes de
santé, est la concentration en nombre de particules : les particules ultra-fines interviennent de façon
prépondérante dans l’expression de la concentration en nombre alors que leur masse est souvent nég-
ligeable et donc une caractérisation massique n’est pas adaptée. Une notion primordiale lorsqu’il s’agit
de caractériser un aérosol est celle de diamètre équivalent (voir l’exemple sur la figure 2.1). La physique
Figure 2.1: Exemple illustrant la notion de diamètre équivalent.
des aérosols est principalement établie en supposant que les particules ont une forme sphérique, cepen-
dant en réalité la morphologie des particules est très variée.
Pour la métrologie des aérosols, l’idée est de caractériser des diamètres de particules sphériques présen-
tant certaines propriétés équivalentes (mobilité électrique, aérodynamique, thermodynamique, diffu-
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sion de la lumière, etc.). La description d’une particule de forme quelconque se fait généralement par
l’intermédiaire du diamètre équivalent qui permet de conserver la propriété la plus importante pour
son usage ultérieur. Une comparaison est possible entre les différents diamètres équivalents par le biais
d’autres caractéristiques des particules telles que la masse volumique, le facteur de forme, etc..
S’agissant de la mesure de la DGN, le principe de mesure se décompose communément en 2 phases
: la phase de sélection des particules suivant une propriété et la phase de détection. Les para-
graphes 2.1.1, 2.1.2 et 2.1.3 présentent l’instrumentation associée à l’estimation de la DGN pour une
propriété donnée, respectivement le diamètre aérodynamique, le diamètre thermodynamique (ou dif-
fusionnel) et le diamètre de mobilité électrique.
2.1.1 Mesure de la distribution en diamètre aérodynamique
L’objectif de la sélection des particules est la séparation particules/gaz porteur. Deux méthodes
couramment utilisées (que l’on peut retrouver dans [Kleitz and Boulaud, ]) consistent en une variation
du vecteur vitesse du fluide sur une échelle de temps inférieure au temps de relaxation des particules.
La variation du vecteur vitesse du fluide peut alors se traduire en direction, et c’est le principe util-
isé par l’impacteur en cascade ou en amplitude dans le cas de l’APS (Aerodynamic Particle Sizer)
respectivement décrit en 2.1.1 et 2.1.1.
L’impacteur en cascade
Un impacteur en cascade est constitué, comme son nom le sous-entend, d’une série d’impacteurs,
autrement dit d’une succession de plaques de collecte (ou d’impaction) entre lesquelles les flux d’air
sont constamment accélérés par la réduction de la taille du nez d’impaction à l’étage suivant. L’aérosol
passe à travers des buses dont la sortie est dirigée vers la plaque d’impaction correspondant à un étage
donné. Le support dévie alors l’écoulement d’un angle de 90◦, ainsi, si une particule n’est pas captée
sur la première plaque d’impaction de par une trop faible inertie, celle-ci suit les lignes de courant et
on tente alors de la collecter à l’étage suivant par le même principe. Ce procédé permet de bloquer
les plus fines particules au dernier étage de collecte. La théorie de l’impaction inertielle en cascade est
basée sur l’expression du nombre de Stokes, noté Stk, qui représente l’efficacité de collection pour le
jème étage et est donné par la formule suivante :
Stk =
τpv¯
rj
, (2.1)
où τp, v¯ et rj représentent respectivement le temps de relaxation de la particule, la vitesse moyenne
du fluide dans l’ajutage 1 et le rayon de la jeme buse. L’expression pour le temps de relaxation de la
particule τp est quand-à-elle fonction du diamètre aérodynamique 2 xa de la particule considérée, de
la fonction corrective de Cunningham Cc, de la viscosité dynamique du fluide η ainsi que de la masse
volumique de référence ρ0 par la relation :
τp =
ρ0x
2
aCc(xa)
18η
, (2.2)
où Cc est défini comme suit :
Cc(x) = 1 +Kn(x)
[
A+B exp(− C
Kn(x)
)
]
. (2.3)
La figure 2.2 montre l’évolution de la fonction corrective de Cunningham en fonction du diamètre des
particules. Plus les diamètres sont élevés et plus la fonction se rapproche de 1 car la loi de Stokes peut
1Ajutage : Tuyau court qu’on adapte à un orifice d’écoulement pour en accroître ou en modifier le jeu
2Le diamètre aérodynamique xa d’une particule est le diamètre de la sphère de densité 1 ayant la même vitesse de
chute que la particule étudiée.
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Figure 2.2: Évolution de la fonction corrective de Cunningham Cc en fonction du diametre x pour des
valeurs de A, B, C [Kim et al., 2005].
alors s’appliquer sans correction et inversement pour les faibles diamètres pour lesquels la correction
est élevée. Le triplet (A, B, C) dans l’équation 2.3 correspond aux facteurs de Cunningham et Kn est
le nombre de Knudsen sans dimension défini comme le quotient de deux fois le libre parcours moyen 3
des molécules du gaz porteur sur le diamètre des particules : Kn(x) = 2λmx . Ce nombre caractérise
la continuité du milieu, et, dans le domaine des aérosols, plusieurs ordres de grandeur sont scrutés ce
qui engendre une modification du comportement moléculaire selon si Kn >> 1 (domaine moléculaire),
Kn << 1 (domaine continu) ou enfin Kn ∼ 1 (domaine transitoire). La fonction Cc, dépendante du
diamètre des particules, traduit donc la correction à appliquer par rapport au régime continu. Lorsque
le diamètre des particules prend des valeurs proches du libre parcours moyen des molécules du fluide,
alors les forces de frottement du gaz porteur à la surface des particules sont amoindries, ce qui entraîne
une vitesse de chute plus importante que celle calculée par la loi de Stokes dans le cadre continu. La
fonction corrective Cc est appliquée pour prendre en compte le fait que la loi de Stokes surestime les
forces de frottement. Le tableau 2.1 présente les valeurs publiées pour les coefficients de correction de la
loi de Stokes (A, B, C) ainsi que la valeur du libre parcours moyen λm associée aux expériences qui ont
permis de les déterminer. La norme ISO 15900 [Standard, 2009] suggère de considérer les coefficients
donnés par [Kim et al., 2005] car les expériences réalisées sont traçables au SI. Pour chaque ensemble
de paramètres (A, B, C, λm) décrits dans le tableau 2.1, la fonction Cc est calculée et une comparaison
avec la fonction corrective obtenue via les paramètres de Kim et al. est présentée sur la figure 2.3.
Sur toute la gamme de diamètres, la différence relative à la fonction de correction de Kim n’excède
pas 4 %. Une comparaison est toutefois difficile lorsque les libres parcours moyens des particules sont
différents. En effet, les particules étudiées pour le calcul des paramètres étant de natures différentes,
on se focalise souvent sur les expériences basées sur une valeur commune de λm, comme c’est le cas
pour Kim et al., Hutchins et al. et Allen et Raabe. Ainsi, les fonctions calculées respectivement à
partir des paramètres d’ Hutchins et d’Allen et Raabe servent de bornes à la fonction corrective définie
par les coefficients de Kim. Reste à présent à définir l’expression de λm dans l’équation (2.3). Le calcul
du libre parcours moyen λm des particules d’aérosol dans un gaz à la température T et pression P est
effectué par correction du libre parcours moyen de référence λm,0 pour de l’air à température ambiante
3Le libre parcours moyen des molécules est la distance moyenne parcourue entre deux collisions inter-moléculaires
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Tableau 2.1: Valeurs des coefficients de Cunningham A, B et C donnés par divers auteurs pour la
correction de la loi de Stokes
Auteurs λm [nm] A B C
Knudsen et Weber (1911) 94.170 0.772 0.400 1.630
Millikan (1923b) 94.170 0.864 0.290 1.250
Davies (1945) 66.000 1.257 0.400 1.100
DeMarcus, Thomas (1952) 65.500 1.250 0.440 1.090
Reif (1958) 65.200 1.260 0.450 1.080
Fuchs (1964) 65.300 1.246 0.420 0.870
Dahneke (1973) 66.000 1.234 0.414 0.870
Allen et Raabe (1982) 67.300 1.155 0.471 0.596
Allen et Raabe (1985) 67.300 1.142 0.558 0.999
Rader (1990) 67.400 1.207 0.440 0.780
Hutchins et al. (1995) 67.300 1.231 0.4695 1.1783
Kim et al. (2005) 67.300 1.165 0.483 0.997
Figure 2.3: Différence relative à la fonction corrective de Cunningham calculée par Kim et al. par
rapport aux valeurs données par les auteurs du tableau 2.1.
T0 et à la pression atmosphérique P0 :
λm = λm,0 ×
(
T
T0
)2
×
(
P0
P
)
×
(
T0 + S
T + S
)
, (2.4)
λm,0 = 67.3× 10−9 m,
P0 = 101.3 kPa,
T0 = 296.15 K,
S = 110.4 K.
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La viscosité dynamique η est calculée de façon similaire à partir de η0 et T0 :
η = η0 ×
(
T
T0
)3/2
×
(
T0 + S
T + S
)
, (2.5)
η0 = 1.83245× 10−5 kg.m−1.s−1.
Finalement, la mesure de l’aérosol qui est effectuée par ce type d’instrument est une mesure massique
: la quantité de particules déposées sur chaque plaque de collecte, correspondant à chaque étage de
l’impacteur en cascade, est pesée. Le résultat s’exprime alors comme une valeur moyenne pour un
temps de prélèvement donné. Une relation entre distribution massique et distribution en nombre
permet, moyennant certaines hypothèses, d’obtenir une estimation de la DGN. La figure 2.4 présente
un impacteur en cascade et le schéma explicatif du fonctionnement du dispositif.
Figure 2.4: Photo d’un impacteur en cascade (figure de gauche) et le schéma de fonctionnement associé
(figure de droite).
L’ impacteur basse pression à détection électrique
L’impacteur basse pression à détection électrique (ou ELPI) décrit en 1992 par [Keskinen et al., 1992]
est une association d’instruments construite à partir d’un impacteur en cascade comme défini en 2.1.1
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auquel on vient ajouter un chargeur en amont et des électromètres à chaque étage d’impaction afin de
pouvoir dénombrer en temps réel les particules collectées. Le chargeur de particules est dans ce cas
une tête à effet couronne. La figure 2.5 présente l’ELPI et le schéma de fonctionnement associé.
Figure 2.5: Photo d’un impacteur basse pression à détection électrique (figure de gauche) et le schéma
de fonctionnement associé (figure de droite).
L’ Aerodynamic Particle Sizer
L’ Aerodynamic Particle Sizer (ou APS), dispositif de mesure crée par [Agarwal and Fingerson, 1979]
propose une nouvelle méthode pour dissocier les particules du fluide. L’aérosol passe à travers un orifice
très étroit et donc sa vitesse augmente considérablement, on parle alors d’orifice d’accélération. Au
cours de l’accélération du fluide porteur, les particules ajustent leur vitesse à celle du fluide, toutefois,
un retard d’ajustement opère. Ce retard est fonction du temps de relaxation et donc du diamètre
aérodynamique de la particule. En sortie de buse, la vitesse de chaque particule est calculée par
l’intermédiaire d’un faisceau laser dédoublé. Lors du passage à travers les faisceaux, les particules
diffusent la lumière et un miroir elliptique, placé à 90◦ de l’axe des lasers collecte la lumière et la
focalise sur un photo-détecteur en avalanche. Les impulsions lumineuses sont alors converties en
signaux électriques. Pour chaque particule, le temps de vol est estimé à partir du signal électrique
présentant deux pics (un pour chaque faisceau laser) comme l’intervalle de temps entre ces deux pics.
Pour les APS les plus récents, la résolution temporelle pour l’estimation du temps de vol est de 4 ns
ce qui assure une estimation précise du diamètre aérodynamique des particules à partir de ce temps
de vol. La figure 2.6 présente le modèle APS 3321 de la société TSI et son schéma fonctionnel.
2.1.2 Mesure de la distribution en diamètre diffusionnel ou thermodynamique
Le mouvement des très petites particules dans un fluide est erratique, aléatoire et est communément
appelé mouvement brownien. Mis en évidence par le botaniste Brown en 1857, et formulé mathéma-
tiquement par Einstein en 1905 qui décrivit ce phénomène comme initié par les impulsions transmises
à la particule par les molécules du fluide soumises à l’agitation thermique, le déplacement brownien
des particules s’effectue des zones de fortes concentrations aux zones de faibles concentrations (dif-
fusion particulaire). La diffusion est régie par la première loi de Fick qui traduit le fait que le flux
de particules J à travers une surface est proportionnel au gradient de la concentration en nombre ∇c
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Figure 2.6: Photo d’un Aerodynamic Particle Sizer 3321 (figure de gauche) et le schéma de fonction-
nement associé (figure de droite) extraits du manuel d’utilisation de l’instrument.
:
J = −D∇c, (2.6)
où D est le coefficient de diffusion de la particule de diamètre x, dont l’expression est liée à la constante
de Boltzmann kb, à la température du gaz porteur T , à la viscosité dynamique du gaz η et enfin à la
fonction de correction de Cunningham Cc :
D =
kbTCc(x)
3piηx
. (2.7)
A température constante, plus les particules sont petites et plus leur coefficient de diffusion est élevé,
ce qui entraîne une plus grande mise en agitation sous l’action du mouvement brownien. La seconde
loi de Fick traduit l’évolution temporelle de la concentration en nombre ∂c∂t pour un gaz stationnaire
:
∂c
∂t
= ∇(D∇c). (2.8)
En considérant un gradient non nul dans la seule direction axiale z, une solution de l’équation (2.8)
s’écrit :
c(z, t) =
1√
4piDt
exp
(
− z
2
4Dt
)
, (2.9)
qui n’est autre qu’une gaussienne dont l’écart-type croît linéairement avec le temps et dont la limite
quand t 7−→ 0 est la distribution de Dirac :∫ ∞
−∞
x2c(z, t)dz = 2Dt. (2.10)
L’équation de convection diffusion brownienne ajoute à l’équation (2.8) la prise en considération du
mouvement fluidique, ainsi, connaissant ~u le vecteur vitesse du fluide, (2.8) se réécrit :
∂c
∂t
= ∇(D∇c)−∇(~uc). (2.11)
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C’est une équation aux dérivées partielles (EDP) parabolique non stationnaire où le terme de diffusion
est représenté par le produit ∇(D∇c). La diffusion est alors dite normale.
La relation entre mécanismes de dépôt par diffusion et taille des particules via l’expression du paramètre
de diffusion D offre une nouvelle perspective pour la discrimination particule/fluide et est accompagnée
par le développement de dispositifs de mesure comme les batteries de diffusion. La notion de diamètre
équivalent intervenant cette fois revient à considérer un diamètre thermodynamique 4.
Les batteries de diffusion
Conçues à l’origine en 1900 pour le calcul du coefficient de diffusion des ions dans divers gaz par
[Townsend, 1900], le développement des batteries de diffusion pour la mesure des aérosols a fait l’objet
de nombreuses recherches conduisant à la création de dispositifs à géométries diverses : faisceau de
tubes cylindriques ou de plaques parallèles, des grilles, des lits granulaires. L’histoire de cet instrument
est retranscrite par [Knutson, 1999]. Le principe de base de fonctionnement de ce dispositif consiste
à introduire un aérosol dans un système où le dépôt par diffusion sur les parois d’un flux laminaire
d’aérosol est en cours. Mesurer la concentration en particules (filtres, CNC) amont et aval permet alors
une estimation du coefficient de diffusion et donc du diamètre des particules. En effet, contrairement
aux molécules du gaz porteur qui rebondissent sur les parois suite à une collision, les particules elles
restent collées, ainsi la concentration en particules au voisinage des parois est nulle, d’où la création
d’un flux diffusionnel vers les parois. La fonction de pénétration Pc qui traduit les pertes par diffusion
en fonction du diamètre des particules est alors donnée comme le ratio entre la concentration en nombre
entrante cin et celle sortante cout et est dépendante de la géométrie de la batterie de diffusion choisie
(représentée par le facteur ς) :
Pc(ς) =
cin
cout
. (2.12)
Cette fonction peut être évaluée expérimentalement ou théoriquement. L’estimation de la DGN est
ensuite effectuée à partir des valeurs prises par la fonction de pénétration et de la concentration en
nombre calculée en sortie du dispositif. Le calcul de la concentration en nombre de particules en aval
des batteries de diffusion est communément effectuée par un CNC comme pour l’exemple présenté
sur la figure 2.7 extraite de [Gensdarmes, 2008]. Le CNC à flux continu est l’instrument le plus
couramment utilisé pour mesurer la concentration en nombre des aérosols ultra-fins. Les particules
étant trop petites pour être détectées par les compteurs optiques classiques, il s’agit de les grossir
avant de les dénombrer. Le principe de grossissement d’une particule est basé sur la condensation
d’une vapeur sursaturée, de butanol ou d’eau le plus souvent, sur la particule à détecter. Lorsque
la vapeur entourant les particules atteint un certain degré de sursaturation, la vapeur commence à
se condenser sur les particules. On parle de condensation hétérogène. Si la sursaturation devient
suffisamment élevée, la condensation peut avoir lieu en l’absence de particules. On parle cette fois
de nucléation homogène : les molécules du gaz porteur se regroupent pour former des «clusters» en
raison du mouvement du gaz et des forces d’attraction de Van Der Walls qui régissent les interactions
électriques de faible intensité entre molécules et atomes notamment. Le degré de sursaturation Rsursat
est évalué par un rapport de saturation, défini comme la vapeur de pression partielle Pp divisée par la
tension de vapeur saturante Ps à une température donnée :
Rsursat =
Pp
Ps
. (2.13)
La taille minimale de particules capable d’agir comme noyau de condensation est modélisée par le
diamètre dit de Kelvin, noté xKel et défini par la relation suivante :
xKel =
4γsMs
ρRTa ln(Rsursat)
, (2.14)
4Le diamètre thermodynamique est le diamètre de la sphère ayant le même coefficient de diffusion que la particule
étudiée.
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Figure 2.7: Exemple de système de mesure utilisant une batterie de diffusion à grille et un
CNC [Gensdarmes, 2008].
où γs est la tension de surface du fluide condensé, Ms la masse moléculaire du fluide condensé, R la
constante universelle des gaz, ρ la densité du fluide condensé et Ta la température absolue. Ainsi xKel
est généralement de l’ordre de quelques nanomètres (entre 3 nm et 10 nm) pour les CNC commer-
cialisés à ce jour. Laser et photo-détecteurs sont ensuite chargés de la détection des microgouttelettes
ainsi générées. La figure 2.8 présente le CNC utilisé au laboratoire et son schéma de fonctionnement
associé. La séparation entre instrument dédié à la sélection et instrument dédié à la détection des
Figure 2.8: Photo d’un CNC modèle 3022A de la compagnie TSI (figure de gauche) et le schéma de
fonctionnement associé (figure de droite) extraite du manuel d’utilisation de l’instrument.
particules d’aérosol a donné naissance à d’autres dispositifs. Parmi ces associations, un exemple est
17
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le Spectromètre Diffusionnel et Inertiel (SDI) développé par [Boulaud and Diouri, 1988] qui associe en
série un impacteur en cascade (2.1.1) avec une batterie de diffusion à lits de billes de verre.
2.1.3 Mesure de la distribution en diamètre de mobilité électrique
La mesure de la distribution des particules en diamètre aérodynamique ou diamètre thermodynamique
se référant respectivement à des principes de séparation inertielle ou diffusionnelle laisse place depuis
quelques années à une autre technique de sélection basée sur les propriétés électriques des particules.
Lorsqu’elles sont entraînées par un fluide, les particules sont soumises à des forces d’inertie ~Fi et de
traînée ~Ft exprimées respectivement par la masse de la particule m fois son accélération d~vdt pour la
première et comme une correction de la loi de Stokes en fonction du milieu pour la seconde, leurs
expressions étant données comme suit :
~Fi = m
d~v
dt
, ~Ft =
3piηx
Cc(x)
(~u− ~v). (2.15)
Lorsque les particules aéroportées portant p charges élémentaires sont soumises à un champ électrique
~E, aux forces inhérentes aux particules en mouvement dans un fluide vient s’ajouter une force électrique
~Fe. Cette force s’exprime comme le produit de la charge p par le champ électrique ~E appliqué :
~Fe = p ~E. (2.16)
L’égalisation des forces (de traînée et électriques) conduit à l’expression de la vitesse de migration
électrophorétique finale ~ve :
~ve = Z ~E, (2.17)
où Z est la mobilité électrique des particules (vitesse de migration de la particule par unité de champ
électrique). Une pratique courante pour le calcul des forces de traînée est de définir la mobilité mé-
canique de la particule, notée B, telle que :
B(x) = Cc(x)
3piηx
, (2.18)
comme la force de traînée par unité de vitesse relative entre le gaz porteur et la particule. Ainsi,
~ve = Z ~E = peB ~E. La mobilité électrique Z définie en fonction de la tension U peut alors être
exprimée en fonction du diamètre x des particules par l’intermédiaire d’une nouvelle expression de la
mobilité électrique, notée Zd, et définie par la relation suivante :
Zd(x) = peB(x) = peCc(x)
3piηx
. (2.19)
La sélection des particules repose sur l’évaluation de la mobilité électrique pour une tension contrôlée et
sa traduction en terme de diamètre de mobilité électrique équivalent 5. Les deux paragraphes suivants
proposent une liste non exhaustive des dispositifs utilisant cette méthode de discrimination partic-
ules/fluide ainsi que différentes stratégies pour conférer à l’aérosol en entrée du système une charge
électrique donnée. En effet, l’étape qui consiste à transmettre une charge électrique aux particules
aéroportées est d’importance car comme la relation (2.19) l’indique, le critère de sélection dépend à la
fois du nombre de charges p portées par la particule et de son diamètre x. Par définition, la fonction
Zd n’est pas bijective, ainsi, à une mobilité électrique donnée peut correspondre plusieurs diamètres
de mobilité électrique traduisant la présence de 1, 2 ou plus de charges ce qu’illustre la figure 2.9.
Pour conférer un état de charges aux particules, une création artificielle d’ions dans le gaz est effec-
tuée par le biais de chargeurs. Deux catégories de chargeurs sont employés : les chargeurs unipolaires
5Le diamètre de mobilité électrique est le diamètre de la sphère dont la mobilité électrique Zd est égale à celle de la
particule étudiée.
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Figure 2.9: Mobilité électrique Zd en fonction du diamètre x et du nombre de charges p pour p =
1, 2, 3, 4, 5 .
qui utilisent l’effet couronne et les chargeurs bipolaires ou «neutraliseurs» qui utilisent une source ra-
dioactive. Les chargeurs à effet couronne utilisent les mécanismes dit de charge par diffusion et par
champ électrique. Conçus avec une ou plusieurs pointes métalliques alimentées par une haute tension
(quelques kV) et balayées par un débit d’air, ils permettent la création d’un plasma froid à pression
atmosphérique par décharge entre deux électrodes [Goldman et al., 1985]. La tension est appliquée
pendant un temps inférieur au temps de passage à l’arc qui produirait un plasma thermique. Les
ions au voisinage de la pointe sont transmis aux particules dans les régions d’ionisation créées par la
décharge. La production d’ions est très importante dans ce type de dispositif, toutefois, un contrôle
de cette production peut être assuré en ajustant la valeur du courant. Ce type de chargeur permet
d’obtenir une population de particules dont la répartition des charges électriques (positives ou néga-
tives selon la polarité de la tension appliquée) est connue. Les chargeurs à effet couronne peuvent
aussi être employés pour la neutralisation de l’aérosol à l’étude, cependant, il est préférable de choisir
les chargeurs bipolaires [Bemer et al., 2011]. En effet, les sources radioactives telles que l’ Américium
(241Am), le Krypton (85Kr), ou encore le Polonium (210Po) sont couramment utilisées pour la création
d’ions bipolaires qui vont ensuite neutraliser l’aérosol : dans un milieu gazeux contenant des partic-
ules et une concentration suffisamment forte d’ions bipolaires, une distribution bipolaire de charges se
développe sur les particules aéroportées en raison du mouvement thermique aléatoire des ions et des
collisions fréquentes ions/particules. Les aérosols étant par nature chargées électrostatiquement, cette
étape permet de conférer aux particules une distribution de charges contrôlée.
Le spectromètre de mobilité électrique
Le «Scanning Mobility Particle Sizer» (SMPS) est un dispositif qui couple un classificateur électro-
statique appelé Analyseur Différentiel de Mobilité Électrique (DMA) pour la sélection des particules
et un CNC en aval pour le dénombrement. Préalablement à la sélection, un impacteur inertiel per-
met de retirer les particules présentant les plus gros diamètres, la gamme de mesure de l’instrument
s’étendant de 1 nm à 1 µm. Ensuite les particules sont chargées par une source radioactive (85Kr pour
le SMPS 3936 utilisé) ou un chargeur à effet couronne afin de conférer un état de charges contrôlé
aux particules avant leur sélection. Finalement les particules aéroportées, chargées entrent dans la
colonne du DMA où elles sont soumises à un champ électrique induit par une différence de potentiel
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entre deux électrodes cylindriques qui va provoquer la migration des particules à travers la colonne
DMA de la buse d’injection d’aérosol vers la zone de collection. La migration des particules chargées
vers la sortie de l’analyseur est dépendante de leurs diamètres de mobilité électrique et du nombre de
charges électriques qu’elles portent. Tension et diamètre de mobilité électrique sont intimement liés
; en effet, la tension appliquée à l’électrode centrale du DMA correspond à un diamètre de mobilité
électrique extrait pour chaque temps, on parle de diamètre nominal d’extraction pour chaque tension
appliquée. Comme la tension évolue continument au cours de la mesure, d’où l’expression scanning,
on peut scruter une large gamme de diamètres de mobilité électrique, ce qui permet une caractérisa-
tion de l’aérosol sur plusieurs ordres de grandeur. Les particules sont enfin regroupées par canaux de
mobilité électrique, où chaque canal correspond à un intervalle de diamètres. Une fois sélectionnées,
les particules, après transport entre la zone d’extraction de la colonne du classificateur électrostatique
vers la chambre de détection du CNC, sont dénombrées. La figure 2.10 présente le SMPS modèle
3936 de la société TSI utilisé au laboratoire et le schéma de fonctionnement associé. Pour résumer, la
Figure 2.10: Photo d’un SMPS modèle 3936 (figure de gauche) et le schéma de fonctionnement associé
(figure de droite) extraite du manuel d’utilisation de l’instrument.
théorie de l’analyse différentielle de mobilité électrique se base sur la relation entre temps t, tension
appliquée à l’électrode centrale du DMA U(t), mobilité électrique Zu(U(t)) correspondant à la valeur
de la tension à partir de laquelle en posant Zu(U(t)) = Zd(p, x) on retrouve le diamètre équivalent de
mobilité électrique x. [Knutson and Whitby, 1975b] définirent en premier la relation entre la mobilité
électrique nominale d’extraction Zu pour une tension fixée U , un débit d’aérosol Qa, un débit d’air
filtré Qsh et les paramètres géométriques de la colonne DMA L, r1, r2 (longueur de la colonne et rayons
des électrodes intérieur et extérieur) comme :
Zu(U) =
(Qsh +Qa) ln
(
r2
r1
)
4piLU
. (2.20)
Pour chaque tension U , à partir de l’équation (2.20) et de l’expression de Zd en (2.19), il est possible
de calculer un diamètre nominal d’extraction en posant Zd(p, x) = Zu(U). Nous nous intéressons dans
cette thèse au cas où le DMA opère en mode scanning, et dans ce cadre, le résultat de mesure est un
nombre de particules comptées en fonction du temps. Une inversion de données permet à partir de
cette mesure de fournir une estimation de la DGN sous la condition de modéliser finement le processus
de mesure et toutes ses composantes. La modélisation du fonctionnement de l’instrument fait l’objet
de la section suivante.
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2.2 Modèle de réponse du SMPS
Les mesures effectuées par le SMPS sont des mesures «inline» que l’on qualifie de mesures quasi temps
réel car il existe un retard entre la sélection des particules par le classificateur électrostatique et la
détection par le compteur à noyau de condensation. La mesure de la distribution granulométrique de
l’aérosol n’est pas directe et nécessite une inversion de données à partir des comptages effectués par le
CNC. Cet aspect relatif au post-traitement des données sera traité en détails dans le chapitre 2. Cette
section se focalise sur la définition du modèle de mesure qui sera par la suite employé dans la procédure
d’inversion. La modélisation requiert une connaissance approfondie de la physique des aérosols et des
mécanismes mis en jeu lors de la mesure. Le modèle présenté exprime la relation entre le comptage y
du CNC à un temps t, et la DGN f lorsque la mesure n’est entachée d’aucune erreur.
Soit x le diamètre de particule et K la fonction spatio-temporelle (diamètre-temps) représentant la
physique du système reliant f à y(t), alors la réponse de l’instrument à un instant t donné s’exprime
de la façon suivante :
y(t) =
∫ +∞
0
K(t, x)f(log(x))d log(x). (2.21)
La modélisation prend en compte l’aspect dynamique de la mesure sous hypothèse de stationnarité
de la distribution en taille de particule f , ce qui se justifie par le temps réduit nécessaire à la mesure
(entre 30 s et 180 s généralement). Le CNC dénombre les particules et produit une mesure toutes les
100 ms. Ces comptages sont ensuite regroupés en canaux de mesure afin de fournir une mesure sur un
intervalle de temps plus long, de l’ordre d’une seconde. L’instrument offre la possibilité de choisir le
nombre de canaux pour la représentation des résultats de mesure, ainsi l’utilisateur peut choisir entre
16, 32, et 64 canaux par ordre de grandeur. La gamme de mesure couvrant 3 ordres de grandeur, la
résolution maximale est 3×64, soit 192 canaux. L’ observation pour le ième canal, noté Y [i], va donc
correspondre à la moyenne des observations dans l’intervalle de temps [T [i], T [i] + Tc[i]], Tc[i] et T [i]
étant respectivement le temps de comptage et le temps d’arrivée de la première particule dans le canal
i. Suivant le même raisonnement, la fonction K est modélisée par sa valeur moyenne sur le canal i
représentée par la fonction ki de sorte que (2.21) se réécrive :
Y [i] =
∫ +∞
0
ki(x)f(log(x))d log(x) , i = 1, ...,mc, (2.22)
mc étant le nombre de classes.
La fonction ki représentante de la physique modélise les 3 phases majeures de la mesure que sont la
neutralisation des charges, la sélection des particules et leur détection. Soient φ(p, x) la fraction des
particules de diamètre x portant p charges à la fin de la phase de neutralisation, ω¯i(p, x) la fonction
de transfert moyenne du classificateur DMA pour le canal i pour une particule de diamètre x portant
p charges et enfin ν(x) l’efficacité de détection du compteur pour une particule de diamètre x, alors ki
est définie par la relation :
ki(x) = QaTc[i]
+∞∑
p=1
φ(p, x)ω¯i(p, x)ν(x). (2.23)
Dans cette expression, l’évolution temporelle initialement représentée parK est remplacée par l’expression
de la fonction de transfert moyenne ω¯i dans ki définie par [Wang and Flagan, 1990] comme :
ω¯i(p, x) =
1
Tc[i]
∫ T [i]+Tc[i]
T [i]
ω(p, x, t)dt. (2.24)
Les fonctions ν et φ sont quand-à elles invariantes en temps, la première ne dépend que du diamètre
des particules et la seconde du diamètre et du nombre de charges portées. Il est important de noter que
le temps de comptage pour chaque canal n’est pas constant mais calculé comme le temps nécessaire
à la mobilité électrique pour passer du diamètre représentant du canal i au diamètre représentant du
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canal i+ 1. Il s’agit tout d’abord de définir les représentants de chaque canal i notés x[i]. Soient xg[i],
x[i] et xd[i] respectivement les diamètres minimum, géométrique et maximum associés au ième canal, en
posant xg[1] = 1.000× 10−9 m, x[1] = 1.018× 10−9 m et xd[1] = x[1]
2
xg [1]
, une discrétisation uniforme en
échelle logarithmique est définie. Les valeurs arbitraires posées pour xg[1] et x[1] sont en accord avec
la discrétisation réalisée pour le modèle SMPS 3936 utilisé aussi bien au LNE qu’à l’IRSN. Ce choix
est donc dépendant de l’instrument et les valeurs doivent être mises à jour quand un autre appareil est
utilisé.
Ensuite, pour l’expression de la mobilité électrique Zu, il est nécessaire de définir l’évolution de
la tension en fonction du temps U(t). [Wang and Flagan, 1990] définirent une rampe exponentielle
d’évolution du champ électrique et ils furent repris par [Collins et al., 2004] qui proposèrent la mod-
élisation suivante pour la rampe exponentielle de tension :
U(t) = Umin exp
(
t
ts
ln
(
Umax
Umin
))
, (2.25)
où ts est le temps de scanning, Umin et Umax les tensions minimale et maximale pour la mesure
effectuée. Pour chaque représentant x[i], il est donc possible d’exprimer la mobilité électrique pour p
égal à une charge à partir de (2.17) de sorte que :
Zd(x[i]) =
eCc(x[i])
3piηx[i]
=
(Qsh +Qa) ln
(
r2
r1
)
4piLU(t[i])
= Zu(U(t[i])). (2.26)
Le temps de comptage dans le canal i est alors donné comme la différence entre t[i + 1] et t[i] en
résolvant (2.26) :
Tc[i] =
ts
ln
(
Umax
Umin
) [ln(U(t[i+ 1])
Umin
)
− ln
(
U(t[i])
Umin
)]
. (2.27)
La figure 2.11 illustre l’évolution du temps de comptage pour chaque canal i représenté par son diamètre
géométrique x[i]. On observe une diminution du temps de comptage pour les plus grands diamètres.
Cela s’explique car le temps de comptage est calculé comme le temps de passage à travers une classe
en terme de mobilité électrique. Or la mobilité électrique est inversement proportionnelle au diamètre.
A présent, il s’agit d’expliciter les modèles retenus pour les fonctions φ, ω et ν dans l’équation (2.23).
Les sections 2.2.1, 2.2.2, 2.2.3 proposent à la fois un bref état de l’art des modèles existants pour
représenter mathématiquement chacun des phénomènes physiques ainsi que les choix réalisés.
2.2.1 Modélisation de la loi de charges
Les particules d’aérosols en suspension dans une atmosphère ionique bipolaire se chargent par cap-
ture d’ions gazeux. Quelle que soit la distribution de la charge initiale sur les particules, après un
certain temps, un régime stationnaire s’établit dans lequel le nombre de particules portant p charges
élémentaires (positives ou négatives) capturant un ion de même signe par unité de temps est égal au
nombre de particules portant p + 1 charges capturant un ion de signe opposé. En effet, par collision
avec les particules d’air sous l’effet de la source, les particules neutres d’aérosol vont acquérir une cer-
taine charge alors que les particules qui étaient initialement chargées vont perdre un certain nombre de
charges du fait de l’agitation thermique et de la force électrostatique. La distribution stationnaire de
charges après la phase de neutralisation a tout d’abord été modélisée par la loi de Boltzmann :
φ(p, x) =
exp(−p2/2σ2(x))∑∞
p=−∞ exp(−p2/2σ2(x))
, (2.28)
σ(x) =
√
xkbT
e
.
L’équilibre de la distribution bipolaire des charges portées par les particules d’aérosol, lorsque traité
uniquement comme un problème de diffusion des ions sur les particules suit la loi de Boltzmann.
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Figure 2.11: Évolution du temps de comptage Tc en fonction des diamètres géométriques x représentant
chacun des canaux de mesure.
[Bricard, 1949], [Gunn, 1954], [Junge, 1955], ou encore [Keefe et al., 1959] pour ne citer qu’eux ont
utilisé cette approche. [Fuchs, 1963] critiqua la démarche entreprise par ces auteurs en suggérant que
la distribution de charges ne pouvait être obtenue qu’en considérant les détails relatifs aux mécanismes
de collisions entre les ions et les particules pour les aérosols ultra-fins et il concéda que pour les
particules de plus gros diamètres, la loi de Boltzmann pouvait être employée (selon Fuchs, la condition
d’applicabilité des équations de Boltzmann se limite aux particules dont le diamètre x ≥ 600 nm sous
conditions de pression atmosphérique).
La théorie de Fuchs
La loi de Boltzmann s’applique aux états d’équilibre alors que les interactions entre les ions et les
particules sont des processus d’état stationnaire. Fuchs considéra ce problème en traitant le flux
d’ions à travers une particule d’aérosol sphérique en utilisant la méthode dit de la «sphère limite»
introduite initialement par Arendt et Kallmann en 1926. La théorie de la sphère limite suppose deux
régions séparées par une sphère imaginaire concentrique à la particule. A l’extérieur de la sphère, le
mouvement ionique est décrit par les équations de diffusion-mobilité relatives au régime continue. Les
ions émergeant de la sphère et se déplaçant à l’intérieur sont supposés ne pas entrer en collision avec les
molécules de gaz, de ce fait la théorie cinétique des gaz ainsi que la dynamique hamiltonienne peuvent
être appliquées, on est alors dans le cadre du régime moléculaire libre. Le nombre de collisions entre
les ions et les particules dépend de la mobilité des ions, de leur masse, mais aussi du diamètre des
particules et du signe des charges élémentaires qu’elles portent. Ce taux de collision est quantifié par
les coefficients d’attachement ou de combinaison ions/particules qui sont calculés par égalisation des
flux ioniques à la surface de la sphère limite. Si l’on note β±p le coefficient d’attachement des ions
positifs ou négatifs avec une particule portant p charges, p étant considéré comme positif si les charges
des ions et de la particule sont de même signe, alors :
β±p =
piv±I α
±δ±2 exp
(
−ϕ(δ)kbT
)
1 + exp
(
−ϕ(δ±)kbT
)
v±I α±δ±2
4D±a
∫ a
δ±
0 exp
(
ϕ
(
a
ξ
)
kbT
)
dξ
, (2.29)
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où a est le rayon de la particule, ξ = ar (r étant la distance entre la particule et l’ion), δ
± le rayon de
la sphère limite, α± la probabilité de collision entre un ion positif ou négatif et la particule et enfin ϕ
l’énergie potentielle électrostatique d’un ion quand celui-ci se déplace dans le champ électrostatique de
la particule chargée. δ± dépend du rayon de la particule a et du libre parcours moyen des ions positifs
ou négatifs λ± par la relation donnée par [Wright, 1960] :
δ± =
a3
λ±2
[
1
5
(
1 +
λ±
a
)5
− 1
3
(
1 +
λ±2
a2
)(
1 +
λ±
a
)3
+
2
15
(
1 +
λ±
a
) 5
2
]
. (2.30)
α± souvent appelé paramètre de Fuchs représente quant-à lui la fraction d’ions qui entrent dans la
sphère limite et atteignent la particule pour transférer leur charge. En l’absence de forces électriques,
cette probabilité de collision est définie par :
α± =
( a
δ±
)2
. (2.31)
En revanche, dans le cas de particules chargées, α± est calculé comme le paramètre de collision b
de distance apsoïdale minimale comme décrit par [Natanson, 1960]. Ainsi, α± s’exprime comme le
quotient :
α± =
bmin
δ
, (2.32)
où bmin est le minimum de :
b2 = r2
(
1 +
2
3kbT
(ϕ(δ)− ϕ(r)
)
, (2.33)
et ϕ s’exprime comme l’intégrale de la force d’interaction entre ion et particule Fint à une distance r
du centre de la particule :
ϕ(r) =
∫ +∞
r
Fintdr =
1
4pi0
(
ie2
r
− (− 1)e
2
+ 1
a3
2r2(r2 − a2)
)
. (2.34)
Le premier terme entre parenthèse dans l’équation (2.34) fait référence aux forces de Coulomb alors
que le second terme correspond à la force de l’interaction d’image induite par l’ion. En posant db
2
dr = 0,
on peut alors calculer le paramètre de collision minimal. Fuchs considéra b = 1 dans le cas de forces
électriques agissant entre ions et particules. [Hoppel and Frick, 1986] démontrèrent l’inexactitude de
l’hypothèse de Fuchs et proposèrent de nouvelles estimations de la probabilité de collision. Connaissant
les coefficients d’attachement entre les ions et les particules, le processus d’acquisition de charges
par les particules aéroportées pour un aérosol monodispersé est modélisé par le système d’équations
différentielles suivant [Marlow and Brock, 1975] :
dc±p
dt
= β±2p−1c
±
I c
±
p−1 + β
∓
1p+1c
∓
I c
±
p+1 − β±2pc±I c±p − β∓1pc∓I c±p , (2.35)
où cp et c±I représentent respectivement la concentration en nombre de particules portant p charges élé-
mentaires de signes positifs ou négatifs et la concentration en ions positifs ou négatifs. Sous l’hypothèse
de conditions d’états stationnaires (dc
±
p
dt = 0), [Hussin et al., 1983] donnent une expression de la fraction
de particules de diamètre x portant p charges après la phase de neutralisation :
φ(p, x) =

∏+∞
p=+1
(
β+p−1
β−p
)
Σ , si p ≥ 1∏+∞
p=+1
(
β−p+1
β+p
)
Σ , si p ≤ −1
1
Σ , sinon.
(2.36)
Σ =
+∞∑
p=1
 +∞∏
p=+1
(
β+p=−1
β−p
)+ −∞∑
p=−1
 −∞∏
p=−1
(
β−p=1
βp
)+ 1. (2.37)
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Contrairement aux équations de Boltzmann, le calcul de la distribution de charges requiert ici la
connaissance des propriétés ioniques modélisées par les variables D±I , v
±
I et λ
±
I . Ces propriétés ioniques
sont décrites dans la norme ISO15900 [Standard, 2009] comme obtenues par la théorie fondamentale
de la cinétique des gaz. Ainsi, le coefficient de diffusion est lié à la mobilité électrique des ions Z±I par
la relation d’Einstein :
D±I =
kbTZ
±
I
e
. (2.38)
La vitesse thermique des ions est donnée comme une fonction de la masse des ions positifs ou négatifs
m±I par l’équation :
v±I =
√
8kbT
pim±I
, (2.39)
Partant des expressions de v±I et de D
±
I , le libre parcours moyen des ions λ
±
I est modélisé dans
la plupart des travaux relatifs à la neutralisation des aérosols en milieu ionique bipolaire par les
équations de Maxwell–Chapman–Enskog. En utilisant une approximation du premier ordre de ces
équations, [Bricard, 1965] donne λ±I comme suit :
λ±I =
32
3pi
D±I
v±I
(
M
M +m±I
) 1
2
. (2.40)
[Fuchs and Sutugin, 1970] proposent en 1970 une nouvelle expression :
λ±I =
16
√
2
3pi
D±I
v±I
(
M
M +m±I
) 1
2
, (2.41)
et enfin [Pui, 1976] au cours de ses travaux de thèse sur la charge par diffusion des aérosols apporte
une correction à l’expression décrite par Bricard en exprimant λ±I comme :
λ±I =
1
1 + σλ
32
3pi
D±I
v±I
(
M
M +m±I
) 1
2
, σλ = 0.132. (2.42)
Suivant le même argument que celui donné par [Reischl et al., 1996], afin d’être cohérent avec la théorie
de Fuchs et les données expérimentales publiées dans la littérature, le choix de modèle pour l’expression
du libre parcours moyen des ions se porte sur le modèle de Fuchs et Sutugin.
L’avantage de la théorie décrite par Fuchs est qu’elle nécessite uniquement la connaissance des pro-
priétés ioniques que sont la masse et la mobilité électrique, en effet, les expressions pour D±I , v
±
I et
λ±I sont basées sur la connaissance de ces 4 paramètres. Cette théorie est confrontée depuis quelques
années aux résultats expérimentaux afin d’être validée. Parmi les auteurs qui se sont intéressés à cette
validation, [Reischl et al., 1996] statue que la théorie de Fuchs peut s’appliquer aux particules dont
le diamètre est supérieur à 2 nm. Il préconise toutefois de calculer la masse et la mobilité des ions
expérimentalement afin de garantir des valeurs adaptées pour les paramètres clés de cette théorie. Le
tableau 2.2 liste les valeurs des propriétés ioniques utilisées par divers auteurs et la figure 2.12 illustre
la valeur prise par φ lorsque les différentes propriétés ioniques décrites dans le tableau sont utilisées
et quand on considère une seule charge portée par chaque particule. Il est à noter que les valeurs des
propriétés ioniques présentées dans le tableau 2.2 ont été obtenues expérimentalement pour de l’air
sec. De ce fait, l’humidité relative et son impact sur la neutralisation sont ici négligés.
Bien que pertinent et adopté par nombre d’auteurs pour le calcul de la fraction de particules d’aérosol
chargées suite à la neutralisation, ce modèle reste complexe. Pour ces raisons, [Standard, 2009] recom-
mande d’utiliser les modèles respectivement développés par [Wiedensohler, 1988] et [Gunn, 1954].
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Tableau 2.2: Valeurs des propriétés ioniques utilisées dans la littérature par différents auteurs pour de
l’air sec.
Auteurs Z+I Z
−
I mI+ m
−
I
[cm2.V−1.s−1] [cm2.V−1.s−1] [amu] [amu]
Vohra (1969) 1.40 1.90 109 50
Mohnen (1977) 1.40 1.90 130 100
Hussin et al. (1983) 1.15 1.39 140 101
Porstendörfer et al. (1983) 1.15 1.39 140 101
Wen et al. (1984) 1.40 1.90 130 130
Hoppel et Frick (1986) 1.20 1.35 150 90
Wiedensohler et al. (1986) 1.35 1.60 148 130
Hoppel et Frick (1990) 1.33 1.84 200 100
Wiedensohler et Fissan (1991) 1.40 1.60 140 101
Reischl et al. (1996) 1.15 1.425 290 140
Figure 2.12: Fraction de charges φ(p = 1, x) en fonction du diamètre des particules x pour différentes
propriétés ioniques définies dans le tableau 2.2.
Les modèles de Wiedensohler et Gunn
Wiedensohler propose une expression empirique de la loi de charges pour des particules de diamètre
x portant au maximum p = 2 charges en se basant sur le modèle de Fuchs. Pour cette approx-
imation, masses et mobilités électriques des ions sont tirées des travaux de [Hussin et al., 1983] et
de [Wiedensohler et al., 1986] pour une probabilité de collision extraite de [Hoppel and Frick, 1986].
Sur la base de ces choix, Il exprime φ moyennant certaines conditions sur le couple (x, p) :
I1 = [(x, p), p = −1, 0, 1] , I2 = [(x, p), x ∈ [20 nm, 1 µm], p = −2, 2] .
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Si (x, p) ∈ I1 ∪ I2, alors
φ(p, x) = 10
∑5
i=0 ai(p)(log(x))
i
. (2.43)
NB : les diamètres x doivent être exprimés en nm.
Les coefficients ai(p) sont obtenus par une méthode de régression aux moindres carrés et sont répertoriés
dans le tableau 2.3. En ce qui concerne le modèle développé par Gunn, il ne s’applique que pour les
Tableau 2.3: Valeur des coefficients ai(p) de l’équation (2.43) calculés par Wiedensohler et al. (1988).
p a0(p) a1(p) a2(p) a3(p) a4(p) a5(p)
−2 −26.3328 35.9044 −21.4608 7.0867 −1.3088 0.1051
−1 −2.3197 0.6175 0.6201 −0.1105 −0.126 0.0297
0 −0.0003 −0.1014 0.3073 −0.3372 0.1023 −0.0105
1 −2.3484 0.6044 0.48 0.0013 −0.1553 0.032
2 −44.4756 79.3772 −62.89 26.4492 −5.478 0.5049
particules portant au minimum p = 3 charges. Ce modèle est basé sur les expériences qu’il mena sur les
poussières de silice notamment. Partant des équations de base d’électrification des aérosols, il donne
l’expression suivante pour φ :
φ(p, x) =
√
1
2piθ
exp
−
(
p− θ ln( c
+
I
c−I
Z+I
Z−I
)
)2
2θ
 , (2.44)
avec θ = 2pi0xkbT
e2
, où 0 est la constante diélectrique du vide.
Le modèle approche φ par une distribution gaussienne, symétrique par rapport à l’axe p = 0 (particule
neutre), sous la condition
(
c+I
c−I
Z+I
Z−I
)
= 1. Cependant, les ions positifs et négatifs ont des comporte-
ments qui diffèrent en terme de mobilité électrique notamment. Wiedensohler propose les estimations
suivantes pour le rapport des concentrations et des mobilités électriques entre les ions positifs et les
ions négatifs : Z
+
I
Z−I
= 0.875 et c
+
I
c−I
= 1. La différence en terme de concentration est considérée comme
négligeable et les ions négatifs sont plus mobiles que les ions positifs.
RESUME
Le modèle de Fuchs décrit en section 2.2.1 s’avère plus complexe et plus difficile à mettre en œuvre
que les modèles préconisés par la norme relative à la détermination de la distribution granulométrique
par analyse différentielle de mobilité électrique. Néanmoins, le modèle est plus complet et offre une
meilleure représentation de la physique associée à l’acquisition de charges par les particules d’aérosol
en milieu ionique bipolaire d’où le choix de ce modèle pour l’expression de la loi de charges. Les
propriétés ioniques choisies sont celles décrites par [Reischl et al., 1996] et le modèle adopté considère
les modifications apportées par [Hoppel and Frick, 1986] au modèle de Fuchs pour la probabilité de
collision ions/particules.
2.2.2 Modélisation de la fonction de transfert du DMA
Fonction de transfert du DMA
Une fonction de transfert en mathématique est une fonction reliant l’entrée et la sortie d’un système.
La fonction de transfert du DMA, noté ω, représente la probabilité qu’une particule de diamètre x
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portant p charges lorsque soumise au champ électrique ~E à l’intérieur de la colonne du classificateur
électrostatique soit sélectionnée. Dans cette partie, 3 modèles sont explicités. Le premier modèle
considère un champ électrique ~E fixé, on parle alors de modèle statique alors que le deuxième modèle
considère cette fois un champ électrique ~E(t) évoluant au cours de la mesure, comme c’est le cas
pour le SMPS. Pour finir, le dernier modèle présente le modèle choisi qui couple à la fois les aspects
dynamiques liés à l’évolution du champ électrique mais aussi la diffusion des particules à travers la
colonne du classificateur électrostatique qui était négligée dans les précédents modèles. Il est à noter que
les équations du modèle sont adaptées aux DMA axiaux : les particules entrent dans la colonne suivant
un flux axial et les particules chargées migrent selon la direction radiale vers la zone de collection.
Fonction de transfert idéale pour un champ électrique stationnaire
[Knutson and Whitby, 1975b] [Knutson and Whitby, 1975a] ont montré qu’en négligeant la diffusion,
les particules traversent la colonne selon des trajectoires pour lesquelles la fonction de courant des
particules Γ est constante :
Γ(r, z) = Ψω + ZdΦω, (2.45)
où ψω est la fonction courant du gaz porteur définissant les composantes axiales et radiales de la vitesse
du gaz uz et ur par : {
uz = −1r ∂Ψω∂r ,
ur =
1
r
∂Ψω
∂z .
(2.46)
Partant des équations définies en (2.46), la fonction courant ψω peut être réécrite sous la forme suivante
:
Ψω =
∫
r,z
(rurdz − ruzdr) . (2.47)
La fonction flux électrique φω est liée quant-à elle au champ électrique E appliqué à l’électrode centrale
du DMA dont les composantes axiale Ez et radiale Er sont données par les relations :{
Ez = −1r ∂Φω∂r ,
Er =
1
r
∂Ψω
∂z .
(2.48)
Comme pour la fonction courant, la fonction flux électrique se réécrit :
Φω =
∫
r,z
(rErdz − rEzdr) . (2.49)
Le champ électrique étant uniforme entre les deux électrodes, Ez = 0 et Er = U
r ln
(
r2
r1
) . De plus,
le flux d’air filtré entraînant les particules est supposé laminaire dans la direction axiale, sa vitesse
radiale est donc nulle (ur = 0). Ces hypothèses ajoutées au fait que Γ est constante sont utilisées
par [Knutson and Whitby, 1975b] pour définir la fonction de transfert du DMA dans le cas statique.
En notant β et δ les 2 ratios de flux tels que :
β =
Qa +Qm
Qsh +Qex
, δ =
Qm −Qa
Qm +Qa
, (2.50)
ils donnent l’expression de ω en fonction de la mobilité nominale d’extraction Z∗ pour une tension
considérée par l’équation suivante :
ω(Z,Z∗) = max
{
0,min
[
1,
Z
Z∗ + β − 1
β − βδ ,
1 + β − ZZ∗
β − βδ
]}
. (2.51)
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Fonction de transfert idéale pour un champ électrique non-stationnaire
Dans le cas dynamique, autrement dit pour un champ électrique évoluant continuellement au cours du
temps, il s’agit de définir comment les particules d’aérosol vont migrer vers la zone de collection. La
valeur du champ électrique est obtenue par résolution des équations de Maxwell en annexe A et son
expression dépend encore une fois uniquement de sa valeur radiale au cours du temps :
E(r, t) = − U(t)
ln( r2r1 )r
. (2.52)
La mobilité électrique Z est définie par les équations (2.17) et (2.19), où ve est la vitesse limite atteinte
après une période d’accélération. Supposons cette période d’accélération négligeable, ainsi la vitesse
dit limite est atteinte dès l’entrée des particules dans le champ électrique. Notons alors r(t) la position
radiale d’une particule à l’intérieur du DMA à l’instant t. Par construction, r(t = t0) est défini comme
la position radiale de la particule à l’entrée de la colonne du DMA. En dérivant r(t), on a :
dr
dt
= ZE(r, t) = −Z U(t)
ln( r2r1 )r(t)
. (2.53)
L’équation différentielle définie par (2.53) avec la condition initiale r(t = t0) = r0 a pour solution
:
r2(t) = r20 − 2
Z
ln( r2r1 )
∫ t
t0
U(ζ)dζ. (2.54)
Soit tf le temps de résidence de la particule à l’intérieur de la colonne DMA défini comme égal au
temps de résidence de l’aérosol à l’intérieur de la colonne :
tf =
pi(r22 − r21)L
Qsh +Qa
, (2.55)
alors
r2(t0 + tf ) = r
2
0 − 2
Z
ln( r2r1 )
∫ t0+tf
t0
U(ζ)dζ, (2.56)
et par conséquent, la mobilité électrique est telle que :
Z =
ln( r2r1 )
2
∫ t0+tf
t0
U(ζ)dζ
(r20 − r2(t0 + tf )). (2.57)
Connaissant l’expression de la mobilité électrique, la suite consiste à étudier les trajectoires limites de
sélection des particules entrantes dans la colonne pour une position radiale donnée.
Soient ∆inl et ∆out respectivement les largeurs des tubes d’entrée et d’extraction de la colonne DMA
présentés sur la figure 2.13 en annexe. Une particule est sélectionnée si et seulement si r1 < r(t0 +tf ) <
r1 + ∆inl. 4 configurations sont alors étudiées. Les figures 2.13 et 2.14 montrent respectivement un
schéma simplifié de la colonne du DMA ainsi que les 4 configurations correspondant aux trajectoires
limites.
Les 4 configurations illustrées graphiquement sur la figure 2.14 sont traduites numériquement par les
conditions aux limites suivantes :
Configuration 1 {
r0 = r2,
r(t0 + tf ) = r1 + ∆out,
(2.58)
29
30 Modélisation du processus de mesure
Figure 2.13: Schéma simplifié de la colonne DMA.
Configuration 1 Configuration 2
Configuration 3 Configuration 4
Figure 2.14: Illustration des 4 trajectoires limites à l’intérieur de la colonne du DMA.
Configuration 2 {
r0 = r2 −∆inl,
r(t0 + tf ) = r1,
(2.59)
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Configuration 3 {
r0 = r2 −∆inl,
r(t0 + tf ) = r1 + ∆out,
(2.60)
Configuration 4 {
r0 = r2,
r(t0 + tf ) = r1.
(2.61)
Il s’agit de résoudre l’équation (2.57) pour chacune des configurations. Nous ne détaillons que la
configuration 1, la résolution est alors similaire pour les 3 autres cas.
Pour commencer, il est intéressant de remarquer que :
(r20 − r2(t0 + tf )) = (r22 − (r1 + ∆inl)2), (2.62)
=
(Qsh +Qa −Qm +Qex)
2piv1
. (2.63)
En posant < U >= 1tf
∫ t0+tf
t0
U(ζ)dζ, qui n’est autre que la tension moyenne pour un passage dans la
colonne DMA, on obtient
Z1 =
ln( r2r1 )(Qsh +Qa −Qm +Qex)
4 < U > pitfv1
. (2.64)
En posant L = tfv1 (= tfv2 = tfv3 = tfv4 pour les autres configurations), on a :
Z1 =
ln( r2r1 )(Qsh +Qa −Qm +Qex)
4 < U > piL
. (2.65)
En procédant de la même manière, on obtient pour les configurations 2, 3 et 4 :
Z2 =
ln( r2r1 )(Qsh −Qa −Qm +Qex)
4 < U > piL
, (2.66)
Z3 =
ln( r2r1 )(Qsh +Qa +Qm +Qex)
4 < U > piL
, (2.67)
Z4 =
ln( r2r1 )(Qsh −Qa +Qm +Qex)
4 < U > piL
. (2.68)
Les mobilités électriques sont alors établies sous les hypothèses suivantes :
1. Quasi-stationnarité du système
2. Vitesse limite ve atteinte instantanément
3. Débits choisis tels que les vitesses v1, v2, v3, v4 soient constantes et égales à Ltf
4. Profil de vitesse uniforme à l’intérieur de la colonne DMA
Sous les hypothèses définies ci-dessus, la fonction de transfert du DMA est déduite :
ω(p, x, t) =

0 , Zu(U¯(t)) ≤ Z3, Zu(U¯(t)) ≥ Z2,
1
Qa
[
Zd(p,x)
Zu(U¯(t))
− (Qsh −Qm)
]
, Z3 ≤ Zu(U¯(t)) ≤ min(Z1, Z4),
min
(
1, QmQa
)
,min(Z1, Z4) ≤ Zu(U¯(t)) ≤ max(Z1, Z4),
1
Qa
[
Qsh +Qa − Zd(p,x)Zu(U¯(t))
]
,max(Z1, Z4) ≤ Zu(U¯(t)) ≤ Z2,
(2.69)
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sachant que la tension moyenne pour un passage dans la colonne du DMA U¯(t) est définie à partir de
l’équation (2.25) comme :
U¯(t) =
1
tf
∫ t−td
t−td−tf
U(t′)dt′
=
1
tf
∫ t−td
t−td−tf
Umin exp
(
t′
ts
ln
(
Umax
Umin
))
dt′,
=
Uminτ
tf
exp
(
t− td
tf
)(
1− exp
(
− tf
τ
))
, (2.70)
avec τ tel que :
τ =
ts
ln
(
Umax
Umin
) . (2.71)
La tension moyenne calculée en (2.70) prend en compte le retard entre sélection et détection des partic-
ules, en effet, une particule dénombrée par le CNC au temps t a en réalité était sélectionnée par le DMA
dans l’intervalle de temps [t− td− tf , t− td] en modélisant par la variable td le temps de transport des
particules entre la sortie de la colonne et l’entrée dans la chambre de détection du CNC (plus couram-
ment nommé temps de plomberie). L’équation définissant la fonction de transfert en (2.69) rejoint la
formulation réalisée par [Wang and Flagan, 1990] qui furent les premiers à justifier la conservation de
la forme de la fonction de transfert pour un champ électrique suivant une rampe exponentielle, lançant
ainsi le développement du mode scanning du DMA qui permet aujourd’hui d’obtenir une estimation
de la DGN d’un aérosol en moins d’une minute. Suite à ces développements, [Collins et al., 2004]
proposèrent une approche par simulations de Monte-Carlo de la trajectoire des particules à l’intérieur
de la colonne lorsque le champ électrique suit une rampe exponentielle et montrèrent des distorsions
de la fonction de transfert par rapport à sa forme triangulaire idéale. Ils imputèrent alors ces dis-
torsions aux ratios des temps tfτ , des débits
Qsh
Qa
et au calcul du temps td. Ils furent ensuite repris
par [Mamakos et al., 2008] qui dérivèrent une expression analytique de la fonction de transfert basée
sur le calcul d’une solution analytique pour les trajectoires des particules non diffusives à l’intérieur
du DMA. Contrairement à Wang et Flagan qui assument un écoulement dit piston 6, ils choisissent
un écoulement laminaire complètement développé à l’intérieur de la colonne du classificateur. Les
approches proposées dans cette section négligent toutefois une propriété importante qui est la diffu-
sion des particules de faibles diamètres lors de la sélection. La section suivante décrit les modèles
permettant d’intégrer cet aspect.
Fonction de transfert diffusive
Si le transport convectif est prédominant pour les particules dont le diamètre dépasse quelques centaines
de nanomètres, dès lors que la taille des particules décroit, le transport diffusif prend progressivement
le pas. Le nombre de Peclet sans dimension Pe est généralement utilisé pour caractériser l’impact de
la diffusion. Il est défini comme le ratio entre la mobilité et la diffusion des particules en terme de flux
(le flux électrophorétique des particules divisé par le flux diffusif des particules) lors de la phase de
sélection par mobilité électrique. On rappelle que D est défini par l’équation 2.7 :
D =
kbTCc(x)
3piηx
=
kbT
pe
Zd. (2.72)
6L’écoulement piston modélise un écoulement turbulent limite où la vitesse globale est primordiale par rapport aux
tourbillons qui ne font qu’assurer l’homogénéité transversale de la veine fluide. Il est caractérisé par une progression du
fluide en tranches parallèles et indépendantes, sans échange de matière, la diffusion axiale étant négligeable, à la manière
d’un piston dans un cylindre.
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Pour une tension fixée U et donc une intensité du champ électrique E, Pe est alors calculé pour un
DMA cylindrique [Flagan, 1999] comme suit :
Pe =
(r2 − r1)ve
D
, (2.73)
=
pe(r2 − r1)E
kbT
, (2.74)
=
peU
kbT
1− r1r2
ln
(
r2
r1
) . (2.75)
Ce paramètre est surtout utilisé pour la comparaison des performances des DMA. Les premiers à
observer les pertes par diffusion et les effets d’élargissement occasionnés sur la fonction de transfert du
DMA furent [Kousaka and Okuyama, 1985] qui utilisèrent 2 DMA connectés en série (on parle alors
d’un système de tandem-DMA). Ils proposèrent alors un autre indicateur de l’impact de la diffusion
qui est le ratio entre les effets de la diffusion brownienne, modélisés par le terme D¯ et le mouvement
électrostatique des particules en mouvement dans le classificateur représenté par le paramètre E¯ :
D¯
E¯
=
 DL
r21
(
Qsh+Qa
pi(r21−r22)
)

 ZuLU
r21
(
Qsh+Qa
pi(r21−r22)
)
ln
(
r1
r2
)
 =
2piLD
Qsh
. (2.76)
Cet indicateur est déterminé à partir de l’équation de convection-diffusion brownienne décrite en (2.11)
adimensionnée dans le cas stationnaire. Toutefois, l’intérêt étant la détermination de la fonction de
transfert avec prise en compte de la diffusion brownienne des particules à travers la colonne du DMA,
il s’agit de résoudre l’équation traduisant le mouvement des particules à l’intérieur de la zone de
sélection. L’équation traduisant ce déplacement est donnée par [Otto et al., 1996] par l’équation aux
dérivés partielles suivante :
∂c
∂t
= ∇(D∇c)−∇(~vec)−∇(~uc), (2.77)
qui n’est autre que l’équation de convection-diffusion brownienne avec ajout du terme relatif à la
migration des particules dans le champ électrique ∇(~vec). Stolzenburg proposa tout d’abord de sim-
plifier l’équation (2.77) en considérant un gaz porteur incompressible, de flux laminaire et un champ
électrique stationnaire de profil axial uniforme sur toute la longueur L de la colonne. Ces conditions
assurent : une vitesse du flux d’air filtré exprimée uniquement sur sa composante axiale uz, une vitesse
électrophorétique des particules exprimée uniquement sur sa composante radiale ve(r) de sorte que
l’équation (2.77) se réécrive sous la forme :
∂c
∂t
= D
∂2c
∂2z
+D
∂2c
∂2r
− uz(r)∂c
∂z
− ∂c
∂r
 ZdU
r ln
(
r2
r1
) − D
r
 . (2.78)
Il est à noter que l’expression de uz dépend des hypothèses réalisées concernant le gaz porteur. Dans
le cas d’un écoulement piston, sa valeur est constante et égale à :
uz(r) =
(
Qsh +Qa
pi(r22 − r21)
)
, (2.79)
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alors que pour un écoulement laminaire complètement développé, [Kerouanton et al., 1996] donne
l’expression suivante de uz :
uz(r) = A1r
2 +A2 ln(r) +A3, (2.80)
A1 = − 2(Qsh+Qa)
pi
(
r42−r41−
(r22−r21)2
ln( r2r1 )
) ,
A2 = A1
r22−r21
ln
(
r1
r2
) ,
A3 = −A1r22 −A2 ln(r2).
La résolution de l’équation (2.78) par [Stolzenburg, 1988] donnée en annexe B établit l’expression de la
fonction de transfert diffusive pour une tension fixée U . Partant de cette expression, nous considérons
une valeur moyenne de la tension pour un passage dans la colonne du DMA U¯(t) pour laquelle on
détermine une fonction de transfert ce qui permet de conserver l’hypothèse de champ stationnaire faite
par Stolzenburg et ainsi pour le modèle générale défini par l’équation (2.22) de pouvoir déterminer une
fonction de transfert diffusive moyenne relative à un temps de comptage :
ω(p, x, t) =
σ˜√
2β(1− δ)

 Zd(p,x)Zu(U¯(t)) − (1 + β)√
2σ˜
+ 
 Zd(p,x)Zu(U¯(t)) − (1− β)√
2σ˜
−

 Zd(p,x)Zu(U¯(t)) − (1 + βδ)√
2σ˜
− 
 Zd(p,x)Zu(U¯(t)) − (1− βδ)√
2σ˜
,
(2.81)
où les paramètres β et δ sont décrits dans l’équation 2.50.
Le déplacement diffusif des particules à l’intérieur de la colonne σ˜ est alors évalué comme une intégrale
le long de la trajectoire de migration des particules dans la colonne. Il est donné de la façon suivante
:
σ˜ =
√
G
Zd(p, x)
Zu(U¯(t))
ln
(
r2
r1
)
kbT
peU¯(t)
, (2.82)
où G est le facteur géométrique défini par la relation :
G =
4(1 + β)2
1− r21
r22
[
I(
r21
r22
) +
(
r22 − r21
2(1 + β)Lr2
)2]
. (2.83)
La fonction I dépend du profil de vitesse, son expression diffère donc en fonction du type d’écoulement
considéré. Soient Ip et If les fonctions pour un écoulement piston et un écoulement laminaire com-
plètement développé, alors : Ip(x) =
1+x
2 ,
If (x) =
1
4
(1−x2)(1−x)2+ 5
18
(1−x3)(1−x) ln(x)+ 1
12
(1−x4) ln2(x)
(1−x)[− 12 (1+x) ln(x)−(1−x)]
2 ,
(2.84)
et enfin (x) est l’intégrale de la fonction d’erreur de Gauss notée erf :
(x) =
∫ x
0
erf(u)du = xerf(x) +
1√
pi
exp(−x2). (2.85)
La figure 2.15 illustre l’évolution des fonctions de transfert idéale et diffusive pour différentes valeurs
des diamètres de mobilité électrique. Hauteur et largeur de la fonction de transfert diffusive tendent
vers les valeurs prises par la fonction de transfert idéale lorsque le diamètre des particules consid-
érées augmentent. La diffusion devient négligeable à partir de quelques centaines de nanomètres.
Stolzenburg fût donc le premier à développer une équation semi-analytique pour l’expression de la
fonction de transfert du DMA avec prise en compte de la diffusion brownienne. Cette approche
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Figure 2.15: Fonction de transfert diffusive et non diffusive pour différentes valeurs du diamètre de
mobilité électrique.
est la plus couramment utilisée pour représenter ω. Cela s’explique surtout par sa facilité de mise
en œuvre ainsi que par le nombre d’auteurs qui l’ont validé numériquement et expérimentalement.
Certains comme [Hagwood et al., 1999] ont considéré une approche de type Monte-Carlo en simu-
lant les trajectoires aléatoires des particules soumises au mouvement brownien à l’intérieur de la
colonne. Ils démontrèrent que la théorie de Stolzenburg qui ne prend pas en compte les pertes par
diffusion sur les parois restait valide pour les particules dont le diamètre dépassait environ 10 nm. Plus
tard, [Mamakos et al., 2007] emploie une méthode par différences finies au 4ème ordre afin de résoudre
numériquement l’équation (2.77) et confirme la théorie de Stolzenburg. Ces études théoriques ont
été corroborées par des études expérimentales, notamment une étude récente [Jiang et al., 2011] com-
parant les performances de 5 DMA qui concède un bon accord entre les prédictions de Stolzenburg pour
des particules d’un diamètre allant jusqu’à 1.16 nm ce qui dépasse même les réserves théoriques faites
initialement par Hagwood et al. . Une autre méthode consiste à paramétrer la fonction de transfert
en utilisant généralement 2 paramètres correspondant respectivement aux deux principaux effets de la
diffusion : d’une part, les pertes de particules dues aux connections par tuyaux notamment à l’entrée
de la colonne DMA réduisant ainsi l’aire de la fonction de transfert, et d’autre part, l’élargissement des
trajectoires des particules à l’intérieur de la colonne qui augmente la largeur de la fonction de transfert.
Différents auteurs comme [Birmili et al., 1997], [Fissan et al., 1998] ou [Martinsson et al., 2001] se sont
ainsi intéressés expérimentalement à ces deux paramètres que sont le coefficient d’élargissement αel et
de pénétration αpen. Ainsi, la fonction de transfert incluant le comportement diffusif des particules
peut s’exprimer en fonction de ces deux paramètres de la façon suivante :
ω(p, x, t) =

αelαpen
[
1 + αel
Qm
Qa
(
Zd(p,x)
Zu(U¯(t))
− 1
)]
, 1− QaαelQm ≤
Zd(p,x)
Zu(U¯(t))
≤ 1
αelαpen
[
1 + αel
Qm
Qa
(
1− Zd(p,x)
Zu(U¯(t))
)]
, 1 ≤ Zd(p,x)
Zu(U¯(t))
≤ 1 + QaαelQm ,
0 , sinon.
(2.86)
Coefficients de pénétration et d’élargissement sont en général déduis d’expériences pour une taille
donnée de particules et donc pour une tension fixée. En effet, partant du modèle théorique décrit par
la relation (2.86), une méthode d’optimisation permet de définir les valeurs optimales de αel et αpen
pour des expériences spécifiques. Il n’existe pas à notre connaissance aujourd’hui de définition pour
ces paramètres qui restent valides pour tout type d’instruments et d’aérosols.
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RESUME
Comme décrit dans l’équation générale du modèle donnée en 2.22, la fonction de transfert du DMA
est moyennée sur un temps de comptage des particules relatif à chaque canal. Pendant cet intervalle
de temps, on considère une valeur moyenne du champ électrique appliquée lors de la sélection des
particules sous-entendant la connaissance des temps de plomberie et de résidence à l’intérieur de la
colonne du DMA, respectivement td et tf (ces deux paramètres permettent de prendre en considération
le temps de retard du système correspondant au temps de transport des particules à travers le DMA
et entre la sortie du DMA et la chambre de détection du CNC). Il est à noter que contrairement
à [Russell et al., 1995] qui considère une distribution des temps de transfert, les valeurs décrites dans
le modèle sont scalaires. Pour chaque canal, le champ électrique est donc considéré constant, ainsi, le
modèle de Stolzenburg peut être utilisé car il part de l’hypothèse d’ un champ électrique stationnaire
et uniforme le long de la colonne pour sa définition de ω. Nous choisissons d’intégrer la théorie de
Stolzenburg pour plusieurs raisons : cette approche a été validée par de nombreux auteurs aussi bien
théoriquement que sur des données expérimentales, cette approche est rapide à mettre en œuvre et
reste valide sur l’ensemble de la gamme de mesure de l’instrument. Les techniques de simulation
de Monte-Carlo qui modélisent les trajectoires des particules soumises à la diffusion brownienne sont
coûteuses en temps de calcul et ne sont pas considérées ici. En effet, sachant que la problématique est
l’incertitude de mesure associée à la mesure par SMPS, un appel au modèle de mesure ne peut pas se
permettre de nécessiter trop de temps CPU car de tels appels peuvent être répétés des milliers de fois
comme nous le verrons dans le dernier chapitre. De plus, sachant que l’estimation de la granulométrie
est obtenue après une procédure d’inversion qui consiste en la minimisation d’un critère comme nous le
verrons dans le chapitre 2, il est important de s’assurer que ce critère n’est pas entachée de l’incertitude
associée au nombre fini de simulations nécessaires à la création de la fonction de transfert du DMA.
Nous rejetons par la même occasion la technique qui consiste à paramétrer la fonction de transfert
par les paramètres d’élargissements et de pénétration car il est difficile de définir des valeurs restant
valides pour tout aérosol et tout instrument alors que l’approche de Stolzenburg fait consensus dans le
domaine.
2.2.3 Le modèle pour l’expression de l’efficacité de détection du compteur
Contrairement aux modèles présentés dans les sections 2.2.1 et 2.2.2, l’efficacité de détection du comp-
teur (spécifique à chaque instrument) n’est pas modélisée mais bien mesurée. Dans cette partie, nous
considérons les 3 modèles de CNC les plus couramment utilisés : les modèles TSI 3022, TSI 3010 et
TSI 3025. Caractériser les performances de chaque compteur revient à évaluer l’efficacité de détection
en fonction du diamètre des particules.
L’efficacité de détection de chacun des compteurs considérés a été calculée en utilisant la méthode
d’étalonnage développée par [Liu and Pui, 1974]. Dans cette méthode, le CNC à calibrer et un élec-
tromètre aérosol (servant de référence) mesurent simultanément la concentration en nombre de par-
ticules d’un aérosol monodispersé (un aérosol de composition particulière est généré, par exemple à
base de particules d’argent, et passe ensuite par le classificateur DMA opérant en mode stepping à une
tension fixée correspondant à un seul diamètre). Le ratio des concentrations mesurées par le CNC sur
celles mesurées par l’électromètre pour le diamètre considéré donne l’efficacité de détection du CNC à
ce diamètre. L’opération est enfin répétée pour un nombre de points pour lesquels une évaluation de
l’efficacité est souhaitée.
La figure 2.16 montre les courbes d’efficacité pour les 3 compteurs. Les CNC sont caractérisés générale-
ment par leur diamètre de coupure qui est le diamètre à partir duquel 50% des particules sont détectées.
Pour le modèle 3022, ce diamètre possède une valeur aux alentours de 7 nm, contre 11 nm pour le
modèle 3010 et 4 nm pour le modèle 3025.
La fonction ν entrant dans la définition des fonctions noyaux de l’équation (2.23) est alors obtenue par
interpolation linéaire entre les points expérimentaux. Nous ne proposons aucune modélisation pour
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Figure 2.16: Efficacité de détection ν en fonction des diamètres x pour 3 modèles de CNC utilisés au
LNE et à l’IRSN.
la définition de cette fonction, elle est simplement déduite des expériences. En effet, un tel modèle
viendrait augmenter le nombre de paramètres intervenant dans la définition des fonctions noyaux et
complexifier le modèle de réponse de l’instrument.
Toutefois, de nombreux auteurs se sont intéressés aux effets induits par certains paramètres sur cette
fonction.
[Mertes et al., 1995] ont montré l’influence de la différence de température entre condenseur et satu-
rateur sur l’efficacité de détection du CNC 3010. [Ankilov et al., 2002] lors d’une intercomparaison en
2002 ont quant-à eux mis en évidence la dépendance de l’efficacité de détection par rapport à la compo-
sition de l’aérosol étudié. La figure 2.17 propose les résultats publiés par Ankilov et al. des mesures par
Figure 2.17: Effets de la composition de l’aérosol sur l’efficacité de détection des CNC 3010 et
3022 [Ankilov et al., 2002].
les CNC 3010 et 3022 sur des aérosols de chlorure de sodium, d’argent et d’oxyde tungstène. L’impact
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de la nature de l’aérosol se traduit pour les 2 compteurs par une translation spatiale (sur l’espace des
diamètres) de l’efficacité. Les particules d’argent sont plus facilement détectable que ne le sont les
gouttelettes de chlorure de sodium. La même année, [Sem, 2002] propose une revue bibliographique
des données publiées pour décrire les performances des CNC 3010, 3022 et 3025. il y décrit les effets de
la température ambiante, de l’humidité relative et du système de génération de l’aérosol sur l’efficacité
de détection de ces 3 compteurs.
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Chapitre 3
L’inversion de données
Selon [Keller, 1976] repris par [Kern, 2003], deux problèmes sont dits inverses l’un de l’autre si la
formulation de l’un met l’autre en cause, les deux problèmes jouent alors un rôle symétrique. Plus
communément, le concept de problème inverse repose sur le fait de déterminer des causes connaissant
des effets. Ainsi, par opposition, on parle de problème direct lorsque connaissant les causes, on déduit
les effets. Dans le domaine des sciences expérimentales notamment pour lesquelles une mesure est
réalisée, il est commun d’observer indirectement une quantité scalaire, vectorielle ou encore fonction-
nelle. Les problèmes liés à l’inversion interviennent donc dans de nombreuses applications telles que
l’imagerie médicale (échographie, scanners, ...), la chimie (estimation des constantes de réaction), le
traitement d’image (reconstruire une image à partir d’une version floutée de celle-ci par exemple) et
bien d’autres encore. Comme explicité par [Kern, 2003], ces problèmes se répartissent en deux grands
groupes que sont :
• les problèmes linéaires (échographie, traitement d’image, . . .), qui se ramènent à la résolution
d’une équation intégrale de première espèce,
• les problèmes non-linéaires, par exemple l’estimation des paramètres dans les EDP.
Cette dissertation se focalise sur les éléments du premier groupe. En effet, la détermination de la
distribution granulométrique en nombre d’un aérosol réside dans la résolution d’une équation inté-
grale dite de Fredholm. La première partie de ce chapitre se concentre sur la notion de problème
mathématiquement mal posé associé à ces équations intégrales de première espèce en considérant les
opérateurs linéaires compacts dans les espaces de Hilbert. En deuxième partie de chapitre, l’attention
se porte sur la procédure de régularisation classique décrite par [Tikhonov and Arsenin, 1977] ainsi que
les limitations de ce type de méthode. La dernière partie est alors consacrée à la définition d’une nou-
velle procédure d’inversion permettant d’estimer de façon plus fiable et plus robuste la granulométrie
des aérosols lorsque celle-ci présente à la fois des profils à variations lentes (appelés des bosses) et à
variations rapides (appelés des pics). En effet, la méthode proposée offrira un gain substantiel dans
les conditions limites d’utilisation de la régularisation classique. Une comparaison numérique sur des
distributions simulées fournira une première justification de cet apport.
3.1 Introduction au problème mal posé
Soit x 7−→ f(x) une fonction inconnue telle que :
f(x)− ζ
∫ b
a
K(x, y)f(y)dy = h(x), (3.1)
l’inversion est le problème qui, connaissant les fonctions K, h et la constante ζ, consiste à trouver f .
L’équation intégrale d’inconnue f décrite en (3.1) se réécrit Af = h, on parle alors d’équation intégrale
de Fredholm de première espèce, ou encore Af − f = h, l’appellation deuxième espèce est cette fois
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employée. A est nommé l’opérateur intégral linéaire de noyau K et h est le terme source. Dans un
premier temps, nous considérons l’étude des problèmes inverses linéaires dans les espaces de Hilbert.
Ainsi, soient F et H deux espaces de Hilbert, on a A : F 7−→ H ou encore noté A ∈ L(F ,H), f ∈ F et
h ∈ H. Les propriétés algébriques des espaces vectoriels de dimension finie s’étendent aux espaces de
Hilbert pourvu de se limiter aux applications linéaires continues et aux sous-espaces vectoriels fermés.
Se placer dans ces espaces vectoriels topologiques particuliers va permettre de définir si un problème
mathématique est bien ou mal posé dans le cadre des opérateurs linéaires. Voici un rappel de quelques
définitions d’analyse fonctionnelle qui seront utiles pour la suite.
Définition 1 (Espace préhilbertien)
Un espace préhilbertien est un espace vectoriel muni d’un produit scalaire réel ou produit scalaire
hermitien selon si l’on considère l’espace des réels ou des complexes.
Définition 2 (Espace de Hilbert)
Un espace de Hilbert est un espace préhilbertien dont la norme associée le rend complet. Soit (H, 〈., .〉)
un espace préhilbertien, il est dit Espace de Hilbert si sa norme associée en fait un espace complet et
donc si toute suite de Cauchy dans H converge au sens de la norme 〈., .〉.
Définition 3 (Opérateur adjoint)
Soit A ∈ L(F ,H) un opérateur intégrable linéaire , l’opérateur intégral A∗ ∈ L(H,F) est nommé
opérateur adjoint de A si ∀f ∈ F , ∀h ∈ H :
〈h,Af〉 = 〈A∗h, f〉. (3.2)
Définition 4 (Adhérence ou Fermeture d’un sous-espace)
Un sous-espace G d’un espace de Hilbert F est fermé si toute suite de vecteurs de G convergente dans
F , converge vers un vecteur de ce sous-espace G :
∀ (xn)n∈N ∈ G, y = limn7→∞xn ⇒ y ∈ G (3.3)
Soit F un espace de Hilbert, la fermeture du sous-espace G, notée G, est le plus petit sous-espace fermé
de F contenant G.
Définition 5 (Norme d’un opérateur)
La norme d’un opérateur A ∈ L(F ,H) est donnée par la formule suivante :
‖A‖ = sup
f∈F
‖Af‖H
‖f‖F . (3.4)
Définition 6 (Fermeture d’un opérateur)
Un opérateur A ∈ L(F ,H) est dit fermé si et seulement si pour toute suite (xn)n ∈ F telle que
limn7→∞ xn = x et limn7→∞Axn = y, on a alors x ∈ F et y = Ax.
Définition 7 (Compacité d’un opérateur)
Un opérateur est dit compact s’il est fermé et borné. Soit A ∈ L(F ,H), A est borné s’il existe α tel
que ‖Af‖ ≤ α‖f‖,∀f ∈ F . On dit que A est un opérateur compact si et seulement si l’image de
toute partie bornée de F est relativement compacte dans H. Cela équivaut à dire que si G ⊂ F est
bornée et l’adhérence de l’image de G par l’opérateur A notée A(G) est compacte dans H, alors A est
un opérateur compact (ce qui est la définition de la relative compacité).
Partant des définitions données ci-dessus, selon [Hadamard, 1902], le problème de l’estimation de f
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sachant que Af = h est dit bien posé s’il admet une solution, si celle-ci est unique et si enfin elle est
stable. Mathématiquement, cela se traduit par 3 conditions sur le problème Af = h :
1. Existence : ∀h ∈ H = Im(A), ∃f ∈ F tel que Af = h,
2. Unicité : Af = 0 7−→ f = 0⇔ Ker(A) = {0},
3. Stabilité : Im(A) = Im(A) = Ker(A∗) ou encore soient fˆ et fˆ ′ solutions respectives de Af = h
et Af = h′ , alors ‖h− h′‖ 7−→ 0⇒ ‖fˆ − fˆ ′‖ 7−→ 0
La question qui se pose est alors de comprendre pour quelles raisons les opérateurs intégraux de
première espèce conduisent à des problèmes mal posés, ou autrement dit, pourquoi ces opérateurs ne
sont pas inversibles. L’explication provient des propriétés spectrales des opérateurs compacts dans les
espaces de Hilbert. La décomposition spectrale des opérateurs intégraux s’apparente à la décomposition
en valeurs singulières dans le cas de la dimension finie fournit les explications nécessaires comme nous
allons le voir.
Soit A ∈ L(F ,H) un opérateur intégral linéaire, compact dans H, alors, d’après [Brézis, 1983], il existe
{σ2n, φn, ψn}n∈N∗ le système singulier de l’opérateur A tel que chaque élément de Im(A) et Im(A∗)
dans ce système soit donné comme suit : ∀f ∈ F , ∀h ∈ H,
Af =
∞∑
n=1
σn〈f, φn〉Fψn, (3.5)
A∗h =
∞∑
n=1
σn〈h, ψn〉Hφn, (3.6)
où (σn)n∈N∗ ∈ R∗ est la suite décroissante de valeurs singulières qui selon le théorème d’Hilbert-Schmidt
a la propriété d’une part de positivité et de plus, limn7→∞ σ2n = 0. Les fonctions orthonormales
singulières {φn}n∈N∗ et {ψn}n∈N∗ forment des bases respectivement de Ker(A)⊥, Ker(A∗)⊥. Le
problème Af = h se réécrit souvent sous la forme d’un problème des moindres carrés pour lequel une
solution s’écrit comme le minimum de l’écart aux données :
trouver f ∈ F tel que
fˆ = min
f∈F
‖Af − h‖2H. (3.7)
L’idée est alors de remplacer le problème initial Af = h par le problème aux équations dites normales
A∗Af = A∗h. Partant des équations (3.5) et (3.6) issues de la décomposition spectrale de A, si
h ∈ Im(A) et ∑∞n=1 |〈h,ψn〉H|σ2n 2 <∞ (condition de Picard), alors l’ensemble des solutions du problème
au sens des moindres carrés s’écrit :
fˆ =
∞∑
n=1
〈h, ψn〉H
σn
φn +Ker(A). (3.8)
Ce que l’on met en évidence ici, c’est la présence de multiples solutions pour une observation donnée,
ce qui implique un choix, et donc un critère pour la sélection d’une unique solution.
Parmi cet ensemble, un choix courant est de considérer la solution de norme minimale. L’opérateur
linéaire A† : Im(A)⊕ Im(A)⊥ 7−→ F , appelé l’inverse généralisé de A (ou pseudo-inverse de A)
fournit l’unique élément de norme minimale, proposant ainsi une solution fˆ qui n’est autre que fˆ = A†h,
où
fˆ =
∞∑
n=1
〈h, ψn〉H
σn
φn. (3.9)
Outre la non unicité de la solution, un autre aspect relatif à la définition du problème bien posé est la
stabilité. En considérant une perturbation δh sur les données, en considérant la solution fˆ de norme
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minimale donnée par l’équation (3.9), on peut expliciter la solution perturbée f + δf et ainsi traduire
la sensibilité de la solution à cette perturbation des données :
f + δf =
∞∑
n=1
〈h, ψn〉H
σn
[
1 +
〈δh, ψn〉H
〈h, ψn〉H
]
φn. (3.10)
Le terme bruit sur signal modélisé par le terme 〈δh,ψn〉H〈h,ψn〉H engendre les problèmes de stabilité. En
effet, même lorsque le bruit est faible par rapport au signal, les composantes du bruit sont divisées
par les valeurs singulières de l’opérateur qui tendent vers 0 en l’infini. La compacité des opérateurs
intégraux dans les espaces de Hilbert induit donc un problème mathématiquement mal posé en ce sens
de non unicité de la solution mais aussi de non stabilité. Pour répondre à ce problème, des techniques
dites de régularisation permettent d’outrepasser ce problème comme nous le verrons dans la prochaine
section.
3.2 La régularisation
L’unicité et la stabilité des solutions pour les équations intégrales de première espèce ne sont pas
garanties respectivement en raison de la compacité de l’opérateur entraînant la non continuité de
l’opérateur inverse et du niveau de bruit sur les observations qui entraîne de fortes oscillations sur la
solution reconstruite. Les méthodes dites de régularisation sont utilisées pour stabiliser le problème
au sens des moindres carrés afin de le rendre moins sensible aux perturbations sur les mesures réelles
effectuées mais aussi pour garantir l’unicité de la solution. Partant des équations normales A∗Af =
A∗h, l’idée est d’approcher l’opérateur linéaire compact autoadjoint A∗A par un opérateur dit de
régularisation continu et qui converge vers (A∗A)−1. Un régulariseur du problème A∗Af = A∗h est
défini comme une famille d’opérateurs {Tλ, λ ∈ Λ ⊂ R+} tels que : ∀f ∈ F , limλ7→0 ‖TλA∗Af−f‖2 = 0,
avec Tλ continu de H dans F , ∀λ ∈ Λ.
La stabilisation est obtenue généralement en définissant une fonctionnelle à minimiser, fonctionnelle
qui est communément choisie comme la somme d’un critère d’adéquation aux données et d’un critère
informatif sur la solution à reconstruire, on parle alors d’a priori sur la solution à estimer.
3.2.1 La méthode TSVD
Une méthode courante de régularisation qui n’est autre qu’une variante de la décomposition en valeurs
singulières des opérateurs se nomme le spectral cut-off ou TSVD (pour Truncated Singular Value
Decomposition). La méthode consiste à réduire la dimension de l’espace des solutions en tronquant la
somme dans l’équation (3.9) à un niveau dit de troncature l [Vogel, 1986] défini de sorte que l’estimation
fˆ se réécrive :
fˆ =
l∑
n=1
〈h, ψn〉H
σn
φn. (3.11)
Cela revient à projeter la solution sur un sous-espace engendré par un nombre réduit de vecteurs
singuliers. On élimine ainsi les coefficients associés aux valeurs singulières les plus petites (coefficients
qui sont souvent élevés) afin de réduire les oscillations parasites dans l’estimation finale. L’a priori
pour cette méthode dépend uniquement du système et non de la solution à estimer ce qui la différencie
des techniques de régularisation classique comme la régularisation de Tikhonov.
3.2.2 La régularisation classique de Tikhonov [Tikhonov and Arsenin, 1977]
La régularisation de Tikhonov repose sur l’idée que l’on ne peut guère se fier uniquement aux données
comme c’est le cas pour la méthode des moindres carrés lorsque le bruit de mesure est trop élevé. En
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effet, l’instabilité induite par le bruit dégrade la solution qui devient inacceptable. Il suggère donc
d’ajouter un critère que l’on peut caractériser comme un niveau d’infidélité acceptable aux données au
profit d’une fidélité accordée à un a priori sur la solution à estimer. Le critère est alors défini comme
une minimisation de la somme d’une distance aux données et d’une distance à l’a priori. Soient
respectivement Ja et Jp ces deux mesures de distances, alors une solution régularisée du problème
s’exprime par la formulation variationnelle suivante :
fˆλ = min{Ja(Af, h) + λJp(f)}. (3.12)
Le calcul de la solution étant facilité pour des mesures Ja et Jp quadratiques, Tikhonov les choisit
comme suit :
Ja(Af, h) = ‖Af − h‖2H, (3.13)
Jp(f) = ‖f‖2F . (3.14)
Le problème se réécrit comme un problème des moindres carrés augmenté. Soit A˜ ∈ L(F ,F ×H) avec
A˜ = ( A√λI) et h˜ = (h0), alors l’équation (3.12) devient :
fˆλ = min ‖A˜f − h˜‖2F×H. (3.15)
La solution du problème (3.12) s’écrit alors comme suit :
fˆλ = (A∗A+ λI)−1A∗h. (3.16)
Comme pour le problème des moindres carrés classique, la décomposition en valeurs singulières de
l’opérateur offre une solution régularisée fˆλ qui satisfait l’équation normale A∗Af + λf = A∗h et
s’exprime comme :
fˆλ =
∞∑
n=1
σn
(σ2n + λ)
〈h, ψn〉Hφn. (3.17)
De nombreuses approches régularisantes qui utilisent le schéma initialement introduit par Tikhonov ont
été proposées, en effet, à chaque application, la question est alors de statuer sur la mesure d’adéquation
aux données et la mesure associée à l’a priori sur la solution. Le dernier point très important est la
sélection du paramètre de régularisation λ qui confère un poids plus ou moins conséquent à la fidélité
aux données ou à l’a priori. La mesure d’adéquation aux donnés étant choisie comme une distance L2,
les sections 3.2.3 et 3.2.4 traitent respectivement des choix d’a priori ainsi que des méthodes existantes
pour l’estimation du paramètre de régularisation λ.
3.2.3 Le choix de l’a priori
Le choix de l’a priori sur la solution est bien évidemment dépendant du problème traité, il s’agit
toutefois de définir les propriétés des fonctionnelles régularisantes pour s’assurer d’un choix adapté au
problème en question. Voici quelques exemples d’a priori communément rencontrés en inversion de
données.
Régularisation quadratique avec a priori de douceur
Parmi les fonctionnelles régularisantes utilisées pour les problèmes d’inversion, la plus courante est
celle qui, selon un critère dit énergétique, va pénaliser l’énergie de la dérivée seconde. Cela se traduit
par la fonction Jp donnée par :
Jp(f) =
∫ ∣∣∣∣∂2f(x)∂2x
∣∣∣∣2dx. (3.18)
L’a priori consiste ici à pénaliser dans la multitude de solutions celles qui sont à variations rapides. De
cette manière, l’estimation finale présentera des variations adoucies par rapport à la solution obtenue
par moindres carrés. Ce critère, comme la mesure Ja, est quadratique et s’avère facile à mettre en
œuvre ce qui explique son succès.
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Régularisation Lp
Lorsque le signal à reconstruire est supposé parcimonieux ce qui signifie que la représentation faite de
ce signal dans une base présente des coefficients majoritairement nuls, une fonctionnelle régularisante
appropriée est la régularisation sur les espaces Lp définie par l’intégrale suivante :
Jp(f) =
∫
‖f(x)‖ppdx, (3.19)
où ‖.‖p représente la norme sur l’espace Lp telle que : ‖f‖p =
(∫ |f(x)|pdx) 1p . Ce type de régularisation
est utilisée en traitement d’images (compression par exemple) avec p = 1 notamment
[Candes et al., 2008]. L’objectif est alors dans ce cadre d’application de pouvoir estimer un signal à
partir d’une information limitée sur celui-ci ou encore de sélectionner l’information utile et ainsi laisser
de côté l’information redondante. Ce critère n’étant plus quadratique, hormis pour p = 2, la complexité
pour l’estimation de f est accrûe.
Régularisation au sens du maximum d’entropie
Sous l’hypothèse d’une solution telle que f(x) ≥ 0 ∀x, la solution est choisie comme celle qui maximise
l’entropie donnée par Shannon en théorie de l’information comme l’intégrale − ∫ f(x) log f(x)dx, ou
par équivalence qui minimise l’opposé de l’entropie et offre la fonctionnelle régularisante Jp suivante
:
Jp(f) =
∫
f(x) log f(x)dx. (3.20)
L’utilisation de ce type de fonctionnelle permet, parmi un nombre de solutions possibles, de choisir
celle qui va satisfaire toutes les contraintes sur la solution et qui sera la moins sujette à l’information
inconnue (ce qui se traduit mathématiquement comme la fonction qui maximise l’entropie). Toutefois,
cette mesure n’étant plus quadratique et la fonctionnelle régularisante étant non linéaire, le temps de
calcul nécessaire à l’établissement de la solution s’en trouve rallongé en comparaison avec les critères
construits à partir d’une norme L2.
3.2.4 Estimation du paramètre de régularisation
Une fois les fonctionnelles Ja et Jp choisies, un des points clés de la régularisation est la détermination
de λ dans l’équation (3.12). Ce paramètre traduit le compromis entre le biais et la variance sur
l’estimation de f . Lorsque λ = 0, le biais est nul et on retrouve la solution au sens des moindres
carrés si la mesure d’adéquation est choisie comme une distance L2. La variance est alors élevée.
Lorsqu’au contraire λ 7→ ∞, la variance est nulle et le biais devient important, en effet, on ne se fie
plus aux données pour l’estimation mais complètement à l’a priori dans ce cas. On comprend alors
que le choix du λ est crucial dans cette démarche régularisante. Nous proposons de nous intéresser à
plusieurs critères couramment utilisés pour la détermination du λ. Successivement, nous considérons les
méthodes pour lesquelles une connaissance sur la variabilité des observations doit être apportée et celles
qui ne nécessitent aucune information. Les sections 3.2.4 et 3.2.4 présentent les méthodes courantes
pour déterminer le paramètre de régularisation associé au problème régularisé décrit en (3.12).
Méthodes nécessitant une connaissance sur la variabilité sur les observations
Le principe de discrépance : Introduit par [Phillips, 1962], le principe de discrépance est utilisé
pour le choix du paramètre de régularisation λ en considérant qu’une solution régularisée doit être telle
que la norme du résidu obtenu pour une valeur « correcte» de λ doit être équivalente au niveau de
bruit sur les observations. Autrement dit, soit h le niveau de bruit sur les observations, si on considère
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(λn)
N
n=1 une suite de valeurs décroissantes pour le paramètre de régularisation pour lesquelles on obtient
la suite d’estimations
(
fˆ
[n]
λ
)
n=1,...,N
(solutions de moins en moins régularisées), parmi les éléments de
la suite, le paramètre de régularisation calculé, noté λˆ est le premier élément qui satisfait :
‖Afˆ [n]λ − h‖H ≤ h% , % ≥ 1, (3.21)
où % est un paramètre d’ajustement. Cette méthode de sélection a l’inconvénient d’être dépendante
du bruit sur les observations et donc instable pour des niveaux de bruit extrêmes. Des dérivés de ce
principe ont donc vu le jour, notamment le principe de discrépance modifié développé par [Raus, 1984].
La méthode repose sur la minimisation d’une borne sur l’erreur quadratique de la solution régularisée.
λˆ est alors défini comme vérifiant l’équation suivante pour la régularisation classique de Tikhonov
:
λ
3
2 ‖(A∗A+ λI)− 32h‖ = h% , % ≥ 1. (3.22)
Le critère de l’erreur monotone [Tautenhahn and Hämarik, 1999] : Lorsque la régularisation
est trop forte et donc que l’on considère les fortes valeurs de λ (correspondant à un indice n faible
pour la suite (λn)Nn=1), l’erreur de régularisation ‖f− fˆ [n]λ ‖F décroît de façon monotone à mesure que n
augmente. Cette observation ouvre la voie pour un critère sur la monotonie. λˆ est alors calculé comme
la valeur maximale prise par λ dans l’inégalité :
|〈Afˆ [n]λ − h, ddλA∗−1A−1h〉|
‖ ddλA∗−1A−1h‖
≤ h% , % ≥ 1. (3.23)
Méthodes ne nécessitant aucune connaissance sur la variabilité sur les observations
Le critère de quasi-optimalité : Décrit par [Tikhonov and Glasko, 1965], c’est l’un des critères
les plus simples pour la détermination du paramètre de régularisation, son expression dans sa version
continue est donnée par [Tikhonov and Arsenin, 1977]. λˆ est calculé comme le minimum de la fonction
suivante :
λˆ = arg minQ(λ) = arg min ‖λdfˆ
[n]
λ
dλ
‖. (3.24)
La méthode de la courbe en L : La méthode repose sur la représentation graphique en échelle
logarithmique du résidu de la régularisation ‖Afˆ [n]λ − h‖ en fonction de l’a priori sur la solution à re-
construire qui n’est autre que ‖fˆ [n]λ ‖ pour la régularisation classique de Tikhonov. En effet, cette tech-
nique proposée à l’origine par [Hansen, 1992] [Hansen and O’Leary, 1993], comme son nom l’indique,
utilise le fait que le passage entre sous-régularisation et sur-régularisation pour la suite (λn)Nn=1 don-
née produit un coin sur la représentation bidimensionnelle (‖Afˆ [n]λ − h‖, ‖fˆ [n]λ ‖) comme illustré sur la
figure 3.1 sur le cas test de Shaw. La partie verticale de la courbe correspond aux faibles valeurs de λ
alors que la partie horizontale représente les fortes valeurs. Le critère de sélection du λ repose sur la
recherche de la valeur du λ associée au coin de cette courbe. L’utilisation accrue de cette technique de
discrimination du meilleur compromis biais/variance a donné naissance à plusieurs algorithmes. Parmi
eux, on peut donner 3 techniques basées sur :
1. le calcul du point de courbure maximale
2. le calcul du point le plus proche d’un point référent comme l’origine
3. le calcul du point tangent avec une droite de pente négative
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[Belge et al., 2002] ont prouvé en tentant de généraliser la technique de la courbe en L pour le calcul de
multiples paramètres de régularisation que les deux premières approches sont telles que le point qui se
rapproche le plus de l’origine est en réalité proche du point de courbure maximale. Certains algorithmes
plus récents comme celui développé par [Hansen et al., 2007], s’intéresse à la fois au comportement local
(étude de l’angle qui se rapproche le plus de la valeur −pi2 pour 3 points consécutifs de la courbe) et
global (calcul du point le plus proche de l’origine) de la courbe afin de définir le coin correspondant
au meilleur λ. Toutefois, l’inconvénient majeur de cette méthode est qu’elle suppose l’existence de ce
coin et ce n’est pas toujours le cas en pratique. Une variante qui porte le nom de courbe en U est
décrite par [Krawczyk-Stando and Rudnicki, 2007], il utilise cette fois une représentation de la somme
de l’inverse de la norme du résidu et de la norme de la solution régularisée décrite par la fonction g(λ)
telle que : g(λ) = 1‖Afˆ [n]λ −h‖
+ 1‖fˆ [n]λ ‖
. La recherche du minimum de g conduit ensuite au choix de λ.
Cette nouvelle approche offre des performances comparables à celles obtenues par la méthode de la
courbe en L même si la méthode doit encore être éprouvée sur de nombreux jeux de données comme
concédé par l’auteur.
La validation croisée généralisée : Appliquée à des jeux de données discrètes, la validation croisée
généralisée (ou GCV) est décrite par [Wahba, 1977]. La méthode est un cas particulier du principe
de validation croisée pour des opérateurs linéaires qui revient à omettre volontairement un point dans
les observations (Leave-one-out en anglais) et calculer la solution associée au problème réduit. λˆ est
alors choisi comme le paramètre qui permet d’estimer au plus près la donnée omise. En considérant le
système linéaire Af = h, avec A ∈ Mm,q(R), f ∈ Rq, h ∈ Rm, cela se traduit numériquement par la
détermination du minimum de la fonction V (λ) suivante :
V (λ) =
m∑
i=1
(hi − hˆi)2 =
1
m‖(I −A(AtA+mλI)−1At)h‖2(
1
mTrace(I −A(AtA+mλI)−1At)
)2 , (3.25)
où hˆi est l’observation estimée avec le point omis, Trace est défini comme la trace de la matrice (la
somme de ses éléments diagonaux). Grandement utilisée, cette méthode présente néanmoins des insta-
bilités liées au bruit sur les observations, notamment en présence de bruit coloré. D’autres techniques
voient alors le jour comme la version dite robuste de la validation croisée généralisée (ou RGCV). Soit
B1(λ) = A(A
tA + mλI)−1At, en posant B2(λ) = 1mTrace(B
2
1(λ)), λˆ est défini en tant que minimum
de la somme pondérée suivante :
¯V (λ) = [γr + (1− γr)B2(λ)]V (λ), (3.26)
où γr ∈ [0, 1] est un paramètre de robustesse. Quand γr = 1, on retrouve la méthode GCV et lorsque
γr décroît progressivement vers 0, le critère assure une meilleure stabilité [Lukas et al., 2010] que celui
défini par l’équation (3.25).
Certains de ces critères sont présentés sur un cas test de reconstruction d’image en dimension 1 (le
problème dit de Shaw). Les résultats sont extraits du package regtools développé par Christian Hansen
sous MATLAB et disponible en ligne [Hansen, 2008]. Le problème est une équation intégrale de
Fredholm de 1ère espèce dont le noyau K et la solution f sont donnés par les équations suivantes
:
K(s, t) = (cos(s) + cos(t))
(
sin(u)
u
)2
,
u = pi(sin(s) + sin(t)),
f(t) = a1 exp(−c1(t− t1)2) + a2 exp(−c2(t− t2)2).
Les critères que nous illustrons pour l’estimation du paramètre de régularisation λ, noté λˆ pour ce
problème donné sont : le critère de la courbe en L, le critère GCV et le critère de quasi-optimalité. Ce
sont les critères les plus couramment utilisés en pratique. Le bruit sur les observations  est ici choisi
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comme un bruit blanc gaussien.
Les figures 3.1, 3.2 et 3.3 montrent respectivement la détermination du coin pour le critère de la courbe
en L et les fonctions Q(λ) et V (λ) et leurs minimums respectifs pour les critères de quasi-optimalité
et GCV.
Figure 3.1: Critère de la courbe en L pour le problème de Shaw.
Figure 3.2: Critère GCV pour le problème de Shaw.
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Figure 3.3: Critère de quasi-optimalité pour le problème de Shaw.
RESUME
La régularisation nécessite de réaliser un certain nombre de choix afin d’estimer la fonction inconnue
f . Il faut définir les mesures associées respectivement à la fidélité aux données et à l’a priori. Le
choix de l’a priori étant spécifique aux signaux à estimer, il n’existe pas d’autres issues que celles
d’acquérir une certaine expertise au niveau de l’application afin de justifier du choix de la fonctionnelle
régularisante. A la suite de cette étape, il reste encore à définir une méthode pour le calcul du
paramètre de régularisation qui traduit le compromis entre biais et variance pour reconstruire f . Le
choix de la méthode de sélection du λ va dépendre de l’information disponible. Par information, on
entend la connaissance sur la variabilité de la mesure (dispersion des signaux mesurés ou comptages
pour l’application qui nous intéresse) et sa quantification (exprimée en terme de loi statistique ou
simplement par une borne majorante). Pour un complément d’information sur le problème associé
au choix du paramètre de régularisation, une étude comparative des méthodes les plus employées
pour un problème régularisé par la méthode TSVD et la méthode de Tikhonov a été réalisée en 2011
par [Bauer and Lukas, 2011]. Pour cette étude, 3 cas sont étudiés : un problème en dimension infinie
où A est un opérateur linéaire compact entre 2 espaces de Hilbert séparables, un problème en dimension
finie où A est une matrice de rang finie présentant un conditionnement élevé et enfin un problème en
dimension infinie pour lequel on dispose uniquement de quelques valeurs discrètes des observations.
Pour chaque cas, deux modèles de bruit additifs sont choisis (bruit blanc et bruit coloré). Les avantages
et inconvénients de chacune des méthodes ainsi que leurs cadres d’application respectifs y sont détaillés.
Toutefois, bien que la régularisation soit très utilisée en pratique, elle n’est toutefois pas sans limite
comme nous le verrons dans le paragraphe suivant.
3.2.5 Cas du SMPS : limitations de la régularisation avec a priori homogène
La régularisation classique considère un a priori dit homogène sur toute la gamme de mesure. En
effet, la pénalisation induite par le choix du paramètre de régularisation s’opère uniformément sur
toute la plage dédiée à la reconstruction de f . Pour certains signaux d’entrée, cette pénalisation doit
s’adapter, opérant une régularisation plus ou moins forte en fonction de la forme du signal en présence
(pénalisation faible au niveau des pics du signal correspondant aux fortes concentrations et forte au
niveau des bosses). C’est le cas pour l’inversion des données mesurées par technique SMPS. En effet,
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deux éléments prépondérants entraînent la nécessité d’une pénalisation ajustable :
• les distributions granulométriques peuvent présenter une association de profils à variations rapides
et lentes (pics et bosses)
• la dispersion expérimentale est fonction de l’amplitude du signal (plus il y a de particules à
compter, plus la dispersion des comptages est élevée)
Une pénalisation forte des distributions à variations lentes (profils typique des aérosols atmosphériques
ou des huiles) assure une bonne reconstruction de f alors qu’a contrario une faible pénalisation des
distributions à variations rapides garantit la conservation de la structure de f . Dans le cas où les
deux types de distributions sont associées, les limitations d’une régularisation homogène apparais-
sent : dégradation de la structure des pics pour une pénalisation trop importante ou solutions sous-
régularisées avec oscillations caractéristiques si la pénalisation est trop faible. A ces considérations
relatives au mesurande viennent s’ajouter les effets de la dispersion des signaux mesurés par le comp-
teur à noyau de condensation. La variabilité observée sur les comptages de particules dépend dans le
cas considéré du nombre de particules à dénombrer. La figure 3.4 illustre les limitations de la régular-
isation avec a priori de douceur en présence de différents profils (bosses et pics). Lorsque λ est faible,
le pic est bien estimé mais les bosses sont sous-pénalisées et, lorsque λ augmente, le contraire se pro-
duit, jusqu’à lisser complètement le pic et détruire par la même occasion la structure du signal initial.
L’objectif est de proposer une méthode capable d’estimer à la fois convenablement le pic comme sur la
1ère estimation présentée en figure 3.4 ainsi que les bosses comme sur la 3ème estimation. La démarche
initiée ici réside dans la décomposition des signaux sur une base qui va permettre la discrimination
des échelles du signal. La section suivante propose une méthode d’inversion innovante dans le domaine
d’application qui couple régularisation et décomposition sur une base d’ondelettes.
49
50 L’inversion de données
Figure 3.4: Effets de la valeur du paramètre de régularisation λ dans l’estimation de f (augmentation
d’un ordre de grandeur pour λ d’une figure à l’autre sachant que λ = 10−16 sur la figure du haut)
dans la procédure de régularisation classique pour un signal présentant des profils à variations lentes (2
bosses) et rapide (1 pic). Le signal initial est représenté en trait noir et les estimateurs pour différentes
observations sont présentés en cyan.
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3.3 Régularisation et décomposition sur une base d’ondelettes
La méthode présentée dans cette section repose sur une procédure de régularisation couplée avec une
décomposition sur une base d’ondelettes lorsque la granulométrie en nombre f à estimer est faite de
variations rapides (le terme «pics» sera utilisé) et de variations lentes (le terme «bosses» sera employé).
Nous rappelons que l’objectif est d’ajuster les poids associés à l’a priori : pénalisation faible au niveau
des zones de pics de concentration et de pénalisation forte pour les zones de bosses.
La section 3.3.1 décrit brièvement les ondelettes et la décomposition multi-échelles, ensuite, nous
définissons en section 3.3.2 l’attache aux données intervenant dans le nouveau critère à minimiser qui
sera présenté dans la section 3.3.2.
La minimisation de ce critère va nécessiter l’estimation de multiples paramètres de régularisation,
or, aucune méthode ne permet actuellement une estimation robuste pour ce type de problème. Une
heuristique a par conséquent été développée et est décrite au travers des sections 3.3.2 à 3.3.3. Elle
permet tout d’abord de détecter les zones d’apparition des pics. Ensuite, l’utilisateur est mis à con-
tribution pour aider à la détection des bosses. Par l’intermédiaire d’une surface de réponse simulée,
les paramètres de ces bosses (écart-type et amplitude) vont permettre l’estimation des paramètres de
régularisation requis pour l’estimation de la granulométrie via le nouveau critère.
La section 3.3.4 compare finalement les estimateurs de la régularisation classique avec les estimateurs
obtenus via la minimisation du nouveau critère sur des données simulées.
3.3.1 Les ondelettes, la transformation et la synthèse du signal
Transformer un signal revient simplement à représenter différemment ce signal sans perdre l’information
qu’il contient. En traitement du signal il est commun d’utiliser la transformée de Fourier du signal
afin d’en obtenir une nouvelle représentation temps-fréquence. Pour un signal donné f fonction du
temps, la transformée de Fourier de f est donnée par la relation suivante :
F (w) =
∫ +∞
−∞
f(t) exp(−jwt)dt. (3.27)
Les coefficients de la transformée de Fourier F (w) sont alors multipliés par une exponentielle de
pulsation w afin de définir les composantes harmoniques du signal original à cette fréquence :
f(t) =
∫ +∞
−∞
F (w) exp(jwt)dw. (3.28)
Une extension de la transformée de Fourier pour l’étude locale d’un signal est la transformée de Fourier
à fenêtre glissante (Short-Time Fourier Transform (STFT) en anglais) qui utilise cette fois une fonction
de fenêtrage g (fonction à support compact ou décroissance rapide). Ses coefficients, notés C(τ, w),
sont donnés dans le cas continu par la relation suivante :
C(τ, w) =
∫ +∞
−∞
f(t)g(t− τ) exp(−jwt)dt. (3.29)
Plutôt que de présenter le signal par sa décomposition temps-fréquence, la transformée en ondelettes
(ou TO) utilise une représentation temps-échelle. La transformation repose sur la multiplication du
signal initial f non plus par une exponentielle complexe mais par une ondelette ψw translatée et mise
à l’échelle par l’intermédiaire de a (paramètre d’échelle) et b (paramètre de position). Les coefficients
d’ondelettes, notés C(a, b), associés au signal f sont alors donnés par la relation suivante :
C(a, b) =
∫
R
f(t)
1√
a
ψw
(
t− b
a
)
dt, a ∈ R+∗, b ∈ R. (3.30)
L’ondelette a pour avantage d’être une onde (
∫ +∞
−∞ ψw(t)dt = 0) localisée dont l’énergie finie
(
∫ +∞
−∞ ψw(t)
2dt < ∞) est concentrée en temps afin d’étudier les signaux non stationnaires. La TO
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fût crée initialement pour suplanter la transformée de Fourier à temps court (Short Time Fourier
Transform ou STFT). En effet, alors que la STFT utilise la même résolution à tous les niveaux de
fréquence du signal, différentes échelles sont analysées à différentes résolutions par la TO. Pour les
petites échelles (relatives aux hautes fréquences), la TO offre une bonne résolution temporelle mais
une faible résolution fréquentielle alors que pour les grandes échelles (relatives aux basses fréquences),
elle fournit une bonne résolution fréquentielle mais une faible résolution temporelle. Cette résolution
adaptative à l’échelle sied parfaitement aux signaux qui présentent des variations rapides pour des laps
de temps courts, d’où la haute résolution temporelle. Concernant les signaux avec épisodes de basses
fréquences (souvent plus long), ils ne nécessitent pas une résolution temporelle élevée. L’équation (3.30)
présente la version continue de la transformation, nous nous intéressons par la suite à sa version discrète
ou TOD. Dans le cas discret, la décomposition des variations du signal à différentes échelles est effectuée
par l’intermédiaire d’une analyse multi-résolution ou AMR [Mallat, 1999]. La TOD est donc une AMR
qui réalise cette décomposition en projetant le signal à étudier sur des sous-espaces construits par un
découpage dyadique du plan temps-échelle (a = 2jw , jw ∈ Z, b = kwa, kw ∈ Z). Une AMR est une
famille de sous-espaces (Vjw)jw∈Z de L
2(R) répondant aux propriétés suivantes :
1. Vjw ⊂ Vjw+1 ⊂ · · · ⊂ L2(R)
2.
⋃
jw∈Z Vjw est dense dans L
2(R)
3.
⋂
jw∈Z Vjw = {0}
4. ∀jw ∈ Z, g(x) ∈ Vjw ⇔ g(2−jwx) ∈ Vjw+1
5. ∀kw ∈ Z, g(x) ∈ Vjw ⇔ g(x− kw) ∈ Vjw ,
6. ∃φw(x) ∈ L2(R) tel que {2−jw/2φw(2−jwx− kw)}kw∈Z est une base orthonormale de Vjw
La fonction φw est appelée fonction d’échelle associée à l’AMR. Conformément à la propriété 1,
∃Wjw⊥Vjw ⊂ Vjw+1 tel que :
Vjw+1 = Vjw
⊕
Wjw .
L’espace Wjw est appelé espace des détails pour le sous-espace Vjw . La famille de fonctions
{2−jw/2ψw(2−jwx− kw)}kw∈Z est une base orthonormale de Wjw et, conséquence de la propriété 4, la
famille de fonctions {2−jw/2ψw(2−jwx−kw)}(kw,jw)∈Z2 est une base d’ondelettes orthogonales de L2(R),
ψw est couramment appelée l’ondelette mère. Si on note nw le niveau de décomposition choisi, les
coefficients d’ondelettes sont alors répartis en deux ensembles que sont les coefficients d’approximation(
cA
[W]
jw
)
jw=1,...,nw
et de détails
(
cD
[W]
jw
)
jw=1,...,nw
. Ils sont obtenus respectivement par projection du
signal sur les sous-espaces (Vjw)jw=1,...,nw et (Wjw)jw=1,...,nw .
La synthèse du signal est enfin obtenue par transformation inverse de sorte que le signal f s’il est
reconstruit pour le niveau de décomposition nw prenne la forme suivante :
f = A[W]nw +
nw∑
jw=1
D
[W]
jw
, (3.31)
A
[W]
nw et
(
D
[W]
jw
)
jw=1,...,nw
étant l’approximation et les détails reconstruits respectivement au niveau
nw et pour chaque niveau. Les ondelettes sont ici considérées comme un outil pour la création
d’un nouveau type de pénalisation. Cette thèse n’offre pas de nouveautés sur ces apsects relat-
ifs à la théorie des ondelettes, pour plus d’informations veuillez vous référer aux ouvrages suiv-
ants [Cohen and Ryan, 1995] [Mallat, 1999]. L’avantage de cette approche multi-décomposition est
qu’elle va permettre dans le cadre d’une procédure de régularisation d’ajuster les pondérations à chaque
échelle.
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3.3.2 Régularisation avec a priori de douceur sur chaque échelle
Choix du critère d’adéquation aux données
Tout comme pour la régularisation classique de Tikhonov, le critère que nous proposons est constitué
de la somme d’un terme de fidélité aux données et d’un a priori sur la solution à estimer. L’estimation
de la granulométrie en nombre f est effectuée sur un nombre fini de points de reconstruction que sont
les représentants de chaque classe de diamètres de sorte que f ∈ Rn. Rappelons tout d’abord que
les observations
(
y
[r]
i
)r=1,...,Nr
i=1,...,mc
, Nr étant le nombre de réplicats de mesure disponibles sont telles que
:
yi =
∫ +∞
0
ki(x)f(log(x))d log(x) + i , i = 1, ...,mc. (3.32)
Soient (xj)j=1,...,n les diamètres choisis pour l’estimation de f , on pose alors fj = f(log(xj)), kij =
ki(xj). L’évaluation numérique de l’intégrale donnée dans l’équation (3.32) est réalisée par quadrature
de Simpson où (wj)j=1,...,n représente le vecteur des poids de la quadrature. Ainsi, le système se réécrit
sous la forme discrète y = Hf + , où y ∈ Rmc , f ∈ Rn,  ∈ Rmc et chaque élément (i, j) de la matrice
H ∈ Rmc×n, noté (H)ij , est tel que (H)ij = wjkij .
L’attache aux données est choisie ici comme la solution du problème aux moindres carrés pondérés sous
la contrainte de positivité de f . En effet, f représentant une concentration en nombre de particules,
on doit garantir que fj ≥ 0, ∀j. La pondération sera ici traduite par la présence de la matrice de
variance/covariance des erreurs d’observations notée Γ. En posant Γ−1 = ΥtΥ (décomposition de
Cholesky de Γ−1 ), la solution à ce problème, notée fˆms ∈ Rn est définie comme suit : trouver f tel
que
fˆms = arg min
f≥0
[‖Υ(Hf − y)‖2] . (3.33)
Le problème défini par l’équation (3.33) est une minimisation sous contrainte dont la résolution peut-
être effectuée par l’algorithme du point intérieur [Fiacco and McCormick, 1990] qui consiste à ap-
procher le problème de minimisation sous contraintes par un problème de minimisation sans contraintes
pour lequel toutes les solutions sont dans le domaine acceptable, c’est à dire qu’elles vérifient fˆj ≥ 0,
∀j. Une autre méthode pour résoudre ce problème est l’algorithme NNLS (pour Non Negative Least-
Squares) développé par [Bro and De Jong, 1997]. Cet algorithme sera préféré pour l’estimation de la
solution du problème de minimisation sous contraintes que nous définirons dans la section suivante.
L’estimateur fˆms diffère de la solution au sens classique des moindres carrés par la connaissance de la
dispersion des observations. Cette dispersion sera modélisée pour Nr = 1 et sera inférée le cas échéant
comme nous le verrons dans les sections 4.2.4 et 4.2.4 du chapitre 4 de ce manuscrit.
Définition du nouvel a priori
Conscient des limitations relatives à l’utilisation d’un a priori homogène dans une procédure de régu-
larisation classique, nous proposons de construire un a priori afin de pénaliser différemment chaque
échelle du signal. Une décomposition multi-échelles sur une base d’ondelettes W est proposée. Soient
A
[W]
nw l’ approximation reconstruite au niveau nw et
(
D
[W]
lw
)
lw=1,...,nw
les détails reconstruits du signal
pour les niveaux de décomposition allant de 1 à nw associés à l’ondelette W. La pénalisation est alors
construite comme dépendante de l’échelle en définissant non plus un paramètre de régularisation λ
mais cette fois un jeu de paramètres de régularisation L = { (λlw,d)lw=1,...,nw , λnw,a}. Un a priori
de douceur pour chaque échelle est modélisé par l’intermédiaire de la matrice D2 qui n’est autre que
l’approximation par différences finies de l’intégrale de l’équation (3.18) pour un nouveau critère de
régularisation qui s’exprime par le problème de minimisation suivant : trouver f tel que
fˆ = arg min
f≥0
[‖Υ(Hf − y)‖2 + nw∑
lw=1
λlw,d‖D2D[W]lw ‖2 + λnw,a‖D2A[W]nw ‖2
]
. (3.34)
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Les détails du 1er niveau (D[W]1 ) permettent de discriminer le bruit haute fréquence du signal utile.
Cependant, lorsque la solution à estimer f présente des pics et du bruit haute fréquence, tous deux
se retrouvent dans l’expression de D[W]1 . Les petites échelles vont donc être sensibles à de larges
pénalisations (fortes valeurs de λ1,d) qui auront pour effet de lisser les pics. Suivant cette remarque,
un traitement particulier est opéré sur le 1er niveau de détail pour détecter les pics et éviter ce biais
induit par une trop forte pénalisation. De plus, un certain nombre de points sont à éclaircir quant-à
la définition de ce nouveau critère :
1. Quelle ondelette W choisir pour la décomposition?
2. Quel niveau de décomposition nw est le plus adapté?
3. Comment estimer le jeu de paramètres de régularisation?
Partant de distributions granulométriques simulées, les prochaines sections détaillent l’heuristique
développée afin d’estimer f suivant cette nouvelle approche en répondant par la même occasion aux
questions soulevées.
Simulations numériques des distributions granulométriques
Pour démontrer le gain de cette nouvelle méthode, une famille de distributions est simulée. La sim-
ulation va ainsi permettre de comparer les estimations effectuées par la méthode proposée avec les
méthodes classiques de régularisation ce qui est impossible sur données réelles car il n’existe aucun
aérosol de référence à ce jour. Comme suggéré dans [Talukdar and Swihart, 2003], les distributions
granulométriques peuvent généralement être représentées comme une somme de distributions normales
et log-normales. Ainsi, la fonction f est construite de la façon suivante :
f(x) =
I∑
i=1
Ai exp
(−(x− µi)2
2σ2i
)
+
I
′∑
j=1
A
′
j exp
− log
2
(
x
µ
′
j
)
2 log2(σ
′
j)
 , (3.35)
où Ai, A
′
j sont des constantes d’échelle, I et I
′ correspondent au nombre de distributions normales
et lognormales respectivement considérées, µi, µ
′
j , σi, σ
′
j représentent respectivement la moyenne et
l’écart-type de la ième distribution normale et jème lognormale. Chaque distribution simulée sera
composée de 2 normales (I = 2) et d’une lognormale (I ′ = 1). Pour représenter cette famille, 9
paramètres sont donc considérés comme des variables aléatoires uniformément distribuées. Soit S =
{A1, A2, A′1, µ1, µ2, µ
′
1, σ1, σ2, σ
′
1}, les variations de chacun des éléments de S sont modélisées comme
suit :
• A1 ∼ U([5× 1011, 2× 1012])
• A2 ∼ U([5× 1011, 2× 1012])
• µ1 ∼ U([50× 10−9, 70× 10−9])
• µ2 ∼ U([170× 10−9, 250× 10−9])
• σ1 ∼ U([1× 10−9, 10× 10−9])
• σ2 ∼ U([1× 10−9, 10× 10−9])
• A′1 ∼ U([1× 1011, 1× 1012])
• µ′1 ∼ U([80× 10−9, 150× 10−9])
• σ′1 ∼ U([1.1, 1.3])
Les distributions granulométriques sont alors simulées en tirant aléatoirement chacun des paramètres
de S. La figure 3.5 illustre quelques échantillons de f . Connaissant f , des observations sont générées
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à partir du modèle de dispersion décrit dans le premier chapitre. La prochaine section s’intéresse au
premier niveau de détails D[W]1,ms et à la détection des pics.
Figure 3.5: Exemples de distributions granulométriques simulées.
Détection des pics sur le premier niveau de détail D[W]1,ms
Avant de distinguer les ondelettes et de statuer sur le niveau de décomposition à choisir, le premier
traitement à opérer est la discrimination des régions d’apparition des pics. En examinant un exemple
de distribution f , nous allons illustrer l’utilité de la décomposition sur la base d’ondeletteW pour cette
étape de détection. Dans un premier temps, l’ondelette de Daubechies d’ordre 4 (db4) est considérée.
Partant d’une distribution simulée présentant un pic et deux bosses (cf figure 3.6), 500 observations
sont générées, une estimation naïve fˆms par moindres-carrés pondérés pour chaque observation est
obtenue et enfin le 1er niveau de détail est reconstruit pour chaque observation. Les figures 3.6 à 3.9
illustrent ce cheminement.
La figure 3.9 révèle le procédé de détection mise en place. Le premier niveau de détail reconstruit
confond hautes fréquences et pics de concentration. On comprend donc plus aisément pourquoi une
pénalisation forte sur ce niveau entraîne le lissage du pic. La tache à accomplir est donc la détermination
de la zone à ne pas trop régulariser, autrement dit la zone du pic. L’ heuristique développée pour la
détection de cette région étudie le signe de D[W]1,ms. La région détectée est constituée des points pour
lesquels la probabilité de conservation du signe est supérieure ou égale à 95%. Si on note Sx l’échantillon
des signes de D[W]1,ms pour un ensemble d’observations issues d’une même distribution granulométrique
f pour un point de l’espace des diamètres x donné (notations pour les signes : signe positif noté 1,
signe négatif noté −1), x est considéré comme appartenant à la zone du pic si et seulement si :
(P (Sx = 1) ou P (Sx = −1)) ≥ 0.95. (3.36)
NB : on dispose ici de 500 observations simulées pour déterminer les zones d’apparition des pics, or dans certaines expériences, une
seule observation est disponible. Dans ce cas, le modèle de bruit décrit au chapitre 4 en section 4.2.4 sera utilisé pour la simulation
d’un grand nombre d’observations pour la phase de détection des pics.
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Figure 3.6: Exemple de distribution simulée avec 1 pic et 2 bosses.
Ce critère est appliqué à l’ensemble des points de reconstruction (xj)j=1,...,n. Ainsi, le résultat obtenu
par ce critère est un ensemble de points réunis en groupe d’intervalles I =
nI⋃
i=1
[xai , xbi ], où nI représente
le nombre d’intervalles détectés. Connaissant à présent les régions d’apparition des pics, il s’agit
d’opérer une correction de la pénalisation associée à ce niveau de détail reconstruit.
Correction du paramètre de régularisation associé à la pénalisation du premier niveau de
détail
Le critère défini par l’équation (3.34) suppose que l’ensemble des paramètres de régularisation L ∈
Rnw+1. Connaissant les zones d’apparition des pics I, l’objectif de cette section va consister à remplacer
le paramètre de régularisation scalaire λ1,d associé au 1er niveau de détail reconstruit par une fonction
poids (qui sera évaluée sur l’ensemble des diamètres (xj)j=1,...,n) afin de régulariser plus faiblement les
régions des pics. Un premier choix peut-être une fonction par morceaux λ1,d(x) telle que :
λ1,d(x) =
{
λˆinit1,d , if x /∈ I,
λˆinit1,d κ, if x ∈ I,
(3.37)
où λˆinit1,d est le paramètre de régularisation initialement estimé et κ est une constante arbitraire choisie
pour assurer une bonne reconstruction du pic (le choix est ici κ = 10−5). Néanmoins, un tel choix pour
la fonction poids ne convient pas à la procédure de régularisation mise en œuvre car un changement
brusque de pénalisation engendre des discontinuités de l’estimateur fˆ . Afin de solutionner ce problème
de transition, un lissage par spline cubique est opéré comme décrit par [Barry, 1973]. La figure 3.10
montre la fonction par morceaux λ1,d(x) et la fonction lissée par le spline cubique associée pour une
fonction f à estimer présentant 2 pics. Le lissage assure la continuité de la fonction poids pour
la régularisation et supprime les discontinuités sur l’estimation finale. L’intégration de la fonction
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Figure 3.7: 500 observations simulées (nombre de particules comptées en fonction du temps) associées
à la distribution f de la figure 3.6.
poids dans le critère global est obtenue en évaluant la fonction aux points de reconstruction de f , la
transformant ainsi en vecteur de poids noté Λ1,d.
Le nouveau critère prend alors la forme suivante :
fˆ = arg min
f≥0
[‖Υ(Hf − y)‖2 + Λ1,d‖D2D[W]1 ‖2 + nw∑
lw=2
λlw,d‖D2D[W]lw ‖2 + λnw,a‖D2A[W]nw ‖2
]
. (3.38)
Il est à noter que l’ondelette W a été choisie arbitrairement dans ce cas. La prochaine section offre
une comparaison de différentes ondelettes pour plusieurs niveaux de décomposition nw, répondant par
la même occasion aux questions 1 et 2 soulevées en section 3.3.2.
Sélection de l’ondelette W et du niveau de décomposition nw
Le nouveau critère sous-entend un choix pour la base d’ondelettes. Une justification numérique pour ce
choix de base est effectuée ici. L’intérêt est de discriminer à la fois la base la plus adaptée à l’estimation
de f après inversion et de statuer d’un niveau de décomposition nw. Pour évaluer les performances de
l’estimation, il est nécessaire de définir un critère de performance. Le critère de performance globale
le plus couramment employée est celui de l’erreur quadratique moyenne, notée MSE (Mean Square
Error en anglais). Nous utilisons une version normalisée du critère MSE, noté MSE et défini comme
suit :
MSE =
∑n
j=1 ‖fˆj − fj‖2∑n
j=1 ‖fj‖2
. (3.39)
NB : fj et fˆj font références aux valeurs respectivement de la fonction originale f et à l’estimateur fˆ au point de reconstruction
log(xj).
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Figure 3.8: 500 estimations par méthode des moindres-carrés connaissant le jeu d’observations de la
figure 3.7.
La procédure utilisée pour la comparaison requiert la connaissance des poids de régularisation. Souhai-
tant choisir la meilleure ondeletteW indépendamment de l’erreur induite par le choix des poids, ceux-ci
sont calibrés pour chaque distribution simulée f . La calibration est effectuée en simulant par Monte-
Carlo un grand nombre de paramètres de régularisation et en choisissant ceux qui minimisent le critère
MSE. Une contrainte ajoutée à l’estimation de ces paramètres est leur hiérarchisation. En effet, on
souhaite pénaliser plus fortement les grandes échelles, ainsi, le choix de modélisation suivant est statué
:
λˆ1,d ≥ λˆ2,d ≥ · · · ≥ λˆlw,d ≥ · · · ≥ λˆnw,d ≥ λˆnw,a. (3.40)
Ainsi, pour nw = 1, les estimations λˆ1,d et λˆ1,a sont réalisées pour chaque réalisation. La recherche est
alors effectuée sur un triangle pour respecter la contrainte hiérarchique. Pour nw = 2, la recherche est
réalisée sur un tétraèdre (ou 3-simplex) et enfin sur un 4-simplex pour nw = 3 (ordre de décomposition
maximal considéré). Le nombre de simulations est alors augmentée d’un ordre de grandeur à mesure
que la dimension du domaine d’exploration augmente (100 points pour nw = 1, 1000 points pour
nw = 2, 10000 points pour nw = 3). Reste à présent à définir les bases d’ondelettes choisies pour la
comparaison.
Haar définit la première base d’ondelettes en 1910. Depuis, une large variété d’ondelettes ont vu le
jour. Parmi les ondelettes décrites, les plus célèbres sont celles de Daubechies [Daubechies, 1992], les
Coiflets [Daubechies, 1994a], les Symlets [Daubechies, 1994b] ou celle de Meyer [Abr, 1997]. Le jeu
d’ondelettes choisies pour la comparaison numérique est le suivant :
• Daubechies: db4 à db8,
• Symlets: sym4 à sym8,
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Figure 3.9: 500 détails reconstruits au 1er niveau à partir des estimations de la figure 3.8.
Figure 3.10: Exemple de fonction par morceaux λ1,d(x) et son lissage par le spline cubique pour une
distribution présentant 2 pics.
• Coiflets: coif1 à coif5,
• Meyer : dmey,
• Haar : haar.
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Soit
(
f [q]
)
q=1,...,Nq
l’ensemble des distributions simulées, le jeu d’observations générées pour une distri-
bution q donnée est noté
(
y[q][r]
)
r=1,...,Nr
et enfin l’estimation pour la qème distribution et pour chacune
des observations est notée
(
fˆ [q][r]
)
r=1,...,Nr
. Le critère de sélection de l’ondelette choisi, noté MSE,
est défini comme la moyenne générale sur toutes les observations et toutes les distributions du critère
MSE :
MSE =
1
NqNr
Nq∑
q=1
Nr∑
r=1
n∑
j=1
|fˆ [q][r]j − f [q]j |2
|f [q]j |2
. (3.41)
NB : pour une distribution f donnée, les pondérations sont calculées et utilisées pour l’ensemble des observations issues de f avec
le traitement décrit en section 3.3.2 pour l’établissement du vecteur des poids pour le 1er niveau de détail reconstruit.
Le tableau 3.1 présente les résultats obtenus en terme de MSE pour chacune des ondelettes aux
niveaux de décomposition considérés. Les éléments en rouge dans le tableau indiquent les valeurs
minimales du critère de sélection MSE pour chaque niveau de décomposition. Les résultats indiquent
que, hormis pour l’ondelette de Haar, les autres ondelettes proposent des estimations comparables. De
plus, un résultat important est qu’augmenter l’ordre de décomposition n’assure pas de meilleurs esti-
mations. Ainsi, le premier ordre de décomposition est choisi, impliquant une estimation de seulement
2 paramètres de régularisation. Bien que le choix de l’ondelette n’ait pas d’influence significative sur
l’estimation finale, sur la base de ces résultats, une Symlet d’ordre 5 (sym5) est sélectionnée et sera
utilisée dans le reste de cette dissertation.
Ayant apporté des réponses aux questions 1 et 2 posées précédemment en section 3.3.2, il est à présent
temps de se focaliser sur l’estimation des paramètres de régularisation, désormais au nombre de 2,
réduisant le critère global à minimiser à l’expression suivante :
fˆ = arg min
f≥0
[‖Υ(Hf − y)‖2 + λ1,a‖D2A[sym5]1 ‖2 + Λ1,d‖D2D[sym5]1 ‖2. (3.42)
Rappelons que Λ1,d est le vecteur des poids associés au premier niveau de détail reconstruit qui requiert
la valeur estimée de λ1,d dans son expression. La prochaine section présente la méthodologie développée
pour l’estimation des 2 paramètres de régularisation : λ1,d et λ1,a.
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Tableau 3.1: Résultats numériques de la comparaison des ondelettes pour Nq = 100, Nr = 500 et
nw = 1, 2, 3.
Type d’ondelette Critère MSE Niveau de décomposition
db4 0.0872 1
db5 0.0915 1
db6 0.0916 1
db7 0.0890 1
db8 0.0896 1
sym4 0.0929 1
sym5 0.0860 1
sym6 0.0918 1
sym7 0.0859 1
sym8 0.0917 1
coif1 0.0930 1
coif2 0.0927 1
coif3 0.0926 1
coif4 0.0929 1
coif5 0.0927 1
dmey 0.0903 1
haar 0.0961 1
db4 0.0918 2
db5 0.0962 2
db6 0.0934 2
db7 0.0900 2
db8 0.0918 2
sym4 0.0927 2
sym5 0.0860 2
sym6 0.0910 2
sym7 0.0900 2
sym8 0.0912 2
coif1 0.0941 2
coif2 0.0921 2
coif3 0.0923 2
coif4 0.0928 2
coif5 0.0924 2
dmey 0.0907 2
haar 0.0962 2
db4 0.0957 3
db5 0.0969 3
db6 0.0927 3
db7 0.0940 3
db8 0.0918 3
sym4 0.0966 3
sym5 0.0859 3
sym6 0.0903 3
sym7 0.0894 3
sym8 0.0905 3
coif1 0.0978 3
coif2 0.0914 3
coif3 0.0915 3
coif4 0.0924 3
coif5 0.0917 3
dmey 0.0949 3
haar 0.0959 3
3.3.3 Estimation de multiples paramètres de régularisation
L’estimation de multiples paramètres de régularisation est une tâche complexe pour laquelle, à notre
connaissance, seule la généralisation du critère de la courbe en L à n dimensions [Belge et al., 2002] a
permis d’entrevoir une solution. Seulement cette méthode nécessite le calcul de la courbure d’hypersur-
faces et par conséquent rallongerait considérablement le temps de calcul pour l’obtention d’une estima-
tion de f . De plus, la robustesse de la méthode est faible en présence de bruit d’observations important
(remarque déjà vraie pour l’estimation d’un seul paramètre car le coin de la courbe biais versus variance
n’est pas forcément bien défini ou encore de multiples coins apparaissent) comme c’est le cas ici. Il est
donc nécessaire de définir une méthodologie pour l’estimation de λ1,d et λ1,a dans l’équation (3.42).
Connaissant respectivement la position des pics et la correction à appliquer sur la pénalisation associée
au premier niveau de détail reconstruit (sections 3.3.2 et 3.3.2), il faut maintenant estimer les poids
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de régularisation associés aux régions présentant des variations lentes. Ces «bosses» présentent des
variations d’amplitude et de dispersion autour du mode. Il s’agit de lier ces variations à l’estimation
des 2 paramètres de régularisation par l’intermédiaire d’une surface de réponse. Autrement dit, les
bosses étant modélisées par des distributions log-normales, connaissant les paramètres µ′ , σ′ et A′ ,
nous serons en mesure d’estimer λ1,d et λ1,a. Tout d’abord, la position de la bosse sur la gamme des
diamètres n’influe aucunement sur la pénalisation à apporter dans la procédure de régularisation. Pour
cette raison, l’exploration de l’espace des paramètres s’en voit réduit d’une dimension ne considérant
plus que σ′ et A′ . Dans un premier temps, la surface de réponse sera crée à partir de l’exploration d’un
espace à 2 dimensions en utilisant un plan d’expériences qui fait l’objet du paragraphe suivant.
Plan d’expériences et surface de réponse associée
La planification d’expériences est utilisée ici afin de comprendre les variations des poids de régu-
larisation pour différentes valeurs prises par les paramètres d’amplitude (en concentration) et de
dispersion (en diamètres). Les poids deviennent alors fonction de σ′ et A′ de sorte que λ1,a =
λ1,a(σ
′
, A
′
) et λ1,d = λ1,d(σ
′
, A
′
). De nombreux plans d’expériences ont vu le jour depuis la créa-
tion des plans factoriels par [Fisher, 1926]. Pour plus d’informations sur les plans d’expériences,
voir [Box et al., 1978], [Montgomery, 1984] ou [Taguchi, 1986]. Un plan factoriel complet à 2 fac-
teurs et 10 niveaux est utilisé ici pour caractériser les pondérations. La discrétisation des 2 facteurs
illustrée en figure 3.11 est respectivement linéaire pour σ′ ( min(σ′) = 1.1, max(σ′) = 2) et linéaire
en échelle logarithmique pour A′ (min(A′) = 1010, max(A′) = 1012). A chaque point du plan factoriel
complet va correspondre une distribution simulée f pour un total sur tout le plan de 102 simulations
présentées en figure 3.12.
Ensuite, pour chacune des distributions simulées, λ1,a(σ
′
, A
′
) sera estimé. L’estimation est réalisée de la
même manière qu’en section 3.3.2 pour la sélection de l’ondelette mère (le paramètre est estimé comme
minimisant le critère MSE et ceci pour chaque fonction f simulée). Le même plan et le même procédé
sont utilisés pour l’estimation de λ1,d(σ
′
, A
′
) en conservant la contrainte λˆ1,d(σ
′
, A
′
) ≥ λˆ1,a(σ′ , A′),
∀(σ′ , A′).
Les figures 3.13 et 3.14 montrent respectivement les valeurs calculées de λ1,a et λ1,d sur les nœuds
définis par le plan factoriel complet et la surface de réponse calculée par interpolation linéaire entre les
nœuds.
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Figure 3.11: Plan factoriel complet pour le pavage de l’espace à 2 dimensions (σ′ , A′).
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Figure 3.12: Distributions simulées selon le plan factoriel complet (figure 3.11).
Figure 3.13: Surface de réponse pour λˆ1,a(σ
′
, A
′
) (interpolation linéaire entre les nœuds).
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Figure 3.14: Surface de réponse pour λˆ1,d(σ
′
, A
′
) (interpolation linéaire entre les nœuds).
Les résultats montrent un comportement non monotone de chacune des surfaces de réponse. Ceci est
due au fait que l’erreur quadratique moyenne comme critère de sélection des poids offrent de multiples
minimas à différents ordres de grandeur.
Toutefois, l’intérêt d’une telle approche n’est pas la détermination de l’optimum mais plutôt la capture
d’une tendance générale. Pour cette raison, les perturbations dans l’estimation des poids sont dès
lors considérées comme une composante de bruit et une nouvelle surface de réponse est générée par
lissage de la surface initiale par l’intermédiaire de la fonction gridfit sous MATLAB [D’Errico, 2006]
qui permet une extrapolation douce entre les nœuds du pavage (σ′ , A′) en laissant à l’utilisateur le soin
de choisir le degré de lissage. Une telle procédure va permettre d’adoucir les transitions.
Les figures 3.15 et 3.16 offrent une représentation bidimensionnelle de λˆ1,a(σ
′
, A
′
) avant et après lissage.
De la même manière, les figures 3.17 et 3.18 exposent les résultats après lissage pour λˆ1,d(σ
′
, A
′
). Pour
les 2 surfaces, cela a tendance à produire des estimateurs plus faibles. Souhaitant éviter au maximum
une sur-estimation de la pénalisation qui conduit, comme vu précédemment, à la destruction de la
structure du signal à estimer, cette modélisation assure une fois encore d’une estimation, qui si biaisée,
le soit le moins possible.
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Figure 3.15: Surface de réponse initiale pour λˆ1,a(σ
′
, A
′
).
Figure 3.16: Surface de réponse après lissage par la fonction gridfit pour λˆ1,a(σ
′
, A
′
).
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Figure 3.17: Surface de réponse initiale pour λˆ1,d(σ
′
, A
′
).
Figure 3.18: Surface de réponse après lissage par la fonction gridfit pour λˆ1,d(σ
′
, A
′
).
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La surface de réponse étant définie, il est nécessaire d’expliciter comment estimer les paramètres A′ et σ′
à partir d’un jeu d’observations. De plus, une question intrinsèque à la définition du plan d’expériences
reste en suspend. En effet, la surface de réponse est générée à partir d’une seule distribution lognormale,
autrement dit une seule bosse. Comment procéder lorsque la solution à estimer présente plusieurs bosses
? Doit-on estimer les paramètres d’une bosse plutôt qu’une autre ?
La section suivante apporte des réponses sur ces points clés.
Estimation des paramètres de la loi lognormale à partir d’un jeu d’observations
Soient f une distribution analytique simulée et
(
y[r]
)
r=1,...,Nr
le jeu d’observations associées 1 de la
section 3.3.2 ( cf figure 3.6 et 3.7). Partant de ces données, le calcul des paramètres de régularisation
requiert l’estimation des paramètres A′ et σ′ . Une estimation par moindres-carrés de la solution f
est effectuée à partir du jeu d’observations, seulement cette fois, seule la moyenne sur l’ensemble des
reconstructions
(
fˆ
[r]
ms
)
r=1,...,Nr
, notée ˆ¯fms, est conservée pour l’estimation des 2 paramètres. Garder
uniquement la moyenne permet de se libérer du bruit haute fréquence et d’obtenir ainsi une bonne
première estimation de f . Dans le cas de la distribution f étudiée, 2 bosses existent, alors à partir de
quelle bosse doit-on estimer les paramètres de la distribution lognormale ? Souhaitant éviter de biaiser
l’estimation finale en favorisant trop fortement l’a priori au dépend de la fidélité aux données, le choix
naturel réalisé est d’estimer les paramètres de la bosse qui conduisent à des pondérations plus faibles.
L’utilisateur précise simplement le nombre de bosses I ′ visibles sur la reconstruction moyenne ˆ¯fms et
les diamètres
(
µ
′
j
)
j=1,...,I′
auxquels ces bosses interviennent. Un fit lognormal est ensuite effectué afin
d’estimer le triplet pour chacune des bosses, noté
(
Aˆ
′
, σˆ
′
, µˆ
′
)
j=1,...,I′
comme suit :
(
Aˆ
′
, σˆ
′
, µˆ
′)
j=1,...,I′
=
arg min
(A′ ,σ′ ,µ′)
j=1,...,I
′
‖ I
′∑
j=1
A
′
j exp
− log
2
(
x
µ
′
j
)
2 log2 σ
′
j
− fˆms‖22
 , (3.43)
et le paramètre estimé utile pour l’estimation de λˆ1,d est tel que :
λˆ1,d = min
j
[
λˆ1,d
((
σˆ
′
, Aˆ
′)
j=1,...,I′
)]
. (3.44)
Sachant que λˆ1,d(σ
′
, A
′
) > λˆ1,a(σ
′
, A
′
) pour tout couple (σ′ , A′), la bosse choisie pour le premier
paramètre est conservée pour l’estimation du second. La figure 3.19 illustre le choix de la bosse de ˆ¯fms
lorsqu’au préalable le pic a été détecté (colorié en bleu sur la figure) par l’algorithme mis au point en
section 3.3.2. La figure 3.20 résume par un schéma bloc simplifié l’heuristique pour une ou plusieurs
observations disponibles en entré. La prochaine étape est désormais la comparaison de notre approche
avec la régularisation classique avec a priori homogène de douceur.
1En présence d’une seule observation, un ensemble d’observations simulées selon le modèle de bruit qui sera défini
dans le chapitre 4 en section 4.2.4 seront générées, la méthode présentée s’appliquant ainsi de façon similaire pour chaque
cas.
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Figure 3.19: Détermination des paramètres A′ et σ′ de la bosse conduisant aux pondérations les plus
faibles à partir de l’estimation moyenne par moindres-carrés ˆ¯fms.
3.3.4 Comparaison numérique des estimateurs par régularisation classique et par
la nouvelle procédure développée
Tout comme pour la comparaison des familles d’ondelettes en section 3.3.2, une famille de distributions
est simulée (cf figure 3.21) pour une comparaison numérique. Concernant la procédure de régularisa-
tion classique, le paramètre de régularisation est calibré pour chaque distribution comme minimisant
le critère MSE défini par l’équation (3.39).
Pour la nouvelle méthode, toutes les étapes décrites des sections 3.3.2 à 3.3.3 sont mises en œuvre
pour les estimations de λ1,a et λ1,d. MSE est enfin calculée pour chacune des Nr observations et pour
chaque distribution simulée, conduisant ainsi à l’obtention de Nq × Nr valeurs de MSE (Nr = 100,
Nq = 100, soit 10000 valeurs). Les valeurs calculées pour chacune des 2 méthodes sont présentées en
figure 3.22 par l’intermédiaire de deux histogrammes.
Les résultats montrent le gain de l’utilisation de la nouvelle procédure sur des distributions mélangeant
des profils de différentes natures pour lesquels la pénalisation doit s’adapter. Le MSE est à la fois plus
faible en moyenne et en dispersion ce qui assure respectivement une estimation plus fiable et plus
robuste. En présence d’un seul pic, la nouvelle procédure offre donc un vrai apport par comparaison
avec la technique commune de régularisation. Le même exercice est effectué cette fois avec des distri-
butions présentant 2 pics et une bosse afin de conforter la méthode et son applicabilité à ce type de
distributions.
La figure 3.23 montre les distributions simulées avec 2 pics et la figure 3.24 l’histogramme des valeurs
calculées pour le critère MSE dans ce deuxième cas. Cette fois encore la méthode est plus fiable et
plus robuste même si la différence est moins importante que dans le 1er cas. Le MSE pour ce jeu de
distributions est plus grand que dans le 1er cas et ceci uniquement pour la méthode développée alors
que la méthode classique présente des résultats similaires. Cette différence est principalement liée à la
robustesse de l’algorithme de détection des pics ainsi qu’au choix de la constante κ dans l’expression
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Figure 3.20: Schémas récapitulatifs de l’heuristique développée respectivement pour une seule obser-
vation (schéma du haut) et pour plusieurs observations (schéma du bas) en entrée du système.
du vecteur des poids estimés Λˆ1,d. En effet, une valeur trop faible de cette constante induira une
sous-régularisation du pic qui aura été au préalable détecté. En augmentant le nombre de pics, on
augmente par la même occasion la partie du signal sous-régularisée ce qui engendre une augmentation
du MSE. Néanmoins, les résultats sur 2 pics confirment la validité de la méthode pour le traitement
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Figure 3.21: Ensemble de distributions simulées avec 1 pic pour la comparaison entre la procédure de
régularisation avec a priori homogène de douceur et la nouvelle procédure d’inversion.
Figure 3.22: Histogrammes des valeurs prises par le critère MSE : régularisation avec a priori homogène
(figure de gauche) et nouvelle procédure (figure de droite) pour Nq = 100 distributions simulées et
Nr = 100 observations générées pour chaque distribution.
de distributions à profils multiples.
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Figure 3.23: Ensemble de distributions simulées avec 2 pics pour la comparaison entre la procédure de
régularisation avec a priori homogène de douceur et la nouvelle procédure d’inversion.
Figure 3.24: Histogrammes des valeurs prises par le critère MSE : régularisation avec a priori homogène
(figure de gauche) et nouvelle procédure (figure de droite) pour Nq = 100 distributions simulées et
Nr = 100 observations générées pour chacune des distributions définies en figure 3.21.
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Chapitre 4
Évaluation des incertitudes associées à
l’estimation de la granulométrie en
nombre d’un aérosol par SMPS
La caractérisation des incertitudes associées à un résultat de mesure, résultat qui peut être obtenu
de façon direct ou après une inversion de données (donc indirectement) comme c’est le cas pour la
granulométrie en nombre étudiée ici, fait l’objet d’une attention toute particulière depuis plusieurs
années. Cet attrait est principalement dû à l’explosion de la simulation numérique comme méthode
se substituant aux mesures réelles souvent coûteuses en temps et en ressources. Le développement
des codes numériques pour représenter des phénomènes physiques complexes pose alors naturellement
la question d’un niveau de confiance à accorder à la sortie dudit code. En effet, différentes sources
d’incertitude apparaissent dans la chaîne de modélisation engageant des experts dans diverses spécial-
ités. Le physicien procède à des simplifications pour l’établissement du modèle physique qui lie entrées
et sorties du système de mesure (incertitudes de modèle). Le mathématicien quant-à lui définit des
méthodes numériques pour approcher la solution à évaluer (incertitudes numériques) et un algorithme
de résolution est implémenté dans un langage de programmation donné, achevant ainsi la création
du code numérique. Enfin, le statisticien entre en scène pour comprendre comment à la fois les don-
nées d’entrée du système (les observations mesurées) présentant une certaine variabilité (incertitudes
stochastiques) et les paramètres du code numérique (incertitudes épistémiques) vont modifier la quan-
tité d’intérêt.
Les incertitudes citées jusqu’alors sont liées au problème direct qui modélise la génération des obser-
vations. Cependant, dans notre cas d’étude, une inversion de données s’opère ensuite. Si les variations
des entrées du système qui engendrent la variabilité sur les observations étaient connues, alors le modèle
d’inversion pour estimer la granulométrie f serait calculé avec ces mêmes entrées, or ce n’est pas le cas
ici. Les incertitudes intervenant cette fois sont donc liées à la méconnaissance du modèle d’inversion
à choisir pour chaque observation (on rappelle que l’expérimentateur dispose d’un jeu d’observations
présentant une certaine variabilité à partir duquel une inversion est réalisée pour estimer f).
Comprendre et caractériser chacune des sources est un travail délicat qui nécessite une étroite col-
laboration inter-disciplinaire. Une question naturelle soulevée est alors : pourquoi l’évaluation de
l’incertitude de mesure est-elle si importante ?
• Amélioration du code numérique représentant le phénomène physique (précision de l’estimation),
• Aide à la décision (par exemple l’estimation de la résistance d’une structure, barrages et autres)
• Réduction de l’incertitude de mesure par un meilleur contrôle des paramètres identifiés,
• Compréhension approfondie du système de mesure et des mécanismes intervenant au cours de la
mesure,
73
74 Évaluation des incertitudes
• Identification des entrées occasionnant une forte variabilité sur la quantité d’intérêt.
Évaluer l’incertitude associée à la sortie d’un code numérique, c’est comprendre comment propager
toutes les sources d’incertitude à travers le code numérique et estimer l’impact en terme de variabilité
et de biais sur la quantité d’intérêt.
Le guide pour l’expression de l’incertitude de mesure (GUM [JCGM, 1995]) et son supplément
[JCGM, 2008] offrent une méthodologie générale pour évaluer l’incertitude associée à un mesurande
de nature scalaire ou vectoriel par deux approches : l’approche par approximation de Taylor à l’ordre
1 et l’approche par simulation de Monte-Carlo. Si la première approche calcule l’incertitude totale
comme la somme des incertitudes individuelles sur chaque paramètre selon les règles de la propagation
des variances, la seconde nécessite de quantifier les sources d’incertitude en associant à chaque source
(paramètre) une distribution de probabilité (normale, triangulaire, uniforme, etc.) et de propager
ces distributions à travers le code numérique pour finalement représenter l’incertitude sur la quantité
d’intérêt par un représentant statistique (variance, quantiles à 95 %, etc.).
Toutefois, les limitations du GUM pour l’évaluation de l’incertitude apparaissent rapidement pour les
problèmes traités dans l’industrie du fait de la grande dimension des problèmes, de la nature de la
quantité d’intérêt (ici une fonction) ou encore dans le cas de problèmes inverses.
L’estimation de la granulométrie en nombre par technique SMPS présente toutes ces difficultés. Les
observations sont obtenues par l’intermédiaire d’un modèle physique qui présente un grand nombre
de paramètres et différentes fonctions pour traduire les phénomènes de charge des particules, leur
sélection et leur détection (loi de charges, fonction de transfert du DMA, efficacité de détection du
CNC). De plus, plusieurs théories existent pour la définition des paramètres (par exemple le triplet de
Cunningham en section 2.1.1) et des fonctions (par exemple pour la modélisation de loi de charges en
section 2.2.1) comme vu dans le premier chapitre de cette thèse. L’inversion permet enfin l’estimation
du mesurande de nature fonctionnel à partir des observations, mesurande qui n’est pas unique comme
nous le verrons par la suite.
Tentant de répondre à ces divers problématiques, ce chapitre s’articule selon les 3 axes suivant :
1. Définition des mesurandes en section 4.1.1, classement des sources d’incertitude en section 4.1.2,
mise en évidence des limitations de la propagation classique de l’incertitude face à ce problème
d’inversion et enfin proposition d’une nouvelle méthode de propagation en section 4.1.3 et 4.1.4
2. Discrimination des sources les plus influentes en section 4.2.2, modélisation des sources d’incertitude
par une caractérisation expérimentale en section 4.2.3 ou par l’intermédiaire des divers théories
existantes en section 4.2.5
3. Application de la méthodologie développée sur des signaux réels en section 4.2.8
La section suivante décrit la méthodologie générale envisagée pour répondre au problème d’évaluation
de l’incertitude associée à un mesurande 1 fonctionnel, en présence d’un nombre élevé de sources
d’incertitude de natures variées dans le cas d’un problème d’inversion de données.
4.1 Méthodologie générale
Avant toute chose, pour toute mesure, il est nécessaire de statuer sur l’objet à étudier. Ce qui paraît
évident dit de cette façon n’est pas si trivial en pratique. Caractériser les aérosols par technique
SMPS nécessite de définir un mesurande qui n’est autre que la granulométrie en nombre de l’aérosol
f . Il est par conséquent de nature fonctionnel. Ce mesurande est estimé suite à une inversion de
données à partir des comptages de particules y en sortie du CNC, il est donc obtenu de façon indirecte.
2 configurations conduisant à la caractérisation de 2 mesurandes sont distinguées en fonction de la
stabilité en concentration de particules en entrée du système de mesure.
1En métrologie, le VIM définit le mesurande comme «la grandeur que l’on veut mesurer»
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4.1.1 Définition des mesurandes
1. l’aérosol est stable : l’hypothèse de stabilité signifie que l’objet que l’on cherche à caractériser
n’évolue pas (ou de façon négligeable) d’une acquisition à l’autre. Une acquisition dure générale-
ment entre 1 min et 3 min et on peut les enchaîner. Ainsi, un jeu d’observations est finalement
généré, on parle alors de réplicats de mesure correspondant au nombre d’acquisitions effectuées.
C’est le cadre choisi pour les mesures effectuées en laboratoire pour lesquelles les conditions
opératoires sont contrôlées. Toutefois, dans ce cas précis, la stabilité est dépendante du proces-
sus de génération de l’aérosol. En effet, la génération d’aérosol est souvent réalisée à partir de
nanoparticules présentes dans une solution liquide mise en suspension par atomisation, ce qui
entraîne une instabilité en concentration. Le mesurande n’est donc pas tout à fait identique d’une
mesure à l’autre.
la légère instabilité n’est pas modélisée «à la source» car on dispose de trop peu de connaissances
physiques sur la dispersion lors de la génération. En revanche, on dispose de plusieurs observa-
tions en sortie du CNC ce qui va nous permettre de modéliser par un modèle comportemental
les conséquences de cette dispersion. Du fait du temps réduit nécessaire à la réalisation d’une
acquisition, l’expérimentateur peut fournir facilement aux alentours de 40 réplicats de mesure.
ces réplicats sont requis pour l’évaluation de l’incertitude. La figure 4.1 présente 40 mesures de
Figure 4.1: Exemple d’aérosol stable : 40 mesures pour un aérosol à base d’huile (Di-Ethyl2-Hexil-
Phtalate ou DEHP).
compatge par le CNC 3022 d’ un aérosol à base d’huile dont la mise en suspension est assurée
par l’atomiseur 3776 de la société TSI.
2. l’aérosol est instable : le mesurande évolue rapidement au cours du temps, cette évolution se
traduit par le fait que d’une mesure à l’autre l’objet à caractériser a changé. C’est le cas des
mesures in situ (sur le périphérique parisien, mesures dans l’atmosphère, etc.). Aucun processus
de génération d’aérosol n’est requis car l’aérosol est naturellement présent sur site. Il s’agit alors
de caractériser la granulométrie en nombre f de l’aérosol pour un laps de temps court, autrement
dit, le temps d’une seule acquisition. La réalisation de réplicats de mesure s’avère alors impossible
avec un seul appareil. L’information nécessaire à la quantification de l’incertitude associée au
mesurande ne sera plus extraite des observations y mais proviendra d’une modélisation pointue
du processus de mesure. La figure 4.2 présente quelques profils de comptage obtenus sur un
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Figure 4.2: Exemple d’aérosol instable : mesures d’aérosols urbains avec prélèvement au 2ème étage du
site du LNE Paris en milieu d’après-midi.
aérosol urbain instable. Les prélèvements ont été effectués en plein après-midi au 2ème étage du
batiment du LNE sur le site de Paris dans le XV ème arrondissement. On comprend facilement à
la vue de cet exemple la nécessité de dissocier les traitements à apporter pour les aérosols stables
et instables.
La figure 4.3 illustre graphiquement les propos tenus dans les 2 points ci-dessus justifiant la création
de 2 scénarios conduisant à l’évaluation de 2 mesurandes.
Figure 4.3: Schéma illustrant la nécessité de distinguer 2 mesurandes.
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4.1.2 Regroupement des sources d’incertitude
Face à un problème de grande dimension comme celui étudié, l’évaluation de l’incertitude requiert une
segmentation ou regroupement des divers sources d’incertitude. Nous avons considéré trois ensembles
de sources que sont :
• La dispersion expérimentale :
Lors d’une mesure, il est évident que de nombreux paramètres (ou fonctions) varient et génèrent
ainsi une dispersion dite expérimentale sur les signaux mesurés. Cette dispersion expérimen-
tale est constituée d’un premier ensemble de paramètres dits environnementaux que sont en-
tre autres la température, la pression, l’humidité relative, etc. On parle alors de variabilité
paramétrique partielle car la plage complète de variation des sources environnementales incer-
taines est supérieure à la variabilité paramétrique observée sur un nombre de réplicats de mesure
limité dont on rappelle qu’ils sont obtenus avec le même appareil de façon consécutive (donc dans
un intervalle de temps réduit).
La seconde source d’incertitude intégrant la dispersion expérimentale provient du processus de
génération de l’aérosol. En effet, l’hypothèse de stabilité préalablement établie dans le cas du
premier mesurande suggère de considérer une granulométrie moyenne sur l’ensemble des réplicats
de mesure à disposition. Cela se justifie du fait que, sous conditions expérimentales contrôlées,
comme c’est le cas en laboratoire, la variation du mesurande induite par le processus de généra-
tion est suffisamment faible pour pouvoir être modélisée comme une composante de la dispersion
expérimentale comme nous le verrons en section 4.2.4.
• Le comptage des particules par le CNC :
La détection des particules est sujette à incertitudes, incertitudes qui augmentent en fonction de
la concentration en particules dans la chambre de détection. Le processus de comptage évolue
à mesure que la concentration augmente. Le comptage est réalisé particule par particule (Sin-
gle Particle Count) pour des concentrations faibles en entrée (≤ 103 particules par cm3). Une
estimation du nombre de particules «manquées» par le détecteur lorsque celui-ci est paralysé
par le passage de plusieurs particules est effectuée (Live Time Count) pour des concentrations
intermédiaires (entre 103 et 104 particules par cm3). Enfin lorsque la concentration dépasse
104 particules par cm3, les particules sont dénombrées dans la chambre de détection en calcu-
lant l’intensité lumineuse que celles-ci diffusent suite au passage de photo-lasers. Cette source
d’incertitude est couramment appelée le bruit de mesure. La modélisation de cette source in-
terviendra pour l’évaluation de l’incertitude associée au second mesurande et fera l’objet de la
section 4.2.4
• La méconnaissance paramétrique et fonctionnelle :
C’est le groupe des paramètres (et des fonctions) dits méconnus, fixes ou variables au cours de
la mesure. Le terme méconnu va prendre ici plusieurs interprétations. Certains paramètres sont
fixes ou variables au cours d’un essai. Un essai représente l’ensemble des acquisitions dans le cas
du premier mesurande ou bien une seule acquisition pour le second.
Concernant les paramètres fixes, on parle de méconnaissance pure comme c’est le cas pour les
paramètres géométriques du DMA. Ces paramètres définissent le champ électrique, le champ
d’écoulement d’air et la migration des particules soumises au champ électrique. On sait que ces
paramètres sont fixes au cours de la mesure mais ces paramètres n’ont pas été mesurés lors de
la thèse. Les valeurs de L, r1 et r2 sont donc celles fournies par le constructeur du SMPS sans
information quant-aux tolérances associées à leurs mesures si ce n’est celles fournies par la norme
ISO 15900 [Standard, 2009] ou [Kinney et al., 1991].
S’agissant des paramètres variables, on modélise séparément les variations autour de la valeur
moyenne de l’essai (dispersion expérimentale) de la méconnaissance de la valeur moyenne de
l’essai (liée à l’appareil utilisé, aux paramètres environnementaux que sont la température ou
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la pression notamment, etc.). C’est le cas pour les mobilités ioniques par exemple. La distri-
bution des mobilités ioniques n’est pas mesurée, on sait donc que Z+I et Z
−
I varient mais pour
autant nous sommes incapables de statuer de leurs dispersions et valeurs moyennes respectives.
Les informations relatives à leurs évolutions lors de la mesure sont dans ce cas fournies par dif-
férents auteurs ayant publié des valeurs mesurées (dans d’autres conditions expérimentales ou
avec d’autres appareils). Les valeurs faisant consensus (valeurs données par [Reischl et al., 1996])
sont choisies comme valeurs moyennes pour l’essai. La dispersion autour de cette valeur moyenne
est quant-à elle modélisée via l’information disponible (valeurs mesurées par d’autres auteurs).
Concernant la méconnaissance fonctionnelle, elle provient de la définition de multiple théories
pour la modélisation d’un phénomène physique. C’est la cas pour la fonction de transfert du
DMA Ω avec ou sans prise en compte de la diffusion ou encore pour la loi de charges φ comme
nous le verrons respectivement en section 4.2.5 et 4.2.5
4.1.3 Limitations de la méthodologie classique de propagation
Une fois les divers sources d’incertitude regroupées, l’étape suivante est la mise en place d’une stratégie
pour propager ces sources à travers l’algorithme d’inversion. Usuellement, l’incertitude porte sur les
mesures et une inversion à modèle fixé est effectuée. Soient θ ∈ Rp 2 l’ensemble des paramètres du
modèle physique notéMp, θ0 ∈ Rp l’ensemble des paramètres du modèle fixés à leurs valeurs nominales,
 ∈ Rmc le bruit de mesure, ∆θd ∈ Rp et ∆θm ∈ Rp respectivement la dispersion expérimentale et la
méconnaissance, alors les observations y sont modélisées, connaissant f , comme suit :
y =Mp(θ, f) + , θ = θ0 + ∆θd + ∆θm. (4.1)
L’inversion consiste alors à estimer f connaissant y 3. Négligeant la contrainte de positivité sur f , une
expression analytique de l’estimateur fˆ peut être calculée. En effet, si on simplifie l’écriture en notant
∆θ = ∆θd + ∆θm et Kθ ∈ Rmc×n la matrice représentant la discrétisation bi-dimensionnelle (temps,
diamètres) du modèleMp, alors y s’exprime comme :
y = K[θ0+∆θ]f + . (4.2)
Un développement de Taylor à l’ordre 1 conduit à approcher K[θ0+∆θ] par Kθ0 + ∇Kθ0 ⊗3 ∆θ (le
produit tensoriel ⊗i correspond à la contraction du tenseur d’ordre 3 sur la ième dimension en tenseur
d’ordre 2) de sorte que :
y = (Kθ0 +∇Kθ0 ⊗3 ∆θ)f + , (4.3)
= Kθ0f + (∇Kθ0 ⊗2 f)∆θ + . (4.4)
Minimiser l’erreur quadratique moyenne pour un modèle fixe (Kθ0) sous l’a priori régularisant noté R
conduit à l’expression de l’estimation fˆ :
fˆ = (Ktθ0Kθ0 + λR)
−1Ktθ0y, (4.5)
= (Ktθ0Kθ0 + λR)
−1Ktθ0(Kθ0f + (∇Kθ0 ⊗2 f)∆θ + ). (4.6)
Sous les hypothèses que E(∆θ) = 0 et E() = 0, on obtient l’espérance de l’estimateur :
E(fˆ) = (Ktθ0Kθ0 + λR)
−1Ktθ0Kθ0f. (4.7)
La variance de l’estimateur par rapport aux variations ∆θ, notée V∆θ(fˆ) s’exprime ensuite commme
:
V∆θ(fˆ) = E(fˆ fˆ
t),
= HKtθ0(∇Kθ0 ⊗2 f)Γθ(∇Kθ0 ⊗2 f)tKθ0Ht, (4.8)
2On ne considère pas les fonctions dans l’explication qui suit pour simplifier les écritures mathématiques.
3Le cas où une seule acquisition est disponible est présentée ici (cas du second mesurande), ainsi Kθ ∈ Rmc×n alors
que Kθ ∈ RNr×(mc×n) en présence d’un jeu d’observations
(
y
[r]
i
)r=1,...,Nr
i=1,...,mc
pour le premier mesurande.
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où H = (Ktθ0Kθ0 + λR)
−1 et Γθ est la matrice de variance/covariance des θ.
Moyenne et variance de l’estimateur dépendent de la valeur du mesurande f que l’on souhaite estimer.
L’objectif ici est de caractériser le biais et la variance de l’estimateur fˆ . Caractériser la variance de
l’estimateur nécessite de connaitre f comme vu dans l’équation (4.8). De plus, caractériser le biais
requiert des mesures réalisées pour un aérosol de référence qui n’existe pas à l’heure actuelle. Conscient
de ces difficultés, nous proposons une alternative détaillée dans la prochaine section.
4.1.4 Alternative pour la propagation des sources
Nous avons vu dans la section précédente que faire porter toute l’incertitude sur les observations y
nécessitait une caractérisation du biais de mesure. Dans l’incapacité d’évaluer précisément ce biais, la
méthodologie mise en œuvre associe la dispersion expérimentale et le bruit de mesure aux observations
alors que la méconnaissance est modélisée par la création d’un modèle d’inversion, non plus fixe comme
précédemment, mais aléatoire. Ainsi, en conservant les notations définies dans la section précédente,
les observations sont cette fois modélisées comme suit :
y =Mp(θ, f) + , θ = θ0 + ∆θd + ∆θ˜m, (4.9)
où ∆θ˜m traduit le fait que pour une acquisition disponible (cas traité ici), les éléments du groupe de
la méconnaissance sont fixés à une valeur donnée.
L’inversion par régularisation sera cette fois effectuée par l’intermédiaire du modèle aléatoire Kθ, où
θ = θ0 + ∆θm, qui remplacera la matrice Kθ0 de la propagation classique.
Transférer la méconnaissance ∆θm au niveau du modèle d’inversion va permettre de caractériser le
biais dû à la mauvaise estimation de certains paramètres et autres fonctions ou encore de traduire la
présence de plusieurs théories pour définir le même processus physique. Toutefois, pour valider cette
approche, il est nécessaire de vérifier que la variance de l’estimateur obtenue par cette alternative est
du même ordre que la variance de l’estimateur classiquement obtenue.
Une validation numérique sera présentée en section 4.2.7 une fois la modélisation complète des sources
effectuée. Tout d’abord, il s’agit de définir et de classer les sources d’incertitude dans chaque groupe
(∆θm, ∆θd) pour ensuite proposer une modélisation de l’incertitude associée à chaque groupe.
4.2 Application au cas de l’estimation de la granulométrie en nombre
d’un aérosol par SMPS
Ayant défini les groupements de sources d’incertitude relatives au problème ainsi que la méthode pour
la propagation des sources, il est à présent temps de définir chacun des éléments des groupes établis. Le
paragraphe suivant liste les différentes sources intervenant dans la mesure d’un aérosol par technique
SMPS.
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4.2.1 Liste des sources d’incertitude
Tableau 4.1: Liste des sources d’incertitude identifiées lors de la mesure d’un aérosol par technique
SMPS et classement des sources dans les groupes modélisant respectivement la dispersion expérimentale
et/ou la méconnaissance.
Type Variable Unité ∆θd ∆θm
Sources paramétriques
Tension [V]
Tension minimale Umin - × ×
Tension maximale Umax - × ×
Temps du système [s]
Temps de scanning ts - ×
Temps de transport td - × ×
Temps de résidence tf - × ×
Géométrie du DMA [m]
Rayon interne des électrodes r1 - ×
Rayon externe des électrodes r2 - ×
Longueur du DMA L - ×
Débits [lpm]
Débit d’air filtré Qsh - ×
Débit d’aérosol Qa - ×
Débit de l’échantillon Qcpc - ×
Débit en excès Qex - ×
Température [K]
Température absolue du gaz porteur T - ×
Pression [kPa]
Pression absolue du gaz porteur P - ×
Facteurs de Cunningham []
Facteur 1 A - ×
Facteur 2 B - ×
Facteur 3 C - ×
Masse ionique [amu]
Masse des ions positifs m+I - × ×
Masse des ions négatifs m−I - × ×
Mobilité ionique [cm2.V−1.s−1]
Mobilité des ions positifs Z+I - × ×
Mobilité des ions négatifs Z−I - × ×
Autres
Humidité relative - - × ×
Sources fonctionnelles
Modélisation physique
Loi de charges φ - × ×
Fonction de transfert DMA Ω - × ×
Efficacité de détection du CNC W - ×
Génération de l’aérosol
Impuretés dans la solution - - × ×
Instabilité du processus de génération - × ×
Autres
Effets de charges - - × ×
Le tableau 4.1 résume l’ensemble des sources d’incertitude et, pour celles considérées, donnent leurs
appartenances respectives au groupe modélisant la dispersion expérimentale ∆θd et/ou au groupe
modélisant la méconnaissance ∆θm.
Les paramètres environnementaux (débits, pression, température) sont mesurés pour chaque essai, et
pour le débit, celui-ci est même mesuré par un débitmètre interne au DMA pour chaque acquisition
(voir la caractérisation expérimentale de cette source en section 4.2.3). Concernant la température et
la pression, la durée d’un essai étant suffisamment courte, ces paramètres seront intégrés au modèle de
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dispersion expérimentale. ces paramètres sont donc classés dans le groupe ∆θd.
Les variations induites par l’instabilité de la génération de l’aérosol apparaissent au sein d’un même
essai et on ne sait pas modéliser a priori ces variations. Les réplicats de mesure au sein de l’essai sont
utilisés pour intégrer cette source au sein de la dispersion expérimentale.
Les paramètres méconnus quant-à eux sont ceux qui ne sont pas mesurés lors d’une expérience :
les paramètres géométriques du DMA, les facteurs de correction de Cunningham, etc. La fonction
modélisant l’efficacité de comptage du CNC en fonction du diamètre des particules intègre ce groupe
car l’incertitude associée à chaque diamètre est méconnue.
Certains paramètres et fonctions appartiennent aux deux groupes car on sait qu’ils sont variables mais
pour autant ils ne sont pas mesurés à chaque expérience. C’est le cas notamment pour les mobilités
et masses ioniques, les tensions minimales et maximales utilisées pour la rampe de tension appliquée à
l’électrode centrale du DMA ou encore les temps de transport td et de résidence tf des particules.
Certaines sources méconnues et variables comme l’humidité relative, les effets de charge ou encore
les impuretés dans la solution dans le cas de l’atomisation d’une suspension liquide ne peuvent être
modéliser a priori, par conséquent elles intègrent ,tout comme la génération de l’aérosol, le groupe de
la dispersion expérimentale. Elles seront néanmoins prises en compte à partir des réplicats au sein
de l’essai. S’agissant de la méconnaissance de ces sources, celle-ci est supposée négligeable du fait du
manque de moyen pour la quantifier (pas de modèles existants à notre connaissance pour les considérer
et pas de mesures effectuées au cours de la thèse).
Il est aussi à noter que les sources fonctionnelles listées dépendent de certains paramètres incertains
définis comme sources paramétriques comme c’est le cas pour la loi de charges qui dépend des mobilités
et masses ioniques ou encore pour la fonction de transfert du DMA. La modélisation de l’incertitude
sur ces fonctions sera réalisée respectivement en section 4.2.5 et 4.2.5. En revanche pour l’analyse de
sensibilité qui fait l’objet de la section suivante, seuls les sources paramétriques seront considérées.
Les composantes de l’incertitude étant définies, il s’agit maintenant de comprendre quelles sont celles
qui sont les plus influentes. Cette volonté de réduire la dimension du problème se retrouve couramment
lorsque le nombre d’entrées d’un code numérique est important. La prochaine section traite de la
discrimination des sources influentes par analyse de sensibilité.
4.2.2 Analyse de sensibilité
Lorsque l’estimation de la sortie d’un code numérique est trop coûteuse en temps de calcul et que
le nombre de paramètres incertains est élevé, les méthodes d’analyse de sensibilité doivent permet-
tre, moyennant un nombre limité d’appels au code numérique, de discriminer les paramètres les plus
influents. L’ambition de ce type de démarche est la réduction de la dimension du problème. Par
dimension, il faut comprendre nombre de paramètres ayant une influence significative sur la sortie
du code numérique. L’influence des paramètres est souvent quantifiée par la variabilité induite sur la
sortie étudiée.
Soit un systèmeMp dépendant d’un ensemble de paramètres θ, avec θ = (θ1, θ2, ..., θk, ..., θp), l’analyse
de sensibilité étudie l’influence des paramètres de l’espace d’entrée θ sur la sortie y sachant la relation
:
y =Mp(θ1, θ2, ..., θk, ..., θp)f. (4.10)
Pour cette analyse, on considère une granulométrie en nombre f modélisée par une distribution log-
normale (A′ = 1011, µ′ = 200 × 10−9, σ′ = 1.1). Ce choix est sensé représenter un cas classique de
granulométrie en nombre que l’on peut obtenir à partir d’un aérosol monodispersé composé de billes
de latex (billes présentes en solution liquide que l’on met en suspension par atomisation). La figure 4.4
présente la fonction f et les comptages associés lorsque les paramètres du modèle physique sont fixés à
leurs valeurs nominales. La réponse du compteur présente 3 pics de concentration relatifs respective-
ment aux particules monochargées (le pic le plus concentré n’est autre que le 3ème pic), aux particules
chargées 2 fois (le 2ème pic) et enfin aux particules chargées 3 fois (le 1er pic).
Pour ce cas test, deux sorties peuvent être considérées. La première est la sortie du modèle physique,
autrement dit le comptage des particules en fonction du temps, ou bien l’estimation de la granulométrie
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Figure 4.4: Distribution analytique (figure de gauche) et la valeur moyenne des comptages associés en
prenant la valeur nominale des paramètres du système (figure de droite).
en nombre suite à l’inversion. Ces deux sorties sont fonctionnelles. Notre choix se porte sur la sortie
du modèle direct.
Nous recourons ensuite à certains représentants scalaires pour caractériser la variabilité de cette sortie
fonctionnelle. Les 8 critères suivants sont alors utilisés :
1. Ratio entre aire sous la sortie courante et aire de référence (aire obtenue lorsque les paramètres
sont fixés à leurs valeurs nominales)
2. Valeur de l’erreur quadratique moyenne
3. Temps d’apparition du 1er pic
4. Valeur du comptage au 1er pic
5. Temps d’apparition du 2ème pic
6. Valeur du comptage au 2ème pic
7. Temps d’apparition du 3ème pic
8. Valeur du comptage au 3ème pic
On peut penser que les 6 derniers critères peuvent se réduire à seulement 2 critères. En effet, les
critères 3, 5 et 7 tendent à traduire la translation temporelle des pics et si une translation s’opère sur
le 1er pic, alors elle devrait s’appliquer aussi sur le 2ème et ainsi de suite. Les critères 4, 6 et 8 quant-à
eux expriment le changement d’amplitude au niveau des pics et de la même manière, on sait qu’une
baisse de la valeur du comptage au pic présentant les valeurs les plus fortes (pic 3) se traduira par une
baisse respective des pics aux valeurs les plus faibles (pics 2 et 1) relatifs aux particules multi-chargées.
Toutefois, il sera intéressant de confirmer ces hypothèses.
Jusqu’alors, la sortie est caractérisée par différentes quantités scalaires mais pour autant le temps de
calcul requis pour une simulation reste important, il est donc primordial de réduire le nombre d’appels
au code numérique nécessaire à l’analyse de sensibilité.
La prochaine section traite d’une méthode dite de criblage (ou plus connue sous son terme anglais
«screening») qui présente l’avantage d’un faible coût computationnel. Cependant, ce faible nombre
d’appels au code a une contrepartie puisque la mesure de sensibilité est qualitative.
Plan de Morris : définition de la méthode
Différentes techniques de criblage ont été décrites dans la littérature. Une des plus simples est celle
qui consiste à évaluer à tour de rôle l’effet de la variation d’un paramètre θk sur la sortie y sachant
que les autres paramètres θk tels que θk 6= θk′ sont fixés à leurs valeurs nominales. L’étude des dérivés
partielles
(
∂y
∂θk
)
k=1,...,p
conduit à l’estimation de la sensibilité locale de la sortie à chaque paramètre.
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Encore une fois de telles techniques permettent de hiérarchiser l’influence des paramètres (sensibilité
relative) et non de quantifier la part de variabilité sur la sortie y induite par chaque paramètre. On
parle de techniques OAT (pour «One At a Time»). [Morris, 1991] définit un plan expérimental pour
lequel l’exploration de l’espace des entrées est réalisée par des parcours OAT aléatoires individualisés.
Pour se faire, l’espace des paramètres d’entrée est discrétisé en nM niveaux avec un pas ∆. Par exemple,
si on note y1 le représentant scalaire correspondant au 1er critère défini précédemment, soit e1k l’ effet
élémentaire de la variable θk associé à ce critère, alors e1k est approximé par différences finies comme
suit :
e1k(θ) =
∂y1(θ)
∂θk
=
(y1(θ1, θ2, ..., θk + ∆, ..., θp)− y1(θ))
∆
. (4.11)
Le plan de Morris permet de définir aléatoirement différentes trajectoires d’exploration de l’espace des
entrées, la moyenne et l’écart-type de ces effets sont ensuite calculés pour chacun des paramètres sur
l’ensemble des trajectoires (correspondant au nombre de réplicats choisi pour le plan d’expérience). La
représentation graphique de l’écart-type des effets élémentaires en fonction de la moyenne des effets
élémentaires offre finalement un moyen de hiérarchisation relative de l’influence des paramètres.
Discrétisation de l’espace des entrées
Le tableau 4.2 expose la discrétisation de l’espace des entrées effectuée pour la mise en œuvre de la
méthode de Morris. Il est à noter que contrairement à la description de méthode de Morris où le pas
de discrétisation ∆ est identique pour chaque paramètre θk, cette fois le pas dépend du paramètre
(∆ = ∆k). Les plages de variations des différents paramètres ont été définies suite à discussion avec les
experts dans le domaine d’application. Plutôt que de statuer précisément de ces bornes de variations,
il est important de traduire le poids de la perturbation d’une entrée, si infime soit-elle, sur la sortie.
Considérant la fonction f définie en figure 4.4, les comptages CNC simulés pour le plan de Morris
Tableau 4.2: Liste des paramètres incertains du modèle physique et leurs plages de variations pour
l’analyse de sensibilité.
Type Variable Unité Borne inf Valeur Borne sup Numéro
Tension [V]
Tension minimale Umin - 9.530 10.013 10.533 1
Tension maximale Umax - 9111.25 9590.79 10070.33 2
Temps du système [s]
Temps de scanning ts - 118 120 122 3
Temps de transport td - 3.00 3.53 4.00 4
Temps de résidence tf - 7.00 7.52 8.00 5
Géométrie du DMA [m]
Rayon interne des électrodes r1 - 0.009364 0.009370 0.009376 6
Rayon externe des électrodes r2 - 0.019590 0.019610 0.019630 7
Longueur du DMA L - 0.44147 0.44369 0.44591 8
Débits à l’intérieur de la colonne DMA [lpm]
Débit d’air filtré Qsh - 2.90 3.00 3.10 9
Débit d’aérosol Qa - 0.295 0.300 0.305 10
Débit de l’échantillon Qcpc - 0.295 0.300 0.305 11
Débit en excès Qex - 2.90 3.00 3.10 12
Température [K]
Température absolue du gaz porteur T - 293.50 294.00 294.50 13
Pression [kPa]
Pression absolue du gaz porteur P - 97.70 101.70 105.70 14
Facteurs de Cunningham []
Facteur 1 A - 1.1420 1.1650 1.2310 15
Facteur 2 B - 0.4695 0.4830 0.5580 16
Facteur 3 C - 0.9970 0.9970 1.1783 17
Masses ioniques [amu]
Masse des ions positifs m+I - 109 140 290 18
Masse des ions négatifs m−I - 50 101 140 19
Mobilités ioniques [cm2.V−1.s−1]
Mobilité des ions positifs Z+I - 1.15 1.35 1.40 20
Mobilité des ions négatifs Z−I - 1.35 1.60 1.90 21
à 21 paramètres, 5 niveaux par paramètre et 10 réplicats (autrement dit 10 trajectoires différentes
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pour l’exploration de l’espace des entrées) sont donnés en figure 4.5. Les deux effets majeurs des
Figure 4.5: Réponses simulées pour un plan de Morris à 21 paramètres, 5 niveaux par paramètre et
10 réplicats, pour un total de 210 simulations.
perturbations des paramètres d’entrée sont la translation temporelle et un changement d’amplitude des
pics. A présent, il s’agit d’utiliser ces résultats pour sélectionner les paramètres prépondérants.
Discrimination des paramètres d’influence
Les simulations issues du plan de Morris permettent le calcul de chacun des 8 critères précédemment
explicités. L’interrogation quant-à la redondance des critères va par la même occasion pouvoir être
levée.
Les figures 4.6 et 4.7 illustrent respectivement les valeurs prises pour les critères 3, 5, 7 et les critères
4, 6, 8. Comme attendu, les profils sont similaires pour chacun des pics aussi bien pour les critères
traduisant la translation temporelle que ceux caractérisant la valeur du comptage. Ainsi, le choix des
paramètres influents se fera sans redondance en éliminant les critères 3, 4, 5 et 6.
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Figure 4.6: Temps d’apparition des pics (critères 3, 5 et 7) pour l’ensemble des simulations.
Figure 4.7: Valeur du comptage aux pics (critères 4, 6 et 8) pour l’ensemble des simulations.
Les figures 4.8 à 4.11 montrent l’écart-type sur les 10 réplicats des effets élémentaires en fonction de la
moyenne des effets pour les critères 1, 2, 7 et 8. Les résultats suggèrent de nombreuses interactions
entre les divers paramètres. De plus, d’un critère à l’autre, la hiérarchisation est quasi-identique. 3
groupes de paramètres se distinguent :
• le premier groupe présentant les plus fortes interactions est composé des paramètres numérotés
6, 7, 9, 10, 11, 12, 20, 21,
• le deuxième groupe présentant des intéractions dont l’intensité est environ 2 ordres de grandeur
plus faible que celles du premier groupe : paramètres numérotés 1,3,5,8,13,15,16,17,18,19,
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Figure 4.8: Écart-type estimé des effets élémentaires en fonction de la moyenne estimée des effets
élémentaires pour le critère numéro 1.
Figure 4.9: Écart-type estimé des effets élémentaires en fonction de la moyenne estimée des effets
élémentaires pour le critère numéro 2.
• Le dernier groupe présentant les plus faibles intéractions ( environ 8 ordres de grandeur plus
faibles que celles du premier groupe et plus de 2 ordres de grandeur par rapport à celles du
deuxième groupe) est composé des deux paramètres numérotés 2 et 14.
Cette analyse qualitative ne permet donc pas de discriminer des paramètres sans aucune influence sur
la sortie, pour autant, elle nous conforte dans l’idée que les paramètres du modèle sont très liés. De
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Figure 4.10: Écart-type estimé des effets élémentaires en fonction de la moyenne estimée des effets
élémentaires pour le critère numéro 7.
Figure 4.11: Écart-type estimé des effets élémentaires en fonction de la moyenne estimée des effets
élémentaires pour le critère numéro 8.
plus, les résultats de la méthode confirme l’influence majeure des débits à l’intérieur du DMA, des
temps de résidence et de transport des particules à travers le système de mesure. En effet, les experts
en aérosol abondent dans ce sens.
Cette analyse de sensibilité a été menée sur des données simulées en considérant que le modèle physique
est une bonne représentation de la mesure réelle réalisée. Néanmoins, l’évaluation de l’incertitude de
mesure ne peut être réalisée qu’en caractérisant les composantes incertaines prenant part à cette mesure
comme nous le verrons dans la section suivante.
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4.2.3 Caractérisation expérimentale du débit d’air filtré et de la tension à l’électrode
centrale du DMA
Certains paramètres du modèle physique sont mesurables directement, d’autres au contraire sont plus
difficiles d’accès ou tout simplement non mesurables. Mesurer expérimentalement certains paramètres
du modèle va permettre une quantification plus précise de la variabilité et d’éventuels biais sur les
paramètres en question. Parmi l’ensemble des paramètres servant à expliciter la réponse du compteur
en fonction de la granulométrie en nombre de l’aérosol à l’étude, les mesures du débit d’air filtré Qsh à
l’intérieur de la colonne DMA et de la rampe de tension exponentielle appliquée à l’électrode centrale
du DMA ont été effectuées. En effet, débits et tension entrent directement dans le calcul de la mobilité
électrique, mobilité qui est ensuite utilisée pour la détermination du diamètre de mobilité électrique,
d’où le choix réalisé.
Mesure de l’évolution du débit d’air filtré à l’intérieur de la colonne du classificateur
DMA
Avant chaque expérimentation, il est demandé à l’utilisateur de fixer une valeur nominale pour le débit
d’air filtré Qsh à l’intérieur de la colonne du DMA. Généralement, pour l’étude de fines particules dont
la taille n’excède pas une centaine de nanomètres, il est recommandé de choisir un débit important
(Qsh ≥ 10 lpm) afin de se prémunir du dépot par diffusion sur les parois du classificateur. A contrario,
pour l’étude de particules dont la taille garantit un impact moins significatif de la diffusion (diamètre
supérieur à 100 nm), un débit plus faible est statué (3 lpm ou 6 lpm). Soucieux de caractériser
l’évolution du débit Qsh dans les conditions proches de l’expérimentation, 3 valeurs nominales sont
étudiées : Qsh = 3 lpm, Qsh = 6 lpm et enfin Qsh = 10 lpm. Le DMA disposant d’un débitmètre
massique interne étalonné au LNE et dont le certificat d’étalonnage est fourni en annexe, la mesure
consiste uniquement en la récupération des données fournies par ce débitmètre interne. Le temps
d’une expérience est fixée à 100 s et 10 réplicats pour chacune des configurations sont réalisés, avec
une récupération de la valeur du débit à chaque seconde. Le tableau 4.3 résume l’information sur les
Tableau 4.3: Moyennes et écart-types mesurés par débitmètre massique pour les 3 configurations :
Qsh = 3, 6, 10 lpm
Exp Min 1 Moy 1 Max 1 Std 1 Min 2 Moy 2 Max 2 Std 2 Min 3 Moy 3 Max3 Std 3
1 2.9800 3.0008 3.0200 0.0099 5.9300 5.9971 6.0500 0.0183 9.9100 9.9965 10.1000 0.0334
2 2.9800 2.9983 3.0200 0.0091 5.9200 5.9985 6.0800 0.0230 9.9200 9.9893 10.0900 0.0328
3 2.9800 2.9990 3.0300 0.0081 5.9200 6.0001 6.0600 0.0235 9.9000 9.9936 10.1000 0.0394
4 2.9800 2.9977 3.0300 0.0085 5.9000 5.9945 6.0500 0.0233 9.8900 9.9937 10.0800 0.0358
5 2.9800 2.9989 3.0200 0.0071 5.9000 5.9958 6.0800 0.0298 9.9100 9.9924 10.0900 0.0356
6 2.9800 2.9992 3.0200 0.0082 5.9000 5.9935 6.0900 0.0288 9.9100 9.9968 10.0900 0.0342
7 2.9800 2.9984 3.0200 0.0080 5.9000 5.9970 6.0500 0.0254 9.8900 9.9906 10.0700 0.0317
8 2.9800 3.0010 3.0300 0.0087 5.9000 5.9953 6.0700 0.0245 9.8700 9.9967 10.1400 0.0398
9 2.9700 2.9981 3.0300 0.0086 5.9000 5.9976 6.1300 0.0254 9.9300 9.9997 10.1000 0.0278
10 2.9800 3.0000 3.0300 0.0087 5.9500 5.9959 6.0600 0.0212 9.8600 9.9948 10.0900 0.0383
débits mesurés pour chaque configuration par l’intermédiaire de 4 paramètres statistiques que sont
le minimum, le maximum, la moyenne et l’écart-type. Les figures 4.12, 4.13 et 4.14 montrent la
répartition de ces mêmes débits mesurés pour chacune des configurations et chacune des expériences
par l’intermédiaire de 10 histogrammes placés sur la même figure. On remarque une répartition quasi
similaire autour de la valeur nominale fixée par l’utilisateur. Comme attendu, plus le débit augmente
et plus la dispersion autour de la valeur nominale est importante. Néanmoins, la moyenne de chacun
des échantillons est très proche de la valeur nominale fixée au départ, le biais est par conséquent
considéré comme négligeable ce qui justifie le classement de ce débit dans le groupe de la dispersion
expérimentale uniquement.
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Figure 4.12: Histogrammes du débit mesuré par débitmètre massique pour Qsh = 3 lpm pour les 10
expériences.
Figure 4.13: Histogrammes du débit mesuré par débitmètre massique pour Qsh = 6 lpm pour les 10
expériences.
Mesure de l’évolution de la tension appliquée à l’électrode centrale du classificateur
DMA
La tension est directement impliquée dans le calcul de la mobilité électrique des particules lors de
la phase de sélection à l’intérieur de la colonne du DMA. Depuis [Wang and Flagan, 1990], le DMA
offre la possibilité d’un scrutage continu des diamètres par l’intermédiaire d’une montée en tension en
rampe exponentielle qui assure la conservation de la forme de la fonction de transfert du DMA tout
en permettant de fournir un résultat de mesure en un laps de temps très court (il n’est plus nécessaire
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Figure 4.14: Histogrammes du débit mesuré par débitmètre massique pour Qsh = 10 lpm pour les 10
expériences.
de scruter chaque diamètre manuellement).
Caractériser l’incertitude associée à la rampe exponentielle de tension devient évidemment de première
importance. En effet, l’automatisation de la mesure sur une large gamme de diamètres peut induire de
larges erreurs si le contrôle sur la tension n’est pas assuré. L’erreur se traduit alors dans ce cas par une
translation temporelle des comptages et, après inversion, une translation de l’estimation fˆ sur l’espace
des diamètres.
Comme précédemment pour la mesure du débit d’air filtré Qsh, plusieurs configurations sont étudiées
afin de couvrir les conditions opératoires les plus couramment utilisées. Le temps de scanning ts est
alors fixé pour 4 configurations respectivement à 30 s, 60 s, 120 s et enfin 180 s. La mesure est effectuée
par l’intermédiaire d’un pont diviseur de tension et d’un multimètre à haute résolution (HP 3458A
Multimeter) pour une valeur mesurée toutes les 100 ms, en accord avec le rafraichissement du CNC
qui offre une mesure de comptage toutes les 100 ms. 8 réplicats de mesure pour chaque configuration
sont réalisées. La tension expérimentale mesurée est notée Uexp(t).
La figure 4.15 montre la tension mesurée expérimentalement pour les 8 réplicats de mesure pour chaque
configuration (trait bleu) ainsi que le modèle pour la rampe exponentielle de tension utilisé dans le
modèle physique (trait rouge). Indépendamment du temps de scanning fixé, un offset apparaît. Le
modèle de tension sous-estime la valeur de tension appliquée à l’électrode centrale du DMA. L’erreur
d’estimation est donc systématique et doit être corrigée.
Afin de corriger cette erreur qui va induire un biais sur le calcul de la mobilité électrique, il est nécessaire
de ré-estimer les paramètres du modèle de tension (ts, Umin et Umax). Parmi ces 3 paramètres, l’offset
est causé par une sous-estimation de Umin et Umax, ts n’ayant pas d’effet. Les estimations de Umin et
Umax sont notées respectivement Uˆmin et Uˆmax. Ces nouveaux paramètres sont calculés comme ceux
qui minimisent l’erreur quadratique moyenne aux mesures expérimentales pour chaque temps t comme
suit : (
Uˆmin, Uˆmax
)
= arg min
(Umin,Umax)
‖Umin exp
(
t
ts
× log
(
Umin
Umax
) )
− Uexp(t)‖2. (4.12)
Ces estimations réalisées, les erreurs relatives aux valeurs Umin et Umax utilisées pour la définition du
modèle de tension original, notées respectivement r,min et r,max, sont calculées.
Les tableaux 4.4 et 4.5 présentent respectivement les valeurs calculées de r,min et r,max pour la tension
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Figure 4.15: 10 Mesures de la tension à l’électrode centrale du DMA pour différents temps de scanning
ts (30 s, 60 s, 120 s, 180 s).
minimale et la tension maximale pour les 4 temps de scanning considérés et chaque réplicat de mesure.
Pour un temps de scanning donné, la correction du biais sur chacun des paramètres Umin et Umax
Tableau 4.4: Erreur relative à l’estimation originale de la tension minimale Umin pour divers temps de
scanning ts (30 s, 60 s, 120 s, 180 s).
Exp r,min(ts = 60 s) r,min(ts = 120 s) r,min(ts = 180 s) r,min(ts = 30 s)
1 0.3916 0.3986 0.3575 0.4272
2 0.4109 0.4273 0.3649 0.5399
3 0.3769 0.4171 0.2893 0.5849
4 0.3540 0.4167 0.3540 0.4446
5 0.3748 0.4266 0.3784 0.5929
6 0.3750 0.4623 0.2772 0.4921
7 0.1888 0.4069 0.3413 0.4694
8 0.3871 0.4301 0.3787 0.4428
Tableau 4.5: Erreur relative à l’estimation originale de la tension maximale Umax pour divers temps
de scanning ts (30 s, 60 s, 120 s, 180 s).
Exp r,max(ts = 60 s) r,max(ts = 120 s) r,max(ts = 180 s) r,max(ts = 30 s)
1 0.1034 0.1007 0.1019 0.1153
2 0.1033 0.0976 0.1024 0.0931
3 0.1050 0.1000 0.0951 0.1086
4 0.0969 0.0982 0.0984 0.1160
5 0.1112 0.0977 0.0977 0.0974
6 0.0976 0.0992 0.0978 0.1180
7 0.0999 0.0994 0.1028 0.0957
8 0.1035 0.1009 0.0990 0.1116
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originaux est alors effectuée de la façon suivante :
Umin = Umin(1 + ¯r,min), (4.13)
Umax = Umax(1 + ¯r,max), (4.14)
où ¯r,min et ¯r,max représentent les moyennes sur les 8 réplicats de mesure de r,min et r,max.
Ne pouvant caractériser expérimentalement chacune des sources d’incertitude du système à l’étude
que ce soit par la non mesurabilité des sources (sources définies par des modèles approchant la réalité
par exemple) ou le manque de moyens techniques pour leurs mesures (mesure de la distribution des
mobilités ioniques pour chaque mesure ou du temps de transport et de résidence des particules td et
tf ), la modélisation intervient pour caractériser le reste des composantes incertaines.
Nous avons vu précédemment que la dispersion expérimentale était engendrée par la variation de
nombreux paramètres. Toutefois relier les variations individuelles de chaque paramètre à la variabilité
fonctionnelle observée est difficile. Pour cette raison, dans la prochaine section, nous proposons de
modéliser la dispersion expérimentale en fonction du mesurande à l’étude.
4.2.4 Modélisation de la dispersion expérimentale
Considérant les 2 configurations précédemment établies menant à l’estimation de mesurandes dis-
tincts, la méthodologie proposée pour la caractérisation du groupe appelé dispersion expérimentale se
scinde encore une fois en 2. Le traitement spécifique à chaque configuration est défini en fonction de
l’information disponible. Par information, il faut entendre nombre d’observations à disposition. En
présence d’un nombre suffisant de réplicats de mesure, cadre généralement associé à la caractérisation
du premier mesurande, l’inférence statistique est choisie. Elle conduit à l’estimation des paramètres
d’un modèle prédéfini. Lorsque cette fois une seule expérience est disponible, comme c’est le cas pour
la caractérisation du second mesurande, une modélisation complète est requise. Le modèle permettra
alors, en fonction des comptages observés, de définir la dispersion associée. Les sections 4.2.4 et 4.2.4
définissent la dispersion expérimentale pour chacun des mesurandes.
Cas du premier Mesurande : Inférence des paramètres du processus gaussien non sta-
tionnaire
Un ensemble d’observations
(
y
[r]
i
)r=1,...,Nr
i=1,...,mc
ont été effectuées pour caractériser la granulométrie en nom-
bre de l’aérosol à l’étude. Pour rappel, ce mesurande est supposé stable sur l’ensemble des mesures.
Certains auteurs distinguent les modèles statistiques pour représenter les comptages en fonction de la
concentration faible ou forte en particules vue par le compteur. Un processus poissonnien non station-
naire est alors utilisé pour les faibles concentrations tandis qu’un processus gaussien non stationnaire
est préféré pour les fortes concentrations.
Toutefois, le DMA lorsqu’il opère en mode scanning vient scruter un ensemble de diamètres associés
à des régions du mesurande, et par conséquent, au cours d’une même acquisition, la concentration en
particules passe d’un stade de faibles concentrations pour certaines régions du mesurande à de fortes
concentrations pour d’autres régions et vice versa. Sachant que la modélisation par processus pois-
sonnien n’offre une meilleure représentation qu’à de très faibles niveaux de concentration, le choix est
fait de considérer une modélisation par processus gaussiens qui présentera un avantage sur la majeure
partie des mesures communément réalisées. De plus, les expérimentateurs souhaitent une estimation
fidèle aux plus fortes concentrations ce qui motive notre choix. Dans ce cas, la modélisation intègre à la
fois la dispersion expérimentale (variabilité paramétrique partielle, instabilité causée par le processus
de génération) et le bruit de mesure.
Les observations sont donc considérées comme des réalisations d’un processus gaussien non station-
naire autocorrélé. L’autocorrélation d’un processus traduit simplement la corrélation du processus par
rapport à une version décalée dans le temps de lui même ou, autrement dit, elle traduit les dépendances
internes du signal.
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Soit Yt un processus aléatoire à valeurs continuement réelles, sa fonction d’autocorrélation γ est définie
comme la fonction γ : (h, t) ∈ R2 7−→ γt,h telle que :
γt,h =
E [(Yt − µt)(Yt+h − µt+h)]
σtσt+h
, (4.15)
où h est le décalage temporel, σt et µt sont respectivement les moyennes et écart-type du processus Y
au temps t. L’équation (4.15) représente la fonction d’autocorrélation d’un processus continu, or dans
le cas à l’étude une représentation discrète est choisie.
L’estimation de la fonction d’autocorrélation empirique est alors donnée, ∀k, comme suit :
γi,k =
1
mc − k − 1
mc−k−1∑
i=0
(yi − µi)(yi+k − µi+k)
σiσi+k
. (4.16)
Cette estimation permet en réalité le calcul des vecteurs respectivement des moyennes et des écart-
types représentés par µ et σ. Le calcul direct de cette somme étant coûteux pour des signaux de grande
taille, un réarrangement en produit de convolution circulaire en utilisant l’algorithme FFT permet de
contourner ce problème.
Connaissant la fonction d’autocorrélation, les observations sont vues comme les réalisations d’un pro-
cessus gaussien y˜ défini à partir de l’information extraite à partir des données réelles. L’inférence des
paramètres de ce processus va alors permettre de disposer d’un ensemble de signaux présentant des car-
actéristiques statistiques similaires à l’échantillon original y. La fonction d’autocorrelation empirique
définie par l’équation (4.16) prend une forme matricielle notée Γ. Le noyau d’autocorrélation pour la
définition du processus y˜ est obtenu par décomposition de la matrice Γ en valeurs singulières, ce qui
revient à exprimer Γ comme Γ = UΣV ou plus précisément Γ = UΣU t dans ce cas. y˜ est alors défini
à partir de cette décomposition de la façon suivante :
y˜ = (U
√
Σz)diag(σ) + µ, (4.17)
où z ∼ N (0, Imc) avec Imc la matrice identité de dimensionmc, µ et σ étant respectivement les vecteurs
des moyennes et des écart-types pour chaque classe sur l’ensemble des Nr réplicats. Leurs expressions
sont les suivantes :
µi =
1
Nr
Nr∑
r=1
y
[r]
i , σi =
√√√√ 1
Nr − 1
Nr∑
r=1
(y
[r]
i − µi)2, i = 1, ...,mc. (4.18)
Les figures 4.16 et 4.17 présentent les valeurs de l’autocorrélation calculées pour chaque élément de
la matrice Γ pour des mesures effectuées respectivement sur une solution de DEHP (huile) et une
suspension colloïdale de SiO2 toutes deux mises en suspension par atomisation. Dans les exemples
étudiés, la corrélation temporelle est importante. En effet, l’alternance entre blocs de corrélation
à valeurs fortement positives et négatives s’explique par le fait que lorsqu’une déviation temporelle
intervient en amont de la «bosse» centrale, elle se propage sur la partie en aval. Il est à noter que
les correlations sont plus faibles pour les plus fortes valeurs de comptage, autrement dit au niveau du
mode. De part et d’autre du mode, les corrélations prennent des valeurs comparables au signe près.
La présence de multiples bosses comme c’est le cas pour la suspension colloïdale de SiO2 confirme
l’analyse faite concernant la corrélation temporelle dans le cas d’une seule bosse.
Les figures 4.18 et 4.19 proposent une comparaison graphique des réalisations du processus y˜ avec les
mesures réelles y pour chacun des 2 exemples considérés (aérosol de DEHP et suspension colloïdale de
SiO2). Inférer les paramètres du processus gaussien est une tâche simplifiée par l’augmentation du
nombre de réplicats de mesure. Dans les exemples proposés, ce nombre Nr est respectivement de 18
et 40.
Cas du second Mesurande : Modélisation des paramètres du processus gaussien non
stationnaire
Une seule observation (yi)i=1,...,mc est disponible cette fois car le mesurande change d’une mesure à
l’autre. Dans cette configuration, l’inférence est purement impossible, il s’agit donc de modéliser la
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Figure 4.16: Valeurs de l’autocorrélation empirique pour chaque élément de la matrice Γ et les comp-
tages mesurés pour un aérosol stable à base d’huile (DEHP) en premier plan.
Figure 4.17: Valeurs de l’autocorrélation empirique pour chaque élément de la matrice Γ et les comp-
tages mesurés pour une suspension colloïdale de SiO2 en premier plan.
dispersion du signal mesuré.
L’observation y sera considérée comme une réalisation d’un processus gaussien non stationnaire y˜ avec
y˜ ∼ N (µy˜,Σy˜). La différence principale par rapport à l’approche mise en œuvre dans le cas du premier
mesurande est la non prise en compte de l’autocorrélation, ainsi, Σy˜ = σ2yImc où σ2y est la variance des
observations. Ce choix de modélisation s’impose à nous en raison de l’absence de modèle existant pour
la prise en compte des corrélations temporelles.
Dans ce cas précis, nous recourons aux modèles de compteur prenant en compte la coïncidence. La
coïncidence est un phénomène intervenant lorsque plusieurs particules arrivent en un laps de temps
suffisamment court pour rendre le compteur aveugle au passage de nouvelles particules. Le temps de
paralysie du compteur τp est spécifique à chaque modèle de compteur. Pour certains compteurs, une
correction de la coïncidence est réalisée, ils présentent alors des résultats de comptage déjà traités. Ce
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Figure 4.18: 500 Réalisations du processus y˜ et observations réelles y pour l’exemple du DEHP.
Figure 4.19: 500 Réalisations du processus y˜ et observations réelles y pour l’exemple du SiO2.
n’est pas le cas pour le CNC 3022 utilisé lors de l’étude. La théorie de la coïncidence décrit les non
linéarités entre comptages mesurés y et comptages vrais yvrai comme suit :
yvrai = y exp(yvraiτp). (4.19)
NB : la fonction W de Lambert [Corless et al., 1993] est utilisée pour l’estimation notée yˆvrai.
Notre intérêt se porte alors sur la variance des observations pour ce type de compteur avec paralysie.
Le modèle de [Kotsen, 1943] est utilisé ici. Il donne une expression du vecteur des variances σ2y dans
un cas asymptotique comme suit :
σ2y,i = yi
[
1 + yi
((
τp
Tc[i]
)2
− 2
(
τp
Tc[i]
))]
, i = 1, ...,mc. (4.20)
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Le processus gaussien y˜ est alors défini avec : µy˜ = yˆvrai et Σy˜ = σ2yˆvraiImc , où σ
2
yˆvrai
est la variance
calculée en remplaçant dans l’équation (4.20) la valeur des observations y par l’estimation yˆvrai.
Une telle approche pour la modélisation de la dispersion expérimentale va permettre de générer un
nombre important d’observations simulées, observations présentant une variabilité similaire à celle des
données réelles dans le cas du premier mesurande et une variabilité similaire à celle induite par le
comptage dans le cas du second mesurande. Le recours à la simulation va permettre une estimation
de la variance de l’estimateur fˆ par simulations de Monte-Carlo comme nous le verrons dans la suite.
Il reste maintenant à définir la méthodologie pour propager les sources d’incertitude relatives à la
méconnaissance.
4.2.5 Génération des fonctions noyaux aléatoires
La méconnaissance prend différentes formes dans le cadre de la mesure réalisée. En effet, la mécon-
naissance paramétrique peut provenir de l’existence de différentes valeurs publiées dans la littérature
pour un même paramètre. C’est le cas du triplet (A, B, C) de la fonction corrective de Cunningham
intervenant dans l’équation (2.3) par exemple. Elle peut aussi provenir de paramètres non mesurés
avant la mesure ou jamais mesurés comme c’est le cas pour les paramètres géométriques du DMA, le
temps de transport et de résidence des particules.
Cette méconnaissance est aussi fonctionnelle lorsque plusieurs modèles existent pour décrire un même
phénomène physique. Un exemple est la fonction de transfert du DMA avec ou sans prise en compte de
la diffusion des particules. Même si un modèle paraît de prime abord plus évolué que l’autre (modèle
de Stolzenburg plus élaboré que celui de Kutson et Whitby par exemple), il est difficile de statuer sur
le choix d’un modèle plutôt qu’un autre lorsque la diffusion est quasi-absente.
Pour modéliser la méconnaissance paramétrique et fonctionnelle nous recourons à différents outils :
les variables aléatoires, les processus aléatoires et le mélange de modèles. La modélisation envisagée,
qu’elle soit pour un paramètre ou une fonction va dépendre de l’information disponible. Ainsi, pour
le triplet de Cunningham pour lequel on dispose pour chaque élément d’une valeur centrale et de
bornes (uniquement 3 valeurs au total pour chaque paramètre), une modélisation par variables aléa-
toires gaussiennes tronquées sera envisagée comme nous le verrons en section 4.2.5. D’un autre coté,
disposant de 10 valeurs pour chaque élément du quadruplet (Z+I , Z
−
I , m
+
I , m
−
I ) pour l’expression
de la loi de charges, nous privilégierions une modélisation par processus aléatoires comme détaillé en
section 4.2.5 afin de prendre en compte les corrélations sur l’espace des diamètres.
Ces différentes modélisations vont conduire à la création d’une matrice d’inversion aléatoire pour
l’estimation de f pour chaque donnée préalablement simulée comme décrit en section 4.2.4 et 4.2.4. Il
faut noter que le traitement de la méconnaissance est similaire pour les 2 mesurandes.
Modélisation des paramètres méconnus du modèle physique par des variables aléatoires
Les paramètres de Cunningham : dans le premier chapitre de ce manuscrit, un ensemble de
valeurs extraites de la littérature pour le triplet (A, B, C) est donné. Parmi cet ensemble de valeurs, la
norme ISO 15900 recommande l’utilisation du triplet publié en 2005 par [Kim et al., 2005]. Les triplets
donnés respectivement par Hutchins et al. et Allen et Raabe sont donnés comme bornes inférieures et
supérieures. Partant de cette recommandation, chacun des éléments du triplet est modélisé par une
variable aléatoire gaussienne tronquée dont les moyennes respectives sont données par les valeurs de
Kim. Les variances sont modélisées comme le carré du maximum des erreurs relatives des bornes aux
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valeurs centrales :
A ∼ N[AH ,AA]
(
AK ,
[
max
( |AH −AK |
AK
,
|AA −AK |
AK
)]2)
, (4.21)
B ∼ N[BH ,BA]
(
BK ,
[
max
( |BH −BK |
BK
,
|BA −BK |
BK
)]2)
, (4.22)
C ∼ N[CH ,CA]
(
CK ,
[
max
( |CH − CK |
CK
,
|CA − CK |
CK
)]2)
. (4.23)
La figure 4.20 présente l’erreur relative à la fonction de correction de Cunningham obtenue avec le triplet
(AK ,BK ,CK) lorsque la fonction Cc est obtenue pour 100 tirages du triplet de variables aléatoires.
Figure 4.20: Erreur relative à la fonction de correction de Cunningham calculée à partir des coefficients
de Kim et al. pour 100 tirages du triplet de variables aléatoires (A, B, C).
Les temps de transport et de résidence des particules : Le temps de résidence des particules
à l’intérieur du classificateur électrostatique DMA est calculé comme le temps moyen de résidence du
gaz dans la colonne. Ce temps moyen tf dépend des débits et de la géométrie du DMA utilisé par
l’équation suivante :
tf =
pi(r22 − r21)L
Qsh +Qa
. (4.24)
Sachant que les paramètres géométriques du DMA et de débits sont incertains, la valeur moyenne de tf
est donnée comme la valeur calculée pour ces paramètres fixés à leurs valeurs nominales. Sa variance
est estimée par simulations de Monte-Carlo sur les 5 paramètres (r1,r2, L, Qsh, Qa).
La figure 4.21 montre l’histogramme des effectifs des valeurs calculées pour tf pour un million de
simulations des paramètres géométriques et de débits. Les valeurs de tf sont normalement distribuées
(fit gaussien en trait rouge sur la figure) autour de la valeur nominale tf,0 = 7.52 s calculée dans la
configuration choisie. tf est donc modélisé comme la réalisation d’une variable gaussienne de moyenne
tf,0 et de variance la variance empirique estimée à partir des simulations de Monte-Carlo (pour le cas
illustré, V (tf ) = 1.6367× 10−3). ).
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Figure 4.21: Histogramme des échantillons des valeurs calculées pour tf pour un million de simulations
de Monte-Carlo pour la configuration standard où les valeurs nominales des débits sont données par
Qsh = 3 lpm et Qa = 0.3 lpm.
Concernant le temps de transport td des particules entre la sortie du DMA et la chambre de détection
du CNC, la valeur moyenne de ce paramètre est extraite du logiciel commercial AIM. Ce temps peut-
être déterminé soit par mesure directe du temps de transit entre sélecteur et détecteur ou par injection
de particules de taille connue telles que les billes de polystyrène latex (PSL) en choisissant un temps de
transit qui décale le pic de la distribution estimé au niveau de la distribution attendue. La deuxième
approche est employée par le logiciel AIM fourni avec le SMPS 3936 utilisé.
En l’absence de résultats expérimentaux pour l’estimation de ce temps ou d’une approximation comme
c’est le cas pour tf , la modélisation effectuée est arbitraire. Ainsi, on considère que la valeur centrale
est bien estimée par le logiciel car déduite de mesures réelles et la variance de l’estimateur sera quant-à
elle modélisée par un pourcentage d’erreur relative à la valeur centrale de 5%. La valeur de 5% étant
totalement arbitraire bien que les experts en aérosol intervenant au cours de cette thèse supposent cette
valeur proche de la réalité, des expériences devront être menées afin d’estimer fidèlement ce paramètre.
Comme précédemment, une modélisation par variable aléatoire gaussienne est choisie pour td.
Les paramètres géométriques du DMA : ils ont été mesurés par le NIST dans le cadre de
l’évaluation de l’incertitude sur f lorsque le DMA opère en mode manuel. Hormis cette étude, à
notre connaissance, aucune autre valeur publiée de l’incertitude associée à ces 3 paramètres dimen-
sionnels n’existe. Encore une fois, la norme ISO 15900 fournit une incertitude standard pour chacun
des paramètres. Leurs mesures n’ayant pas été réalisées au cours de la thèse, ces données bien que
restreintes sont utilisées. Ainsi, sans plus d’information, une modélisation par variables aléatoires uni-
formément distribuées est choisie pour modélisées chacun des paramètres. Si on note L0, r1,0, r2,0 et
u(L0), u(r1,0), u(r2,0) respectivement les valeurs nominales de L, r1 et r2 et les incertitudes standards
associées, alors la modélisation réalisée est la suivante :
L ∼ U ([L0 − u(L0), L0 + u(L0)]) , (4.25)
r1 ∼ U ([r1,0 − u(r1,0), r1,0 + u(r1,0)]) , (4.26)
r2 ∼ U ([r2,0 − u(r2,0), r2,0 + u(r2,0)]) . (4.27)
NB : les valeurs nominales des paramètres géométriques du DMA sont celles transmises par le constructeur.
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Bien que la plupart des composantes incertaines soient de nature paramétrique, certaines composantes
sont de nature fonctionnelle. C’est en effet le cas pour la loi de charges, la fonction de transfert
du DMA et l’efficacité de détection du CNC. Ce sont des fonctions qui dépendent du diamètre des
particules étudiées (Ω est fonction de la mobilité électrique mais la correspondance entre mobilité et
diamètre a d’ors-et-déjà été explicitée en équation (2.19)). Les 2 sections suivantes se focalisent sur
la modélisation de l’incertitude sur la loi de charges φ et la fonction de transfert du DMA Ω par
l’intermédiaire respectivement d’un processus aléatoire et d’un paramètre de mélange.
Modélisation de l’incertitude sur la loi de charges par processus gaussiens
Dans le premier chapitre décrivant le modèle physique, la théorie de Fuchs pour la modélisation de la
loi de charges est présentée. la fonction φ peut être calculée connaissant les propriétés ioniques que
sont les mobilités et masses des ions positifs et négatifs représentées par les 4 variables Z+I , Z
−
I , m
+
I ,
m−I . Pour un quadruplet donné, la loi de charges est alors définie pour chaque diamètre x. Ainsi, la
méconnaissance est ici l’incertitude occasionnée par un choix différent de quadruplet sachant que les
valeurs nominales du quadruplet sont celles fournies par [Reischl et al., 1996]. Comme l’incertitude
se propage sur toute la gamme des diamètres, l’intérêt se porte naturellement sur la corrélation en
espace entre loi de charges calculées à partir de quadruplets distincts. L’information disponible se
résume aux 10 quadruplets décrit dans le tableau 2.2. Cet ensemble de valeurs va rendre possible
l’estimation de cette corrélation sur l’espace des diamètres. φ est alors modélisée par l’intermédiaire de
processus gaussiens autocorrélés non stationnaire en espace dont les paramètres sont estimés à partir
des 10 fonctions φ calculées (à partir des 10 quadruplets). Tout comme pour la modélisation de la
dispersion expérimentale sur les observations, il s’agit d’extraire de l’information à partir de mesures
extraites non plus d’expériences réelles réalisées par nos soins mais de valeurs mesurées par d’autres
auteurs et publiées dans la littérature. Néanmoins, la méthodologie reste similaire. Les figures 4.22,
4.23 et 4.24 représentent les matrices empiriques d’autocorrélation calculées à partir des 10 fonctions
φ respectivement pour p = 1, p = 2 et p = 3 charges. La discrétisation de l’espace des diamètres est
réalisée par 500 points répartis en échelle logarithmique entre 10−9 m et 10−6 m, d’où la dimension des
matrices d’autocorrélation Γ1,φ, Γ2,φ et Γ3,φ ∈ R500×500, correspondant respectivement à p = 1, p = 2
et p = 3 charges. Plus le nombre de charges augmentent, plus l’apparition de particules multi-chargées
est retardée réduisant par la même occasion la dimension d’intérêt de la matrice d’autocorrélation. La
discrétisation étant fine par rapport à la discrétisation d’origine (moins de 200 points d’évaluations de
la fonction), une interpolation sera effectuée à partir des réalisations de chacun des processus gaussiens
modélisés pour chaque charge. La figure 4.25 présente quelques réalisations des processus gaussiens
respectivement pour p = 1, p = 2 et p = 3 charges ainsi que la région de confiance à 95% calculée à
partir de 1000 trajectoires du processus pour chaque charge.
Modélisation de l’incertitude sur la fonction de transfert du DMA par mélange de mod-
èles
Plusieurs modèles existent pour la modélisation de la fonction de transfert du DMA Ω. Pour sim-
plifier, on peut dire qu’il existe un modèle qui ne prend pas en compte la diffusion des particules à
l’intérieur de la colonne du DMA et un modèle qui prend cet aspect en considération. Ainsi, lorsque
l’aérosol étudié présente une population de particules dont le diamètre est inférieur à une centaine de
nanomètres, alors le premier modèle est choisi, et au contraire, pour des diamètres supérieurs à ce seuil
de quelques centaines de nanomètres, le second modèle est sélectionné. Dans le premier chapitre de
cette thèse, certaines références validant le modèle diffusif de Stolzenburg sont citées. Pour autant, la
validation numérique se focalise sur des particules dont le diamètre est inférieur à 100 nm en général.
Ne connaissant pas la granulométrie en nombre de l’aérosol à caractériser lors d’une expérience, il est
important de statuer sur le modèle le plus adapté à utiliser. La modélisation arbitraire proposée dans
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Figure 4.22: Visualisation de la valeur des coefficients de la matrice d’autocorrelation Γ1,φ calculée à
partir des 10 valeurs du quadruplet pour p = 1 charge à partir desquelles plusieurs φ sont calculées et
présentées en premier plan.
Figure 4.23: Visualisation de la valeur des coefficients de la matrice d’autocorrelation Γ2,φ calculée à
partir des 10 valeurs du quadruplet pour p = 2 charges à partir desquelles plusieurs φ sont calculées
et présentées en premier plan.
ce cas repose alors sur un a priori fort qui peut se traduire de la manière suivante :
• pour des diamètres inférieurs à 100 nm, le modèle de Stolzenburg est choisi, on parle de régime
où le transport diffusif prédomine,
• pour des diamètres supérieurs à 400 nm, la diffusion est négligeable et par conséquent le modèle
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Figure 4.24: Visualisation de la valeur des coefficients de la matrice d’autocorrelation Γ3,φ calculée à
partir des 10 valeurs du quadruplet pour p = 3 charges à partir desquelles plusieurs φ sont calculées
et présentées en premier plan.
Figure 4.25: Quelques trajectoires des processus gaussiens modélisant l’incertitude sur la fonction φ
pour p = 1, 2, 3 en fonction du diamètre des particules x et leurs régions de confiance à 95% associées
(zones en gris clair). La fonction dite moyenne pour chaque charge est représentée en trait noir, elle
correspond à la fonction obtenue en considérant le quadruplet de Reischl.
de Wang et Flagan est préféré, on parle cette fois de régime où le transport convectif prédomine,
• pour les particules dont le diamètre x ∈ [100 nm, 400 nm], alors un mélange de modèles est
réalisé par l’intermédiaire d’une fonction de mélange, on parle de régime intermédiaire où à la
fois le transport diffusif et convectif interviennent.
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Le régime intermédiaire est modélisé de façon arbitraire. La discussion avec les experts dans le domaine
d’application a permis de statuer la valeur des bornes de ce régime. La modélisation proposée consiste
à tirer aléatoirement un diamètre x∗ dans la gamme [100 nm, 400 nm] et à partir de ce diamètre, de
construire une fonction poids g(x) linéaire qui va représenter la transition entre les modèles. Soient ΩD
et ΩND respectivement les fonctions de transfert avec et sans prise en compte de la diffusion, alors la
fonction de transfert qui prendra en compte l’incertitude associée au choix du modèle sera la fonction
Ω telle que :
Ω = g(x)ΩND + (1− g(x))ΩD. (4.28)
Pour x∗ ∼ U [100× 10−9, 400× 10−9], la fonction g est définie comme suit :
g(x) =

0 , x ≤ x∗,
1 , x ≥ x∗ + 100× 10−9,
a1x+ a2 , x ∈ [x∗, x∗ + 100× 10−9].
(4.29)
NB : les valeurs de a1 et a2 sont calculées de manière à garantir la continuité de g.
La figure 4.26 illustre la fonction de mélange g pour 100 tirages de x∗.
Figure 4.26: Fonction de mélange g pour 100 tirages de x∗.
4.2.6 Échantillonnage de Monte-Carlo pour la propagation des sources
La méthodologie complète de propagation des incertitudes repose sur un échantillonnage par Monte-
Carlo. En effet, dans le cas d’un aérosol stable, la dispersion expérimentale (instabilité de la génération,
variabilité paramétrique partielle et bruit de mesure) est modélisée par un processus gaussien non sta-
tionnaire autocorrélé, ainsi, un grand nombre d’observations simulées peuvent être générées.
Pour un aérosol instable, la dispersion expérimentale (bruit de mesure seulement) est aussi modélisée
par un processus gaussien non stationnaire mais non autocorrélé cette fois.
La méconnaissance est quant-à-elle modélisée à travers la création de matrices aléatoires pour l’inversion.
Soit Nq le nombre d’observations que l’on souhaite simuler, Nq matrices aléatoires sont alors créées,
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conduisant à Nq estimations de fˆ . A noter que la méconnaissance est modélisée de façon identique
pour les 2 mesurandes. La figure 4.27 présente un schéma bloc simplifié de la démarche de propagation
proposée reprenant graphiquement les propos tenus dans les 2 paragraphes précédents.
Ces estimations vont alors permettre de définir la valeur moyenne estimée de la fonction fˆ et aussi
de fournir à l’expérimentateur un niveau de confiance sur l’estimation présentée, ce qui est tout à fait
nouveau pour cette mesure. De plus, certains critères statistiques vont pouvoir être délivrés en sortie
de l’inversion des Nq observations, on peut penser à la médiane, le mode et leurs incertitudes associées.
Pour être complet, il faudrait pouvoir caractériser chaque point d’estimation x de la fonction fˆ par
une incertitude bidimensionnelle (diamètre et concentration).
Figure 4.27: Schéma bloc simplifié de l’échantillonnage par Monte-Carlo pour la propagation de
l’incertitude.
4.2.7 Validation numérique de la propagation des incertitudes
Nous avons vu précédemment en section 4.1.3 les limitations de la méthode classique de propagation
des sources d’incertitude à travers l’algorithme d’inversion pour caractériser le biais et la variance
de l’estimateur fˆ (nécessité de connaître f pour estimer la variance de fˆ et absence d’un aérosol de
référence pour évaluer le biais). Nous avons alors proposé une alternative en section 4.1.4 afin d’estimer
la variance de l’estimateur fˆ et de caractériser le biais par la création d’un modèle d’inversion aléatoire.
Pour justifier de la véracité d’une telle démarche, une validation numérique est mise en œuvre en
simulant une distribution granulométrique. Connaissant f , il sera alors possible de déterminer si le
transfert de la méconnaissance au niveau de l’inversion (alternative proposée) affecte l’estimateur fˆ de
la même manière que lorsque celle-ci est présente lors de la génération des observations.
Pour expliciter la procédure mise en œuvre, les notations définies en section 4.1.3 sont conservées. Soit
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∆θ
[l,s]
d le l
ème tirage de chaque élément dans le groupe de la dispersion expérimentale associé au sème
tirage de chaque élément appartenant au groupe de la méconnaissance, noté ∆θ[s]m . Les observations
simulées, notées y[l,s] sont obtenues, pour un s donné, de la façon suivante :
y[l,s] = K[
θ0+∆θ
[l,s]
d +∆θ
[s]
m
]f + , l = 1, ..Nl, (4.30)
où Nl représente le nombre de tirages maximum pour le groupe de la dispersion expérimentale. Partant
de ce jeu de Nl vecteurs d’observations, après inversion à modèle fixé Kθ0 , l’estimateur moyen sur le
nombre de tirages Nl, noté fˆ
[s]
1 , est calculé. La procédure est alors répétée pour s allant de 1 à
Ns pour finalement obtenir un ensemble d’estimateurs moyens
(
fˆ
[s]
1
)
s=1,...,Ns
. La dispersion de cet
ensemble représente alors la méconnaissance telle qu’elle est obtenue par la méthode dite classique de
propagation.
Pour comparer avec l’alternative proposée, il s’agit de simuler Nl observations pour un s donné (le sème
tirage choisi est alors le même que celui pour la première méthode et sera noté s˜) comme suit :
y[l,s˜] = K[
θ0+∆θ
[l,s˜]
d
]f + , l = 1, ..Nl, (4.31)
et de générer Nl matrices d’inversion aléatoires
(
K[
θ0+∆θ
[s]
m
])
s=1,...,Nl
pour calculer Ns estimateurs,
notés cette fois
(
fˆ
[l,s˜]
2
)
l=1,...,Nl
. On considère ici que Ns = Nl et donc pour Nl observations simulées
par l’équation (4.31), on aura Nl estimateurs après l’inversion. Les estimateurs
(
fˆ
[s]
1
)
s=1,...,Ns
et(
fˆ
[l,s˜]
2
)
l=1,...,Nl
sont enfin comparées pour vérifier que la dispersion du premier ensemble d’estimateurs
est similaire à celle obtenue pour le second ensemble autour de l’estimateur de référence fˆ [s˜]1 . La fig-
ure 4.28 présente les deux ensembles d’estimateurs
(
fˆ
[s]
1
)
s=1,...,Ns
et
(
fˆ
[l,s˜]
2
)
l=1,...,Nl
ainsi que l’estimateur
fˆ
[s˜]
1 pour Ns = Nl = 100. Les estimateurs par la méthode classique et par l’alternative proposée sem-
ble similaires au vue de la représentation graphique de la figure 4.28. La figure 4.29 montre les variances
empiriques calculées pour chaque ensemble d’estimateurs et révèle que la variance de l’estimateur pro-
posé est globalement supérieure à la variance de l’estimateur classique sur l’ensemble de la gamme
de mesure. Le seul bémol intervient en queue de distribution correspondant à de faibles comptages
au niveau des observations (x ≥ 400 nm). Néanmoins, l’intérêt premier est d’assurer que la variance
de l’estimateur proposé soit comparable à la variance de l’estimateur classique pour les zones de con-
centrations élevées ce que confirme le cas test présenté. Cette phase préliminaire de validation nous
conforte dans l’idée que faire porter la méconnaissance sur les observations ou à travers la définition
d’une matrice d’inversion aléatoire conduit à une variance de l’estimateur final quasi-similaire à la
variance de l’estimateur classique pour un biais simulé et donc connu.
Pour un biais inconnu, comme c’est le cas en présence de données réelles, celui-ci pourra donc être
caractérisé par l’intermédiaire de l’approche développée.
Cette validation numérique est effectuée sur une distribution originale f , une prochaine étape qui
ne sera pas présentée dans ce manuscrit serait la validation sur un ensemble de fonctions tests afin
d’étendre la validité de la démarche pour tout type de granulométries en nombre.
4.2.8 Mise en œuvre sur des données réelles
La méthodologie générale de propagation des incertitudes à travers l’algorithme d’inversion étant com-
plètement définie, nous mettons en application la démarche complète pour 2 mesures effectuées au
LNE lors de la thèse.
Les signaux mesurés pour les 2 essais considérés ont été présentés en section 4.2.4 pour illustrer la
modélisation de la dispersion expérimentale. Une solution liquide contenant du DEHP (huile) et une
suspension colloïdale de SiO2 sont mises en suspension par atomisation, représentant respectivement
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Figure 4.28: Estimateurs
(
fˆ
[s]
1
)
s=1,...,Ns
(trait plein rouge) et
(
fˆ
[l,s˜]
2
)
l=1,...,Nl
(trait plein bleu) et
l’estimateur fˆ [s˜]1 (trait noir avec des points noirs).
Figure 4.29: Variance empirique des estimateurs
(
fˆ
[s]
1
)
s=1,...,Ns
et
(
fˆ
[l,s˜]
2
)
l=1,...,Nl
.
le 1er et le 2ème essai. Le nombre d’acquisitions est alors respectivement de 18 et 40. Le tableau 4.6
présente les valeurs nominales des paramètres pour chacun des essais. Pour les 2 exemples présentés
dans cette section, plusieurs réplicats de mesure sont disponibles. Nous ne traiterons pas du cas sans
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Paramètre Unité Valeur Essai 1 Valeur Essai 2
Qsh [lpm] 3.0 3.0
Qa [lpm] 0.3 0.3
Qcpc [lpm] 0.3 0.3
ts [s] 120 120
L [m] 0.44369 0.44369
r1 [m] 0.00937 0.00937
r2 [m] 0.01961 0.01961
Umin [V] 10 10
Umax [V] 9591 9565
T [K] 296.15 295.85
P [K] 101.3 100.6
Tableau 4.6: Valeurs nominales des paramètres pour la mesure des 2 aérosols considérés. Les valeurs
présentées sont fournies par le logiciel AIM pour chaque essai (tous les paramètres mis à disposition
de l’expérimentateur pour chaque essai ne sont pas listés dans le tableau).
réplicats.
Pour chaque essai, un tirage de Monte-Carlo va correspondre à une estimation de la granulométrie en
nombre. 2 configurations pour la reconstruction de f sont présentés pour chaque essai. La première
consiste à propager toutes les sources d’incertitude (dispersion expérimentale et méconnaissance) et
la seconde à ne propager que la dispersion expérimentale. Ainsi, il sera possible de définir la source
ayant le plus d’influence sur l’estimation finale. La représentation de l’incertitude choisie est la région
de confiance à 95% associée à l’estimation moyenne sur l’ensemble des tirages de Monte-Carlo. La
figure 4.30 montre les trajectoires de Monte-Carlo estimées avec et sans prise en compte de la mécon-
naissance pour chaque essai. La figure 4.31 présente l’estimation moyenne et la région de confiance à
95% estimées à partir des trajectoires de Monte-Carlo pour chaque configuration et chaque essai. Ces
résultats mettent en évidence la prédominance de la méconnaissance quant-à la variance de l’estimateur
final. Cela traduit simplement le fait que pour un essai effectué dans des conditions de laboratoire
contrôlées (comme c’est le cas pour les essais présentés), les acquisitions sont très répétables et que la
source principale d’incertitude provient de la modélisation physique du processus de mesure.
Ne pouvant évaluer le biais, la démarche qui consisterait à estimer la granulométrie à modèle fixé sous-
estimerait grandement la variance de l’estimateur final comme le suggèrent ces résultats. Il est donc très
important de prendre en compte la méconnaissance afin d’évaluer l’incertitude associée à l’estimation
de la granulométrie en nombre de l’aérosol étudié. Les trajectoires de Monte-Carlo présentent aussi
l’avantage de pouvoir fournir aux utilisateurs du SMPS des représentants statistiques de la granu-
lométrie en nombre estimée et leurs incertitudes associées. On pense par exemple au diamètre médian,
moyen, au mode de la distribution granulométrique, etc.
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Figure 4.30: 1000 Trajectoires de Monte-Carlo pour le 1er essai (figures du haut) et pour le 2ème essai
(figures du bas) avec prise en compte de la méconnaissance (figures de gauche) et sans prise en compte
de la méconnaissance (figures de droite).
Figure 4.31: Estimateur moyen sur l’ensemble des simulations de Monte-Carlo et la région de confiance
associée pour le 1er essai (figures du haut) et pour le 2ème essai (figures du bas) avec prise en compte de
la méconnaissance (figures de gauche) et sans prise en compte de la méconnaissance (figures de droite).
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Chapitre 5
Conclusion générale
Au cours de cette thèse, nous nous sommes intéressés à l’évaluation de l’incertitude associée à l’estimation
de la granulométrie en nombre d’un aérosol par technique SMPS. La granulométrie en nombre exprime
la concentration en nombre de particules en fonction du diamètre des particules, c’est par conséquent
l’ incertitude associée à une fonction que nous avons été amenés à caractériser. Le problème de
l’estimation de la granulométrie en nombre est un problème inverse, en effet, celle-ci n’est pas mesurée
directement mais estimée à partir des comptages de particules en fonction du temps et du modèle
physique exprimant la relation entre les comptages mesurés et la granulométrie à estimer.
Face à ce problème d’inversion sous incertitudes, le fil conducteur des travaux entrepris s’est articulé
autour de 3 axes majeurs que sont :
• La définition du modèle physique le plus adapté
• Le développement d’une procédure d’inversion spécifique à l’estimation de la granulométrie en
nombre
• La proposition d’une méthodologie de propagation des sources d’incertitude
L’analyse bibliographique relative à la modélisation physique du processus de mesure fait l’objet du
premier chapitre de cette thèse. Cette analyse a permis de mettre en évidence l’existence d’un modèle
général commun défini par une équation intégrale de Fredholm de première espèce pour exprimer les
observations en fonction de la granulométrie en nombre de l’aérosol à étudier. La définition des fonc-
tions noyaux de cet opérateur intégral représentant la physique sous-jacente du système s’est avérée
quant-à elle plus ardue. En effet, cette tâche a consisté entre autres à définir la théorie ou valeur du
paramètre faisant consensus parmi un ensemble de théories concurrentes (pour la modélisation d’un
même phénomène physique) ou parmi un ensemble de valeurs mesurées et publiées pour le même
paramètre.
Il faut aussi souligner que les choix de modélisation que nous présentons dans le premier chapitre
de cette thèse ont été conditionnés à la fois par les contraintes liées au temps de calcul (contrainte
inévitable pour un problème d’évaluation de l’incertitude en grande dimension) et par l’inversion de
données qui permet l’estimation de la granulométrie en nombre. Pour ces raisons, parmi les sous-
modèles retenus, certains ne sont ni les plus récents, ni les plus complexes.
Le deuxième chapitre de cette thèse se focalise sur la définition d’un nouveau critère pour l’estimation
de la granulométrie en nombre connaissant le modèle défini dans le premier chapitre et les comptages de
l’instrument en fonction du temps. Une description détaillée des méthodes classiques de régularisation
est présentée ainsi qu’un panel des méthodes courantes pour l’estimation du paramètre de régularisa-
tion. Les limitations de la régularisation classique apparaissent lorsque la solution à estimer présente
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des variations à la fois lentes et rapides. Nous mettons en évidence ces limitations sur des données
simulées à partir d’une granulométrie en nombre théorique présentant ce type de variations.
La contribution majeure de cette thèse réside dans le développement d’une nouvelle procédure d’inversion.
La proposition faite est de coupler régularisation et décomposition sur une base d’ondelettes pour la
définition du nouveau critère. La décomposition multi-échelles s’accompagne alors de la nécessité
d’estimer plusieurs paramètres de régularisation (1 par échelle). Or, à notre connaissance à ce jour,
aucune méthode robuste ne permet l’estimation de ces multiples paramètres. Pour cette raison, le pre-
mier angle d’attaque envisagé a été de définir l’ondelette assurant la meilleur estimation et d’évaluer
l’influence du niveau de décomposition sur l’estimateur de la granulométrie en nombre. L’ondelette et
le niveau de décomposition sont sélectionnés à partir d’une comparaison numérique sur des données
simulées. Une Symlet d’ordre 5 et 1 seul niveau de décomposition sont recommandés.
L’heuristique présentée dans la seconde partie du deuxième chapitre offre 3 contributions. Tout d’abord,
elle va permettre de détecter les régions d’apparition des variations rapides (ou pics de concentration)
à partir des coefficients du premier niveau de détail. Les deux dernières contributions de cette heuris-
tique sont liées. Ayant détecter les régions correspondantes aux variations rapides, l’attention est alors
portée sur les zones où apparaissent les variations lentes. L’utilisateur est alors mis à contribution
pour préciser le nombre d’épisodes de variations lentes (I ′) et les diamètres
(
µ
′
j
)
j=1,...,I′
auxquels ils
interviennent. Une surface de réponse obtenue par simulation numérique permet ensuite d’estimer la
valeur des paramètres de la régularisation respectivement pour les coefficients d’approximation et de
détail. Les valeurs de chacun des paramètres sont alors constantes pour l’ensemble des observations.
Enfin, pour assurer une pénalisation plus faible des régions à variations rapides (trop pénalisée dans
le cadre de la régularisation classique), nous proposons que le paramètre de régularisation associé au
premier niveau de détail prenne la forme d’une fonction poids où le poids associé à ces régions est faible
(la pénalisation associée aux régions à variations lentes est donnée par la valeur estimée via la surface
de réponse). L’avantage d’une telle proposition est que d’une part elle va permettre l’estimation de
granulométries en nombre plus variées et, d’autre part, elle contourne le problème lié à l’estimation de
multiples paramètres de régularisation pour chaque observation en fixant les valeurs des poids de la
régularisation pour un ensemble d’observations.
Dans le dernier chapitre de cette thèse, l’effort se porte sur la propagation des incertitudes à travers
l’algorithme d’inversion. L’objectif est alors de caractériser à la fois la variance et le biais de l’estimateur
fˆ . Ne disposant d’aucun aérosol de référence, l’évaluation du biais n’est pas possible, autrement, celui-
ci serait corrigé. Nous mettons en avant dans la première partie de ce chapitre l’incompatibilité de la
méthodes classique de propagation des incertitudes avec le problème posé. Cette méthode consiste à
faire porter toute l’incertitude sur les observations et de procéder à une inversion à modèle fixé. Dans
ce cas précis, l’expression de la variance de l’estimateur requiert la connaissance de la granulométrie
en nombre f que l’on souhaite estimer. Nous suggérons alors de décomposer les sources d’incertitude
en 2 groupes que sont la dispersion expérimentale et la méconnaissance. Les éléments du premier
groupe sont alors associés aux observations alors que les éléments appartenant au second vont porter
sur l’inversion.
Contrairement à l’approche classique, le modèle d’inversion ne sera pas fixé mais aléatoire. La méthodolo-
gie développée distingue deux scénarios. Le premier scénario correspond à la présence de plusieurs
réplicats de mesure en entrée de la procédure d’inversion alors que le second traite du cas d’une seule
acquisition à disposition. En présence de réplicats de mesure l’inférence statistique prime pour la
modélisation de la dispersion expérimentale alors que, le cas échéant, une modélisation principalement
basée sur la théorie des compteurs est choisie.
La modélisation de la méconnaissance est traitée de façon identique pour le scénario avec ou sans
réplicats de mesure. Cette étape de modélisation présentée à la fin du troisième chapitre utilise prin-
cipalement l’information mise à disposition par les chercheurs dans le domaine des aérosols. En effet,
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les paramètres et autres fonctions méconnus du modèle sont modélisés respectivement par différents
représentants statistiques : variables et processus aléatoires ou encore paramètre de mélange. Les
moyennes de ces représentants sont fournies par les valeurs de consensus définies dans le premier
chapitre et leurs dispersions sont caractérisées par l’intermédiaire de l’information extraite lors de
l’analyse bibliographique.
La propagation des sources d’incertitude est finalement réalisée par simulations de Monte-Carlo. Dis-
tinguant chacun des scénarios, les signaux réels obtenus par l’expérimentateur sont alors remplacés
par des signaux simulés de moyenne et variance identique aux signaux mesurés. L’avantage de cette
approche est alors de pouvoir générer un grand nombre de signaux simulés par rapport au nombre ré-
duit d’acquisitions réelles possibles. Ensuite, pour chaque observation simulée, un modèle d’inversion
aléatoire est généré par tirage aléatoire de chacun des éléments du groupe de la méconnaissance ce qui
conduit à un estimateur de la granulométrie en nombre. L’opération est alors réalisée pour l’ensemble
des observations simulées ce qui permet une évaluation de la moyenne et de la variance de l’estimateur
fˆ de f . Une région de confiance à un niveau défini par l’utilisateur est calculée à partir des simula-
tions de Monte-Carlo et fournit une évaluation de l’incertitude de mesure associée à la mesure effectuée.
Notre contribution dans ce dernier chapitre repose sur une modélisation fine de chacune des sources
d’incertitude associées au problème et sur la proposition d’une méthode de propagation qui peut
s’étendre à d’autres problèmes d’inversion sous incertitudes. La validation numérique de l’alternative
décrite pour la propagation des sources nous conforte dans l’idée de cette possible généralisation à
d’autres problème du même type.
Les grands axes stipulés au lancement de ces travaux de thèse ont été traités et pour chacun d’entre eux,
une proposition a été présentée. L’automatisation de l’évaluation de l’incertitude associée à l’estimation
de la granulométrie en nombre d’un aérosol par le SMPS est à présent possible et d’ors-et-déjà mise
en application au sein des laboratoires du LNE et de l’IRSN. Ce travail mené en étroite collaboration
entre les 3 acteurs du projet a permis de répondre à un besoin réel du milieu industriel. Il constitue
une avancée significative dans la caractérisation des aérosols et ouvrira la voie comme nous l’espérons
à d’autres propositions pour faire évoluer cette évaluation de l’incertitude.
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Chapitre 6
Perspectives
Commençons par aborder les perspectives concernant le processus de mesure.
La finalité étant l’évaluation de l’incertitude sur la granulométrie en nombre de l’aérosol étudié, il
est important de garantir la stabilité de la concentration en particules en entrée du SMPS. En lab-
oratoire, l’aérosolisation est couramment effectuée par atomisation à partir d’une suspension liquide.
Ainsi, bien que les billes de latex soient des nanoparticules de référence en solution, aucun aérosol de
référence n’existe à ce jour du fait du processus de génération. En présence de cet aérosol de référence,
l’évaluation du biais sur l’estimateur de la granulométrie en nombre serait possible et une correction
pourrait alors être appliquée. Nous comptons sur les avancés dans le domaine de l’instrumentation
pour disposer d’une telle référence.
Citons désormais les perspectives d’amélioration relatives aux 3 axes de développement présentés dans
la section précédente.
Le modèle physique peut bien évidemment être amélioré, prenant en considération des effets jusqu’alors
négligés. On pense par exemple à la prise en compte de la distribution des temps de transport des
particules du DMA vers le CNC, sachant que, dans le modèle proposé, un scalaire sensé représenter
la valeur moyenne de ce temps de transport est considéré. On peut par la même occasion citer les
distributions des mobilités ioniques qui devraient intégrer le modèle et remplacer leurs valeurs scalaires.
La procédure d’inversion proposée permet la détection des régions présentant des variations rapides et
associe alors au premier niveau de détail une fonction poids pour laquelle ces zones sont moins régu-
larisées afin de conserver la structure du signal à reconstruire. Une constante multiplicative arbitraire
par rapport à la valeur de la pénalisation fournie par la surface de réponse pour les zones à variations
lentes est choisie. Une amélioration serait alors d’estimer la valeur de cette constante qui assurerait
une pénalisation adaptée à ces régions.
Ensuite, dans la perspective d’une automatisation complète de la procédure d’inversion, le recours à
l’utilisateur pour définir les différentes régions présentant des variations lentes devra être remplacé par
une procédure de détection automatique.
Un autre apport à l’approche développée serait la création d’une méthode d’estimation des paramètres
de régularisation associés respectivement aux niveaux de détail et d’approximation (une estimation
pour chaque observation au lieu d’une estimation pour l’ensemble des observations).
Enfin, si la méthode présente un gain par rapport à l’approche de régularisation classique, la prochaine
étape est de confronter cette méthode à celles présentes dans la littérature.
La méthodologie de propagation de l’incertitude est basée sur un échantillonnage par Monte-Carlo.
Cette méthode nécessite un nombre conséquent d’appels à la procédure d’inversion. Or, pour chaque
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appel à l’inversion, une matrice aléatoire est crée et son remplissage est coûteux en terme de temps
de calcul. Il serait intéressant de définir une nouvelle méthode d’échantillonnage qui permettrait de
garantir, moyennant un nombre d’appels limités à l’algorithme d’inversion, une évaluation fidèle de la
moyenne et de la variance de l’estimateur final de la granulométrie en nombre.
Une autre amélioration concerne la présentation des résultats à l’expérimentateur. Le calcul d’une
région de confiance autour d’une valeur centrale est une représentation graphique intéressante, cepen-
dant, une nouveauté serait la représentation de l’incertitude par rectangles de confiance pour chaque
point de reconstruction de l’estimateur.
Pour finir, intéressons nous aux perspectives d’utilisation de la méthode complète d’inversion sous
incertitudes dans le domaine d’application.
La démarche complète d’évaluation de l’incertitude de mesure décrite dans ce manuscrit a été im-
plémentée sous MATLAB. Ce problème d’inversion sous incertitudes se retrouve dans de nombreuses
mesures en aérosol. Le développement d’un logiciel d’inversion de données pour de multiples instru-
ments comme cela a été fait par Seinfeld (code MICRON) ou encore par Twomey (code TWOM) dans
le cadre des mesures en statique pourrait alors être étendu aux mesures en dynamique.
Les travaux entrepris ont aussi pour but d’obtenir une caractérisation fidèle de la granulométrie en
nombre en sortie du SMPS pour des problématiques liées à la normalisation européenne qui évolue
concernant la qualité de l’air et les effets des aérosols ultra-fins.
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Annexe A
Calcul de la valeur du champ électrique
dans le cas non stationnaire
La figure A.1 présente un schéma simplifié de la colonne DMA. Les équations de Maxwell -Ampère et
Figure A.1: Schéma simplifié de la colonne DMA
Maxwell -Faraday régissent le comportement du champ électrique et du champ magnétique. Partant
des équations des ondes électromagnétiques dans le vide, où les deux champs sont alors couplés, on a
les relations suivantes : {
∆ ~E − µ00 ∂2 ~E∂2t = 0
∆ ~B − µ00 ∂2 ~B∂2t = 0
(A.1)
, où ~B est le vecteur champ magnétique, ~E est le vecteur champ électrique, µ0 est la perméabilité
magnétique du vide et 0 est la constante diélectrique.
A partir de l’équation de Maxwell -flux qui dit que :
div ~B = 0 (A.2)
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, on introduit alors le couple ( ~A, u), où ~A est le potentiel vecteur et u est le potentiel électrique scalaire,
solution de : {
~B = ~rot ~A
~E = − ~grad(u)− ∂ ~A∂t
(A.3)
Le report de ces deux grandeurs dans l’ équation de Maxwell-Gauss :
div ~E =
ρ
0
(A.4)
et l’équation de Maxwell -Ampère :
~rot ~B = µ0~j + µ00
∂ ~E
∂t
(A.5)
amène à résoudre : {
∆V + ∂∂t(div
~A) = − ρ0
∆ ~A− µ00 ∂2 ~A∂2t − ~grad
(
µ00
∂u
∂t + div
~A
)
= −µ0~j (A.6)
Le couple ( ~A, u), solution de (A.3) n’étant pas unique, un choix dit de jauge est réalisé. Cela consiste
à ajouter une contrainte supplémentaire. Le choix de jauge le plus couramment utilisé est celui dit de
Lorentz qui consiste à poser :
µ00
∂u
∂t
+ div ~A = 0 (A.7)
ce qui ramène (A.6) à :
{
∆u− µ00 ∂2u∂2t + ρ0 = 0
∆ ~A− µ00 ∂2 ~A∂2t + µ0~j = 0
(A.8)
De plus, le système est quasi-stationnaire, ce qui signifie que le temps de propagation des ondes élec-
tromagnétiques est négligeable devant la période du signal. En effet, soit Υ le nombre sans dimension
tel que : Υ = Lcτc , où L est la distance entre la source (ici l’électrode centrale du DMA) et le récepteur
(la particule entrante dans la colonne), c est la vitesse de l’onde considérée, et τc est le temps carac-
téristique d’évolution de ρ et ~j. Le cas d’étude est tel que Υ << 1 du fait de la géométrie du DMA
(la largeur de la colonne est de l’ordre du cm).
La quasi-stationnarité du système implique donc la nullité des termes de propagation, autrement dit
∂2u
∂2t
= 0. De plus, les distributions de charge et de courant ne dépendent pas du temps, par conséquent,
les équations du champ électrique et magnétique sont découplées. Le champ magnétique est par con-
séquent indépendant du temps (donc ~rot ~E = 0) d’où la nouvelle expression du champ électrique E
:
~E = − ~grad(u) (A.9)
Dans le cadre du calcul de la mobilité électrique, seul l’expression du champ électrique nous intéresse,
le système à résoudre se résume donc à:{
∆u = 0
~E = − ~grad(u) (A.10)
Le DMA étant constitué de deux électrodes cylindriques, le passage en coordonnées cylindriques pour
la résolution de (A.10) est réalisé. Le potentiel u s’exprime en terme de position à un temps donné t :
u = u(r, z, θ, t). La symétrie de révolution de l’instrument implique
∂
∂θ
=
∂
∂z
= 0 (A.11)
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Par conséquent, le potentiel u s’exprime en fonction de sa position radiale à un temps t donné :
u = u(r, t).
Dès lors, il reste à déterminer les conditions limites pour pouvoir résoudre. Les conditions aux limites
suivantes sont posées : {
u(r1, t) = U(t)
u(r2, t) = 0
(A.12)
En effet, la tension U est définie comme une différence de potentiel entre les deux électrodes. Le
système à résoudre s’écrit alors : 
∂
∂r (r
∂u(r,t)
∂r ) = 0
u(r1, t) = U(t)
u(r2, t) = 0
(A.13)
La solution de (A.13) est :
u(r, t) = β + α ln(r) (A.14)
En prenant en compte les conditions aux limites, on détermine α et β tels que :
u(r, t) =
U(t) ln(r2)
ln( r2r1 )
− U(t) ln(r)
ln( r2r1 )
(A.15)
, d’où l’expression du champ électrique :
E(r, t) = − U(t)
ln( r2r1 )r
(A.16)
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Annexe B
Calcul de la fonction de transfert de
Stolzenburg
Partant de l’équation traduisant l’évolution du mouvement d’une particule soumise au mouvement
brownien à travers un champ électrique décrit par :
∂c
∂t
= D
∂2c
∂2z
+D
∂2c
∂2r
− uz(r)∂c
∂z
− ∂c
∂r
 ZdU
r ln
(
r2
r1
) − D
r
 , (B.1)
il s’agit pour résoudre de poser les conditions aux limites. Stolzenburg considère les conditions suivantes
:
1. concentration nulle sur les parois
2. gradient de concentration nul dans la direction axiale au niveau de la zone de collecte des par-
ticules
3. profil de concentration uniforme à l’entrée de la colonne du classificateur DMA
La dernière condition traduit l’hypothèse d’une évolution abrupte du champ électrique en entrée de
colonne et ainsi cela se traduit mathématiquement par la condition :
c(z, r, t = 0) =
{
0 , si r < rb
1 , si r ≥ rb. (B.2)
Considérant que la concentration de particules à l’entrée de la colonne est constante au cours du
temps, le terme ∂c∂t s’annule et la fonction de transfert ω est évaluée comme le ratio entre le flux total
de particules arrivant dans la zone d’extraction sur le flux total entrant dans la colonne :
ω =
∫ ra
r1
c(z = L, r, t = tfin)2piuz(r)dr∫ r2
rb
c(z = 0, r, t = 0)2piuz(r)dr
. (B.3)
Sachant l’équation (B.2),∫ r2
rb
c(z = 0, r, t = 0)2piuz(r)dr =
∫ r2
rb
2piuz(r)dr, (B.4)
et en remplaçant uz(r) dans l’équation (B.4) par sa valeur en écoulement piston ou écoulement laminaire
complètement développé, on obtient respectivement Ip et If :
Ip =
Qsh +Qa(r
2
2 − r2b )
2pi(r22 − r21)
, (B.5)
If =
A1
4
(r42 − r4b ) +
A2
2
(r22 ln(r2)− r2b ln(rb))−
A2
4
(r22 − r2b ) +
A3
2
(r22 − r2b ). (B.6)
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L’expression de la fonction de transfert dépend encore des positions radiales ra et rb gouvernées par
les équations suivantes :
Qm =
∫ ra
r1
2piuz(r)dr, (B.7)
Qa =
∫ r2
rb
2piuz(r)dr, (B.8)
Encore une fois, en remplaçant uz(r) par sa valeur en écoulement piston ou écoulement laminaire
complètement développé, on obtient la valeur des couples (ra,p, rb,p) et (ra,f , rb,f ) comme :
ra,p =
√
Qm
Qex +Qm
(r22 − r21) + r21,
rb,p =
√
Qa
Qa +Qsh
(r22 − r21) + r22,
A1
4
r4a,f +
A2
2
r2a,f ln(ra,f ) +
(
A2
2
− A2
4
)
r2a,f =
Qm
2pi
+
A1
4
r41 +
A2
2
r21 ln(r1) +
(
A2
2
− A2
4
)
r21,
A1
4
r4b,f +
A2
2
r2b,f ln(rb,f ) +
(
A2
2
− A2
4
)
r2b,f = −
Qa
2pi
A1
4
r42 +
A2
2
r22 ln(r2) +
(
A2
2
− A2
4
)
r22,
sachant que le couple (ra,f , rb,f ) est obtenu par approximation numérique.
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