In this paper a decision-making approach that can be applied to problems that are relevant to the oil and gas industry is presented. This methodology is supported by state-of-the-art mathematical optimization algorithms, and is based on the formal integration of the decisions in question with well-studied optimization procedures. The integration of the methodology with the application adds to its robustness. Two different types of problems are formulated and solved. The first kind is based on deciding which wells have to be shut in during a given production interval whilst simultaneously optimizing the controls for each selected well. The second category involves deciding for a group of wells which ones have to be injectors or producers, and at the same time searching for optimal well locations. In all the results obtained we can systematically see that the set of decisions proposed by the integrated approach mean substantial improvement in field production. For example, in the first class of problems studied, the production oil target is satisfied, and up to 50 percent of produced water is saved with respect to the reference case. The huge amount of information available, for example, in Intelligent/Smart Fields or Closed-Loop Reservoir Management can be utilized for rigorously making solid decisions. In this work we put an emphasis on integration of real-life decisions with a realistic simulation-based mathematical optimization framework. This framework can be also useful for establishing a common language for decision makers and researchers within a given organization, and as a consequence endowing the decision-making process with agility and robustness. It should be stressed that ultimately it is human interpretation and intuition that drives the making of crucial decisions. Automated tools should be understood as an additional (and hopefully valuable) source of information for making these important decisions.
Introduction
Intelligent Fields (also known as Smart Fields, Closed-Loop Reservoir Management, Fields of the Future, i-Fields among other designations) are becoming a reality (see e.g. AbdulKarim et al., 2010 , van den Berg et al., 2010 , and Barghouty et al., 2010 . Typically this invokes huge amounts of data, and raises expectations that one should be able to make decisions based upon solid foundations. However, large volumes of data do not always imply high-quality decisions (Bratvold and Begg, 2008) . While information should support decisions, especially in scenarios with uncertainty, it can also be difficult to assimilate/manage, and may complicate the decision-making process considerably if not utilized properly. Moreover, the assimilation and management of the data generated in Intelligent Fields applications is a complex procedure that, in order to be effective in practice, typically requires human intervention. Consistent with data acquisition/processing relying on computational methods, the decision-making process itself should also be able to benefit from the assistance of formal and theoretically sound automated techniques.
In this work we advocate the use of mathematical optimization approaches to deal with some decision problems that arise in the oil and gas industry. This optimization perspective is based on the correct assumption that some decision situations can be formulated as a mathematical optimization problem. For example, deciding where to drill a new well can be posed in terms of maximizing the (predicted) net present value associated with that well. We will provide a comprehensive but concise overview of distinct optimization approaches that can usefully be incorporated in a number of decision scenarios relevant in the upstream industry (and that require complex reservoir flow simulations). We reiterate that these tools should be understood as support elements, since it is not recommended to blindly trust predictions determined solely by a collection of mathematical models. Human judgement should also be a part of any final decision.
The possible actions corresponding to many decisions can be translated into optimization variables within an optimization problem. For example, decisions related to optimal well control in production optimization can be associated with real-valued variables (rates or bottom-hole pressures). However, many real-life decisions consist of a reduced number of alternatives. In these situations, the corresponding optimization variables take values from a finite set of low cardinality (size). Examples of discrete-valued variables are the optimal number of wells to be drilled in a field development scenario, or deciding whether a given well from an existing plan has to be turned 'on' or 'off'. Generally speaking, discrete-valued variables are mathematically more difficult to deal with in optimization problems than real-valued variables. This is essentially because functions of real-valued variables present information distributed continuously over the optimization space, while functions of discrete-valued variables contain the information in a reduced number of discrete points. Therefore, for a (sufficiently smooth) cost function of real-valued variables, an analysis performed over a small neighborhood typically yields a reasonably accurate extrapolation of this function in a much larger region containing that neighborhood. On the contrary, a small neighborhood of a function of discrete-valued variables is very often not informative regarding the behavior of the extended function. This observation is more likely to be valid for discrete-valued variables defined over spaces with a low number of elements. For this reason we believe that binary-valued variables deserve especial care, and consistent with that and with the omnipresence of binary-valued decisions/variables in real-life situations, such optimization has been particularly stressed in this paper.
The term mixed-integer nonlinear programming refers to optimization problems with a nonlinear cost function (and/or constraints) that involve both real-valued and integer-valued variables. Nonlinearity in the cost function and constraints increases the likelihood of multiple optimal solutions, and consequently, makes the optimal search harder, particularly if one insists on finding the global optimum. As can be expected, the solving of mixed-integer nonlinear optimization problems frequently entails an elevated computational cost, i.e. typically a very high number of evaluations of the corresponding cost function. To date within the oil and gas industry, mixed-integer nonlinear programming has usually been applied in cases where the optimization cost function is not computationally demanding (see e.g. Litvak et al., 2002 , Wang, 2003 , Kosmidis et al., 2004 , and Gunnerud and Foss, 2010 , for production optimization applications in the downstream industry). There is a manifest lack of publications that document how mixed-integer nonlinear programming techniques can be used in cases where the objective function is time-consuming (e.g. requiring reservoir flow simulation). This paper also aims at addressing that gap in the upstream oil industry.
In order to provide more robust decisions, ideally uncertainty considerations should be included. These considerations may refer, for example, to uncertainty in the reservoir model description or in the future oil price. Although the case examples presented later do not include uncertainty, a methodology for dealing with uncertainty is provided in the next section. Alternatively, decisions under uncertainty can be formally accounted for within decision analysis theory (see e.g. Howard and Matheson, 1989 , Clemen and Reilly, 2000 , and Bratvold and Begg, 2010 , for some comprehensive references on decision analysis). This theory is especially attractive from a communication perspective because it allows the incorporation of graphic/visual tools which can be especially enlightening (e.g. descriptive decision trees or decision diagrams). Decision analysis can be very useful for quantifying the value of information (see e.g. Bratvold et al., 2009 , for an overview of the value of information in the oil and gas industry). We note that the graphical appeal within decision analysis is somehow a double-edge sword, since the necessity of being able to represent the decision process with a tree/diagram, something which is not a requirement within a mathematicaloptimization approach to decision making, clearly limits its complexity (i.e. number of degrees of freedom in the decision/optimization problem). For more details on decision analysis the reader may consult some of the references given above. This paper is organized as follows. In the next section we describe several optimization approaches that can be used to deal with a wide variety of decision situations. These descriptions are illustrated by means of a section that includes two case examples based on reservoir flow simulations, and that are relevant in the upstream industry.
Special emphasis is given to those decisions that can be formulated in terms of binary-valued decision/optimization variables. The decision in the first example refers to selecting a subset of wells from an existing production plan, and at the same time optimizing the controls for these wells. In the second example the number of wells in the plan is known, but the locations and the type (producer/injector) have to be determined for each of these wells in an optimal fashion. We end the paper with a summary and some concluding remarks.
A mathematical optimization perspective for decision making General optimization considerations In this section a concise but comprehensive overview of different optimization methodologies that can be used when decision making is addressed from a mathematical optimization perspective is included (for an analogous survey regarding production optimization but from a technological point of view, we refer the reader to Bieker et al., 2007) . Subsequently, we describe a procedure that is really an add-on for optimization algorithms, and allows one to incorporate e.g. reservoir description uncertainty in the decision-making process.
The starting point in our approach is the identification of the decision situation of interest with a single-objective optimization problem. A (mathematical) optimization problem has essentially three components: objective/cost function, constraints and variables/controls. As indicated above, the decision alternatives are translated into optimization variables. The combinations of all decision variables values should span each of the possible decision alternatives. Note that when the optimization variables are real-valued, there are an infinite number of possible decision alternatives. The utility function value associated with a given decision alternative is, using the optimization lexicon, the cost function value that corresponds to that selection of variables. Those decisions alternatives that are not implementable are characterized by a violation of at least one optimization constraint. Thus, making a decision can be interpreted as determining a feasible combination of optimization variables that maximizes/minimizes the cost function of interest. We reiterate that in the examples documented in this paper the computation of the cost function and constraints values for a selection of optimization variables requires the running of complex reservoir flow simulations.
The optimization problems in this work present a single objective function. Multi-objective optimization (see e.g. Statnikov and Matusov, 1995) essentially consists in addressing two or more different, and usually conflicting, cost functions (if the objective functions are not conflicting, the optimization problem has essentially one cost function). An example of two conflicting objectives functions is the net present value of the exploitation of an asset, and some measure of the risk associated with that exploitation. The solution of a multi-objective optimization problem is in general a set of optimal points (rather than just one optimal point). In the multi-objective lexicon this set is known as the Pareto set, and the constituting points are the Pareto optimal points. Given a Pareto optimal point, there is no other point in the Pareto set with better cost function values for all the objective functions considered. In order to make a decision within a multi-objective optimization problem, the user has to introduce additional criteria to select a solution from the Pareto set. We assume in this work that all selection criteria needed are already available prior to formulating the decision (for example weights associated with the different objective functions), and consequently the optimization problem obtained has effectively a single objective function.
Here we classify the different optimization methodologies based on the nature of the search for an optimal cost function value. Consistent with that, we make the distinction between local optimization and global search approaches. Notice that the term global search is used instead of global optimization. The reason for that is that finding the global optimum in practical situations where the cost function is relatively time-demanding and the number of optimization variables is larger than a few tens is an extremely arduous (and virtually impossible in most cases) task. Hence, at most we can aspire to search globally, and even this endeavor is not exempt from an important computational cost which grows exponentially with the number of optimization variables. The curse of dimensionality inherent in global search can be illustrated, for example, by noticing that the evaluation of the cost function simply at the vertices of an hypercube in R n (thus omitting all the interior points) requires 2 n objective function calls.
Optimization constraints, especially when they are defined through nonlinear functions, are frequently difficult to deal with (and may even be hidden; for example, if the constraint involves the logarithm of a function, that function implicitly has to be positive). In order to keep the length of this paper reasonable, we prefer to devote this section to an accessible (and relatively extensive) overview of fundamental optimization approaches, and regarding the treatment of constraints, we simply enumerate below the most conspicuous techniques used in practice (for details on most of the concepts mentioned, the reader is referred to e.g. Nocedal and Wright, 2006) . General constraints can be incorporated in the objective function by introducing Lagrange multipliers. This yields a set of inequalities (the so-called Karush-Kuhn-Tucker conditions) that can be addressed by Newton's method for solving nonlinear equations. This approach, together with a quadratic and linear approximation of the cost function and constraints, respectively, constitutes the basics of Sequential Quadratic Programming (SQP; see e.g. Nocedal and Wright, 2006) . The nonlinear constraint function can be lumped with the objective function into a single function that can be optimized essentially in an unconstrained manner. This idea is followed in the penalty, barrier and augmented Lagrangian methods. Optimizing the cost function and reducing a measure of constraint violation can be seen as two different (and often conflicting) objectives. Filters (see e.g. Fletcher et al., 2006) and progressive barriers (see e.g. Audet and Dennis, 2009 ) contemplate constrained optimization as bi-objective optimization, and yield efficient methodologies. Some examples in the upstream industry of generally constrained production optimization can be found in de Montleau et al., 2006 , Kraaijevanger et al., 2007 , Sarma et al., 2008 , Echeverría Ciaurri et al., 2011a , and Suwartadi et al., 2012 .
Local optimization The definition of a local optimum depends on the concept of neighborhood used to identify locality. Within the context of unconstrained optimization, a neighborhood for a real-valued variable can be roughly identified with a ball, while a neighborhood for a discrete-valued variable is generally a stencil of points. We have illustrated in Figure 1 these two different types of neighborhood for a two-dimensional space. Optimization constraints discard infeasible points in the neighborhood. For real-valued variables and differentiable cost functions, a local optimum can be basically characterized by a gradient being equal to zero (if the objective function is continuous but non-differentiable the subgradient generalizes the notion of gradient; for more details see e.g. Rockafellar, 1970) . This characterization is essentially the basis of a solid mathematical theory that supports most local optimization algorithms (see e.g. Nocedal and Wright, 2006) . This theory guarantees that under relatively mild assumptions, many optimization methods converge to a local optimum. We can only extend this type of results to global optimization in very particular cases such as convex cost functions with a convex feasible search space. It should be noticed that the concept of gradient is not readily available for discrete-valued variables, and determining if such a given solution is locally optimal requires evaluating all the points in the corresponding discrete neighborhood.
Since gradient information is so relevant for real-valued optimization variables it seems reasonable that such information, if available, is used in local optimization procedures. This algorithmic perspective gives rise to a whole family of gradient-based optimization methods. The reader may consult Dennis and Schnabel (1987) , Nocedal and Wright (2006) , and Luenberger and Ye (2008) for detailed descriptions of gradient-based optimization algorithms, and Gill et al. (2005) , and Wächter and Biegler (2006) for two examples of software packages with good reputations in the mathematical community. Gradient-based methods are considerably faster than derivative-free algorithms since the gradient of the cost function at a given point provides additional information that can be leveraged to move rapidly towards a local optimum. However, in many cases in practice the computation of the objective function is quite involved (e.g. it requires the running of complex simulations), and consequently, it is difficult to obtain more than just the objective function value. In some cases gradient information can be extracted efficiently by means of adjoint-based procedures (see e.g. Pironneau, 1974) . It should be noticed that adjoint-based methods require precise knowledge and access to all computations involved in the objective function. Therefore, adjoint-based procedures often demand elaborate coding, and so, not infrequently they are not implementable (e.g. when the source code does not already supply derivatives and is inaccessible to the user). Estimating gradients via finite differences implies a significant computational cost (the number of objective function evaluations needed in the gradient approximation is on the order of the number of optimization variables), and presents clear potential pitfalls (finding the right perturbation size in the finite differences can be troublesome or ineffective if the objective function is very noisy). Examples of the application of adjoint-based optimization methods in the upstream oil industry are Brouwer and Jansen (2004) , and Sarma et al. (2006) .
Derivative-free methods (see e.g. Kolda et al., 2003 , Conn et al., 2009 , and Kramer et al., 2011 are an attractive alternative to gradient-based optimization in case derivatives are not available. These types of methods are very commonplace nowadays in simulation-based optimization scenarios because they are not invasive with respect to the simulator used, which is treated as a black box, and many of them are supported by a local convergence theory (however, in many cases it is preferable to determine accurate derivatives and use derivative-based methods if it makes sense and is possible). We can distinguish two main approaches to (local) derivative-free optimization. The first approach refers to pattern-search techniques (see e.g. Torczon, 1997) . These techniques rely on the exploration of the search space with a stencil, and in essence they work as follows. If one point in the stencil improves the stencil center (in terms of the cost function), then the stencil is moved and centered on this new promising point 1 (the stencil type may remain unaltered, or it may introduce some random change, as in Audet and Dennis, 2006) . When all the points in the stencil do not yield objective function improvement, the size of the stencil is decreased. Pattern-search methods frequently use a large initial stencil size in order to perform some rough global exploration of the optimization space. The algorithm typically stops when the stencil size is smaller than a pre-determined value. Note that the cost function for the points in a stencil can be evaluated in parallel. Therefore, if distributed computing resources are available, pattern-search methods can perform satisfactorily fast (see Griffin et al., 2008 , for a parallel pattern-search implementation that aims at allocating uniformly the computational load in each cluster node). Popular pattern-search algorithms, just to name a few, are Generalized Pattern Search (GPS; Audet and Dennis, 2002) , Mesh Adaptive Direct Search (MADS; Audet and Dennis, 2006) , and Hooke-Jeeves direct search (Hooke and Jeeves, 1961) . The second derivative-free approach is based on exploiting mathematical surrogates of the objective function (see Conn et al., 2009 for a detailed description and analysis of these optimization techniques). These surrogates are usually constructed (and iteratively modified) using interpolation/approximation strategies, and the computational cost associated with the evaluation of the surrogate is often negligible when compared to a typical reservoir flow simulation. At a given iteration, the surrogate is optimized, and this yields efficiently a new intermediate solution of the optimization problem. This solution is validated with the original (and timeconsuming in our case) cost function. If the new objective function value together with the intermediate solution satisfy the stopping criteria, then the algorithm terminates. Otherwise the surrogate is first updated with the new information obtained, and then re-optimized to determine the next solution. The quality of the (initial) surrogate is important from the point of view of reaching the proximity of a local solution in few iterations. We notice the clear serial nature of this surrogate-based approach, since, in principle, only one evaluation of the original cost function is performed in each iteration. Therefore, these derivative-free optimization techniques could be beneficial when distributed computing resources are scarce, or not available at all, or if one wishes to use many starting points in the optimization. Two algorithms based on approximation/interpolation are Bound Optimization BY Quadratic Approximation (BOBYQA; Powell, 2009 ) and Derivative-Free Optimization (DFO; Conn et al., 1998) . Examples of derivative-free approaches in upstream applications can be found, for example, in Echeverría Ciaurri et al., 2011b , or in Dadashpour et al., 2010 For integer-valued variables, the usual derivatives cannot be defined because it is not possible to take limits with arbitrarily small perturbations. Nevertheless, certain aspects of pattern-search methods can naturally be applied to address optimization problems with integer-valued variables through derivative-free methods. Local convergence theory for pattern-search algorithms can be extended to integer-valued variables (for more details see Audet and Dennis, 2000) . In this case, the smallest stencil (e.g. a "compass" with the center perturbed one unit in all directions) defines the neighborhood that characterizes the local optimum obtained. However, in many practical cases, as already mentioned above in the introduction, objective functions of integer-valued (and very especially, of binary-valued) variables can be expected to be very non-smooth, and thus, local approaches may be trapped in (local) optima that are not satisfactory from a cost function perspective. We illustrate this statement in Figure 2 with a plot taken from Onwunalu and Durlofsky, 2010 , which represents a noticeably non-smooth objective function (net present value) that has to be maximized within an optimization problem where the variables are integer-valued (well locations). Therefore, it makes sense to address integer-valued variables by means of approaches devised explicitly for this type of variables (that may take into account some of the issues present in Figure 2 ). These approaches determined the optimization discipline called integer programming (the reader is referred to Schrijver, 1998, for a well-known reference text on integer linear programming). Most integer-programming algorithms are based on a rather exhaustive search procedure, that in very simple cases (e.g. if the objective function is convex, or does not present strong nonlinearities), yields the global optimum. Integer-programming methods are usually supported by a solid convergence theory. However, in practical optimization problems, where cost functions may be considerably non-smooth, integer-programming algorithms can be only assured at most to yield local optima. Methods designed specifically for problems with integer-valued variables, even those that depend upon approaches that temporarily treat integervalued variables as if they were continuous, naturally perform better than the local optimization methods mentioned above appended to ad hoc methods for incorporating integrality. We notice that many integer-programming algorithms, due to the exhaustive search implicitly performed, very often incur high computational costs (they typically require an elevated number of cost function evaluations).
Integer-programming techniques usually rely on relaxation procedures. In the context of a function with integervalued variables, relaxation consists in extending the definition of this function so that it can be evaluated for real-valued variables. After relaxation, most tools for the efficient manipulation of functions of real-valued variables (e.g. gradient-related techniques) can be applied. Relaxation can be constructed using mathematics (e.g. approximation/interpolation) or using physics-based considerations (e.g. when deciding if a well has to be turned 'on' or 'off', a real value between the integers that correspond to the 'on' and 'off' settings, usually one and zero, respectively, refers to production/injection at an intermediate capacity). Physics-based relaxations usually incorporate information that is not accounted for in the other type of relaxations. Thus, integer-programming algorithms with physics-based relaxations may be frequently more efficient.
Next, we describe two substantially different integer-programming approaches which are representative of a large family of methods. The first approach is branch and bound (see e.g. Gupta and Ravindran, 1985) , and it is essentially a divide and conquer strategy. The basic iteration of a branch-and-bound algorithm for the minimization, subject to bound constraints, of a function of integer-valued variables is as follows. Given a search region, upper and lower bounds for the global minimum of the cost function in that region have to be computed. If the upper bound coincides with the lower bound, the algorithm stops, and determines that the minimum in that region is the common bound. Otherwise, the region is partitioned in several other (typically two) sub-regions, and the algorithm proceeds recursively in a tree-like fashion until no more divisions are possible (the region partition is known as branching). The algorithm will terminate in a finite number of iterations because the original search space is discrete and bounded (i.e., it is of finite size). Each subregion is obtained by fixing the value for some integer-valued variables. The overall procedure can be accelerated notably by noticing that if the upper bound of one region is smaller than the lower bound of another disjoint region, this latter region can be discarded in the whole search (this artifice is called pruning). It is interesting to note that the algorithm does not really specify how the bounds are computed. An upper bound of the cost function minimum in a region can be obtained by simply evaluating the cost function in that region at any selection of the integer-valued variables. A lower bound of the global minimum of a cost function defined for integer-valued variables can be estimated by finding the global minimum for this cost function in the corresponding region with a relaxation for the integer-valued variables that are not fixed. Hence, the attendant new optimization problem involves a function of real-valued variables that can be handled with some of the techniques described above. Nevertheless, this optimization needs to be solved globally in order for the bounds to be valid, but at least in this case the complete branch-and-bound procedure yields the global optimum of the original optimization problem. In most practical situations, only local optima can be computed, and this means that the solution eventually obtained by branch and bound is a local optimum or even incorrect since one may have mixed bounds from different local regions. However, there are cases, such as the production optimization in the first case example below, where the relaxed cost function optimization can be assumed to be able to find the global optimum with a high probability.
The second integer-programming methodology relies on linearizing the cost function iteratively, and thus generating a sequence of optimization problems that (hopefully) will be simpler to solve since the objective function involved is linear (but still defined for integer-valued variables). A particular algorithm based on this approach can be found in Duran and Grossmann (1986) . It should be noticed that the linearization of the cost function requires gradient information, and this in turn implies a relaxation procedure since the original variables are integer-valued. Optimization problems with a linear objective function defined for integer-valued variables can be addressed, for example, by interior point algorithms (see e.g. Nocedal and Wright, 2006, or Luenberger and Ye, 2008) , by cutting-plane methods (see e.g. Luenberger and Ye, 2008) , or by branch and cut (see e.g. Padberg and Rinaldi, 1991) which is a combination of branch and bound and cutting-plane methods. In some of these approaches the cost function is further relaxed in order to obtain a linear program (i.e. optimization problems with linear cost functions and constraints defined for real-valued variables) that can be typically solved by the simplex algorithm (see e.g. Nocedal and Wright, 2006, or Luenberger and Ye, 2008) . We stress that, since linearization is an intrinsically local concept, the issues related to an incomplete global exploration still remain, and integer-programming techniques based on linearization of the objective function typically converge to solutions that are worse, in terms of cost function value, than those obtained through branch and bound. However, branch and bound often demands a more thorough exploration of the optimization space, and consequently, this method will be usually computationally more expensive.
The combination of real-valued and integer-valued variables adds new complexity to the optimization, but from a high-level perspective, it just boils down to a judicious mixing of approaches that deal with each type of variable. In this work we make use of Basic Open-source Nonlinear Mixed INteger (BONMIN; Bonami et al., 2008) , which is an open-source software package for general optimization problems with both real-valued and integer-valued variables. Within BONMIN, the optimization of functions of real-valued variables is solved by the interior-point method IPOPT (Wächter and Biegler, 2006) . Although BONMIN provides a suite of integer-programming techniques, in the case studied in this work we have only used branch and bound, and a linearization approach called outer approximation (Duran and Grossmann, 1986) . The nonlinear constraints in our (relaxed) decision problems are handled through a filter method (see e.g. Fletcher et al., 2006) 
implemented in IPOPT.
Global search In most (simulation-based) optimization/decision problems, performing an exhaustive global search is impractical. For example, a problem with 20 binary-valued optimization variables presents about a million possible combinations. If the variables are real-valued, the number of combinations is infinite. Therefore, the global search that is aimed at in most applications in practice is just approximate.
The majority of global search algorithms in one way or the other rely on stochastic/heuristic components as a means to explore a larger amount of the optimization space, and to reduce the chances of being trapped at a local solution which is not satisfactory from a cost function perspective. These stochastic/heuristic artifices, though frequently effective in practice, yield algorithms for which convergence is difficult to analyze mathematically. As a consequence, global search procedures in general are not supported by a convergence theory as rich as the one for many of the methods mentioned above. We note that DIvide RECTangles (DIRECT; see e.g. Perttunen et al., 1993) is a deterministic global search algorithm which is mathematically sound, but it is computationally prohibitive in many practical cases of interest (unfortunately, this is a usual conflict). As already mentioned earlier, branch and bound, provided the upper and lower bounds are computed globally, can be used to determine the global optimum. However, since obtaining global bounds is a problem as difficult as finding the global optimum itself, branch and bound should be considered in most scenarios (for non-convex problems) as a local optimization approach without guaranteed convergence results.
A large number of global search algorithms are population-based procedures. This means that multiple points are evaluated in every global search iteration. Unlike in pattern-search methods, these points are not in principle arranged in a clearly structured manner, and from iteration to iteration they can be modified with a much larger degree of flexibility. Although there is no theoretical result that prescribes the population size for a given optimization problem, it can be expected that the larger the size, the more globally the search space is explored. Consistent with this observation, if the population size is very small (compared to the number of optimization variables), these population-based algorithms, though global approaches in essence, are really used only with local optimization aims.
Multiple stochastic/heuristic global search approaches have emerged in the last decades. In this work we describe briefly below two of these approaches which are representative: genetic algorithms and particle swarm optimization. Other stochastic/heuristic global search procedures that are relatively popular are differential evolution (see e.g. Storn and Price, 1997), simulated annealing (see e.g. Kirkpatrick et al., 1983) , tabu search (see e.g. Glover, 1990) , ant colony optimization (see e.g. Dorigo and Stützle, 2004) , and artificial immune systems (see e.g. Castro and Timmis, 2002) .
Genetic algorithms (GAs; see e.g. Goldberg, 1989) are population-based global search techniques that employ principles of biological evolution. GAs require encoding the potential solution in a structure called a chromosome. The objective function in GA terminology is known as the fitness function. A new population is generated by applying special genetic operators (e.g., selection, crossover and mutation) to the solutions in the preceding population. This process is repeated until some convergence criterion is satisfied. Depending on the encoding method used, GAs can be categorized into binary GA (bGA) and continuous (or real) GA (cGA). In bGA the solutions are encoded and manipulated as a sequence of zeros and ones. Hence, bGA appears to be appropriate to deal with integer-valued optimization variables. In cGA the encoding and manipulation of solutions takes place in the real space. There are many applications of GAs in upstream optimization problems (for some examples see Yeten et al., 2003 , Bangerth et al., 2006 , and Artus et al., 2006 .
Particle swarm optimization (PSO; see algorithms are similar to GAs in that they are population-based and use stochastic laws and heuristics. However, the search mechanisms in PSO aim at mimicking interactions observed in biological organisms (e.g. schools of fish, flocks of birds, and swarms of bees). In the standard PSO algorithm, the solutions (particles in the PSO lexicon) are represented always in the real space. Each particle has associated with it a velocity vector, which depends through random coefficients on three main components (inertia, social influence and cognitive behavior). These components are related to the cost function values of the particles. In every iteration the particles move to new positions in the search space depending on their previous velocity and their position relative to other particles. The PSO basic iteration is repeated until convergence. The performance of the standard PSO algorithm may be improved by the introduction of particle neighborhoods which ensures that a particle interacts only with the particles included in its neighborhood. Since the PSO algorithm requires the particles to move in a continuous space, integer-valued variables can be treated by means of relaxation, and/or proper rounding/truncating operators thereby mapping real numbers to integers. Over the last years the PSO algorithm has been applied diversely in optimization problems in the upstream industry (see e.g. Onwunalu and Durlofsky, 2010 , Mohamed et al., 2010 , and Onwunalu and Durlofsky, 2012 .
Frequently general optimization problems are addressed through a combination of global and local search methods. For example, the result of a thorough global exploration can be taken as the initial guess of a local optimization algorithm. Although hybrid techniques seem more desirable than using either global or local approaches alone, it is difficult to combine these two methods in order to inherit their advantages without their disadvantages. The reader may consult e.g. Vaz and Vicente, 2007 , for an algorithm that combines pattern search and particle swarm optimization, and Plantenga, 2009 , for a hybrid parallel search software package built on derivative-free optimization components.
Optimization under uncertainty In the absence of uncertainty, decision making would be a much simpler process. Unfortunately many model parameters are uncertain, which introduces a new level of complexity, since then the objective function and/or constraints are no longer deterministic functions. However, if statistics are considered, the optimization framework described above can be adapted to deal with stochastic functions. For example, if uncertainty in the reservoir characterization is modeled by a set of model realizations (each of them honoring the historic measurements within the same accuracy), a production optimization problem could be formulated as the maximization of the expected net present value over all realizations available. We notice that in this optimization the objective function in principle requires running as many reservoir flow simulations as the number of realizations used in the uncertainty description. This number may be in practice relatively large (e.g. a few hundreds), and as a consequence, the corresponding optimization may be prohibitively time-consuming. Here we present an approach called retrospective optimization for addressing this important issue. Alternative methodologies that allow one to solve optimization problems under uncertainty (this optimization discipline is known as stochastic programming) can be found in e.g. Shapiro et al., 2009. Retrospective optimization (RO; see e.g. Chen and Schmeiser, 2001) consists in replacing an optimization problem that involves the estimation of one or more statistics, by a sequence of optimization problems where these statistics are approximated with different and increasing levels of quality. If, for example, net present value has to be maximized for a problem where the uncertain reservoir model is characterized by N model realizations, RO is based on solving a collection of M maximization problems, each of them with N 1 < N 2 < · · · < N M = N model realizations, respectively. In this particular case, the sequence of realizations can be determined by means of clustering techniques (see e.g. Seber, 1984 , for details on cluster analysis). The collection of optimization problems can be dealt with efficiently based on the following observation. The first optimization problem (i.e. the problem where the statistics are estimated with the lowest quality) can be solved in a relatively fast manner because the statistics are computed in a coarse manner. The solution for this optimization problem (or the final population, in case a population-based search method is used) can be taken as initial guess (population) for the second optimization problem (where the statistics are approximated better than in the first optimization). It can be expected that this good starting point will accelerate the second optimization problem. The RO algorithm proceeds likewise until the statistics are computed to full accuracy. This last optimization requires expensive cost function evaluations. However, the initial guess will in most cases be located in the proximity of a local solution of the last optimization problem, and as a consequence, this optimization will usually demand a reduced number of iterations. We stress that RO is really an add-on that can be combined with multiple optimization and search algorithms. For an application of RO to well placement optimization under uncertainty in the reservoir characterization the reader may consult Wang et al., 2012 .
Case examples
In this section, we illustrate the decision-making approach presented through some situations relevant in the upstream industry. The first case example shows applications of local optimization methods, and the binary-valued variables refer to selecting a subset of wells from a previous production plan. The second case example explores the use of global search techniques, and the binary-valued variables indicate whether a given well is either an injector or a producer. In all cases, the decisions involved require complex reservoir flow simulations. The General Purpose Research Simulator (GPRS; see e.g. Cao, 2002, and Jiang, 2007) developed by the Reservoir Simulation Research Group (SUPRI-B) at Stanford University was used in this work. Gradient information can be computed efficiently in GPRS through an adjoint-based procedure.
First case example This example is based on the synthetic reservoir studied in Echeverría Ciaurri et al., 2011a, which is discretized by a 40×40 grid. Each grid block has dimensions 50 ft×50 ft×15 ft. The (isotropic) permeability is shown in Figure 3 , together with four injectors and four producers (in blue and red, respectively) arranged in a line-drive pattern. The porosity has a constant value equal to 0.3. The flow model considered has two phases and two components (oil and water). The pressure in the reservoir is 5080 psi.
The optimization/decision problem consists in selecting (for example, based on economic reasons) only four wells from the line-drive pattern, and setting the corresponding well controls (BHPs) to minimize the total water produced and satisfy a given total oil production target (675,000 bbl) for a time frame of 3000 days. This time frame is divided in ten intervals of 300 days each, during which the well BHPs are held constant. Thus, the well controls yield 80 real-valued decision/optimization variables. The well controls present upper/lower bounds of 9000 psi/4500 psi and 6000 psi/2500 psi for the injectors and the producers, respectively, that denote operational constraints (e.g. the upper bound for injection wells prevents fracturing). The decision related to selecting a subset of wells from the pattern is Optimized four-well selection that minimizes total water produced subject to a given total oil production target.
incorporated by means of a binary-valued variable attached to each well (zero/one means that the corresponding well is ignored/selected). Hence, there are eight binary-valued decision/optimization variables. Since four wells have to be selected, the sum of the decision variables has to be equal to four (this is translated into a linear equality constraint). Finally, the oil production target is formulated as a (nonlinear) inequality constraint. Derivative information is determined explicitly for the linear constraints, and through an adjoint-based procedure for the cost function and oil target constraint.
This example is addressed from a local optimization perspective. The mixed-integer nonlinear programming package BONMIN (Bonami et al., 2008 ) is used. Within BONMIN, the optimization of the real-valued variables is handled by means of the interior-point algorithm IPOPT (Wächter and Biegler, 2006) , and the integer-programming techniques considered are branch and bound (BB), and outer approximation (OA). The apparent (almost) convex character of the real-valued production optimization problem, which is something that has been observed, for example, in Jansen et al. (2005) , and Echeverría Ciaurri et al. (2011a) , is translated in this example in satisfactory global bounds and adequate linear approximations in BB and OA, respectively. In the context of the real-valued optimization problems that appear in this case, (almost) convexity means that for a given total oil production target, the optimized total water produced value is (almost) the same independently of the initial guess taken in the optimization.
As indicated above, both BB and OA rely on a relaxation procedure for the binary-valued variables. The relaxation used here works essentially as follows. When a given binary-valued decision variable is equal to zero (one), the BHP for the corresponding injector/producer is set at the lower/upper (upper/lower) operational bound. Consistent with that, when that variable is relaxed and takes a value between zero and one, the corresponding BHP should be adjusted proportionally between the bounds. Thus, a relaxed binary-valued variable equal to 0.5 can be associated with a BHP equal to the average between the upper and lower bounds for that well.
The fact that the optimization problem is relatively small as far as the binary-valued variables are concerned (there are only eight of these variables), together with this problem being apparently (almost) convex with respect to the real-valued variables, allows one to perform an exhaustive search for the global optimum. This exhaustive search consists in solving all the 8 4 = 70 production optimization problems with real-valued variables that are obtained by considering all possible combinations of four wells selected from the complete line-drive pattern. The best configuration of wells found in that thorough process has two injectors and two producers, and is shown in Figure 3 . This configuration satisfies the oil target and yields around 88,000 bbl of water produced. BONMIN is applied in two different manners: using BB and OA, respectively, for the integer-valued variables. In all cases the initial guess corresponds to selecting the four injectors with the BHPs at the upper operational bound (i.e., the injectors fully open). Although this initial guess is not a sensible choice, mainly because there are no producers involved, it is useful in this work in order to show that the optimization techniques tested determine the right solution even with a clearly unfavorable starting point. BONMIN in both cases yield the same selection of wells as in the exhaustive search, and the values of water produced are also around 88,000 bbl. The sequence of BHPs associated with the optimized solutions tend to be close to the bounds in most of the time intervals (therefore, these solutions present to a certain extent a bang-bang behavior). BONMIN is tested again using OA with a more logical initial guess (the selected wells are the third and fourth injectors on the right, and the first and third producers on the right). If the controls for this four-well configuration are optimized, the oil target can be satisfied but at the expense of producing 188,000 bbl of water. The solution obtained with BONMIN is again the same one as in the exhaustive search (this means a reduction of 53 percent of water produced). It should be noticed that the assumption of (almost) convexity in the optimization of the real-valued decision variables is corroborated to a certain extent by the solutions having similar objective function values is spite of having been obtained with different starting points.
Even though both BONMIN options yield the same solution, the computational cost that corresponds to BB is significantly larger than to OA. The run with BB requires the solving of 34 control optimizations problems with real-valued (and relaxed in general) variables. The runs with OA entail two and four of these control optimization problems, respectively. For this example, a control optimization problem with real-valued (and relaxed) variables typically demands a computational cost of a few tens of reservoir flow simulations (this cost already includes the runs associated with the adjoint-based procedure for computing derivatives). Although BB is considerably more expensive than OA, it can be expected that in more complex optimization scenarios BB will perform more robustly than OA, and consequently, yield optimized solutions that are better in terms of cost function value.
Second case example This example is also based on a synthetic and heterogeneous reservoir model which has been discretized by a 40 × 40 two-dimensional grid (the isotropic permeability distribution is shown in Figure 4 ; porosity is correlated to permeability). This reservoir is significantly larger than the one in the previous section, since each grid block has dimensions 250 ft × 250 ft × 50 ft. The reservoir contains only two phases: oil and water. The initial reservoir pressure is 4900 psi.
In this optimization/decision problem the number of (vertical) wells in the production plan is known (and is equal to five), but the well location and type (producer or injector) has to be determined in order to maximize net present value (NPV). The total production time is 3650 days, and during that time the BHP for each injector and each producers is 5100 psi and 1000 psi, respectively. Since our wells are vertical, and the reservoir model is two-dimensional, well locations can be characterized by areal coordinates (this means two optimization variables per well). These coordinates are integer-valued variables because the reservoir simulator used requires the wells to 1  3  2  3705  4  1  3767  2  2  3  3742  2  3  3744  3  2  3  3828  2  3  3853  4  2  3  3787  2  3  3906  5  2  3  3795  2  3  3764 be assigned to discrete grid blocks. Therefore, this optimization problem has 15 integer-valued variables (of which five are binary-valued, and refer to the well type). It is interesting to note that in this optimization problem the search space is finite because all variables are integer-valued. However, the number of elements in this space is extremely large, and for this reason finding the global optimum by means of a brute-force procedure is completely unapproachable. In the NPV calculation the oil price is $80/bbl, the water injection cost is $12/bbl, the water production cost is $10/bbl, and the discount factor is 10 percent. The well drilling cost is assumed to be independent of the well type (because all wells are vertical) and equal to $1 million per well. Bound constraints for the location variables keep the wells inside the reservoir, and inter-well distance constraints guarantee that any two wells are at least five grid blocks apart. Motivated by the frequent non-smooth character of the cost functions found in optimal well placement problems (as illustrated in Figure 2 ), this example is addressed through global search approaches (namely, a genetic algorithm, and particle swarm optimization). Additionally, the binary-valued variable studied, i.e. deciding whether a given well is an injector or a producer, has in principle no relaxation available (for example, it is not immediate to interpret what the value 0.5 means), and this in principle discards the techniques used in the previous example. Although not supported by a mathematical theory as sound as the one for branch and bound and outer approximation, genetic algorithms (GAs) and particle swarm optimization (PSO) can readily be applied to integer-valued decision variables. We reiterate that binary GA (bGA) is suitable for dealing with integer-valued variables, whereas PSO is based on operations that involve real-valued variables, and needs proper rounding/truncation mechanisms to incorporate integer-valued variables. Both bGA and PSO are run for 50 iterations, and in each of these iterations the population/swarm size for these algorithms is equal to 20. This means that every complete run of these procedures entails 1000 reservoir flow simulations. However, it should be stressed that all the simulations that correspond to one population/swarm can be computed in parallel (since there is no interdependence between them over the course of the reservoir flow simulation). Thus, in this example and if 20 cluster cores are available, the 1000 simulations needed in each optimization run could ideally be completed 20 times faster (in terms of wall-clock time). More information on the rest of the parameters for bGA and PSO can be found in Srinivas and Patnaik (1994) , and in Onwunalu and Durlofsky (2010) , respectively.
We show in Table 1 the results obtained with bGA and PSO for this second case example. There are five complete optimization runs per algorithm due to the clear stochastic nature of both global search approaches (as can be seen in the table, each run yields different results). An optimized configuration with three injectors and two producers is found in eight of the ten runs. This may indicate that this arrangement of wells is the best choice for the binaryvalued decision variables. The optimized well locations are clearly different in most of the solutions determined. This fact can be easily appreciated in Figure 4 where the configurations associated with the highest NPV for each method in Table 1 are shown (these are the third and fourth runs for bGA and PSO, respectively), and is consistent with a cost function with multiple optima such as the one in Figure 2 .
From the example it is difficult to draw conclusions regarding which global search algorithm is preferable. The average NPV determined from Table 1 for PSO ($3906 million) is only marginally better than for bGA ($3828 million). This observation can also be made on Figure 5 where the average performance evolution (in terms of NPV) of both optimization techniques are shown to be very similar to one another. For both bGA and PSO we can see in the same figure that after around 300 function evaluations (each function evaluation involves one reservoir flow simulation), the solution is very close to the one obtained at the end of the search. We reiterate that if the simulations for each population/swarm in these algorithms are parallelized, the 300 function evaluations mentioned above can ideally be performed 20 times faster (in terms of wall-clock time). Global search techniques are therefore very appealing for distributed computing frameworks, and it is in these environments where their implementation is recommended. Nevertheless, in the absence of such environments one might suppose that, when applicable, an approach similar to those in the BONMIN package should yield better solutions, at least in some sense. We hope to verify whether this is true or not in a subsequent article.
Concluding remarks
In this paper we have approached decision making from a mathematical-optimization perspective. This (partially) automated decision-making methodology appears very suited to applications within Intelligent Fields due to the high volume of information and advanced level of technology that is generally present there. Additionally, handling decision situations through mathematical techniques implies formalizing the decision itself, and with that, establishing a common decision language that can be leveraged in different levels of a given organization to reduce communication problems, making the whole decision-making process much more effective.
The interpretation of decisions as mathematical optimization problems is central in this work. Based on this interpretation, we have given a concise but comprehensive review of various optimization techniques that can be used to address a large number of decision situations that may arise in the upstream industry. Thus, optimization problems can be solved locally or analyzed globally, and uncertainty considerations may also be included in the search. Frequently, local solutions are suboptimal but they can be computed faster and are supported by a richer mathematical theory than the solutions determined by global exploration algorithms. Binary-valued optimization variables are very common and of paramount importance in practice, and for this reason, they have received especial attention in this paper. It is important to note that since many decision situations may involve running complex reservoir flow simulations, the optimization methods considered need to be as efficient as possible. Stochastic global search techniques often require an elevated number of simulations, but on the other hand, they can be accelerated significantly in terms of wall-clock time if implemented in distributed computing architectures.
We have illustrated some of the decision-making techniques by means of two decision situations of relevance in upstream applications, which present binary-valued decision variables and involve reservoir flow simulations. The first decision situation consists in selecting a subset of wells from a previous production plan, and at the same time, optimizing the controls of the wells selected. The complete optimization problem is solved rapidly by means of local optimization algorithms that exploit adjoint-based procedures available in the reservoir flow simulator used. In the second example the number of wells is known, but the location and type for each of the wells have to be determined in an optimal manner. The decision situation is solved satisfactorily through stochastic global search approaches.
This work can be extended in a number of promising directions. More complicated and realistic scenarios have to be tested in order to validate further the decision-making approach described. These scenarios may include uncertainty considerations, optimizations with multiple objectives, algorithmic implementations on massively parallel computing environments, and integration of upstream and downstream decision components. Research in some of these areas is currently underway.
