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COMPACTNESS AND NON-COMPACTNESS FOR THE YAMABE PROBLEM
ON MANIFOLDS WITH BOUNDARY
MARCELO M. DISCONZI AND MARCUS A. KHURI
Abstract. We study the problem of conformal deformation of Riemannian structure to constant
scalar curvature with zero mean curvature on the boundary. We prove compactness for the full set
of solutions when the boundary is umbilic and the dimension n ≤ 24. The Weyl Vanishing Theorem
is also established under these hypotheses, and we provide counter-examples to compactness when
n ≥ 25. Lastly, our methods point towards a vanishing theorem for the umbilicity tensor, which will
be fundamental for a study of the nonumbilic case.
1. Introduction
The Yamabe problem consists of finding a constant scalar curvature metric g˜ which is pointwise
conformal to a given metric g on an n-dimensional (n ≥ 3) compact Riemannian manifoldM without
boundary. This is equivalent to producing a positive solution to the following semilinear elliptic
equation
(1.1) Lgu+Ku
n+2
n−2 = 0, on M,
where K is a constant, Lg = ∆g − c(n)Rg is the conformal Laplacian for g with scalar curvature Rg,
and c(n) = n−24(n−1) . If u > 0 is a solution of (1.1) then the new metric g˜ = u
4
n−2 g has scalar curvature
c(n)−1K. This problem was solved in the affirmative through the combined works of Yamabe [46],
Trudinger [44], Aubin [5] and Schoen [39] (see also [27] for a complete overview).
From an analytic perspective the Yamabe problem has proven to be a rich source of interesting
ideas. The complete solution of the problem was the first instance of a satisfactory existence theory
for equations involving a critical exponent, where the standard techniques of the calculus of variations
fail to apply. When the first eigenvalue of the conformal Laplacian is positive, which is equivalent
to the case of positive Yamabe invariant Y (M) (see [41] for a definition), solutions to (1.1) are not
unique, and it is known that the set of solutions can be quite large ([37, 36]).
Therefore it becomes natural to ask what can be said about the full set of solutions to (1.1) when
Y (M) > 0. While this set is noncompact in the C2 topology when the underlying manifold is Sn with
the round metric (see [36]), when M is not conformally equivalent to the round sphere compactness
was established in various cases, namely by Schoen [38] in the locally conformally flat case, Schoen
and Zhang [43] in three dimensions, Druet [15] for n ≤ 5, Marques [32] for n ≤ 7, Li and Zhang
[29, 30] for n ≤ 11. However in a surprising turn of events, counterexamples to compactness were
found by Brendle [7] when n ≥ 52 and subsequently by Brendle and Marque [9] for 25 ≤ n ≤ 51.
Finally, Khuri, Marques and Schoen [25] proved that compactness does hold in all remaining cases,
that is, for n ≤ 24. See [10] for a survey of various compactness and non-compactness results for the
Yamabe equation.
The second author is partially supported by NSF Grants DMS-1007156, DMS-1308753 and a Sloan Research
Fellowship.
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An obvious extension of such problems is to consider manifolds with boundary. In this case one
would like to conformally deform a given metric to one which has not only constant scalar curvature
but constant mean curvature as well. This problem is equivalent to showing the existence of a positive
solution to the boundary value problem{
Lgu+Ku
n+2
n−2 = 0, in M,
Bgu = ∂νgu+
n−2
2 κgu =
n−2
2 cu
n
n−2 , on ∂M,
(1.2)
where νg is the unit outer normal and κg is the mean curvature. If such a solution exists then
the metric g˜ = u
4
n−2 g has scalar curvature c(n)−1K and the boundary has mean curvature c. This
Yamabe problem on manifolds with boundary was initially investigated by Escobar [17, 18], who
solved the problem affirmatively in several cases. With contributions from several authors (see
[19, 33, 34, 23, 24, 1, 3, 8, 12]), most of the cases have now been solved.
Notice that if K 6= 0 and c 6= 0 then both the equation and the boundary condition are nonlinear.
In order to simplify the problem, it is customary to assume then that one of them is linear, that is,
that either K or c is zero. Geometrically, this corresponds to deforming the manifold to one with
either constant nonzero scalar curvature and zero mean curvature on the boundary (K 6= 0, c = 0)
or zero scalar curvature and constant nonzero mean curvature on the boundary (K = 0, c 6= 0). In
this paper we will focus on the first of these two cases.
In analogy to the case of manifolds without boundary, where the round sphere provides the canon-
ical example of noncompactness, when the manifold has boundary and is not conformally equivalent
to the round hemisphere, the question of compactness of solutions arises. Compactness was proven
by Han and Li [23] when the scalar curvature is negative (K < 0) and the mean curvature is zero
(c = 0), and also when the scalar curvature is positive (K > 0) with no restriction on the mean cur-
vature but with the extra hypotheses that the manifold is locally conformally flat and the boundary
is umbilic; by Felli and Ahmedou [20] when the scalar curvature is zero (K = 0), the mean curvature
positive (c > 0), the manifold is locally conformally flat and the boundary umbilic (see also[21]); and
by Almaraz [2] when the scalar curvature is zero (K = 0), n ≥ 7, and a generic condition on the
trace-free part of the second fundamental form holds.
It is natural to consider subcritical approximations to equation (1.2), where a priori estimates are
readily available. Thus we define
Φp =
{
u > 0
∣∣ Lgu+Kup = 0 in M, Bgu = 0 on ∂M},
for p ∈ [1, n+2
n−2 ]. Furthermore, as the case K < 0 has already been treated in [23], we will assume
from now on that K > 0. Then our main result may be stated as follows.
Theorem 1.1. (Compactness) Let (Mn, g) be a smooth compact Riemannian manifold of dimension
3 ≤ n ≤ 24 with umbilic boundary, and which is not conformally equivalent to the standard hemisphere
(Sn+, g0). Then for any ε > 0 there exists a constant C > 0 depending only on g and ε such that
C−1 ≤ u ≤ C and ‖ u ‖C2,α(M)≤ C
for all u ∈ ∪1+ε≤p≤n+2
n−2
Φp, where 0 < α < 1.
This theorem is established by a fine analysis of blow-up behavior at boundary points; such a
fine analysis was carried out for interior blow-up points in [25]. The entire problem is reduced to
showing the positivity of a certain quadratic form on a finite dimensional vector space, which may
be analyzed in a similar manner as is done in the appendix of [25]. Of course this theorem also
relies on the Positive Mass Theorem of General Relativity, in its usual form. That is, although we
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are concerned with manifolds having boundary, we are still able to use the standard Positive Mass
Theorem by employing a doubling procedure.
Another key feature of our approach is to employ a version of conformal normal coordinates
adapted to the boundary, which elucidates the dependence of various geometric quantities on the
conformally invariant umbilicity tensor and Weyl tensor. This coordinate system can be thought
of as a good compromise between traditional conformal normal coordinates [27] and the so-called
conformal Fermi coordinates [33]. This is because although the latter has been shown to be a powerful
tool to study the Yamabe problem on manifolds with boundary, a critical part of the compactness
result in [25] is the proof of the positivity of the quadratic form mentioned earlier. This proof makes
substantial use of the the radial symmetry coming from normal coordinates and we would like to
preserve as much as possible of that original argument.
In general, it is expected that wherever blow-up occurs, these conformally invariant quantities will
vanish to high order because, up to a conformal change, the geometry of the manifold resembles that
of a sphere near the blow-up. As we are assuming that the boundary is umbilic here, we focus on
the Weyl tensor. In this regard we prove
Theorem 1.2. (Weyl vanishing) Let g be a smooth Riemannian metric defined in the unit half n-ball
B+1 , 6 ≤ n ≤ 24. Suppose that there is a sequence of positive solutions {ui} of{
Lgui +Ku
pi
i = 0, in B
+
1 ,
Bgui = 0, on B
+
1 ∩ R
n−1,
pi ∈ (1,
n+2
n−2 ], such that for any ε > 0 there exists a constant C(ε) > 0 such that supB+1 \B
+
ε
ui ≤ C(ε)
and limi→∞(supB+1
ui) = ∞. Assume also that B
+
1 ∩ R
n−1 is umbilic. Then the Weyl tensor Wg
satisfies
|Wg|(x) ≤ C|x|
ℓ
for some integer ℓ > n−62 .
Remark 1.3. It may appear that since the boundary is umbilic, the proofs of theorems 1.1 and 1.2
should follow directly from [25] by applying a reflection argument. However, the techniques employed
in [25] require a higher degree of regularity than what is typically available from a simple reflection
of the metric.
In analogy to the case without boundary, one wonders if theorem 1.1 is false when n ≥ 25. We
have also been able to answer this question.
Theorem 1.4. Assume that n ≥ 25. Then there exists a smooth Riemannian metric g on the
hemisphere Sn+ and a sequence of positive functions ui ∈ C
∞(Sn+), such that:
(a) g is not conformally flat (so in particular (Sn+, g) is not conformally equivalent to (S
n
+, g0),
where g0 is the round metric),
(b) ∂Sn+ is umbilic in the metric g,
(c) for each i, ui is a positive solution of the boundary value problem:{
Lgui +Ku
n+2
n−2
i = 0, in S
n
+,
Bgui = 0, on ∂S
n
+,
where K is a positive constant,
(d) supSn+ ui →∞ as i→∞.
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Together, theorems 1.1 and 1.4 give a complete answer to the question of compactness of solutions
to the Yamabe problem on manifolds with umbilic boundary in the positive scalar curvature setting
(Almaraz has proven an analogue to theorem 1.4 for scalar-flat manifolds [4]).
The proof of theorem 1.4 relies heavily on [7, 9]. In fact, with [7, 9] at hand, the idea to proof
theorem 1.4 is not complicated. Brendle and Marques’ construction is a perturbation of the round
sphere (Sn, g0). Although their solutions are constructed on S
n rather than Sn+, they “almost” satisfy
the boundary condition. We can therefore slightly modify Brendle and Marques’ solutions in order
to produce a blow-up sequence for the hemisphere.
One obvious consequence of theorem 1.1 is to give an alternative proof of the solution to the
Yamabe problem, allowing us to compute the total Leray-Schauder degree of all solutions to (1.2)
(with c = 0), and to obtain more refined existence theorems. This is discussed at the end of the
paper (see section 14).
As mentioned earlier, certain conformally invariant quantities are expected to vanish to high order
at a blow-up point. In particular such behavior is expected for the umbilicity tensor when the
boundary is not umbilic. In this regard, we expect the following.
Conjecture 1.5. Let g be a smooth Riemannian metric defined in the unit half n-ball B+1 , 4 ≤ n ≤
24. Suppose that there is a sequence of positive solutions {ui} of{
Lgui +Ku
pi
i = 0, in B
+
1 ,
Bgui = 0, on B
+
1 ∩ R
n−1,
pi ∈ (1,
n+2
n−2 ], such that for any ε > 0 there exists a constant C(ε) > 0 such that supB+1 \B
+
ε
ui ≤ C(ε)
and limi→∞(supB+1
ui) =∞. Then the umbilicity tensor Tg satisfies
|Tg|(x) ≤ C|x|
m, x ∈ B+1 ∩R
n−1,
for some integer m > n−42 . Moreover, if n ≥ 6 we also have
|Wg|(x) ≤ C|x|
ℓ, x ∈ B+1 ,
for some integer ℓ > n−62 .
Proving this conjecture would be a key step towards a compactness theorem for manifolds with
non-umbilic boundary. In fact, one of the main ingredients of our proofs is to estimate several relevant
quantities in terms of the umbilicity tensor and its derivatives at the origin. The vanishing of these
terms should allow one, at least in principle, to adapt the ideas presented here to the non-umbilic
case.
2. Setting, notation, and basic definitions
Let Mn be a n-dimensional Riemannian manifold with smooth boundary, and let {gi}
∞
i=1 be a
sequence of metrics on M converging in Ck(M) to a metric g, where k is large and depends only on
n. Let {ui} be a sequence of positive solutions of the boundary value problem{
Lgiui +Kf
−δi
i u
pi
i = 0, in M,
Bgiui = ∂νgiui +
n−2
2 κgiui = 0, on ∂M,
(2.1)
where Lgi = ∆gi − c(n)Rgi , c(n) =
n−2
4(n−1) , Rgi is the scalar curvature of the metric gi, K = n(n− 2),
νgi is the outer unit normal, κgi is the mean curvature of the boundary, {fi} is a sequence of smooth
positive functions converging in C2(M) to a smooth positive function f , 1 < pi ≤
n+2
n−2 , δi =
n+2
n−2 −pi.
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Lg is referred to as the conformal Laplacian, and the boundary value problem (2.1) is conformally
invariant (see proposition A.2).
In conformal normal coordinates (see [27, 41, 11]) centered at a point p, we write g(x) = exp(h(x)),
where h is a smooth function taking values in the space of symmetric n×n matrices. From standard
properties of conformal normal coordinates it then follows that xjhij(x) = 0, and trhij(x) = O(r
N ),
where r = distg(x, p) and N is arbitrarily large. We also have det gij = 1 +O(r
N ).
In most of the text we will identify the center p of normal coordinates with the origin. We will
write ui(x) instead of ui(expp(x)) and |x| instead of distg(x, p). Since N in the above expressions is
as large as we want, we will often ignore the O(rN ) contribution in the volume element and write
d volg(x) = dx.
The proofs of theorems 1.1 and 1.2 depend crucially on finding a good approximation to the scalar
curvature in terms of polynomials. To this end we define, in conformal normal coordinates
Hij(x) =
∑
2≤|α|≤n−4
hij,αx
α(2.2)
where hij,α are the coefficients of the Taylor polynomials centered at the origin. Notice that we will
sometimes use ,α to denote Taylor coefficients at the origin — which are multiples of derivatives
evaluated at the origin rather than the derivatives themselves.
We then have hij = Hij +O(|x|
n−3), Hij = Hji, x
jHij(x) = 0, and trHij(x) = 0. Put also
H
(k)
ij =
∑
|α|=k
hij,αx
α,(2.3)
|H(k)|2 =
∑
ij
∑
|α|=k
|hij,α|
2,(2.4)
and for ε > 0, set x = εy and define
H˜
(k)
ij (y) = H
(k)
ij (εy).(2.5)
We will make extensive use of the following standard rescaling argument. Let {εi}
∞
i=1 be a given se-
quence of positive numbers converging to zero. DefineMi byM
pi−1
2
i = ε
−1
i and in normal coordinates
put y =M
pi−1
2
i x = ε
−1
i x and
vi(y) =M
−1
i ui(x) =M
−1
i ui(M
−
pi−1
2
i y) = ε
2
pi−1
i ui(εiy)
for y ≤ σM
pi−1
2
i = ε
−1
i σ, where |x| ≤ σ belongs to the domain of definition of the normal coordinates.
Then vi satisfies {
Lg˜ivi +Kf˜
−δi
i v
pi
i = 0, for |y| ≤ σM
pi−1
2
i ,
Bg˜ivi = ∂νg˜ivi +
n−2
2 κg˜ivi = 0, on ∂M,
(2.6)
where f˜i(y) = fi(M
−
pi−1
2
i y) = fi(εiy), (g˜i)kl(y) = (gi)kl(M
−
pi−1
2
i y) = (gi)kl(εiy) (see [25, 32]).
We recall some standard definitions (see [25, 23]). Consider a sequence {ui} of solutions of (2.1).
A point x¯ ∈M is called a blow-up point for {ui} if ui(xi)→∞ for some xi → x¯.
Definition 2.1. A point x¯ ∈M is called an isolated blow-up point for {ui} if there exists a sequence
{xi} ⊂M , xi → x¯, where each xi is a local maximum for ui and
1) ui(xi)→∞ as i→∞,
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2) ui(x) ≤ C distgi(x, xi)
− 2
pi−1 for x ∈ Bσ(xi) and some constants σ,C > 0.
Notice that the definition of isolated blow-up points is the same as for the boundaryless case ([23]).
Remark 2.2. If we change the metric by a uniformly bounded conformal factor φ > 0 such that
φ(xi) = 1 and ∇φ(xi) = 0, then isolated blow-up points are preserved.
Definition 2.3. ([23]) Let {ui} and {xi} be as in definition 2.1. xi → x¯ is an isolated simple blow-up
point if for some ρ ∈ (0, σ) and C > 1, where σ comes from the definition of isolated blow up point,
the function
uˆi(r) = r
2
pi−1 u¯i(r) =
r
2
pi−1
volgi(M ∩ ∂Br(xi))
∫
M∩∂Br(xi)
u(z)dS(z)
satisfies, for large i, uˆ′i < 0 for r such that CM
−
pi−1
2
i ≤ r ≤ ρ.
Observe that if x¯ is an interior point then this definition agrees with the standard one (compare
with [32]).
Throughout the paper we let U : Rn → R be the function U(y) = (1 + |y|2)
2−n
2 . U is known as
the “standard bubble”. From [25] we have the following.
Definition 2.4. Let z˜ε be the solution of
∆z˜ε + n(n+ 2)U
4
n−2 z˜ε = c(n)
n−4∑
k=4
∂i∂jH˜
(k)
ij U(2.7)
constructed in [25]. It is implicitly assumed that z˜ε ≡ 0 if n = 3, 4, 5.
We recall estimate (4.4) of [25]
|∂β z˜ε(y)| ≤ C
n−4∑
|α|=4
∑
ℓk
ε|α||hℓk,α|(1 + |y|)
|α|+2−n−|β|,(2.8)
which implies
|∂β z˜ε(y)| ≤ C(1 + |y|)
2−n−|β|, for |y| ≤ σε−1.(2.9)
The role of z˜ε is to provide a sharp correction term for the usual approximation of the (rescaled)
solutions u by U around a blow-up point. z˜ε was introduced in the context of manifolds without
boundary, and one of the main challenges in our paper is to establish that the same z˜ε can be used
in our setting. In other words, we need to show that z˜ε satisfies a natural boundary condition. In
order to accomplish this, we use one of the key results of the paper, theorem 3.4, to show that the
umbilicity of the boundary implies severe constraints on the behavior of the polynomials H˜
(k)
ij on the
boundary. Then we use the explicit construction of z˜ε in terms of H˜
(k)
ij to show that it satisfies the
desired boundary condition.
Notation and terminology used throughout the text:
(i) d = [n−22 ].
(ii) If xi → x¯ is an isolated blow-up point, we denote Mi = ui(xi) and ε
−1
i =M
pi−1
2
i .
(iii) x′ denotes the first n− 1 coordinate functions.
(iv) We use N to denote an integer that is arbitrarily large, coming typically from properties of
conformal normal coordinates, such as det(g) = 1 +O(rN ).
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(v) Let Ω be an open connected set that intersects ∂M . We then set ∂′Ω = Ω ∩ ∂M and ∂+Ω =
∂Ω\∂′Ω.
(vi) In a coordinate system near the boundary, define BGσ (0) = {x ∈ Bσ(0) | x
n > G(x)} for
some real valued function G, then denote ∂′BGσ (0) = {(x
′, G(x))}, ∂+BGσ (0) = ∂B
G
σ (0)\∂
′GGσ (0) (see
section 3 and corollary 3.8).
(vii) We will always assume that the blow-up points x¯ lie on the boundary ∂M , since theorems
1.1 and 1.2 would otherwise follow from [25] (see section 12).
(viii) We will switch back and forth between problems (2.1) and (2.6), referring to them as “x-
coordinates” and “y-coordinates”.
(ix) If x0 ∈ ∂M , then Bσ(x0) is a ball of radius σ and center x0, i.e.,
Bσ(x0) = {x ∈M | dist(x, x0) ≤ σ}.
Notice that Bσ(x0) will usually look more like a half-ball rather than like a full ball, but we will not
denote it by B+σ (x0), reserving the latter for balls which explicitly satisfy the condition x
n > 0.
(x) For T ≥ 0 we define Rn−T = {x ∈ R
n | xn > −T} and Rn+ = {x ∈ R
n | xn > 0}.
3. Estimates near the boundary and boundary conformal normal coordinates
In this section we will derive estimates for the second fundamental form, mean curvature, etc., in
terms of the umbilicity tensor. Then we will use these estimates to modify the standard conformal
normal coordinates construction in order to obtain conformal normal coordinates at the boundary
with zero mean curvature.
We first recall a result of Escobar.
Proposition 3.1. (Conformal normal coordinates at the boundary [17]) Assume ∂M is umbilic and
let x0 ∈ ∂M . For any N > 0 there exists a metric g˜ conformal to g such that, in normal coordinates
for g˜ centered at x0
det(g˜) = 1 +O(rN ),
where r = |x|. If N ≥ 5 then Rg˜ = O(r
2), and ∆Rg˜(0) = −
1
6 |Wg˜|
2(0), and κg˜ = O(r
2). Here Wg˜ is
the Weyl tensor.
Now take conformal normal coordinates at x0 ∈ ∂M . We choose the coordinates so that ∂i,
1 ≤ i ≤ n − 1, are tangent to ∂M and ∂n is normal (pointing inward) to ∂M at x0 = 0. Near x0
the boundary ∂M may be expressed as a graph xn = F (x′), where x′ = (x1, . . . , xn−1) and since
normal coordinates are defined up to a rotation we can assume that F (0) = |∇F (0)| = 0 and the
tangent plane at 0 is the “horizontal” hyperplane {xn = 0}. Then a basis for the tangent space
Tx∂M is given by the vectors Xi = ∂i + F,i∂n, 1 ≤ i ≤ n − 1. The normal is given as a covector by
(νg)n = −1, (νg)i = F,i, 1 ≤ i ≤ n− 1, or as a vector by
(νg)
i = gij(νg)j = −g
in +
n−1∑
i=1
gijF,j .(3.1)
If g = eh then we may write
(νg)
i = −δin + hin + F,i +O(|h|
2 + |h||∇F |).
Define the second fundamental form by
κij = κ(Xi,Xj) = g(∇Xiνg,Xj),(3.2)
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then
κij = g(∇iνg, ∂j) + F,ig(∇nνg, ∂j) + F,jg(∇iνg, ∂n) + F,iF,jg(∇nνg, ∂n)(3.3)
= Γnij + F;ij − F,iΓ
l
nj(νg)l − F,jΓ
l
in(νg)l − F,jF,iΓ
l
nn(νg)l
=
1
2
(−∂nhij + ∂ihnj + ∂jhni) + F,ij +O(|h||∇h| + |∇F ||∇h|).
The mean curvature is given by
κ = g−1(Xi,Xj)κij = ∆F +
n−1∑
i=1
∂ihni +
1
2
∂nhnn(3.4)
+O(|h||∇h| + |∇F ||∇h|+ |h||∇2F |+ |∇F |2|∇2F |+ |x|N ),
where we have used
∑n
i=1 hii = O(|x|
N ). Finally the umbilicity tensor is given by
T (Xi,Xj) = Tij = κ(Xi,Xj)−
1
n− 1
κg(Xi,Xj).(3.5)
Notice that these quantities differ from the usual ones by a multiple of |νg| (since νg is not necessarily
a unit vector). As we show below (see proposition 3.5 and corollary 3.10), this will immediately
yield estimates for the standard (i.e., defined with respect to a unit vector) mean curvature, second
fundamental form and umbilicity tensor, and it will suffice for our purposes. In fact, we will express
all desired quantities in terms of Tij , and the umbilicity of the boundary implies that Tij defined
with respect to (3.1) vanishes as well. We remark also that our definition of the mean curvature in
this section differs from the standard one by a multiple of (n − 1)−1. However, in all other sections
of the paper we adopt the standard convention, unless otherwise specified.
The next theorem will be our main tool to produce estimates. Although its proof is long, the
idea behind it is quite simple: from properties of conformal normal coordinates we can derive several
identities involving geometric quantities and the functions hij . We restrict the obtained expressions
to their Taylor polynomials, and successively solve these equations for one quantity in terms of the
others, until we express all quantities in terms of the umbilicity tensor and an error.
Remark 3.2. It should be noted that in (3.3) and (3.4), as well as in the proof below, the expression
|h||∇h| appearing in the error only includes terms of the form |h||∂ihnj|, |h||∂nhij |, |h||∂nhnn| or
|hni||∇h|.
Remark 3.3. Since we will eventually restrict all expressions to their Taylor polynomials in theorem
3.4, and N is arbitrarily large, we will ignore the O(|x|N ) contributions.
Theorem 3.4. Take conformal normal coordinates at x0 ∈ ∂M as described above and choose a large
integer N . Then there exists a constant C, depending only on N such that for any ε > 0 sufficiently
small:
N∑
|α|=2
|κ,α|ε
|α| ≤ C
N∑
|α|=2
n−1∑
i,j=1
|Tij,α|ε
|α|
N∑
|α|=2
|∆F,α|ε
|α| ≤ C
N−2∑
|α|=0
n−1∑
i,j=1
|Tij,α|ε
|α|+2
N∑
|α|=0
n−1∑
i,j=1
|κij,α|ε
|α| ≤ C
N∑
|α|=0
n−1∑
i,j=1
|Tij,α|ε
|α|
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N∑
|α|=2
|F,α|ε
|α| ≤ C
N−2∑
|α|=0
n−1∑
i,j=1
|Tij,α|ε
|α|+2
N∑
|α|=2
n−1∑
j=1
|hnj,α|ε
|α| ≤ C
N−1∑
|α|=1
n−1∑
i,j=1
|Tij,α|ε
|α|+1
N∑
|α|=1
n−1∑
i,j=1
|∂nhij,α|ε
|α| ≤ C
N∑
|α|=1
n−1∑
i,j=1
|Tij,α|ε
|α|
N∑
|α|=1
|∂nhnn,α|ε
|α| ≤ C
N∑
|α|=1
n−1∑
i,j=1
|Tij,α|ε
|α|
where α denotes partial derivatives in the variables x1, . . . , xn−1 evaluated at the origin, and F is the
local representation of the boundary as a graph as explained at the beginning of this section. Moreover
κ(0) = |∇κ|(0) = F (0) = |∇F |(0) = ∆F (0) = 0 and |∇∆F |(0) ≤ C
∑
ij |∇Tij |(0).
Proof. We first record several useful calculations. When repeated indices i or j appear this signifies
summation from 1 to n− 1. Using familiar properties of conformal normal coordinates and (3.3) we
have
xiκij =
1
2
[−∂n(x
ihij) + x
i∂ihnj − δ
i
jhni + ∂j(x
ihni)] + x
iF,ij +O(|x||h||∇h| + |x||∇F ||∇h|)(3.6)
=
1
2
[∂n(x
nhnj) + x
i∂ihnj − hnj − ∂j(x
nhnn)] + x
i∂iF,j +O(|x||h||∇h| + |x||∇F ||∇h|)
=
1
2
xi∂ihnj + x
i∂iF,j +O(|x
n||∇h|+ |x||h||∇h| + |x||∇F ||∇h|).
Furthermore
xixjκij = x
ixjF,ij −
1
2
xiδji hnj +
1
2
xi∂i(x
jhnj)(3.7)
+O(|x||xn||∇h|+ |x|2|h||∇h|+ |x|2|∇F ||∇h|)
= xixjF,ij +
1
2
xnhnn −
1
2
xnxi∂ihnn +O(|x||x
n||∇h|+ |x|2|h||∇h| + |x|2|∇F ||∇h|)
= xixjF,ij +O(|x
n||h|+ |x||xn||∇h|+ |x|2|h||∇h|+ |x|2|∇F ||∇h|),
and
xixjκg(Xi,Xj) = x
ixjκ(gij + F,igjn + F,jgin + F,iF,jgnn)(3.8)
= |x′|2κ+O(|x|2|h|||κ| + |x|2||∇F |2|κ|).
Recalling the definition of the umbilicity tensor together with (3.7) and (3.8) yields
xixjF,ij =
1
n− 1
|x′|2κ+ xixjTij +O(|x
n||h|+ |x||xn||∇h|+ |x|2|h||∇h|(3.9)
+ |x|2|∇F ||∇h|+ |x|2|h||κ| + |x|2|∇F |2|κ|).
Moreover since
xiκg(Xi,Xj) = x
jκ+O(|x||h||κ| + |x||∇F |2|κ|),
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we find that (using (3.6))
1
2
xi∂ihnj + x
i∂iF,j(3.10)
=
1
n− 1
xjκ+ xiTij +O(|x
n||∇h|+ |x||h||∇h| + |x||∇F ||∇h|+ |x||h||κ| + |x||∇F |2|κ|).
Eliminating κ from (3.9) and (3.10) produces
xi∂iF,j +
1
2
xi∂ihnj − x
iTij = |x
′|−2xjxixl(F,il − Til) + Ωj ,(3.11)
where throughout this proof Ωj denotes error which satisfies
Ωj = O(|x
n||∇h|+ |x||h||∇h| + |x||∇F ||∇h|+ |x||h||κ| + |x||∇F |2|κ|+ |x′|−1|xn||h|)(3.12)
= O(|xn||∇h|+ |x||h||∇h| + |x||∇F ||∇h|+ |x||h||∇2F |+ |x||∇F |2|∇2F |+ |x′|−1|xn||h|).
Upon restricting attention to Taylor polynomials (3.11) simplifies to
(k − 1)|x′|2F
(k)
,j − k(k − 1)x
jF (k)(3.13)
= −
1
2
(k − 1)|x′|2h
(k−1)
nj + |x
′|2xiT
(k−2)
ij − x
jxixlT
(k−2)
il + |x
′|2Ω
(k−1)
j
where h
(k−1)
nj denotes the (k−1)-degree Taylor polynomial in the variables x
1, . . . , xn−1 and similarly
for F (k), T
(k−2)
ij . We note that h
(k−1)
nj is not the full Taylor polynomial in all the variables x
1, . . . , xn
but rather just the portion involving the first n − 1 coordinates, and the remainder involving xn is
relegated to the error term. Now apply ∂j to (3.13) and sum over j to find an equation for F
(k),
|x′|2∆F (k) + k(3− n− k)F (k) = −
1
2
|x′|2∂jh
(k−1)
nj(3.14)
+(k − 1)−1∂j(|x
′|2xiT
(k−2)
ij − x
jxixlT
(k−2)
il ) + ∂j(|x
′|2Ω
(k−1)
j )
where we used xihij = −x
nhnj to absorb this term in the error. Differentiate (3.10) with respect to
xj and sum over j to find
1
2
∂jhnj +
1
2
xi∂i∂jhnj +∆F + x
i∂i∆F = x
i∂jTij + κ+
1
n− 1
xj∂jκ+ ∂jΩj
where we used that the error term in (3.10) has the form Ωj. Then
1
2
(k − 1)∂jh
(k−1)
nj + (k − 1)∆F
(k) = xi∂jT
(k−2)
ij +
n+ k − 3
n− 1
κ(k−2) + ∂jΩ
(k−1)
j .(3.15)
On the other hand (3.9) gives
k(k − 1)F (k) − xixjT
(k−2)
ij =
1
n− 1
|x′|2κ(k−2) + xiΩ
(k−1)
i .(3.16)
Therefore using (3.14) and (3.16) in (3.15) produces
∂jh
(k−1)
nj = −
2
k − 1
xi∂jT
(k−2)
ij +
xj
|x′|2
Ω
(k−1)
j + ∂jΩ
(k−1)
j .(3.17)
Let Bn−11 denote the unit ball with respect to x
1, . . . , xn−1, and let φ ∈ C∞(Sn−21 ). Extend φ
radially so that it is defined on Bn−11 \{0} and ∂rφ = 0 on S
n−2
1 , where r = |x
′|. Notice that even
though φ is not defined at the origin, we can still integrate by parts against functions which vanish
at zero, and so in particular against homogeneous polynomials.
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Let φ be as above. From (3.10) we have
(k − 1)∂iF
(k) =
1
n− 1
xiκ(k−2) −
k − 1
2
h
(k−1)
ni + x
jT
(k−2)
ij +Ω
(k−1)
i .(3.18)
Multiply (3.18) by ∂iφ, sum over i and integrate by parts to get
−(k − 1)
∫
Bn−11
φ∆F (k) + (k − 1)
∫
Sn−21
φνi∂iF
(k) = −
1
n− 1
∫
Bn−11
φ(n+ k − 3)κ(k−2)
+
1
n− 1
∫
Sn−21
φνixiκ(k−2) +
k − 1
2
∫
Bn−11
φ∂ih
(k−1)
ni −
k − 1
2
∫
Sn−21
φνih
(k−1)
ni
−
∫
Bn−11
φxj∂iT
(k−1)
ij +
∫
Sn−21
φνixjT
(k−2)
ij −
∫
Bn−11
φ∂iΩ
(k−1)
i +
∫
Sn−21
φνiΩ
(k−1)
i .
Integrating in polar coordinates produces
−(k − 1)
∫ 1
0
rn+k−4
∫
Sn−21
φ∆F (k) + (k − 1)
∫
Sn−21
φνi∂iF
(k)
= −
1
n− 1
∫ 1
0
rk+n−4
∫
Sn−21
φ(n+ k − 3)κ(k−2) +
1
n− 1
∫
Sn−21
φνixiκ(k−2)
+
k − 1
2
∫ 1
0
rn+k−4
∫
Sn−21
φ∂ih
(k−1)
ni −
k − 1
2
∫
Sn−21
φνih
(k−1)
ni −
∫ 1
0
rn+k−4
∫
Sn−21
φxj∂iT
(k−1)
ij
+
∫
Sn−21
φνixjT
(k−2)
ij −
∫ 1
0
rn+k−4
∫
Sn−21
φ∂iΩ
(k−1)
i +
∫
Sn−21
φνiΩ
(k−1)
i ,
which implies (notice that the mean curvature terms cancel out)
∆F (k) −
k(n+ k − 2)
|x′|2
F (k) = −
1
2
∂ih
(k−1)
ni +
1
2
n+ k − 3
|x′|2
xih
(k−1)
ni +
1
k − 1
xj∂iT
(k−2)
ij(3.19)
−
n+ k − 3
k − 1
xixj
|x′|2
T
(k−2)
ij + ∂iΩ
(k−1)
i +
xi
|x′|2
Ω
(k−1)
i ,
where we have used that φ is an arbitrary smooth function on Sn−21 and homogeneous polynomials
are determined by their values on the sphere. Using (3.14) and (3.17) in (3.19) we find that
xih
(k−1)
ni = −
2
(k − 1)(n + k − 3)
|x′|2xj∂iT
(k−2)
ij + x
jΩ
(k−1)
j + |x
′|2∂jΩ
(k−1)
j .(3.20)
Similarly, multiplying (3.13) by ∂jφ and integrating by parts yields
|x′|2∆F (k) +
k(k − n− 1)
k − 1
F (k) =
1
2
(n+ k − 3)xjh
(k−1)
nj −
1
2
|x′|2∂jh
(k−1)
nj +
1
k − 1
|x′|2xi∂jT
(k−2)
ij
(3.21)
−
n+ k − 3
k − 1
xixjT
(k−2)
ij + x
jΩ
(k−1)
j + |x
′|2∂jΩ
(k−1)
j .
Solving for ∆F (k) + 12∂jh
(k−1)
nj in (3.14) and using it along with (3.20) in (3.21) we obtain
F (k) =
n+ k − 3
k(2n+ 3k − nk − k2 − 3)
xixjT
(k−2)
ij + x
jΩ
(k−1)
j + |x
′|2∂jΩ
(k−1)
j .(3.22)
Notice that the denominator of the first term on the right hand side is never zero since k ≥ 2.
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From (3.9) we have
k|x′|−2F (k) =
1
(n− 1)(k − 1)
κ(k−2) +
1
k − 1
|x′|−2xixjT
(k−2)
ij + |x
′|−2xjΩ
(k−1)
j .(3.23)
Using (3.22) in (3.23) yields
κ(k−2) = c(n, k)
xixj
|x′|2
T
(k−2)
ij +
xj
|x′|2
Ω
(k−1)
j + ∂jΩ
(k−1)
j ,(3.24)
where c(n, k) is a numerical factor depending on n and k only. Let R be the set of homogeneous
polynomials that can be estimated in terms of the umbilicity tensor and an error (of the same degree)
in Ωj. Then (3.17), (3.20), (3.22) and (3.24) give that ∂ih
(k−1)
ni , x
ih
(k−1)
ni , F
(k), κ(k−2) ∈ R. From
(3.19) it then follows that ∆F (k) ∈ R as well. From (3.13) and F (k) ∈ R we get h
(k−1)
nj ∈ R, and from
(3.4) and ∆F (k), ∂ih
(k−1)
ni ∈ R it follows that (∂nhnn)
(k−2) ∈ R. Using (3.5) along with κ(k−2) ∈ R
we get κ
(k−2)
ij ∈ R and from this, (3.3), h
(k−1)
nj ∈ R and F
(k) ∈ R we find that (∂nhij)
(k−2) ∈ R.
The inequalities of theorem 3.4 now follow with the help of remark 3.2.
By our construction of F and properties of conformal normal coordinates we have κ(0) = |∇κ|(0) =
F (0) = |∇F |(0). Hence in order to finish the theorem we only have to show that ∆F (0) = 0 and
|∇∆F |(0) ≤ C
∑
ij∇|Tij |(0).
Using the definition of κij , and recalling that νn = −1 and νj = F,j , 1 ≤ j ≤ n− 1, we obtain
κij = F,ij − Γ
k
ijF,k + Γ
n
ij − F,jΓ
k
inF,k + F,jΓ
n
in(3.25)
− F,iΓ
k
njF,k + F,iΓ
n
nj − F,iF,jΓ
k
nnF,k + F,iF,jΓ
n
nn
where we have used F,n = 0 and
∑n−1
k=1 Γ
k
ijF,k = Γ
k
ijF,k since F does not depend on x
n. Evaluating
(3.25) at 0 and using Γkij(0) = 0 = |∇F |(0), we have κij(0) = Fij(0). Taking a trace produces
∆F (0) = κ(0) = 0. Finally notice that (3.12) gives
Ωi = O(|x
n||x|+ |x|4 + |x|3 + |x′|−1|xn||x|2),
so we can compute directly from (3.22) to find |∇∆F (0)| ≤ C
∑
ij |∇Tij(0)|, finishing the proof. 
Now with the help of theorem 3.4 we improve the properties of conformal normal coordinates
at the boundary by showing that we can also require zero mean curvature. We call these coordi-
nates boundary conformal normal coordinates to avoid confusion with the usual conformal normal
coordinates at a point on the boundary.
Proposition 3.5. (Boundary conformal normal coordinates) Let (M,g0) be a Riemannian manifold
with umbilic boundary and x0 ∈ ∂M . Fix an integer N ≥ 5. Then there exists a metric g˜ conformal
to g0 such that, in g˜-normal coordinates centered at x0: (i) det g˜ = 1+O(r
N ), (ii) Rg˜ = O(r
2), (iii)
∆g˜Rg˜(0) = −
1
6 |Wg˜|
2(0) and (iv) κg˜ = 0 near x0, where r = |x|.
Proof. Using conformal normal coordinates at x0 we obtain a metric g which satisfies properties
(i)-(iii) in a ball Bσ(0). Our task is to show that we can perform a further conformal change in the
metric in order to obtain property (iv) while maintaining (i)-(iii).
We write all quantities as explained above (see equation (3.1) and what follows); in particular we
denote by κg the mean curvature defined as in (3.4), and by κ̂g the mean curvature defined in the
usual way, i.e., with respect to a unit vector.
If g˜ = e2fg then κ̂g˜ = e
−f (κ̂g +
∂f
∂νg
). We will choose f appropriately.
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Because the boundary is umbilic, Tij vanishes identically and therefore theorem 3.4 gives κg,α(0) =
0 for |α| = 0, . . . , N , where α denotes derivatives with respect to x1, . . . , xn−1. In other words, we
obtain that κg = O(|x
′|N ), from which it follows that κ̂g = O(|x
′|N ) as well. Now we choose an
extension of κ̂g to κ˜g in a neighborhood of x0, with κ˜g satisfying κ˜g = O(|x|
N ) and
∂κ˜g
∂νg
= 0 . Such
an extension is possible because κ̂g = O(|x
′|N ).
Now pick a smooth function f˜ such that ∂f˜
∂νg
= −1 near x0 and put f = f˜ κ˜g. With this choice of
f we then have κ̂g˜ = 0 in a neighborhood of x0.
By construction we have f = O(|x|N ), and so we obtain the desired result as the remaining
properties all follow from det(g˜) = 1 + O(rN ) (after choosing a smooth extension of f to the whole
of M). 
Remark 3.6. We stress a point made in the introduction. The so-called conformal Fermi coordinates
[33] have been used with great success in the study of the Yamabe problem for manifolds with
boundary (see references mentioned in the introduction). This expresses the fact that cylindrical
coordinates generally work better than spherical ones for Neumann-type of problems. However, a
critical part of the compactness result of Khuri, Marques and Schoen [25] for boundaryless manifolds
is the proof of the positivity of a quadratic form on Taylor polynomials of the scalar curvature
which naturally arises in the problem. Their proof makes substantial use of the the radial symmetry
coming from normal coordinates and we would like to preserve as much as possible of that original
argument. Boundary conformal normal coordinates preserve the radial symmetry while displaying
features similar to the good properties of Fermi coordinates, as it is shown below.
Boundary conformal normal coordinates have the following useful property.
Corollary 3.7. In boundary conformal normal coordinates centered at x0 ∈ ∂M the boundary is
given by xn = 0. Moreover, gin(x
′, 0) = O(|x′|N ), 1 ≤ i ≤ n− 1.
Proof. Since the boundary is umbilic and κg ≡ 0, it is also totally geodesic (i.e. κij ≡ 0) for the
metric g, and therefore the boundary is given by xn = 0 in normal coordinates. The second statement
follows from theorem 3.4 as g = eh. 
Now we want to extend the previous results for the case of interior points. Assume that x0 ∈ M˚
is an interior point which is sufficiently close to ∂M , and take conformal normal coordinates at x0.
Denote by x˜0 ∈ ∂M the closet point to x0. We can still write the boundary as a graph x
n = F (x′),
and since normal coordinates are defined up to a rotation we can assume that F (0) = −|x˜0| where
|x˜0| = dist(x0, x˜0) (so that x˜0 = (0, . . . , 0,−|x˜0|)) and the tangent plane is horizontal there, so
|∇F (0)| = 0. Moreover, by the Gauss lemma we also have ∂
∂νg
∣∣∣
x˜0
= gnn ∂n|x˜0 .
If we “translate the boundary”, i.e., define
G(x′) = F (x′) + |x˜0|
we have G(0) = |∇G(0)| = 0 and ∂αG = ∂αF . Set BGσ = {x ∈ Bσ(0)|x
n > G(x′)}. Notice then that
a basis for the tangent space at a point on ∂′BGσ = {(x
′, G(x′))} is Xi = ∂i + G,i∂n = ∂i + F,i∂n,
1 ≤ i ≤ n − 1 (since we are simply translating the boundary). We can then consider all geometric
quantities induced on the boundary ∂′BGσ . In this situation, theorem 3.4 holds with G replacing F
and all quantities being defined with respect to the boundary ∂′BGσ , except for the conclusions that
depend on κ = O(r2), since the boundary ∂′BGσ need not be umbilic. We state this as a corollary.
14 DISCONZI AND KHURI
Corollary 3.8. Let x0 ∈ M˚ , take conformal normal coordinates at x0 and assume that x0 is suf-
ficiently close to ∂M as to have ∂M ∩ Bσ(0) 6= ∅, where Bσ(0) is the domain of definition of the
conformal normal coordinates. Let F = F (x′) be the local representation of the boundary as explained
above. Define G(x′) = F (x′)+ |x˜0|, B
G
σ = {x ∈ Bσ(0)|x
n > G(x′)}, and ∂′BGσ = {(x
′, G(x′))}. Then
there exists a constant C, depending only on N , such that for any ε > 0 sufficiently small:
N∑
|α|=2
|κ˜,α|ε
|α| ≤ C
N∑
|α|=2
n−1∑
i,j=1
|T˜ij,α|ε
|α|
N∑
|α|=2
|∆G,α|ε
|α| ≤ C
N−2∑
|α|=0
n−1∑
i,j=1
|T˜ij,α|ε
|α|+2
N∑
|α|=0
n−1∑
i,j=1
|κ˜ij,α|ε
|α| ≤ C
N∑
|α|=0
n−1∑
i,j=1
|T˜ij,α|ε
|α|
N∑
|α|=2
|G,α|ε
|α| ≤ C
N−2∑
|α|=0
n−1∑
i,j=1
|T˜ij,α|ε
|α|+2
N∑
|α|=2
n−1∑
j=1
|hnj,α|ε
|α| ≤ C
N−1∑
|α|=1
n−1∑
i,j=1
|T˜ij,α|ε
|α|+1
N∑
|α|=1
n−1∑
i,j=1
|∂nhij,α|ε
|α| ≤ C
N∑
|α|=1
n−1∑
i,j=1
|T˜ij,α|ε
|α|
N∑
|α|=1
|∂nhnn,α|ε
|α| ≤ C
N∑
|α|=1
n−1∑
i,j=1
|T˜ij,α|ε
|α|
where κ˜, κ˜ij and T˜ij are respectively the mean curvature, second fundamental form and umbilicity
tensor of ∂′BGσ , all defined with respect to the outer normal
(νg)
i = gij(νg)j = −g
in +
n−1∑
i=1
gijG,j
(which is not necessarily a unit normal) and α denotes partial derivatives in the variables x1, . . . , xn−1
evaluated at the origin. Moreover G(0) = |∇G|(0) = 0 and |∇∆G|(0) ≤ C
∑
ij |∇T˜ij |(0).
As before, estimates on quantities defined with respect to νg, with νg not necessarily a unit vector,
will suffice for our purposes.
Because ∂αG = ∂αF , estimates for G from corollary 3.8 translate into estimates for F .
Corollary 3.9. Let x0 ∈ M˚ and x˜0 ∈ ∂M be the closest point to x0. Take conformal normal
coordinates at x0, choose a large integer N and let F be the local representation of the boundary as
a graph. Then there exists a constant C, depending only on N such that for any ε > 0 sufficiently
small:
N∑
|α|=2
|F,α|ε
|α| ≤ C
N−2∑
|α|=0
n−1∑
i,j=1
|T˜ij,α|ε
|α|+2
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N∑
|α|=2
|∆F,α|ε
|α| ≤ C
N−2∑
|α|=0
n−1∑
i,j=1
|T˜ij,α|ε
|α|+2
where T˜ij is the umbilicity tensor of the boundary ∂
′BGσ as in corollary 3.8, and α denotes partial
derivatives in the variables x1, . . . , xn−1 evaluated at the origin. Moreover |∇F |(0) = 0, |∇∆F |(0) ≤
C
∑
ij |∇T˜ij(0)| and F (0) = −|x˜0|.
The following corollary will finish the treatment of interior points in this section.
Corollary 3.10. (Boundary conformal normal coordinates for an interior point) Let (M,g0) be a
Riemannian manifold with umbilic boundary and x0 ∈ M˚ . Fix an integer N ≥ 5. If x0 is sufficiently
close to ∂M , then there exists a metric g˜ conformal to g0 such that, in g˜-normal coordinates centered
at x0: (i) det g˜ = 1+O(r
N ), (ii) Rg˜ = O(r
2), (iii) ∆g˜Rg˜(0) = −
1
6 |Wg˜|
2(0) and (iv) κg˜ = 0 near x˜0,
where r = |x| and x˜0 ∈ ∂M is such that distg0(x0, x˜0) = distg0(x0, ∂M).
Proof. Let x˜0 ∈ ∂M be the closet point to x0. Denote by {x˜
i} conformal normal coordinates
centered at x˜0, {x
i} conformal normal coordinates centered at x0, κ˜ the mean curvature of ∂M in
{x˜i}-coordinates, κ the mean curvature of ∂M in {xi}-coordinates. When x0 → x˜0 we have x
i → x˜i,
and ∂ακ(x0) → ∂α˜κ˜(x˜0) where α denotes partial derivatives with respect to x
1, . . . , xn−1 and α˜
denotes partial derivatives with respect to to x˜1, . . . , x˜n−1.
By theorem 3.4 we have that ∂α˜κ(x˜0) = 0 for |α˜| ≤ N since the boundary is umbilic. Because
∂ακ(x0) → ∂α˜κ(x˜0) as x0 → x˜0, if x0 is sufficiently close to x˜0 we can choose an extension of κ to
Bσ(x0) (with σ small) which is O(|x − x0|
N ). The rest of the argument now is similar to the proof
of proposition 3.5. 
We finish this section with several remarks.
Remark 3.11. One of the key ingredients of our proof is to show that the blow-up sequence xi
lies on the boundary (possibly after passing to a subsequence, see section 7). Before showing that,
however, we have to deal with both the case of a blow-up sequence belonging to the boundary and the
case of a blow-up sequence belonging to the interior of the manifold. It will therefore be implicitly
understood that when xi ∈ M˚ , all quantities κ, κij and Tij are for the boundary ∂
′BGσ , as described
above, i.e., we will drop ˜ from the interior quantities for the sake of notation. F , however, will
always be the representation of ∂M as a graph unless stated otherwise.
Remark 3.12. Suppose that x0 ∈ ∂M or that it is sufficiently close to the boundary, and in
boundary conformal normal coordinates centered at x0 consider x = (0, x
n). If we translate the
boundary by |xn| instead of |x˜0|,
G(x′) = F (x′) + |xn|,
we can, for each |xn|, consider geometric quantities induced on the boundary ∂′BGσ as before. In
another words, we have a foliation of a small neighborhood of the boundary by copies of ∂M .
In particular, we can then think of Tij as defined in a neighborhood of ∂M , allowing us to take
derivatives with respect to xn, Taylor expand Tij in the x
n direction, etc.
Remark 3.13. Since boundary conformal normal coordinates are a special case of conformal normal
coordinates, the results of this section stated for conformal normal coordinates, in particular theorem
3.4, are still valid if we choose boundary conformal normal coordinates instead.
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4. Higher order estimates
Our next goal is to extend the results of theorem 3.4 to higher order derivatives of h in the
normal direction. Throughout this section we will work with boundary conformal normal coordinates
centered at a point on the boundary; all definitions are as in section 3. We will use Greek letters
to denote indices running up to n, Latin letters to denote indices running up to n − 1, and x′ to
denote the first n − 1 coordinates. Notice that in light of corollary 3.7 we have that the boundary
is given by xn = 0, and as in section 3, by a “translation” we can consider quantities defined on the
neighborhood of the boundary, so that
∂
∂νg
= −gnτ∂τ ,(4.1)
gni|∂M = gni(x
′, 0) = O(|x′|N ),(4.2)
∂
∂νg
∣∣∣∣
∂M
= −gnn(x′, 0)∂n +
n−1∑
ℓ=1
O(|x′|N )∂ℓ.(4.3)
Theorem 4.1. In boundary conformal normal coordinates at a point on the boundary,
hnn|∂M = hnn(x
′, 0) = O(|x′|N ).(4.4)
Proof. We will compute ∇iν
n in two different ways. First,
∇iν
n = −∂ig
nn − gnnΓnin − g
nlΓnil.(4.5)
Notice that (3.3) becomes in our coordinates Γnij(x
′, 0) = κij(x
′, 0) = 0, and hence (4.5) gives
∇iν
n|∂M = −∂ig
nn −
1
2
(gnn)2∂ignn −
1
2
gnngnl(∂ignl + ∂ngli − ∂lgin)(4.6)
= −∂ig
nn −
1
2
(gnn)2∂ignn +O(|x
′|2N−1),
where we used theorem 3.4. In order to simplify notation, here and in the rest of the section we use
the following convention. When an equality is restricted to the boundary we write ·|∂M or (·)(x
′, 0)
on one side of the equation, and it is implicitly understood that the remaining quantities on the
other side are restricted as well.
Now differentiate gnngnn+g
nlgnl = 1 with respect to i to obtain g
nn∂ignn = −gnn∂ig
nn−∂i(g
nlgnl)
and so (4.6) becomes
∇iν
n|∂M = −∂ig
nn +
1
2
gnngnn∂ig
nn − ∂i(g
nlgnl) +O(|x
′|2N−1)(4.7)
= −∂ig
nn +
1
2
(1− gnlgnl)∂ig
nn − ∂i(g
nlgnl) +O(|x
′|2N−1)
= −
1
2
∂ig
nn +O(|x′|2N−1),
where we used theorem 3.4 again. Combining (4.6) and (4.7) gives
∂ig
nn + (gnn)2∂ignn = O(|x
′|2N−1).
Using g = eh this becomes
−(1− (gnn)2)∂ihnn + ∂iOnn(−h) + (g
nn)2∂iOnn(h) = O(|x
′|2N−1)(4.8)
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where
Oµσ(h) =
∞∑
ℓ=2
(hℓ)µσ
ℓ!
.
But
Onn(−h) =
1
2
(hnnhnn + hnlhnl) +
∞∑
ℓ=2
(h2ℓ)nn
(2ℓ)!
−
∞∑
ℓ=1
(h2ℓ+1)nn
(2ℓ+ 1)!
and
Onn(h) =
1
2
(hnnhnn + hnlhnl) +
∞∑
ℓ=2
(h2ℓ)nn
(2ℓ)!
+
∞∑
ℓ=1
(h2ℓ+1)nn
(2ℓ+ 1)!
,
and since by theorem 3.4 hnl(x
′, 0)hnl(x
′, 0) = O(|x′|2N ), (4.8) becomes
(−1 + (gnn)2 + hnn + (g
nn)2hnn)∂ihnn + (1 + (g
nn)2)∂i
∞∑
ℓ=2
(h2ℓ)nn
(2ℓ)!
(4.9)
+(1− (gnn)2)∂i
∞∑
ℓ=1
(h2ℓ+1)nn
(2ℓ+ 1)!
= O(|x′|2N−1).
We will now show inductively that hnn = O(|x
′|k) implies hnn = O(|x
′|3k), k ≤ N . Notice that we
already know that hnn = O(|x
′|2). Also, as before, the terms hnl appearing in (h
2ℓ)nn, ℓ ≥ 2, and
(h2ℓ+1)nn, ℓ ≥ 1, can be estimated by theorem 3.4 and hence they can be absorbed in the error; in
other words we can replace (hℓ)nn by (hnn)
ℓ up to and error O(|x′|2N−1) (notice that due to the rules
of multiplication of matrices, the terms hnl appearing in (h
2ℓ)nn, ℓ ≥ 2, (h
2ℓ+1)nn, ℓ ≥ 1, or in the
expansion of gnn must be multiplied by another hnl and hence such errors are of the same order of
the right hand side of (4.9)).
Since gnn ≥ C > 0 near the origin, if hnn = O(|x
′|k) then
−1 + (gnn)2 = −(1 + gnn)(1− gnn) = −(1 + gnn)O(|x′|k) = O(|x′|k)
and also
hnn + (g
nn)2hnn = O(|x
′|k),
so
−1 + (gnn)2 + hnn + (g
nn)2hnn = O(|x
′|k).(4.10)
But
(1 + (gnn)2)∂i
∞∑
ℓ=2
(h2ℓ)nn
(2ℓ)!
= (1 + (gnn)2)∂i
∞∑
ℓ=2
(hnn)
2ℓ
(2ℓ)!
+O(|x′|2N−1)(4.11)
= O(|x′|4k−1) +O(|x′|2N−1)
and
(1− (gnn)2)∂i
∞∑
ℓ=2
(h2ℓ)nn
(2ℓ)!
= (1 + gnn)(1− gnn)∂i
∞∑
ℓ=2
(hnn)
2ℓ
(2ℓ)!
+O(|x′|2N−1)(4.12)
= (1 + gnn)O(|x′|k)O(|x′|3k−1) +O(|x′|2N−1)
= O(|x′|4k−1) +O(|x′|2N−1).
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Therefore (4.9)-(4.12) give
∂ihnn =
1
(−1 + (gnn)2 + hnn + (gnn)2hnn)
(1 + (gnn)2)∂i
∞∑
ℓ=2
(h2ℓ)nn
(2ℓ)!
+
1
(−1 + (gnn)2 + hnn + (gnn)2hnn)
(1− (gnn)2)∂i
∞∑
ℓ=1
(h2ℓ+1)nn
(2ℓ+ 1)!
= O(|x′|3k−1) +O(|x′|2N−1−k),
provided that (−1 + (gnn)2 + hnn + (g
nn)2hnn)(x
′, 0) is not zero and k < N . Since h(0) = 0 we
conclude that hnn(x
′) = O(|x′|3k). Repeating the argument we obtain the result.
Now we have to show that the result is still true if (−1+ (gnn)2+hnn+(g
nn)2hnn)(x
′, 0) vanishes
or is O(|x′|N ), and it is enough to consider this latter case. So suppose that (−1 + (gnn)2 + hnn +
(gnn)2hnn)(x
′, 0) = O(|x′|N ). Multiply it by gnn and use 1 = g
nngnn + g
nlgnl = g
nngnn + O(|x
′|2N )
to get
−gnn + g
nn + (gnn + g
nn)hnn = O(|x
′|N ),
which implies −Onn(h) +Onn(h) + (Onn(h) +Onn(−h))hnn = O(|x
′|N ) and therefore
−2
∞∑
ℓ=1
(h2ℓ+1)nn
(2ℓ+ 1)!
+ 2hnn
∞∑
ℓ=1
(h2ℓ)nn
(2ℓ)!
= O(|x′|N ).
As before we can ignore contributions from hnl and replace (h
ℓ)nn by (hnn)
ℓ, which gives
−
1
3
(hnn)
3 − 2
∞∑
ℓ=2
(hnn)
2ℓ+1
(2ℓ+ 1)!
+
(
(hnn)
2 + 2
∞∑
ℓ=2
(hnn)
2ℓ
(2ℓ)!
)
hnn = O(|x
′|N ).
This gives (hnn)
3 = O((hnn)
5)+O(|x′|N ). Since h = O(|x|2) we obtain (hnn)
3 = O(|x′|10). But then
(hnn)
3 = O((hnn)
5) +O(|x′|N ) = O((hnn)
3(hnn)
2) +O(|x′|N )
= O(|x′|10(hnn)
2) +O(|x′|N ) = O(|x′|14).
Repeating the argument produces (hnn)
3 = O(|x′|N ), which gives the result since N is as large as
we want. 
Theorem 4.2. In boundary conformal normal coordinates centered at a point on the boundary we
have
∂2nhnj,α′(0) = 0, |α
′| ≤ N(4.13)
∂3nhnn,α′(0) = 0, |α
′| ≤ N(4.14)
where α′ denotes derivatives with respect to x1, . . . , xn−1. In other words ∂2nhnj
∣∣
∂M
= O(|x′|N ) and
∂3nhnn
∣∣
∂M
= O(|x′|N ).
Proof. Denote by h
(m)
nl the m
th Taylor polynomial of hnl. Let φ ∈ C
∞(Sn−1+ ) and extend it radially
similarly to what was done in theorem 3.4 (notice however that here we have the full, i.e., including
xn, Taylor polynomial). Integration by parts yields∫
B+
φ2∂nh
(m)
nl = −2
∫
B+
φ∂nφh
(m)
nl +
∫
Sn−1+
φ2xnh
(m)
nl −
∫
Bn−11
φ2h
(m)
nl
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where B+ is the half unit ball and B
n−1 the unit ball in x′ coordinates. Since hnl(x
′, 0) = O(|x′|N )
by theorem 3.4, we obtain that the integral over Bn−1 vanishes. Integrating in polar coordinates as
in theorem 3.4 shows that∫
Sn−1+
φ2∂nh
(m)
nl = −2
m+ n− 1
m+ n
∫
Sn−1+
φ∂nφh
(m)
nl + (m+ n− 1)
∫
Sn−1+
φ2xnh
(m)
nl .
And since this is true for any φ ∈ C∞(Sn−1+ ), we conclude
φ∂nh
(m)
nl = −2
m+ n− 1
m+ n
∂nφh
(m)
nl + φ(m+ n− 1)x
nh
(m)
nl on S
n−1
+ .
Using theorem 3.4 again, or, alternatively, choosing a non-zero test function such that ∂nφ = 0 on
Sn−2 = ∂Bn−1, it follows that ∂nh
(m)
nl (x
′, 0) = 0, from which we conclude
∂nhnl(x
′, 0) = O(|x′|N ).(4.15)
Now with (4.15) in hand, we repeat the integration by parts argument with ∂2nhnl in place of ∂nhnl
and conclude (4.13).
To obtain (4.14), argue similarly to the above, integrate ∂2nhnn by parts and use theorem 3.4 to
conclude ∂2nhnn(x
′, 0) = O(|x′|N ); then repeat the argument, expressing ∂3nhnn in terms of ∂
2
nhnn. 
Remark 4.3. Since theorem 3.4 gives ∂nhnn(x
′, 0) = O(|x′|N ), using an argument similar to that of
theorem 4.2 we can relate ∂nhnn(x
′, 0) and hnn(x
′, 0), obtaining in this way an alternative proof of
theorem 4.1.
5. Boundary condition for the correction term
In this section we use the results of sections 3 and 4 to show that the correction term z˜ε (see
definition 2.4) satisfies the correct boundary condition. The idea is to use the results of sections 3
and 4 to show that certain homogeneous polynomials that appear in the (explicit) construction of z˜ε
satisfy the boundary condition and so will z˜ε itself. Throughout this section we work with boundary
conformal normal coordinates centered at a point on the boundary. This section relies heavily on
the appendix of [25] and we will often refer to it.
Lemma (A.6) of [25] gives the decomposition
H
(k)
ij =W
(k)
ij +
[ k−2
2
]∑
q=1
(Ĥ(k)q )ij(5.1)
where W
(k)
ij satisfies ∂ijW
(k)
ij = 0. In [25] it is also computed that
∂ij(Ĥ
(k)
q )ij =
n− 2
n− 1
(k − 2q)(k − 2q − 1)(n + k − 2q − 1)(n + k − 2q − 2)|x|2q−2pk−2q(5.2)
= Cn,k,q|x|
2q−2pk−2q,
where pk−2q is a harmonic polynomial of degree k − 2q.
Since H
(k)
ij (x) =
∑
|α|=k hij,αx
α, we obtain
∂n∂ijH
(k)
ij (x) =
∑
|α|=k
hij,α∂nijx
α.
Now we consider ∂n∂ijH
(k)
ij
∣∣∣
∂M
and identify the terms that do not necessarily vanish (recall that the
boundary is given by xn = 0).
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Consider the case i, j < n. In this case if∑
|α|=k
hij,α ∂ijnx
α|
xn=0 6= 0,
then the non-zero terms have αn = 1, i.e., we can write the multi-index α (of the non-zero terms) as
α = (α′, 1). Hence the coefficients of the non-vanishing terms are all of the form
hij,α =
1
α!
∂αhij(0) =
1
α!
∂nhij,α′(0), |α
′| = k − 1.(5.3)
Similarly if i = n and j < n then the coefficients of the non-vanishing terms are all of the form
hij,α =
1
α!
∂2nhnj,α′(0), |α
′| = k − 2,(5.4)
and if i = j = n the coefficients of the non-vanishing terms are all of the form
hij,α =
1
α!
∂3nhnn,α′(0), |α
′| = k − 3,(5.5)
where α′ is a multi-index with α′n = 0. Since k ≤ n− 4, we have by theorems 3.4 and 4.2 that (5.3),
(5.4) and (5.5) all vanish, and therefore
∂n∂ijH
(k)
ij (x
′, 0) = 0.(5.6)
Combining (5.1) and ∂ijW
(k)
ij = 0 with (5.2) and (5.6) gives
[ k−2
2
]∑
q=1
Cn,k,q|x
′|2q−2∂npk−2q(x
′, 0) = 0,
and it then follows from usual decomposition theorems for homogeneous polynomials (see e.g. [6])
that each ∂npk−2q(x
′, 0) vanishes separately.
To compute ∂nz˜ε|Rn−1 it is enough to compute the derivative of Z((Ĥ
(k)
q )ij) — the solution to
(2.7) with (Ĥ
(k)
q )ij instead of
∑
kH
(k)
ij . Such a solution takes the form (see [25])
Z((Ĥ(k)q )ij) = c(n)αk−2q(1 + |x|
2)−
n
2
q+1∑
j=1
Γ(k, q, j)|x|2jpk−2q
where αk−2q and Γ(k, q, j) are numerical coefficients. Computing we find
∂nZ((Ĥ
(k)
q )ij)(x
′, 0) = c(n)αk−2q(1 + |x
′|2)−
n
2
q+1∑
j=1
Γ(k, q, j)|x′|2j∂npk−2q(x
′, 0).
But we showed above that ∂npk−2q(x
′, 0) = 0 and hence ∂nZ((Ĥ
(k)
q )ij)(x
′, 0). Therefore, we have
proven
Proposition 5.1. Take boundary conformal normal coordinates at a point on the boundary and let
z˜ε be as in definition 2.4. Then it satisfies{
∆z˜ε + n(n+ 2)U
4
n−2 z˜ε = c(n)
∑n−4
k=4 ∂i∂jH˜
(k)
ij U, in R
n
+,
∂nz˜ε = 0, on R
n−1.
(5.7)
COMPACTNESS AND NON-COMPACTNESS FOR THE YAMABE PROBLEM 21
6. Basic convergence results
Here we prove some basic convergence results. Most of the results are either known or modifications
of similar results for manifolds without boundary.
Lemma 6.1. Suppose xi → x¯ is an isolated blow-up point. Take normal coordinates at xi, and
rescale coordinates to y-coordinates. Then in the limit i→∞ the boundary becomes a hyperplane.
Proof. The metric g˜i is obtained from g by (i) a rescaling g1i = M
pi−1
i gi = ε
−2
i g and then (ii) by
the change of coordinates y = ε−1x. If we write g1i = M
pi−1
i gi in the standard form g1i = φ
4
n−2
i gi
we have φ
2
n−2
i = M
pi−1
2
i = ε
−1
i , so transformation law (A.4) gives (κ1i)kj = ε
−1
i (κi)kj . The second
fundamental form transforms as
(κ˜i)kj(y) =
∂xp
∂yk
∂xq
∂yj
(κ1i)pq(x) = ε
2
i δ
kpδqj(κ1i)pq(x)
= ε2i (κ1i)kj(x) = ε
2
i ε
−1
i (hi)kj(x) = εi(κi)kj(x)
when we change coordinates from x to y via x = εiy. Now the sequence (κ1)kj(x) is bounded because
in x-coordinates the metrics converge in Ck (k large), and therefore the second fundamental form
goes to zero in y-coordinates. But g˜ij(y)→ δij since
g˜ij(y) = gij(εiy) = δij + ε
2
iO(|y|
2)
and therefore in the limit the boundary is a hyperplane (see also [23]). 
Lemma 6.2. Let xi → x¯ ∈ ∂M be an isolated blow-up point. There exists a constant C > 0 such
that for all i and all |y| ≤ σM
pi−1
2
i we have |vi(y)| ≤ C (where σ comes from the definition of isolated
blow-up point).
Proof. The proof is similar to the first claim in proposition 4.3 of [32] and it uses the maximum
principle, the Harnack inequality and the definition of isolated blow-up point. In fact, from the
definition of vi and isolated blow-up points we have that{
vi(0) = 1, ∇vi(0) = 0
0 < vi(y) ≤ C|y|
− 2
pi−1 for |y| ≤ σM
pi−1
2
i = li.
(6.1)
From these properties it follows that vi(y) ≤ C for 1 ≤ |y| ≤ li. Since Lg˜ivi = −Kv
pi
i ≤ 0, using the
maximum principle (corollary A.4) we have that there exists a constant C > 0 such that for every i,
min
|y|≤r
vi(y) ≥ C
−1 min
|y|=r
vi(y)
with 0 < r ≤ 1. Using the Harnack inequality (lemma A.6) we get
max
|y|=r
vi(y) ≤ C min
|y|=r
vi(y),
so that
max
|y|=r
vi(y) ≤ C min
|y|=r
vi(y) ≤ C min
|y|≤r
vi(y) ≤ Cvi(0) ≤ C
for 0 < r ≤ 1, and the claim follows. 
The next proposition is the analogue of proposition 4.3 of [32] and of proposition 1.4 of [23].
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Proposition 6.3. Let xi → x¯ ∈ ∂M be an isolated blow-up point and assume that Ri → ∞ and
ǫi → 0 are given. Then pi →
n+2
n−2 and, after passing to a subsequence
‖ vi − U ‖C2(BRi (0))
≤ ǫi
and
Ri
logMi
→ 0.
Proof. Let R > 0 and ǫ > 0 be given. From lemma 6.2 we have |vi(y)| ≤ C.
Therefore, by standard elliptic estimates there exists a subsequence of vi converging in C
2
loc to a
limit v which satisfies 
∆v +Kvp = 0 in Rn−T ,
∂v
∂yn
= 0 on ∂Rn−T if T <∞,
v(0) = 1 and y = 0 is a local maximum of v,
where T is the limit of a subsequence of Ti = M
pi−1
2
i distgi(xi, ∂M) = M
pi−1
2
i |x˜i| = |y˜i|. If T = ∞
then the proposition follows from the well known result of Caffarelli, Gidas, and Spruck ([14]). If
T < ∞ then the boundary converges to a hyperplane when i → ∞ by lemma 6.1, and the result
follows from proposition A.1. 
The following lemma is analogous to lemma 2.1 of [23]. As in the the proof of [23] — where
they assume conformal flatness — the idea is to show that if the M
pi−1
2
i distgi(xi, ∂M) does not stay
bounded, then after rescaling the solutions we obtain an interior blow-up point, in which case the
machinery of [25] can be applied (of course, in [23] they could not use [25] since such results had not
yet been known, but they could still apply whatever was known about blow-up points in conformally
flat manifolds without boundary; the idea here is similar). The proof does not require change to
y-coordinates but we will keep track of the expression in y-coordinates for future use.
Lemma 6.4. Let xi → x¯ ∈ ∂M be an isolated simple blow-up point, with xi ∈ M˚ . Then
M
pi−1
2
i distgi(xi, ∂M)
stays bounded.
Proof. Let x˜i be such that distgi(xi, ∂M) = distgi(xi, x˜i). The proof is by contradiction. Consider a
subsequence such that
M
pi−1
2
i distgi(xi, ∂M) =M
pi−1
2
i |x˜i| → ∞
i.e., |y˜i| → ∞. Put Ti =M
pi−1
2
i |x˜i| = |y˜i| and take normal coordinates at xi. For |z| ≤ |x˜i|
−1σ (where
σ comes from the definition of isolated blow-up point) define
ξi(z) = N
−1
i ui(N
−
pi−1
2
i z)
where N−1i = |x˜i|
2
pi−1 .
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Notice that ξi has the same form as vi with Ni in place of Mi, so if (g˜i)(z)kl = (gi)kl(N
−
pi−1
2
i z) we
see that ξi satisfies {
Lg˜iξi +Kf˜
−δi
i ξ
pi
i = 0 for |z| ≤ |x˜i|
−1σ,
Bg˜iξi = ∂νg˜iξi +
n−2
2 κg˜iξi = 0 on ∂M,
where f˜i(z) = fi(N
−
pi−1
2
i z). Since xi is an isolated simple blow-up point for ui we have ui(x) ≤
C|x|
− 2
pi−1 and then ξi(z) ≤ C|z|
− 2
pi−1 . This, together with the fact that ξ(0) = |x˜i|
2
pi−1ui(0) =
|x˜i|
2
pi−1Mi = T
2
pi−1
i → ∞ as i → ∞ implies that {0} is an interior isolated blow-up point for ξi,
hence we can use corollary 2.6 of [25] (with Ni instead of Mi and ξi instead of ui) and conclude that
ξi(0)ξi → w in C
2
loc(R
n
−1 − {0}), where w > 0 is the Euclidean Green’s function for the Laplacian
centered at 0 (Euclidean because g˜i converges to the Euclidean metric) and R
n
−1 = {z
n > −1}. It
also follows that Bg˜iξi = ∂νg˜i ξi +
n−2
2 κg˜iξi = 0 becomes in the limit
∂w
∂zn
= 0 on ∂Rn−1. We have (see
for instance [23])
w(z) = a|z|2−n +A+O(|z|), A > 0.
Define
B(r, z, ξ,∇ξ) =
n− 2
2
ξ
∂ξ
∂ν
−
r
2
|∇ξ|2 + r
(∂ξ
∂ν
)2
.
Because 0 is an interior blow-up point, we can use theorem 7.1 of [25] to get
lim inf
r→0
∫
|z|=r
B(r, z, w,∇w) ≥ 0
and a direct computation gives
lim inf
r→0
∫
|z|=r
B(r, z, w,∇w) = −
n− 2
2
A|Sn−1|,
contradicting A > 0. 
Suppose xi → x¯ ∈ ∂M is an isolated simple blow-up point. In the notation of lemma 6.4, write
Ti = M
pi−1
2
i distgi(xi, ∂M) = M
pi−1
2
i |x˜i|. In y-coordinates this becomes Ti = M
pi−1
2
i |x˜i| = |y˜i|.
By lemma 6.4 we cannot have Ti → ∞, and passing to a subsequence we have Tij → T < ∞.
Corresponding to the subsequence {Tij} there is a subsequence {vij}. Applying proposition 6.3 to
the {vij} yields T = 0. Hence, we can hereafter assume that
|y˜i| → 0.(6.2)
Proposition 6.5. Let xi → x¯ ∈ ∂M be an isolated simple blow-up point for the sequence {ui} of
positive solutions to (2.1). Then there exist constants C > 0, σ > 0 independent of i such that
Miui(x) ≥ C
−1Gi(x, xi), M
pi−1
2
i ≤ |x| ≤ σ,
Miui(x) ≤ C|x|
2−n, |x| ≤ σ,
where Gi(x, xi) is the Green’s function for Lgi centered at xi with boundary condition BgiGi(x, xi) = 0
on ∂′Bσ(xi). Moreover, after passing to a subsequence Miui(x)→ G(x, x¯) in C
2
loc(Bσ(x¯)\{x¯}), where
G(x, x¯) is the Green’s function for Lg centered at x¯ with boundary condition BgG(x, x¯) = 0 on
∂′Bσ(x¯).
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Proof. The proof is an adaptation of the ideas from [32] and [23] using lemma A.6 and proposition
6.3. 
7. A further estimate on distgi(xi, ∂M).
Let xi → x¯ ∈ ∂M be an isolated simple blow-up point. As in the boundaryless case, one of the
main features of our proofs is the usual use of coordinates centered at the points xi. If xi ∈ M˚ , lemma
6.4 then gives an estimate for the distance of xi to the boundary. Unfortunately this estimate is not
enough for our purposes. In fact the results of sections 4 and 5 require the center of the coordinate
system to be on the boundary. We therefore have to prove that we can pass to a subsequence such
that xi ∈ M˚ .
Proposition 7.1. Suppose xi → x¯ is an isolated simple blow-up point. Then in boundary conformal
normal coordinates at xi, there exist constants σ,C > 0, independent of i, such that
|vi − U |(y) ≤ Cεi
for every |y| ≤ σM
pi−1
2
i .
Proof. The idea of the proof is as follows. Using the fact that the boundary is totally geodesic in
boundary conformal normal coordinates, we can reflect all quantities across the boundary and then
mimic the proofs of [32]. In order to simplify notation the index i will be dropped from all quantities
when no confusion arises, and the metric g˜ in y-coordinates will simply be denoted as g. Similarly f˜
will be denoted by f . We will use Greek letters to denote indices running up to n and Latin letters
for indices running up to n− 1, and write as usual y = (y′, yn). Let l = σε−1.
If yi ∈ ∂M , take Fermi coordinates (z
1, . . . , zn) at yi. If yi ∈ M˚ then take Fermi coordinates
(z1, . . . , zn) at y˜i, where y˜i ∈ ∂M is the closest point to yi. Then in these coordinates gnn ≡ 1 and
gni ≡ 0. Shrinking the domain if necessary, we can assume that the domain of definition of the Fermi
coordinates contains the domain of definition of the boundary conformal normal coordinates. Define
the extensions
g(z′, zn) =
{
g(z′, zn), zn ≥ 0
g(z′,−zn), zn < 0
and v(z′, zn) =
{
v(z′, zn), zn ≥ 0
v(z′,−zn), zn < 0.
(7.1)
Recall that in boundary conformal normal coordinates the mean curvature vanishes and hence the
boundary condition for v is just a Neumann condition. Moreover the umbilicity of ∂M gives that
the second fundamental form vanishes as well. Therefore the above extensions are C2, and are in
fact smooth in the z′ direction. Notice also that we are performing a change of coordinates to Fermi
coordinates, but we are not making a conformal change of the metric, and hence the vanishing of κ
and κij are still true in Fermi coordinates. Mimicking a standard one-dimensional argument then
shows that ∂n(∂
2
nv) and ∂n(∂
2
ng) exist in the weak sense, so in particular the extensions are C
2,α. Of
course, the extended metric also satisfies gnn ≡ 1 and gni ≡ 0.
A simple calculation shows that
Rg(z
′, zn) = Rg(z
′,−zn), zn < 0,(7.2)
and
∆gv(z
′, zn) = ∆gv(z
′,−zn), zn < 0.(7.3)
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Now extend the function f across the boundary by f(z′, zn) = f(z′,−zn) if zn < 0. Notice that f
and Rg¯ are C
0,α. Combining (7.2) and (7.3) produces
Lgv(z
′, zn) = Lgv(z
′,−zn) = −Kf−δ(z′,−zn)vp(z′,−zn) = −Kf
−δ
(z′, zn)vp(z′, zn)
for zn < 0, i.e., the extended quantities also satisfy the equation. It follows that the extended
equation holds in the original y-coordinates,
Lgv(y) +Kf
−δ
vp(y) = 0 in B˜l(0),(7.4)
where B˜l(0) is a full ball in R
n, i.e., B˜l(0) = {y ∈ R
n | |y| < l}. From det g = 1+O(rN ) in Bl(0) we
obtain det g = 1 +O(rN ) in B˜l(0) as well.
Now that the problem is defined in the full ball B˜l(0), to prove the proposition, proceed with
almost identical arguments as in the proofs of lemmas 5.1, 5.2 and 5.3 of [32]. There are, however,
three differences that we now discuss.
First, unlike in [32] the coefficients, of the PDE are not smooth. However, they are sufficiently
regular to apply elliptic estimates.
Second, we need the estimate v ≤ CU . In [32] this arises from the fact that the blow-up is isolated
simple. In the current situation it is not necessarily true that 0 is an isolated simple blow-up point
for v on B˜l(0). Nevertheless, we will show that v(y) ≤ CU(y) still holds for all y ∈ B˜l(0). Notice
that we do not need to make an extension of U since it is a priori defined on the whole of Rn.
To see why this is the case, first notice that since yi is an isolated simple blow-up point for v on
Bl(0), we have v ≤ CU there. For p ∈ Bl(0), let p ∈ B˜l(0)\Bl(0), be the reflected point. If yi ∈ ∂M
then dg(yi, p) = dg(yi, p), where dg means distg. If yi /∈ ∂M , then in y coordinates the boundary is
given by a graph yn = F (y′), but F (y′)→ 0 as i→ 0 (see (6.2) and lemma 6.1), which then implies
dg(yi, p) = dg(yi, p) + o(1). Therefore
v(p) = v(p) ≤ CU(p) = C(1 + dg(yi, p)
2)
2−n
2 ≤ C1(1 + dg(yi, p)
2)
2−n
2 = C1U(p),
as desired.
Finally, the third difference with [32] is that there, the scalar curvature satisfies Rg = O(r
2), which
comes from the Taylor formula and properties of conformal normal coordinates. Here, since Rg is
C0,α only, we avoid the Taylor expansion. Without Rg = O(r
2) the proof in [32] yields a weaker
estimate, but since we only need |v − U |(y) ≤ Cε, the hypothesis Rg = O(r
2) is not necessary. In
[32] the better estimate |v − U |(y) ≤ Cεs, with s > 1, is established. 
Remark 7.2. Observe that as in [32], the proof of proposition 7.1 produces the estimate δi ≤ Cεi.
In the proof of the next proposition, we retain the notation for the reflected quantities that appears
in the proof of proposition 7.1.
Proposition 7.3. Under the same hypotheses of proposition 7.1, there exists a constant C0, inde-
pendent of i, such that
‖ vi − U ‖C2,α(B˜ li
4
(0))≤ C0εi,
where li = σε
−1
i .
Proof. It is sufficient to establish the desired estimate for wi = vi − U . We have
Lg˜iwi + biwi = Qi in B˜li(0)
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with
bi(y) = Kf
−δi v
pi
i − U
pi
vi − U
(y),
Qi(y) =
(
c(n)ε2iRgi(εiy)U(y) +K(U
n+2
n−2 − f
−δiUpi) + εN+1i O(|y|
N )|y|(1 + |y|2)−
n
2
)
.
Use (7) to find |bi(y)| ≤ c(1 + |y|)
−4. Then the representation formula gives, for any and |y| ≤ li4 ,
wi(y) =
∫
B˜li (0)
Gi(y, z)(biwi −Qi)(z)dz −
∫
∂B˜li (0)
∂Gi
∂νg˜i
(y, z)wi(z)dS(z),(7.5)
where Gi is the Green’s function for the conformal Laplacian with Dirichlet boundary condition.
The proof is now similar to standard estimates for the Newtonian potential, and therefore we will
only indicate the main steps (see for example [22]).
First notice that unlike the Newtonian potential case, there is a boundary integral in the rep-
resentation formula (7.5). Nevertheless, this boundary integral is easily estimated using standard
properties of the Green’s function and vi ≤ CU , since the singularities occur within the radius
li
4 .
For the interior integral, write γi = biwi −Qi. This quantity plays the role of the inhomogeneous
term in potential theory. Therefore standard potential theoretic arguments yield
[D2wi]α,B˜ li
4
(0)
≤
C
lαi
(
‖ γi ‖C0(B˜ li
2
(0))
+lαi [γi]α,B˜ li
2
(0)
)
(7.6)
where [·]α,Ω is the Ho¨lder semi-norm on Ω. Next, observe that by interpolation
[γi]α,B˜ li
2
(0)
≤ C
(
[bi]α,B˜ li
2
(0)
[wi]α,B˜ li
2
(0)
+ [Qi]α,B˜ li
2
(0)
)
.(7.7)
In order to estimate [wi]α,B˜ li
2
(0)
the representation formula (7.5) may again be employed along with
standard properties of Gi and proposition 7.1. However, control of the boundary term relies on y
staying away from the boundary, that is why we choose an estimate on B˜ li
2
(0) (giving then a final
estimate on B˜ li
4
(0)). Moreover, using remark 7.2 and U
n+2
n−2 −f
−δiUpi = U
n+2
n−2O((| log f |+ | logU |)δi),
it follows that
[Qi]α,B˜ li
2
(0)
≤ C
(
ε2i [Rgi(εiy)U(y)]α,B˜ li
2
(0)
+ [U
n+2
n−2 − f
−δiUpi ]
α,B˜ li
2
(0)
(7.8)
+ εi[ε
N
i O(|y|
N )|y|(1 + |y|2)−
n
2 ]
α,B˜ li
2
(0)
)
≤ Cεi.
Finally, the term ‖ γi ‖C0(B˜ li
2
(0))
is estimated in a similar manner
‖ γi ‖C0(B˜ li
2
(0))≤ Cεi.
Combining this with (7.6), (7.7) and (7.8) yields [D2wi]α,B˜ li
4
(0) ≤ Cεi. The remaining lower order
terms of the C2,α norm may be estimated in an analogous way. 
The analogous of the following result is already known for scalar-flat manifolds [2].
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Theorem 7.4. Suppose xi → x¯ is an isolated simple blow-up point. Then in boundary conformal
normal coordinates at xi, for all i sufficiently large and possibly after passing to a subsequence, we
have xi ∈ ∂M .
Proof. The proof is by contradiction. Therefore assume that xi ∈ ∂M occurs only for finitely many
i. Hence passing to a subsequence, still denoted xi, we can assume that
xi ∈ M˚ for all i.(7.9)
Take boundary conformal normal coordinates at xi (see corollary 3.10), rescale all quantities to
y coordinates as explained at the beginning of the text, and denote by y˜i ∈ ∂M the closest point
to yi, where yi is identified with the origin. The closure of the ball of radius |y˜i| will be denoted by
B|y˜i|(0). Furthermore, for any domain Ω, denote by [·]1+α,Ω the C
1,α Ho¨lder semi-norm, and by [·]1,Ω
the C1 Ho¨lder semi-norm.
Let wi = vi − U , then
|∂n(vi − U)(0)− ∂n(vi − U)(y˜i)|
|y˜i − 0|β
≤ [wi]1+β,B|y˜i|(0)
.(7.10)
As explained in section 3, the coordinates may be arranged such that ∂
∂νg˜i
∣∣∣
y˜i
= gnn ∂n|y˜i . Observe
that the boundary condition for vi implies that ∂nvi(y˜i) = 0, since the mean curvature vanishes.
Notice also that we have ∇vi(0) = ∇U(0) = 0. On the other hand a direct calculation gives
∂nU(y˜i) = (2− n)(1 + |y˜i|
2)−
n
2 y˜ni .(7.11)
Hence (7.10) becomes
|y˜ni | = |y˜i| ≤
1
n− 2
(1 + |y˜i|
2)
n
2 |y˜i|
β[wi]1+β,B|y˜i|(0)
,
since y˜i = (0, . . . , 0, y˜
n
i ). By (6.2),
1
n−2(1 + |y˜i|
2)
n
2 ≤ C1 for a constant C1 independent of i, so
|y˜i| ≤ C1|y˜i|
β [wi]1+β,B|y˜i|(0)
.(7.12)
By proposition 7.3, wi converges to zero in C
2,α, so there exists a small r > 0, independent of i, such
that the Taylor formula for wi holds in Br(0) for all i. By (6.2) we can assume that B|y˜i|(0) ⊂ Br(0).
Therefore for any y ∈ B|y˜i|(0),
∂kwi(y) = ∂kwi(0) +Rl(y)y
l = Rl(y)y
l,
where we used ∇wi(0) = 0. The remainder term satisfies, for each l = 1, . . . , n,
|Rl(y)| ≤ sup
z∈B|y˜i|(0)
|∇2w(z)| ≤‖ wi ‖C2,α(B|y˜i|(0))
≤ C0εi,
where proposition 7.3 has been used. Hence |∂kwi(y)| ≤ |Rl(y)y
l| ≤ nC0εi|y|, and therefore
[wi]1,B|y˜i|(0)
≤ nC0εi|y˜i|.(7.13)
Let Ω be a convex domain. The following inequality is standard (see e.g. [22])
[u]1+β,Ω ≤ Λρ
α−β[u]1+α,Ω + Λρ
−β[u]1,Ω ,(7.14)
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where the constant Λ depends only on the dimension, 0 < β < α < 1, and ρ > 0 is any positive num-
ber. Also, using the mean value inequality, there is a constant A depending only on the dimension,
such that |∂iu(p)− ∂iu(q)| ≤ A|p − q|[u]2,Ω = A|p− q|
α|p − q|1−α[u]2,Ω. From this it follows that
[u]1+α,Ω ≤ Adiam(Ω)
1−α[u]2,Ω.(7.15)
Because the constants C0, C1, A and Λ do not depend on i, we can, with the help of (6.2) and the
definition of εi, choose i so large that
|y˜i| <
1
2
,(7.16)
εi < 1,(7.17)
max
{
C0C1ΛA, nC0C1Λ
}
ε
α2
p
i <
1
2
,(7.18)
C0C1ε
1−α
i < 1,(7.19)
where p > 1 is a large number chosen such that
α
p + 1
p
< 1.(7.20)
This is possible since α < 1; notice that p does not depend on i.
Now fix an i0 = i0(n,C0, C1, A,Λ) such that (7.16)-(7.19) hold. From (7.15) we have
[wi0 ]1+α,B|y˜i0 |(0)
≤ A[wi0 ]2,B|y˜i0 |(0)
.(7.21)
Moreover the constants C0, C1, A and Λ do not depend on the choice of β, as can be seen from
the derivation of inequalities (7.12), (7.14), (7.15), and the proof of proposition 7.1. Therefore the
inequalities (7.12)-(7.21) hold for any β such that 0 < β < α.
We are now in a position to prove the theorem. It will show by induction that
|y˜i0 | ≤ ε
kα
i0
(7.22)
for all k = 0, 1, 2, 3, . . . . Since εi0 < 1 this would imply |y˜i0 | = 0 so that xi0 ∈ ∂M , contradicting
(7.9).
For k = 0 (7.22) is true by (7.16). For k = 1, recall that ∂nvi0(y˜i0) = 0, and observe that
|∂nU(y˜i0)| = |∂n(vi − U)(y˜i0)| ≤ [w]1,B|y˜i0 |(0)
.
Then (7.11), proposition 7.1 and (7.19) give
|y˜i0 | ≤ C1[wi0 ]1,B|y˜i0 |(0)
≤ C0C1εi0 = C0C1ε
1−α
i0
εαi0 < ε
α
i0
.
So assume that (7.22) holds for some k ≥ 1. Combining (7.12) and (7.14) gives
|y˜i0 | ≤ C1|y˜i0 |
β[wi0 ]1+β,B|y˜i0 |(0)
≤ C1Λ|y˜i0 |
β
(
ρα−β [wi0 ]1+α,B|y˜i0 |(0)
+ ρ−β[wi0 ]1,B|y˜i0 |(0)
)
.(7.23)
Choose β = α
pk
(which is less than α by the choice of p). If we also choose ρ = εki0 then (7.23)
becomes
|y˜i0 | ≤ C1Λ|y˜i0 |
α
pk
(
ε
kα−α
p
i0
[wi0 ]1+α,B|y˜i0 |(0)
+ ε
−α
p
i0
[wi0 ]1,B|y˜i0 |(0)
)
.
By (7.13), (7.21), proposition 7.1, the induction hypothesis (7.22) and the fact that
[wi0 ]2,B|y˜i0 |(0)
≤‖ wi0 ‖C2,α(B|y˜i0 |(0))
,
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we obtain
|y˜i0 | ≤ max
{
C0C1ΛA, nC0C1Λ
}
ε
α2
p
i0
(
ε
kα+1−α
p
i0
+ ε
−α
p
+1+kα
i0
)
= 2max
{
C0C1NA, nC0C1N
}
ε
α2
p
i0
ε
(k+1)α
i0
ε
1−α−α
p
i0
≤ ε
(k+1)α
i0
ε
1−α−α
p
i0
.
where (7.18) has been employed. Finally, ε
1−α−α
p
i0
< 1 by (7.17) and (7.20). 
8. Symmetry estimates
In this section we derive sharp estimates for the behavior of solutions ui in the neighborhood of
an isolated simple blow-up point. The proofs are an adaptation of the results of [25] and we will
often refer the reader to it for details.
Throughout this section, let xi → x¯ ∈ ∂M be an isolated simple blow-up point. By theorem
7.4 we can assume that xi ∈ ∂M . We will be using boundary conformal normal coordinates at xi
(see proposition 3.5) and rescale all the quantities to y-coordinates as explained at the beginning
of the text. Notice that because in boundary conformal normal coordinates we have κg = 0 in the
neighborhood of the origin, the boundary condition becomes a Neumann condition. Moreover, since
the boundary is umbilic we obtain that it is totally geodesic in the neighborhood of the origin.
Also, by (4.3), proposition 5.1 gives that for |y| ≤ σε−1i we have, with z˜i = z˜εi ,{
∆z˜i + n(n+ 2)U
4
n−2 z˜i = c(n)
∑n−4
k=4 ∂i∂jH˜
(k)
ij U, for |y| ≤ σε
−1
i ,
∂z˜i
∂νg˜i
=
∑n−1
l=1 g
nl∂lz˜i = ε
N
i O(|y
′|N (1 + |y′|)1−n), on ∂M
(8.1)
where (2.9) has also been used. Notice that since ∂nU(y
′, 0) = 0, in these coordinates U also satisfies
the boundary condition
∂U
∂νg˜i
=
n−1∑
l=1
gnl∂lU = ε
N
i O(|y
′|N (1 + |y′|)1−n) on ∂M.(8.2)
Proposition 8.1. Suppose xi → x¯ is an isolated simple blow-up point. Then in boundary conformal
normal coordinates at xi, there exist constants σ,C > 0 such that
|vi − U − z˜i| ≤ C max
2≤k≤d−1
{ε2ki |H
(k)|2(xi), ε
n−3
i , δi}
for every |y| ≤ σM
pi−1
2
i .
Proof. Put Λi = max|y|<li |vi − U − z˜i| = |vi − U − z˜i|(yi). Then as in the boundaryless case we get
a stronger inequality if there exists a constant c such that |yi| ≥ cli for every i. In fact, using that
x¯ is an isolated simple blow-up point we get the inequality v ≤ CU ≤ C|y|2−n, and using estimate
(2.9) we get Λi = |vi − U − z˜i|(yi) ≤ C|yi|
2−n ≤ εn−2i . Hence we can assume |yi| ≤
li
2 .
If the proposition is false we have
1
Λi
max
2≤k≤d−1
{ε2ki |H
(k)|2(xi)} → 0,
1
Λi
εn−3i → 0,
1
Λi
δi → 0.(8.3)
Define
wi(y) =
1
Λi
(vi − U − z˜i)(y).
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Then |wi(y)| ≤ 1, and 
Lg˜iwi + biwi = Qi in Bli(0)
wi = O(Λ
−1εn−2i ) on ∂
+Bli(0)
∂wi
∂νg˜i
= Λ−1εNi O(|y
′|N (1 + |y′|)1−n) on ∂′Bli(0),
(8.4)
where (8.1), (8.2) and the boundary condition for vi have been used; Qi and bi are as in the bound-
aryless case
bi(y) = Kf˜
−δi
vpii − (U + z˜i)
pi
vi − U − z˜i
(y),
Qi(y) =
1
Λi
{
c(n)ε2i
(
Rgi −
n−6∑
ℓ=2
(∂j∂kHjk)
(ℓ)
)
(εiy)U(y) + (∆ − Lg˜i)(z˜i)
+O(|z˜i|
2U
6−n
n−2 ) +K((U + z˜i)
n+2
n−2 − f˜−δi(U + z˜)pi)
+M
−(1+N)
pi−1
2
i O(|y|
N )|y|(1 + |y|2)−
n
2
}
,
and they satisfy the estimates (see [25])
|bi(y)| ≤ c(1 + |y|)
−4
and
|Qi(y)| ≤ C
1
Λi
{
max
2≤k≤d−1
{ε2ki |H
(k)|2(xi)}(1 + |y|)
2d−2−n
+ εn−3i (1 + |y|)
−3 +M
−(1+N)
pi−1
2
i O(|y|
N )|y|(1 + |y|2)−
n
2
+ δi(| log(U + z˜i)|+ | log f˜i|)(1 + |y|)
−n−2
}
.
Let Gi be the Green’s function for the conformal Laplacian with boundary condition Gi = 0 on
∂+Bli(0) and Bg˜iGi =
∂Gi
∂νg˜i
= 0 on ∂′Bli(0). The representation formula then gives
wi(y) =
∫
Bli (0)
Gi(y, η)(biwi −Qi)(η)dη −
∫
∂+Bli (0)
wi(η)
∂Gi(y, η)
∂νg˜i
dS(η)
+
∫
∂′Bli(0)
Gi(y, η)
∂wi(η)
∂νg˜i
dS(η)
for |y| ≤ li2 . The first two integrals are estimated as in the boundaryless case (see [25]). For the third
one we use (8.4) to find ∣∣∣ ∫
∂′Bli (0)
Gi(y, η)
∂wi(η)
∂νg˜i
dη′
∣∣∣ ≤ Cεn−2i .(8.5)
Hence,
|wi(y)| ≤ C
(
(1 + |y|)−2 +
1
Λi
max
2≤k≤d−1
{ε2ki |H
(k)|2(xi), ε
n−3
i , δi}
)
.(8.6)
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It then follows from (8.3), (8.6), and standard elliptic estimates that wi is bounded in C
2
loc and has
a subsequence, still denoted wi, converging to a limit w∞, which satisfies
∆w∞ + n(n+ 2)U
4
n−2w∞ = 0 on R
n
+
∂w∞
∂yn
= 0 on Rn−1
lim|y|→∞w∞(y) = 0.
Note that for the boundary condition we used that Λ−1εNi |y
′|N (1+ |y′|)1−n ≤ Cεn−3i for |y
′| ≤ σε−1i .
Lemma A.5 then gives
w = c0
(n− 2
2
U(y) + y · ∇U
)
+
n−1∑
j=1
cj∂jU.
However wi(0) = |∇wi|(0) = 0 implies w∞(0) = |∇w∞|(0) = 0, from which we conclude that w∞ ≡ 0.
It then follows that |yi| → ∞. This combined with (8.3) contradicts (8.6), as wi(yi) = 1. 
The proofs of the next two results are similar to those in [25], making the necessary adaptations
to the boundary case with ideas described in proposition 8.1.
Proposition 8.2. Under the hypotheses of proposition 8.1,
δi ≤ C max
2≤k≤d−1
{ε2ki |H
(k)|2(xi), ε
n−3
i }
for every |y| ≤ σM
pi−1
2
i .
Proof. If the proposition is false we have
1
δi
max
2≤k≤d−1
{ε2ki |H
(k)|2(xi)} → 0,
1
δi
εn−3i → 0.(8.7)
Hence from proposition 8.1,
|vi − U − z˜i|(y) ≤ Cδi.
Define
wi =
1
δi
(vi − U − z˜i),
and argue as in proposition 8.1, with δi replacing Λi, to obtain wi → w∞ in C
2
loc, where ∂nw∞ = 0
on Rn−1. Define Ψ(y) = n−22 U(y)+ y
j∂jU(y). Now we argue as in [25], except possibly for the extra
boundary terms ∫
∂′B li
2
(0)
Ψ
∂wi
∂νg˜i
and
∫
∂′B li
2
(0)
wi
∂Ψ
∂νg˜i
.
But as before, ∂wi
∂νg˜i
= εNi O(|y
′|N (1 + |y′|)1−n), and a direct computation gives ∂Ψ
∂νg˜i
= εNi O(|y
′|N (1 +
|y′|)1−n), which is enough to handle the boundary integrals as in proposition 8.1. 
Proposition 8.3. Under the hypotheses of proposition 8.1,
|∇m(vi − U − z˜i)|(y) ≤ C
d−1∑
k=2
ε2ki |H
(k)|2(xi)(1 + |y|)
2k+2−n−m + εn−3i (1 + |y|)
−1−m
for every |y| ≤ σε−1, m = 0, 1, 2.
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Proof. Arguing similarly to [25] with the necessary modifications as in propositions 8.1 and 8.2, we
obtain the result with m = 0. To obtain the result for the derivatives, we invoke standard elliptic
theory, which gives the estimate provided that we can bound the C1,α norm of ∂νg˜i (vi − U − z˜i) on
the boundary. Since ∂νg˜ivi = 0 and ∂nz˜i|yn=0 = 0 = ∂nU |yn=0, it is enough to show that
‖
n−1∑
l=1
gnl∂l(z˜i + U) ‖C1,α(∂′Bli (0))
≤ Cεn−3i .(8.8)
From (2.9), (5.1), properties of boundary conformal normal coordinates (in particular corollary 3.7)
and the explicit form of U we have∣∣∣ n−1∑
l=1
gnl∂l(z˜i + U)(y
′, 0)
∣∣∣ ≤ CεNi |y′|N (1 + |y′|)1−n,
which is bounded by Cεn−3i for |y
′| ≤ σε−1i .
Differentiating
∑n−1
l=1 g
nl∂l(z˜i + U) with respect to y
k, k ≤ n − 1, using again (2.9), (5.1), and
properties of boundary conformal normal coordinates yields∣∣∣∂k(n−1∑
l=1
gnl∂l(z˜i + U))(y
′, 0)
∣∣∣ ≤ Cεn−3i for |y′| ≤ σε−1i .
Differentiating again and repeating the argument gives (8.8). Now the pointwise estimate follows by
standard arguments. 
9. Weyl vanishing
In this section we will work mostly in x-coordinates and take boundary conformal normal coor-
dinates at xi. In these coordinates, estimate (2.8) and the estimate of proposition 8.3 become, for
|x| ≤ σ,
|∇mzi(x)| ≤ ε
n−2
2
i
n−4∑
|α|=4
∑
jl
|hjl,α|(εi + |x|)
|α|+2−n−m(9.1)
|∇m(ui − uεi − zi)(x)| ≤ Cε
n−2
2
i
d−1∑
k=2
|H(k)|2(xi)(εi + |x|)
2k+2−n−m + ε
n−2
2
i (εi + |x|)
−m−1,(9.2)
where both zi and the sum with |H
(k)|2(xi) appear only when n ≥ 6, and
zεi = zi(x) = ε
2−n
2 z˜i(ε
−1
i x)
uεi(x) = ε
n−2
2
i (ε
2
i + |x|
2)
2−n
2 .
Throughout this section it will be assumed that (Mn, g) is a Riemannian manifold of dimension
3 ≤ n ≤ 24 with umbilic boundary. The index i will be dropped from all quantities in several
estimates below. Note also that by theorem 7.4 we can assume that xi ∈ ∂M , therefore the boundary
is given by ∂M = {xn = 0}. We will use the notation B+ρ = {x ∈ Bρ(xi)
∣∣ xn ≥ 0}, where ρ ≤ σ —
of course, B+ρ is the same as Bρ(0), but the first notation will be emphasized since it better suits the
Pohozaev identity. Furthermore, the unit normal will be denoted by ν = νg = νgi when no confusion
arises, and νδ will denote the Euclidean normal.
We can now state one of the main estimates of the paper.
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Proposition 9.1. Suppose 6 ≤ n ≤ 24 and that xi → x ∈ ∂M is an isolated simple blow-up point.
Then
d∑
|α|=2
n∑
i,j=1
|hij,α|
2ε2|α|| log ε|θ|α| ≤ Cεn−2,
where θk = 1 if k =
n−2
2 and θk = 0 otherwise.
Before giving a proof of proposition 9.1, some consequences are derived, in particular the Weyl
vanishing theorem.
Theorem 9.2. (Weyl vanishing) Let xi → x¯ be an isolated simple blow-up point and 6 ≤ n ≤ 24,
then
|∇lgiWg|
2(xi) ≤ Cε
n−6−2l
i | log εi|
−θl+2 ,
for every 0 ≤ l ≤
[
n−6
2
]
, where θk = 1 if k =
n−2
2 and θk = 0 otherwise. In particular |∇
l
gWg|
2(x¯) = 0
for 0 ≤ l ≤
[
n−6
2
]
.
Proof. Proposition 9.1 gives the same estimate as in the boundaryless case, the argument then is
similar (see [25]). 
Corollary 9.3. Under the same hypotheses of the Weyl vanishing theorem,
|∇m(vi − U − z˜i)(y)| ≤ Cε
n−3
i (1 + |y|)
−m−1
or, in x-coordinates
|∇m(ui − uεi − zεi)(x)| ≤ Cε
n−2
2
i (ε+ |x|)
−m−1.
Proof. This is straightforward from proposition 8.3 and theorem 9.2. 
We now proceed with the proof of proposition 9.1. The proof will involve an application of the
Pohozaev identity (A.6) in a half ball B+ρ .
Write φ = n−22 u + x
k∂ku and φε =
n−2
2 uε + x
k∂kuε. In the proofs below extensive use will be
made of the inequalities |∇mu| ≤ Cε
n−2
2 |x|2−n−m and |∇mφ| ≤ Cε
n−2
2 |x|2−n−m, which follow from
proposition 6.5.
Proof of proposition 9.1: First it will be shown that there exists a constant C such that
C
( d∑
|α|=2
n∑
ij=1
|hij,α|
2ε2|α|+1 +
N∑
|α′|=0
n−1∑
i,j=1
|Tij,α′ |ε
|α′|+1 + εn−2
)
(9.3)
≥ −
∫
∂′B+ρ
φεHin∂izεdx+
∫
B+ρ
c(n)φεuε∂ijhijdx
+
∫
B+ρ
c(n)(φεzε + uε(
n− 2
2
zε + x
k∂kzε))∂ijhijdx
+
∫
B+ρ
c(n)φεuε(−∂j(Hij∂lHil) +
1
2
∂jHij∂lHil −
1
4
∂lHij∂lHij)dx.
where by α′ we mean derivatives along x′ only.
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Start with the Pohozaev identity (A.6). On its left hand-side the integrals over the hemisphere
Sn−1+ (ρ) are of order ε
n−2 and the boundary terms with xkνkδ vanish on ∂
′B+ρ , so the remaining term
on the left hand side of (A.6) is ∫
∂′B+ρ
(
n− 2
2
u+ xk∂ku)
∂u
∂νδ
dx′.
Since ∂νu = 0 and g
nn is bounded away from zero near the origin
∂u
∂νδ
= −∂nu =
1
gnn
n−1∑
l=1
gnl∂lu,
therefore∣∣∣ ∫
∂B+ρ
(
n− 2
2
u+ xk∂ku)
∂u
∂νδ
dx′
∣∣∣ ≤ C∣∣∣ ∫
∂B+ρ
(
n− 2
2
u+ xk∂ku)
n−1∑
l=1
gnl∂l(u− uε − zε)dx
′
∣∣∣
+C
∣∣∣ ∫
∂B+ρ
(
n− 2
2
u+ xk∂ku)
n−1∑
l=1
gnl∂l(uε + zε)dx
′
∣∣∣.
Using (4.2), (9.1), (9.2), and theorem 3.4, we find that the above integrals are bounded by Cεn−2
and terms involving the umbilicity tensor. Now (9.3) follows from (see [25])
|Rg − ∂ijhij + ∂j(Hij∂lHil)−
1
2
∂jHij∂lHil +
1
4
∂lHij∂lHij | ≤ C
d∑
|α|=2
n∑
ij=1
|hij,α|
2|x|2|α| + C|x|n−3.
The next step is to show that, as in the standard case of a full ball, the first interior term on the
right hand side of (9.3) may be absorbed into the error. To see this observe that theorem 3.4 implies∫
B+ρ
φεuε∂ijhij = −
∫
∂′B+ρ
φεuε(
n−1∑
j=1
∂jHnj + ∂nHnn) +O(ε
n−2)
= O
( N∑
|α′|=0
n−1∑
i,j=1
|Tij,α′ |ε
|α′|+1 + εn−2
)
.
Therefore after an integration by parts (9.3) becomes
C
( d∑
|α|=2
n∑
ij=1
|hij,α|
2ε2|α|+1 +
N∑
|α′|=0
n−1∑
i,j=1
|Tij,α′ |ε
|α′|+1 + εn−2
)
(9.4)
≥
∫
∂′B+ρ
(c(n)φεuεHin∂lHil − φεHin∂izε)
−2
∫
B+ρ
c(n)uεzε(1 +
1
2
xk∂k)∂ijhij +
∫
B+ρ
c(n)φεuε(
1
2
∂jHij∂lHil −
1
4
∂lHij∂lHij).
Furthermore the boundary integral on the right hand side of (9.4) may be absorbed into the error
term with the help of theorem 3.4,∫
∂′B+ρ
(c(n)φεuεHin∂lHil − φεHin∂izε) = O
( N∑
|α′|=0
n−1∑
i,j=1
|Tij,α′ |ε
|α′|+1 + εn−2
)
.
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The remaining interior integrals are the same as those that appear in the original Weyl vanishing
proof [25], except that the domain of integration is a half ball instead of the full ball. At this point we
may follow the original proof to obtain the desired conclusion, as long as the following two facts hold:
(i) the necessary integration by parts may be performed with the extra boundary integrals (along
∂′B+ρ ) being absorbed into the error, (ii) an orthogonality condition among harmonic polynomials
holds on the half ball.
An inspection of the original proof shows that (i) is valid, since any integrand along ∂′B+ρ will
contain quantities that either appear in theorem 3.4 (and thus may be estimated by the umbilicity
tensor) or involve ∂nzε —which vanishes by proposition 5.1. Furthermore consider the decomposition
(5.1), then in the notation of [25]
(Ĥq)
(k)
ij = Proj(∂i∂jpk−2q|x|
2q+2).
In section 5 it was shown that ∂npk−2q|∂′B+ρ vanishes, therefore it follows that (Ĥq)in, ∂n(Ĥq)nn, and
∂n(Ĥq)ij can be estimated in terms of the umbilicity tensor. This implies that the corresponding
elements of Wij can also be estimated in terms of the umbilicity tensor (since the corresponding
elements of Hij have this property by consequence of theorem 3.4). Hence ((Ĥq)ij ,Wij) can be
absorbed into the error, where the inner product is taken over the half sphere. Similarly∫
Sn−1+ (ρ)
(l − k)plpk =
∫
∂
′
B+ρ
(pk∂npl − pl∂npk) = 0,
so that pl ⊥ pk, l 6= k, that is, (ii) is valid. This finishes the proof of proposition 9.1.
10. Sign restriction
Define
P ′(r, w) =
∫
∂B+r (xi)
(n− 2
2
w
∂w
∂νδ
+ xk∂kw
∂w
∂νδ
−
1
2
xkνkδ |∇w|
2)ds.
Proposition 10.1. (Sign restriction) Let xi → x¯ be an isolated simple blow-up point and assume
that 3 ≤ n ≤ 24. If Miui(x)→ w away from the origin then
lim inf
r→0
P ′(r, w) ≥ 0.
Proof. Define
P (r, ui) =
∫
∂B+r (xi)
(n− 2
2
ui
∂ui
∂νδ
+ xk∂kui
∂ui
∂νδ
−
1
2
xkνkδ |∇ui|
2 +
1
pi + 1
K(x)xkνkδ u
pi+1
i
)
ds.
If r is sufficiently small, the Pohozaev identity (proposition A.7) gives
P (r, ui) ≥ −
∫
B+r (xi)
(
n− 2
2
ui + x
k∂kui)
(
(glji − δ
lj)∂ljui + ∂lg
lj
i ∂jui)dx
+
∫
B+r (xi)
(
n− 2
2
ui + x
k∂kui)Rgiuidx.
Notice that∫
B+r (xi)
xk∂kuiRgiuidx(10.1)
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= −
∫
B+r (xi)
(xk∂kRgi + nRgi)u
2
i dx−
∫
B+r (xi)
xk∂kuiRgiuidx+
∫
∂B+r (xi)
xkνkδRgiu
2
i .
Since xkνkδ = 0 on ∂
′B+r (xi) and ν
k
δ = x
k/r on ∂+B+r (xi) we obtain∫
B+r (xi)
xk∂kuiRgiuidx = −
1
2
∫
B+r (xi)
(xk∂kRgi + nRgi)u
2
i dx+
r
2
∫
∂+B+r (xi)
Rgiu
2
i ds,
so
c(n)
∫
B+r (xi)
(
n− 2
2
ui + x
k∂kui)Rgiuidx(10.2)
= −c(n)
∫
B+r (xi)
(
1
2
xk∂kRgi +Rgi)u
2
i dx+ c(n)
r
2
∫
∂+B+r (xi)
Rgiu
2
i ds,
and then
P (r, ui) ≥ −
∫
B+r (xi)
(
n− 2
2
ui + x
k∂kui)
(
(glji − δ
lj)∂ljui + ∂lg
lj
i ∂jui
)
dx
− c(n)
∫
B+r (xi)
(
1
2
xk∂kRgi +Rgi)u
2
i dx+ c(n)
r
2
∫
∂+B+r (xi)
Rgiu
2
i ds
= Ai(r) + c(n)
r
2
∫
∂+B+r (xi)
Rgiu
2
i ds
where Ai(r) is defined by the above equality. Now observe that
∫
∂B+r (xi)
K(x)M2i x
kνkδ u
pi+1
i → 0. In
fact, the integral over ∂′B+r (xi) vanishes as x
kνkδ = 0 there. On ∂
+B+r (xi) we have x
kνkδ = r, hence,
using the equation satisfied by ui produces∫
∂+B+r (xi)
K(x)M2i u
pi+1
i = −
∫
∂+B+r (xi)
MiuLgiMiui → −
∫
∂+B+r (xi)
wLgw = 0.
Therefore M2i P (r, ui)→ P
′(r, w), so
P ′(r, w) = lim
i→∞
M2i P (r, ui) ≥ lim
i→∞
M2i Ai(r) + lim
i→∞
c(n)
r
2
∫
∂+B+r (xi)
Rgi(Miui)
2ds
= lim
i→∞
M2i Ai(r) + c(n)
r
2
∫
∂+B+r (xi)
Rgiw
2ds.
We now proceed to analyze M2i Ai(r), noticing that since theorem 9.2 and corollary 9.3 give the
same estimates as in the boundaryless case, the same analysis can be carried out, except for an extra
boundary term that appears in Aˆi(r) when integration by parts is performed, where
Aˆi(r) = −c(n)
∫
B+r (xi)
(
1
2
xk∂kRgi +Rgi)(uεi + zεi)
2dx(10.3)
−
∫
B+r (xi)
(
n− 2
2
(uεi + zεi) + x
k∂k(uεi + zεi))(∆gi −∆δ)(uεi + zεi)dx.
Corollary 9.3 implies that ε2−ni |Ai(r)− Aˆi(r)| ≤ Cr, so limi→∞ ε
2−n
i (Ai(r)− Aˆi(r)) ≥ −Cr. Notice
that since Mi = ε
− 2
pi−1
i and −
4
pi−1
→ 2− n we can replace M2i by ε
2−n
i and obtain
P ′(r, w) ≥ −Cr + c(n)
r
2
∫
∂+B+r (xi)
Rgiw
2ds + lim
i→∞
ε2−ni Aˆi(r).(10.4)
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Using the symmetries of uεi∫
B+r (xi)
(
n− 2
2
(uεi + zεi) + x
k∂k(uεi + zεi))(∆gi −∆δ)(uεi + zεi)dx(10.5)
=
∫
B+r (xi)
(
n− 2
2
zεi + x
k∂kzεi)(∆gi −∆δ)zεidx
+
∫
∂B+r (xi)
(
n− 2
2
uεi + x
k∂kuεi)(
∂zεi
∂νgi
−
∂zεi
∂νδ
)ds
−
∫
∂B+r (xi)
zεi(
∂Luεi
∂νgi
−
∂Luεi
∂νδ
)ds,
where L = n−22 + x
k∂k. The integrals over ∂
+B+r (xi) vanish by properties of normal coordinates, so
consider the integrals over ∂′B+r (xi). Observe that
∂zεi
∂νδ
= 0 = ∂nzεi by proposition 5.1. Then using
(4.2), the definition of uεi , and (9.1), we obtain∣∣∣ ∫
∂′B+r (xi)
(
n− 2
2
uεi + x
k∂kuεi)
∂zεi
∂νgi
ds
∣∣∣ = ∣∣∣ ∫
∂′B+r (xi)
(
n− 2
2
uεi + x
k∂kuεi)
n−1∑
l=1
gnli ∂lzεids
∣∣∣(10.6)
≤
∫
∂′B+r (xi)
(εi + |x
′|)2−n(εi + |x
′|)6−n−1|x′|Ndx′
≤ Cεn−2i r.
For the other boundary integral notice that
∂Luεi
∂νgi
−
∂Luεi
∂νδ
= (−gnσi ∂σ + ∂n)Luεi = (−g
nn
i + 1)Luεi −
n−1∑
l=1
gnli ∂lLuεi .
Since |∇Luεi | ≤ ε
n−2
2
i (εi + |x|)
−n, using (9.1), theorem 4.1, theorem 3.4, and (4.2), it follows that∣∣∣ ∫
∂′B+r (xi)
zεi(
∂Luεi
∂νgi
−
∂Luεi
∂νδ
)ds
∣∣∣ ≤ Cεn−2i r.(10.7)
Combining (10.3), (10.4), (10.5), (10.6), and (10.7) yields
P ′(r, w) ≥ −Cr
∫
B+r (xi)
(
n− 2
2
zεi + x
k∂kzεi)(∆gi −∆δ)zεidx(10.8)
+ c(n)
r
2
∫
∂+B+r (xi)
Rgiw
2ds
− c(n) lim
i→∞
ε2−ni
∫
B+r (xi)
(
1
2
xk∂kRgi +Rgi)(uεi + zεi)
2dx.
We can now proceed as in the boundaryless case. The first integral on the right hand side of (10.8)
as well as r2
∫
∂+B+r (xi)
Rgiw
2ds are estimated using theorem 9.2. Theorem 9.2 and corollary 9.3 may
be used to estimate
∫
B+r (xi)
(12x
k∂kRgi +Rgi)z
2
εi
dx. Finally the estimate of proposition 9.1 is used to
handle
∫
B+r (xi)
(12x
k∂kRgi +Rgi)(u
2
εi
+ 2uεizεi)dx. 
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11. Blow-up set
In this section we show that the set of blow-up points is finite and consists only of isolated
simple blow-up points. The proofs are very similar to the boundaryless case ([25]) and the locally
conformally flat case with boundary ([23]), and therefore we will go through them rather quickly,
indicating the necessary modifications.
The following proposition is proven in [23] (proposition 1.1, see also [25, 32]).
Proposition 11.1. Given δ > 0 sufficiently small and R > 0 sufficiently large, there exists a
constant C = C(δ,R) > 0 such that if u is a positive solution of (2.1) with max u > C, then there
exists {x1, . . . , xN} ⊂ M , N = N(u) > 1, where
n+2
n−2 − p < δ and each xi is a local maximum of u
such that:
1) {Bri(xi)}
N
i=1 is a disjoint collection if ri = Ru(xi)
− p−1
2 ,
2) in normal coordinates centered at xi
‖ ui(xi)
−1u(ui(xi)
− p−1
2 y)− U(y) ‖C2(BR(0))< δ
where y = u(xi)
p−1
2 x,
3) u(x) ≤ Cdg(x, {x1, . . . , xn})
− 2
p−1 for all x ∈M and
dg(xi, xj)
2
p−1u(xj) ≥ C
−1
for xi 6= xj .
Lemma 11.2. Let xi → x¯ be an isolated blow-up point for the sequence {ui} of positive solutions of
(2.1). Then x¯ is an isolated simple blow-up point.
Proof. We argue as in [25] to obtain a subsequence wi such that
wi(0)wi(y)→ h(y) = a|y|
2−n + b(y) in C2loc(R
n
+\{0}),
where b(y) is harmonic in Rn+ and satisfies ∂nb = 0 on R
n−1. Therefore, extending b across Rn−1 and
using Liouville’s theorem shows that a = b > 0. Arguing as in [25] this leads to a contradiction with
proposition 10.1. 
Proposition 11.3. Let δ, R, u, C(δ,R), and {x1, . . . , xN} be as in proposition 11.1. If δ is
sufficiently small and R sufficiently large, then there exists a constant C¯(δ,R) > 0 such that if
maxM u ≥ C then dg(xj , xl) ≥ C¯ for all 1 ≤ j 6= l ≤ N .
Proof. Again we argue as in [25], making the necessary modifications along the lines of [23] as in
lemma 11.2. 
The following is an immediate consequence.
Corollary 11.4. Let {ui} be a sequence of solutions of (2.1) with maxM ui → ∞. Then pi →
n+2
n−2
and the set of blow-up points is finite and consists only of isolated simple blow-up points.
12. Compactness
Now that we have the Weyl vanishing theorem and sign restriction, the remaining arguments for
the proof of theorems 1.1 and 1.2 are similar to those of the boundaryless case. In fact, the results
of this section will be an adaptation of [25, 8, 17], and therefore as in section 11, we will go through
the proofs very briefly.
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Proof of theorem 1.1: From the results of section 11 pi →
n+2
n−2 , and there exists a finite number
N > 0 of isolated simple blow-up points x
(1)
i → x¯
(1), . . . , x
(N)
i → x¯
(N). If none of the x¯ℓ belong to
the boundary then the compactness result follows from [25], so assume that at least one of them
belongs to ∂M . It may also be assumed without loss of generality that x¯ℓ ∈ ∂M , ℓ = 1, . . . , N − k
and x¯ℓ /∈ ∂M , ℓ = N − k + 1, . . . , N , for some k ≤ N − 1. Furthermore let
ui(x
(1)
i ) = min{ui(x
(1)
i ), . . . , ui(x
(N−k)
i )}
for all i.
Set wi = ui(x
(1)
i )ui. A standard estimate gives that away from the blow-up points wi →∑N
j=1 ajGx¯(j) , where aj ≥ 0, a1 > 0 and Gx¯(j) is the Green’s function for the conformal Lapla-
cian with singularity at x¯(j). Now argue as in [41] (see [8, 17] as well) to obtain the asymptotic
expansion
G(x, x¯(1)) = |x|2−n
(
1 +
n−2∑
k=d+1
ψk
)
+A+O(|x| log |x|),(12.1)
where G = Gx¯(1) , ψk are homogeneous polynomials of degree k and A is a constant. The sum
between parenthesis starts at k = d + 1 because hij,α(x¯) = 0 at a blow-up point x¯ ∈ ∂M , by the
Weyl vanishing theorem. We remark that when the boundary is not umbilic an extra singular term
appears in this expansion (see e.g. [26]). Also notice that standard properties of conformal normal
coordinates, theorem 3.4, and the umbilicity of the boundary, imply that
∫
Sn−1+
∂ijHij = 0, from
which it follows that ∫
Sn−1+
ψk = 0 =
∫
Sn−1+
xiψk.(12.2)
Now put ĝ = G
4
n−2 g. Then (M\{x¯(1)}, ĝ) is scalar flat and its boundary is totally geodesic. If we
introduce the asymptotic coordinates y = |x|−2x, then the expansion (12.1) and the Weyl vanishing
theorem give ĝij = δij + O(|y|
−d−1). Therefore the doubling of (M\{x¯(1)}, ĝ) is asymptotically flat
and has a well defined ADM mass ([31], compare also with [8]).
The rest of the argument now is standard. The positive mass theorem (see remark below) along
with (12.2) and the Weyl vanishing give that A > 0 (as in [25], using the hypothesis that the
manifold is not conformally equivalent to the round hemisphere we can rule out the A = 0 case).
This contradicts the sign restriction of theorem 10.1, finishing the proof.
Remark 12.1.
1) Strictly speaking, we did not show how to prove a positive mass theorem (PMT) for manifolds
with boundary, as the mass of such manifolds was never defined. What is referred to as the PMT
for manifolds with boundary is actually the statement that the constant term in the asymptotic
expansion of the Green’s function is non-negative, which in turn is implied by the positivity of the
mass of the doubled manifold (see [32]).
2) The PMT is known to hold up to dimension 7 [40, 41, 42] and in arbitrary dimensions if the
manifold is spin [45, 27]. Therefore, our result for n ≥ 8 in the case of non-spin manifolds is true
provided that the PMT holds under such hypotheses.
Proof of theorem 1.2: This follows from lemma 11.2 and theorem 9.2.
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13. Blow-up of solutions for n ≥ 25
In this section we prove theorem 1.4. We assume n ≥ 25 throughout. As we mention in the
introduction, the proof relies heavily on the constructions of Brendle [7] and Brendle and Marques
[9], and we refer the reader to them on several occasions.
We start collecting facts from [7, 9] that will be of direct use in our proof. Their main results is
Theorem 13.1. (Brendle and Marques, [7, 9]) Assume that n ≥ 25. Then there exists a metric g
on Sn (of class C∞) and a sequence of positive functions ui ∈ C
∞(Sn) with the following properties:
(a) g is a small perturbation of the round metric g0 which is not conformally flat, and g = g0
near and beyond the equator,
(b) for each i, ui is a solution of the Yamabe equation
Lgui +Ku
n+2
n−2
i = 0,
where K = n(n− 2) is a positive constant,
(c) Eg(ui) < Y (S
n) for all i ∈ N, and Eg(ui)→ Y (S
n) as i→∞, where Eg(ui) is the Yamabe
energy of ui and Y (S
n) is the Yamabe invariant of the round sphere,
(d) supSn ui →∞ as i→∞.
The scalar curvature of the metric g satisfies
(13.1) Rg ≥ c > 0.
for some constant c, since g is a small perturbation of the round metric. In particular this guarantees
the coercivity of Lg, which allows us to use the the C
0-blow-up theory developed by Druet, Hebey
and Robert [16]. From their results and estimate (c) of theorem 13.1 it then follows (theorem 5.2
of [16], see also discussion at the end of section 5.1) that ui has only one blow-up point, and it is
apparent from [7, 9] that this is the south pole (from the point of view of stereographic projection).
Moreover, up to a subsequence the following estimate holds (again theorem 5.2 of [16])
Q−1uεi,xi(x) ≤ ui(x) ≤ Quεi,xi(x),(13.2)
for some constant Q > 1 independent of i and for all x ∈ Sn; here εi = (supSn ui)
− 2
n−2 = ui(xi)
− 2
n−2 ,
and uεi,xi = ε
n−2
2
i (ε
2
i + |x− xi|
2)
2−n
2 , |x− xi| = distg(x, xi).
Consider now the south hemisphere Sn−, which we identify with the unit ball in R
n via stereographic
projection. Since g = g0 on a neighborhood ∂S
n
−, we have that ∂S
n
− is totally geodesic, and in
particular Bg = ∂νg . Combining (13.2) with the Harnack inequality implies that away from the south
pole, ε
2−n
2
i ui converges in C
2 to a positive Green’s function for the conformal Laplacian (possibly
after passing to a subsequence). We claim that for large i
∂ui
∂νg
≤ 0.(13.3)
To see this, denote by δ the Euclidean metric so that g0 = 4U
4
n−2 δ. Let Gg0 and Gδ be the corre-
sponding Green’s functions with singularity at zero. Their relation is given by Gg0 = 4
−n−2
2 U−1Gδ.
Using (A.3) and the fact that the mean curvature of ∂Sn− vanishes , we have
∂Gg0
∂νg0
= Bg0Gg0 = 4
−n−2
2 U−
n
n−2BδGδ < 0
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on ∂Sn−, where the inequality follows by direct calculation. Therefore
∂Gg
∂νg
< 0 by theorem 13.1(a),
so that (13.3) holds.
We conclude that {
Lgui +Ku
n+2
n−2
i = 0 , in S
n
−,
Bgui ≤ 0, on ∂S
n
−.
That is, ui is a sub-solution of the boundary value problem{
Lgv +Kv
n+2
n−2 = 0, in Sn−,
Bgv = 0, on ∂S
n
−.
(13.4)
Actual solutions to (13.4) will be constructed by finding appropriate super-solutions. The super-
solutions will satisfy the equation with a different constant K, and this will require a slight modifi-
cation of the standard sub-super-solutions argument.
Theorem 13.2. For all sufficiently large i there exists a solution vi of (13.4) satisfying ui ≤ vi. In
particular supSn− vi →∞ as i→∞.
Proof. Because of (13.1), we can choose δ > 0 so small that
Lgδ +Kδ
n+2
n−2 = −c(n)Rgδ +Kδ
n+2
n−2 ≤ 0.
Put wi = Aiδ, where Ai > 1 is a constant chosen so large that
ui ≤ Aiδ,(13.5)
and
u
n+2
n−2
i −Aiδ
n+2
n−2 ≤ 0(13.6)
By the choice of δ {
Lgwi + K˜iw
n+2
n−2
i ≤ 0, in S
n
−,
Bgwi = 0, on ∂S
n
−,
(13.7)
where K˜i = A
− 4
n−2
i K. So wi is a super-solution of the problem with constant K˜i. As pointed out
before, (Lg, Bg) is invertible and therefore the operators T and Pi given by
Tz = t⇔
{
Lgt = −Kz
n+2
n−2 , in Sn−,
Bgt = 0, on ∂S
n
−,
(13.8)
and
Piw = pi ⇔
{
Lgpi = −K˜iw
n+2
n−2 , in Sn−,
Bgpi = 0, on ∂S
n
−,
(13.9)
are well defined. By the maximum principle T and Pi are monotone in the sense that z0 ≤ z1 ⇒
Tz0 ≤ Tz1, and analogously for Pi.
Now we put u0i = ui, w
0
i = wi and define inductively u
ℓ+1
i = Tu
ℓ
i and w
ℓ+1
i = Piw
ℓ
i . Since ui is
a sub-solution we obtain u0i ≤ u
1
i and inductively u
ℓ
i ≤ u
ℓ+1
i . Analogously w
ℓ
i ≥ w
ℓ+1
i since wi is a
super-solution.
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We have u0i ≤ w
0
i by (13.5), and claim that u
ℓ
i ≤ w
ℓ
i for every ℓ (the difference from the standard
sub-super-solutions argument is that the equations involved in the definition of T and Pi are not
exactly the same due to the different constants K and K˜i). The difference u
ℓ+1
i − w
ℓ+1
i satisfies{
Lg(u
ℓ+1
i − w
ℓ+1
i ) = −(K(u
ℓ
i)
n+2
n−2 − K˜i(w
ℓ
i )
n+2
n−2 ), in Sn−,
Bg(u
ℓ+1
i − w
ℓ+1
i ) = 0, on ∂S
n
−.
(13.10)
In order to apply the maximum principle we need the right hand side of (13.10) to be non-negative.
To show this, recall the definition of wi and K˜i, use the monotonicity of the sequences u
ℓ
i and w
ℓ
i , as
well as (13.6) to find
K(uℓi)
n+2
n−2 − K˜i(w
ℓ
i )
n+2
n−2 ≥ K(u0i )
n+2
n−2 − K˜i(w
0
i )
n+2
n−2 = Ku
n+2
n−2
i −KAiδ
n+2
n−2 ≤ 0,
It follows that uℓi ≤ w
ℓ
i .
Now a standard argument produces the desired solution u∞i of (13.4) such that ui ≤ u
∞
i . The
proof also yields a w∞i solving (13.4) with K˜i in place of K, and such that and w
∞
i ≤ wi, but this is
not the solution we are looking for due to the different i-dependent constant K˜i. 
14. Leray-Schauder degree of solutions
Here we discuss some consequences of theorem 1.1. Throughout this section we assume 3 ≤ n ≤ 24.
The results here are very similar to the cases of manifolds without boundary and locally conformally
flat with boundary, so we refer the reader to [25] and [23] for details.
As we pointed out in the introduction, one obvious consequence of theorem 1.1 is to give an
alternative proof of the solution to the Yamabe problem. This follows from the fact that standard
variational methods can be used to give solutions to the subcritical problem{
Lgu+Ku
p = 0, in M,
Bgu = 0, on ∂M,
(14.1)
with 1 < p < n+2
n−2 . More generally, the compactness theorem allows us to compute the total Leray-
Schauder degree of all solutions to equation (14.1), and to obtain more refined existence theorems
which we now discuss.
Without loss of generality we can assume that Rg > 0 and κg = 0. Then we can write (14.1) as{
Lgu+ E(u)u
p = 0, in M,
∂u
∂νg
= 0, on ∂M,
(14.2)
where
E(u) =
∫
M
(|∇gu|
2 + c(n)Rgu
2)dVg
is the energy of u (there is no boundary term since κg = 0). Notice that the Neumann problem for
the conformal Laplacian is invertible in that Rg > 0. Defining
ΩΛ = {u ∈ C
2,α(M) | ‖ u ‖C2,α (M) < Λ, u > Λ
−1}
we obtain a map Fp : ΩΛ → C
2,α(M) given by Fp(u) = u+ L
−1
g (E(u)u
p).
From elliptic theory, we know that the map u 7→ L−1g (E(u)u
p) is a compact map from ΩΛ into
C2,α(M). Thus Fp is of the form I+compact, and we may define the Leray-Schauder degree (see
[35]) of Fp in the region ΩΛ with respect to 0 ∈ C
2,α(M), denoted by deg(Fp,ΩΛ, 0), provided that
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0 /∈ Fp(∂ΩΛ). The degree is an integer which counts with multiplicity the number of times that the
value 0 is taken on by the map Fp. Notice that Fp(u) = 0 if and only if u is a solution of (14.2).
Furthermore, the homotopy invariance of the degree tells us that deg(Fp,ΩΛ, 0) is constant for all
p ∈ [1, n+2
n−2 ] provided that 0 /∈ Fp(∂ΩΛ) for all p ∈ [1,
n+2
n−2 ]. Moreover, in the linear case when p = 1, it
is not difficult to calculate, by an argument similar to what is done in [38], that deg(F1,ΩΛ, 0) = −1
for all Λ sufficiently large. Therefore, theorem 1.1 allows us to calculate the degree for all p ∈ [1, n+2
n−2 ].
Since it follows from the a priori estimates we derived that 0 does not belong to Fp(∂ΩΛ), we obtain
Theorem 14.1. Let (Mn, g) satisfy the assumptions of theorem 1.1. Then for all Λ sufficiently large
and all p ∈ [1, n+2
n−2 ], we have deg(Fp,ΩΛ, 0) = −1.
In the case that all solutions of the Yamabe problem are nondegenerate, our previous results assert
that there will be a finite number of solutions of the variational problem. Moreover, the strong Morse
inequalities will hold for the Yamabe problem since these inequalities hold for subcritical equations,
and theorem 1.1 shows that all critical points converge as p→ n+2
n−2 . It follows that
(−1)λ ≤
λ∑
µ=0
(−1)λ−µCµ, λ = 0, 1, 2, . . .
where Cµ denotes the number of solutions of Morse index µ. Since there is a finite number of
solutions, we then obtain:
Theorem 14.2. Let (Mn, g) satisfy the assumptions of theorem 1.1, and suppose that all critical
points in [g] are nondegenerate. Then there is a finite number of critical points g1, . . . , gk, and we
have
1 =
k∑
j=1
(−1)I(gj)
where I(gj) denotes the Morse index of the variational problem with volume constraint.
Appendix A. Auxiliary results
In this section we state several auxiliary results that are either well known or slight modifications
of standard results. Therefore proofs, when provided, will be rather short.
The following proposition is analogous to a well known theorem of Caffarelli, Gidas, and Spruck
([14]):
Proposition A.1. Let T ≥ 0 and Rn−T = {y ∈ R
n | yn > −T}. Consider the problem
∆u+ n(n− 2)up = 0, u > 0 in Rn−T ,
∂u
∂xn
= 0 on ∂Rn−T ,
u(0) = 1, 0 is a local maximum of u,
where p ∈ (1, n+2
n−2 ]. If p <
n+2
n−2 then this problem has no solution. If p =
n+2
n−2 then
u(x′, xn) =
( 1
1 + |(x′, xn)|2
)n−2
2
= U(x)
in which case T = 0 necessarily.
Proof. [28] (see also the proof of proposition 2.4 in [20], and [23] p. 498). 
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Now we recall some transformation laws.
Proposition A.2. Let (M,g) be a Riemannian manifold with boundary and φ > 0 a smooth function.
Let g˜ = φ
4
n−2 g, then
Lg˜(φ
−1u) = φ−
n+2
n−2Lgu(A.1)
Rg˜ = −c(n)
−1φ−
n+2
n−2Lgφ(A.2)
Bg˜(φ
−1u) = φ−
n
n−2Bgu(A.3)
κ˜ij = φ
2
n−2κij +
2
n− 2
φ
4−n
n−2
∂φ
∂νg
gij(A.4)
κ˜ =
2
n− 2
φ−
n
n−2Bgφ(A.5)
where quantities with ˜ refer to the metric g˜, κij and κ are the second fundamental form and the
mean curvature, respectively.
Proof. Direct calculation (see [25, 17, 32] for example). 
Proposition A.3. Up to a conformal change we can assume that in small balls the scalar curvature
is positive and that the mean curvature of ∂M vanishes.
Proof. The idea of the proof is to perform two conformal changes on the metric, one to produce a
metric with zero mean curvature and a further one to achieve positive scalar curvature. Denote by
φ1 > 0, the first eigenfunction of the conformal Laplacian with boundary condition Bgφ1 = 0, i.e.,{
Lgφ1 + λ1φ1 = 0, in M,
Bgφ1 = 0, on ∂M.
See [17] for the existence of φ1; the fact that φ1 > 0 follows from a standard calculus of variation
argument. By transformation law (A.5), the metric g1 = φ
4
n−2
1 g has zero mean curvature.
Now let x0 ∈ ∂M and consider a small ball B2δ(x0) near the boundary. Denote by ψ1 > 0, the
first eigenfunction of the Laplacian ∆g1 with the boundary condition as below:
∆g1ψ1 + µ1ψ1 = 0, in B2δ(x0),
ψ1 = 0, on ∂
+B2δ(x0),
Bg1ψ1 =
∂ψ1
∂νg1
= 0, on ∂′B2δ(x0).
The existence and positivity of ψ1 again follows from a standard calculus of variations argument.
Consider the metric g˜ = ψ
4
n−2
1 g1 on B2δ(x0). Then from (A.2),
Rg˜ = −c(n)
−1ψ
n+2
n−2Lg1ψ1 = −c(n)
−1ψ
n+2
n−2
1 (∆g1ψ1 −Rg1ψ1).
Since µ1 →∞ as δ → 0 we can choose δ > 0 so small that
∆g1ψ1 −Rg1ψ1 = −µ1ψ1 −Rg1ψ1 < 0,
and therefore Rg˜ > 0 on Bδ(x0). Notice that shrinking B2δ(x0) does not affect Rg1 as φ1 is defined
on the whole of M . Finally, the mean curvature for g˜ is κ˜ = 2
n−2ψ
− n
n−2Bg1ψ = 0. 
The next result immediately follows.
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Corollary A.4. Up to a conformal change the maximum principle holds for the conformal Laplacian
in small balls. More precisely, if Lgu ≥ 0 in Bσ(x0), u > 0, then there exists a constant C > 0,
independent of u, such that supBσ(x0) u ≤ C sup∂Bσ(x0) u, provided σ is small enough.
Lemma A.5. Let ψ be a solution of
∆ψ + n(n+ 2)U
4
n−2ψ = 0, in Rn+,
∂ψ
∂yn
= 0, on ∂Rn−1,
lim|y|→∞ ψ(y) = 0.
Then it takes the form
ψ(y) = c0
(n− 2
2
U + y · ∇U
)
+
n−1∑
j=1
cj∂jU,
for some constants c0, . . . , cn−1.
Proof. Since ∂nψ = 0 on R
n−1, we can make a C2 reflection across Rn−1 and then the result follows
from [13]. 
The following is a Harnack-type inequality.
Lemma A.6. Let xi → x¯ be an isolated blow-up point and assume that r¯ is sufficiently small. Then
for all r such that 0 < r < r¯ we have
sup
Br(xi)\Br/2(xi)
ui ≤ C inf
Br(xi)\Br/2(xi)
ui,
for some constant C independent of i and r.
Proof. It follows from a combination of lemma A.1 of [23], the Harnack inequality, and the definition
of isolated blow-up points. 
Proposition A.7. (Pohozaev identity) Let u > 0 be a solution of Lgu+Kf
−δ
i u
p = 0 on B+ρ = {x ∈
Bρ(0)
∣∣ xn ≥ 0}. Then∫
∂B+ρ
(
(
n− 2
2
u+ xk∂ku)
∂u
∂ν0
−
1
2
xkνk0 |∇0u|
2 +
1
p+ 1
K(x)xkνk0u
p+1
)
dσ(A.6)
= −
∫
B+ρ
(
n− 2
2
u+ xk∂ku)
(
(gij − δij)∂iju+ ∂jg
ij∂iu
)
dx
+
∫
B+ρ
c(n)(
n − 2
2
u+ xk∂ku)Rudx+
1
p+ 1
∫
B+ρ
xk∂kK(x)u
p+1dx
+
( n
p+ 1
−
n− 2
2
)∫
B+ρ
K(x)up+1dx,
where quantities with 0 refer to the Euclidean metric and K(x) = Kf
−δ(x).
Proof. Standard integration by parts argument. 
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