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We consider solving for a and b the congruence a ~ bh mod I, where a, b and h are (multivari- 
able) polynomials and I is a polynomial ideal. This is a generalization f the well-known 
problem of Pad6 approximation fwhich decoding Hensel codes is a special case. We show 
how Gr~bner bases of modules may be used to generalize the Euclidean algorithm ethod 
of solution of the 1-variable problem. 
1. Introduction 
Let R = k[x l , . . . ,  x,] where k is a field. Interpreting a polynomial h ~ R of total degree 
m as a truncation of a formal power series we may ask for relatively prime polynomials 
a, b where b(0) ~ 0 such that the expansion of a/b as far as terms of degree m is equal 
to h. This is the well-known problem of Pad6 approximation and there is an extensive 
literature on both the 1-variable and the multivariable cases. Usually, restrictions are 
placed on the degrees of a and b in order that the required solution (a, b) be unique, 
and it is clear that the solution may be determined by solving the appropriate system of 
linear equations and cancelling any common factors. This problem may be regarded as 
a special case of that considered in this note, namely, solving (for a and b) the congruence 
a -- bh rood I, (*) 
where I is an ideal in R and h is a given polynomial in R. In general we shall require 
that a and b be relatively prime but drop the condition that b(0) ~ 0. 
For Pad6 approximation, I is the ideal generated by the monomials of total degree 
m + 1, and it is well known that in the 1-variable ase the solution may be determined 
(assuming that arithmetic in k is exact) using the extended Euclidean algorithm or the 
Berlekamp-Massey algorithm. Neither of these algorithms is valid for n > 1 and one may 
ask for a generalization of these algebraic (as opposed to linear) techniques of  solution. 
Sakata (1990) has given an extension to n variables of the Berlekamp-Massey algorithm 
and it is our purpose to give a corresponding generalization of the method based on the 
extended Euclidean algorithm. 
The natural context for such a generalization is that of GrSbner bases of polynomial 
modules. Indeed, our initial approach to the problem was motivated by Buchberger et 
al. (1985) where attention is focused on multivariable Hensel codes. These codes were 
developed extensively by Gregory & Krishnamurthy (1984) and Krishnamurthy (1986) 
as a means of performing exact arithmetic with rationals a/b  where a, b are 2integers 
or polynomials in one or more variables. The decoding of a Hensel code can be regarded 
as a special case of Pad6 approximation. 
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In section 2 we show by an elementary argument that GrSbner bases of modules can 
be used to solve (*) for any ideal I. When certain restrictions are imposed on the leading 
terms of a and b (for example, degree bounds), the solution is the unique reduced element 
of least leading term in the solution module M = {(a, b) ~ R2: a =- bh mod I} relative to an 
order <,~ on terms in R 2 which is induced from a weight vector w obtained from these 
restrictions. This element must appear in any GrSbner basis of M relative to <~. This is 
sufficient o provide the algebraic solution required for Pad6 approximation, and indeed 
to enable all the Pad6 approximants for given h, I to be determined. Section 3 contains 
some examples. 
In terms of complexity, the currently known algorithms for calculating Gr6bner bases 
(of syzygy modules - -see  Bayer & Stillman (1988), for example) do not appear to provide 
any practical advantage over linear methods for solving (*), although the particular form 
of the ideal I used may make the calculation very much better than the worst case. 
Consequently, our contribution must be seen primarily as setting a theoretical context 
rather than providing a practical algorithm for Pad6 approximation. 
2. Griibner Bases of Polynomial Modules and Pad~ Approximation 
Our reference for this section is Mfl ler & Mora (1986) where the necessary background 
material may be found as well as references to original sources where appropriate. 
Well-known properties of GrSbner bases are used freely without further comment. We 
denote by T the set of  terms a = x~ ~ 9 ' 9 x~, and choose a term order < 7- on T. Throughout 
the paper <7- will denote graduated lexicographic order with xl <" ' ' < x,. The leading 
term of a polynomial p is denoted Lt(p). The to tal degree ,c( o~ ) of ~ is the sum a l + a2 +" 9 9 + 
a, and the total degree ~'(p) of p is the maximum of the total degrees of its terms. If 
R r denotes the free module of rank r over R, the set Tr of terms in R r is defined 
as { (0 , . . . ,  ~0,0, . . . ,0) :  ~0~ T} or, equivalently, as the set {(~o,k): ~o~ T , l -k - r}= 
T•  {1, 2 , . . . ,  r}. We shall use the latter representation exclusively. (Ordered pairs are 
used in several different contexts, but in each ease the interpretation will be clear from 
the context.) All our modules are submodules of R r for some r, and have the appropriate 
graded structure induced from that of R r. If w = (~b~,..., r where cj ~ T, is any weight 
vector, then the term order <w on Tr induced by <7- and w is defined by (or, i) <w (~',J) 
if r  r ~jr or tb~cr = ~bjr and i <j.  We also say that a Gr6bner basis of a module relative 
to the term order <w is adapted to w (when <7- is understood). For any submodule U
of R r we write Lt(U) for the submodule generated by {Lt(u): u e U}. 
I f  {g~,. . . ,  g,} is a set of polynomials in R which generate an ideal G and if <7- is a 
term order on T, then Algorithm 4.2 of MSller & Mora (1986) produces further elements 
g~+~ . . . .  , g~ such that G = {g~,. . . ,  g,} is a Gr~bner basis of 13. The algorithm also gives 
a GrSbner basis for the module of syzygies 
syz( O) ~ Rr, syz( G) = { (hl, . . . , h~): ~. hjgj= O}, 
j= l  
with respect o the term order on T~ induced by <7- and w = (L t (g l ) , . . . ,  Lt(g~)). A term 
is in normal form rood G if ~p~ Lt(G) and a polynomial p is in normal form rood G if 
each of its terms is in normal form mod G. 
Referring now to congruence (*), let {p~,. . . ,p, ,} be a basis for the ideal I___ R and 
suppose that h is in normal form rood I. For simplicity we may assume that the given 
basis is a Gr~bner basis of I. It is clear that the set of aU polynomial pairs (a, b) satisfying 
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(*) forms a module M each of whose elements i associated with a solution (a, b, c , , . . . ,  c,,) 
of the equation 
a( -1)  + bh + c]pl +" 9 "+ cmpm = O, 
and thus with an element of the syzygy module syz(F)__qR m+2 where F - -  
{-1, h, P l , . . . ,  P,,}. In view of the special form of the set F, it is easy to determine the 
basis produced by the algorithm mentioned above and thence derive a basis for M by 
projection on the first two components. We say that (a, b) e M is reduced rood I if both 
a and b are in normal form mod I. (Thus the reduced solutions are just representatives 
of  the factor module of M by the submodule generated by elements of the forms (p, 0) 
and (0, p) for p e I.) 
THEOREM 2.1, The set {(h, 1 ,0 , . . . ,0 ) , (p j ,0 , . . . ,0 ,  1 ,0 , . . . ,0 ) ,  l<-j<- m} (where the 
second vector has a 1 in the j+2 position) is a GriJbner basis for syz( F) with respect o 
the term order on T,,+2 induced by <r  and (1, Lt(h), Lt(pl) . . . .  , Lt(pm)). The set M- -  
{(h, 1), (pj, 0), l - - - j -m} is a GrSbner basis for M with respect o the term order <,~ on T2 
induced by < T and w = (1, Lt(h)). Moreover, (h, 1) is (up to a constant multiple) the unique 
reduced element of M of least leading term relative to <w. 
PROOF. The first part follows from MSller & Mora (1986, Theorem 7.8). For the second, 
observe that M is a basis by the projection and Lt(M) is generated by {(1, 2), (Lt(pj), 1), 
1 "<j --< m} __q T • {1, 2) relative to <w. It is clear that (h, 1) is reduced mod I and that it has 
leading term (1, 2). If (a, b) e M has leading term less than this then Lt(a, b) has the 
form (r 1) where ~o <r  Lt(h). Since M is a Gr6bner basis (~o, 1) is a multiple of (Lt(pj), 1) 
for some j and hence (a, b) is not reduced. Uniqueness i  immediate. 
Since (h, 1) is a reduced solution of (*) it follows that for any term order < on T2 
there exists a reduced element in M of least leading term relative to < which is unique 
up to a constant multiple. We call such an element the minimal reduced solution of (*) 
relative to <. Our aim is to show that under certain conditions on the leading terms of 
a, b and on the ideal I, every reduced solution of (*) arises as the minimal reduced 
solution relative to an order <~ induced from some weight vector w. We give three 
versions of the condition which are appropriate in different circumstances (illustrated in 
the examples in the next section) as follows. Let (a, b) be a reduced solution of (*). 
Define the 
total degree condition: ~.(a)<_.k, ~(b)<m, where k, m are non-negative integers, and 
~-(~)> k+ m for all ~ e Lt(I). We say that (a, b, I) satisfies tde(lr m) 
strong term order condition: Lt(a) --<re, Lt(b) <rqJ, where ~, @ e T and tp, ~, I satisfy: 
for all p, tre T with P ~r~,  tr ---r@ the product po- does not lie in Lt(I). We say (a, b, I) 
satisfies toc(r d/) 
weak term order condition: Lt(a) ---r~, Lt(b) --<T ~b, where ~, ~ e T and ~, ~/,, I satisfy: for 
all p, t rET with p -----Tr tr -----rr and p, ore Lt(I) the product par does not lie in Lt(I). 
We say (a, b, I) satisfies wtoc(~, ~) 
k k Notice that the total degree condition implies a strong term order condition (take ~ - x , ,  
r = xT). Also, the strong term order condition implies the weak term order condition 
since if #tr does not lie in Lt(I) for any p, tr then certainly p =pl  and tr--- ltr do not lie 
in Lt(I): the essential difference is that under the weak condition some of the terms p, tr 
are allowed to lie in Lt(I), whereas this is not the case under the strong condition. 
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LEMMA 2.2. Let ( a, b) be a reduced solution of congruence (*) where a and b are relatively 
prime and (a, b, I) satisfies wtoc(~o, ~). Then every reduced solution (ax, bl) such that 
(ab bl, I) satisfies wtoc( cp, ~ ) is a multiple p( a, b) = (pa, pb ) for some p ~ R. 
PROOF. If (al, b~) is a reduced solution such that (a~, b~, I) satisfies wtoc(~, ~,) then 
a lb -  ab~ lies in I. But Lt(al b-  abl) = po" where p ---r r o- _< r @ and since both solutions 
are reduced neither p nor o- lies in Lt(I). Thus pcr~ Lt(I) and consequently a lb -  abl = 0 
which implies the result. 
The next lemma shows that by adapting the term order to the weight vector (qJ, q~) 
where cp and tp are the terms appearing in the term order conditions, we make all the 
relevant erms lowest in order. 
LEMMA 2.3. Let w = ( qJ, ~p ) where ~, ~p ~ T. Let S={(p,  1), (o', 2)}~ R 2 where p <- r~P and 
~r <__Tomb. Then in the term order induced by <T and w every element of S is less than any 
term (% 1) with y >r~ and any term (8, 2) with 8 >r~b. 
PROOF. Wehave(p, 1) --<~, (q~, 1) <w (% 1).Also,(~r, 2) -<w (@,2) <~ (3~, 1)since~or <T~b3/. 
A similar argument for (8, 2) completes the proof. 
Finally, we consider solving (*) as finding a minimal element in a GrSbner basis of M 
under a term order adapted to the conditions on a, b and I. 
THEOREM 2.4. Suppose that (*) has a reduced solution (a, b) with a and b relatively prime 
such that ( a, b, I) satisfies wtoc( r r and let w = ( ~, q~ ). Then ( a, b) is the minimal reduced 
solution relative to <w. A constant multiple of ( a, b) appears in any GriSbner basis of M 
under this order. 
PROOF. The previous lemma shows that any reduced solution with leading term less than 
Lt(a, b) also satisfies wtoc(~o, ~). Now Lemma 2.2 provides a contradiction. If M is a 
GrSbner basis of M relative to <w then M contains some reduced element with leading 
term at most Lt(a, b) and by minimality this must be (a, b) up to a constant multiple. 
3. Examples 
As noted in the Introduction we now have an algebraic technique for Pad6 approxima- 
tion. It is instructive to see how this applies even in the 1-variable situation. The following 
example is derived from the calculations indicated in Knuth (1981, Exercise 13, p. 515). 
EXAMPLE 3.1. Let h = 7z3+ 3z2+ z+ 1 in Q[z]. Then there are "essentially" four Pad6 
approximants (a, b) to h modulo I = (z4), namely, 
(h, 1), ( -2z2 + 4z -3 ,  7z -3 ) ,  (z - 1, z2+2z - 1), (1, -2z  a -2z  : -  z+ 1). 
These may be determined according to Proposition 2.4 by finding minimal elements in 
GrSbner bases of the module M generated by {(h, 1), (z 4, 0)} relative to the term orders 
adapted to the weight vectors (1, z3), (z, z 2) (equivalently (1, z)), (z 2, z) (equivalently 
(z, 1)) and (z 3, 1), respectively. 
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The next two examples may be regarded as illustrating Pad6 approximation in two 
variables, or alternatively, as decoding Hensel codes (over F2). In the first we have a 
restriction on the leading terms of a and b in the form of a strong term order condition, 
while in the second we have a total degree condition. 
EXAMPLE 3.2. Let h = y3 +xS+y2+xy +x2+y+x + 1 in F2[x, y]. Suppose that (a, b) exists 
satisfying congruence (*) with Lt(a) <--rXy, Lt(b) <--TY and I generated by the monomials 
of  total degree 4. Thus (a,b, I) satisfies sWc(xy, y). The term order <,  adapted to 
w = (y, xy) (equivalently (1, x)) is 
(1, 1) <w (x, 1) <w (1,2) <w (y, 1) <w (x 2, 1) <~ (x, 2) <~ (xy, 1) <w (y, 2) <~,. . .  
which illustrates Lemma 2.3. The solution module M has as basis given by Theorem 2.1 
the set M={(h,  1), (x 4, 0), (x3y, 0) , . . . ,  (y4, 0)}. Converting this to a basis relative to <w 
we obtain 
{(h, 1), (x 4, 0), (x 3, x3), (xy2+x2y+x3+x2+x+ 1, y+ 1), 
(xy + 1, y+x+ 1), (x2y+x3+x 2,x2)}, 
in which the leading terms of the elements are (y3, 1), (x 4, 1), (x 3, 2), (xy 2, 1), (y, 2), 
(x2y, 1), respectively. Clearly the fifth element in the list is the desired solution. 
EXAMPL~ 3.3. Let h = xy3+x4+y3+xy2+x3+x2+y+ x in F2[x, y]. Suppose that h is the 
Hensel code (Pad6 approximant) for (a, b) relative to the ideal I generated by the 
monomials of total degree 5, where a and b are restricted to have total degree (at most) 
2. Then (a, b, I) satisfies tdc(y 2, y2) and we seek a Gr/Sbner basis for M adapted to the 
weight vector w = (y2, y2) (equivalently (1, 1)). This is just the well-known term-order- 
position order (TO-POS) 
(1, 1) <,~ (1, 2) <w (x, 1) <~, (x, 2) <w.. .  
Converting the basis given in Proposition 2.1 to a basis relative to this order we obtain 
{ ( x3 y + x2 y + x 3, x3 + x2), (0, x4), (x4+ x2 y + x 3, x2), ( xy + y + x, y2 + x + 1), 
(xy2 + x a, xa + xy + x2), (0, x3y ), (y3 + x2y + xy + y + x, y3 + x2y + xy + x + l ) }, 
in which it is clear that the fourth element is the desired solution. 
We end with a 3-variable example which illustrates the use of an ideal I other than 
that generated by monomials of a given total degree and also provides a situation in 
which it is appropriate to use the weak version of the term order condition. In the 
foregoing examples the minimal reduced solution is in fact the solution with least leading 
term reduced or not. This is not the case in the next example. 
EXAMPLE 3.4. Let h =x2yz2+xyz2+x2z2+x2yz+xz2+xyz+x2z+x~y+xz+xy+x2+x 
and suppose that h is invertible in the algebra F2[x,y, z]/I where l is generated by 
{x3+x+l ,y3+y+ 1, z3+ z+ 1}. Finding the inverse of h amounts to solving (*) for (a, b) 
where (a, b, I) satisfies wtoc(1, x2y2z2). Here (a, b, I) does not satisfy stoc(1, x2y2z2). A 
Gr/Jbner basis of M relative to <w where w = (x2y2z 2, 1) is as follows: 
{(1, xy2z2+yZz2+xyz2+yz2), (0, x3+x+ 1), (0, y3 +y + 1), (0, z3+ z+ 1)} 
and so the inverse of h is xy2z2+y2z2+xyz2+yz 2. We observe that the leading terms of 
the last three basis elements are all less than the leading term (xy2z 2, 2) of the first element 
which is the minimal reduced solution. 
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Note added in proof: 
REMARK. The 1-variable technique can be applied to the decoding problem for BCH 
and Goppa error correcting codes, which is essentially the solution of  (*) relative to a 
total degree condition. This prov ides  a new decoding algorithm for these codes (in practice 
equivalent o that based on the extended Euclidean algorithm). 
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