Accurate wind magnitude and direction estimation is essential for aircraft trajectory prediction. For instance, based on these data, one may compute entry and exit time from a sector or detect potential conflict between aircraft. Since the flight path has to be computed and updated on real time for such applications, wind information has to be available in real time too.The wind data which are currently available through meteorological service broadcast suffer from small measurement rate with respect to location and time. In this paper, a new wind estimation method based on radar tracks is developed. An Extended Kalman filter extracts the wind information by observation of the radar tracks in turns. After performing many evaluations in reahtic frameworks, our approach is able to estimate the wind vectors accurately. B y this mean, each aircraft can be seen as a wind sensor when it is turning. Based on those measurements, a global space-time wind field estimation using vector'splines is extrapolated in order to produce wind maps in the area of interest.De underline model for wind field computation is Shallow-Water, which assumes geostrophic wind. The accuracy of this wind map is dependent of the number of aircraft turns in a given zone; then the estimation is better in the terminal area (TMA) than in en-route area because aircraft are tuning more often. Further improvements to the estimation can be made by correlating with meteorological measurements.
Introduction
When an aircraft flies from a city A to a city B, it has to be managed by air traffic controllers in order to avoid collisions with others aircraft. Everyday, about 8000 aircraft fly in the French airspace, inducing a huge amount of control workload. Such a workload, is then spread by the mean of the airspace sectoring. The airspace is divided into geometrical sectors, each of them being assigned to a controller team. When a conflict between two (or more) aircraft is detected, the controller changes their routes (heading, speed, altitude) in order to keep a minimum distance between them during the crossing. All flying aircraft are then monitored during their navigation and so from the departure till the destination. The controller has a 2D visualization of his traffic by the mean of the radar screen. At the beginning of radar air traffic control, civil aviation authority used primary radar. In such a system, the radar send a big electromagnetic impulsion (several mega watt (peak power) during one micro second) in the airspace waiting the echo back. This impulsion propagates at the light speed (c = 300 km per second), touch the aircraft and comes back to the radar with a very low power (some nano watts). Based on the time difference between the two impulsions, it is easy to compute the distance between the radar and the aircraft (diffd,stanc, = 7). This system gives a straight measure of the distance between the aircraft and the radar which is a mix between the 2D geographical distance and the altitude of the aircraft. When controllers used only primary radar, they bad to asked the pilot to give his altitude and his ID in order to identify more precisely the spot they saw on their screen. The secondary radar really improved this system by the mean of active target concept. In this system, the aircraft is not passive anymore (from the radar point of view) but is equipped by an emitter which answer to the radar when the radar beam touch the aircraft. Every time the aircraft is addressed by the radar, the aircraft emitter send back two codes called ModeA and Mod&. Those numbers are coded into octal base and give respectively the ID and the altitude of the aircraft.
When the radar receives back those two pieces of information, it is easy to compute the 2D geographical distance and the altitude of the aircraft. Another radar system, called Mode S, proposes to establish a data link between the radar and the aircraft during the time the aircraft is in the radar beams. This shozt connection enables to downlink some flight data to the ground such like roll angle, true air speed, heading, altitude rate, etc .... and enable to improve the radar tracking [I] .
can be extended by the mean of satellites which are even accessible over the oceans where there is no radar. All those radars deliver raw measures with additional noises coming from electromagnetic perturbations, electronic systems, etc .... Those measures are then filtered by the mean of a tracker filter in order to produce smooth trajectories.
When a controller observes its traffic on the radar screen, he tries to identify convergent aircraft which may be in conflict in a near future, in order to apply maneuvers that will separate them. The problem is to estimate where the aircraft will be located in this near future (5-10 minutes); this process is call trajectoty prediction. This prediction may be also very useful in order to estimate the workload level in control sector to prevent over capacity event. As a mater of fact, it is very useful to estimate when an aircraft will enter a sector in order to compute the associated sector workload and to apply regulation if necessary. When a sector is expected to be overloaded, the aircraft involved in such a process will be speeded up or slow down by the controller in order to adapt the demand to the actual capacity as much as possible. The trajectory prediction depends mainly on the residual noise after filtering (see 121).
the weight of the aircraft, the temperature and the wind. The residual noise is integrated with time with a growing covariance matrice indicating that the estimated position is less and less accurate. The weight of the aircraft is relevant in the flight dynamic model but is still a raw data. The Kalman filter is named after Rudolph E.lEalman
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with a measurement Z ( k ) E Km :
The n.n matrii F ( k ) in the evolution equation 1 relates the state at the present step k to the state at the next step k + 1, in the absence of either a driving function or process noise. The n.p matrix G(k) relates the optional control input &k) E Kp to the state X. The n.m matrix H ( k ) in the measurement equation 2 relates the state to the measurement Z ( k ) .
The random variables ~( k )
and ~( k ) represent the process and measurement noise (respectively). They are assumed to he independent (of each other), centered, white, and with normal probability distributions. Furthermore the optional control i s disturbed by a random variable ~( k )
) which will he supposed to have a normal probability distribution also.
where ' is the transpose operator and 6 , is the Kronecker symbol which is 1 if k = j and 0 if k # j .
We define g(k+ l l k ) E Kn to be the a priori state estimate at step k+ 1 given knowledge of the processpriortostepk+l, a n d~( k + l / k + I ) € X -" to he the a posteriori state estimate at step k + 1 given measurement Z(k+ I).
error as :
We can then define a priori and a posteriori estimate
The a priori estimate error covariance is then:
and the a posteriori estimate error covariance is: 
-
[~( k + l ) P ( k + l / k ) H ( k + l ) T + R ( k + l ) ] -'
Looking at equation 9 we see that as the measurement error covariance R_(k + 1) approaches zero, the gain K ( k + I) weights the residual more heavily. Specifically :
On the other hand, as the a priori estimate error covariance P(k+ l/k) approaches zero, the gain K ( k + 1) weights the residual less heavily. Specifically :
As the measurement error covariance R(k+ I), the actual measurement Z ( k + 1) is "trusted' more and more, while the predicted measurement H.g(k+ I l k ) is trusted less and less. On the other hand, as the a priori estimate error covariance P ( k + I l k ) approaches zero the actual measurement Z ( k + 1) is trusted less and less, while the predicted measurement H_.g(k+ I l k ) is trusted more and more.
form of feedback control : the filter estimates the process state at some time and then obtains feedback in the form of (noisy) measurements. As such, the equation for the Kalman filter fall into two groups : time update equations and measurement update equations. The time update equations are responsible for projecting forward (in time) the current state and error covariance estimates to obtain the a priori The Kalman filter estimates a process by using a estimates for the next time step. The measurement update equations are responsible for the feedback -i.e. for incorporating a new measurement into the ii priori estimate to obtain an improved estimate. The time update equations are the following :
The first equation is the state prediction and the
The measurement update equations are the second one gives the associated covariance.
following :
The first task during the measurement update is to compute the Kalman gain, K ( k + I). The next step is to actually measure the process to obtain Z ( k + 1 ), and then to generate an a posteriori state estimated by incorporating the measurement. The final step is to obtain an a posteriori error covariance estimate.
process is repeated with the previous a posteriori estimates used to project or predict the new a priori estimate. In order to initiate the process, the first initial state and the associated covariance has to be set up. Usually, the first state is build with an initial measure and the associated covariance is set up with the measure covariance or with a big values, because the filter has no confidence in its initial state (it comes from a measure). with a measurement Z(k) E xm that is :
where the random variable y ( k ) and ~( k ) again represent the process and measurement noise. 
Models

Model without Command
aircraft are flying at constant speed and are turning with a constant air turning rate o,(k). This tuming rate is also supposed to be always known without noise. This last hypothesis will enable to use the linear form of the Kalman filter. The wind is also supposed to he constant. This simple model will show that wind can be extracted by observing the radar tracks in the turns.
The model used for this application supposes that
The state vector is given by : (for having shorter equations) but the extension to the third dimension can be done without problem.
X ( k )
=
The experimentation have been done in 2 dimensions
The measure vector consists in the radar position:
X ( k + 1) = F ( k ) . X ( k ) + v ( k ) (22)
The stmcture of the system is the following : 
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where PO is the distance between the aircraft and the radar, BO is the azimuth of the aircraft. This model will extract the wind from the radar observations by using a filtered downlinked air tuming rate. When such a tuming rate is not filtered, it can he included in the command of the filter in order to build a more realistic filter which is presented now in the following section.
Model with Command model ;
The state vector is the same as in the previous
The measure vector consists in the radar position and the True Air Speed measures :
and the command vector is build with the air tuming rate y ( k ) and the acceleration of the aircraft y ( l ) :
The measure Km(k),T,,(k) and the comma& U ( k ) are supposed to be downlinked from the aircraft. The model is now non linear and has the following structure : The wind estimation is summarized on the figure 3.
Figure 1. Test Framework
The first trajectory used for our applications is built with 3 straight lines (10 minutes for each) connected with tums as it can be seen on figure 2. 
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As it can he noticed on the figure, the filter begin to converge to the right wind after the first turn (6OOsec). Before, it is not able to estimate the wind because the rebuilt speed may come from the aircraft speed only or from the aircraft speed and the wind. The wind estimation accuracy given by the filter is close to zero showing the model is strongly adapted to the simulation. Unfortunately, this model is only adapted to constant speed trajectory with a full knowledge of the air tuming rate. A more realistic framework consist in using trajectories with acceleration and noisy downlinked data such as acceleration rate and air tuming rate. This model is able to track any kind of trajectories and to produce the right estimation of the wind. This model with command has been detailed in the previous section*.
In order to make run such a filter, information about the noise in the command u ( k ) has to he known to build the covariance matrix N(k). The The residual wind estimation error is given on figure 5 . As it can be noticed on this figure the wind estimation is about 0.05krs for the speed and 0.1' for the direction. where OW is the maximum change of averaged wind speed between two samples and will fix the new accuracy of the filter (a regular value is about 0.5krs). This last filter is really adapted for the wirid estimation based on the radar tracks. It can address any commercial evolution aircraft and produce accurate wind estimations.
in the airspace (where the aircraft are located), the next step consist in the global wind field interpolation based on the meteorological model called "Shallow-Water". This model is described in 1161 and the associated discretization in given in 1171.
Having now some wind estimations on some points
Vector Spline Interpolation
Shallow Water Wind Model each p i n t . We will assume in the following that area of interest is located high enough above the ground level so that viscous effects are negligibles. Assume furthermore that wind field is two dimensional (that is does not depends on altitude). Then the evolution of V is described by the system of equations :
Let V be the vector field giving the wind velocity at We will week for a with : . U" = a. The constraints that X(x;,t;)=vi,i=l ... n may thusberewrittenas:
and find the right expression for cn(t,u). In the case I = R and wind fields of finite energy over time, which is much more tractable than the point version. Introducing Lagrange multipliers (E;) From now, only numeric evaluations of the kemel can be made, based on finding finite elements approximations of the eigenfunctions, then truncating the infinite sum in the kernel expansion at an order where residual is low enough. This yields a piecewise polynomial approximate kemel, which can be computed once and used afterwards (note that if the kemel is computable, finding the wind field expansion is done by solving a linear system).
Conclusion
This paper has given a new approach for extracting the wind information from the radar tracks. A first linear model has been used to demonstrate that tum observations are enough to estimate the wind around the &craft. The estimation is only possible if the air tuming rate is available at any time. In order to address more realistic trajectories, a second model with downlinked commands has been presented and tested on simulation with acceleration giving good results. This non-linear model has been linearized in order to make run an Extended Kalman Filter.
Having wind measures spread in the airspace, the second part of the paper propose an extrapolating method using vector splines. Based on the differential operator of the Sallow-Water model and the observations produced by the Kalman filters, this method build a vector field using kernel functions.
The associated eigenfunctions ($I,,) have to be computed numerically on each point of the grid where the vector field has to be computed. It must be noticed that the Shallow-Water is only valid above 2000m; this means this method may be used mainly for En-Route traffic.
