Abstract. The problem of approximating/tracking the value of a Wiener process is considered. The discretization points are placed at times when the value of the process differs from the approximation by some amount, here denoted by η. It is found that the limiting difference, as η goes to 0, between the approximation and the value of the process normalized with η converges in distribution to a triangularly distributed random variable.
Introduction and preliminaries
An adaptive approximation scheme of the Wiener process is considered. The discretization points are placed at times when the value of the true process differs from the approximation by some amount, here denoted by η. This can be seen as a control problem where we want to track the true value of the process with our approximation, and where both the process and its approximation are fully observable. The approximation strategy presented here may be feasible when discretization is associated with some cost that should be kept low. Examples of related problems is that of discrete time hedging of derivative contracts in financial markets (see e.g. Geiss and Geiss (2006) ) and certain space-time discretization schemes of stochastic differential equations (see e.g. Milstein and Tretyakov (1999) ).
Let X be a diffusion process defined by X t = σW t , where W denotes a one dimensional standard Wiener process. Define, for some η > 0, a sequence of stopping times {t may also be seen as a renewal-reward process, but with a reward that takes the values −η and η with equal probability.
The aim of this work is to investigate the asymptotic behavior of (X t − X ϕ η t )/η as η approaches 0. It will be seen that this quantity converges, pointwise for each t > 0, in distribution to a stochastic variable which is triagularly distributed.
Before we end this section we will state some resluts regarding barrier crossings and renewal processes. The main result is presented in Section 2. In Section 3 we perform a simulation study and investigate the transition to the limiting distribution.
1.1. The Wiener process with two absorbing barriers. Since the components of the sequence {τ η i } i≥1 are independent and identically distributed, we will let τ η denote a stochastic variable with the same properties as these τ η i 's, and which may be characterized by
Now, consider the process X absorbed in −η and η, that is X t∧τ . The transition density of this process, from X 0 = 0, may be represented by (see Cox and Miller (1965) )
. This transition density may also be expressed as an infinite sum over Gaussian kernels (see Cox and Miller (1965) )
Proof. a) Define the functions g 
Moving the integral inside of the sum in G n (t, 0) and performing the integration over R + we get the sum lim n↑∞ n k=1 8/(k 2 π 2 σ 2 ) = 4/(3σ 2 ), and hence lim n↑∞
is dominated by the integrable function lim n↑∞ G F n (t, 0) and by the dominated convergence theorem it follows that
Moving the integral inside of the sum on the right hand side the claim is proved.
, the claim now follows from the bounded convergence thorem.
Eqn. (4) Define the functions g
Since each term in G G,1 n is positive and each term in G G,2 n is negative it holds that
n+1 (t, x). The claim now follows by Lebesgues monotone convergence theorem.
Lemma 2. It holds that
Proof. From Lemma 1 a) we have that
The idea is to find a function that can be expressed as a series which corresponds to the above sum. Let s 1 = 1/2 and s 2 = (x + 1)/2, then
Define the function h s by
The Fourier Cosine coefficients of h s are given by
Assume that x ∈ [0, 1], then 0 ≤ s 1 ≤ s 2 ≤ 1 and
Repeating the argument with x ∈ [−1, 0] yields the result.
One important property in the theory of renewal processes is that of direct Riemann integrability of a function. A function function H(·) is said to be directly Riemann integrable over [0, ∞) if for any h > 0, the normalized sums
converge to a common finite limit as h ↓ 0 (see chapter 4.4 in Daley and Vere-Jones (1988) ).
Lemma 3. The function p 1 (t, x) is directly Riemann integrable with respect to t for each x ∈ [−1, 1].
Proof. We will start by considering the case when x = 0. The function p 1 (t, 0) is directly Riemann integrable if p 1 (t, 0) is nonegative, monotonically decreasing and Lebesgue integrable (see chapter 4.4 in Daley and Vere-Jones (1988) ). Since each term in the representation (3) is nonegative and monotonically decreasing for x = 0 so is p 1 (t, 0), and by Lemma 2 the integral of p 1 (t, 0) over [0, ∞] is given by ∞ 0 p 1 (t, 0)dt = 1 and thus p 1 (t, 0) is Lebesgue integrable which proves that p 1 (t, 0) is directly Riemann integrable.
Next let x ∈ [−1, 1] \ {0}. The function p(t, x) is directly Riemann integrable with respect to t if p 1 (t, x) ≥ 0, p(t, x) is uniformly continuous in t and bounded from above by a monotonically decreasing integrable function (see chapter 4.4 in Daley and Vere-Jones (1988) ). Since p(t, x) is a probability distribution for each t it is clear that p(t, x) ≥ 0. To show uniform continuity we will split the interval [0, ∞) into two parts, say [0, 1] and [1, ∞), and show that p 1 (t, x) is uniformly continuous on each part. For the interval [0, 1] we will use the representation (4). Let g G k and G G n be defined as in the proof of Lemma 1. It is clear that each g G k is uniformly continuous in t and thus also G G n is uniformly continuous for each n < ∞. If we can shown that G G n (t, x) for each x ∈ [−1, 1] \ {0} converges uniformly with respect to t over [0, 1] as n ↑ ∞, then also the limit p(t, x) will be uniformly continuous.
According to Weierstrass M-test, if there is a series of constants M k such that
is bounded and it is easily seen that the functions g G k may be bounded by C/(1 + k 2 ), for some bounded constant C, and which is clearly convergent. Hence, for each x ∈ [−1, 1] \ {0}, p(·, x) is uniformly continuous in [0, 1] . To show uniform continuity in [1, ∞) we will use the representation (3). Let t ≥ 1, then
where we used the inequalites e −y ≤ y −2 and |e −y − 1| ≤ y which holds for y ≥ 0. Hence for every ǫ > 0 we may chose δ such that δ < 4σ 2 ǫ/3 which holds for every t in [1, ∞). Hence p 1 (·, x) is also uniformly continuous in [1, ∞), which together with the previous result yields that p(·, x) is uniformly continuous in [0, ∞). In the proof of Lemma 1 we showed that p(t, x) ≤ p(t, 0), and that p(t, 0) is a monotonically decreasing Lebesgue integrable function. Hence, p(t, x) is also directly Riemann integrable with respect to t for x ∈ [−1, 1] \ {0}, which together with the first result of this proof yeilds that p(t, x) is directly Riemann integrable for x ∈ [−1, 1].
The next two lemmas regards properties of the random variable τ η defined earlier in this section. Let F τ η denote the distribution function of τ η . Lemma 5 states that that τ η has a density, which we will denote by f τ η .
Lemma 4. The expectation of τ η is given by
, where x 0 denotes the initial point of the process. The function g satisfies the following ordinary differential equation (see Cox and Miller (1965) 
The solution to this problem, with x 0 = 0, is given by g(0) = η 2 /σ 2 , as was to be shown.
Lemma 5. The random variable τ η has a density, denoted by f τ η , that may be represented as
Proof. In this proof we will use the representation (4). Let g G k and G G n be defined as in the proof of Lemma 1. By the use of Lemma 1 for t ∈ [0, ∞)
If each term in the sum above is differentiable on [0, ∞) and
Calculating the integral and differentiating with respect to t we get for each term in (5)
The maximum of the function e
. For the first term in the expression above we get that
which may be bounded by C/(1 + k 2 ), where C is a bounded constant. In a similar manner it can be shown that the rest of the terms in (6) may also be bounded by C/(1 + k 2 ), and thus
2 ) is a convergent series by Wierstrass M-test the sum (5) converges uniformly on [0, ∞), and hence, the density, f τ η , may be represented by the sum (6). Since the terms in the sum of (6) could be bounded by 4C/(1 + k 2 ) we have that |f τ η (t)| ≤ 4C
1.2. Renewal processes. In this paragraph we will focus on a renewal process denoted by N with idenpendent and identically distributed interarrival times {τ i } i≥1 . Define the renewal function M by M t = E[N t ], and let µ denote the mean time between renewals, that is µ = E[τ i ], which holds for all i ≥ 1. Next, we will state the key renewal theorem that will be needed later on.
Lemma 6 (Key renewal theorem). If H(·) is a directly Riemann-integrable function then
Proof. See e.g. Daley and Vere-Jones (1988) .
Let F τ denote the common distribution function of the stochastic variables τ i . Since the components of {τ i } i≥1 are idependent and identically distributed the distribution function of the sum k i=1 τ i may be represented by the k-fold convolution of F τ (here denoted F * k τ ), i.e.
Lemma 7 (Theorem 5.4 in Heyman and Sobel (1982) ). There exists a one-to-one correspondence between F τ and M , and M has the representation
Under the assumption that F τ has a density (here denoted f τ ) we have that
where f * k τ is the k-th convolution of the density function f τ . We may now define the renewal density m by
Main result
In this section we state and prove the main result of this paper. To ease the notation in the proof we will let
where Λ is a stochastic variable with density function given by
Because of the time homogeneity of the process X the following equality in distribution holds
Consequently the density function of Y η t (u) can be expressed as
The distribution function of Z η t is given by
The probability in the last term of the above expression can be rewritten as
where f τ η (which exists due to Lemma 5) is the density function of τ η , and f * k τ η denotes the k-th convolution of f τ η . Differentiating the above expression with respect to u yields
This gives us that
Using the scaling property of the Brownian motion the following two relations are easily deduced
The first of the two relations above yields
and consequently In Figure 2 the Wasserstein distance between the empirical distribution and the triangular distribution as well as the distance between the empirical distribution and the normal distribution (10), at t = 0.5, as a function of η is depicted. Note that in the case of the normal distribution (10) not only the empirical distribution but also the normal distribution that we compare with is dependent of η. It is seen that for η smaller than 1.25 the empirical distribution is relatively close to the triangular distribution whereas for values over 2.25 it is close to the normal distribution (10). For η in the interval (1.25, 2.25) the distribution is probably better explained by a mixture of the two distributions. The small offset from zero for small values of the distance is due to the variance of the monte carlo simulation.
From (9) it is clear that it is possible to fix η and instead of letting η approach zero let t approach infinity. To capture this we have plotted the variance of Z η t /η as a function of t for a couple of different values of η (see Figure 3) . The constant 1/6, that is the value of the variance of the triangularly distributed random variable, is also plotted in the figure. As expected it is seen that for low values of η the limiting variance of 1/6 is attained much faster than for higher values of η. From the argumentation above regarding high values of η it is also clear that for low values of t the distribution is approximately normal. Hence, the slope of the lines near zero is given by 1/η 2 , as is seen in the figure.
