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Abstract
In this thesis we present contributions in the ﬁeld of the applications of quantum ﬁeld theo-
ries techniques to condensed matter models. In chapter 3 we investigate on the non covariant
fermionic determinant and its connection to Luttinger liquids. We address the problem of
the regularization of the theory. In chapter 4 we treat spin ﬂipping interactions in the non
local Thirring model and we obtain an eﬀective bosonic actions that describe separated spin
and charge degrees of freedom. In chapter 4 we apply the self consistent harmonic approx-
imation to previously derived bosonic action and we obtain potential depending equations
for the spectrum gap. In chapter 5 we include spin-orbit couplings and compute correlations
functions. We show that the spin orbit interactions modify the exponents and the phase
diagram of the system and makes new susceptibilities diverge for low temperature. Finally
in chapter 6 we summarize the main results and the conclusions.
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Cap´ıtulo 1
Introduccio´n
La descripcio´n de sistemas de fermiones altamente correlacionados es un problema central
de la f´ısica de materia condensada. Durante las de´cadas pasadas, diversos experimentos
llevados a cabo en diferentes clases de materiales mostraron que la alta correlacio´n es un
ingrediente fundamental a considerar para la comprensio´n de sus propiedades f´ısicas. Entre
otros podemos mencionar sistemas de efecto Hall, superconductores de alta Tc, y diversos
metales, superconductores y aisladores orga´nicos. Por otro lado, el tratamiento teo´rico de
estos sistemas constituye una tarea formidable. Las ideas ba´sicas acerca del comportamiento
de los electrones en materiales son conocidas, al menos intuitivamente, desde hace muchos
an˜os. En aparente contradiccio´n con lo expresado ma´s arriba, Sommerfeld [1] mostro´ que el
comportamiento lineal del calor espec´ıﬁco de los metales a bajas temperaturas, al igual que
el comportamiento asinto´tico a bajas temperaturas de la resistividad y de la conductividad
o´ptica pod´ıan ser entendidos suponiendo que los electrones en el metal se comportaban como
un gas de fermiones no interactuantes. Simultaneamente, Pauli [2] calculo´ la susceptibilidad
paramagne´tica de electrones libres y hallo´ que es independiente de la temperatura, en perfecto
acuerdo con los experimentos. Al mismo tiempo, a partir de los trabajos de Bloch [3] y
Wigner [4], se encontro´ que las energ´ıas de interaccio´n de los electrones en el rango meta´lico
de densidades era comparable a la energ´ıa cine´tica.
La resolucio´n de esta paradoja surgio´ con los trabajos de Landau [5, 6] donde se intro-
dujeron las ideas fundamentales que dominar´ıan la visio´n de los sistemas interactuantes en
materia condensada hasta nuestros d´ıas. Landau postulo´ que los sistemas en interaccio´n
evolucionan a partir de los sistemas libres al conectar la interaccio´n de manera adiaba´tica.
Y que los estados de part´ıculas en el sistema no interactuante se corresponden uno a uno
con estados de cuasipart´ıculas o excitaciones elementales en el sistema en interaccio´n, es
decir que poseen los mismos nu´meros cua´nticos. Existen sin embargo algunas restricciones:
la ma´s importante impone que so´lo pueden considerarse excitaciones en una escala de en-
erg´ıa pequen˜a comparada con la energ´ia de Fermi. Esta restriccio´n sin embargo nada dice
acerca de la intensidad de las interacciones que ocurren entre los electrones; e´stas pueden
ser arbitrariamente fuertes. De all´ı que los sistemas fuertemente interactuantes que pueden
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tratarse con esta teor´ıa se comportan cualitativamente como sistemas libres, con para´metros
renormalizados por las interacciones. Sin embargo, las propiedades de baja temperatura de
muchos materiales que exhiben este tipo de comportamiento, poseen coeﬁcientes que diﬁeren
hasta un factor de 103 respecto de los valores para electrones libres. Por otro lado los esta-
dos en el sistema libre e interactuante deben tener la misma simetr´ıa, y adema´s, al conectar
la interaccio´n no deben formarse estados ligados. Estas restricciones impiden atacar con
este formalismo problemas tales como el ferromagnetismo o la superconductividad, que se
caracterizan justamente por esos efectos.
La teor´ıa microsco´pica que respaldo´ esta teor´ıa fenomenolo´gica pronto se desarrollo´ a
partir de un Hamiltoniano fermio´nico con interacciones de dos cuerpos [7]. En general
los objetos de intere´s son las funciones de Green G(k, ω); si se las conoce para todos los
valores de k y ω, pueden obtenerse en principio todas las propiedades termo´dinamicas del
sistema. Su comportamiento a bajas energ´ıas y grandes longitudes de onda esta´ relacionado
con el estado fundamental y los estados excitados ma´s bajos, y como el espectro de baja
energ´ıa esta´ determinado cualitativamente por unos pocos para´metros universales como la
dimensio´n, simetr´ıas y leyes de conservacio´n, el comportamiento infrarojo de las funciones de
Green permite efectuar una clasiﬁcacio´n de los sistemas de muchos cuerpos en interaccio´n.
En la mayor´ıa de las situaciones de intere´s es imposible calcular las funciones de Green
en forma exacta, de modo que es necesario recurrir a me´todos aproximados. El enfoque
usual consiste en hacer un desarrollo perturbativo de G(k, ω) en potencias de la interaccio´n.
En los llamados l´ıquidos de Landau Fermi, este enfoque perturbativo es posible, y aunque
para interacciones fuertes deben sumarse inﬁnitos ordenes del desarrollo, las integrales gen-
eradas en la expansio´n perturbativa esta´n libres de divergencias. Este desarrollo arroja como
resultado aproximado
G(k, ω + i0+) ≈ Zk
ω − ξ˜k + iγk
, (1.1)
para la funcio´n de Green retardada con k en la vecindad de la superﬁcie de Fermi. El nu´mero
Zk es el llamado residuo de la cuasipart´ıcula, y la energ´ıa ξ˜k es la energ´ıa de excitacio´n de
una cuasipart´ıcula. Como en general los l´ıquidos de Landau Fermi son metales, ξ˜k no debe
tener gap. Esto signiﬁca que existe una superﬁcie en el espacio k en la que ξ˜k = 0, lo que
deﬁne la superﬁcie de Fermi, y ZkF representa la magnitud del salto de la distribucio´n de
momentos en dicha superﬁcie. La energ´ıa γk puede identiﬁcarse con el amortiguamiento de
la cuasi-part´ıcula (o lo que es lo mismo, τk = 1/γk con su tiempo de vida). No´tese que
en el plano complejo ω, G(k, ω + i0+) posee un polo simple en ω = ξ˜k − iγk con residuo
Zk. La funcio´n de Green de los electrones no interactuantes, denotada G0(k, ω), puede
obtenerse como caso especial de la Ec. (1.1) tomando Zk = 1, γk = 0 e identiﬁcando ξ˜k con
la dispersio´n del sistema sin interacciones. En este caso el polo simple en ω = ξ˜k − i0+ con
residuo unidad representa la propagacio´n no amortiguada de una part´ıcula con energ´ıa ξ˜k.
El correspondiente polo en la funcio´n de Green del l´iquido de Fermi en interaccio´n se asocia
con el llamado polo de la cuasipart´ıcula. El punto importante es que en la vecindad del
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polo de la cuasipart´ıcula, las funciones de Green del sistema interactuante poseen la misma
estructura que las del sistema libre. Si deﬁnimos la autoenerg´ıa Σ(k, ω) como
Σ(k, ω) = [G0(k, ω)]
−1 − [G(k, ω)]−1 , (1.2)
entonces las cantidades Zk, ξ˜k y γk pueden calcularse de las derivadas de la autoenerg´ıa.
En algunos casos, sin embargo, la aplicacio´n de esta maquinaria conduce a integrales
divergentes en la expansio´n perturbativa de Σ(k, ω). El colapso del desarrollo perturbativo
es un indicador de que la funcio´n de Green de la teor´ıa en interaccio´n no se relaciona ma´s
en forma simple con la funcio´n de Green de la teor´ıa libre, por ejemplo por la existencia de
polos mu´ltiples o de singularidades no algebraicas, lo que impide deﬁnir las cuasipart´ıculas.
En este caso el sistema no puede ser un l´ıquido de Fermi.
En an˜os ma´s recientes, el intere´s en sistemas en una dimensio´n espacial se vio incrementa-
do debido a la realizacio´n experimental de materiales en los cuales el movimiento electro´nico
correlacionado se encuentra efectivamente conﬁnado a una dimensio´n. Podemos citar como
ejemplos nanotubos de carbono [8], estados de borde en sistemas de efecto Hall [9–11], con-
ductores orga´nicos [12], heteroestructuras semiconductoras (alambres cua´nticos) [13], etc.
Al intentar aplicar la teor´ıa del l´ıquido de Fermi a tales sistemas, se arriba a los problemas
antes mencionados. El modelo ma´s sencillo considerado con el objeto de describir el estado
meta´lico normal de estos sistemas es el modelo de Tomonaga-Luttinger [14–16]. Como vere-
mos en el cap´ıtulo siguiente, este modelo es exactamente soluble, sus funciones de correlacio´n
pueden ser calculadas, y todas sus propiedades se vuelven accesibles, por ejemplo el espectro
de bajas energ´ıas resulta lineal y sin gap. Las excitaciones fundamentales no son ma´s las
cuasipart´ıculas, sino ﬂuctuaciones boso´nicas colectivas independientes de grados de libertad
de carga y spin. Esta independencia entre ambos se denomina separacio´n spin-carga [17].
El colapso de la teor´ıa de Landau del l´ıquido de Fermi en este modelo puede entenderse al
observar el comportamiento de su funcio´n de Green, que presenta un decaimiento algebraico
no universal, es decir, el exponente del decaimiento depende de las interacciones. Adema´s
el ca´lculo de la distribucio´n de momentos tambie´n arroja un comportamiento algebraico en
las proximidades de la superﬁcie de Fermi, y se vuelve continuo en dicha superﬁcie, au´n a
temperatura cero.
Haldane [18] conjeturo´ que este conjunto de propiedades no es exclusivo del modelo de
Tomonaga-Luttinger, sino que son propiedades gene´ricas del estado meta´lico normal de sis-
temas de electrones interactuantes en una dimensio´n. Ma´s au´n, llamo´ L´ıquidos de Luttinger a
estos sistemas, y propuso que el modelo de Tomonaga-Luttinger es su l´ımite a bajas energ´ıas,
en el mismo sentido en el que el gas de Fermi es el modelo libre sobre el que se construye
el l´ıquido de Fermi. La inclusio´n de interacciones que sacan al sistema del punto ﬁjo del
l´ıquido de Luttinger, como dispersio´n hacia atra´s o umklapp generan gaps en los espectros
de carga o spin, y dependiendo de los valores de los acoplamientos pueden ocurrir transi-
ciones de fase entre un estado sin gap de tipo L´ıquido de Luttinger y otros con gaps en los
espectros de carga o spin, por ejemplo la llamada transicio´n metal aislador de Mott [17]. La
importancia de los l´ıquidos de Luttinger recobro´ ı´mpetu hace pocos an˜os desde la propuesta
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de Anderson de que poseen propiedades que son semejantes a la de los superconductores de
alta temperatura cr´ıtica [19, 20].
La correspondencia entre teor´ıa y experimento para estos sistemas unidimensionales se
ha visto puesta a prueba en diversos materiales. Las leyes de potencia de funciones de
correlacio´n se han veriﬁcado en muchos de ellos, por ejemplo en las Ref. 21–23 mediante
propiedades de transporte. Sin embargo la separacio´n spin-carga ha sido ma´s elusiva, y las
pruebas ma´s convincentes son muy recientes [24].
El marco teo´rico en el cual se da tratamiento a estos sistemas se encuentra ı´ntimamente
vinculado a los formalismos utilizados en teor´ıa cua´ntica de campos y en el tratamiento de
las interacciones fundamentales de la naturaleza. La bosonizacio´n abeliana, o trasmutacio´n
de fermiones en bosones, es la te´cnica construida para la resolucio´n original del modelo de
Tomonaga-Luttinger en materia condensada [16, 25, 26], y fue desarrollada en paralelo con
la te´cnica del mismo nombre en teor´ıa de campos [27–29]. E´sta se aplico´ a la resolucio´n del
modelo de Thirring, y el modelo de Thirring masivo, que son versiones en el lenguaje de la
teor´ıa de campos del modelo de Tomonaga-Luttinger. Ma´s tarde, a partir del trabajo de
Fujikawa [30], la te´cnica de bosonizacio´n en teor´ia de campos se extendio´ para ser aplicada en
el contexto de las integrales funcionales [31,32], y un proceso equivalente ocurrio´ en materia
condensada [33, 34]. Ma´s espec´ıﬁcamente, la bosonizacio´n funcional se aplico´ en la Ref. 35
al estudio de una versio´n del modelo de Thirring, en la que se modiﬁco´ el acoplamiento entre
las corrientes fermio´nicas para dar lugar a la posibilidad de una interaccio´n no local. En
la Ref. 36 se aplico´ dicha formulacio´n al ca´lculo de las funciones de Green del modelo con
interacciones de largo alcance, ma´s espec´ıﬁcamente de tipo columbiano.
En esta tesis presentamos contribuciones originales en el campo de las aplicaciones de
las teor´ıas cua´nticas de campos a la formulacio´n de modelos de materia condensada en los
que el spin electro´nico juega un rol crucial. En particular nos concentramos en el modelo de
Tomonaga-Luttinger con spin y dos extensiones posibles: interacciones de inversio´n de spin,
y acoplamiento spin-o´rbita [37, 38]. Adema´s estudiamos problemas que surgen al realizar
la bosonizacio´n de teor´ıas de materia condensada en el marco de la integral funcional. El
plan es el siguiente: en el cap´ıtulo 2 presentamos la bosonizacio´n en el marco operacional
en forma detallada, y la aplicamos al estudio de modelos concretos de teor´ıas de muchos
cuerpos en baja dimensio´n. Para esto seguimos la bibliograf´ıa esta´ndar [17, 39, 40]. En el
cap´ıtulo 3 analizamos las ambigu¨edades que se presentan en la bosonizacio´n debido a los
necesarios mecanismos de regularizacio´n que deben implementarse, particularmente cuando
la teor´ıa bajo estudio no posee la invarianza de Lorentz de las teor´ıas de campos usuales, y
allanamos el camino para estudiar teor´ıas ma´s complejas de materia condensada mediante
bosonizacio´n funcional [41]. En el cap´ıtulo 4 atacamos uno de esos modelos: el modelo de
Thirring no local con dos especies de fermiones, que es una versio´n de teor´ıa de campos
del modelo de Tomonaga-Luttinger con spin. Consideramos adema´s el efecto de an˜adir al
Lagrangiano te´rminos de inversio´n de spin. Obtenemos una accio´n boso´nica efectiva que
representa oscilaciones de densidad de carga y de spin de forma independiente; la funcio´n
de particio´n resulta factorizada, dando lugar a la separacio´n spin-carga [42]. En el cap´ıtulo
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5 examinamos la aproximacio´n armo´nica autoconsistente y su utilizacio´n en el marco de la
integral funcional y las teor´ıas de materia condensada. Hallamos una fo´rmula para el gap
de las excitaciones del sector de spin del modelo estudiado en el cap´ıtulo anterior, como
funcio´n de potenciales arbitrarios de interacciones electro´n-electro´n de tipo dispersio´n hacia
adelante [42]. En este cap´ıtulo proponemos adema´s un nuevo me´todo para determinar el
para´metro inco´gnita asociado a la aproximacio´n y lo aplicamos al estudio del re´gimen de
escala del modelo de Ising en 2D fuera del punto cr´ıtico y en presencia de un campo magne´tico
h [43]. En el cap´ıtulo 6 calculamos funciones de correlacio´n en sistemas unidimensionales
de electrones en interaccio´n en los que los grados de libertad de carga y spin se encuentran
acoplados a trave´s de la interaccio´n spin-o´rbita. Este acoplamiento esta´ representado por
una asimetr´ıa en el espectro libre de los electrones. Estudiamos ﬂuctuaciones de tipo ondas
de densidad de carga y spin, y de tipo superconductor singulete y triplete. Mostramos
que la interaccio´n spin-o´rbita modiﬁca los exponentes del decaimiento de las funciones de
correlacio´n y el diagrama de fases del sistema. Adema´s encontramos que susceptibilidades
que eran ﬁnitas a bajas temperaturas, se vuelven divergentes cuando la interaccio´n spin-
o´rbita es suﬁcientemente intensa [44]. Para concluir, en el cap´ıtulo 7 reunimos los resultados
ma´s destacados y las conclusiones.
Finalmente queremos mencionar que las investigaciones realizadas en esta tesis se com-
plementan con los estudios del modelo de Tomonaga Luttinger sin spin realizados en las Ref.
45 y 46. En la primera se estudio´ el efecto de interacciones de tipo dispersio´n hacia adelante
y umklapp no locales, y la generalizacio´n de la ecuacio´n del gap a estos casos, y en la segunda
se considero´ la asimetr´ıa en el espectro libre, pero en el caso simpliﬁcado de electrones sin
spin.
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Cap´ıtulo 2
Bosonizacio´n
Presentaremos una derivacio´n exhaustiva de la te´cnica de bosonizacio´n en el
marco operacional. Seguiremos las referencias usuales para mostrar la equiva-
lencia entre operadores fermio´nicos y operadores boso´nicos. Este es el punto de
partida para el estudio de teor´ıas de materia condensada en una dimensio´n.
2.1 Equivalencia entre operadores fermio´nicos y boso´-
nicos
2.1.1 Campos fermio´nicos
Tomemos una teor´ıa que puede formularse en te´rminos de un conjunto de operadores de
creacio´n y de aniquilacio´n fermio´nicos en una dimensio´n espacial, que satisfacen relaciones
cano´nicas de anticonmutacio´n {
ckrs, c
†
k′r′s′
}
= δkk′δrr′δss′. (2.1)
Estos operadores esta´n etiquetados por los ı´ndices r, que distingue part´ıculas que se mueven
a la derecha (r = +1) o a la izquierda (r = −1), s que en general puede referirse a M
especies de fermiones, por ejemplo en problemas de mu´ltiples cadenas, pero que usualmente
se utilizara´ para indicar el spin electro´nico (s = +1 para spin para arriba y s = −1 para
spin para abajo), y un ı´ndice discreto y no acotado k que denota el momento (o nu´mero de
onda), de la forma
k =
2π
L
(
nk − 1
2
δb
)
, con nk ∈ Z y δb ∈ [0, 2). (2.2)
Aqu´ı L es la longitud asociada al taman˜o del sistema y δb es un para´metro que determina las
condiciones de contorno del problema. k usualmente etiqueta las autoenerg´ıas ǫk del sistema
libre (con ǫ0 correspondiente a la energ´ıa de Fermi ǫF). Que este ı´ndice sea discreto y no aco-
tado es un requisito indispensable para realizar una derivacio´n rigurosa de las identidades de
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bosonizacio´n. Estas identidades son independientes de un problema espec´ıﬁco como puede
serlo el modelo de Tomonaga-Luttinger, o el problema de Kondo; y de la relacio´n de disper-
sio´n ǫk. Esto es posible porque dichas identidades son igualdades entre operadores, es decir,
va´lidas cuando actu´an sobre cualquier estado del espacio de Fock. Son independientes en-
tonces del Hamiltoniano, cuya forma detallada so´lo se vuelve relevante al calcular funciones
de correlacio´n. Su aplicacio´n a modelos ma´s concretos sera´ analizada ma´s adelante. En esta
seccio´n seguiremos en detalle la exposicio´n hecha en la Ref. 39 con dos diferencias mı´nimas:
un cambio en la normalizacio´n, para adecuarla a las aplicaciones de materia condensada ma´s
usuales, y la inclusio´n expl´ıcita del ı´ndice r, debido a que ciertos conmutadores dependen
expl´ıcitamente de e´l (en la mencionada referencia se lo incluyo´ junto con el ı´ndice s en un
u´nico ı´ndice η = 1, ...,M).
Comenzando por el dado conjunto de operadores de destruccio´n ckrs con las propiedades
(2.1) y (2.2) deﬁnimos un conjunto de campos fermio´nicos de la siguiente manera:
ψrs(x) =
1√
L
∞∑
k=−∞
eirkxckrs, ψ
†
rs(x) =
1√
L
∞∑
k=−∞
e−irkxc†krs, (2.3)
donde x ∈ [−∞,∞] es la variable espacial. Sus inversas son
ckrs =
1√
L
∫ L
0
dx e−irkxψrs(x), c
†
krs =
1√
L
∫ L
0
dx eirkxψ†rs(x). (2.4)
Los operadores ψrs satisfacen las condiciones de contorno
ψrs(x+ L) = e
iπδbψrs(x) y ψ
†
rs(x+ L) = e
−iπδbψ†rs(x), (2.5)
perio´dicas para δb = 0 y antiperio´dicas para δb = 1. Las ecuaciones (2.1) y (2.2), junto con
la identidad ∑
n∈Z
einy = 2π
∑
m∈Z
δ(y − 2πm) (2.6)
implican de inmediato las relaciones de anticonmutacio´n
{
ψrs(x), ψ
†
r′s′(x
′)
}
=δrr′δss′
∑
n∈Z
δ(x− x′ − nL)einπδb (2.7)
{
ψrs(x), ψr′s′(x
′)
}
=
{
ψ†rs(x), ψ
†
r′s′(x
′)
}
= 0. (2.8)
Para x, x′ ∈ [0, L] o L→∞, y condiciones de contorno perio´dicas se reducen a las relaciones
usuales para campos fermionicos.
El vac´ıo fermio´nico |0〉0 (llamado a veces mar de Fermi) se deﬁne en la forma
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ckrs|0〉0 ≡ 0 para k > 0 (n > 0) (2.9)
c†krs|0〉0 ≡ 0 para k ≤ 0 (n ≤ 0), (2.10)
es decir que es un estado tal que para todos los valores de r y s los niveles llenos ma´s altos
corresponden a nk = 0 y los vac´ıos ma´ bajos a nk = 1. Respecto a este vac´ıo se deﬁne la
operacio´n de orden normal del producto de operadores ABC . . . como
: ABC · · · : = ABC . . . − 0〈0|ABC . . . |0〉0, (2.11)
para A, B, C, . . . ∈ {ckrs; c†krs}. Esta deﬁnicio´n es equivalente a agrupar todos los operadores
ckrs con k > 0 y todos los c
†
krs con k ≤ 0 a la derecha de los dema´s.
El operador nu´mero de part´ıculas de tipo rs se deﬁne como
Nˆrs ≡
∞∑
k=−∞
: c†krsckrs : =
∞∑
k=−∞
[
c†krsckrs − 0〈0|c†krsckrs|0〉0
]
. (2.12)
Mediante la aplicacio´n de operadores de creacio´n y aniquilacio´n sobre el vac´ıo construimos
estados con distintas conﬁguraciones de part´ıculas y agujeros, |N〉, autoestados de los oper-
adores Nˆrs, con autovalores Nrs
Nˆrs|N〉 = Nrs|N〉. (2.13)
Designamos con la letra N al conjunto de los autovalores Nrs para los diferentes r, s, y
por abuso de lenguaje diremos que un estado de N part´ıculas es un estado en el que hay
Nrs part´ıculas de tipo rs. No´tese que es posible aniquilar part´ıculas con k < 0 (ya que
justamente el mar de Fermi esta´ lleno hasta el nivel k = 0). Alternativamente en este caso
decimos que creamos un agujero con impulso k. Esto disminuye el autovalor Nrs, que puede
tomar as´ı valores negativos.
El conjunto de autoestados con un dado N conforman el espacio de Hilbert de N part´ıculas
HN. El espacio de Fock F se deﬁne como suma directa de los espacios de Hilbert con nu´mero
ﬁjo de part´ıculas F =∑⊕NHN.
Entre todos los estados con el mismo N hay uno que posee menor energ´ıa, es aquel que
esta´ lleno hasta un determinado nivel, y vac´ıo de all´ı en ma´s. E´ste es el estado fundamental
de HN, |N〉0. Podemos dar una deﬁnicio´n ma´s precisa de este estado:
|N〉0 ≡
∏
r,s
CNrsrs |0〉0, (2.14)
donde
CNrsrs ≡


c†Nrsrsc
†
(Nrs−1)rs . . . c
†
1rs paraNrs > 0,
1 paraNrs = 0,
c(Nrs+1)rsc(Nrs+2)rs . . . c0rs paraNrs < 0.
(2.15)
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2.1.2 Campos boso´nicos
A partir del estado |N〉0 pueden construirse el resto de las excitaciones de N part´ıculas.
Deﬁnimos los siguientes operadores de creacio´n y aniquilacio´n boso´nicos que cumplen dicha
tarea,
b†qrs ≡
i√
nq
∞∑
k=−∞
c†k+q rsckrs, bqrs ≡
−i√
nq
∞∑
k=−∞
c†k−q rsckrs, (2.16)
donde nq ∈ Z+ es un entero positivo, y q = 2πnq/L > 0. Estos operadores, al actuar sobre
cualquier estado |N〉 crean una combinacio´n de excitaciones de part´ıcula-agujero sobre ese
estado con q unidades de momento ma´s (o menos), pero sin salirse de HN. En este sentido
son operadores que aumentan y disminuyen el momento. Su normalizacio´n se eligio´ de modo
que satisfagan relaciones de conmutacio´n boso´nicas[
bqrs, bq′r′s′
]
=
[
b†qrs, b
†
q′r′s′
]
= 0,
[
Nˆrs, bq′r′s′
]
=
[
Nˆrs, b
†
q′r′s′
]
= 0, (2.17)
[
bqrs, b
†
q′r′s′
]
= δrr′δss′
1√
nqn′q
∞∑
k=−∞
(
c†k+q′−q rsckrs − c†k+q′ rsck+q rs
)
= δrr′δss′δqq′
∑
k
1
nq
{[
: c†krsckrs : − : c†k+q rsck+q rs :
]
+
(
0〈0|c†krsckrs|0〉0 − 0〈0|c†k+q rsck+q rs|0〉0
)}
= δrr′δss′δqq′. (2.18)
Las ecuaciones (2.17) se pueden veriﬁcar fa´cilmente, pero la derivacio´n de (2.18) requiere
cierto cuidado, como notaron por primera vez Mattis y Lieb [16]: para q 6= q′ los dos
te´rminos en la primera l´ınea ya esta´n ordenados normalmente (esto es porque sus valores
medios de vac´ıo son nulos) y pueden restarse trivialmente mediante un cambio k → k− q′ en
el segundo te´rmino, dando cero como resultado. Sin embargo, para q = q′ antes de hacer la
sustraccio´n debemos construir expresiones ordenadas normalmente, de otro modo estar´ıamos
restando expresiones inﬁnitas de un modo no controlado. Los te´rminos en la segunda l´ınea
se cancelan, reemplazando en el segundo te´rmino k → k − q (esto ahora si se puede hacer
porque esta´n ordenados normalmente). La deﬁnicio´n del vac´ıo (Ecs. (2.9) y (2.10)) implica
que la diferencia en los valores de expectacio´n de la tercera l´ınea arroja como resultado
1
nq
(
0∑
nk=−∞
−
−nq∑
nk=−∞
)
=
1
nq
nq = 1. (2.19)
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No´tese que la construccio´n de los operadores bqrs (2.16) y la derivacio´n de los conmu-
tadores (2.18) descansa fuertemente en el hecho de que el conjunto de ks es inﬁnito y no
acotado por debajo.
Es fa´cil veriﬁcar que dentro de HN, |N〉0 actu´a como estado fundamental para las excita-
ciones boso´nicas:
bqrs|N〉0 = 0, para todo q, r, s. (2.20)
Intuitivamente esto es claro: si |N〉0 es el estado fundamental entre todos aquellos que
contienen N part´ıculas, entonces no se le pueden quitar unidades de momento sin quitar
part´ıculas, es decir, sin salir de HN.
Es obvio que los estados excitados |N〉 que conforman el espacio de Hilbert de N part´ıculas
se pueden obtener actuando sobre |N〉0 con alguna funcio´n de los operadores fermio´nicos:
|N〉 = f¯(c†krs, ck′rs)|N〉0. Haldane [18] mostro´ que tambie´n existe una representacio´n en
te´rminos de los b†qrs. Ma´s espec´ıﬁcamente, mostro´ lo siguiente:
Teorema 1. Para cualquier estado |N〉, existe una funcio´n f(b†) tal que
|N〉 = f(b†)|N〉0. (2.21)
Esta es una aﬁrmacio´n para nada trivial ya que los operadores b† crean complejas combina-
ciones de excitaciones part´ıcula-agujero; y constituye el corazo´n de la bosonizacio´n debido a
que implica una igualdad entre espacios de Fock boso´nicos y fermio´nicos. Omitiremos aqu´ı
la demostracio´n, y remitiremos al lector a la mencionada referencia, y tambie´n a la Ref. 39.
El estado fundamental |N〉0 sirve para deﬁnir una operacio´n de orden normal boso´nica
de un producto de operadores de tipo bqrs y b
†
qrs de manera ana´loga al orden normal fer-
mio´nico (2.11). Ma´s au´n, ambos son equivalentes, es decir que si un producto de operadores
boso´nicos esta´ ordenado normalmente de acuerdo al orden boso´nico, entonces tambie´n lo esta´
de acuerdo al orden fermio´nico, y viceversa. Por este motivo se utiliza la misma notacio´n
para ambos.
Con los operadores boso´nicos deﬁnidos en la Ec (2.16) podemos deﬁnir campos boso´nicos:
ϕrs(x) = −
∑
q>0
1√
nq
eirqxbqrse
−aq/2, ϕ†rs(x) = −
∑
q>0
1√
nq
e−irqxb†qrse
−aq/2, (2.22)
y su combinacio´n hermı´tica
φrs(x) = ϕrs(x) + ϕ
†
rs(x) = −
∑
q>0
1√
nq
(
eirqxbqrs + e
−irqxb†qrs
)
e−aq/2. (2.23)
Aqu´ı a > 0 es un para´metro inﬁnitesimal que regulariza divergencias ultravioletas que ocur-
ren en ciertas expresiones y conmutadores no ordenados normalmente. Usualmente se toma
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del orden del espaciado de red a ∼ 1/kF. Los campos as´i deﬁnidos satisfacen las relaciones
de conmutacio´n
[
ϕrs(x), ϕr′s′(x
′)
]
=
[
ϕ†rs(x), ϕ
†
r′s′(x
′)
]
= 0, (2.24)[
ϕrs(x), ϕ
†
r′s′(x
′)
]
= δrr′δss′
∑
q>0
1
nq
eq[ir(x−x
′)−a] (2.25)
= −δrr′δss′ ln
[
1− e 2piL [ir(x−x′)−a]
]
(2.26)
L→∞−−−→ −δrr′δss′ ln
[
2π
L
[a− ir(x− x′)]
]
. (2.27)
La Ec. (2.26) se obtuvo utilizando la expansio´n en serie de log(1−y). Aqu´i se ve claramente
que a actu´a como cut-oﬀ de la divergencia ultravioleta para x = x′. Estos conmutadores
son u´tiles en la evaluacio´n del producto de operadores de ve´rtice (exponenciales de campos
boso´nicos). Utilizando la identidad
eAeB = eA+Be[A,B]/2, (2.28)
para operadores A y B que conmutan con [A,B], obtenemos
eiϕ
†
rs(x)eiϕrs(x) = ei(ϕ
†
rs+ϕrs)(x)e[iϕ
†
rs(x), iϕrs(x)]/2 =
(
L
2πa
)1/2
eiφrs(x) (2.29)
e−iϕrs(x)e−iϕ
†
rs(x) = e−i(ϕrs+ϕ
†
rs)(x)e[−iϕrs(x),−iϕ
†
rs(x)]/2 =
(
2πa
L
)1/2
e−iφrs(x) (2.30)
No´tese que estas fo´rmulas son va´lidas para cualquier valor de L siempre que a sea suﬁcien-
temente chico (esto es as´ı porque para x = x′ el l´ımite L → ∞ en (2.26) es equivalente a
a→ 0). Resulta interesante tambie´n la evaluacio´n del conmutador del campo φrs(x) con su
derivada:
[
φrs(x), ∂x′φr′s′(x
′)
]
= −δrr′δss′ir2π
L
∞∑
nq=1
[
e
2pi
L
[ir(x−x′)−a]nq + e
2pi
L
[−ir(x−x′)−a]nq
]
(2.31)
A partir de aqu´i podemos obtener dos expresiones diferentes de acuerdo a co´mo se tomen
los l´ımites para L → ∞ y a inﬁnitesimal. Si queremos una expresio´n no perio´dica, para L
grande, es conveniente hacer la suma geome´trica, y posteriormente tomar los l´ımites dejando
el l´ımite a→ 0 para el ﬁnal:
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[
φrs(x), ∂x′φr′s′(x
′)
]
= −δrr′δss′ 2π
L
ir
[
1
e
2pi
L
[a−ir(x−x′)] − 1 +
1
e
2pi
L
[a+ir(x−x′)] − 1
]
L→∞−−−→ −δrr′δss′2πir a/π
(x− x′)2 + a2
a→0−−→ −δrr′δss′2πirδ(x− x′). (2.32)
No´tese que para tomar correctamente el l´ımite L→∞ en la primera l´ınea de las expresiones
precedentes, se deben desarrollar los exponenciales hasta orden cuadra´tico en 1/L. Para L
ﬁnito, en cambio, tomamos primero el l´ımite a→ 0 en (2.31), y utilizamos la identidad (2.6):
[
φrs(x), ∂x′φr′s′(x
′)
]
= −δrr′δss′2πir
[∑
n∈Z
δ(x− x′ − nL)− 1
L
]
, (2.33)
donde el te´rmino 1/L en esta u´ltima ecuacio´n aparece debido a la ausencia del te´rmino
nq = 0 (q = 0) en la Ec. (2.31). Finalmente podemos calcular el conmutador del campo φrs
con si mismo, obteniendo
[
φrs(x), φr′s′(x
′)
]
L→∞,a→0−−−−−−→ 2πirδrr′δss′ǫ(x− x′) donde ǫ(x) =
{
±1 si x ≷ 0,
0 si x = 0.
(2.34)
2.1.3 Factores de Klein
Los operadores b y b† crean excitaciones dentro del espacio de Hilbert de N part´ıculas.
Debemos deﬁnir entonces operadores que conecten espacios de Hilbert con diferente nu´mero
de part´ıculas, es decir, operadores escalera que aumenten o disminuyan el nu´mero fermio´nico
total, cosa que no pueden hacer los operadores boso´nicos.
Deﬁnimos los factores de Klein Frs y F
†
rs como operadores con las siguientes propiedades:
i) conmutan con todos los operadores boso´nicos:
[
bqrs, F
†
r′s′
]
=
[
bqrs, Fr′s′
]
=
[
b†qrs, F
†
r′s′
]
=
[
b†qrs, Fr′s′
]
= 0 para todo q, r, r′, s, s′, (2.35)
y ii) su accio´n sobre un estado |N〉0, es la de agregar una part´ıcula en el nivel ma´s bajo
posible, y la de quitar una en el ma´s alto respectivamente:
F †rs|N〉0 ≡ c†(Nrs+1)rs|N〉0, (2.36)
Frs|N〉0 ≡ cNrsrs|N〉0. (2.37)
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de este modo queda deﬁnida su accio´n sobre cualquier estado |N〉. En efecto, el estado |N〉
puede descomponerse de acuerdo a la Ec. (2.21), y por lo tanto,
F †rs|N〉 = f(b†)c†(Nrs+1)rs|N〉0, (2.38)
Frs|N〉 = f(b†)cNrsrs|N〉0. (2.39)
Es decir, que el estado F †rs|N〉 (o Frs|N〉) posee el mismo conjunto de excitaciones boso´nicas
que el estado |N〉, pero creadas sobre un estado con una part´ıcula ma´s (o menos). As´ı
deﬁnidos, los factores de Klein poseen las siguientes propiedades:
FrsF
†
rs = F
†
rsFrs = 1 (unitariedad); (2.40){
F †rs, Fr′s′
}
= 2δrr′δss′ para todo r, r
′, s, s′; (2.41)
{
F †rs, F
†
r′s′
}
=
{
Frs, Fr′s′
}
= 0 para r 6= r′, s 6= s′; (2.42)
[
Nˆrs, F
†
r′s′
]
= δrr′δss′F
†
rs,
[
Nˆrs, Fr′s′
]
= −δrr′δss′Frs. (2.43)
Para probar la unitariedad es fundamental que el espectro del operador Nˆrs sea no acotado.
2.1.4 Identidades de bosonizacio´n
Con todas las deﬁniciones y propiedades estudiadas estamos en condiciones de establecer
igualdades entre operadores de campos boso´nicos y fermio´nicos. La primera de ellas, la ma´s
simple de derivar, establece una igualdad entre la densidad electro´nica ordenada normal-
mente, y la derivada del campo boso´nico ∂xφrs(x):
ρrs(x) ≡ : ψ†rs(x)ψrs(x) :=
1
L
∑
q
eirqx
∑
k
: c†k−q rsckrs : (2.44)
=
1
L
∑
q>0
i
√
nq
(
eirqxbqrs − e−irqxb†qrs
)
+
1
L
∑
k
: c†krsckrs : (2.45)
= − r 1
2π
∂xφrs(x) +
1
L
Nˆrs (para a→ 0). (2.46)
La segunda, relaciona el campo fermio´nico con el operador de ve´rtice boso´nico. Para
derivarla debemos mostrar previamente la siguiente propiedad:
Prop. 1. ψrs(x)|N〉0 es un estado coherente boso´nico
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Mostraremos que dicho estado es un autoestado de bqrs y por lo tanto posee una repre-
sentacio´n como estado coherente. Para ello basta con calcular los conmutadores de b y b†
con ψ:
[
bqr′s′, ψrs(x)
]
= δrr′δss′αqr(x)ψrs(x) (2.47)[
b†qr′s′, ψrs(x)
]
= δrr′δss′α
∗
qr(x)ψrs(x), (2.48)
donde αqr(x) =
i√
nq
e−irqx. Estos conmutadores y la ecuacio´n (2.20) implican inmediatamente
que
bqr′s′ψrs(x)|N〉0 = δrr′δss′αqr(x)ψrs(x)|N〉0. (2.49)
Y por lo tanto, este estado posee una representacio´n como estado coherente boso´nico [47]:
ψrs(x)|N〉0 = exp
[∑
q>0
αqr(x)b
†
qrs
]
Frsλˆrs(x)|N〉0 = e−iϕ
†
rs(x)Frsλˆrs(x)|N〉0 (2.50)
Aqu´ı utilizamos la deﬁnicio´n del campo ϕ† (2.22) en la segunda igualdad. Hemos agregado
el operador de fase λˆrs que derivaremos en lo sucesivo; y el factor de Klein, que es necesario
porque ψrs remueve una part´ıcula del estado |N〉0, cosa que los campos boso´nicos b† no
pueden hacer. Para obtener el operador λˆ calculamos el siguiente valor medio de dos formas
diferentes: por un lado,
0〈N|F †rsψrs(x)|N〉0 = 0〈N|λˆrs(x)|N〉0 ≡ λrs(x) (2.51)
donde hemos pasado adelante el factor de Klein Frs en (2.50), ya que segu´n su deﬁnicio´n
(2.35) conmuta con todos los b†; utilizamos la unitariedad de los F ’s, y expandimos en serie
el exponencial, queda´ndonos con el te´rmino de orden 0, ya que 0〈N|b†qrs = 0.
Por otro lado, insertamos la descomposicio´n de Fourier (2.3) para ψ(x) y la deﬁnicio´n
del factor de Klein (2.36), y nos quedamos so´lo con el te´rmino nk = Nrs (o bien k =
2π
L
(Nrs − 12δb)):
0〈N|F †rsψrs(x)|N〉0 =
1√
L
eirkx0〈N|c†Nrsrsckrs|N〉0 =
1√
L
eir
2pi
L
(Nrs− 12 δb)x. (2.52)
Concluimos entonces que el operador λˆrs(x) esta´ dado por
λˆrs(x) =
1√
L
eir
2pi
L
(Nˆrs− 12 δb)x. (2.53)
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Para derivar las identidades de bosonizacio´n debemos estudiar la accio´n del campo ψrs(x)
sobre un estado |N〉 arbitrario (que segu´n (2.21) puede escribirse como |N〉 = f({b†qr′s′})|N〉0).
Para ello utilizaremos las siguientes identidades [39],
ψrs(x)f({b†qr′s′}) = f({b†qr′s′ − δrr′δss′α∗qr(x)})ψrs(x), (2.54)
f({b†qr′s′ − δrr′δss′α∗qr(x)}) = e−iϕrs(x)f({b†qrs})eiϕrs(x), (2.55)
que se pueden mostrar facilmente a partir de la fo´rmula de Baker-Hausdorﬀ
e−BAeB = A+ [A,B] +
1
2!
[[A,B]B] + . . . , (2.56)
expandiendo en serie de Taylor la funcio´n f y empleando los conmutadores (2.47) y (2.48).
Podemos evaluar entonces ψrs(x)|N〉 conmutando ψrs(x) con f({b†qrs}), insertando la repre-
sentacio´n (2.50) y reordenando los factores:
ψrs(x)|N〉 = ψrs(x)f({b†qrs})|N〉0
= f({b†qr′s′ − δrr′δss′α∗qr(x)})ψrs(x)|N〉0 [por la Ec. 2.54]
= f({b†qr′s′ − δrr′δss′α∗qr(x)})e−iϕ
†
rs(x)Frsλˆrs(x)|N〉0 [por la Ec. 2.50]
= Frsλˆrs(x)e
−iϕ†rs(x)f({b†qr′s′ − δrr′δss′α∗qr(x)})|N〉0 [por la Ec. 2.35]
= Frsλˆrs(x)e
−iϕ†rs(x) [e−iϕrs(x)f({b†qrs})eiϕrs(x)] |N〉0 [por la Ec. 2.55]
= Frsλˆrs(x)e
−iϕ†rs(x)e−iϕrs(x)f({b†qrs})|N〉0 [por la Ec. 2.20]
= Frsλˆrs(x)e
−iϕ†rs(x)e−iϕrs(x)|N〉. [por la Ec. 2.21] (2.57)
Dado que |N〉 es arbitrario, y que todo estado del espacio de Fock es de esta forma, concluimos
que las siguientes fo´rmulas de bosonizacio´n valen como identidades entre operadores en el
espacio de Fock, y para todo L:
ψrs(x) = Frsλˆrs(x)e
−iϕ†rs(x)e−iϕrs(x) (2.58)
= Frs
1√
L
eir
2pi
L
(Nˆrs− 12 δb)xe−iϕ
†
rs(x)e−iϕrs(x) [por la Ec. 2.53] (2.59)
=
1√
2πa
Frse
ir 2pi
L
(Nˆrs− 12 δb)xe−iφrs(x). [por la Ec. 2.29] (2.60)
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Por u´ltimo estudiaremos como representar un Hamiltoniano fermio´nico libre con una
relacio´n de dispersio´n lineal. Ma´s espec´ıﬁcamente tomemos un Hamiltoniano de la forma
(con ~ = 1)
H0 =
∑
r,s
H0rs (2.61)
con
H0rs ≡ −irvrs
∫ L
0
dx : ψ†rs(x)∂xψrs(x) := vrs
∑
k
k : c†krsckrs : (2.62)
La segunda forma se obtiene de la primera insertando el desarrollo de Fourier del campo ψ
(2.3).
La ecuacio´n (2.21) implica que los b†’s actuando sobre |N〉0 generan todo el espacio de
Hilbert de N part´ıculas. Esto signiﬁca entonces, que H0rs debe tener una representacio´n en
te´rminos solamente de variables boso´nicas. Para hallar esa representacio´n, estudiemos el
conmutador de b†qrs con H0rs: [
H0rs, b
†
qr′s′
]
= qb†qrsδrr′δss′. (2.63)
Adema´s, dado que [H0rs, Nˆr′s′ ] = 0 para todo r, r
′, s, s′, todo autoestado de Nˆrs lo es tambie´n
de H0rs, en particular el estado fundamental de N part´ıculas, |N〉0. Su autovalor es
EN0rs = 0〈N|H0rs|N〉0 =
vrs
2
(
2π
L
)
Nrs (Nrs + 1− δb) . (2.64)
Se comprueba que la u´nica forma boso´nica para H0rs que reproduce las Ecs. (2.63) y
(2.64) es:
H0rs =
∑
q>0
qb†qrsbqrs +
vrs
2
(
2π
L
)
Nˆrs
(
Nˆrs + 1− δb
)
(2.65)
=
vrs
2
∫ L
0
dx
2π
: (∂xφrs(x))
2 : +
vrs
2
(
2π
L
)
Nˆrs
(
Nˆrs + 1− δb
)
. (2.66)
Con esta u´ltima ecuacio´n completamos la derivacio´n de las identidades de bosonizacio´n,
que valen para L ﬁnito. Para obtener expresiones con L → ∞ basta con despreciar los
te´rminos ∼ 1/L. En este cap´ıtulo seguimos un enfoque constructivo, de modo que no es
necesario veriﬁcar los conmutadores de los campos fermio´nicos o igualdad entre funcio´nes
de Green. A continuacio´n veremos las aplicaciones del proceso de bosonizacio´n, y como
se vuelve extremadamente u´til para el estudio de complicadas teor´ıas fermio´nicas en una
dimensio´n espacial.
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Figura 2.1: Relacio´n de dispersio´n de un gas de electrones unidimensionales no interactu-
antes.
2.2 Aplicaciones de la bosonizacio´n: el modelo g-ology
Veremos a continuacio´n co´mo aplicar la te´cnica a una teor´ıa de electrones interactuantes
en una dimensio´n. El punto de comienzo de las teor´ıas de muchos cuerpos en materia
condensada es un Hamiltoniano de la forma H = H0 +Hint, con
H0 =
∑
k
∑
s
ǫkcˆ
†
kscˆks, (2.67)
Hint =
1
2V
∑
qkk′
∑
ss′
fksk
′s′
q cˆ
†
k+q scˆ
†
k′−q s′ cˆk′s′ cˆks, (2.68)
donde V es el volu´men del sistema, y cˆ†ks y cˆks son los operadores de creacio´n y aniquilacio´n
de electrones, que satisfacen las relaciones de anticonmutacio´n cano´nicas{
cˆks, cˆ
†
k′s′
}
= δkk′δss′. (2.69)
Las cantidades fksk
′s′
q son los llamados para´metros de Landau, que describen la dispersio´n de
dos part´ıculas desde un estado inicial con nu´meros cua´nticos (k, s) y (k′, s) a un estado ﬁnal
con nu´meros cua´nticos (k+q, s) y (k−q, s). En general k es el momento o pseudomomento
de la part´ıcula, s su spin y q es el momento transferido. ǫk es la energ´ıa cine´tica de los
electrones medida desde el nivel de Fermi.
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Figura 2.2: Relacio´n de dispersio´n linealizada alrededor de los puntos de Fermi ±kF.
Como ya hemos comentado, en esta tesis estamos interesados principalmente en prob-
lemas de electrones en una dimensio´n espacial, y de aqu´ı en ma´s nos restrigiremos a este
caso. En la aproximacio´n de electrones casi libres, o de ligadura fuerte, la energ´ıa cine´tica o
relacio´n de dispersio´n se ilustra esquema´ticamente en la Fig. 2.1. En particular, en el mod-
elo de Hubbard [48], el modelo realista ma´s simple que puede plantearse en una dimensio´n,
tenemos una expresio´n expl´ıcita para ǫk:
ǫk = −2t cos ka (2.70)
donde t es la constante de intercambio (acoplamiento entre sitios vecinos) y a es el espaciado
entre los a´tomos de la red.
El espectro del modelo de Hubbard puede hallarse mediante la te´cnica del ansatz de
Bethe [49] (lo que a menudo en la literatura se denomina “resolver”el modelo). Sin embargo,
esta te´cnica no brinda resultados para las funciones de Green. Por este motivo se vuelve
necesaria la aplicacio´n de otros me´todos que permitan obtener una descripcio´n de los tipos
de ﬂuctuaciones que tienen lugar. Una de las te´cnicas ma´s utilizadas para el ca´lculo de
funciones de correlacio´n es la bosonizacio´n. Como se ha mostrado en las secciones previas,
en su formulacio´n ma´s usual (operacional) este procedimiento se basa en identidades entre los
operadores fermio´nicos originales de la teor´ıa y ciertos operadores boso´nicos que se pueden
construir a partir de los primeros. En particular, el Hamiltoniano de los diferentes modelos
resulta escrito completamente en te´rminos de ﬂuctuaciones boso´nicas. Sin embargo debemos
hacer una aclaracio´n: el modelo de Hubbard originalmente se formula en la red, mientras
que la bosonizacio´n se aplica a modelos continuos. Por ello, al estudiar este modelo, en
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algu´n punto debe tomarse dicho l´ımite. Al hacerlo las propiedades que se derivan tienen
validez para grandes distancias (ej. los decaimientos de las funciones de Green), o lo que es
equivalente, para las excitaciones de baja energ´ıa.
La superﬁcie de Fermi en un metal estrictamente unidimensional consiste en dos puntos,
+kF y −kF; en su vecindad podemos linealizar la relacio´n de dispersio´n (2.70) [50]:
ǫk = vF(|k| − kF) (2.71)
Esta aproximacio´n, en principio, es razonable en un rango ﬁnito alrededor de los puntos de
Fermi. Sin embargo, los tratamientos matema´ticos se simpliﬁcan enormemente si tomamos
esta versio´n linealizada para todos los valores de k entre −∞ y +∞, es decir, si reemplazamos
el espectro libre de la Fig. 2.1 por el de la Fig. 2.2. Por otro lado, de acuerdo a lo dicho ma´s
arriba, so´lo estamos interesados en excitaciones de baja energ´ıa, a las que contribuyen estados
pro´ximos a la superﬁcie de Fermi; de modo que la inclusio´n de los estados adicionales por
efecto de la linealizacio´n es despreciable en e´ste re´gimen. Esto u´ltimo se veriﬁca a posteriori
al estudiar los efectos producidos por la curvatura de banda, es decir incluyendo te´rminos
cuadra´ticos y cu´bicos en la relacio´n de dispesio´n. Se puede mostrar que las contribuciones
de estos te´rminos son irrelevantes frente a las del te´rmino lineal.
La linealizacio´n genera dos ramas bien deﬁnidas en la relacio´n de dispersio´n. Los elec-
trones que pertenecen a la rama que contiene al punto +kF (−kF) se mueven hacia la
derecha (izquierda), a los operadores que los representan los denotaremos c†(k−kF)Rs y c(k−kF)Rs
(c†(−k−kF)Ls y c(−k−kF)Ls). Este conjunto de operadores as´i deﬁnidos satisface los requisitos de
ser un conjunto inﬁnito y no acotado, y los identiﬁcamos inmediatamente con los descriptos
en las Ecs. (2.1) y (2.2). En te´rmino de estos operadores, el Hamiltoniano libre se escribe
H0 =
∑
ks
vFk
(
: c†kRsckRs + c
†
kLsckLs :
)
= −ivF
∑
s
∫ L
0
:
(
ψ†Rs∂xψRs − ψ†Ls∂xψLs
)
: . (2.72)
Para obtener la primera igualdad cambiamos k → −k en el segundo te´rmino, y posterior-
mente efectuamos la traslacio´n k → k+kF. Para obtener la segunda, utilizamos la deﬁnicio´n
de los operadores de campo fermio´nicos (2.3).
Los te´rminos de interaccio´n se pueden clasiﬁcar en cuatro tipos diferentes mostrados en
la Fig. 2.3. Los electrones pertenecientes a ambas ramas se distinguen mediante l´ıneas
punteadas y so´lidas. El proceso con constante de acoplamiento g1 corresponde a dispersio´n
hacia atra´s, y posee una transferencia de momento de 2kF. Los procesos con constantes g2
y g4 son de dispersio´n hacia adelante, su transferencia de momento es nula. Por u´ltimo el
proceso con constante g3 es de tipo umklapp, y su transferencia de momento es de 4kF. Este
u´ltimo proceso so´lo es importante cuando estamos con un llenado medio, es decir, pensando
en una situacio´n del tipo del modelo de Hubbard, cuando tenemos un electro´n por sitio. En
ese caso, 4kF es igual al vector de red rec´ıproco.
24
g3g4
g1g2
Figura 2.3: Procesos que intervienen en la dispesio´n del gas de electrones unidimensional:
g1 dispersio´n hacia atra´s; g2 y g4 dispersio´n hacia adelante; g3 umklapp.
Al introducir el spin electro´nico, para cada uno de estos procesos aparecen dos variantes,
de acuerdo a la orientacio´n relativa de los electrones incidentes. Si ambos poseen spines
alineados, le agregamos un sub´ındice ‖ a la constante de acoplamiento; en cambio, si los
spines son antiparalelos, agregamos el sub´ındice ⊥. No´tese que estos procesos no invierten
el spin, es decir, el spin de las part´ıculas ﬁnales es ide´ntico al de las part´ıculas iniciales.
La generalizaco´n de este modelo al caso en que las interacciones pueden cambiar el estado
de spin es uno de los objetivos de esta tesis (ver Cap´itulo 4). Volviendo al caso presente,
la expresio´n para el Hamiltoniano de interaccio´n que describe estos procesos, en espacio de
coordenadas es
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Hint =
∑
ss′
∫ L
0
dx
(
g1‖δss′ + g1⊥δs,−s′
)
ψ†LsψRsψ
†
Rs′ψLs′
+
∑
ss′
∫ L
0
dx
(
g2‖δss′ + g2⊥δs,−s′
)
ρLsρRs′
+
1
2
∑
rss′
∫ L
0
dx
(
g3‖δss′ + g3⊥δs,−s′
)
ψ†−rsψrsψ
†
−rs′ψrs′
+
1
2
∑
rss′
∫ L
0
dx
(
g4‖δss′ + g4⊥δs,−s′
)
ρrsρrs′. (2.73)
ρrs esta´ deﬁnido en la Ec. (2.44). La teor´ia deﬁnida por las dos ecuaciones anteriores, versio´n
cont´inua del modelo de bajas energ´ias de un ensemble de electrones, se conoce popularmente
como modelo de “geolog´ıa”, o “g-ology” [50]. La bosonizacio´n del Hamiltoniano es inmediata
aplicando las identidades ya mostradas en la seccio´n previa. Por simplicidad tomaremos
L→∞, y g3‖ = g1‖ = 0, g3⊥ = g3, g1⊥ = g1. Para H0 usamos las ecs. (2.61), (2.62) y (2.66):
H0 =
vF
2
∑
rs
∫
dx
2π
(∂xφrs)
2 , (2.74)
mientras que para Hint utilizamos (2.44)-(2.46) para los te´rminos de dispersio´n hacia ade-
lante, y (2.60) para los de dispersio´n hacia atra´s y umklapp. El resultado es
Hint =
∑
s
∫
dx g1 e
iφLse−iφRseiφR,−se−iφL,−s
+
∑
ss′
∫
dx
(
g2‖δss′ + g2⊥δs,−s′
) −1
(2π)2
∂xφLs∂xφRs′
+
1
2
∑
rs
∫
dx g3 e
iφ−rse−iφrseiφ−r,−se−iφr,−s
+
1
2
∑
rss′
∫
dx
(
g4‖δss′ + g4⊥δs,−s′
) 1
(2π)2
∂xφrs∂xφrs′. (2.75)
En los te´rminos de dispersio´n hacia atra´s y umklapp no tuvimos en cuenta los factores de
Klein porque sus contribuciones pueden despreciarse en el l´ımite L→∞ [17]. Introducimos
a continuacio´n los campos θν y φν con ν = ρ, σ.
φrs =
√
π
2
[θρ − rφρ + s (θσ − rφσ)] . (2.76)
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Para entender el signiﬁcado f´ısico de estos campos, estudiamos los operadores de densidad
de carga y de spin, deﬁnidos del siguiente modo:
ρˆ =
∑
rs
ρrs σˆ =
∑
rs
sρrs. (2.77)
Utilizando la equivalencia de bosonizacio´n (2.46), podemos encontrar expresiones para estos
operadores en te´rminos de los campos recientemente deﬁnidos:
ρˆ =
√
2
π
∂xφρ; σˆ =
√
2
π
∂xφσ. (2.78)
Entonces los campos φρ y φσ esta´n relacionados con la densidad de carga y de spin respec-
tivamente. Ma´s au´n, utilizando los conmutadores del campo φrs con si mismo (2.34) y con
su derivada (2.31) es posible mostrar que φρ y θρ, y sus derivadas conmutan con φσ y θσ y
sus derivadas. Adema´s si deﬁnimos Πν = ∂xθν , hallamos que[
φν(x),Πµ(x
′)
]
= iδµνδ(x− x′), (2.79)
que constituyen las relaciones de conmutacio´n cano´nicas para campos boso´nicos. Introduci-
mos adema´s las constantes
gν2 =
1
2
(
g2‖ ± g2⊥
)
, (2.80)
gν4 =
1
2
(
g4‖ ± g4⊥
)
, (2.81)
las constantes de dureza
Kν =
√
πvF + gν4 − gν2
πvF + gν4 + g
ν
2
, (2.82)
y las velocidades renormalizadas
vν =
√
(πvF + g
ν
4 − gν2 ) (πvF + gν4 + gν2 ). (2.83)
Con estas deﬁniciones el Hamiltoniano total se escribe como H = Hρ +Hσ, donde
Hσ =
∫
dx
vσ
2
[
Kσ (∂xθσ)
2 +
1
Kσ
(∂xφσ)
2
]
+
2g1
(2πa)2
cos
(√
8πφσ
)
(2.84)
Hρ =
∫
dx
vρ
2
[
Kρ (∂xθρ)
2 +
1
Kρ
(∂xφρ)
2
]
+
2g3
(2πa)2
cos
(√
8πφρ
)
. (2.85)
De este modo el Hamiltoniano fermio´nico original queda escrito completamente en te´rmino
de dos campos boso´nicos φρ y φσ que representan oscilaciones independientes de densidad
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de carga y spin respectivamente, y que se propagan con velocidades diferentes. Adema´s los
campos de spin conmutan con los campos de carga, y lo mismo ocurre con los Hamiltoni-
anos de cada sector. Estas caracter´ısticas dan lugar a una propiedad fundamental de este
tipo de modelos en una dimensio´n: la separacio´n spin-carga. Por u´ltimo mencionemos que
las funciones de Green del sistema admiten una factorizacio´n semejante, en te´rminos de un
factor de carga y un factor de spin. Uno de los objetivos de esta tesis es analizar de que´
manera este feno´meno emerge en un estudio de la teor´ıa en el marco de la integral funcional,
y co´mo se maniﬁesta al nivel de las funciones de Green y del diagrama de fases la ruptura
de la separacio´n spin carga mediante la presencia de interacciones spin-o´rbita (ver Cap´itulo
6).
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Cap´ıtulo 3
El determinante fermio´nico no
covariante y su relacio´n con los
l´ıquidos de Luttinger
En este cap´ıtulo consideramos el procedimiento de bosonizacio´n en el marco de
la integral funcional. Esto nos conduce naturalmente al estudio del determinante
fermio´nico asociado a una Teor´ıa Cua´ntica de Campos no covariante, utilizada
para describir un sistema no relativista en (1 + 1) dimensiones. Explotando
la libertad que brinda no mantener la invarianza de Lorentz, determinamos el
operador regulador correspondiente al me´todo del nu´cleo del calor (heat-kernel)
que permite reproducir la relacio´n de dispersio´n de las excitaciones boso´nicas y
los exponentes cr´ıticos correctos del modelo de Tomonaga-Luttinger. Adema´s
derivamos el Hamiltoniano del modelo bosonizado funcionalmente y las corre-
spondientes corrientes. De este modo establecemos la regularizacio´n precisa
mediante heat-kernel, que conduce a un completo acuerdo entre el abordaje op-
eracional a la bosonizacio´n de modelos de materia condensada, y su alternativa
mediante integrales funcionales. Estos resultados son parte de las contribuciones
originales a esta tesis [41].
3.1 Introduccio´n
Los determinantes fermio´nicos juegan un rol central en las formulaciones modernas de las
Teor´ıas Cua´nticas de Campos (QFT’s). Como es bien sabido, emergen naturalmente al con-
siderar funcionales generatrices asociadas a campos fermio´nicos en el marco de la integral
funcional [51]. En los u´ltimos veinte an˜os ha sido especialmente fruct´ıfero el estudio de de-
terminantes fermio´nicos en (1 + 1) dimensiones. La observacio´n de Fujikawa concerniente
a la no trivialidad del jacobiano asociado a las transformaciones quirales en las variables
fermio´nicas [30, 52, 53] fue aplicada al caso en (1 + 1) dimensiones, y condujo a avances
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signiﬁcativos en nuestra comprensio´n de los llamados modelos de juguete paradigma´ticos,
tales como la electrodina´mica cua´ntica en dos dimensiones (QED2), el modelo de Thirring,
y sus versiones no abelianas [31, 54, 55]. De hecho, basado en un tratamiento adecuado
del determinante fermio´nico, se desarrollo´ una te´cnica de bosonizacio´n mediante integrales
funcionales [56]. El punto crucial se encuentra en el ca´lculo del mencionado jacobiano.
Un ca´lculo ingenuo arroja un resultado mal deﬁnido y se vuelve necesario implementar un
procedimiento de regularizacio´n. En teor´ıas de gauge con fermiones de Dirac, es natural
considerar un esquema de regularizacio´n que preserve la invarianza de gauge. Por otro lado,
cuando los campos vectoriales que se encuentran presentes en la teor´ıa son so´lo campos aux-
iliares (usualmente introducidos a trave´s de una transformacio´n de Hubbard-Stratonovich),
se puede elegir un regulador ma´s general [57, 58]. El modelo de Thirring [27] y el mod-
elo de Schwinger quiral [59, 60] constituyen ejemplos en los que tienen lugar este tipo de
ambigu¨edades en la regularizacio´n.
El tema de la regularizacio´n del jacobiano de Fujikawa, su relacio´n con contrate´rminos
locales, y su rol en el ana´lisis de anomal´ıas cua´nticas ha sido extensivamente examinado
en la literatura [61]. En todos los casos, los modelos bajo estudio son QFT’s relativistas,
es decir, teor´ıas covariantes de Lorentz. Sin embargo, en ciertas situaciones relevantes, el
intere´s recae en teor´ıas de campos no covariantes. Es el caso del ana´lisis de sistemas de
electrones unidimensionales que pueden estudiarse mediante el modelo g-ology. En este
contexto, la bosonizacio´n funcional, alternativa al enfoque operacional usual, fue sugerida
por primera vez por Fogebdy [33] y sucesivamente elaborada por Lee y Chen [34]. La
conexio´n expl´ıcita entre la bosonizacio´n funcional que condujo a una accio´n efectiva para la
dina´mica de las excitaciones boso´nicas colectivas y el jacobiano de Fujikawa fue establecida
por primera vez en la Ref. 35. Pero au´n en este caso se empleo´ una regularizacio´n covariante,
tomada de la teor´ıa de campos relativista. Como resultado las expresiones generales para
las relaciones de dispersio´n de los modos boso´nicos y los exponentes de decaimiento de las
funciones de correlacio´n en te´rminos de las constantes de acoplamiento iniciales del modelo
fermio´nico no acordaron con las obtenidas mediante bosonizacio´n operacional usual. En este
cap´ıtulo mostramos que el or´ıgen de este desacuerdo se encuentra en el tipo de regularizacio´n
escogido para calcular el jacobiano de Fujikawa. Dado que se viola la invarianza de Lorentz
subyacente, parecen posibles un nu´mero arbitrario de esquemas de regularizacio´n. So´lo uno
de ellos conduce al resultado usual para los modelos g-ology y Tomonaga-Luttinger. En este
punto quisie´ramos enfatizar que no fuimos capaces de hallar un principio f´ısico que sirviese
de gu´ıa para elegir a priori entre diferentes esquemas de regularizacio´n, al estilo del principio
de preservacio´n a nivel cua´ntico de simetr´ıas que se hallan en la teor´ıa bajo estudio a nivel
cla´sico, como lo son las ya mencionadas simetr´ıas de gauge o de Lorentz. Sin embargo, hasta
donde sabemos, tal principio tampoco ha sido identiﬁcado en el marco de la bosonizacio´n
operacional de teor´ıas de materia condensada. Por supuesto, este es un aspecto importante
que merece futuras investigaciones.
El plan de este cap´ıtulo es el siguiente. En la seccio´n 3.2 presentamos el modelo y
expresamos su funcional generatriz en te´rminos de un determinante fermio´nico. En la seccio´n
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3.3, con el objeto de clariﬁcar la discusio´n comenzamos con un trazado de los pasos principales
del enfoque desacoplante a la bosonizacio´n, y los resultados que se obtienen al emplear
una regularizacio´n esta´ndar invariante de Lorentz. Aqu´ı incluimos dos subsecciones donde
presentamos dos tipos de regularizacio´n diferentes: el me´todo point-splitting, y el me´todo
heat-kernel. En este u´ltimo caso determinamos la forma precisa del operador necesario para
obtener la respuesta correcta para las relaciones de dispersio´n y los exponentes. En la seccio´n
3.4 mostramos como derivar, en nuestro marco de bosonizacio´n funcional, el Hamiltoniano
boso´nico y las correspondientes corrientes bosonizadas. Finalmente discutimos brevemente
la conservacio´n de la corriente. En la seccio´n 3.5 reunimos los resultados y las conclusiones.
3.2 El modelo y el determinante fermio´nico
Consideraremos una versio´n no covariante del modelo de Thirring deﬁnido por el Lagrangiano
eucl´ıdeo
 L = ψ¯i∂/ψ − g
2
2
V(µ)jµjµ, (3.1)
donde V0 and V1 son las constantes de acoplamiento y las derivadas esta´n redeﬁnidas para
incluir a la velocidad de Fermi:
∂0 =
∂
∂x0
(3.2)
∂1 =vF
∂
∂x1
. (3.3)
No´tese que vF juega el rol de la velocidad de la luz en QFT que usualmente se toma unitaria.
Para vF = 1 y V0 = V1 = 1 tenemos el modelo de Thirring usual (la constante g
2 se
incluye para facilitar la comparacio´n con los resultados invariantes de Lorentz). La corriente
fermio´nica se deﬁne como
jµ = ψ¯γµψ, (3.4)
la cual satisface la ley de conservacio´n cla´sica
∂µjµ = 0. (3.5)
La funcional generatriz es
Z[S] =
∫
Dψ¯Dψ exp
[
−
∫
d2x( L + jµSµ)
]
. (3.6)
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Por medio de una transformacio´n de Hubbard-Stratonovich, puede ser escrita en la forma
Z[S] = N
∫
DAµ detD/ [A] exp
[
− 1
2g2
∫
d2x d2y V −1(µ) (x− y)(gAµ − Sµ)(x)(gAµ − Sµ)(y)
]
,
(3.7)
donde
D/ [A] = i∂/+ gA/, (3.8)
y
detD/ [A] =
∫
Dψ¯Dψ exp
[
−
∫
d2x ψ¯D/ [A]ψ
]
. (3.9)
3.3 Enfoque desacoplante de la bosonizacio´n
Habiendo expresado la funcional generatriz en te´rminos de un determinante fermio´nico,
trazaremos ahora un esquema del me´todo desacoplante, que se encuentra en la base del
enfoque funcional de la bosonizacio´n [31,54–56]. En (1+1) dimensiones espacio-temporales,
el campo vectorial Aµ puede descomponerse en sus partes transversal y longitudinal del
siguiente modo:
Aµ = −(1/g)(ǫµν∂νφ− ∂µη), (3.10)
donde η (φ) es un campo escalar (pseudoescalar). Notemos que si realizamos la siguiente
transformacio´n en los campos fermio´nicos
ψ =et[γ5φ+iη]χ (3.11)
ψ¯ =et[γ5φ−iη]χ¯, (3.12)
con t un para´metro real, entonces la densidad lagrangiana fermio´nica cambia como
ψ¯D/ [A]ψ = χ¯D/t[A]χ (3.13)
donde
D/t[A] = D/ [(1− t)A]. (3.14)
Como fue observado por primera vez por Fujikawa [30], el jacobiano asociado al men-
cionado cambio en las variables fermio´nicas es no trivial, y depende de los campos φ y η:
det(i∂/ + gA/) = J [φ, η; t] det(i∂/+ g(1− t)A/). (3.15)
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Debe notarse que para t = 1 los grados de libertad boso´nicos y fermio´nicos se desacoplan
completamente. Puede mostrarse que
J [φ, η; 1] ≡ J = exp
[
−
∫ 1
0
ω(t) dt
]
(3.16)
con
ω(t) = − trD/t[A]−1 g A/ = − lim
y→x
trD
∫
d2xD/t[A]
−1(x, y) g A/(x), (3.17)
donde trD indica la operacio´n de traza en el espacio de Dirac. Todas estas fo´rmulas guardan
una gran analog´ıa con las correspondientes a una QFT covariante. Ma´s au´n, la u´nica difer-
encia entre ellas es la presencia de vF en lugar de la velocidad de la luz, aunque esto tiene
consecuencias no triviales. La u´ltima ecuacio´n debe ser regularizada, de otro modo aparecen
divergencias, como es obvio al tomar el l´ımite y → x. En QFT, cualquier regularizacio´n
aceptable tiene que ser invariante de Lorentz. En el presente caso, no tenemos esa limitacio´n
por dos razones: i) la invarianza de Lorentz esta´ rota desde el principio dado que estamos
en una teor´ıa no relativista; ii) Hay una covarianza remanente: la teor´ıa sin interacciones es
invariante con respecto al grupo de Lorentz, donde la velocidad de la luz se ha reemplazado
por la de Fermi, pero e´sta es una simetr´ıa artiﬁcial, y no existe razo´n para respetarla. Ma´s
au´n, al tomar V0 6= V1 (g2 6= g4) queda expl´ıcitamente rota. Antes de utilizar la libertad
que proviene de la ausencia de covarianza, ser´ıa instructivo rever los resultados obtenidos
previamente eligiendo una regularizacio´n invariante de Lorentz [35]. Utilizando un regulador
de la forma
(
D/t[A]D/t[A]
† +D/t[A]†D/t[A]
)
/2, (3.18)
que fue propuesto por primera vez por Fujikawa en su ana´lisis de las anomal´ias covariante y
consistente [61], se obtiene
Jcov = exp
{
− a
2πvF
∫
d2x
[
(∂1φ)
2 + (∂0φ)
2
]}
, (3.19)
donde a es un para´metro vinculado a posibles ambigu¨edades en la regularizacio´n. Para a = 1
se obtiene una regularizacio´n invariante de gauge. Aunque el modelo de Thirring no posee
invarianza de gauge local, en el presente contexto estamos interesados fundamentalmente
en la invarianza de Lorentz y podemos ﬁjar a = 1 sin perder generalidad. Insertando el
jacobiano anterior en la funcional generatriz, absorbiendo el determinante fermio´nico libre,
lo que resulta del procedimiento de desacople en un factor de normalizacio´n, y expresando Aµ
en te´rminos de φ y η segu´n la Ec. (3.10), se obtiene una accio´n bosonizada. En el contexto
de la materia condensada estos grados de libertad boso´nicos se interpretan como campos
asociados a oscilaciones de densidad de carga. De esta accio´n boso´nica derivada a trave´s
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de una regularizacio´n que preserva la covarianza se puede facilmente calcular la relacio´n de
dispersio´n correspondiente
p20 + v
2
cov p
2
1 = 0 (3.20)
donde
v2cov = v
2
F
(
vF +
g2V0
π
)
(
vF +
g2V1
π
) . (3.21)
Debemos enfatizar aqu´ı, que so´lo para V1 = 0 esta velocidad, llamada velocidad renormaliza-
da, acuerda con el valor obtenido usando bosonizacio´n operacional en materia condensada,
que es
v2 =
(
vF − V1g
2
π
)(
vF +
V0g
2
π
)
. (3.22)
A continuacio´n describiremos dos me´todos diferentes para regularizar el jacobiano, que
no preservan la invarianza de Lorentz y que permiten obtener la accio´n boso´nica efectiva que
conduce a la respuesta correcta para las relaciones de dispersio´n.
3.3.1 Me´todo Point-splitting
Como es bien sabido, el me´todo de regularizacio´n point-splitting rompe la invarianza de
Lorentz expl´ıcitamente. Consiste en una prescripcio´n para tomar el l´ımite y → x antes
mencionado al deﬁnir
lim
y→x
D/t[A]
−1(x, y) = 1
2
( lim
ǫ→0+
+ lim
ǫ→0−
)D/t[A]
−1(x0, x1; x0, x1 + ǫ), (3.23)
es decir, tomando un l´ımite sime´trico en la variable espacial. Necesitamos entonces la funcio´n
de Green del operador de Dirac, que satisface
D/t[A]xD/t[A]
−1(x, y) = δ2(x− y) (3.24)
Como es usual, proponemos el ansatz
D/t[A]
−1(x, y) = e(1−t)[γ5φ(x)+iη(x)]G0(x, y) e(1−t)[γ5φ(y)−iη(y)], (3.25)
donde G0 es la funcio´n de Green del operador de Dirac libre:
i∂/xG0(x, y) = δ
2(x− y). (3.26)
34
Con esta receta, hallamos el siguiente resultado para la ecuacio´n (3.23):
lim
y→x
D/t[A]
−1(x, y) = − i
2πvF
(1− t) γ1∂1 [γ5φ(x)− iη(x)] (3.27)
y entonces, el Jacobiano (Ecs. (3.16) y (3.17)) esta´ dado por
J = exp
{
− 1
2πvF
∫
d2x
[
(∂1φ)
2 − (∂1η)2 − 2∂1φ∂0η
]}
. (3.28)
La funcional de vac´ıo puede entonces escribirse como
Z[S = 0] = N
∫
DφDη e−Sef (3.29)
donde N es un factor de normalizacio´n que incluye el determinante fermio´nico libre (inde-
pendiente de las interacciones). Tambie´n hemos deﬁnido Sef, que en el espacio de momentos
toma la forma
Sef =
∫
d2p
(2π)2
[φ(p)Aφ(−p) + η(p)Bη(−p) + 2φ(p)Cη(−p)] . (3.30)
con
A =v2Fp
2
1
(
1
2g2V0
+
1
2πvF
)
+
p20
2g2V1
(3.31)
B =v2Fp
2
1
(
1
2g2V1
− 1
2πvF
)
+
p20
2g2V0
(3.32)
C =p1p0vF
(
1
2g2V1
− 1
2g2V0
− 1
2πvF
)
(3.33)
El contenido f´ısico del modelo puede extraerse de Sef que describe la dina´mica de los
modos colectivos del sistema. Cuando el modelo fermio´nico original esta´ relacionado al
modelo de Tomonaga-Luttinger utilizado para el estudio de sistemas electro´nicos en una
dimensio´n [17,40,62,63], estas excitaciones colectivas corresponden a oscilaciones de densidad
de carga (plasmones). Su relacio´n de dispersio´n puede obtenerse de los ceros del determinante
de la matriz (
A C
C B
)
. (3.34)
El resultado es
p20 + v
2 p21 = 0 (3.35)
donde v es la velocidad renormalizada de los modos de densidad de carga dada por la Ec.
(3.22).
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3.3.2 Me´todo Heat-kernel
Otro modo popular de tratar la regularizacio´n de los determinantes fermio´nicos es el me´todo
heat-kernel [30,64]. En este esquema J se regula insertando un operador de la forma e−R/M
2
,
R es un operador deﬁnido positivo, y M es un para´metro que juega el rol de una masa, y
que se deja ﬁjo en los ca´lculos intermedios. El l´ımite M2 → ∞ se toma al ﬁnal. De nuevo,
debemos mencionar que en contextos de QFT estandar el operador R puede elegirse entre
aquellos compatibles con la invarianza de Lorentz (dejemos de lado, por el momento, otras
posibles simetr´ıas), por ejemplo R = D/t[A]
2. Aqu´ı no tenemos esa limitacio´n, y nuestro
objetivo es hallar la forma precisa de R que conduce a una accio´n efectiva que contenga las
relaciones de dispersio´n deseadas.
Comenzamos por reescribir la ecuacio´n (3.17) como
ω(t) = tr
{
D/t[A]
−1 [(γ5φ− iη)D/t[A] +D/t[A] (γ5φ+ iη)]
}
. (3.36)
La operacio´n de traza esta´ mal deﬁnida, y necesita ser regularizada. Deﬁnimos nuestra
ω regularizada como
ω(t)R = lim
M→∞
tr
{
D/t[A]
−1 [(γ5φ− iη)D/t[A] +D/t[A] (γ5φ+ iη)] e−R/M2
}
. (3.37)
La eleccio´n de R siempre se encuentra dictada por consideraciones f´ısicas, por ejemplo, si
consideramos una teor´ıa de gauge, debemos tener en cuenta regularizaciones que no destruyan
la invarianza de gauge a nivel cua´ntico. Esto es usualmente realizado tomando R = D/t[A]
2,
donde Aµ es un campo de gauge. Aqu´ı el modelo bajo estudio no es una teor´ıa de gauge
y por lo tanto tenemos ma´s libertad de elegir el regulador. Emplearemos un operador de
la forma R = D/t[B]
2, donde Bµ es un cierto campo vectorial a ser determinado. Podemos
escribir ω(t)R como ω(t)R = ω0(t) + ωnc(t) donde
ω0(t) = tr
(
2γ5φe
−R/M2
)
(3.38)
ωnc(t) = tr
{
D/t[A]
−1 (γ5φ− iη)
[
D/t[A], e
−R/M2
]}
. (3.39)
Aqu´ı el sub´ındice 0 indica el te´rmino que habr´ıamos obtenido si hubie´ramos empleado la
propiedad c´ıclica de la traza en la ecuacio´n (3.36). El sub´ındice nc se reﬁere a un te´rmino
“no c´ıclico”(esta cuestio´n se discute en detalle en la Ref. 58). Las expresiones ﬁnales para
estos dos te´rminos son
ω0(t) = −(1− t) g
π
∫
d2xφǫµν∂µBν (3.40)
ωnc(t) = −(1− t) g
2π
∫
d2x ∂µ(Bν − Aν)(ǫνµφ+ δνµη). (3.41)
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En este punto, un ca´lculo directo nos permite comprobar que tomando
B0 =A0 (3.42)
B1 =− A1, (3.43)
se arriba al mismo resultado obtenido en la subseccio´n previa Ecs. (3.28)-(3.34)). De este
modo, hemos hallado una forma expl´ıcita para el operador que regula el jacobiano asociado
a un determinante fermio´nico no covariante. A su vez, esta forma conduce a las relaciones de
dispersio´n correctas para el modelo de Tomonaga-Luttinger. La derivacio´n de este jacobiano,
y del operador regulador era una de las principales motivaciones de este cap´ıtulo, y constituye
uno de los aportes originales de esta tesis.
3.4 El Hamiltoniano bosonizado y las corrientes
Hasta este punto hemos trabajado en la formulacio´n lagrangiana. Sin embargo en aplica-
ciones de materia condensada, el marco Hamiltoniano es usualmente el preferido. Es deseable
entonces mostrar la derivacio´n del Hamiltoniano usual para sistemas electro´nicos unidimen-
sionales en el marco de la bosonizacio´n funcional discutido en este cap´ıtulo, es decir, la forma
boso´nica del modelo de Tomonaga-Luttinger [17, 40, 62, 63]. El otro punto que tratamos en
esta seccio´n es la forma boso´nica de las corrientes fermio´nicas originales (densidad de carga
y corriente ele´ctrica), y sus leyes de conservacio´n.
Teniendo en cuenta la expresio´n para detD/ [A] calculada en las seccio´nes precedentes, y
la relacio´n entre los campos φ y η y el campo Aµ (Ec.(3.10)), podemos expresar la funcional
generatriz (3.7) en te´rminos del campo Aµ:
Z[S] = N
∫
DAµ exp
(
−1
2
∫
d2x d2y Aµ(x)Dµν(x− y)Aν(y)
)
×
exp
(
− 1
2g2
∫
d2x d2y Sµ(x)V
−1
(µ) (x− y)Sµ(y)
)
exp
(
−1
g
∫
d2x d2y Aµ(x)V
−1
(µ) (x− y)Sµ(y)
)
,
(3.44)
donde Dµν esta´ dado en el espacio de Fourier por
Dµν(p) =
g2
π(p20 + v
2
Fp
2
1)
(
vFp
2
1 p0p1
p0p1 −vFp21
)
+
( 1
V0
0
0 1
V1
)
. (3.45)
El campo Aµ se desacopla de la fuente Sµ a trave´s del procedimiento usual de efectuar la
traslacio´n
Aµ → Aµ +
D−1µν Sν
gV(ν)
, (3.46)
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obteniendo
Z[S] = N
∫
DAµ exp
(
−1
2
∫
d2x d2y Aµ(x)Dµν(x− y)Aν(y)
)
×
exp
[
1
2
∫
d2x d2y Sµ(x)∆
−1
µν (x− y)Sν(y)
]
, (3.47)
con ∆−1µν y la constante de dureza K dados por (en el espacio de Fourier)
∆−1µν (p) =
1
π(p20 + v
2p21)
(−Kvp21 p0p1
p0p1
v
K
p21
)
, (3.48)
K =
√
vF − g2V1/π
vF + g2V0/π
. (3.49)
Esta constante gobierna los exponentes del decaimiento de las funciones de correlacio´n. A
continuacio´n podemos multiplicar y dividir por∫
DAµ exp
(
−1
2
∫
d2x d2y Aµ(x)∆µν(x− y)Aν(y)
)
, (3.50)
y efectuar una traslacio´n adicional en el campo Aµ
Aµ → Aµ +∆−1µν Sν , (3.51)
para obtener
Z[S] = N˜
∫
DAµ exp
(
−1
2
∫
d2x d2y Aµ(x)∆µν(x− y)Aν(y) +
∫
d2xSµ(x)Aµ(x)
)
.
(3.52)
Finalmente, deﬁniendo los campos ϕ y θ del siguiente modo:
A0 =
−1√
π
∂xϕ (3.53)
A1 =
i√
π
∂xθ, (3.54)
llegamos a la funcional generatriz
Z[S] = N¯
∫
DϕDθ exp
(
−1
2
∫
dxdτ
[ v
K
(∂xϕ)
2 + vK(∂xθ)
2 + 2i∂xθ∂τϕ
])
×
exp
(∫
dxdτ
[−S0∂xϕ/√π + iS1∂xθ/√π]
)
. (3.55)
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Naturalmente identiﬁcamos entonces el campo ϕ con el modo de densidad de carga del
sistema y Π = ∂xθ como su campo cano´nico conjugado. Ma´s au´n, los primeros dos te´rminos
en la accio´n cuadra´tica de la expresio´n previa pueden ser identiﬁcados con el Hamiltoniano
del sistema:
H = 1
2
∫
dx
[ v
K
(∂xϕ)
2 + vK(∂xθ)
2
]
, (3.56)
el cual coincide exactamente con el Hamiltoniano obtenido utilizando bosonizacio´n opera-
cional estandar [17,40,62,63]. Ahora, por derivacio´n funcional obtenemos la forma boso´nica
de las corrientes
j0 =
−1√
π
∂xϕ (3.57)
j1 =
i√
π
Π, (3.58)
que son ide´nticas, por supuesto, a las halladas en el enfoque operacional. Es importante
enfatizar que estas corrientes no obedecen la ecuacio´n de continuidad. Siguiendo la Ref. [65],
se introduce una corriente ele´ctrica f´ısica j, que es en general diferente de j1. La densidad de
carga es identiﬁcada con j0 (j0 = ρ). La corriente f´ısica se determina al imponer la ecuacio´n
de continuidad:
∂ρ
∂τ
+
∂j
∂x
= 0. (3.59)
Obtenemos
j =
i√
π
vK Π. (3.60)
No´tese que so´lo para V1 = 0 (g2 = g4 en el lenguaje de Tomonaga-Luttinger) se llega a
v K = 1 y j = j1.
3.5 Conclusiones
En este cap´ıtulo consideramos un determinante fermio´nico asociado a teor´ıas cua´nticas de
campos no covariantes. En particular estudiamos el determinante que aparece al implemen-
tar la bosonizacio´n mediante integrales funcionales basada en el desacople del determinante
fermio´nico a trave´s de cambios apropiados en las variables de integracio´n. El modelo anal-
izado (una versio´n no covariante del modelo de Thirring) se ha utilizado previamente para
describir sistemas de electrones altamente correlacionados en una dimensio´n (l´ıquidos de
Luttinger).
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En el contexto del me´todo de regularizacio´n del nu´cleo del calor, explotando la libertad
originada en la no covarianza, determinamos el operador que actu´a como regulador y que da
lugar a una accio´n boso´nica, a una relacio´n de dispersio´n, y a un decaimiento de funciones
de correlacio´n correctos en te´rminos de las constantes de acoplamiento, es decir, en completo
acuerdo con aquellas que se obtienen, y son bien conocidas en el marco operacional. Ca´lculos
previos mediante integrales funcionales hab´ıan hecho uso de reguladores covariantes tomados
de teor´ıas de campos relativistas, y daban un espectro y exponentes correctos so´lo para
valores particulares de las constantes de acoplamiento.
Finalmente mostramos como derivar el Hamiltoniano bosonizado y las corrientes , que
coinciden con los obtenidos mediante bosonizacio´n operacional estandar. De este modo
fuimos capaces de establecer el regulador heat-kernel que brinda completo acuerdo entre los
enfoques operacionales y mediante integrales funcionales de la bosonizacio´n del modelo de
Tomonaga-Luttinger.
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Cap´ıtulo 4
Interacciones de inversio´n de spin en
el modelo de Thirring no local
Extendemos una versio´n no local y no covariante del modelo de Thirring con
el objeto de describir sistemas de muchos cuerpos que poseen interacciones de
inversio´n de spin. Introduciendo un modelo con dos especies de fermiones evita-
mos el uso de bosonizacio´n no abeliana, necesario en un enfoque previo. Obten-
emos una expresio´n bosonizada para la funcio´n de particio´n, que describe la
dina´mica de los modos colectivos del sistema. Los resultados de este cap´ıtulo
constituyen un aporte original de esta tesis [42].
4.1 Introduccio´n
En el cap´ıtulo anterior estudiamos el modelo de Tomonaga-Luttinger mediante bosonizacio´n
funcional. Como ya se ha mencionado e´ste es un modelo en el que se desprecia el spin
electro´nico y que so´lo contempla interacciones de dispersio´n hacia adelante, que poseen
momento transferido nulo; sus caracter´ısticas ma´s notables son la existencia de funciones de
correlacio´n no anal´ıticas y no universales, y de una singularidad algebraica en la distribucio´n
de momentos sobre la superﬁcie de Fermi; los modos colectivos boso´nicos resultantes poseen
una relacio´n de dispersio´n sin gap [17, 40, 62], de modo que una cantidad arbitrariamente
pequen˜a de energ´ıa es capaz de producir excitaciones a partir del estado fundamental. Sin
embargo, en situaciones ma´s realistas se deben tener en cuenta el spin electro´nico y procesos
de dispersio´n electro´nica ma´s complejos como dispersio´n hacia atra´s y umklapp. En estos
procesos el momento transferido es 2kF y 4kF respectivamente. Estos problemas han sido
tratados en el contexto de la bosonizacio´n operacional usual en el cap´ıtulo 2, siguiendo las
referencias [17, 39]. La inclusio´n del spin electro´nico da lugar a la separacio´n spin-carga, y
los nuevos te´rminos de dispersio´n hacia atra´s y umklapp generan gaps en los espectros de
ambos sectores respectivamente, y por supuesto cambian los decaimientos algebraicos de las
funciones de correlacio´n por decaimientos exponenciales.
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En trabajos recientes [35, 66, 67] se trataron estos modelos ma´s realistas mediante el
enfoque de la teor´ıa de campos y la bosonizacio´n funcional. Se introdujo una versio´n no local
y no covariante del modelo de Thirring en el que las densidades y corrientes fermio´nicas se
acoplan mediante potenciales bilocales generales, y una generalizacio´n a un modelo de Gross-
Neveu SU(N) no local con N=2 para tener en cuenta el spin electro´nico. Estos modelos
contienen al modelo de TL como caso particular (para N=1). Aunque constituyen un marco
elegante para tratar problemas de muchos cuerpos en 1D, presentan dos inconvenientes: i)
la te´cnica de bosonizacio´n funcional empleada descansa en la regularizacio´n del jacobiano
tomada de la teor´ıa de campos covariante, con las consiguientes diferencias halladas con las
Ref. 17, 40, 62 mencionadas en el cap´ıtulo anterior, y ii) la descripcio´n de los modelos con
simetr´ıa SU(N) se realizo´ mediante bosonizacio´n no abeliana, lo que resulta poco pra´ctico
para el ana´lisis ﬁnal.
En el presente cap´ıtulo salvamos estos problemas introduciendo un modelo de tipo Thirring
con dos especies de fermiones, generalizando el modelo de dos fermiones de la Ref. 68, con-
struido originalmente como una teor´ıa local y covariante, al caso en que las interacciones
entre corrientes fermio´nicas se hallan mediadas por funciones bilocales. Este modelo no in-
cluye interacciones de tipo umklapp. So´lo posee interacciones de tipo inversio´n de spin (IS),
que en el caso local se reducen a las de dispersio´n hacia atra´s. Adicionalmente utilizamos
la te´cnica de bosonizacio´n abeliana en materia condensada, tal como se la formulo´ en el
cap´ıtulo anterior.
El resultado ﬁnal puede considerarse una extensio´n del trabajo de Grinstein, Minnhagen
y Rosengren [69] donde se estudio´ una versio´n simpliﬁcada del problema de inversio´n de spin
(contenido en nuestro modelo). Extendiendo formulaciones previas de modelos masivos [28,
32,70], nuestro procedimiento permite obtener una funcional de vac´ıo bosonizada. El cap´ıtulo
esta´ organizado de la siguiente manera. En la seccio´n 4.2 introducimos el mencionado modelo
no local de dos fermiones y explicamos su relacio´n con la descripcio´n no abeliana previa. En
la seccio´n 4.3 establecemos la equivalencia entre la funcio´n de particio´n fermio´nica inicial
y la que corresponde a una extensio´n no local de dos bosones del modelo seno-Gordon.
Finalmente, en la seccio´n 4.4 reunimos los puntos principales de nuestras investigaciones.
4.2 El modelo y su relacio´n con una descripcio´n no
abeliana previa.
En esta seccio´n introducimos una versio´n no local del modelo de Thirring que incorpora el
spin electro´nico considerando dos especies de fermiones, donde cada especie representa un
estado de spin. La accio´n eucl´ıdea inicial es
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S =
∫
d2x Ψ¯ai/∂Ψa − g
2
2
∫
d2x d2y jaµ(x)V
ab
(µ)(x− y)jbµ(y)
− gs
∫
d2x d2y Ψ¯1(x)γµΨ
2(x)U(µ)(x− y)Ψ¯2(y)γµΨ1(y) (4.1)
donde a, b = 1, 2, con 1 =↑, 2 =↓, las corrientes jaµ son las corrientes fermio´nicas usuales
j1µ = Ψ¯
1γµΨ
1, j2µ = Ψ¯
2γµΨ
2, (4.2)
y las matrices V ab(µ) tienen la forma
V(µ) =
1
2
(
V ρ(µ) + V
σ
(µ) V
ρ
(µ) − V σ(µ)
V ρ(µ) − V σ(µ) V ρ(µ) + V σ(µ)
)
, (4.3)
donde V ρ(µ) y V
σ
(µ) son los potenciales de acoplamiento relacionados a las constantes g2 y g4 de
dispersio´n hacia adelante de Solyom [50]. Estas funciones se vinculan a interacciones del tipo
corriente-corriente que no invierten el spin. Las funcions U(µ)(x − y) son los acoplamientos
que gobiernan los procesos que cambian el estado del spin electro´nico. Hemos dejado las
constantes g y gs para facilitar la comparacio´n con versiones locales del modelo. Por ejemplo,
el caso gs = 0 y V
ρ
(µ) = V
σ
(µ) = δ
2(x − y) corresponde a dos modelos de Thirring usuales
desacoplados. La accio´n (4.1) tiene simetr´ıa quiral U(1) maniﬁesta, es decir, es invariante
bajo la transformacio´n Ψa → eiγ5θΨa, Ψ¯a → Ψ¯aeiγ5θ. La conservacio´n del spin fermio´nico
tambie´n se preserva en esta teor´ıa.
La teor´ıa deﬁnida ma´s arriba es similar a la descripta por Zinn-Justin(ZJ) [68]. Existen,
sin embargo dos diferencias importantes. En primer lugar nuestro modelo tiene en cuenta
la posible naturaleza de largo alcance de los potenciales, mientras que el modelo de ZJ es
local. Por otro lado, el modelo de ZJ no incluye te´rminos del tipo g4 asociados a procesos de
dispersio´n fermio´nica que involucran so´lo una rama (derecha o izquierda), ni para diagramas
de IS ni para diagramas ordinarios.
En lo concerniente a la relacio´n entre nuestra accio´n y modelos previos inspirados en
materia condensada, debemos mencionar los primeros trabajos de Luther y Emery [71], y
Grinstein, Minnhagen y Rosengren [69]. Los primeros introdujeron el llamado modelo de
dispersio´n hacia atra´s. Aunque este sistema, en principio, no posee IS, en el l´ımite local
que ellos consideraron, los diagramas de dispersio´n hacia atra´s coinciden con aquellos que
cambian el spin. Grinstein y col. incluyeron desde el comienzo interacciones de tipo IS
teniendo en cuenta un potencial coulombiano. Aunque dicho modelo es no local, considera
el mismo potencial para todas las clases de diagramas (IS y los ordinarios). Por otro lado,
con el objeto de establecer una relacio´n entre su teor´ıa y un sistema de tipo gas de Coulomb,
los autores consideraron de nuevo el l´ımite local. Y, nuevamente, no incluyeron te´rminos de
tipo g4.
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Mostremos ahora que la accio´n(4.1) puede escribirse de un modo alternativo. Consider-
emos las corrientes U(N)
Jαµ = Ψ¯γµλ
αΨ (4.4)
con
λ0 = 1
2
I (4.5)
λj = tj , (4.6)
siendo tj los generadores de SU(N) normalizados de acuerdo a
tr titj = 1
2
δij . (4.7)
Con estas corrientes, podemos deﬁnir un modelo de Gross-Neveu, invariante quiral y no
local, con una accio´n dada por
S =
∫
d2x Ψ¯i/∂Ψ−
∫
d2x d2y Jαµ (x)Vαβ(µ)(x− y)Jβµ (y), α, β = 0, 1, ..., N2 − 1 (4.8)
donde V(µ) son N2 ×N2 matrices sime´tricas que pesan la interaccio´n . Tomando N = 2, las
acciones (4.1) y (4.8) son iguales si las matrices V(µ) se escriben como
V(µ) =


g2V ρ(µ) 0 0 0
0 gsU(µ) 0 0
0 0 gsU(µ) 0
0 0 0 g2V σ(µ)

 . (4.9)
Este modelo no abeliano fue considerado en la Ref. 35. La accio´n efectiva bosonizada
obtenida mediante bosonizacio´n no abeliana dio lugar a una funcional de Wess-Zumino-
Witten (WZW), que resulta diﬁcil de tratar a la hora de obtener el espectro f´ısico. En
la pro´xima seccio´n mostramos como esta tarea se ve simpliﬁcada comenzando por (4.1) en
lugar de (4.8) y combinando bosonizacio´n abeliana en el marco de la integral funcional y la
aproximacio´n armo´nica autoconsistente.
4.3 La accio´n boso´nica equivalente
Comenzamos considerando la funcio´n de particio´n
Z = N
∫
DΨ¯aDΨa e−S, (4.10)
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donde N es una constante de normalizacio´n. Es conveniente escribir
S = S0 + Sflip, (4.11)
donde
S0 =
∫
d2x Ψ¯ai/∂Ψa − g
2
2
∫
d2x d2y jaµ(x)V
ab
(µ)(x− y)jbµ(y) (4.12)
y
Sflip = −gs
∫
d2x d2y Ψ¯1(x)γµΨ
2(x)U(µ)(x− y)Ψ¯2(y)γµΨ1(y). (4.13)
La razo´n para esta separacio´n se halla en el hecho de que S0 contiene todos los te´rminos
de interaccio´n que poseen invarianza quiral separada para cada especie fermio´nica (estados
de spin). Son interacciones de tipo Thirring, es decir que se transforman en te´rminos libres
de la accio´n. El segundo te´rmino no posee invarianza quiral separada, y sera´ expandido en
una serie perturbativa, en analog´ia con lo hecho con el te´rmino de masa en la bosonizacio´n
funcional del modelo de Thirring masivo [32].
De igual forma que en el cap´ıtulo anterior, la introduccio´n de campos vectoriales auxiliares
Aaµ mediante la transformacio´n de Hubbard-Stratonovich permite escribir
Z = N ′
∫
DΨ¯aDΨaDAaµ exp
[
−
∫
d2x Ψ¯a
(
i/∂ + g/Aa
)
Ψa − S[A]− Sflip
]
, (4.14)
donde N ′ es una nueva constante de normalizacio´n que incluye al determinante fermio´nico
libre, y
S[A] =
1
2
∫
d2x d2y
(
V −1(µ)
)ab
(x− y)Aaµ(x)Abµ(y), (4.15)
con
(
V −1(µ)
)ab
deﬁnido a trave´s de la ecuacio´n∫
d2y
(
V −1(µ)
)ab
(x− y)V bc(µ)(y − z) = δ(2)(x− z)δac. (4.16)
Descomponemos ahora Aaµ en sus partes transversal y longitudinal
Aaµ(x) = ǫµν∂νφ
a(x) + ∂µη
a(x), (4.17)
donde φa y ηa son campos escalares. Adema´s realizamos un cambio en los campos fermio´nicos
Ψa(x) = e−g[γ5φ
a(x)−iηa(x)]χa(x) (4.18)
Ψ¯a(x) = χ¯a(x)e−g[γ5φ
a(x)+iηa(x)], (4.19)
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cuyo Jacobiano fue calculado en el cap´ıtulo anterior. Obtenemos entonces
Z = N
∫
Dχ¯aDχaDφaDηae−Sef , (4.20)
siendo Sef una suma de tres partes:
Sef = S0F + S0B + Sflip (4.21)
donde
S0F =
∫
d2x
(
χ¯1i/∂χ1 + χ¯2i/∂χ2
)
, (4.22)
S0B =
g2
2π
∫
d2x
[
(∂1φ
a)2 − (∂1ηa)2 − 2∂1φa∂0ηa
]
+
1
2
∫
d2x d2y
(
V −1(µ)
)ab
(x− y)
× [ǫµνǫµρ∂νφa(x)∂ρφb(y) + ∂µηa(x)∂µηb(y) + 2ǫµν∂νφa(x)∂µηb(y)] , (4.23)
y Sflip es el mismo te´rmino de interaccio´n IS ya deﬁnido en la Ec. (4.13). Respecto de este
u´ltimo te´rmino, desde ahora nos restringiremos al caso de interacciones IS de contacto:
U(x− y)(0) = U(x− y)(1) = δ(2)(x− y), (4.24)
y por medio de una transformacio´n de Fierz seguida del cambio quiral deﬁnido en las Ecs.
(4.18) y (4.19), podemos escribirlo en la forma
Sflip = 2gs
∫
d2x
[
e−2g(φ
1−φ2)χ¯1
1 + γ5
2
χ1 · χ¯2 1− γ5
2
χ2 + e2g(φ
1−φ2)χ¯1
1− γ5
2
χ1 · χ¯2 1 + γ5
2
χ2
]
.
(4.25)
Ahora estamos listos para hacer la expansio´n de la funcio´n de particio´n tomando gs como
para´metro perturbativo:
Z = N
∫
DφaDηae−S0B
∞∑
n=0
(−2gs)n
n!
∫ n∏
i=1
d2xi
×
〈
n∏
i=1
[
e−2g(φ
1−φ2)χ¯1
1 + γ5
2
χ1 · χ¯21− γ5
2
χ2 + e2g(φ
1−φ2)χ¯1
1− γ5
2
χ1 · χ¯21 + γ5
2
χ2
]〉
0F
(4.26)
donde 〈 〉0F signiﬁca valor medio en una teor´ıa con accio´n S0F. So´lo valores medios que
involucran un mismo nu´mero de factores de la forma 1
2
χ¯a(1+ γ5)χ
a y 1
2
χ¯a(1− γ5)χa (en esta
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expresio´n no debe entenderse suma sobre ı´ndices repetidos) son no nulos, por lo tanto la
funcio´n de particio´n puede escribirse en la forma
Z = N
∫
DφaDηa e−S0B
∞∑
n=0
(2gs)
2n
(n!)2
∫ ( n∏
i=1
d2xi d
2yi e
−2g[φ1(xi)−φ2(xi)−φ1(yi)+φ2(yi)]
)
×
〈
n∏
i=1
χ¯1(xi)
1 + γ5
2
χ1(xi)χ¯
1(yi)
1− γ5
2
χ1(yi)
〉
0F
×
〈
n∏
i=1
χ¯2(xi)
1− γ5
2
χ2(xi)χ¯
2(yi)
1 + γ5
2
χ2(yi)
〉
0F
. (4.27)
El siguiente paso consiste en introducir dos campos escalares locales sin masa ϑa que sera´n
asociados a los fermiones libres χ¯a y χa. Este truco permite reemplazar los valores medios
fermio´nicos en la expresio´n de arriba por sus contrapartes boso´nicos regularizados [32, 68],
lo que conduce a
Z = N
∫
DφaDηa e−S0B
∞∑
n=0
(2gs)
2n
(n!)2
∫ ( n∏
i=1
d2xi d
2yi e
−2g[φ1(xi)−φ2(xi)−φ1(yi)+φ2(yi)]
)
×
(
iΛ
2π
)2n〈 n∏
i=1
ei
√
4π[ϑ1(xi)−ϑ1(yi)]
〉
0,ϑ1
×
(
iΛ
2π
)2n〈 n∏
i=1
ei
√
4π[ϑ2(xi)−ϑ2(yi)]
〉
0,ϑ2
. (4.28)
Ahora usamos el hecho de que las divergencias infrarojas del propagador del campo ϑa
proveen una condicio´n de neutralidad para los valores medios de los operadores de ve´rtice.
Esto signiﬁca que el valor medio
〈∏n
i=1 e
iβiϑ(xi)
〉
0,ϑ
es no nulo solamente si
∑
i βi = 0 [68].
La condicio´n de neutralidad permite rearmar la serie perturbativa de un modo no trivial.
Llegamos entonces a la accio´n completamente bosonizada Sbos
Sbos = S0B +
∫
d2x
{
1
2
(∂µϑ
a)2 − gsΛ
2
π2
cos
[
2ig(φ1 − φ2) +
√
4π(ϑ1 + ϑ2)
]}
. (4.29)
En este punto es interesante observar que existe un cambio de variables que permite
expresar la accio´n en un modo muy sugestivo. Efectivamente, escribiendo
θ =
1√
2
(ϑ1 + ϑ2) (4.30)
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θ˜ =
1√
2
(ϑ1 − ϑ2) (4.31)
φ1,2 =
1√
2
(φρ ± φσ) (4.32)
η1,2 =
1√
2
(ηρ ± ησ) (4.33)
donde el signo ma´s (menos) corresponde al par φ1, η1(φ2, η2), se ve que el campo θ˜ se de-
sacopla completamente de los otros y por lo tanto puede integrarse, y la accio´n boso´nica
queda
Sbos = Sρ + Sσ, (4.34)
donde
Sρ =
g2
2π
∫
d2x
[
(∂1φρ)
2 − (∂1ηρ)2 − 2∂1φρ∂0ηρ
]
+
1
2
∫
d2x d2y
(
V ρ(µ)
)−1
(x− y)
× [ǫµνǫµρ∂νφρ(x)∂ρφρ(y) + ∂µηρ(x)∂µηρ(y) + 2ǫµν∂νφρ(x)∂µηρ(y)] , (4.35)
y
Sσ =
g2
2π
∫
d2x
[
(∂1φσ)
2 − (∂1ησ)2 − 2∂1φσ∂0ησ
]
+
1
2
∫
d2x d2y
(
V σ(µ)
)−1
(x− y)
× [ǫµνǫµρ∂νφσ(x)∂ρφσ(y) + ∂µησ(x)∂µησ(y) + 2ǫµν∂νφσ(x)∂µησ(y)]
+
∫
d2x
[
1
2
(∂µθ)
2 − gsΛ
2
π2
cos
(√
8igφσ +
√
8πθ
)]
(4.36)
con las funciones
(
V c,s(µ)
)−1
deﬁnidas como∫
d2y
(
V c,s(µ)
)−1
(x− y)V c,s(µ)(y − z) = δ(2)(x− z). (4.37)
Esto, a su vez, conduce a una factorizacio´n de la funcio´n de particio´n en la forma Z =
ZρZσ. Este resultado es una clara manifestacio´n de la separacio´n spin-carga [69, 71]. Zρ
es la funcio´n de particio´n asociada a las excitaciones de densidad de carga. Coincide con
el modelo de Tomonaga-Luttinger sin spin estudiado en el cap´ıtulo anterior y en la Ref.
41. Zσ describe excitaciones de densidad de spin. La accio´n Sσ corresponde a un modelo
seno-Gordon con te´rmino cine´tico no local, similar al considerado previamente en la Ref. 70.
En el cap´ıtulo siguiente derivaremos una expresio´n para el gap de su espectro en funcio´n de
los potenciales V σ(µ).
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Dado que nuestro objetivo principal es analizar el sector de spin, desde ahora enfocaremos
nuestra atencio´n en Sσ. Tranformando Fourier la accio´n (con la excepcio´n del te´rmino del
coseno, cuya transformada de Fourier no es muy esclarecedora) se obtiene
Sσ =
∫
d2p
(2π)2
[
φˆ(p)φˆ(−p)A(p) + ηˆ(p)ηˆ(−p)B(p) + φˆ(p)ηˆ(−p)C(p) + p
2
2
θ(p)θ(−p)
]
− gsΛ
2
π2
∫
d2x cos
(√
8igφσ +
√
8πθ
)
(4.38)
con
A =p21
(
1
2V0
+
g2
2π
)
+
p20
2V1
(4.39)
B =p21
(
1
2V1
− g
2
2π
)
+
p20
2V0
(4.40)
C =p1p0
(
1
V1
− 1
V0
− g
2
π
)
(4.41)
En la expresio´n de arriba, φˆ(p), ηˆ(p) y θ(p) son las transformadas de Fourier de φσ(x),
ησ(x) y θ(x) respectivamente. Es conveniente considerar todav´ıa otro cambio de variables
que diagonaliza la parte cuadra´tica de Sσ. Este cambio esta´ dado por
θ =
∆π
∆π + 2Bg2p2
ξ − ig√
π
ζ (4.42)
η =
i
√
πgCp2
∆π + 2Bg2p2
ξ − ϕ− C
2B
ζ (4.43)
φ = ζ − 2i
√
πgp2B
∆π + 2Bg2p2
ξ (4.44)
donde ξ, ζ y χ son los nuevos campos boso´nicos, y ∆ = C2 − 4AB. La accio´n resultante se
lee
Sσ =
∫
d2p
(2π)2
1
2Kσvσ
(p20 + vσp
2
1)ξ(p)ξ(−p)−
gsΛ
2
π2
∫
d2x cos(
√
8πξ)
+
∫
d2p
(2π)2
p4(π − g2V σ(1))
2(p20πV
σ
(1) + p
2
1V(0)(π − g2V(1))
ζ(p)ζ(−p)
+
∫
d2p
(2π)2
1
2
[
p20
V σ(0)
+ p21
(
−g2
π
+
1
V σ(1)
)]
ϕ(p)ϕ(−p) (4.45)
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donde
vσ =
√(
1 +
g2
π
V σ(0)
)(
1− g
2
π
V σ(1)
)
, (4.46)
Kσ =
√√√√1 + g2π V σ(0)
1− g2
π
V σ(1)
. (4.47)
Se observa que los campos ζ y ϕ se desacoplaron completamente de ξ. La parte de la
accio´n que depende de ξ coincide con la obtenida mediante bosonizacio´n operacional en la
seccio´n 4.3 y es la parte relevante a considerar. Ma´s generalmente la reescribimos como
Sσ =
∫
d2p
(2π)2
ξ(p)
F (p)
2
ξ(−p)− gsΛ
2
π2
∫
d2x cos(
√
8πξ), (4.48)
con
F (p) =
1
Kσ(p)vσ(p)
[
p20 + vσ(p)p
2
1
]
. (4.49)
Esta accio´n corresponde a un modelo seno-Gordon con te´rmino cine´tico no local, introducido
en la Ref. 70.
4.4 Conclusiones
En este cap´ıtulo hemos mejorado una versio´n no local del modelo de Thirring que provee
una descripcio´n tratable de los l´ıquidos de Luttinger con spin, basada en teor´ıa de campos.
Efectivamente, en el contexto de teor´ıas del tipo Thirring no local, los tratamientos previos
de las interaccciones de inversio´n de spin condujeron a un complicado modelo no abeliano
(ver por ejemplo [35]). Espec´ıﬁcamente construimos una accio´n basada en dos especies de
fermiones que permite tener en cuenta interacciones de inversio´n de spin de un modo elegante
y simple. Aunque nuestro modelo se inspiro´ en el considerado en la Ref. [68], incluye inter-
acciones no contenidas en ese trabajo previo (los llamados diagramas g4 en la terminolog´ıa
de Solyom [50]). Adema´s, la teor´ıa que presentamos posee potenciales bilocales generales
que gobiernan las interacciones que no invierten el spin. Parametrizamos estos potenciales
en te´rminos de las funciones V ρ y V σ que se asocian a la dina´mica de las densidades de
carga y spin respectivamente, una vez que la separacio´n spin-carga se hace maniﬁesta luego
de un cambio de variables apropiado (ver ecuacio´n (4.32) y (4.33)). Aunque nuestro ana´lisis
es u´nicamente va´lido para interacciones de inversio´n de spin locales, pudimos mantener la
dependencia con la distancia en los potenciales ordinarios (que no invierten el spin) has-
ta el ﬁnal de los ca´lculos. Bajo estas condiciones obtuvimos una accio´n boso´nica efectiva
cuyos grados de libertad de carga coinciden con descripciones previamente encontradas en
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el cap´ıtulo anterior del problema de dispersio´n hacia adelante sin spin. Respecto del sector
de spin, que es el de mayor intere´s en el presente contexto, hallamos que se corresponde con
un modelo seno-Gordon con te´rmino cine´tico no local. En el cap´ıtulo siguiente estudiaremos
su espectro dentro del marco de la aproximacio´n armo´nica autoconsistente, derivando una
expresio´n para el gap de las excitaciones de baja energ´ıa.
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Cap´ıtulo 5
La aproximacio´n armo´nica
autoconsistente
Examinamos la aproximacio´n armo´nica autoconsistente y su utilizacio´n en el
marco de la integral funcional y las teor´ıas de materia condensada. En particular
hallamos una fo´rmula para el gap de las excitaciones del sector de spin del
modelo estudiado en el cap´ıtulo anterior, como funcio´n de potenciales arbitrarios
de interaccio´n electro´n-electro´n. Proponemos adema´s un nuevo me´todo para
determinar el para´metro inco´gnita asociado a esta aproximacio´n. Comprobamos
la validez de esta nueva te´cnica en el contexto del modelo seno-Gordon y como
aplicacio´n no trivial consideramos el re´gimen de escala del modelo de Ising en
2D fuera del punto cr´ıtico y en presencia de un campo magne´tico h. En este caso
derivamos una expresio´n aproximada que relaciona la longitud de correlacio´n ξ,
T − Tc y h. Los resultados de este cap´ıtulo constituyen aportes originales de
esta tesis [42, 43].
5.1 Introduccio´n
La aproximac´ıon armo´nica autoconsistente (SCHA, self-consistent harmonic approximation)
es una te´cnica no perturbativa que ha sido utilizado extensivamente en aplicaciones de
meca´nica estad´ıstica [72, 73] y materia condensada [43, 74–77]. Consiste en reemplazar una
accio´n verdadera S por una accio´n de prueba S0 que hace que el problema resulte tratable.
Usualmente S0 es una accio´n cuadra´tica que depende de cierto para´metro desconocido Ω.
Este para´metro debe ser determinado mediante algu´n criterio como por ejemplo la mini-
mizacio´n de la energ´ıa libre. Esta aproximacio´n esta´ ı´ntimamente relacionada al potencial
efectivo gausiano [78–80] en teor´ıa cua´ntica de campos, una aproximacio´n variacional al
potencial efectivo que utiliza como estado fundamental de prueba una funcional de onda
gaussiana dependiente de un para´metro de masa. Tambie´n esta´ basado en un principio de
mı´nima sensibilidad [81, 82] para determinar el para´metro adicional.
52
En el cap´ıtulo anterior mostramos que la inclusio´n de te´rminos que invierten el spin en
la accio´n de una teor´ıa de electrones fuertemente correlacionados en una dimensio´n espacial,
condujo a una accio´n boso´nica de tipo seno-Gordon para las ﬂuctuaciones de los grados de
libertad de spin. Aunque el espectro del modelo seno-Gordon usual se conoce exactamente
a partir de los trabajos de Dashen, Hasslacher y Neveu (DHN) [83], en el caso que nos
ocupa la presencia de interacciones de largo alcance dan lugar a un te´rmino cine´tico no local
que destruye la solubilidad. Esta situacio´n nos lleva naturalmente a considerar me´todos
aproximados. En el presente cap´ıtulo nos proponemos hallar el espectro de excitaciones
del mencionado sector mediante la SCHA. El presente ca´lculo resulta de intere´s por dos
motivos adicionales: en primer lugar, la SCHA es mucho ma´s sencilla de implementar que
las te´cnicas semicla´sicas utilizadas en los mencionados trabajos. Y en segundo lugar, la
SCHA puede extenderse facilmente a modelos ma´s complicados como por ejemplo el doble
seno-Gordon [84] en teor´ıa de campos, o la versio´n continua del modelo de Hubbard extendido
en llenado medio [85] y l´ıquidos de Luttinger acoplados [86].
Si bien nuestra motivacio´n inicial para abordar el estudio de la SCHA fue contar con
un me´todo de aproximacio´n para poder estimar el valor del gap (en modelos en los que la
no localidad impide hallar una solucio´n exacta) al familiarizarnos con la te´cnica pudimos
realizar algunos aportes originales en lo concerniente al me´todo en si mismo. Esto nos
ha llevado a presentar tanbie´n en este cap´itulo, a modo de leve digresio´n, los detalles de
nuestra propuesta. En particular, sen˜alamos que en problemas en dos dimensiones existe
un modo alternativo de determinar el para´metro Ω. Este me´todo esta´ basado en teor´ıa de
campos conformes [87, 88]. Ma´s au´n, mostramos que nuestro me´todo conduce a mejoras en
los resultados para el modelo SG respecto del SCHA estandar y nos permite dar una nueva
descripcio´n del modelo de Ising bidimensional (MI2D) fuera del punto cr´ıtico. En el primer
caso explotamos la existencia de resultados exactos [83, 89] para veriﬁcar la consistencia de
nuestra propuesta, obteniendo una respuesta cualitativamente buena para la masa del solito´n.
Aplicamos entonces las mismas ideas al MI2D a T 6= Tc y h 6= 0, un modelo no integrable
para el cual se conocen pocos resultados cuantitativos [90–92]. Utilizamos la representacio´n
fermio´nica del MI2D. Dado que la SCHA estandar esta´ restringida a modelos boso´nicos, el
nuevo procedimiento provee tambie´n una extensio´n de la aproximacio´n gausiana a teor´ıas
fermio´nicas bidimensionales. Nuestro resultado principal es una ecuacio´n algebraica que
permite obtener el comportamiento de la longitud de correlacio´n como funcio´n de T − Tc y
h.
Debemos enfatizar que no estamos introduciendo una nueva aproximacio´n, sino so´lo un
me´todo para determinar el para´metro. Como es bien sabido, la SCHA es una aproximacio´n
no controlada, es decir, no hay ningu´n para´metro perturbativo involucrado. Es claro entonces
que la misma cr´ıtica puede hacerse a la presente propuesta.
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5.2 Detalles de la aproximacio´n y el espectro del sector
de spin en electrones unidimensionales
Comenzaremos mostrando el desarrollo mediante integrales funcionales de la SCHA. En
general comenzamos con una funcio´n de particio´n
Z =
∫
Dµ e−S (5.1)
donde Dµ es una medida de integracio´n funcional boso´nica. Una manipulacio´n elemental
conduce a
Z =
∫ Dµ e−(S−S0) e−S0∫ Dµ e−S0
∫
Dµ e−S0 = Z0
〈
e−(S−S0)
〉
0
. (5.2)
para cualquier accio´n de prueba S0. Por medio de la propiedad〈
e−f
〉 ≥ e−〈f〉, (5.3)
para f real, y tomando logaritmo natural en la ecuacio´n (5.2), obtenemos la desigualdad de
Feynman [93].
lnZ ≥ lnZ0 − 〈S − S0 〉0 (5.4)
La aproximacio´n consiste en reemplazar la accio´n verdadera, dif´ıcil de tratar, por una
accio´n de prueba ma´s simple, que contenga algu´n para´metro libre. Este se ﬁja maximizando
el lado derecho de la desigualdad (5.4).
Consideramos a continuacio´n como accio´n verdadera, la accio´n que describe la dina´mica
del sector de spin en teor´ıas de electrones altamente correlacionados en una dimensio´n (4.48),
obtenida en el cap´ıtulo anterior. Adema´s como accio´n de prueba tomamos una accio´n
cuadra´tica de la forma
S0 =
∫
d2p
(2π)2
[
ξ(p)
F (p)
2
ξ(−p) + Ω
2
2
ξ(p)ξ(−p)
]
. (5.5)
Para la situacio´n mencionada, F se deﬁne como
F (p) =
1
Ksvs
(p20 + vsp
2
1), (5.6)
aunque para los desarrollos siguientes consideraremos una F arbitraria, y obtendremos re-
sultados generales. Una vez realizada la sustitucio´n de acciones es inmediato obtener el
espectro:
F (p) + Ω2 = 0. (5.7)
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Volviendo a frecuencias reales, p0 = iω, p1 = k, y tomando el te´rmino cine´tico (5.6) se
obtiene la siguiente ecuacio´n
vsKsΩ
2 + v2sk
2 − ω2 = 0. (5.8)
Como se dijo anteriormente, el para´metro Ω puede determinarse maximizando el lado
derecho de la ecuacio´n (5.4). Para alcanzar este objetivo primero escribimos
lnZ0 = ln
∫
Dξ exp
[
−1
2
∫
d2x ξ(x)(Aˆξ)(x)
]
= [ln(det Aˆ)−1/2] + const (5.9)
=− 1
2
tr ln Aˆ+ const, (5.10)
donde el operador Aˆ esta´ deﬁnido, en espacio de Fourier, por
(Aˆξ)(p) = [F (p) + Ω2]ξ(p). (5.11)
Es fa´cil entonces obtener
tr ln Aˆ = V
∫
d2p
(2π)2
ln[F (p) + Ω2], (5.12)
donde V es el volumen (inﬁnito) de todo el espacio
∫
d2x. Por otro lado, 〈S − S0〉 se puede
calcular directamente siguiendo, por ejemplo, los pasos explicados en la Ref. 70 y la identidad
del ape´ndice C. El resultado es
−〈S − S0〉0 =
∫
d2x
[
gsΛ
2
π2
〈
cos(
√
8πξ)
〉
0
+
Ω2
2
〈
ξ2
〉
0
]
(5.13)
= V
gsΛ
2
π2
exp
[
−4π
∫
d2p
(2π)2
1
F (p) + Ω2
]
+ V
Ω2
2
∫
d2p
(2π)2
1
F (p) + Ω2
. (5.14)
Finalmente, podemos reunir todos los te´rminos y escribir
lnZ0 − 〈S − S0〉0 = V
[
gsΛ
2
π2
exp (−4πI0(Ω)) + Ω
2
2
I0(Ω)− 1
2
I1(Ω)
]
+ const. (5.15)
donde deﬁnimos las integrales
I1(Ω) =
∫
d2k
(2π)2
ln[F (p) + Ω2] (5.16)
I−n(Ω) =
∫
d2k
(2π)2
1
[F (p) + Ω2]n+1
(5.17)
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con las propiedades formales
dI1(Ω)
dΩ
= 2ΩI0 (5.18)
dI−n(Ω)
dΩ
= −2(n+ 1)ΩI−n−1. (5.19)
Hallando el extremo de la expresio´n (5.15) con respecto a Ω, y asumiendo que I−1(Ω) es
no nulo (una condicio´n que vale para la mayor´ıa de los potenciales realistas), ﬁnalmente
obtenemos la ecuacio´n del gap.
Ω2 − gsΛ
2
π2
e−4πI0(Ω) = 0. (5.20)
La ecuacio´n (5.20) es uno de los resultados principales de este cap´ıtulo. Dentro de la
aproximacio´n armo´nica autoconsistente, da una expresio´n cerrada para el gap como funcional
de los potenciales V s(µ)(p). Resulta interesante obtener un valor expl´ıcito para Ω para el
potencial de contacto, dado por
V s(0)(p) = V
s
(1)(p) = 1. (5.21)
En este caso I0(Ω) es inﬁnita. Si utilizamos la misma regularizacio´n empleada en el cap´ıtulo
anterior se obtiene
Ω2
Λ2
=
gs
π2
[
1 +
(1 + g2/π)Λ2
Ω2
] −1
1+g2/pi
. (5.22)
Esta ecuacio´n puede fa´cilmente resolverse para Λ≫ Ω y Ω≫ Λ. Los resultados esta´n dados
respectivamente por
Ω2 = Λ2
(gs
π
) 1+g2/pi
g2/pi
(
1 +
g2
π
)−g2/π
, (5.23)
y
Ω2 =
gsΛ
2
π2
. (5.24)
5.2.1 El modelo seno-Gordon en teor´ia de campos
Si bien el modelo estudiado en la seccio´n precedente coincide con el modelo seno-Gordon
considerado tradicionalmente en la literatura de la teor´ıa de campos en el caso local dado
por (5.21), existe una diferencia en el tratamiento de las divergencias en las integrales.
Mientras que en teor´ıa de campos se busca implementar mecanismos que hagan ﬁnitos los
resultados ﬁnales, lo que se consigue al renormalizar los para´metros de la teor´ıa, en materia
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condensada las divergencias que aparecen son artiﬁciales, es decir son introducidas por las
te´cnicas mediante las cuales se trata la teor´ıa. Por ejemplo, en el modelo de Hubbard original,
el espectro es acotado, es decir, las sumas o integrales sobre k se realizan en una regio´n ﬁnita.
Al considerar la linealizacio´n de la relacio´n de dispersio´n, y la inclusio´n de inﬁnitos estados
con energ´ıa por debajo del nivel de Fermi, el modelo se vuelve tratable matema´ticamente
mediante bosonizacio´n, pero al costo de la introduccio´n de divergencias ultravioletas. Por
otro lado, el para´metro que se introduce para regular el modelo [la constante a en la ecuacio´n
(2.22), o Λ en (4.28)], usualmente tiene un signiﬁcado f´ısico: esta´ asociada con la constante de
red. Por esta razo´n es usual que se deje su dependencia expl´ıcita en funciones de correlacio´n
y otras cantidades de intere´s.
En la seccio´n anterior seguimos este u´ltimo camino y obtuvimos una expresio´n para el gap
que depend´ıa expl´ıcitamente del cutoﬀ Λ. En esta seccio´n seguiremos el camino usual de la
teor´ıa de campos, es decir, introduciremos una constante de acoplamiento renormalizada, y
obtendremos expresiones para el gap del modelo seno-Gordon que dependen de ella. Partimos
de la accio´n
S =
∫
d2p
(2π)2
ϕ(p)
F (p)
2
ϕ(−p)−
∫
d2x
α
β2
e
1
2
β2I1(ρ) cos(βϕ) (5.25)
donde ϕ(p) es un campo escalar y α es la constante de acoplamiento renormalizada1 mediante
un orden normal [28,32]; ρ es el para´metro que implementa el orden normal. Por simplicidad,
en esta fo´rmula hemos escrito el te´rmino cine´tico en espacio de Fourier, pero hemos dejado
el te´rmino de interaccio´n en espacio de coordenadas.
Como accio´n de prueba, proponemos una accio´n cuadra´tica,
S0 =
∫
d2p
(2π)2
[
ϕ(p)
F (p)
2
ϕ(−p) + Ω
2
2
ϕ(p)ϕ(−p)
]
, (5.26)
donde Ω es el para´mtro de prueba. Con el objeto de realizar el proceso de minimizacio´n
estandar, primero evaluamos 〈S − S0〉. El resultado es
−〈S − S0〉0 = V
[
α
β2
e−
1
2
β2[I0(Ω)−I0(ρ)] +
Ω2
2
I0(Ω)
]
. (5.27)
Insertando ahora (5.27) en la desigualdad de Feynman (5.4), y minimizando el lado
derecho de dicha ecuacio´n con respecto a Ω, ﬁnalmente obtenemos
Ω2 − αe−β2/2[I0(Ω)−I0(ρ)] = 0. (5.28)
Esta ecuacio´n del gap permite extraer una respuesta ﬁnita para Ω, dependiente del para´metro
de masa ρ (la diferencia I0(Ω)− I0(ρ) es ﬁnita). No´tese que el valor de ρ es completamente
1Aqu´ı el te´rmino renormalizado es un abuso de lenguaje, ya que en modelos en (1+1) dimensiones con
interacciones sin derivadas, el orden normal elimina completamente todas las divergencias
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arbitrario, si uno lo elige igual a la masa de prueba Ω, la solucio´n de la ecuacio´n es
Ω2 = α. (5.29)
El mismo resultado se obtiene si en lugar de ρ = Ω se toma ρ =
√
α.
5.3 Determinacio´n de Ω mediante te´cnicas de teor´ıa de
campos conformes
Presentaremos a continuacio´n una ruta alternativa para determinar Ω. Para este ﬁn ex-
plotaremos una prediccio´n cuantitativa de la invarianza conforme para sistemas en 2D
en el re´gimen de escala, fuera del punto cr´ıtico. Partiendo del llamado ‘Teorema-c’ [94],
Cardy [95, 96] mostro´ que el valor de la anomal´ıa conforme c, que caracteriza al modelo en
el punto cr´ıtico, y el segundo momento del correlador de densidad de energ´ıa en el re´gimen
de escala de la teor´ıa no cr´ıtica esta´n relacionados por∫
d2x |x|2 〈ε(x)ε(0)〉 = c
3 π t2 (2−∆ε)2 , (5.30)
donde ε es el operador de densidad de energ´ıa, ∆ε es su dimensio´n de escala y t ∝ (T −Tc) es
la constante de acoplamiento del te´rmino de interaccio´n que saca al sistema fuera del punto
cr´ıtico. La validez de esta fo´rmula ha sido veriﬁcada expl´ıcitamente para varios modelos
[95,96]. Para el modelo SG, el operador de densidad de energ´ıa esta´ dado por el te´rmino del
coseno, su dimensio´n conforme es ∆ε = β
2/4π, t es la constante de acoplamiento α/β2 y la
teor´ıa conforme boso´nica libre asociada posee c = 1.
Nosotros aﬁrmamos que Ω puede ser determinado de una forma no variacional comple-
tamente diferente, forzando la validez de la identidad conforme de arriba para la accio´n de
prueba. En otras palabras, impondremos que se veriﬁque la siguiente ecuacio´n:
α2
β4
∫
d2x |x|2 〈cos βϕ(x) cosβϕ(0)〉0 =
1
3 π (2− β2
4π
)2
, (5.31)
que debe ser considerada como una ecuacio´n para el para´metro de masa Ω. Por supuesto, si
uno esta´ interesado en comparar la respuesta dada por esta fo´rmula con el resultado dado
por la SCHA usual, al evaluar el lado derecho de (5.31), se debe adoptar una prescripcio´n de
regularizacio´n equivalente al orden normal implementado en la SCHA. Un ca´lculo cuidadoso
conduce a la siguiente ecuacio´n del gap:
(
Ω
ρ
)2(2−u) = (
α
ρ2
)2
3
32
2− u
u2
(5.32)
donde hemos deﬁnido la variable u = β2/4π (0 ≤ u < 2) y ρ es el para´metro de orden normal,
como antes. Vemos que, igual que en la ecuacio´n SCHA estandar (5.28), hay diferentes
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respuestas para diferentes elecciones de ρ, pero en este caso, los resultados obtenidos para los
valores
√
α y Ω son diferentes. En cualquier caso se obtiene una dependencia no trivial de Ω
con β2 en contraste con la SCHA variacional. Esto es interesante si recordamos el signiﬁcado
f´ısico de la masa del gap en el contexto del modelo SG. Efectivamente, como es bien sabido,
Dashen, Hasslacher y Neveu (DHN) [83] calcularon mediante te´cnicas semicla´sicas el espectro
de masa para el modelo SG. Consiste en un solito´n (asociado al fermio´n del modelo de
Thirring) con masa
Msol =
2− u
π u
√
α, (5.33)
y una secuencia de estados ligados con masas
MN =
2(2− u)
π u
sin
[
N
π u
2(2− u)
] √
α, (5.34)
con N = 1, 2, ... < (2 − u)/u. (De esta u´ltima condicio´n es fa´cil ver que para tener N
estados ligados debemos tener u < 2/(N + 1). Como consecuencia no hay estado ligado
para u > 1). Ma´s recientemente, Zamolodchikov [89], reinterpretando resultados obtenidos
mediante el ansatz de Bethe, dio expresiones exactas para este espectro. En particular para
el solito´n su fo´rmula acuerda muy bien con (5.33), excepto para u cercano a 2, donde predice
una divergencia. Por simplicidad, aqu´ı comparamos nuestros resultados con la ecuacio´n
(5.33). Lo primero que debe notarse es que las masas en el espectro del modelo SG tambie´n
dependen de u, igual que nuestra prediccio´n dada por la ecuacio´n (5.32). Por lo tanto, al
respecto, nuestra propuesta parece mejorar la prediccio´n gausiana esta´ndar para el modelo
SG, al menos cualitativamente. Para efectuar una discusio´n cuantitativa ma´s espec´ıﬁca
comparemos las ecuaciones (5.32) y (5.33) como funciones de u. Fijamos ρ =
√
α, lo que
corresponde a la prescripcio´n empleada por DHN al derivar (5.33) y (5.34). El resultado
se muestra en la ﬁgura 5.1 donde se puede observar una analog´ıa cualitativa general entre
ambas curvas. En particular, para 0.7 ≤ u ≤ 1 (u = 1 corresponde al punto del fermio´n libre
del modelo de Thirring y al punto de Emery en el modelo de dispersio´n hacia atra´s [71])
nuestra prediccio´n esta´ de acuerdo con los valores de la masa del solito´n calculados por DHN.
Queremos recalcar que para u = 1 obtenemos Ω/
√
α =
√
3/32 ≈ 0.30 mientras que el valor
dado por (5.33) es 1/π ≈ 0.31 (la SCHA estandar da, por supuesto, Ω/√α = 1).
5.3.1 El modelo de Ising en 2D
Habiendo veriﬁcado la admisibilidad de nuestra propuesta en un modelo en el que se conocen
resultados exactos, es ahora deseable explorar un problema no trivial. Consideremos el
modelo de Ising en 2D fuera del punto cr´ıtico (T 6= Tc y h 6= 0):
S = SM +
∫
d2x [t ǫ(x) + h σ(x)] , (5.35)
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Figura 5.1: Masas en unidades de
√
α como funcio´n de u. La l´ınea punteada es Msol/
√
α,
mientras que la l´ınea llena representa Ω/
√
α
donde SM es la accio´n cr´ıtica, t ∝ (T − Tc), y ǫ(x) y σ(x) son los operadores de densidad
de energ´ıa y spin respectivamente. Usaremos la representacio´n fermio´nica de la mencionada
accio´n. De este modo, SM es la accio´n de un fermio´n de Majorana libre y sin masa, y
ǫ ∝ Ψ¯Ψ. Por otro lado, la expresio´n de σ(x) en te´rminos de los campos de Majorana es
ma´s complicada. Efectivamente, por medio de una transformacio´n de Jordan-Wigner puede
escribirse como exponencial de un bilineal fermio´nico. En analog´ıa con la SCHA usual,
proponemos la siguiente accio´n cuadra´tica de prueba
S0 = SM + Ω
∫
d2x ǫ(x), (5.36)
La ecuacio´n conforme(5.30) para el presente caso toma la forma
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∫
d2r r2 [t2 (2−∆ε)2 〈ε(r)ε(0)〉0 + h2 (2−∆σ)2 〈σ(r)σ(0)〉0
+ 2 t h (2−∆ε) (2−∆σ) 〈ε(r)σ(0)〉0] =
1
6 π
, (5.37)
donde ﬁjamos c = 1/2, que es la carga central de los fermiones libres de Majorana, y
∆ε = 1 y ∆σ = 1/8 son las dimensiones de escala de los correspondientes operadores.
Ahora debemos evaluar el valor medio en la accio´n de prueba. Esto nos dara´ una ecuacio´n
para Ω como funcio´n de t y h. Las funciones de correlacio´n energ´ıa-energ´ıa y energ´ıa-spin
fueron calculadas por Hecht [97] mientras que el correlador spin-spin puede hallarse en el
trabajo de Wu, McCoy, Tracy and Barouch [98]. Como es usual, se deﬁne la longitud de
correlacio´n ξ = 1/4Ω y se considera el l´ımite de escala, dado por ξ → ∞, r → ∞, con r/ξ
ﬁjo. El siguiente paso es usar la expresio´n de los correladores para (r/ξ) << 1 y realizar
las integrales correspondientes. En este punto debemos tener en cuenta que las funciones de
correlacio´n son proporcionales a ciertas funciones de escala F±(r/ξ) donde los signos + y −
corresponden a los casos Ω > 0 y Ω < 0 respectivamente. En otras palabras, el para´metro
Ω puede verse como un para´metro que deﬁne una nueva temperatura cr´ıtica efectiva. Las
funciones F± describen el re´gimen de escala por encima y por debajo de esta temperatura.
Dado que estamos aproximando una perturbacio´n magne´tica en el sistema, es claro que
debemos usar la funcio´n F−. De este modo obtenemos la siguiente ecuacio´n que relaciona ξ,
h y t:
t2(4ξ)2 + C1h
2(4ξ)15/4 + C2t|h|(4ξ)23/8 = 1 (5.38)
donde hemos introducido las constantes nume´ricas C1 = 0.749661 y C2 = 0.186966. El valor
absoluto del campo magne´tico en el segundo te´rmino proviene del hecho de que 〈ǫσ〉 ∝ 〈σ〉 y
el producto 〈σ〉 h debe ser positivo dado que la magnetizacio´n y el campo magne´tico tienen
que tener la misma orientacio´n. Para ξ ﬁjo, esta ecuacio´n da una dependencia simple de h
como funcio´n de t. Efectivamente, para h > 0 tenemos una semi elipse levemente rotada en
el plano h− t superior, y para h < 0 tenemos su reﬂexio´n sobre el eje t = 0.
Si reescribimos la ecuacio´n 5.38 en te´rminos de la longitud de correlacio´n a campo nulo,
ξ0 = 1/4t, y la combinacio´n adimensional χ = | h |−
8
15/4ξ0 obtenemos
(
ξ
ξ0
)2
+ C1 χ
−15
4
(
ξ
ξ0
) 15
4
± C2 χ−158
(
ξ
ξ0
) 23
8
= 1. (5.39)
Los signos + y − en el tercer te´rmino del miembro izquierdo corresponden al caso t > 0 y
t < 0 respectivamente. La accio´n (5.35) deﬁne una familia de teor´ıas de campos dependientes
de un para´metro χ [91].
Con el objeto de veriﬁcar la consistencia de la ecuacio´n de arriba, consideramos los
l´ımites h→ 0 y t→ 0 en forma separada. El primer caso corresponde a χ→∞ y se obiene
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Figura 5.2: Longitud de correlacio´n en unidades de ξ0 como funcio´n de χ, para ambos casos,
t > 0 y t < 0.
inmediatamente ξ = ξ0, como era de esperar. En el segundo caso tenemos χ→ 0 y obtenemos
entonces ξ ∼ | h |− 815 , lo cual esta´ en acuerdo con el resultado exacto obtenido en las Ref.99,
100. Debemos mencionar que en estas referencias la constante de proporcionalidad fue
determinada exactamente en el valor 4, 4, mientras que nuestro ca´lculo aproximado conduce
al valor 3, 7. Volviendo al caso general, resolvimos la ecuacio´n (5.38) nume´ricamente para
ξ como funcio´n de χ para t > 0 y t < 0. Los resultados se muestran en el gra´ﬁco de la
ﬁgura 5.2. En el caso t > 0 la longitud de correlacio´n se incrementa en forma mono´tona
desde cero y alcanza el valor correspondiente a h = 0, ξ0 desde abajo cuando χ→∞. En el
caso t < 0, aunque el comportamiento de ξ parece muy similar al caso previo, una mirada
cuidadosa muestra que presenta una diferencia sutil, mostrada en la ﬁgura 5.3. Para χ ≈ 2
la longitud de correlacio´n pasa sobre el valor ξ0, alcanza un ma´ximo y entonces tiende a
ξ0 desde arriba cuando χ → ∞. Como este comportamiento depende de los valores de las
constantes C1 y C2 no sabemos si es efectivamente una propiedad del modelo de Ising o un
artiﬁcio introducido por nuestra aproximacio´n.
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Figura 5.3: Igual que la Fig. 5.2. Al agrandar la escala se observan los detalles del compor-
tamiento de ξ(χ) para t > 0 y t < 0.
5.4 Conclusiones
En este cap´ıtulo hemos reconsiderado el conocido me´todo de aproximacio´n armo´nica auto-
consistente, en el cual una accio´n comparativamente compleja es reemplazada por un sistema
cuadra´tico ma´s simple dependiente de un para´metro de masa Ω que se determina usualmente
mediante un ca´lculo variacional. Aplicamos este me´todo para la obtencio´n del gap del espec-
tro de excitaciones del modelo de Thirring no local con interacciones de inversio´n de spin,
formulado en el cap´ıtulo anterior.
Al trabajar con la SCHA advertimos que, para el caso de teor´ıas 1+1 dimensionales, el
para´metro Ω se pod´ıa determinar de un modo alternativo, no variacional. Nuestra propuesta
se basa en una consecuencia del teorema-c de Zamolodchikov [94] derivada por primera vez
por Cardy [95]. Ilustramos la idea considerando el modelo seno-Gordon. Mostramos que
para este modelo nuestro me´todo da una prediccio´n bastante buena para el comportamiento
de la masa del solito´n como funcio´n de β2 (ver las ecuaciones (5.32) y (5.33) y la Fig. 5.1).
Como aplicacio´n no trivial consideramos el modelo de Ising en 2D fuera del punto cr´ıtico
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(T 6= Tc and h 6= 0). A partir de una descripcio´n mediante teor´ıa de campos en te´rminos
de fermiones de Majorana, proponemos una accio´n cuadra´tica de prueba dependiente de un
para´metro Ω que deﬁne una longitud de correlacio´n aproximada ξ. Nuestro resultado prin-
cipal esta´ dado por la ecuacio´n (5.38)(o su forma alternativa (5.39)) que permite determinar
el para´metro Ω (o lo que es lo mismo, ξ) en te´rminos de los para´metros f´ısicos originales t y
h.
Ser´ıa interesante probar nuestro enfoque en otros modelos tales como la versio´n continua
del modelo de Ising tricr´ıtico, que puede describirse mediante el segundo modelo de la serie
minimal unitaria [101, 102] con carga central c = 7/10.
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Cap´ıtulo 6
Interacciones spin-o´rbita
En este cap´ıtulo calculamos funciones de correlacio´n en sistemas unidimension-
ales de electrones en interaccio´n en los que los grados de libertad de carga y
spin se encuentran acoplados a trave´s de la interaccio´n spin-o´rbita. Estudiamos
fluctuaciones de tipo ondas de densidad de carga y spin, y de tipo supercon-
ductor singulete y triplete. Mostramos que la interaccio´n spin-o´rbita modifica
los exponentes del decaimiento de las funciones de correlacio´n y el diagrama de
fases del sistema. Adema´s encontramos que susceptibilidades que eran finitas a
bajas temperaturas, se vuelven divergentes a causa de la interaccio´n spin-o´rbita.
Estos resultados constituyen una contribucio´n original de esta tesis [44]
6.1 Introduccio´n
Al considerar el comportamiento de los electrones dentro de materiales, debe tenerse en
cuenta que e´stos se mueven en presencia de campos ele´ctricos. Como consecuencia, ex-
perimentan no so´lo la fuerza electrosta´tica originada en estos campos, sino una inﬂuencia
relativista conocida como interaccio´n spin-o´rbita (SO) que rompe la simetr´ıa de rotacio´n de
spin SU(2). Su or´ıgen se encuentra en el acoplamiento de Pauli entre el momento magne´tico
de spin del electro´n y un campo magne´tico que aparece en su sistema de referencia en reposo
debido al movimiento en un campo ele´ctrico. Una forma general de describir la interaccio´n
SO consiste en agregar el siguiente te´rmino al Hamiltoniano, que se obtiene a partir de la
expansio´n cuadra´tica en v/c de la ecuacio´n de Dirac:
HSO =
~
(2m0c)2
∇V (r)(σˆ × pˆ). (6.1)
Aqu´ı m0 es la masa en reposo del electro´n, pˆ es el operador momento, σˆ = {σx, σy, σz} es el
vector de las matrices de Pauli, y V (r) es el potencial de la part´ıcula.
En materiales cristalinos tridimensionales, la energ´ıa V (r) proviene exclusivamente del
potencial cristalino microsco´pico. Dresselhaus [103] mostro´ que en estructuras cristalinas
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sin simetr´ıa de inversio´n como la estructura de tipo zinc-blenda (por ejemplo el material
semiconductor GaAs posee esta estructura), la interaccio´n SO conduce a un splitting de la
banda de conduccio´n en dos subbandas. La magnitud del splitting es proporcional al cubo
del nu´mero de onda k del electro´n.
Es posible obtener gases de electrones bidimensionales partiendo de sistemas en 3D con-
ﬁnando el movimiento electro´nico a dos dimensiones mediante la aplicacio´n de un campo
ele´ctrico perpendicular, generando un pozo cua´ntico. La reduccio´n de la dimensio´n efecti-
va disminuye la simetr´ıa del cristal subyacente, y agrega un te´rmino adicional, lineal en k,
al splitting de las subbandas. Ma´s au´n, si el pozo cua´ntico es suﬁcientemente estrecho, el
te´rmino lineal en k se vuelve dominante. Por otro lado Rashba [104] mostro´ que este potencial
conﬁnante macrosco´pico da lugar a un segundo te´rmino en el Hamiltoniano de interaccio´n SO
que es responsable de la aparicio´n de un te´rmino lineal en k adicional en el splitting de las sub-
bandas. En diversos sistemas, como heteroestructuras de InGaAs/InAlAs [105], GaAs [106]
y GaAs/AlGaAs e´sta se convierte en la contribucio´n ma´s importante al acoplamiento SO.
En este u´ltimo caso, el splitting de las subbandas tambie´n depende del potencial conﬁnante,
hecho que ha sido comprobado experimentalmente por ejemplo en las Ref. 105–108 mediante
el estudio de feno´menos de transporte.
Las investigaciones tendientes a la comprensio´n y control de los feno´menos que involucran
el spin electro´nico en materiales semiconductores han cobrado un renovado intere´s en los
u´ltimos an˜os a partir de la idea de fabricar unidades spintronicas, en las que se utiliza el spin
electro´nico en lugar de su carga para el manejo y almacenamiento de informacio´n. En ellas,
la interaccio´n SO, y el efecto Rashba en particular juegan un rol central [109–112].
Existen diversas te´cnicas para crear sistemas de electrones en una dimensio´n a partir
de gases de electrones bidimensionales [113]. En esencia, todos utilizan un conﬁnamiento
adicional mediante un potencial transversal. Este se convierte as´ı en una fuente adicional
de potencial macroscoo´pico, origen de la interaccio´n spin-o´rbita. Si el conﬁnamiento es
suﬁcientemente fuerte (angosto y profundo), entonces este campo se vuelve importante frente
al efecto Rashba, y puede convertirse en dominante. Aunque hasta nuestro conocimiento no
existe evidencia experimental de la interaccio´n SO que resulta de este potencial, estudios
teo´ricos indican que afecta cualitativamente el comportamiento de la energ´ıa de splitting
como funcio´n del vector de onda k. En efecto, Moroz y col. resolvieron la ecuacio´n de
Shro¨dinger que resulta de situar un electro´n estrictamente bidimensional (en el plano xy) en
un campo ele´ctrico transversal (en la direccio´n del eje z) y en un potencial cuadra´tico en el eje
x [114]. Adema´s consideraron los te´rminos de interaccio´n SO del tipo de la ecuacio´n (6.1) con
los potenciales anteriormente descriptos. Dado que el sistema continu´a teniendo invarianza
traslacional en el eje y, ky sigue siendo un buen nu´mero cua´ntico. Las energ´ıas como funcio´n
de ky que se encuentran al resolver la ecuacio´n de Schro¨dinger se muestran en la ﬁgura 6.1.
Se observa un splitting entre las subbandas de spin para arriba y spin para abajo, y adema´s
un nueva caracter´ıstica, propia del conﬁnamiento a una dimensio´n, que es la deformacio´n
de cada una de las bandas como funcio´n de ky. La caracter´ıstica ma´s importante de esta
deformacio´n consiste en que cada banda pierde su eje de simetr´ıa vertical, y la velocidad de
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kE
Figura 6.1: Espectro de energ´ıa de los electrones en un alambre cua´ntico con interacciones
spin-o´rbita.
Fermi de los electrones se vuelve diferente para cada direccio´n de movimiento. Los ca´lculos
indican [114] que la diferencia de las velocidades de Fermi se incrementa en forma mono´tona
con el acoplamiento SO llegando a ser del orden de 10-20%. Esta razo´n se encuentra dentro
del rango en el es que es posible realizar mediciones experimentales.
6.2 Formulacio´n del modelo y formalismo
6.2.1 Hamiltoniano fermio´nico
Como fue mencionado ya varias veces a lo largo de esta tesis, un ingrediente central de los
electrones en una dimensio´n en metales y materiales semiconductores es la alta correlacio´n.
De modo que se vuelve necesario incorporar la interaccio´n electro´nica en modelos para in-
teracciones SO. Para ello fue propuesto el siguiente Hamiltoniano [37, 38]
H = H0 +Hint, (6.2)
donde el Hamiltoniano libre es
H0 = −iv1
∫
dx
(
ψ†R,↑∂xψR,↑ − ψ†L,↓∂xψL,↓
)
− iv2
∫
dx
(
ψ†R,↓∂xψR,↓ − ψ†L,↑∂xψL,↑
)
. (6.3)
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ψ†r,α crea un fermio´n de spin α que se mueve a la derecha (r = +1) o a la izquierda (r = −1).
Este Hamiltoniano es similar al correspondiente al modelo de Tomonaga-Luttinger con spin,
con la diferencia de que en este caso, los fermiones que se mueven a izquierda y derecha en
ambas bandas, poseen diferentes velocidades de Fermi (v1 6= v2), reﬂejando la asimetr´ıa del
espectro libre. El te´rmino de interaccio´n describe interacciones de dispersio´n hacia adelante,
y posee la forma usual:
Hint =
∑
α,β
∫
dx
(
g2‖δαβ + g2⊥δα,−β
)
ψ†L,αψR,αψ
†
R,βψL,β
+
1
2
∑
r,α,β
∫
dx
(
g4‖δαβ + g4⊥δα,−β
)
ψ†r,αψr,αψ
†
r,βψr,β. (6.4)
Los te´rminos de dispersio´n hacia atra´s y umklapp son irrelevantes si nos restringimos a
interacciones repulsivas en el primer caso, y estamos lejos del llenado medio en el segundo.
En este cap´ıtulo calculamos las funciones de correlacio´n de los operadores que representan
ondas de densidad de carga (CDW) y spin (SDW), y superconductividad de tipo singulete
(SS) y triplete (TS) en el modelo anteriormente presentado. Las funciones de correlacio´n
para estos operadores son bien conocidas en ausencia de acoplamiento SO [17, 48, 50], in-
cluyendo factores de correcio´n logar´ıtmica que se originan en te´rminos irrelevantes [85,115] y
dependencia con el tiempo y la temperatura [48]. En el presente cap´ıtulo se extienden estos
ca´lculos al caso en que las interacciones SO se encuentran presentes, y se estudia como se
modiﬁcan los exponentes de sus decaimientos algebraicos. Como resultado encontramos in-
teresantes modiﬁcaciones del diagrama de fases del sistema. Para ciertas regiones del espacio
de para´metros, la interaccio´n SO cambia la fuctuacio´n dominante, y hace que susceptibili-
dades que eran ﬁnitas, ahora se vuelvan tambie´n divergentes a bajas temperaturas.
6.2.2 Bosonizacio´n
El Hamiltoniano (6.2) puede estudiarse mediante la te´cnica de bosonizacio´n, como en la Ref.
37, 38. Aunque es indistinto emplear bosonizacio´n funcional u operacional, elegiremos esta
u´ltima para llevar un paralelismo lo ma´s estrecho posible con dicha referencia, aunque ﬁnal-
mente los valores medios sera´n calculados utilizando te´cnicas funcionales. Por conveniencia
deﬁnimos una velocidad promedio v0 = (v1 + v2)/2 y la diferencia δv = v2 − v1. A partir
de la ﬁgura 6.1 se observa que los momentos de Fermi tambie´n son diferentes para ambas
ramas, por esa razo´n, hacemos lo mismo para los momentos de Fermi, deﬁniendo el promedio
k0 = (k1 + k2)/2 y la diferencia δk = k2 − k1. Para efectuar la bosonizacio´n introducimos
los campos de fase usuales φρ y φσ para los grados de libertad de carga y spin, y los corre-
spondientes campos duales Πρ y Πσ siguiendo el procedimiento explicado en el cap´ıtulo 2.
En te´rminos de los campos boso´nicos, el Hamiltoniano puede representarse como
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H = vρ
2
∫
dx
[
1
Kρ
(∂xφρ)
2 +KρΠ
2
ρ
]
+
vσ
2
∫
dx
[
1
Kσ
(∂xφσ)
2 +KσΠ
2
σ
]
+ δv
∫
dx [(∂xφρ)Πσ + (∂xφσ)Πρ] . (6.5)
vρ,σ son las velocidades de propagacio´n de los modeos colectivos del modelo desacoplado
(δv = 0), y Kρ,σ son las constantes de dureza. El acoplamiento SO aparece como un efecto
que rompe la separacio´n spin-carga, lo cual se maniﬁesta en la presencia del tercer te´rmino en
la u´ltima ecuacio´n. Sin embargo, este Hamiltoniano puede ser diagonalizado en te´rminos de
dos nuevos campos de fase, que portan una mezcla de carga y spin. Dado que el Hamiltoniano
posee te´rminos cruzados en los campos y los momentos, su diagonalizacio´n no es trivial, por
ejemplo no puede diagonalizarse por una transformacio´n de similitud, porque resulta no
cano´nica. Dejamos para el ape´ndice B los detalles. Baste mencionar que las velocidades de
propagacio´n de estos nuevos modos colectivos son
v2± =
v2σ + v
2
ρ
2
+ δv2 ±
√(
v2ρ − v2σ
2
)2
+ δv2
[
v2σ + v
2
ρ + vρvσ
(
Kρ
Kσ
+
Kσ
Kρ
)]
. (6.6)
A medida que δv → 0, v+ → max(vρ, vσ) y v− → min(vρ, vσ). A medida que δv se
incrementa, v− disminuye hasta anularse en los puntos
δv2ρ =vρvσ
Kσ
Kρ
, (6.7)
δv2σ =vρvσ
Kρ
Kσ
. (6.8)
En estos puntos, el congelamiento del modo boso´nico ma´s lento esta´ acompan˜ado por una
divergencia en las funciones respuesta de carga y spin. La compresibilidad de carga esta´tica
κ diverge para δv = δvρ y para δv = δvσ ocurre una divergencia en la susceptibilidad de spin
esta´tica χ. Sus comportamientos son
κ =κ0
[
1− δv
δvρ
]−1
, κ0 =
2Kρ
πvρ
, (6.9)
χ =χ0
[
1− δv
δvσ
]−1
, χ0 =
2Kσ
πvσ
, (6.10)
donde κ0 y χ0 son los valores de κ y χ en ausencia de acoplamiento SO. Ma´s alla´ de estos
puntos las susceptibilidades se vuelven negativas. Este comportamiento de las funciones
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respuesta esta´ticas junto con el hecho de que las velocidades de los modos colectivos se
anulen indican que el sistema se ha vuelto inestable [17, 116] y que realiza una transicio´n
de fase de primer orden [85]. Para Kρ > Kσ, δvρ resulta menor que δvσ, y a medida que
δv crece desde 0, la divergencia f´ısica tiene lugar en la compresibilidad de carga. Esta
inestabilidad se conoce como separacio´n de fases y se ha mostrado que ocurre en el modelo
de Hubbard extendido [117] y en el modelo t − J [118]. En el caso en que Kρ < Kσ, la
inestabilidad tiene lugar en el subsistema de spin, y esta´ relacionada a la llamada transicio´n
metamagne´tica, observada por ejemplo en el compuesto cuasi unidimensional Ba3Cu2O4Cl2
[119]. Tambie´n ocurre en el diagrama de fases del modelo XXZ con segundos vecinos [120].
En presencia de un potencial qu´ımico (campo magne´tico), la regio´n en la cual κ (χ) se vuelve
negativa esta´ asociada a la coexistencia de dos fases con diferente concentracio´n de agujeros
(magnetizacio´n). La divergencia en κ fue hallada tambie´n en otros modelos con dispersio´n
asime´trica y sin interacciones SO [46].
6.3 Funciones de correlacio´n
Enfoquemos ahora nuestra atencio´n en las funciones de correlacio´n. Los operadores de intere´s
son
ØCDW =
∑
r,α
ψ†rαψ−rαe
−2irkFx, (6.11)
ØSDW,x =
∑
r,α
ψ†rαψ−r,−αe
−2irkFx, (6.12)
ØSDW,y =
∑
r,α
(−iα)ψ†rαψ−r,−αe−2irkFx, (6.13)
ØSDW,z =
∑
r,α
αψ†rαψ−rαe
−2irkFx, (6.14)
ØSS =
1√
2
∑
α
αψLαψR,−α, (6.15)
ØTS,0 =
1√
2
∑
α
ψLαψR,−α, (6.16)
ØTS,α = ψLαψRα. (6.17)
Para obtener su forma boso´nica basta utilizar las expresiones de equivalencia entre cam-
pos fermio´nicos y boso´nicos, (2.60) y (2.76). El resultado es
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ØCDW =
2
πa
cos(2k0x+
√
2πφρ) cos
√
2πφσ, (6.18)
ØSDW,x =
2
πa
cos(2k0x+
√
2πφρ) cos(δkx+
√
2πθσ), (6.19)
ØSDW,y =
2
πa
cos(2k0x+
√
2πφρ) sin(δkx+
√
2πθσ), (6.20)
ØSDW,z =
2
πa
sin(2k0x+
√
2πφρ) sin
√
2πφσ, (6.21)
ØSS =
−i√
2πa
e−i
√
2πθρ sin
√
2πφσ, (6.22)
ØTS,0 =
1√
2πa
e−i
√
2πθρ cos
√
2πφσ, (6.23)
ØTS,±1 =
1
2πa
e±iδkxe−i
√
2π(θρ±θσ). (6.24)
Recordamos que, segu´n se deﬁnio´ en el cap´ıtulo 2, θν esta´ vinculado con Πν por la relacio´n
Πν = ∂xθν .
6.3.1 Funciones de correlacio´n a temperatura finita
Las funciones de correlacio´n se calcularon en el marco de la integral funcional dentro del
formalismo de tiempo imaginario de Matsubara [47]. En este formalismo, se deﬁnen como
Ri(x, τ ; β) =
〈
Øi(x, τ)Ø
†
i (0, 0)
〉
=
1
Z0
∫
DΠρDΠσDφρDφσØi(x, τ)Ø†i (0, 0) exp{−S[Πν , φν ]}, (6.25)
donde Z0 es la funcio´n de particio´n
Z0 =
∫
DΠρDΠσDφρDφσ exp{−S[Πν , φν]}, (6.26)
S es la accio´n eucl´idea
S[Πν , φν ] =
∫ β
0
dτ H(τ)− i
∫ β
0
dτ
∫
dxΠν(x, τ)∂τφν(x, τ), (6.27)
y τ es el tiempo imaginario. Las propiedades de tiempo real se obtienen por continuacio´n
anal´ıtica τ → it. Como los operadores (6.18) esta´n expresados en te´rminos de φν y θν , es
conveniente trabajar en te´rminos de θν en lugar de Πν . La accio´n expresada en las nuevas
variables es
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S[θν , φν] =
vρ
2
∫ β
0
dτ
∫
dx
[
1
Kρ
(∂xφρ)
2 +Kρ (∂xθρ)
2
]
+
vσ
2
∫ β
0
dτ
∫
dx
[
1
Kσ
(∂xφσ)
2 +Kσ (∂xθσ)
2
]
+
∫ β
0
dτ
∫
dx [∂xθρ (i∂τφρ + δv∂xφσ) + ∂xθσ (i∂τφσ + δv∂xφρ)] . (6.28)
Por la forma que poseen los operadores (6.18), sus funciones de correlacio´n pueden es-
cribirse de forma general como una combinacio´n de te´rminos de la forma〈
exp
{
i
∑
k
βk [ϕk(x)− ϕk(0)]
}〉
(6.29)
donde deﬁnimos el campo ϕ de la siguiente manera:
(ϕj) =


φρ
θρ
φσ
θσ

 , (6.30)
con βk constantes apropiadas, y j = 1, 2, 3, 4. La expresio´n (6.29) es igual a (fo´rmula obtenida
en el ape´ndice C)
exp
{∑
i,j
βiβj
[
∆−1ij (x)−∆−1ij (0)
]}
, (6.31)
donde
〈ϕi(x)ϕj(y)〉 = ∆−1ij (x− y). (6.32)
De modo tal que las funciones de correlacio´n que nos interesan (exponenciales de los
campos) quedan expresadas en te´rminos de funciones de correlacio´n de los campos φν y
θν . E´stas se pueden calcular siguiendo el procedimiento esta´ndar de construir una funcional
generatriz con la accio´n (6.28), y derivar funcionalmente respecto de las fuentes externas.
Mediante este procedimiento se encuentra
Rϕi,ϕj(x, τ ; β) ≡ 〈[ϕi(x)− ϕi(0)] [ϕj(x)− ϕj(0)]〉
=
1
πβ
∞∑
n=−∞
∫ ∞
−∞
dk
(
1− e−ikx−iωnτ)Gϕi,ϕj (ωn, k)e−ǫ|k|. (6.33)
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donde ωn son las frecuencias de Matsubara ωn = 2πn/β. El factor e
−ǫ|k| actu´a como regulador
en el U.V. Las funciones Gϕi,ϕj(ωn, k), sime´tricas en el intercambio de ϕi con ϕj , resultan
Gφρ,φρ(ωn, k) =
Kρvρ(ω
2
n + k
2v2s)− δvKσvσk2
(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.34)
Gφσ ,φσ(ωn, k) =
Kσvσ(ω
2
n + k
2v2s)− δvKρvρk2
(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.35)
Gθρ,θρ(ωn, k) =
Kσvρ(ω
2
n + k
2v2s)− δvKρvσk2
KσKρ(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.36)
Gθσ ,θσ(ωn, k) =
Kρvσ(ω
2
n + k
2v2s)− δvKσvρk2
KρKσ(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.37)
Gφρ,θρ(ωn, k) =i
ωn [ω
2
n + k
2 (v2σ + δv
2)]
k(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.38)
Gφσ ,θσ(ωn, k) =i
ωn
[
ω2n + k
2
(
v2ρ + δv
2
)]
k(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.39)
Gφρ,φσ(ωn, k) =δv
iωnk(Kρvρ +Kσvσ)
(ω2n + v
2
+k
2)(ω2n + v
2
−k2)
(6.40)
Gθρ,θσ(ωn, k) =δv
iωnk(Kρvσ +Kσvρ)
KρKσ(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.41)
Gφρ,θσ(ωn, k) =δv
k2(Kρvρvσ −Kσδv2)/Kσ − ω2n
(ω2n + v
2
+k
2)(ω2n + v
2−k2)
(6.42)
Gφσ,θρ(ωn, k) =δv
k2(Kσvσvρ −Kρδv2)/Kρ − ω2n
(ω2n + v
2
+k
2)(ω2n + v
2−k2)
. (6.43)
Debe notarse que las funciones que involucran mezclas de campos de carga con campos de
spin son proporcionales a δv, de modo que se anulan cuando no hay acoplamiento spin-o´rbita,
restaurando la separacio´n spin-carga. Dejaremos los detalles del ca´lculo de las integrales para
el ape´ndice A, y aqu´ı presentaremos los resultados ﬁnales para las funciones (6.25):
RCDW(x, τ ; β) = RSDW,z(x, τ ; β) =
cos 2k0x
2(πa)2
(z+z¯+)
−(Kρνρ++Kσνσ+)/2 (z−z¯−)
−(Kρνρ−+Kσνσ−)/2
[(
z¯+z−
z+z¯−
)H sign(xτ)
+ h.c.
]
(6.44)
RSDW,xy(x, τ ; β) =
cos 2k1x
2(πa)2
(z+z¯+)
−(Kρνρ++µσ+/Kσ)/2−θσ+ (z−z¯−)
−(Kρνρ−+µσ−/Kσ)/2−θσ−
+
cos 2k2x
2(πa)2
(z+z¯+)
−(Kρνρ++µσ+/Kσ)/2+θσ+ (z−z¯−)
−(Kρνρ−+µσ−/Kσ)/2+θσ− (6.45)
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RSS(x, τ ; β) = RTS,0(x, τ ; β)
=
1
2(2πa)2
(z+z¯+)
−(µρ
+
/Kρ+Kσνσ+)/2+θ
ρ
+ (z−z¯−)
−(µρ−/Kρ+Kσνσ−)/2+θρ− + (θρ± → −θρ±) (6.46)
RTS,±1(x, τ ; β) =
e±iδkx
(2πa)2
(z+z¯+)
−(µρ
+
/Kρ+µσ+/Kσ)/2 (z−z¯−)
−(µρ−/Kρ+µσ−/Kσ)/2
(
z¯+z−
z+z¯−
)±G sign(xτ)
(6.47)
donde
z± =
sin π
v±β
(ǫ+ v±τ + ix)
sin πǫ
v±β
(6.48)
z¯± =
sin π
v±β
(ǫ+ v±τ − ix)
sin πǫ
v±β
(6.49)
y los exponentes dependen de las constantes K multiplicadas por factores que incluyen
dependencias en las velocidades. Esta´n dados por
νλ± =±
vλ
v±
v2± − v2−λ
(
1− δv2/δv2−λ
)
v2+ − v2−
(6.50)
µλ± =±
vλ
v±
v2± − v2−λ (1− δv2/δv2λ)
v2+ − v2−
(6.51)
θλ± =±
δv
v±
v2± − (δv2λ − δv2)
v2+ − v2−
(6.52)
con λ = ρ, σ, y
H =δv
Kρvρ +Kσvσ
v2+ − v2−
(6.53)
G =δv
vρ/Kρ + vσ/Kσ
v2+ − v2−
. (6.54)
νλ± y µ
λ
± son positivos, y θ
λ
±, G y H tienen el mismo signo que δv. En el modelo sin
acoplamiento SO, la simetr´ıa SU(2) puede restaurarse ﬁjando el valor de Kσ = 1, valor que
emerge naturalmente si el modelo bajo estudio es el l´ımite cont´ınuo de un modelo en la red
con solamente interacciones de tipo densidad de carga. En nuestro caso esta simetr´ıa esta´
74
expl´ıcitamente rota desde el principio, y no es posible restaurarla. Esta ruptura se maniﬁesta
en las diferencias en los decaimientos entre las funciones de correlacio´n de operadores SDW
en la direccio´n z y las direcciones x e y.
Igual que en el caso en que no hay acoplamiento SO, las funciones de correlacio´n para
operadores SDW en la direccio´n z y operadores CDW son iguales. Lo mismo ocurre con
las funciones de correlacio´n para operadores TS y SS. Esta degeneracio´n se rompe al incluir
correcciones logar´ıtmicas que surgen si se tienen en cuenta te´rminos irrelevantes de umklapp
y backscattering [115].
Un punto interesante de observar es la aparicio´n de dos te´rminos en la funcio´n SDW,xy
[Ec. (6.45)] donde las modulaciones poseen diferentes frecuencias y decaen con diferentes
exponentes. Como θλ± tiene el mismo signo que δv [ver la Ec. (6.52) y el comentario debajo
de la Ec. (6.54)] para v2 > v1 (v2 < v1) el te´rmino dominante es el de frecuencia k2 (k1). En
otras palabras, la mayor frecuencia domina. Adema´s RTS,±1 se vuelve oscilante.
6.3.2 Funciones de correlacio´n instanta´neas a temperatura cero
Hasta aqu´ı hemos obtenido fo´rmulas muy generales para las funciones de correlacio´n de-
pendientes del espacio, tiempo imaginario y la temperatura. Podemos lograr una mayor
comprensio´n de la f´ısica del problema observando el decaimiento algebraico de las funciones
de correlacio´n instanta´neas (τ = 0) y a temperatura cero y estudiar como sus exponentes se
modiﬁcan respecto del caso con acoplamiento SO nulo. El comportamiento general de estas
funciones es
Ri(x) ∼ |x|−2+αi . (6.55)
Los exponentes α′is determinan la divergencia de la correspondiente susceptibilidad en el
espacio de Fourier cuando T → 0, χi(T ) ∼ T−αi [17]. De este modo, estas inestabilidades
resultan de una naturaleza completamente diferente a las descriptas en las Ecs. (6.9) y
(6.10). Las expresiones obtenidas para los αi son
αCDW = αSDW,z =2−Kρνρ −Kσνσ (6.56)
αSDW,x = αSDW,y =2(1 + |θσ|)−Kρνρ − µσ/Kσ (6.57)
αSS = αTS,0 =2(1 + |θρ|)− µρ/Kρ −Kσνσ (6.58)
αTS,±1 =2− µρ/Kρ − µσ/Kσ. (6.59)
Estos son los nuevos exponentes, que retienen la misma estructura que en el caso de SO nulo,
pero modiﬁcados por los factores
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Figura 6.2: Comportamiento de los exponentes α′is como funcio´n de δv (en unidades de
v0). Para vρ = 1.2v0, vσ = 0.8v0, Kρ = 0.6 y Kσ = 0.85. Para δv & 0.16 las ﬂuctuaciones
SDW, xy se vuelven dominantes, y para δv & 0.25 αSS se vuelve positivo, y χSS divergente
para T → 0.
µλ = µλ+ + µ
λ
− (6.60)
νλ = νλ+ + ν
λ
− (6.61)
θλ = θλ+ + θ
λ
−. (6.62)
Cuando δv → 0, se veriﬁca que θλ → 0, y µλ, νλ → 1, de modo que reproducimos los
resultados correctos para el caso SO nulo.
Para acoplamiento SO ﬁnito, δv es un para´metro que juega un rol en determinar cua´l
es la funcio´n de correlacio´n que decae ma´s lentamente y cua´les son las susceptibilidades
divergentes. En la Fig. 6.2 observamos, a modo de ejemplo, el comportamiento de los
exponentes como funcio´n de δv para vρ = 1.2v0, vσ = 0.8v0, Kρ = 0.6 y Kσ = 0.85. Para
δv pequen˜o, las ﬂuctuaciones CDW son dominantes, pero para δv & 0.16v0 las correlaciones
SDW,xy decaen ma´s lentamente. Para δv pequen˜o, las ﬂuctuaciones CDW y SDW son las
u´nicas ﬂuctuaciones divergentes para T → 0, pero para δv & 0.25v0, αSS se vuelve positivo
y χSS divergente para T → 0. Ca´lculos de la estructura de bandas electro´nicas modiﬁcadas
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Figura 6.3: Diagrama de fases en el espacio Kρ − Kσ. Las fases entre corchetes son sub-
dominantes, que se vuelven dominantes para acoplamiento SO suﬁcientemente fuerte.
77
δv
Kρ
Kσ = 0.82
CDW SDW
SS
δv
Kρ
Kσ = 0.88
CDW SDW
SS
δv
Kρ
Kσ = 0.7
CDW SDW
SS
δv
Kρ
Kσ = 0.76
CDW SDW
SS
Figura 6.4: Diagrama de fases en el espacio Kρ− δv para vρ = 1.2v0, vσ = 0.8v0 y diferentes
valores de Kσ. δv > δvσ debajo de la l´ınea punteada y ocurre el metamagnetismo.
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por el acoplamiento SO muestran que estos valores de δv deber´ıan corresponder a sistemas
de electrones cuasi unidimensionales t´ıpicos.
Un ana´lisis cuidadoso de los exponentes nos permite construir un diagrama de fases en
el espacio Kρ − Kσ. (Fig. 6.3). En cada regio´n indicamos las ﬂuctuaciones dominantes
para δv pequen˜o, y entre corchetes las dominantes para δv mayores. Otras ﬂuctuaciones
subdominantes no esta´n indicadas. En la Fig. 6.4 se observan cortes del diagrama de
fases en el espacio Kρ − δv para Kρ < 1 y diferentes valores de Kσ. Para δv pequen˜o las
ﬂuctuaciones CDW dominan, y para δv ma´s grande , el sistema puede encontrarse en la
fase SDW o SS dependiendo de los valores de Kρ y Kσ. En la regio´n debajo de la l´ınea
punteada, δv < δvσ, la susceptibilidad esta´tica de spin se vuelve negativa, y tiene lugar el
metamagnetismo.
6.4 Conclusiones
En este cap´ıtulo hemos calculado funciones de correlacio´n para operadores de ﬂuctuaciones
de ondas de densidad de carga y spin, y superconductividad singulete y triplete en un mod-
elo de electrones altamente correlacionados en una dimensio´n con acoplamiento spin-o´rbita.
El ca´lculo se realizo´ en funcio´n de la temperatura, y al ﬁnal se estudiaron las funciones
instanta´neas y a temperatura cero. El acoplamiento spin-o´rbita destruye la separacio´n spin-
carga como se mostro´ en las Ref. 37, 38 y modiﬁca los exponentes de los decaimientos de
las correlaciones. Como consecuencia se modiﬁca el diagrama de fases del sistema. Un
acoplamiento spin-o´rbita suﬁcientemente fuerte, es responsable de un cambio en las ﬂuctua-
ciones dominantes y de promover que nuevas susceptibilidades se vuelvan divergentes para
T → 0.
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Cap´ıtulo 7
Conclusiones
En esta tesis hemos estudiado diversos aspectos teo´ricos de los sistemas de electrones al-
tamente correlacionados en una dimensio´n espacial. En particular hicimos hincapie´ en el
tratamiento del modelo de Tomonaga-Luttinger con spin y algunas de sus extensiones, me-
diante el procedimiento de la bosonizacio´n. Al aplicar este me´todo a sistemas de materia
condensada, el primer punto en el que hay que detenerse es en el ca´lculo del determinante
fermio´nico asociado a la teor´ıa. Como el determinante esta´ mal deﬁnido se debe implemen-
tar un mecanismo de regularizacio´n. El me´todo elegido viene usualmente dictado por las
simetr´ias que posea el modelo en cuestio´n. En teor´ıas de materia condensada la ausencia
de invarianza de Lorentz, otorga una libertad au´n mayor para elegir el regulador. En el
cap´ıtulo 3 mostramos que al utilizar el regulador usual que preserva la invarianza de Gauge
y de Lorentz en teor´ıas de campos relativistas se arriba a resultados que no concuerdan con
los obtenidos mediante el camino usual de bosonizacio´n operacional en materia condensada,
y encontramos la forma exacta que debe tener este regulador para reproducirlos. Como coro-
lario obtenemos el jacobiano de las transformaciones quirales, base del desacople fermio´nico
mediante integrales funcionales [41]. Desafortunadamente, un principio f´ısico que sirva de
gu´ıa para elegir a priori el regulador todav´ıa falta, aunque lo mismo ocurre en el enfoque
operacional.
En el cap´ıtulo 4 empleamos el me´todo de bosonizacio´n funcional, mejorado de acuerdo
a lo dicho anteriormente, para estudiar el modelo de Thirring no local con interacciones
que invierten el spin electro´nico (los tratamientos previos de las interacciones de inversio´n
de spin condujeron a un modelo no abeliano en el cual el ana´lisis del contenido f´isico se
vuelve engorroso). Restringie´ndonos al caso de interacciones de inversio´n de spin locales,
obtuvimos una accio´n boso´nica efectiva cuyos grados de libertad de carga coinciden con los
encontrados en el cap´ıtulo 3 al tratar el problema de dispersio´n hacia adelante sin spin.
Respecto del sector de spin, que es el de mayor intere´s, hallamos que se corresponde con un
modelo seno-Gordon no local, cuya integrabilidad, en contraste con el caso local, no ha sido
demostrada hasta el momento. A pesar de este hecho, pudimos mostrar expl´ıcitamente que
ambos sectores se desacoplan dando lugar a la separacio´n spin-carga [42].
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En el cap´ıtulo 5 revemos la aproximacio´n armo´nica autoconsistente, y su aplicacio´n a
sistemas de materia condensada. En particular hacemos una extensio´n que permite atacar
problemas no locales, y obtenemos una expresio´n para el gap del sector de spin del modelo
introducido en el cap´ıtulo 4 como funcio´n de los potenciales de dispersio´n hacia adelante. Por
otro lado, como una leve digresio´n con respecto a la l´ınea principal de esta tesis, proponemos
un camino diferente al usual para la determinacio´n del para´metro asociado a la aproximacio´n,
basado en una consecuencia del teorema c de Zamolodchikov en teor´ıas de campos conformes.
Veriﬁcamos la validez de la nueva te´cnica en el modelo seno-Gordon, en el que obtenemos
una mejora en los valores aproximados para la masa del soliton como funcio´n de la constante
de acoplamiento β del modelo, con respecto a los predichos mediante el procedimiento usual.
Por u´ltimo aplicamos la nueva te´cnica al estudio de un problema no trivial, para el cual
existen escasos resultados anal´ıticos: el modelo de Ising bidimensional a T 6= Tc y h 6= 0.
Hallamos una expresio´n aproximada que relaciona la longitud de correlacio´n ξ, T − Tc y h y
que resolvemos nume´ricamente para obtener ξ como funcio´n de T − Tc y h. [43].
Finalmente en el cap´ıtulo 6 calculamos funciones de correlacio´n en sistemas de electrones
altamente correlacionados en una dimensio´n en los que los grados de libertad de carga y spin
se encuentran acoplados a trave´s de la interaccio´n spin-o´rbita. Esta interaccio´n rompe la sep-
aracio´n spin-carga [37,38] y modiﬁca los exponentes de los decaimientos de las correlaciones.
Estudiamos ﬂuctuaciones de tipo ondas de densidad de carga y spin, y de tipo supercon-
ductor singulete y triplete como funcio´n del espacio-tiempo eucl´ıdeo y de la temperatura.
Adema´s investigamos las funciones de correlacio´n instanta´neas a temperatura cero, que nos
permiten extraer los exponentes cr´ıticos. Mostramos que la interaccio´n spin-o´rbita modiﬁca
los exponentes del decaimiento de las funciones de correlacio´n y el diagrama de fases del
sistema. Adema´s encontramos que susceptibilidades que eran ﬁnitas a bajas temperaturas,
pueden ahora volverse divergentes a causa de la interaccio´n spin-o´rbita [44].
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Ape´ndice A
Propagador boso´nico a temperatura
finita
En este ape´ndice describiremos el ca´lculo del propagador [16, 39, 48]
∆−1(x, τ ; β) =
1
β
∞∑
n=−∞
∫ ∞
−∞
dk
2π
e−ikx−iωnτ
ω2n + v
2k2
(A.1)
donde ωn = 2nπ/β son las frecuencias de Matsubara y τ ∈ [0, β] (∆−1(x, τ ; β) es perio´dica
en τ con per´ıodo β). Esta funcio´n es divergente en el infrarojo, pero nosotros en realidad
estamos interesados en la combinacio´n
∆−1(x, τ ; β)−∆−1(0, 0; β) = 1
β
∞∑
n=−∞
∫ ∞
−∞
dk
2π
e−ǫ|k|
e−ikx−iωnτ − 1
ω2n + v
2k2
(A.2)
que es regular en esa regio´n. El te´rmino sustra´ıdo, sin embargo, es divergente en el ultravi-
oleta, razo´n por la cual hemos agregado un factor e−ǫ|k| que regulariza dicha divergencia.
A continuacio´n escribimos e−iωnτ en te´rminos del seno y el coseno y nos quedamos
u´nicamente con el te´rmino del coseno, ya que el del seno es nulo por simetr´ıa. La sumatoria
resultante puede ser fa´cilmente evaluada mediante el me´todo de los residuos, o consultada
la Ref. 121:
∞∑
n=1
cosnx
n2 + a2
=
π cosh a(π − x)
2a sinh aπ
− 1
2a2
. (A.3)
Utilizando este resultado, obtenemos entonces
∆−1(x, τ ; β)−∆−1(0, 0; β) =
∫ ∞
−∞
dk
4πv|k|
e−ikx cosh |k|v
2
(β − 2τ)− cosh |k|vβ
2
sinh |k|vβ
2
e−ǫ|k|. (A.4)
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Para calcular la integral antes debemos partir la integral en 0 y en el te´rmino integrado
en la regio´n negativa de k hacer el cambio k → −k. Adema´s reescribimos las funciones
hiperbo´licas en te´rminos de exponenciales, obteniendo
∆−1(x, τ ; β)−∆−1(0, 0; β) =
∫ ∞
0
dk
4πvk
e−ǫk
(e−ikx + eikx)
(
e−kvτ + e−kv(β−τ)
)− 2 (1 + e−kvβ)
1− e−kvβ
(A.5)
=−
∫ ∞
0
dk
4πvk
e−ǫk
(1− e−sk)(1− e(s−r)k)
1− e−rk + (s→ s
∗) (A.6)
=−
∫ ∞
0
dk
4πvk
e−ǫk/r
(1− e−sk/r)(1− e−(1−s/r)k)
1− e−k + (s→ s
∗)
(A.7)
donde s = vτ + ix y r = vβ. Esta u´ltima integral tiene forma estandar, (3.413(.1)) en la
Ref. 121. Con este resultado,
∆−1(x, τ ; β)−∆−1(0, 0; β) = 1
4πv
ln
Γ(ǫ/r + s/r)Γ(1 + ǫ/r − s/r)
Γ(ǫ/r)Γ(1 + ǫ/r)
+ (s→ s∗) (A.8)
donde Γ es la funcio´n gamma. Para simpliﬁcar este resultado reemplazamos en la ecuacio´n
anterior 1 + ǫ/r por 1− ǫ/r, cambio chico si ǫ es chico, adema´s usamos que Γ(z)Γ(1− z) =
π/ sin πz para dar ﬁnalmente.
∆−1(x, τ ; β)−∆−1(0, 0; β) = 1
4πv
ln
sin πǫ/r
sin π(ǫ/r + s/r)
+ (s→ s∗) (A.9)
=
1
4πv
ln
sin πǫ
vβ
sin π
vβ
(ǫ+ vτ + ix)
+ (c.c.). (A.10)
Las restantes integrales (6.33)-(6.43) se evalu´an utilizando el me´todo de fracciones sim-
ples, seguido del procedimiento descripto en este ape´ndice. A continuacio´n damos los resul-
tados:
I1 =
1
πβ
∫ ∞
−∞
dk
∞∑
n=−∞
(
1− e−ikx−iωnτ) e−ǫ|k| (ω2n + a2k2)
(ω2n + b
2k2)(ω2n + c
2k2)
=
1
2πb
(
b2 − a2
b2 − c2
)
ln
sin π
bβ
(ǫ+ bτ + ix)
sin πǫ
bβ
+
1
2πc
(
c2 − a2
c2 − b2
)
ln
sin π
cβ
(ǫ+ cτ + ix)
sin πǫ
cβ
+ c.c.
(A.11)
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I2 =
1
πβ
∫ ∞
−∞
dk
∞∑
n=−∞
(
1− e−ikx−iωnτ) e−ǫ|k| iωnk
(ω2n + b
2k2)(ω2n + c
2k2)
=
sign xτ
2π
[
1
b2 − c2 ln sin
π
bβ
(ǫ+ bτ − ix) + 1
c2 − b2 ln sin
π
cβ
(ǫ+ cτ − ix)
]
+ c.c. (A.12)
I3 =
1
πβ
∫ ∞
−∞
dk
∞∑
n=−∞
(
1− e−ikx−iωnτ) e−ǫ|k| iωn
k(ω2n + b
2k2)(ω2n + c
2k2)
=
sign xτ
2π
[(
b2 − a2
b2 − c2
)
ln sin
π
bβ
(ǫ+ bτ − ix) +
(
c2 − a2
c2 − b2
)
ln sin
π
cβ
(ǫ+ cτ − ix)
]
+ c.c.
(A.13)
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Ape´ndice B
Diagonalizacio´n del Hamiltoniano
boso´nico
Supongamos por simplicidad, una versio´n de dos grados de libertad de nuestro Hamiltoniano
boso´nico 6.5 de la forma
H =
p21
2m1
+
m1ω
2
1
2
q21 +
p22
2m2
+
m2ω
2
2
2
q22 + δ(q1p2 + q2p1). (B.1)
Para diagonalizar este Hamiltoniano no podemos emplear una transformacio´n de similitud
porque resulta no cano´nica debido a los te´rminos que mezclan coordenadas e impulsos. En
su lugar emplearemos me´todos simple´cticos como se describen en la segunda edicio´n del libro
de Goldstein [122].
En forma general, tomamos un Hamiltoniano de n grados de libertad y construimos un
vector ξ con 2n elementos compuesto por las n coordenadas qi y los n momentos pi. Las
ecuaciones de Hamilton en notacio´n simple´ctica se escriben
ξ˙ = J
∂H
∂ξ
(B.2)
donde J, que es la matriz cuadrada de 2n× 2n compuesta por las matrices de n× n nula e
identidad, segu´n el esquema (
0 1
−1 0
)
. (B.3)
Mencionamos algunas propiedades de estas matrices. Su cuadrado es la identidad cam-
biada de signo
J
2 = −1. (B.4)
85
Es tambie´n ortogonal:
J˜J = 1 (B.5)
con lo cual
J˜ = −J = J−1. (B.6)
De su ortogonalidad se deduce que el cuadrado de su determinante es 1, si bien se puede
probar la aﬁrmacio´n ma´s fuerte
det J = +1. (B.7)
Una transformacio´n cano´nica es una tranformacio´n de las coordenadas y los impulsos de
la forma
Qi = Qi(q, p), Pi = Pi(p, q) (B.8)
donde Pi y Qi son las nuevas coordenadas e impulsos, que preserva sus conmutadores
cua´nticos (o corchetes de Poisson en el caso cla´sico). En notacio´n simple´ctica, si deﬁni-
mos al vector η de las nuevas coordenadas e impulsos, la transformacio´n resulta
ξ = ξ(η), (B.9)
y la condicio´n para que la transformacio´n resulte cano´nica (llamada condicio´n simple´ctica)
se escribe
MJM˜ = J (B.10)
donde M es la matriz jacobiana de la transformacio´n y M˜ su matriz traspuesta.
Sea H un Hamiltoniano cuadra´tico general de n grados de libertad
H =
1
2
ξ S ξ (B.11)
donde S es una matriz cuadrada sime´trica constante. Para hallar la transformacio´n cano´nica
lineal que lo diagonaliza, apelaremos a las ecuaciones cla´sicas de movimiento. Las ecuaciones
de Hamilton para este sistema resultan
ξ˙ = JSξ. (B.12)
Para resolverlas se puede proponer el ansatz
ξ = aeiωt (B.13)
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donde a es un vector constante. La ecuacio´n para a resultante de reemplazar este ansatz en
(B.12) es
−iJSa = ωa (B.14)
es una ecuacio´n de autovectores, donde los autovalores ω resultan las frecuencias carac-
ter´ısticas del sistema. Sea U una matriz de un conjunto posible de vectores propios de
−iJS ordenados en columnas tales que so´lo sus direcciones esta´n ﬁjas, no sus mo´dulos, y sea
D = diag(ω1, ..., ωn,−ω1, ...,−ωn) la matriz de los autovalores. La ecuacio´n (B.14) se escribe
en te´rminos de U y D como
−iJSU = UD. (B.15)
Ahora bien, la matriz U no es en general la matriz de ninguna transformacio´n cano´nica, ya
que no cumple la condicio´n simple´ctica (B.10). Mostraremos que es posible ﬁjar condiciones
sobre los mo´dulos ck de los autovectores de modo tal que la nueva matriz de autovectores
cumpla con dicha condicio´n. Para ello introducimos la matriz de los mo´dulos C = diag ck,
y deﬁnimos M = CU como una nueva matriz de autovectores, donde cada autovector esta´
multiplicado por una constante ck a determinar. Si le exijimos a M que cumpla la condicio´n
simple´ctica, entonces
U˜C˜JCU = J, (B.16)
y multiplicando por U˜−1 a izquierda y por U−1 a derecha obtenemos
C˜JC = U˜−1JU−1 (B.17)
que resultan ecuaciones cuadra´ticas para los ck.
Una vez obtenida la matriz de la transformacio´n cano´nica, podemos transformar el Hamil-
toniano reemplazando ξ = Mη, lo que resulta
H =
1
2
ξ S ξ =
1
2
η M˜SMη. (B.18)
Por la propiedad (B.4), H se puede escribir
H =
−i
2
η M˜J(−iJS)M η (B.19)
=
−i
2
η M˜JMD η (B.20)
=
−i
2
η JD η, (B.21)
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donde hemos usado la ecuacio´n de autovectores (B.15), que tambie´n satisface M, y la condi-
cio´n simple´ctica para M. Finalmente si empleamos la deﬁnicio´n de D y J, en te´rminos de las
nuevas coordenadas e impulsos q˜i y p˜i (que componen η), el Hamiltoniano se escribe
H = iωiq˜ip˜i (B.22)
Por u´ltimo, mediante la transformacio´n cano´nica
q˜i =Qi − iPi
ωi
, (B.23)
p˜i =
Pi
2
− iωiQi
2
, (B.24)
H resulta diagonal:
H = P 2i +
ω2i
2
Q2i . (B.25)
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Ape´ndice C
Identidad u´til para el ca´lculo de
valores medios boso´nicos
En este ape´ndice probaremos la identidad
〈
exp
{
i
∑
k
βk [ϕk(x)− ϕk(0)]
}〉
= exp
{∑
i,j
βiβj
[
∆−1ij (x)−∆−1ij (0)
]}
(C.1)
donde ϕ es un campo boso´nico y ∆−1ij (x) es el valor medio boso´nico
〈ϕi(x)ϕj(y)〉 = ∆−1ij (x− y). (C.2)
La identidad (C.1) es va´lida para valores medios calculados con accio´nes boso´nicas cuadra´ticas
en el campo ϕ. Sea S una accio´n de este tipo
S =
1
2
∫
d2xϕi(x)∆ij ϕj(x) (C.3)
donde ∆ij es un operador sime´trico en los ı´ndices i y j. La funcio´n ∆
−1
ij (x) resulta ser
entonces la funcio´n de Green de este operador. El lado izquierdo de (C.1) se puede calcular
mediante el siguiente procedimiento:
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〈
exp
{
i
∑
k
βk [ϕk(x)− ϕk(0)]
}〉
= (C.4)
=
1
Z0
∫
Dϕ exp
{
−1
2
∫
d2x′ ϕi(x′)∆ij ϕj(x′) + i
∑
k
βk [ϕk(x)− ϕk(0)]
}
(C.5)
=
1
Z0
∫
Dϕ exp
{
−1
2
∫
d2x′ ϕi(x′)∆ij ϕj(x′) +
∫
d2x′ ϕk(x′)iβk [δ(x′ − x)− δ(x′)]
}
(C.6)
=
1
Z0
∫
Dϕ exp
{
−1
2
∫
d2x′ ϕi(x′)∆ij ϕj(x′)−
∫
d2x′ ϕk(x′)jk(x′, x)
}
(C.7)
donde Z0 es la funcio´n de particio´n
Z0 =
∫
Dϕ exp
{
−1
2
∫
d2x′ ϕi(x′)∆ij ϕ(x′)
}
(C.8)
y deﬁnimos
jk(x
′, x) = −iβk [δ(x′ − x)− δ(x′)] . (C.9)
que es independiente de los campos. A continuacio´n hacemos una traslacio´n en el campo ϕ
ϕi(x
′)→ ϕi(x′) +
∫
d2y∆−1ik (x
′ − y)jk(y, x). (C.10)
Este es el u´nico cambio en la integral funcional porque la medida de integracio´n funcional
es invariante frente a traslaciones. Finalmente, el valor medio queda
〈
exp
{
i
∑
k
βk [ϕk(x)− ϕk(0)]
}〉
(C.11)
= exp
{
1
2
∫
d2x′ d2y ji(x′, x)∆−1ij (x
′ − y)jj(y, x)
}
(C.12)
= exp
{∑
i,j
βiβj
[
∆−1ij (x)−∆−1ij (0)
]}
(C.13)
donde en el u´ltimo paso hemos reemplazado jk(x
′, x) por su deﬁnicio´n (C.9), e integramos
en x′ e y.
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