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For recent half century, inverse problems have been receiving intense interests 
from both mathematicians and engineers, due to their delicate mathematical 
properties and wide applications. Inverse problems are usually ill-posed, namely 
the lack of the existence, uniqueness and the stability. Therefore they are more 
challenging than classical direct problems, both mathematically and numerically. 
To overcome the inherent ill-posedness, regularization methods have been devel-
oped and successfully applied to a large class of inverse problems. 
This thesis has three major objectives. 
First, we review the major properties of inverse problems and the basic theory 
of linear regularization methods. Our aim is not to present the complete frame-
work but to discuss the essential contents and to provide our own understandings. 
Then we study several specific topics in inverse problems. We proved some 
results concerning the ill-posedness of inverse source problems and parameter 
identification problems in second-order linear elliptic equations, using elementary 
theory of partial differential equations and basic tools from functional analysis. 
We also discuss the error estimates for parameter identification in second-order 
linear elliptic equations, and derive some new estimates from existing results. 
Finally, numerical experiments are carried out using model problems of Pred-
holm integral equations of the first kind and the Tikhonov regularization methods. 
We observed the expected features of inverse problems and properties of regular-
ization methods. We also observed some phenomena that are not well understood 
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Chapter 1 
Introduction to Inverse Problems 
Most problems in applied mathematics boil down to determining the values of 
some variables (the solution) in a system from the values of other variables (the 
data) in the same system. According to [29], two such problems are said to be 
inverse to each other if the the formulation of one problem involves the other one. 
Usually the one studied earlier is called the direct problem, and the other one 
the inverse problem, for mostly historical reasons. However, if the problems in 
study have physical backgrounds, then one can usually find inherent distinctions 
between two problems that are inverse to each other, and there are natural reasons 
for us to call one of them the direct problem and the other one the inverse problem. 
Let's illustrate this idea by several examples. 
1.1 Typical Examples 
Example 1.1. (Backward heat conduction) 
• Direct problem: Given the temperature distribution in an object at present 
time, predict the distribution at a future time. 
• Inverse problem: Given the temperature distribution in an object at present 
time, identify the distribution at a past time. 
1 
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Remark 1.1. By the second law of thermodynamics, heat diffusion is not a 
time-reversible process. Hence in Example 1.1 the inverse problem is much more 
difficult to solve than the direct problem. 
Example 1.2. (Inverse source problem) 
• Direct problem: Given the heat source, determine the temperature distri-
bution in an object. 
• Inverse problem: Given the temperature distribution in an object, deter-
mine the heat source. 
Example 1.3. (Parameter identification) 
• Direct problem: Compute the temperature distribution in an object when 
the heat source and heat conductivity are given. 
• Inverse problem: Identify the heat conductivity when the temperature dis-
tribution and heat source are given. 
The inverse problem is a typical example of parameter identification problems. 
Example 1.4. (Imaging denoising) 
• Direct problem: Compute the blurred image formed by an original image 
passing through flawed lens and/or polluted by environmental noises. 
• Inverse problem: Given an blurred image formed by flawed lens or polluted 
by environmental noises, identify the original image. 
Example 1.5. (Inverse scattering) 
• Direct problem: Determine the acoustic or electromagnetic waves scattered 
by given obstacles. 
• Inverse problem: Determine the properties of the obstacles (number of sep-
arate parts, shapes, positions and other physical parameters) from mea-
surements of the waves scattered by the obstacles. 
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Example 1.6. 
• Direct problem: Integration. 
• Inverse problem: Differentiation. 
Those two constitute the essence of most linear direct and inverse problems. 
1.2 Major Properties 
A more rigorous way to classify direct and inverse problems is to accept the 
following equivalences: 
direct problems �wel l -posed problems, 
inverse problems ~ ill-posed problems. 
According to the definition of Hadmard, a mathematical problem is called well-
posed if it possesses all of the following properties: 
• There exists at least one solution for any given set of data. 
• There exists at most one solution for any given set of data. 
• The dependence of solution on the data is continuous, that is, a small 
perturbation of the data may lead to a small deviation in the solution. 
These properties are referred to as the property of existence, uniqueness and 
stability, respectively. A problem is called ill-posed if it does not have all of those 
properties, that is, if some of the following situations occur: 
• There exists no solution for a set of data. 
• There exist multiple solutions for a set of data. 
• The dependence of solution on the data is not continuous, that is, a small 
perturbation of the data may cause an enormous deviation in the solution. 
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The ill-posedness is usually undesirable for applications. For example, existence 
in control problems means that one can find a control function that can drive the 
state variables to desired values. Uniqueness in inverse scattering problems is an 
issue of both intense theoretical interests and high practical values. Stability is 
indispensable if one attempts to compute the solution by numerical methods, in 
which the measurement, roundoff, and truncation errors are almost inevitable. 
1.3 Solution Methods 
The first step to solve an inverse problem is to define the solution, when the 
solution in the strict sense does not exist or is not unique. A general way to do so is 
considering the so called best approximate solution, e.g., the least-square solution 
of the minimal norm. For specific problems, one should use different definitions 
according to the a priori information one has or requires for the solution. 
After this is settled down, one need to consider the problem of stability. The 
basic idea is to approximate the unstable problem by a sequence of nearby stable 
problems, which is the underlying principle of the so called regularization methods. 
A regularization method is a double-edged sword in the sense that it attains 
stability by sacrificing accuracy. Hence the major issue in the regularization 
methods is how to choose an appropriate amount of regularization so that the 
errors due to data noise and approximation are well balanced. 
1.4 Thesis Outline 
The remaining part of the thesis is organized as follows. 
• Chapter 2: We present the major properties of inverse problems and impor-
tant concepts such as ill-posedness, generalized inverses, compact operators, 
singular value expansions and the interrelationships among them. 
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• Chapter 3: We study the properties of several typical inverse problems 
and prove some new results on the ill-posedness of some inverse source and 
parameter identification problems. 
• Chapter 4: A survey on the finite element error estimates for parameter 
identification problems in second order linear elliptic equations. We derive 
some new estimates based on exiting results and techniques. 
• Chapter 5: Numerical experiments are conducted with Predholm integral 
equations of the first kind in 1-D domain as the model problems and using 
Tikhonov regularization methods. We observed the desired effects which 
exhibit the basic properties of inverse problems and verify the classical the-
ory of regularization methods. We also designed experiments to investigate 
some important but have not been thoroughly studied issues in inverse 
problems, and give heuristic explanations of our own. 
Chapter 2 
Review of the Theory 
2.1 Basic Concepts 
2.1.1 Ill-posedness 
Virtually all equations can be written abstractly as: 
Tx = y, xeX.yeY (2.1) 
where x is the solution one is looking for, y is the given data, X and Y are two 
normed spaces equipped with norms || • ||x, || • ||y respectively, and T : X Y 
is the operator that represents the operations of the underlying system described 
by the equation. 
Under those basic settings, we can define well-posedness in a more mathemat-
ical way. Existence means for each y 6 Y, there exists at least one x e X such 
that Tx = y. Uniqueness means for each y eY, there exist at most one x G X 
such that Tx = y. If both existence and uniqueness hold, then stability means 
the following: Ve > 0, 3(5 > 0 such that whenever 2/1,2/2 are two elements in Y 
satisfying \\yi — y2||y < S, then the solutions Xi,X2 satisfy ||:ci - :c2||x < e. 
Let's introduce some basic concepts in operator theory. The range 71{T) is a 
6 
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subset of Y defined by 
尺(T) ：= {y eY :y = Tx for some x G X}. 
If T is linear, then 71{T) is also a subspace of Y. The null space Af{T) of a linear 
operator T is defined by 
M{T) :={xeX:Tx = 0}. 
The operator T is said to be siirjective if K[T) = Y and injective if U{T) = 0. 
Hence existence is equivalent to surjectiveness for general operators, and unique-
ness is equivalent to injectiveness for linear operators. If T is surjective and 
injective, then the inverse operator is well-defined from Y to X. In this case, 
stability holds if is continuous. If T is not surjective and/or injective, then 
the classical inverse is not well-defined, but can be replaced by the so called 
generalized inverses, which we discuss in the following. 
2.1.2 Generalized Inverse 
In the sequel, we use X and Y to denote two Hilbert spaces. A natural way to 
define the solution of Equation (2.1) when y \ 7l(T) is to consider the least-
square criterion(or fit-to-data criterion in a more general sense). By definition, 
an element in x E X is said to be a least-square solution of Equation (2.1) if it 
is a minimizer of the functional \\Tx — yWy. Clearly, the least-square solution is 
not necessarily unique, hence the notion of the best-approximate solution, which 
is usually defined to be the least-square solution of the minimal norm. If T is 
linear and the set of least-square solutions is nonempty, then the best-approximate 
solution exists and is unique. 
Assuming T is linear, define f : 尺(T) to be a restriction of T in 
丄.Clearly, f—i is linear and well-defined from 尺(T) to A/"(r)丄.The so 
called Moore-Penrose generalized inverse T^ is formerly defined to be the unique 
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linear extension of to a larger domain 
V(T^) :=7^(T)�7^(T)丄. 
It turns out the least-square solutions exist if and only if y E V{T^). Moreover, 
if 2/ G P(T^), then the best-approximate solution is just T � y . Such a definition 
of the generalized inverse is reasonable, since T^ coincides with whenever it 
exists. 
The concept of the Moore-Penrose generalized inverse settles down the issue 
of existence and uniqueness, but it makes no changes to the issue of stability. 
Indeed, the Moore-Penrose generalized inverse T^ is bounded if and only if 71{T) 
is closed [11]. For a class of operators called compact operators, it turns out 71{T) 
is closed if and only if it is finite dimensional. Let's discuss that kind of operators 
in more detail. 
2.1.3 Compact Operators and SVE 
An operator (not necessarily linear) is said to be compact if it maps a bounded 
set into a compact set. Compact linear operator have many good properties. 
For instance, a compact linear operator is also bounded; a linear combination of 
two compact linear operators is still a compact linear operator; the limit (in the 
operator norm) of a sequence of compact linear operators is still a compact linear 
operator; and the composite of two bounded linear operators is compact if any 
one of them is compact. Naturally, one can expect the inverse of a compact linear 
operator may have bad properties. Indeed, if T is compact and linear, then the 
following statements are equivalent: 
• Tt is bounded. 
• X (or 7^(T)) is finite dimensional. 
• 71{T) is closed (complete). 
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Hence T^ is unbounded if 7^(T) is infinitely dimensional or not closed. For this 
reason, the theory of compact operators plays an important rule in analyzing the 
instabilities of linear ill-posed problems, e.g., integral equations of the first kind. 
An important tool for studying compact linear operators is the singular value 
expansion (or SVE, in the short notation), which is an analogue of the singular 
value decomposition for matrices. Let T be a compact linear operator from a 
Hilbert space X to a Hilbert space Y. Let T* : Y X denote the adjoint oper-
ator of T. Then all the eigenvalues of the self-adjoint operator T*T are real and 
non-negative. Let {cr^} denote a non-increasing sequence of non-zero eigenvalues 
(with multiplicities) of T*T, and {？;„ G X} denote the corresponding orthonormal 
sequence of eigenfunctions. Let Un = {Tvn)/\\Tvn\\Y, then the triplet (cr„； Vn, Un) 
is called a singular system for T. The singular system uniquely characterizes 
a compact linear operator since we have the following so-called singular value 
expansion: 
oo 
= C7n(x, Vn)Un, Vx E X, 
71=1 
OO 
T*y = ^(Jn{y,Un)Vn, V?/ G Y, 
n=l 
where (.，•）denotes the inner product operation in corresponding Hilbert spaces. 
In addition, the set {vn : n G N} constitutes a complete orthonormal basis for 
1Z{T*) and the set {un : n G N} constitutes an complete orthonormal basis for 
7l(T). Hence if y e 1Z{T) and T is injective, then the solution of the equation 
Tx = y can be formally written as 
工= 〜. (2.2) 
n = l 
For the infinite series in (2.2) to converge, and thus make it a valid expression for 
the solution, it requires the so called Picard Condition (regarding to y): 
"""；;^〈⑴， (2-3) 
n = l “ 
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which says that the generalized Fourier coefficients {y, Un) decays fast enough 
with respect to <7^ . It can be shown [11] that the Picard condition holds if and 
only if y € Hence the best-approximate solution, if it exists, can always 
be written in the form of (2.2). 
The solution form (2.2) indicates that the perturbation in the nth generalized 
Fourier coefficient of y will be multiplied by a factor of in the nth generalized 
Fourier coefficient of x. It is claimed but not proved in some works, e.g., [19 
and observed from our numerical experiments in Chapter 5 that smaller singular 
values will be corresponding to higher oscillating singular vectors for compact 
operators, generally speaking. Consequently, higher frequency components in the 
perturbed data will be multiplied by a larger factor in the solution than the lower 
frequency components will. This can be considered as the spectral origin of the 
instabilities in inverse problems, since noises usually contain larger portion of 
high frequency components than the data do. 
Equation (2.2) also allows us to define the degree of ill-posedness [11]: the 
problem is called mildly (or modestly) ill-posed if 二（9(n-” for some s e 
(0, oo), and severely ill-posed if a-a = For example, the inverse source 
problem in Example 1.6 is mildly ill-posed, while the backward heat conduction 
in Example 1.1 is severely ill-posed. 
For a comprehensive discussion of the relationships among compact operators, 
the singular value decompositions and ill-posedness, please refer to [11, 30] and 
the references therein. 
2.2 Regularization Methods 
In this section we summarize the basic theory of regularization methods, which 
are the major approaches for solving inverse problems. First we given an overview, 
focusing on the motivation and concepts. Then two important and interesting 
topics in regularization methods: the rate of convergence and parameter choice 
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rules, will be discussed. Finally, we give a review of classical regularization meth-
ods, focusing on their motivations and properties. 
2.2.1 An Overview 
Consider again the abstract equation (2.1) when T has unbounded inverse. In-
stead of seeking the exact solution in an unstable way, we try to find approximate 
solutions in a stable way. That is the basic principle of the so called regularization 
methods. Following the definitions in [11，30], a regularization operator for T is 
a parameter-dependent operator Ra :Y X such that 
Ray —> T � y as a — 0 
for each y e i.e., if Ra converge pointwise to T � A regularization method 
is defined to be a class of regularization operators equipped with a parameter 
choice rule a(/3), where (3 depends on 6, y^ or both of them. A regularization 
method is said to be convergent for a given y G V{T^) if 
limsup{H_Ra(<5’y”2/ — T^vWx '-y'eY, \\y' - y\\x < S} = (2.4) 
<5—0 
where y^ eY denotes the perturbed version of y. 
One way to see how regularization methods work is to consider these two 
quantities: — T^y\\x{ii V^ G V{T^)) and \\Ray^ - [30]. We have 
\\T^y'-T^y\\x<\\THy'-y)\\x. (2.5) 
\\Ray' - T^yWx < \\Ra{y' — y)\\x + \\{Ra 一 T^)y\\x. (2.6) 
Since T^ is unbounded, the right-hand-side of (2.5) can be arbitrarily large. Hence 
the approximation of the solution T^y by the unregularized solution T�y谷 can be 
arbitrarily poor. This term is transferred to the first term in (2.6), which is 
bounded for fixed value of a , and the second term is the price it pays. As a 
decreases, it is expected the first term in (2.6) will increase and the second term 
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in (2.6) will decrease, and vice versa. It is reasonable to expect there exists an 
optimal value of a such that the right-hand-side of (2.6) is minimized. How to 
determine this value of a( at least approximately) is the topic of Section 2.2.3. 
A basic approach to construct convergent regularization methods for a com-
pact linear operator is to consider its singular system, since it characterizes the 
operator uniquely and completely. The solution form (2.2) suggests we define the 
following operator [30]: 
Ray = £ ^^^(y,UnK, y e y， （2.7) 
n=l � 
Under certain conditions on the filter function g(.’ .），the operator defined above 
is a regularization operator, and a parameter choice rule a � can be chosen such 
that the regularization method � is convergent for each y G [30]. We 
remark that Equation (2.7) is seldom used to compute the regularized solution in 
practice, since the singular system of an operator requires heavy computational 
costs in general. Nevertheless, it is an effective tool for analyzing regularization 
methods. 
A more general approach to construct and analyze regularization methods is 
given in [11]. In the framework of functional calculus, the solution of (2.1) is 
written as 
Ray.= J 9a.{X)dExT*y, (2.8) 
where Ex is a spectral family for T*T. Under certain conditions on the function 
ga : [0, ||T||2] —> R, the operator Ra defined by (2.8) is shown to be a regulariza-
tion operator. 
2.2.2 Convergence Rates 
In the sequel, we will adopt the following notations 
x^ ：= T、， Xa ：二 Ray, X^a ''= Rc/l/, 
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If a regularization method is convergent, then one may ask what is the conver-
gence rate. One should distinguish between two kinds of convergence rates. One 
is the rate of 丨丨工。—tending to 0 relative to a tending to 0. The other one 
is the rate of - tending to 0 relative to S tending to 0, in view of (2.4). 
The first rate is fixed whenever the regularization operator Ra and the exact data 
y are fixed. In contrast, the second rate also depends on the parameter choice 
rule y^). For both convergence rates, one might be interested in finding out 
what are the best possible rates and how to attain them. For the first one, this 
means how to choose the regularization operator, whereas for the second one this 
means how to choose the regularization method. 
In general, no convergence rates can be obtained without a priori information 
on the data y or the solution i.e., convergence rates can only be given on 
subsets of P(Tt)(for y) or X (for a:^ ). The first fact to note is that the conver-
gence rate for Hx^  — x^l can be of any order on a bounded subset of X, at least 
for compact operators. This is due to the following observation from (2.2): If 
\q(a, an) - 1| < > 0) for all n G N, then 




As a result, not much can be said about the convergence rate for \\xq, — 
without knowing the structure of specific regularization methods. In contrast, 
the convergence rate - can be discussed in more general settings. 
Before talking about the convergence rate of — let's consider the 
conditions under which it is convergent at all. Prom (2.6) it is easy to see a 
sufficient condition for convergence is the following: 
a -> 0 and 6\\Ra\\ 0, as 6^0. (2.9) 
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Let's introduce two concepts discussed in [11]. Given a subset M of X and a 
scalar (5 > 0, the modulus of continuity for T^ is a non-negative number M) 
defined by 
M) := sup{||a:|| :xeM, ||Ta:|| < S}. 
Given a subset M. of X, a scalar (5 > 0, and an operator R : Y X(not 
necessarily a regularization operator), the worst-case error A{6,M., R) is defined 
by 
Clearly, both M) and A((5, M, R) will be infinity in general, if T^ is un-
bounded. It is easy to see [11 
A { 5 , M , R ) > n i 6 , M ) (2.10) 
for all R with R{(}) = 0. 
The set M. contains a priori information of the solution x^. If M has some 
special structures, then it is possible to estimate M) in terms of 6 and M. 
For example, in [11] the following so called source sets are used to define the a 
priori information: 
:={xeX:x = criTcj, IMI < /9}, 
p>0 
By using an interpolation inequality, it is shown that the modulus of continuity 
for X ” can be estimated by 
(2.11) 
If Tt is unbounded, then the estimation (2.11) is sharp, i.e., there exists a sequence 
{ 4 } converging to 0 such that 
= (2.12) 
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From (2.10) and (2.12), the following definitions [11] of optimality become natural: 
Let Ra{5,yS) be a regularization method for T(with unbounded inverse), then it is 
said to be optimal in X^p if 
and it is said to be of optimal order in 而’"，if there exists a constant c > 1 such 
that 
A((5’;t;’p’i?^’y<5)) < 养 > 0. 
If we consider the rate with respect to S only, then it follows that the convergence 
rate for the worst case error can never reach the same order as but can only 
approaches it as /i — oo. This is a reasonable consequence for ill-posed problems. 
However, due to the definition of the worst-case error, the convergence rate of 
l-RaV'^ — for a given x^ E X may well be higher than that of the worst-case 
error. 
2.2.3 Parameter Choice Rules 
With a regularization operator in hand, one should be interested to determine 
the parameter choice rules such that the corresponding regularization methods 
are convergent. If there are more than one such parameter choice rules, then one 
will be interested to find out the one with the highest convergence rate, or the 
one of the optimal order (in the ideal case). 
All parameter choice rules can be divided into two classes: a priori and pos-
teriori rules. Following the definitions in [11], a parameter choice rule is said to 
be 
a, priori if it depends only on otherwise it is said to be a posteriori. First, 
let's consider a priori parameter choice rules. 
A Priori Parameter Choice Rules 
As mentioned before, (2.9) is a sufficient condition of convergence for all kinds 
of parameter choice rules, it is also a necessary condition for a priori parameter 
Theory 16 
choice rules fil l . With the a priori information x^ G X从 and with certain 
conditions on the function QaW in (2.8), it is shown that the a priori parameter 
choice rule 
2 
/ S\ 2M+t 
OL ~ — 
\PJ 
leads to the convergence rate 
s 十 c ^^  -J— X"^ - X^ 〜（52/x + lp2;^  + l， 
which is of the optimal order by definition. 
The a priori information such as x^ G X+p is not easy to obtain in practice. 
If n is known but p is not, then the choice rule 
(X � S 
leads to the convergence rate 
- ret 11 �J 蟲 ’ 
which is still optimal with respect to If fi is also unknown, then we are unable 
to use a priori parameter choice rules. 
We remark that given a regularization operator, the conditions on 如(A) may 
not be satisfied for all ji, i.e., there may exists no parameter choice rules such 
that the regularization method is optimal for all /j,. A number 鄉 G (0’ oo] such 
that the regularization operator can be made optimal with some parameter choice 
rules for all /i G (0, /io] is called the qualification of the regularization operator 
11]. The name 'qualification' makes sense since a regularization operator with 
qualification fiQ can yield regularization methods with convergence rates only up 
to + 
The meaning of the name 'a priori' is two-fold: it depends on the a priori 
information of the underlying solution, and it is selected before the regularization 
method is executed. In contrast, a posteriori parameter choice rules are applied 
during the execution of the regularization method. 
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A Posteriori Parameter Choice Rules 
When a priori information is not available, one has no choice but a posteriori rules. 
The most common a posteriori parameter choice rule is the so-called Morozov 
discrepancy principle {pi: discrepancy principle in short) due to Morozov [38]. A 
heuristic motivation for this method is the following [11]: If the perturbed data 
y^ satisfies \\y — < 6, then it makes no sense to expect a solution such that 
IITx^ — y^W < 5. Hence a solution satisfying - < for some constant 
T > 1 should be the best one we can expect, asymptotically speaking. We arrive 
at the same conclusion by considering an estimation for the residue — y\\: 
from which we see it is enough to have a solution such that - is the 
same order as 5. 
With a more precise definition, and a little more assumptions made on pa (A), 
the discrepancy principle is shown to be convergent for all y G 1Z{T) and is of 
optimal order in X^^ p for all G (0, fio —全]with /^ o > | [Hj- The fact that the 
discrepancy principle may not be optimal for ^ G (/io — is not surprising. 
After all, it does not use a priori information of the solution. 
The discrepancy principle depends on the computed solution x j , hence it is 
implemented during the calculation. It also depends on the noise level S. In prac-
tice, the noise level S may be unknown or not reliable. In this case, one may use 
a posteriori rules that depend only on the data y各 and the computed solution 
One such method is the so called L-curve criterion, which is originally proposed 
in [20]. This method is based on the parametric curve — Under 
certain scales (usually the log-log scale), this curve presents a unique shape like 
the letter 'L' for most ill-posed problems. It is proposed that the corner of this 
curve would correspond to a good value for the regularization parameter. 
A someway counter-intuitive but significant result due to Bakushinskii [3 
states that an a posteriori parameter choice rule that depends only on y^ will 
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not yield a convergent regularization method for ill-posed problems. However, 
just like the estimates for the worst-case error, this is a result concerning a class 
of equations, it does not imply such a parameter choice rule can not yield a 
good approximate solution for a specific equation. Particularly, for the L-curve 
method, we conclude that it is not guaranteed to be convergent, a fact proved in 
18, 52] for some certain classes of problems. However, it performs good for many 
regularization operators and test problems, and has some advantages over other 
parameter choice rules such as the GCV(generalized cross-validation) method 
20，21], a popular posteriori parameter choice rule with statistical background. 
2.2.4 Classical Regularization Methods 
Tikhonov Methods 
One of the earliest studied and widely used regularization methods is the Tikhonov 
regularization method, which is original proposed and developed by A. N. Tikhonov 
49, 50] and D. L. Phillips [44]. The basic formulation of this method is the fol-
lowing: 
Given an equation Tx = y and an observation y^ £Y oi y, find x e X 
that minimizes the following functional 
\\Tx-y'fy-^a\\x\\], (2.13) 
where the term WTx — y^ Wy is the classical fit-to-data functional, and is the 
regularization term that enforces stability. Another motivation for the Tikhonov 
regularization method is the following: it tries to minimize the residue \\Tx — y \^\Y 
while keeping the solution norm ||3;||x small, or vice versa. When X, Y are Hilbert 
spaces, it is easy to show [11, 30, 33] that there exists a unique minimizer for the 
functional (2.13) for each a > 0 and the minimizer is the unique solution to the 
following normal equation: 
+ = (2.14) 
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Since al + T*T is positive definite for a > 0, it has a bounded inverse. Hence 
the solution of (2.14) can be written as 
where R � = ( a / + can be considered as the regularization operator. If 
T is compact and linear, then the solution of (2.14) can be written in the form 
of (2.7) with y replaced by y谷 and the filter function q in (2.7) is given by 
(?(a，a„) = ； ~ ( 2 . 1 5 ) 
Prom (2.15) the regularizing effect of the Tikhonov method becomes evident: it 
places more weight on lower frequency components and less weight on higher fre-
quency components, thus damping the effects of noises in the data. The solution 
form (2.15) can also be used to show that the Tikhonov method is convergent if 
a(S) — 0 ， ^ ^ 4 0’ as — 0， 
a � 
where 5 is the noise level such that - y\\ < 6. 
The qualification of the Tikhonov method is 1, which means the convergence 
2 
rate can never be higher than 63 with all parameter choice rules and never be 
higher than \/S with the discrepancy principle ( can be improved to 誉 with 
modified discrepancy principles). 
In practice, the norms in the Tikhonov functional (2.13) can be chosen in 
different ways. One can use any Sobolev norms || • H .^p or semi-norms | • k p , 
爪 2 0’p 2 1’ or weighted norms. The choice of the norms depends on what a 
priori information one has or want to add to the solution, and on the statistical 
nature of the solution and data. For example, the Sobolev semi-norm | . |i’i 
(often called the TV norm) could be a preferred choice to the L? norm for the 
regularization term if there are discontinuities in the solution. If the exact data 
is polluted not by noise of the Gaussian type but by the noise of the 'salt and 
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pepper' type, then the V- norm is a more natural choice than the traditional L^ 
norm for the fit-to-data term, since the former one allows some points in the data 
to be far away from the exact values. 
In numerical computations, two approaches can be used to obtain a Tikhonov 
regularized solution: solve the normal equation (2.14), or minimize the functional 
(2.13). The later one may be more flexible since it can deal with nonlinear 
equations and incorporate a priori information as constraints in a natural way. 
Iterative Methods 
The classical Tikhonov regularization can be viewed as a preconditioning methodto 
solve the least-square problem. The least-square problem can also be solved by 
iterative methods. For example, applying the method of steepest descent with 
initial guess a:(o) to minimizing the functional —y||2’ we obtain the following 
iterative algorithm 
= (1 — � + AT*y, n = 0’ 1’ … ’ (2.16) 
which bears the name Landweber iteration. If A E (0, ||T||~^), then the Landwe-
ber iteration defines a regularization operator with playing the role of the 
regularization parameter. It yields a convergent regularization method with a 
parameter choice rule such that n — oo and —> oo(as n —> oo), and the 
convergence rate is of optimal order in ？^^ for all /x > 0 with a priori parameter 
choice rule [30 
n � � r 赤 . (2.17) 
Hence the qualification of the Landweber iteration method is oo. It is shown in 
11] that the Landweber iteration with the discrepancy rule also yields conver-
gence rates of the optimal order in X” for all ^ > 0, and the required number 
of iterations is given by (2.17). When 6 is small, the number of iterations given 
by (2.17) may be quite large. By using semiiterative methods, the number of 
iterations can be reduced while keeping the same convergence rate. For example, 
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the so called z^-method use only a square root of the number in (2.17) to get the 
same convergence rate of the Landweber iteration [11 . 
Another iterative method that works well for ill-posed problems is the con-
jugate gradient (CG) method. It is proved in [42] (and restated in [11]) that 
the CG iteration defines a regularization operator with the inverse of iteration 
number playing the role of the regularization parameter. However, a surprising 
and in some way opposite to Bakushinskii's result [3] states that there exists no 
a priori parameter choice rules to make the CG iteration a convergent regulariza-
tion method if T is compact linear and 71{T) is non-closed. Nevertheless, there 
exists a posteriori parameter choice rules to make CG iteration a convergent reg-
ularization method. Indeed, it is shown in [11] that if y G then the CG 
iteration combined with the discrepancy principle yields convergence rates of the 
optimal order in X ” for all /z > 0, p > 0, and a sharp bound [42] for the number 
of iterations is given by 
/ c 5\ ^ [ P\ n{5,y') < . 
Hence it requires the same number of iterations as the "-method, asymptotically 
speaking. However, this is actually the worst-case bound for the number of iter-
ations. The improved estimates in [11] states that if the singular values On of T 
decays like with some a � 0 ， t h e n the required number of iterations is given 
by 1 
/J. S\ / / p \ (2M+l)(a + l) 
and if the singular values cr„ of T decays like q一几 with some 0 < g < 1’ then the 
required number of iterations is given by 
where 
f 
logt, t > l , 
log 十 t = < 
0， 0 < ^ < 1. 
V 
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Hence the CG iteration with the discrepancy principle generally requires less 
number of iterations than the i^-method for the same order of convergence, and 
the more ill-posed the problem, the greater the difference between the two. 
Just like in the well-posed problems, the PCG(preconditioned conjugate method) 
may perform better than the CG method. In [11] it is shown that a good pre-
conditioner that does not alter the singular values of T near 0 very much but 
clusters the other singular values tightly near 1 will effectively reduce the number 
of iterations. 
Chapter 3 
Ill-posedenss of Typical Inverse 
Problems 
Much effort has been made to solve ill-posed problems, with a lot of success. 
However, few works have been done to study the ill-posedness itself for inverse 
problems. This may seems not so valuable at first glance, since it is often quite 
easy to distinguish well-posed problems from ill-posed ones, if they have clear 
physical origins. However, rigorous proofs of ill-posedness are not only interest-
ing themselves but can also provide better understanding of the nature of the 
problems and hence guidance in solving them. In this chapter, we give proofs 
for several typical classes of inverse problems, using either the connections with 
compact operators we presented in Chapter 2, or by the definition itself. 
The rest of this chapter is organized as follows. In Section 3.1 we discuss 
the ill-posedness of four types of integral equations, particularly the Predholm 
integral equations of the first kind, which we will use as model problems in our 
numerical experiments in Chapter 5. In Section 3.2 we consider inverse source 
problems in the most abstract form. We will prove some interesting results using 
basic facts from functional analysis. Section 3.3 is concerned with the parameter 
identification problem in second order elliptic equations, where a instability result 
23 
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is also given and proved. In Section 3.4 we present a proof of the instability of 
the backward heat conduction problem. 
3.1 Integral Equations 
Integral equations arise naturally in many fields of science. The linear integral 
equations can be roughly divided into the following categories (without loss of 
generality, we consider 1-D case and the domain is assume to be [0,1].): 
Fredholm, first kind 
[k{s,t)u{t) dt = f(s), s e [0,1]; (3.1) 
Jo 
Fredholm, second kind 
ti(s) - [ k[s,t)u(J:)dt = f(s), s e [0,1]; (3.2) 
Jo 
Volterra, first kind 
[k{s,t)u{t)dt = / ( s ) , s e [0,1]; (3.3) 
Jo 
Volterra, second kind 
u{s) - [ k{s,t)u{t)dt = f(s), s e [0,1]； (3.4) 
Jo 
where k(s, t)�(s, t) G [0’ 1] x [0,1] is called the kernel function of the corresponding 
integral equations. 
Fredholm integral equations of the first kind could be ill-posed in all aspects. 
For example, if /c(s, t) is constant respect to s, then there exists no function 
u{t) satisfying (3.1) unless f{s) is a constant function. For uniqueness, consider 
k{s, t) = 1 and f{s) = 0, then any function u{t) = sinirt are solutions of (3.1). 
Finally, the instability of Equation (3.1) is a direct consequence of the Riemann-
Lebesgue Lemma, which states that the integral in (3.1) converges to 0 for all 
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s e [0,1] as n ^ oo with u{t) = sin nnt and if k{s, t) is integrable with respect to 
t. Prom another point of view, the linear operator K : u — f defined by (3.1) is 
compact on C[0,1] if the kernel function k is continuous or weakly singular [33] (/c 
is called weakly singular if there exists a constant M > 0 and a G (0,1] such that 
k{s,t) < M\s -力产-1’ V(s,t) e [0,1] X [0,1], s + t.), and compact on if 
k is 1/2 integrable or weakly singular [11]. If K is compact and 1Z�K�is infinitely 
dimensional(true in general cases), then K^ is unbounded from the discussions in 
Chapter 2. 
The degree of ill-posedness of Equation (3.1) depends strongly on the regu-
larity of the kernel function /c(s, t) with respect to t. In general, the smoother 
the function k(s, t) is, the more ill-posed the equation becomes. As an extreme 
example, if /c(s, t) = 6{t — s), which can be considered as the most non-smooth 
function, then K becomes the identity operator in 1/2(0，1). 
In contrast to the Predholm integral equations of the first kind, the Predholm 
integral equation of the second kind is well-posed in general. Indeed, Let the 
mapping w —> / defined in (3.2) be denoted hy I - K, where I is the identity 
operator. An application of the Riesz theory implies that if K is compact and 
I — K is injective, then I - K is also surjective and (/ - is bounded [33 . 
U I — K is not injective, then Predholm alternative theory indicates that there 
exists a solution if and only if (/ , 0) = 0 for all solutions cj) of the homogeneous 
adjoint equation ( / - K*)(l) = 0 [33]. 
The Volterra integral equations can be viewed as a special case of the Predholm 
integral equations with the kernel function redefined by 
( 
� k(s,t), if s <t, 
/c(s, i ) = < 
0， if s > t. 
\ 
In general, k will be less smooth than k. Hence, with the same kernel function, 
the Volterra equations should be less ill-posed than the Predholm equations. In-
deed, Equation (3.4) is always well-posed in C[0,1] if the kernel function k{s,t) 
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is continuous [33]. If f exists and k[s, s) ^ 0 for all s G [0，1], then by differ-
entiating with respect to s, we see Equation (3.3) can be written in the form of 
(3.4): 8 
u{s) - r � d t = . G [0，1]. 
Jo k(s,s) 
Of course, this does not imply Equation (3.4) is well-posed, not only because 
—羞对M) m 1 
~ r ~ and — may not be continuous, but also because the mapping 
AC(S，SJ Sj 
/—>•/ ' is unbounded. In fact, if /c(s, t) is L^ integrable in (0，1) x (0,1), then so is 
k{s, t). Hence the mapping defined by Equation (3.3) is also compact in 1/2(0，1) 
in that case. 
3.2 Inverse Source Problems 
Example (1.6) is typical for a class of inverse problems named inverse source 
problems. In general, an inverse source problem can be defined as determining the 
source variable from the state variable in an differential equation, i.e., determining 
f from u, when they are related by a differential equation 
L{u) = f . 
At first sight, this seems trivial since it essentially means find the derivatives of 
a given function. However, differentiation is an inherently unstable operation. In 
fact, if L can be written as a combination of the ordinary differential operators, 
then it is easy to show the discontinuous dependence of f on u in the topology 
of continuous functions. In the following, we prove an existence, uniqueness and 
stability result for the inverse source problem in the settings of Sobolev spaces. 
Theorem 3.1. Let L be a linear operator defined in a Sobolev space U. Suppose 
the inner product {Lu, v) is well defined for all u e U,v e U, and there exists 
a constant M and a positive constant S such that the following conditions are 
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satisfied: 
{Lu,v)\ < M\\u\\u\\v\\u. VwG U.^fv G U, (3.5) 
{Lv,v) > \f veU. (3.6) 
Then L : U —> U' is an isomorphism. If V is a infinitely dimensional sub space 
of U' such that the embedding from V to U' is compact, then L : V is 
unbounded. 
Proof. Expression (3.5) implies that for each u, (Lw,.) is a bounded linear func-
tional in U�i.e., Lu e U'. Hence n{L) C U'. By (3.5), (3.6) and the Lax-Milgram 
Theorem, we have for each f e U', there exists a unique u e U such that 
(L—= C/>)’ Wveu, 
i.e., Lu = /，hence U' C Tl{L). Hence Tl{L) = U'. Moreover, expression (3.6) 
implies H[L) = 0. Hence L is a bijection between U and U'. Using (3.5) again, 
we have 
\\Lu\\u' = sup 丨(、州 < M\\u\\u, Vw G U. 
veu y \u 
Hence L : U — U' is bounded. Finally, by the Isomorphism Theorem, L"^ : 
[/'—>[/ is also bounded. Hence L is an isomorphism between U and U'. 
Since the mapping L—i : {V, ||. ||[//} —> L~^{V) is bounded and the embedding 
/ : V ->{! / , II • lit；/} is compact, the mapping L"^ = L'^I : V — L'^iV) is 
compact. Hence L : L~^{V) V is unbounded since V is infinitely dimensional. 
• 
Theorem 3.1 is a general result that can be readily applied to specific problems. 
Example 3.1. Let Q he a bounded open domain in R，G N) with a sufficiently 
smooth boundary dQ. Let L be a second order elliptic operator defined by 
L w � = — [ 嘉 f a i j ( x ) ^ ^ ) + c O r )—)， x e Q 
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such that CLij G c G c > Cq > 0 and 
aij {x) = , Vx e Qjz, j = 1, • • • ,n, 
ai j{x)Uj > <^ 1^ 2， Vx e e M .^ 
Then it is easy to show L satisfies (3.5) and (3.6) with U 二 丑oi(Q). By Theorem 
3.1, L is an isomorphism between and and L : HI{VL) H'^iQ) 
is unbounded for all s < 1. Particularly, L : Hl{Q) — is unbounded. 
If L is self-adjoint, as in Example 3.1, then we can prove an instability result 
by investigating the eigenfunctions of L. 
Theorem 3.2. Let L he a linear operator defined in a Sobolev space U such that 
conditions (3.5), (3.6) are satisfied. In addition, suppose L is self-adjoint, i.e., 
{Lu,v) = {v,Lu), Vi/ euyv e U, 
and the embedding from U to U' is compact. Then there exists a sequence of 
eigenfunctions : n e N} of L such that \\un\\u = 1 for all n e N and 
—^  oo as n —> oo. 
Proof. Following the notations used in [53], let ((.,.)) be an operation in U x U 
defined by 
((u,v)) = (Lu,v), Vu e U,Vv e U. 
By the assumptions made on L, ((.，.)）is indeed an inner product and its induced 
norm is equivalent to || • By the Riesz Representation Theorem, for all f E U' 
there exists a unique Gf eU such that 
Since G : U' ^ U is bounded and the embedding I .. U 一 U' is compact, we 
obtain G : U U is compact. Since 
((/’ Gg�) = (L/’ Gg) = iL(Gg)J) = W ^ ) 
= • = ( / ’ " ) = ((G7•，P))’ ^ f e U y g e U , 
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we obtain G is self-adjoint in Hq(VI). Furthermore, G is a positive operator in U, 
since 
((Gw’w)) = [u,u) > 0 ’ V O t ^ u G C/. 
Hence there exits a sequence of decreasing positive eigenvalues {A^ : n G N} of G 
with corresponding sequence of eigenvectors {un : n e N} such that \\un\\u = 1 
for all n G N and A„ — 0 as n — oo. Prom 
Ki、LUn、^}、= {L{GUn),v) = {{GUn.v)) = (W„，…’ M V ^ U 
we obtain 
Lun = -^Un, Vn e N. 
入n 
Hence are also eigenfunctions of L. Since 
1 S 
(LUn, LUn) = —{Un.LUn) > -r~\M\i 
An An 
we have 
|Lwn||o > -r——> oo as n oo. 
An 
• 
Example 3.2. As a verification of Theorem 3.2，consider the Laplace equation 
in 1-D: 
Lu{x) := -u"{x) = f{x), X G (0,7r), 
w(0) = U{'K) = 0. 
Clearly, L is a self-adjoint linear operator in //o(0,7r) and satisfies the condi-
tions of Theorem 3.1. Furthermore, the embedding from ifo^(0,7r) to 丑-i(0’7r) is 
compact. Hence the results of Theorem 3.2 hold. Indeed, we see 
sin nx 
are eigenfunctions of L such that ||w„||i = 1 for all n e N, but 
丁 n2 
LUn 0 = , —> OO as n oo. 
v T T ^ 
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Hence the problem of determining f from u is unstable from 1/2(0，tt) to //^O,?:) 
.Moreover, since the eigenvalues (also the singular values) of L—i decay like 
the problem is mildly ill-posed. 
Unlike Theorem 3.1, the techniques used in the proof of Theorem 3.2 can be 
easily modified so that the coercive condition (3.6) can be relaxed. 
Corollary 3.1. The conclusions of Theorem 3.2 are still valid if the condition 
(3.6) is replaced by the so called Carding inequality: 
(L^ ;，i;) + AoIMI3 2^IM|2", yveu, 
where 5' and Aq are both positive constants. 
Proof. Replace the definition of ((.’.)) in Theorem 3.2 by 
{{u,v)) = {Lu,v) + Xo(u,v), \/u e Uyv e U. 
Then ((.，.)）still defines an inner product in U. Following the proof of Theorem 
(3.2), there exists a sequences {A„ : n G N} and {un :n eN} such that \\un\\u = 1 
for all n 6 N, An —> oo as n —oo, and 
Lun = Ao)wn Vn G N. 
An 
Hence 
||Lu„||o > ^'(y~ _ 入0) oo as n oo. 
An 
• 
In Example 3.1 and 3.2 the spaces U are over the whole domain i.e., the 
data u is assumed to be known everywhere in Q. However, the more common 
situation in real applications is that only u and/or the flux is a physical 
parameter) is available on the the boundary or part of the boundary dQ. If this 
is the case, then the problem becomes more ill-posed since less data is available. 
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Particularly, uniqueness is lacked if no a priori information of the source term is 
available. 
Consider the operator L defined in Example (3.1). This time we want to 
determine the source term f = Lu from the boundary measurements n|an and/or 
a^. Without regularity assumptions on u in fl, no information can be obtained 
for f in Given E and the regularity assumption u G 
only information can be inferred for / is / E However, given G 
H_八dO) and certain regularity assumption for u in some information for f 
can be obtained. Without loss of generality, we consider the case where L = —A. 
T h e o r e m 3.3. Let Q be a bounded open domain in G N) with a sufficiently 
smooth boundary d^. Let be a subspace of defined by 
H她：={u e ： Au e L\n)}. 
Given a function h G define 
fyqj 
T{h) := { - A u : u G Hiip), — = h on dQ}. 
(JJh 
Then is an affine subspace of L"\Q)，and is given by 
H h ) = | / G : L / � dx = r ]Y (3.7) 
where rj = - jQ^h{s)ds. 
Proof. The ‘ � ’ part in (3.7) follows directly from classical existence theory of 
elliptic equations. By using Green's First Identity on the equation -Au = f 
with the test function i;三 1 , we have the ' c ' part hold in (3.7). • 
Theorem 3.3 indicates that from the boundary data we can get only the 
average value of f in Q but no other information. Even in the simplest case, i.e., 
the source is located at a single point, then we can obtain only the intensity but 
not the position of this point source. However, due to the fact that is an 
affine space, we can define the minimal norm solution, which is guaranteed to be 
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existent, uniquely determined, and depends continuously on the data h � a s the 
following theorem shows. 
Theorem 3.4. In Theorem 3.3, let f* be the unique element of the minimal I? 
norm in T(h). Then we have 
j*^ ” 
mea{Cl) 
where mea{fl) denotes the Lebesgue measure of il. Furthermore, the mapping 
h — f* is linear and Lips chit z continuous from to 
Proof. It's easy to see the function f* = 二 � ) ^ ^(/i), and 
( / - R , O - R ) = O, V / E 柳 . 
i.e., f* is the L^-projection of the element 0 into the affine space Hence f* 
is the unique element of the minimal L^ norm in 
Since the mappings h ^ r] and 77 — / * are both linear, the mapping h f* 
is linear. Let /* be the minimal norm element in and f^ be the minimal 
norm element in Denote m = - fg^hi(s)ds and "2 = _ Jan 从s)ds. 
Then we have 
| 丨 " - 切 丨 。 = ( 丄 ( 5 1 ) ) 
m e a � ( 义 ( “ � � ) 
= _ J _ 丨仍—�i| (3.8) 
= , 1 , � � / {h,{s)-h2{s))ds 
y/mea(u) Jdn 
< C\\hi - M_i’如. 
• 
Remark 3.1. The last inequality in (3.8) remains valid if the norm || . |_晏’如 is 
replace by any other norm that is well defined on dQ. 
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Now, we turn to he case when both u\dn and are available. 
Theorem 3.5. Let Q be a bounded open domain in G N) with a sufficiently 
3 1 
smooth boundary dQ. Given functions g G H八dO) and h G H2(dfl), define 
(仏 h) := {-Au e H\n) : u e H\n)-u\en = "’ • 如 = M -
Then ！F{g, h) is an affine sub space of Let f* be the unique element of the 
minimal L^ norm in h). Then we have f* = — Au*, where u* is the unique 
solution of the following boundary value problem: 
( 
AV = 0 in Q, 
^ u* = g on dQ, 
緣=h on dn. 
\ 
Furthermore, the mapping (仏 h) —> /* is linear and Lipschitz continuous from 
nHdn) X H^dQ) to 
Proof. Clearly, h) is an affine space. By using the Green's Second identity 
for the biharmonic operator, we obtain 
(/-/*，•-/*)= [ A{u-u*){x)(Au*){x) dx 
Jn 
=[-^{u-u*){s){Au*)(s) ds- [ •^{Au*){s){u-u*){s) ds 
Jan on Jdn on 
+ l \ u - u * ) A V 
Jn 
=[{u- = 0, 
Jn 
i.e., f* is the L^-projection of the element 0 into ！F{g, h). Hence f* is unique 
element of the minimal I? norm in h). 
Since the mappings (g, h) — u* and u* 一 /* are both linear, the mapping 
{9, h) —> f* is linear. Furthermore, from the standard regularity theory (c.f. [14]), 
we have 
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i.e., the mapping {g, h) —> f* is bounded, hence Lipschitz continuous from 
H l 、 d Q ) X t o L 2 ( n ) . • 
Remark 3.2. Similar results as in Theorem 3.5 are obtained in [2], but using 
the technique of the Dirichlet-to-Neumann map. 
3.3 Parameter Identification 
Let a, w, f be three functions related by the equation 
L{a,u) = f . (3.9) 
If a represents the parameter variables and u represents the state variables, then 
the abstract parameter identification problem can be stated as: determine A 
from given f and measurements of u, where A is called the admissible control set 
to which a should or is required to belong. A parameter identification problem 
may be more difficult to analyze than an inverse source problem, since the map-
ping li — a is usually non-linear regardless whether the operator L is linear or 
not. 
In the following, we consider the case when L is given by 
L{a,u) = - V . (aVw). 
First, let's present a heuristic analysis for the 1-D case originated from [11:. 
The problem is stated as the following: Given f(x) and u[x) for all x 6 (0,1), 
determine a{x),x G (0,1). Note that if u'[x) = 0 in an interval (a,/3) C (0,1), 
then a(x),x G (a,/?) either can take arbitrary values or can not be defined, 
depending on whether f(x) = 0,x e or not. If u is differentiable and 
u'{x) 0, Vx G (0,1), then the solution can be explicitly written as 
a � = ( a ( 0 ) u \ 0 ) 一 r f(y)dy) . (3.10) 
U \ Jo J 
Hence a(x) is uniquely determined up to a constant (uniquely determined if a(0)u'(0) 
is given). Since the mapping u —> is linear and discontinuous; the mapping 
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u' ^ IS nonlinear and discontinuous, we have the dependence of a on li is 
nonlinear and discontinuous. Indeed, an example in [4] shows that there exits a 
sequence {un : n G N} in C(0,1) converging to an element u* in C(0,1) but the 
sequence {a„ : n G N} defined by (3.10) with u replaced by {un ： n eN} diverges 
in C(0,1). The dependence of a on f is continuous in principle, but can be nearly 
discontinuous at the point where u'{x) is very small. 
For parameter identification problems, one usually assumes that the data u 
and f are given to be compatible so that the existence of a is guaranteed. Of more 
practical interests are the problems of uniqueness and stability. The uniqueness 
property is often referred as the identifiability. Different concepts of identifiability 
can be defined for different purposes, but all depend strongly on the definitions 
of the solution and the admissible control set 乂(refer to [4] for a comprehensive 
discussion). For our problem, a natural definition of identifiability is the following: 
Given u e H\n) and f e there exists a unique a G L�例 such that 
(aVn, • … = ( / ’ v) + � a装 , 如 , ^ v € (3.11) 
Not much can be said about this identifiability unless extra assumptions are made. 
When is assume to be given on dCl, it is shown in [12] that there exist at 
most one a e n H\n) such that (3.11) is satisfied, if w G M^ 2’oo and the 
following condition is fulfilled (quoted from [12]): 
There exists a constant vector u and a constant cr > 0 such that 
Vu(x) • iy > ( 7 > 0 \ f x e n . 
Like the concept of identifiability, the concept of stability can be defined 
in different ways. A natural definition for our problem is the following: The 
identification problem is said to be stable at a if for all u G 丑丄�)，there xists 
an element a e L°°{Q) satisfying (3.11) such that 
\a - a | | o o < M\\u - u | | i , 
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where M is a positive constant depending on a but not on a. The identification 
problem is said to be stable if it is stable for all a G L°°{Q). Not surprisingly, 
this kind of stability can hold only under extra assumptions. In the following 
theorem, we show that a kind of instability always hold. 
Theorem 3.6. Suppose a{x) > ao > 0 a.e. in Cl. Then for each n e N, there 
exists elements a„ G and Un 6 //^(Q) satisfying (3.11) and 
l^n — ClWoo > I^W^n — Vn G N. (3.12) 
Proof. If / = 0, then (3.12) holds by taking 三 0 and a”.三 a + n||w||i for each 
n G N. We assume f not identitically zero in the following. Let Cq denote a 
constant such that 
IMIi �II•叫丨0, yveH'oin). 
For each n G N, let 三 7za� i(7^| / | |_i and let Un G be the solutions of 
the following boundary value problem 
( 
-V(a„Vu„) 二 f in 
< 




lan||oo||Vu„||o < cyi/ll—1’ 
i.e., 
llVunllo < (3.13) 
On the other hand, we have 
((a„ - a)Vun, Vv) = (an'S/Un - aVu, Wv) + (aV(u 一 Un), Vf ) 
, dUn du \ / … 、 、 
=(fln-^ - v)da + (aV(u - Un), Vv). 
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By taking v = Un — u in the above identify, we obtain 
((cin — a)VUn, V{Un " u)) = (aV(w — Un), V(Un 一 u)). 
Hence 
ao||V(un — < llfln - a||oo||Vw„||o, 
i.e., 
Wn - a||oo > 丨 |�1 | |V(W - Un)||o-
This together with (3.13) implies 
| an - a| |oo > nCn\\V{u — w„)| |o > n\\u - Un\\i-
• 
3.4 Backward Heat Conduction 
In this section, we present a proof originated from [11] for the instability of 
the backward heat conduction problem stated in Example 1.1. Without loss of 
generality, assume the temperature u{x, t) is governed by the following system: 
Ut = Au ill Q X [0, T], 
< u = w in n X {0} (3-14) 
u = 0 on on X [0,T], 
\ 
where T is a fixed finite positive number. Then we have the following 
Theorem 3.7. There exists a sequence {wn G HQ{Q,) : N G N} such that —> 
oo as n oo but the solution Un(x,t) of (3.14)(with w replaced by Wn) satisfy 
|un(.’iO||o 0 as n oo for any fixed t G (0, T . 
Proof. Prom classical theory for elliptic equations, there exists a sequence {A„ G 
M ： An 0,n e N} and a sequence G H^i^) ： n G N} such that 
( 
-N^n = KK in VL, 
< 
•n = Q on d队 
V 
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where ||(/>n||i = 1 for each n G N and A„ ^ oo as n ^ oo. For each fixed t G (0，T], 
let Wn{x) = Then it is easy to verify Un(x,t) 二 A;;V„(a:)’ and the 
conclusion of the theorem follows immediately. • 
Remark 3.3. In the proof of Theorem 3.7, we have Un{x,t) = Hence 
Wn can be considered as the eigenfunctions with eigenvalues for the mapping 
w — u defined by (3.14). Hence the problem of backward heat conduction is 
severely ill-posed in the sense of Chapter 2. 
Chapter 4 
Error Estimates for Parameter 
Identification 
In Section 3.4 we have discussed the ill-posedness for the problem of identifying 
the parameter a in the equation 
- V • (aVu) = / . (4.1) 
In this chapter we consider another topic for this problem: error estimates of the 
numerical methods for solving this problem. The error estimates can not only 
provide us with practical guidance in the computations, but can also enhance our 
understandings of the inherent properties of the problem. 
The rest of this chapter is organized as follows. In Section 4.1 we give an 
overview of the numerical methods, focused on the optimization methods with 
finite element discretization. In section 2 we set up the finite element spaces for 
the methods discussed later and the standard estimates that will be used in the 
sequel. We discuss the error estimates for three classes of methods from Section 
4.3 to 4.5. We will give concise revisions of existing results. Then we give and 
proof our own results, which are extensions and generalizations of the existing 
results in some sense. 
39 
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4.1 Overview of Numerical Methods 
There are roughly two different approaches for solving the parameter a in Equa-
tion (4.1). One can view (4.1) as a hyperbolic equation in a: 
Vn • Va + {Au)a = -f 
and approximate it either by finite difference methods [45] or Galerkin methods 
13]. However, this approach can be effective only when the domain is sufficiently 
regular. The more appropriate approach is to view (4.1) as a elliptic equation in 
u and consider the following constraint optimization problem: 
find a* e A such that 
J{a*;zJ)<J{a;zJ), VAE A 
where z is the observation of u, and J is the cost functional that measures the 
discrepancy between the data and computed solution. This method can be further 
divide into three subclasses based on the choice of the cost functional: 
Output least-square methods J(a; z, / ) = P{u{aJ) — z), 
Equation error methods J(a; z, f ) = Q(V . {aWz) + /)， 
Hybrid methods : combinations of the previous two methods; 
where u{a, f ) is the solution of the variational equation 
{aVu,Vv) = { f , v ) , � V 6 Hl(p) (4.2) 
if u\dn = 0 is given a priori, or 
(aVn, • … = ( / , v) + (仏 I；), V^G H\n) (4.3) 
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if p = CL^ldn is given a priori. The functions P, Q can be virtually any (weighted) 
norms and seminorms, but the most natural choices are the following: 




g = | | V . ( a V 2 ) + /||2, (4.8) 
Q=\\V-{aVz) + f\\\. (4.9) 
In terms of the computational complexity, the equation error methods are more 
efficient than the output least-square methods, since the later ones need to solve a 
second order elliptic equation to obtain u[a, f ) each time it is needed. However, 
the equation error methods generally requires more accurate data z than the 
least-square methods to obtain the same accuracy in the solution. The hybrid 
methods are intended to draw the strong points and offset the weak points of the 
previous two methods by combining them together in an appropriate way. The 
first effort made in this direction is done in [32], where a new variable (5 G P is 
introduced to represent Vz and the cost functional can be written as 
J (a, S; z, f ) = P - aVzWl + 洲 • . (5 + / | | 吕， （4.10) 
where is a weight function, usually depending on the mesh size in the discretized 
version of J . This cost functional requires the same accuracy for z as the cost 
functional (4.6)，but it avoids solving state equations by minimizing the cost 
functional over the product space V x A. Of course, this may not reduce the 
total cost of computations since the set in which the optimization is carried out 
becomes larger. Similarly, by introducing a new variable w, one can define the 
cost functional by 
J(a’ w; z, / ) = 11^  - z\\l + (aVw) + f\\l (4.11) 
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which is first suggested in [24]. This cost functional requires the same accuracy for 
z as the cost functional (4.4). Just like the cost functional (4.10), it avoids solving 
state equations but do the minimization in a larger space. Other possible hybrid 
methods can be easily obtained by using different combinations of functionals 
taken from (4.4) to (4.9). 
Another worth mentioning advantage of the equation error methods is that 
the parallel implementation is easy to carry out. But this is not the case for the 
output error methods and hybrid methods. 
Finally, the finite element discretized versions of all the cost functionals men-
tioned above are obtained by replacing a by a^, u by Uh{(ih) and J by Jh in the 
continuous cost functionals, and the discrete optimization problem is given by 
find al e Ah such that 
AK； Zh, f ) < Jh{ah\ Zh, /)’ Va/, € A, 
where Ah is a discrete version of A. 
In the sequel, we will use A and U to denote the Sobolev spaces, A^ and Uh 
to denote the finite element spaces assume for a and u respectively. We also use 
Oh to denote the L^-projection of a into Ah.. Given ah € A^, the notation Uh(ah) 
denotes the solution of the variational equation 
{afyuh{at,),Vvh) = ( / ， 仇 ) ， G Ih (4.12) 
if u\dfi = 0 is assumed to be given, or 
Vvh) = (/，Vh)十(p, Vh), Vv^ e Uh, (4.13) 
Finally, the measured (and interpolated) data Zh G Uh is assumed to satisfy 
\u - Zh\\o < S. 
Next, let's set up the notations and present the standard estimates for the 
finite element spaces that will be used throughout later sections. 
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4.2 Finite Element Spaces and Standard Esti-
mates 
Let fi be a bounded open domain in = 1,2,3) with a sufficiently smooth 
boundary dQ. For fixed h E (0,1), let % denote a regular and quasi-uniform 
triangulation of fl in the sense of [6]. Given integers r > 1,/ > 0, the finite 
element space is defined by 
= { v e : G P . ,VT G 
where Pr denotes the space of polynomials of orders less than or equal to r, T 
denotes any element in and is interpreted as L^(ri). Prom the results 
given in [6] and restated in [24], we have the following standard estimates: 
1 1 … ; ， … 、 
(4.14) 
Vz; € 0 < /c < /c < m < r + 1, 1 < p < oo, 
where vf^ denotes the interpolation of v in S j f , and x <y means x<Cy for some 
constant C independent of h\ and the inverse estimates 
II外lli’P < �Vh e l < p < o o , (4.15) 
l k l l o o < / i - ^ l k l l o , V^, G (4.16) 
4.3 Output Least-square Methods 
Let's first consider the output least-square method with the discrete cost func-
tional defined by 
Mah; Zh, f ) = \\uh{ah) - ZhWl- (4.17) 
The first result for this cost functional is due to Richard S. Falk [12], where the 
following estimates are derived ( with given a priori): 
— < l l o $ / ? , - i + /i-25’ r > 2 , if = 2, (4.18) 
+ r>l, iid=l, (4.19) 
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under the major regularity assumptions a e IT例,u € � ) ’ and if the 
appropriate finite element spaces are used. Another major assumption for the 
estimates to hold is the following(quoted from [12], also cf. Section 4.3): 
There exists a constant vector 口 and a constant a > 0 such that 
which physically means that the vector Vu (the heat flow in the heat equation) 
has positive component in some fixed direction. 
The proof of the estimate (4.18) is base on the following identity 
- m -
={{Oh - O V u , - v)) - m - •你） (4.20) 
+ M V ( n — u 糊 , • 外 ) , V v e Vv^ G 
which is obtained by subtracting the two variational equations satisfied by u and 
By choosing v = — al) in (4.20) for some appropriate values 
of p and /c, it is shown that 
Using standard and inverse estimates, the right-hand-side of (4.20) is shown to 
be bounded (asymptotically) by 
Hence hold the estimate 
which together with the classic estimate \\a-9h\\ < f f and the triangle inequality 
implies (4.18). 
The proof of the estimate (4.19) is easier and is based on the identity 
m — <WA�=((〜—aK，<) + (aUu 一 wnYA), , 、 
(4.21) 
Vt;" G 《 “ ⑴ ) ’ 5 > r + 1,0 < / < /c. 
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The next key step is choosing v^ = f^{Oh — a*J(s) ds in (4.21) and the rest of the 
proof is similar to the derivation of (4.18). We remark that the essential reason 
why the estimate for d = 1 can be improved one order higher is that one is able 
to choose the better test function Vh than the test function v in the case of d = 2. 
We have the following observations based on the estimates (4.18) and (4.19): 
• Discretization has self-regularization effects and the mesh size h plays the 
role of the regularization parameter. 
• With 5 = 0，the estimate (4.19) is the best possible we can get, but the 
estimate (4.18) is one order lower than the best possible, in respect to the 
regularity assumption a e 
• For fixed value of 6, the minima of the estimate (4.18) is obtained at h = 
J 巧 with the minimal value the minima of the estimate (4.18) is 
obtained at /i = with the minimal value J兩.Hence one can obtain 
more accurate solutions by improving the measurements, using higher order 
finite elements and selecting appropriate mesh size h. Using finer mesh alone 
can not improve the accuracy of solutions. 
Similar observations are also obtained for all the error estimates for a in the 
sequel. 
One way to get rid of the assumption V • /7 > cr > 0 for the estimates (4.18) 
and (4.19) is to include the term Vu as a weight in the final estimate. This is 
first done in [4], where the following estimate was derived ( with = 0 given 
a priori): 
[ l a - a l l V u - V u ^ h ' - ^ ( 4 . 2 2 ) 
Jci 
The proof of the estimate (4.22) is started from the identity 
— • . ((a — al)Vu) = V . {alV{u 一 u糊)+ (V • (a^V處))+ / ) . (4.23) 
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The crucial step in the proof is taking the L^ inner product of both sides of (4.23 
with the function where 執工)is defined by 
1， if a{x) - al{x) > 0, 
(j){x) = (4.24) 
—1, if a{x) — al{x) < 0， 
\ 
and using Green's first identity to obtain 
[\a-al\Vu-Wu = (V • (alV(u - 彻 u ) 
Jn 
+ (V • {alVuhial)) i- f , (f)u). 
The rest of the proof are standard. 
Remark 4.1. The estimate (4.22) is essentially in V- norm for a - a \ . However, 
it becomes equivalent to a L? estimate if 
0 < ao < a, fl/i < fli < oo a.e. in 
which is a natural assumption for the parameter identification problems. 
It is claimed in [4] that improved estimates are obtained in [35, 36] for the 
case of d = 1. However, the estimate in [35] is in the form 
i.e., it is not an improvement from the higher dimensional case unless the square 
root sign is removed. We can not find the original copy of [36], hence we derive 
an estimate of our own. Based on the ideas in [12, 24], we first prove a lemma 
that is also of self interests. 
Lemma 4.1. For each fixed integer r > 1, let 
^ = {6 : 0 < ao < b{x) < ai < oo, a.e. in Q; | | 6 | |�< C}, 
A = {b e / T � ) : 0 < ao + ^^  < H工)< ai - a < oo, a.e. in Q; 
\b\\r < C - a}, for some a � 0， 
A" = n A " = i T + i � )，队 二 <s;;+i’2�). 
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Then for h sufficiently small, we have 9h E Ah and the following estimates hold: 
\u - Uk{Oh)\\o + h\\^/^V(u - Uh{Oh))\\o 
(4.25) 
+ / i 2 | | V . ( W u - w W / 0 ) ) | | � S / / + i . 
II — n ,K) ) | | o + h-'5. (4.26) 
Proof. The fact that Oh G Ah for h sufficiently small is proved in, e.g., [24'. 
Subtracting the two variational equations satisfied by u and UfJM, we obtain 
{Oh^iu - Vvh) = m - a)Vu, Vvh), V你 G U^. (4.27) 
Let ul be the interpolation of u into Uh, Adding the term ((9/iV(u( - u), Vvh) to 
both sides of (4.27), we obtain 
{ O h ^ K - Uh{0h)). Vvh) = m - a)Vn, Vvh), , � 
(4.28) 
+ (OhV(ui - u), Vvh), Vvh e Uh. 
By taking Vh = u { - Uh{9h) in (4.28), we obtain 
-琳(没h)||o < \\0h - alio + | | V K -以)llo < hT 
Hence 
WV^hiu — (队)||o < \\y/fh{ui - unmWo + \\V^h(u - ^^ Dllo < 
Using the duality technique used in, e.g., [12’ 24], the first term in the left side 
of (4.25) can be estimated by 
\\u - unieMo < 
Next, the third term in the left side of (4.25) is estimated by 
| |V . (^V(w — t^/^(�.)))||o 
= 丨 I • � . • … - U h { e h ) ) + OhA{u - ^//^(�))||o 
< I I • � . V ( w - + ||A(u - UhiOhMo 
< 11 •…一 + ||A(n - O l i o + | | A ( 4 - «讽))1|0 
S + "卜 1 + / r i | | •…-un(en) ) \ \o < � 1 . 
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Finally, using the definition of Uh{al), we obtain 
< I I • … - U h { 9 M \ o + | |VK(〜） -n^K) ) | | o 
S /i” + }rW\uhidh) - w||o + ||n - ZhWo + \\zh -
< + h-'S + h-\\\zh - n||o + ||u - U/^ (似llo) + h-'S. 
• 
Now we can prove the following 
Theorem 4.1. With other assumptions of Lemma J^.l fixed, assume 
[/ = v r + i ’ o o ， = 
Then for h sufficiently small, the following estimate hold: 
\\{a-al)u'\\o<}f + h-'6. (4.29) 
Proof. Subtracting the variational equations satisfied by u and we obtain 
((a — al)u\ v'j,) = K[uH{al) — u)\ 彻h G lA. 
Adding the term ((a — to both sides of the above identity and reorga-
nizing, we obtain 
((a - al)u\v') = {alMal) - u)\v',) + ((a - al)u\ {v - vh)') 
= K M a l ) - u)\v') + {al{uh(al) - u)\ {v, - v)') 
+ ((a — al)u\ (v - Vf^n Vvh e V” G 
By selecting v = - a^)(s)w'(s) ds and Vh = vj^ in the above identity, we 
obtain 
||(a - al)u'\\l <(||<K(a；；) 一 n)'||o + - — Ou'Wo 
�4.*3U J 
- O^'lloll" - viWo-
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Now, 
\\{v-Vhy\\o<h'\\v\Ui<h^\K\\r<h\ 
where we have used the assumption that u e and the elements in Ah 
is uniformly bounded in This together with (4.30) and Lemma 4.1 implies 
from which follows the estimate (4.29). • 
The idea to include Wu as a weight in the estimate is generalized in [47, 48: 
to obtain the following estimates: 
/ 1 r � i 
V"0 j=l J 
r - l 
||(a — al) Y^ h^-'\D^u{x)\\\oo 沙卜+ h - U , (4.32) 
where D^u{x) denotes the j-tli derivative of u(3：). The major assumptions for 
(4.31) is 
r 
a e Y^ \D^u[x)\ > ko, Vx e [0，1], 
and the major assumptions for (4.32) is 
r-l 
a e Vr+i’oo(⑷，Y^ \D^u{x)\ > ko, Vx e [0,1], 
3=1 
where /cq > 0 is a constant. Note that the estimate (4.31) is optimal with respect 
to the regularity of a, but (4.32) is one order lower than the optimal one. 
Remark 4.2. The estimates in this section still hold if the cost functional (4.17) 
is replaced by 
A(a/i； 2/1, / ) = \\uh{ah) — ZhWl, (4.33) 
or 
Jh{cih\ZhJ) = | | v ^ V K ( a / ^ ) -2/,)| |o. (4.34) 
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As an example, let's show the estimate (4.29) hold for the cost functional (4.34). 
We only need to verify the estimate (4.26) still hold. This is true since 
< 11 v ^ • … - Z h ) \ \ o + - UhieMo 
< I I • … - W h ( � ) ) | | o + 2 | | V K ( 0 , ) — zMo 
W + h-W\uh{eh) - u||o + ||u — 
4.4 Equation Error Methods 
Let's consider the cost functional 
Man； Zh, f ) = \\V(ahVuh{ah)) + /||o- (4.35) 
Assuming 
A =e H'{n) n iyi,°°(r2)’ u =e Hi{n) n n ！^？’⑴，瓜= 
the same estimate (4.22) is derived in using the cost functional (4.35) in [26]. The 
key step of the proof is similar to that in the derivation of (4.22), that is, taking 
the 1/2 inner product of the both sides of the identity 
- V . ((a 一 al)Vu) = V . K V ( u —孙))+ (V . ( ^ V z , ) + / ) 
with the function (f){x) defined by (4.24), and integrating by parts. 
4.5 Hybrid Methods 
The same estimate (4.22) is derived in [24] using the hybrid cost functional 
Mah'�2/1’ fh) = \\uh(ak) - ZhWl + . (ahVuhiah)) + fh\\l^ (4.36) 
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under the regularity assumptions 
a e H'iQ) n U e n iT+i⑶ n ^ ^一，f ^ h 卜 观 r > ^ + 
and with appropriate finite element spaces. Here is defined by 
if the a priori information of u on the boundary is given by u\ro = r � = 0, 
where Fq is an open subset of dQ. The key step of the proof is again similar to 
the case of output-least square and equation error cost functionals. 
With the additional assumption that 
51(0,1) i^oi(0,l)’ 
the improved estimate (4.29) is derived in [24] first for the cost functional 
J{ah\Zh, fh) = l l ^hK) - ZhWl + • {anVuhM) + Ml^i , (4.37) 
and later also for the cost functional (4.36). The key step of the proof is again 
similar to that used for the cost functional (4.17) and (4.35). 
Remark 4.3. If 九 in (4.35) is replaced by / ’ then the regularity assumption 
f G is no longer needed. 
Remark 4.4. With simple modifications of the proof, we can show both estimates 
still hold if the first terms in the cost functionals (4.36) and (4.37) are replaced 
replaced by 
h'^\\uh{ah) - ZhWl or h'^\\y/a^V{uh{ah) — Zh)\\l. 
Chapter 5 
Numerical Experiments 
The major objective of this chapter is to test the basic properties of linear inverse 
problems and the theory of linear regularization methods through numerical ex-
periments. The model problems are taken to be Predholm integral equations of 
the first kind, since they exhibit all essential features of linear inverse problems. 
If the problem is infinitely dimensional, then it needs to be approximated 
by a finite dimensional one (i.e., to be discretized) before it can be solved by a 
computer algorithm. We will use the collocation method for the discretization. 
It turns out the discretization process is a regularization method itself, with 
the mesh size plays the role of the regularization parameter [11]. However, the 
degree of that regularization effects is usually far below the optimal value for real 
applications. Hence additional regularization is needed. 
The regularization can be applied in two different ways: after the discretiza-
tion, or before discretization. The performance of those two different ways will 
be compared by numerical experiments. We will use Tikhonov regularization 
method, with the regularization term in three different norms: || . ||o, || • ||i, | . |i. 
The choice of the norm depends on the a priori information of the solution, as 
we will see in the experiments. 
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5.1 Formulate the Linear Systems 
Let's consider the 'Discretize-to-Regularization' (or 'D-R', in short) approach 
first. Let {s^ = {i-l)/M :l<i< M + 1} and {tj = ( j - ： 1 < i < A^  + 1} 
be two sets of partitions of the interval (0,1). Applying the minimum norm 
collocation method to the Fredholm integral equation of the first kind 
[k{s,t)u{t) dt = f{s), 
Jo 
we obtain the following linear system 
Ku = f， 
where 
Kij = K{su tj) , u j = f. 二 /(5,)； l < z < M + l , l < j < 7 V + l . 
Remark 5.1. One can use different number of grid points for u and / . Of course, 
more data points for f means more information, hence more accurate solution. 
Let e e IRW+1 denote the measurement noise (normally distributed) in the 
data such that the noise-to-signal ratio is given by 
|e||o . 
Then the linear system we are intended to solve becomes 
= (5.1) 
where 
f^ = f + e， 
which is called the analytic data, or 
f^ = Ku + e 
which is called the synthetic data. 
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Applying the Tikhonov regularization methods to the linear system (5.1) 
yields 
(aQ + K*K)u^ = K*f^ (5.2) 
where a is the regularization parameter and 
Q = I’D*D,I + D*D (5.3) 
if the regularization term is in ||. ||o’ |. |i, || • ||i respectively. Here D is a first-order 
approximation of the first derivative: 
/ — I I \ 
D = N ... •.. 
V V 
Now, let's consider the 'Regularization-to-Discretize' (or 'R-D' in short) ap-
proach. Applying the Tikhonov regularization methods to Equation (??) yields 
c ^ Q w J � + ( ( [ k{r,s)k{r,t)dr]uc,{s)ds= [ k{s,t)f(s) ds, (5.4) 
Jo \Jo J Jo 
where 
Q = I,D*D,I + D*D 
if the regularization term is in 丨丨.|o, | . |i, || . |丨i respectively. Here D denotes the 
first-order differentiation operator. 
Applying the collocation method to (5.4) at the collocation points {U : I < 
i<N + l} yields 
a{Qu){ti) + /I ( / Hr, s)k(r, U) dr) ds 
1 Jo ) (5.5) 
=[k{s,U)fis)ds, l < z < i V + l . 
Jo 
The first-order finite difference approximate to the term Qu is given by Qu, with 
the same Q as in (5.3). This together with quadrature rules applied to the integral 
terms in (5.5) yields the following linear system (with perturbed right-hand-side) 
(aQ + A)u^ = K f ^ (5.6) 
Numerical Experiments 55 
where 
M i � j ) = / k{r,Sj)k{r,ti)dr, K{iJ) = LOjk{sj,ti). 
Jo 
Remark 5.2. First, note that K K* in general. Second, if we evaluate the 
integral defining A by the same quadrature rule at the same quadrature points 
as in (??) ’ then it is easy to show A = K K . 
5.2 Test Problems and Observations 
In the following, we always set 
Sj = tj = {j - \V�N + 1)，cuj = 1/{N + 1); 1 < J < A^  + 1. 
Example 5.1. We demonstrate the ill-posedness of a model problem. Consider 
the Predholm integral equation of the first kind with the kernel function k(s,t)= 
sinmst, the exact solution u(t) = e^ and right-hand-side 
� mes cos ms — e sinms — ms 
f{s) = 1 」 2 2 ’ 
1 + 
where m is an integer. This form of k(s,t) allows us to control the ill-posedness 
of the corresponding integral operator through the parameter m. As we will see, 
larger value of m means less ill-posed and smaller value of m means more ill-
posed. We use no additional regularization, i.e., we set a = 0. First, we take 
TV = 64 and m = 10. Figure 5.1 displays the exact solution versus the computed 
solutions and the difference between the two. We see the solutions are totally 
useless even when ^ is very small. We also note that the error increases 
nearly as a linear function of 5. 
Example 5.2. The same as Example 5.1, except we set m = 1500. It is expected 
the problem will become less ill-posed than the problem with m = 10. This is 
verified in Figure 5.2. The computed solutions are reasonably good approxima-
tions to the exact solution when 6 < 0.1%. Again, the error increases nearly as a 
linear function of the noise level. 
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Figure 5.1: Top: the exact solutions (the thick lines) versus the computed solu-
tions (the thin lines) with different noise levels; Bottom: the error between the 
exact and computed solutions 
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Figure 5.2: Top: the exact solutions (the thick lines) versus the computed solu-
tions (the thin lines) with different noise levels; Bottom: the error between the 
exact and computed solutions. 
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Example 5.3. In this and the next example, we demonstrate the regularization 
effects of the discretization process. Consider the model equation (??) with 
‘ 
t{l-s), 0 < t < s, 
k{s, t) = ； f{s) 二 sinTTt. 
s{l-t), s<t<l. 
\ 
The exact solution is given by u{t) = tt^ s in(7rt) . Since the kernel function k is 
1/2 integrable in (0,1) x (0,1), the integral operator is compact in 1). Let's 
fix Q； = 0 and 5 = 0 to investigate how the solution behaves along with the value 
of N. 
For N = 4，8，16’ 32’ 64’ 128，the outputs are displayed in Figure 5.3. We 
see the solutions are getting better as the mesh size decreases. Again, the error 
between the exact solution and the computed solution decreases nearly as a linear 
function of the mesh size h = 1/{N + 1). 
Example 5.4. The same as Example 5.3, except we choose 6 = 0.3%. The 
outputs are displayed in Figure 5.4. The solutions are getting better at the 
beginning, but becomes worse when the mesh size continues decreasing. The 
observations of this Example and Example 5.3 imply the regularization effects of 
the discretization process and the mesh size h plays the role of the regularization 
parameter. Besides, for a = 0 and fixed value of 6, the error is likely to be in the 
form of a(h) + 南 for some increasing functions a and b. 
Example 5.5. The same as Example 5.2, except we fix = 2% to investigate how 
the solution behaves along with the values of a. The test results are displayed in 
Figure 5.5. Comparing Figure 5.5 with 5.4，we see the role of a is similar to that 
of h. Hence for fixed value of N and 5, the error can be written in the form of 
CL{a) + ^ ^ or some increasing functions a and b. 
E x a m p l e 5.6. In this example, we demonstrate how the accuracy of the com-
puted solutions depend on the regularity of the underlying exact solutions. Let 
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Figure 5.3: Top: the exact solutions (the thick lines) versus the computed solu-
tions (the thin lines) with different mesh sizes; Bottom: the error between the 
exact and computed solutions. 
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Figure 5.4: Top: the exact solutions (the thick lines) versus the computed solu-
tions (the thin lines) with different mesh sizes; Bottom: the error between the 
exact and computed solutions. 
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Figure 5.5: Top: the exact solutions (the thick lines) versus the computed solu-
tions (the thin lines) with different values of regularization parameter; Bottom: 
the error between the exact and computed solutions. 
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Figure 5.6: The errors between the exact solution and the computed solution for 
a set of values of the regularization parameter and exact solutions of different 
regularity. 
the kernel function be k{s, t) = e^^. Consider the following three exact solutions: 
/fl 21� 
u{t) = t, l - | 2 t - l | ’ x ( 3 , 3 j , 
which are smooth, non-smooth but continuous, and discontinuous, respectively. 
It is expected that we get the best results for the smooth solution, worse result 
for the non-smooth solution, and the worst result for the discontinuous solution. 
Besides, the optimal value of a should decrease as the solution becomes less 
smooth. These predictions are verified in Figure 5.6, where we have taken N = 
64,5 = 0.1%. 
Example 5.7. We illustrate how the performances of different regularization 
terms depend on the properties of the exact solutions. Consider the kernel func-
tion /c(s, t) = sin lOOst and three different solutions with increasing oscillations: 
u{t) = 1，sint, sin 50t. 
For N = 64, 6 = 0.01%, the results are displayed in Figure 5.7. We have the 
following observations. 
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• For u(t)三 1, the accuracy of the solutions using the norm | . |i is much 
higher than that using the norm || . ||o. The performance of the norm || . ||i 
is midway between the previous two. 
• For u(t) = sint, the performance of different norms are comparable to each 
other, at leat for the optimal value of a . 
• For u(t) = sin 50亡，the performance of the norm || • ！丨。is much better than 
the norms 丨 . | i and || . ||i. 
The above observations can be explained as follows: The regularization term 
||ii||o is intended to diminish the overall size of n, it does not take care of the 
oscillations in u. In contrast, the regularization term |u|i is intended to control 
the oscillations but not the overall size of u. Hence it performs good for 'flat' 
solutions like u(t)三 1 but bad for highly oscillating solutions like u{t) = sin lOOt. 
Finally, the regularization term ||u||i is just a combination of ||n||o and |u|i. 
Example 5.8. Let's investigate the singular value systems for compact integral 
operators. First, consider the Fredholm integral equation of the first kind with 
the kernel function /c(s, t) = e石Clearly, the corresponding integral operator is 
compact both in C[0,1] and 1). The discrete version of this operator is 
taken to be K defined in Section 5.1 with N = 64. Prom Figure 5.8，we have the 
following observations. 
• The singular values decrease nearly exponentially at the beginning, then 
level off due to limitations of the arithmetic accuracy of the computer. 
Hence the problem associated with this operator is severely ill-posed in the 
sense of Chapter 2. 
• The singular functions are generally symmetric with the the axis 亡=0, and 
they become more oscillating as the singular values decrease. Note that 
the situation is reversed for differential operators in general. The last three 
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Figure 5.7: The errors between the exact solution and the computed solution for 
a set of values of the regularization parameter and exact solutions having different 
level of oscillations. Prom top to bottom: u{t) = 1，sint, sin bOt. 
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singular functions are inaccurately computed due to the limited accuracy 
of the program. 
Example 5.9. The same as Example 5.8，except with a different kernel function 
/c(s, t) = (|s — + 1)-1. The integral operator with this kernel function is still 
compact in both C[0,1] and 1). However, since this kernel function is less 
smooth than the one in Example 5.8, it is expected this integral operator is less 
ill-posed. This is verified in Figure 5.9, where we see the singular values decrease 
like n一卢 for some > 0, instead of i.e., the problem associated with this 
operator is only mildly ill-posed. 
Example 5.10. In this example, we compare the performance of the two different 
approaches 'D-R' and 'R-D' for a specific problem. Let 
0 = (1 + st)e^\ f(s) = 6，(二)f)-1. 
The exact solution is given by u{t) = e^. For this kernel function, the matrix A 
can be computed analytically. 
Prom Figure 5.10, we found that the D-R approach is better than the R-D 
approach when 6 is very small. The two approaches becomes more close to each 
other as the value of S increases. This seems counter-intuitive since K*K is in 
some sense an approximation of the matrix A. But we can also think it the 
other way around, i.e., A is an approximation of K*K. But how to prove this 
observation remains an open problem. 
Example 5.11. In this example, we investigate the affection of the use of the 
synthetic data on the evaluation of numerical experiments. With the model 
equation in Example 5.10, the results using both analytic and synthetic data are 
displayed in Figure 5.11. We see using synthetic data always produces better 
results than using analytic data, particular for small value of 5. A heuristic 
explanation for this observation is following: The total error in the data consists 
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Figure 5.8: The singular values and vectors for a severely ill-posed operator. Top: 
singular values. Bottom: singular functions with n = 1’ 2，• • •，9，10,12,14. 
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Figure 5.10: The comparison between the D-R and R-D approaches for different 
levels of noise. 
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Figure 5.11: The comparison of the outputs using analytic and synthetic 
data for different levels of noise. Prom top left to bottom right: 6 = 
1 % , 1 0 - 2 % , 1 0 - 4 %， 1 0 - 6 % . 
of two parts: the noise and the discretization error. Using synthetic data will 
actually cancel out the discretization error. The affection becomes more severe 
when S is small, when the discretization error dominates. We conclude from this 
example that one should avoid using synthetic data to do numerical experiments 
when the noise level is sufficiently small. 
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