Introduction
To reproduce multispectral images by a printer, suitable control values need to be calculated to minimize the distance to the original by means of a spectral metric. This process is called spectral separation. In contrast to traditional separation techniques, which try to adjust the print so that it matches the original for exactly one illuminant ͑e.g., ICC 1 using CIELAB͒, the main aim of spectral separation is to minimize the effect of metamerism for more than one illuminant. The match between the original and the reproduction should be invariant under illuminant changes. Unfortunately, printing devices are, in general, not able to reproduce most of the natural reflectances, so that spectral gamut mapping [2] [3] [4] is an important part and the first stage of the process. The second stage of spectral separation is the inversion of a spectral printer model representing a predicting function from control value space into reflectance space.
In recent years, various spectral printer models have been developed. 5 Many of them are extensions of the wellknown Neugebauer model. 6 Due to its simplicity and accuracy, the Yule-Nielsen modified Neugebauer model 7, 8 and its spectral expansion, 9 ,10 the Yule-Nielson spectral Neugebauer ͑YNSN͒ model, have become the most popular models and are widely used today for printer characterization. Unfortunately, an analytical inversion of the YNSN model is generally not possible, although several approaches have been proposed using iterative optimization techniques. [11] [12] [13] [14] By utilizing the multilinearity of the YNSN model in 1 / n space, the linear regression iteration ͑LRI͒ method 15 performs the inversion in terms of the minimal RMS error in 1 / n space and uses only two matrix-vector multiplications for each iteration step.
For the spectral-based separation of high-resolution multispectral images, processing speed is one of the major considerations for practical applications. The goal of this paper is to investigate an approach to spectral model inversion that reduces the number of computations necessary to create an accurate separation for spectral reproduction enabling direct model inversion on a pixel-by-pixel basis. The number of multiply instructions needed for the LRI inversion of a YNSN model is decreased significantly without changing the convergence behavior by performing the iterations within the subspace determined by the Neugebauer primaries.
It is outside the scope of this paper to address the accuracy of the YNSN model for printers. Reference is made to Rolleston and Balasubramanian 16 and Wyble and Berns 5 for that purpose. Here, the inversion of the model is of interest. Thus, for the sake of the present discussion, the YNSN model will be considered to be accurate in its forward implementation for the printers in question.
where
, are the effective area coverages of the colorants ͑e.g., CMY͒, R i, are the Neugebauer primaries, n is the empirical Yule-Nielsen factor modeling the optical dot gain, and a i ͑ ជ ͒ are the Demichel equations
.
͑3͒
Mathematically, the Demichel equations are the weighting functions of the Neugebauer primaries used by multilinear interpolation. Table 1 shows an example for a CMY printer.
To use the YNSN model, the control values must be transformed initially to the effective area coverages performed in practice by one-dimensional lookup tables. A detailed description of the YNSN model including physical backgrounds is given in Refs. [17] [18] [19] [20] . Fitting techniques for the n-value and the calculation of the effective area coverages can be found in Ref. 21.
The Linear Regression Iteration (LRI) Method
To invert the YNSN model for an m-colorant printer by means of the minimal spectral RMS error for a given reflectance spectrum r , the following constraint optimization problem has to be solved:
Minimize
͑4͒
with the constraint
where ʈ ...ʈ 2 2 in Eq. ͑4͒ denotes the square of the 2-norm.
The LRI method 15 uses the discrete formulation of the problem by sampling the spectra at N wavelengths, so that each continuous spectrum is transformed into an N-dimensional vector. A typical sampling distance is 10 nm in the wavelength range of 400-700 nm, 22 resulting in N = 31.
The LRI method utilizes the property of the YNSN model to be multilinear in 1 / n space, i.e., for each i , the following decomposition of the YNSN model in 1 / n space applies:
is equivalent to the independence of A i ͑ ជ ͒ and
Setting the right side of Eq. ͑6͒ equal to the given reflectance r 1/n allows the optimal calculation of i in the sense of the minimal RMS error in 1 / n space using simple linear regression:
where 
A detailed explanation of the convergence behavior of the LRI method is given in Urban and Grigat, 15 where recommendations for implementation can also be found.
Termination Criteria
The following criteria are proposed by Gill et al. 23 if it is desired that the value of the objective function at the point ជ k agree with the first q decimal places of the real minimum:
where ª 10 −q and F is our discrete objective function, i.e., Table 1 Example of the Demichel equations for a CMY printer.
Here, R ជ ͑ ជ ͒ and r ជ are the discrete approximations of R 1/n ͑ ជ ͒ and r 1/n . The iteration can be terminated when C1 and C2 are satisfied or when condition C3 occurs, where k max is a user-defined maximum number of iteration steps.
Complexity of the LRI Method
Unlike many iterative optimization techniques, such as Newton-like methods, the LRI method requires neither an evaluation of the Jacobi or Hesse matrix nor a solution to a linear equation system. One iteration step consists mainly of two simple matrix-vector multiplications.
The number of multiplication operations N for each iteration of the LRI method is dependent on the number of colorants m and the spectral sampling rate N. The multiplications are needed to determine the regression term at line 4 of the algorithm. The majority of multiplications are necessary to calculate the vectors A ជ i ͑͒ and B ជ i ͑͒. These vectors can be calculated by multiplying a vector
The total number of multiplications cumulates to
For an m = 6 colorant printer and a spectral sampling rate of N = 31, each iteration step of the LRI method needs The majority of multiplications has to be performed for calculating the matrix-vector multiplications in Eqs. ͑10͒ and ͑11͒. Performing the iteration within the subspace defined by the Neugebauer primaries reduces the row dimension of the matrices and therefore the number of required multiplications drastically without changing the convergence behavior. In the next section, the concept of the subspace calculation is presented and the minor changes on the LRI method are described.
The Subspace Approach
The spectral gamut of usual printers is low in dimension compared to the whole spectral space. On the one hand, this seems to be a drawback since multispectral images cannot be reproduced generally in an error-free way and spectral gamut mapping transformations are necessary. On the other hand, this is a large advantage for saving computational effort.
The new subspace approach is based on the lengthpreserving properties of unitary transformations, i.e., if X is a real-valued, unitary matrix ͑X T X = XX T = I͒ and x ជ is a vector, the following equation applies:
͑15͒
If we apply this to the discrete form of the objective function ͑4͒ in 1 / n space, we can multiply the difference spectrum with each real-valued, unitary matrix X without changing the function values:
where r ជ= ͑r 1 1/n , ... ,r N 1/n ͒ T is the discretized reflectance spec-
.. ,R ជ 2 m͒ is the matrix of the Neugebauer primaries raised to the power of 1 / n, i.e., R ជ i = ͑R i, 1 1/n , ... ,R i, N 1/n ͒ T , and
T is the vector of the Demichel equations defined in Eq. ͑2͒.
The real-valued, unitary matrix X performs an orthonormal basis transformation of the spectral space. If we can find a matrix X that transforms the basis of the spectral space in a way that a small number of the new basis vectors span the subspace effectively defined by the Neugebauer primaries, the remaining dimensions can be omitted, since they are not affected by the YNSN model ͑see Figures 1  and 2͒ .
This matrix can easily be found by a singular-value decomposition of the matrix R:
where the real-valued, unitary matrix U = ͑u ជ 1 , ... ,u ជ N ͒ contains the characteristic spectra of the Neugebauer primaries as column vectors sorted according to their variances ͑or singular values͒, which are the diagonal elements of the matrix S. Inserting Eq. ͑19͒ into Eq. ͑17͒ results in
In Eq. ͑22͒, the term s i v ជ i T a ជ͑ ជ ͒ in the second sum can be neglected because s i Ϸ 0, ʈa ជ͑ ជ ͒ʈ 1 ഛ 1, and the matrix V T is unitary, i.e., ʈv ជ i ʈ 2 =1 ͑or in the case of N Ͼ 2 m , v ជ i =0, i Ͼ 2 m as set above͒.
Since we are interested in the effective area coverages ជ that minimize the objective function, we can omit the second sum in Eq. ͑23͒ because it is independent of ជ .
Therefore, the solution of the discretized minimization problem ͑4͒ and ͑5͒ in 1 / n space is approximately the same as the solution of the following optimization problem: Fig. 3 Neugebauer primaries used in simulation experiments. ͑a͒ Canon i9900 dye-based inkjet printer using six inks ͑cyan, magenta, yellow, black, red, and green͒ on Canon Photo Paper Pro ͑PR-101͒. ͑b͒ Epson Stylus Pro 5500 pigment-based inkjet printer using six inks ͑cyan, magenta, yellow, black, orange, and green͒ on Epson photo-quality glossy paper ͑KA3N20MDK͒. Fig. 4 The multispectral images used in Simulation II transformed in sRGB: ͑a͒ Young Girl 147ϫ 87 pixels; ͑b͒ Fruits and Flowers 120ϫ 160 pixels. 
where U K T = ͑u ជ 1 , ... ,u ជ K ͒ T is the matrix containing the first K most significant characteristic spectra of the Neugebauer primaries.
Determination of K
Since the Demichel equations a ជ͑ ជ ͒ = ͑a 1 ͑ ជ ͒ , ... ,a 2 m͑ ជ ͒͒ T satisfy ͚a i ͑ ជ ͒ =1, a i ͑ ជ ͒ ജ 0, and ∀i ͕1, ... ,2 m ͖ ∃ ជ ͓0,1͔ m : a i ͑ ជ ͒ = 1, and V in Eq. ͑18͒ is unitary, the following equation applies:
After defining an application dependent threshold T, describing the maximal acceptable difference of predicted and given reflectance in 1 / n space, K can be chosen as follows:
Revision of the LRI Method
The new algorithm has the following form with starting point ជ = ͑ 1 0 , ... , m 0 ͒ T :
According to Eqs. ͑10͒ and ͑11͒, the multiplications with U K T can be calculated in advance, i.e., 
Complexity Estimation
We quantify the complexity of the SLRI method in terms of multiplication operations for each iteration step. The multiplication of U K T with A i and B i can be performed just once and in advance ͓see Eqs. ͑28͒ and ͑29͔͒. Also the multiplication of U K T with r ជ can be performed just once for each given reflectance spectrum. Hence, the resulting number of multiplications for each iteration step is equivalent to Eq. ͑13͒, when we replace the spectral rate N by the effective dimension of the Neugebauer subspace K, i.e.,
N͑K,m͒
Using a common m = 6 printer, the effective dimension can usually be chosen as K = 9, and the number of multiplications is N͑9,6͒ = ͑2 6−1 − 6͒ + 9 · 2 6 + 2 · 9 = 620, ͑31͒
that is, only 30% of the multiplications needed for each iteration step of the LRI method; see Eq. ͑14͒.
Experiments
The aim of the following simulation experiments was to validate the accuracy of the SLRI method for a variety of K values compared to the plain LRI method by means of spectral RMS and colorimetric errors. The Neugebauer primaries were chosen from a Canon ͑i9900, CMYKRG dyebased͒ and an Epson ͑Stylus Pro 5500, CMYKOG pigment-based͒ printer and are shown in Fig. 3 . For the simulation we used all combinations of Yule-Nielsen factors n =1,2, ... ,10 and K =1, ... ,N, where the sampling rate was chosen to be N = 31. In Simulation I, in-gamut reflectance spectra were used as input to the SLRI and LRI methods. These spectra were constructed using a YNSN model and the following colorant combinations: The -factor for the termination criteria used by the LRI method ͑see Section 1.3͒ was set to =5·10 −5 . In Simulation II, two multispectral images were used to validate the behavior of the SLRI method dealing with outof-gamut spectra ͑see Fig. 4͒ . These images are part of a free available database of multispectral images published on the website of the University of Joensuu, Finland ͑http:// spectral.joensuu.fi/͒ ͑cf. Ref. 24͒. The correlation of neighboring pixels was used to reduce the iteration number. For this purpose the pixels in the images were arranged rowwise, and the separation of the previous pixel was used as start value of the current pixel. The -factor was set to =10 −4 . For both simulations, spectral RMS and colorimetric errors were calculated between the given reflection spectra and the predictions resulting from the LRI or SLRI optimi- zation. In this article, the spectral RMS difference between two discrete spectra x ជ 1 , x ជ 2 ͓0,1͔ N was calculated as follows:
The authors want to reemphasize that the prediction accuracy of the YNSN model in terms of spectral or colorimetric errors is not the subject of this article. The focus of the following simulation experiments is set to the inversion accuracy particularly concerning the used dimension K of the Neugebauer subspace.
Results and Discussion
The spectral RMS results of Simulation I are shown in Table 2 , where the average iteration numbers are also presented. Some colorimetric results in terms of ⌬E 00 values for the illuminants CIE A ͑incandescent light͒, CIE C ͑av-erage daylight͒, and CIE F11 ͑fluorescent lamp͒ can be found in Tables 3 and 4 . Figures 5 and 6 show the RMS accuracy dependent on the Yule-Nielsen n-factor and the Neugebauer subspace dimension K.
The results for in-gamut spectra show that already small K values lead to acceptable accuracy. A mean RMS error smaller than 0.02, a value that is sufficient in various applications, 25 is reached for K Ͼ 6 for both printers, as can be seen from Table 2 . This is also reflected in the colorimetric results, which are already smaller than 1 on average for K ജ 6. The reason for some large maximal colorimetric errors is the behavior of color differences for very dark reflectances. A small difference in reflectance space can result in a large color difference ͑see Fig. 7͒ . All large colorimetric differences correspond to reflectances near zero. It is widely recognized that when minimizing spectral RMS errors, large colorimetric errors for dark colors can be the consequence.
For K ജ 8, the mean number of iterations is nearly unchanged. The results of the SLRI method for K Ͼ 8 are similar to the LRI method. To further decrease the error rates, a smaller -value can be selected, leading to additional iterations.
For Simulation II, Table 5 shows the results for the Canon printer and Table 6 those for the Epson printer. As expected, the RMS error rates are significantly higher than in Simulation I because the images contain out-of-gamut reflectances. An implicitly spectral gamut mapping is performed by the SLRI/LRI methods by choosing an in-gamut reflectance with the smallest RMS distance to the given pixel reflectance in 1 / n space. For practical applications, this kind of spectral gamut mapping often achieves visually poor results and should be replaced by a transformation better related to the human visual system. However, in our experiments we are interested in the minimal number of required dimensions to achieve the same RMS error rates as the LRI method.
In this simulation, as well as in Simulation I, the results validate the mathematical conclusions: For both printers and both images, a significant improvement of RMS error rates cannot be observed for K Ͼ 6. Also, the number of iterations is stable for these K values and is clearly smaller compared with Simulation I due to utilization of the correlation of neighboring pixels. Finally, in Table 7 we give numerical examples of the mean number of multiplications necessary to invert the YNSN model for a pixel reflectance. Fig. 7 The given reflectance and the reproduction that produce the ⌬E 00 error of 19.0 for the illuminant CIE F11 ͑see Table 3͒ . The spectral RMS difference between these reflectances is only 0.031.
The experiments show that minor revisions of the LRI method can significantly reduce the computational effort without changing the inversion accuracy.
Conclusion
We have shown how simple revisions of the linear regression iteration ͑LRI͒ method to invert the Yule-Nielsen spectral Neugebauer ͑YNSN͒ model can significantly reduce the computational complexity without changing the inversion accuracy. This new technique, the subspace linear regression iteration ͑SLRI͒ method, uses the lengthpreserving properties of unitary matrices and the low effective dimension of spectral printer gamuts to perform the iterations within the Neugebauer subspace. Simulation experiments using two six-colorant printers showed the SLRI to have a mean reduction of multiplication operations of over 70% compared to the LRI while retaining inversion accuracy.
