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COMPOSITION FACTORS FOR THE SPRINGER RESOLUTION
VLADIMIR SHCHIGOLEV
Abstract. Let pi : N˜ → N be the Springer resolution of the nilpotent cone for a semisim-
ple connected algebraic group G over C and k be an arbitrary field. What happens to
pi∗k
✿N˜
[dim N˜ ] if the decomposition theorem fails for it? We show that in this case, some
additional (with respect to the case chark=0) composition factors of this direct image in
the (abelian) category of perverse sheaves may emerge. These factors emerge from the
ZG(x)/ZG(x)
0-composition factors of the radicals of certain intersection forms and from
that of the top comohologies of Springer fibres (in the non-semisimple case).
1. Introduction
The recent Hodge theoretic proof of the decomposition theorem by de Cataldo and
Migliorini [3], [4] relies on the non-degeneracy of some intersection forms. An extension
of this argument [9, Theorem 3.7] allowed the authors to prove that over a filed of charac-
teristic p > 0, the decomposition theorem for semismall morphisms holds if the p-modular
reductions of these forms are non-degenerate and certain local systems are semisimple.
The aim of this paper is to study the Springer resolution π : N˜ → N as an example of such
a semismall morphism in the case when the decomposition theorem fails for π∗k
✿N˜
[dim N˜ ],
where k is a field. This direct image is a perverse sheaf regardless of the characteristic of k.
So we can study its composition factors in the the abelian category of perverse sheaves.
The paper is organized as follows. In Section 2, we recall the main constructions connected
with Springer resolutions and Slodowy slices. In Section 3, we construct a neighbourhood
basis {Ux(t)} for a point x in the nilpotent cone satisfying certain properties. As we plan to
consider kZG(x)/ZG(x)
0-modules, special attention is paid to the equivariancy of all our con-
structions here with respect to a reductive centralizer of ZG(x). This aim is mainly achieved
with the help of Lemma 1 and Corollary 1, which are eqivariant versions of constructions
from [2].
The main result of this paper is Theorem 1 proved in Section 4, which is an inequality
relating composition factors in the category of perverse sheaves (left-had side) and the
composition factors in the category of kZG(x)/ZG(x)
0-modules (right-hand side).
Our calculations here rely on the cohomologies of the compliments to the Springer fibers
in the resolutions of the corresponding Slodowy slices. Note that the cohomologies of sim-
ilar (smooth) spaces, which may depend substantially on the characteristic of the filed of
coefficients, were already considered in [10], where they were used in Deligne’s formula for
the intermediate extension. Although we do not use this formula, we encounter similar
cohomologies, when we calculate the composition of the form i∗Rξ∗ (see formula (12)). As
a result, we get some additional composition factors of the direct image resulting from the
degeneracy of the intersection forms (described in Section 2.4). Their structure is studied
in Section 5. More composition factors may come from the non-semisimplicity of the top
cohomology modules for the Springer resolution. On the other hand, if all these forms are
non-degenerate and the top cohomology modules are semisimple, then the decomposition
theorem holds, as also follows from Theorem 1.
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2. Notation and setup
2.1. Springer resolution of nilpotent cone. Let G be a semisimple connected algebraic
group over C, g be the Lie algebra of G and Ad : G→ GL(g) be the adjoint representation.
We make G act on the right on g by g ·u = Ad(g)(u) for g ∈ G and u ∈ g. We shall consider
g in the metric topology. If G acts on a set X and g ∈ G, then mg : X → X denotes the
action by g.
The set N of all nilpotent elements x ∈ g is called the nilpotent cone of g. This set is
stable under the above action of G and hence decomposes into the union of orbits. We
arbitrarily choose one point in any such orbit and denote by Λ the set of all chosen points.
Let Ox denote the orbit containing x ∈ N . Thus we have the stratification X = {Ox}x∈Λ,
which is known to be a Whitney stratification (see [2]).
We introduce the following partial order on Λ: y 6 x if and only if Oy ⊂ Ox. This order
suggests the following terminology: a subset Φ ⊂ Λ is called closed if y 6 x and x ∈ Φ
imply y ∈ Φ and is called open if its compliment Φ = Λ \Φ is closed. Equivalently, a subset
Φ ⊂ Λ is open if and only if y > x and x ∈ Φ imply y ∈ Φ. Thus the set NΦ :=
⊔
x∈ΦOx is
closed (resp. open) if Φ is closed (resp. open).
We briefly describe the Springer resolution for N . Let B denote the variety of all Borel
subalgebras of g. Let
N˜ := {(x, b) ∈ N × B | x ∈ b}.
The projection π : N˜ → N to the first component is called the Springer resolution. On the
other hand, the projection N˜ → B to the second component identifies N˜ with the cotangent
bundle T ∗B. It is well known that π is semismall and proper.
For any subset Φ ⊂ Λ, we set N˜Φ := π−1(NΦ) and πΦ := π
∣∣
N˜Φ
: N˜Φ → NΦ. Similarly to
NΦ, the subset N˜Φ is closed (resp. open) if Φ closed (resp. open). Clearly, πΦ is proper,
as N˜Φ is the full preimage. We denote by iΦ : NΦ → N and ı˜Φ : N˜Φ → N˜ the natural
inclusions. The preimage Bx := π
−1(x) of an element x ∈ N is called the Springer fibre.
For different points x in the same orbit, Springer fibres Bx are isomorphic, as it follows from
gBx = Bgx.
We shall write dimX for the complex dimension of X (vector space, variety). We set
dN := dimN = dim N˜ , bx := dimBx and dx := dimOx for x ∈ Λ.
Recall that dN −dx = 2bx. The universal coefficient theorem and the main result of [5] show
that Hm(Bx, k) = 0 for odd m. We use these facts throughout the paper without mention.
2.2. Slodowy slice. We describe the main constructions of [11] that we need here. Take
any x ∈ Λ. By the Jacobson-Morozov lemma, there exists a Lie algebra homomorphism
ω : sl2(C) → g mapping the matrix
(
0 1
0 0
)
to x. Let y be the image of
(
0 0
1 0
)
and h be
that of
(
1 0
0−1
)
. These elements satisfy the relations [x, y] = h, [h, y] = −2y, [h, x] = 2x.
The homomorphism ω defines the representation ω˜ : SL2(C)→ GL(g) by exponentiating.
The image of ω˜ consists of inner automorphisms of g. Take an arbitrary t ∈ C∗ and consider
the following Lie algebra automorphisms:
ρ(t) := ω˜
((
t 0
0 t−1
))
, σ(t)(z) = tz.
They clearly preserve the Jordan types of elements of g.
The Slodowy slice is the following affine subspace of g (see [11, §2.4]):
Sx := x+ ker ad y.
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As explained in [11, §2.5], the automorphism j(t) := σ(t2)ρ(t−1) stabilizes Sx as well as
each Sx ∩ Oy. We shall use the following notation t ∗ z = j(t)(z) for brevity. Clearly,
limt7→0 t ∗ z = x for any z ∈ Sx. This property and the decomposition of the tangent space
Tx(g) = Tx(Ox)⊕ Tx(Sx) show that Sx ∩ Ox = {x} and Sx ∩Oy = ∅ if y 6> x.
Let h be the Cartan subalgebra of g and W the corresponding Weyl group. In [11, 3.4],
the following simultaneous resolution was considered:
S˜x
ψx−−−→ Sx
θx
y yχx
h
φ−−−→ h/W
Here S˜x = {(z, b) ∈ Sx ×B | z ∈ b} and ψx erases the second component. We shall use the
following notations for preimages: S˜x,h = θ
−1
x (h) and S˜x,h¯ = χ
−1
x
(h¯) for h ∈ h and h¯ ∈ h/W .
Thus Sx,0 = Sx ∩N , S˜x,0 = π−1(Sx ∩N ). In the special case x = 0, we have Sx = g and ψx
restricts to the Springer resolution π.
One can easily extend the ∗-action of C∗ from Sx to S˜x by t∗ (z, b) = (t∗ z, j(t)(b)). Thus
the map ψx : S˜x → Sx becomes ∗-equivariant. In what follows, we shall not use the action
of the whole group C∗ but only of its subgroup (0,+∞).
2.3. Local systems. It is well known that k-local systems on a stratum Ox are given by
kΠ1(Ox)-modules. We denote the corresponding functor by Loc. So we have L ∼= Loc(Lx)
for any local system L on Ox.
Consider the component group A(x) = ZG(x)/ZG(x)
0. It is useful to define the functor
LocA from the category of kA(x)-modules to the category of k-local systems onOx as follows.
Consider the fibration ZG(x) → G ։β Ox, where β(g) = g · x. Then we have the following
exact sequence of groups:
Π1(G)→ Π1(Ox)։α Π0(ZG(x)) = A(x).
Any kA(x)-module M can be considered as a kΠ1(Ox)-module Mα by gm = α(g)m for
g ∈ Π1(Ox) and m ∈ M . We set LocA(M) := Loc(Mα). As α is epimorphic, LocA(M) is
irreducible if M is so.
We also describe the map α for further use. Let γ : [0, 1]→ Ox be a loop based at x. It
can be lifted to a curve δ : [0, 1]→ G. We can assume that δ(0) = 1G but can not in general
guarantee that δ is a loop. So the map α just describes this defect taking the image of γ in
Π1(Ox) to δ(1)ZG(x)0.
2.4. Intersection form and cohomology of difference. We shall use the following in-
terpretation of the intersection form for Springer fibers. Recall from [11, 4.3] that Bx is a
deformation retract of S˜x,0. Therefore the map H
2bx(S˜x,0, k)→ H2bx(Bx, k) induced by the
natural inclusion ι : Bx → S˜x,0 is an isomorphism. Hence we get the following sequence of
k-linear maps:
H2bx(Bx, k)
∨ ∼−−−−−−→
induced by ι
H2bx(S˜x,0, k)
∨ ∼−−−−−−−−→
Poincare´ duality
H2bxc (S˜x,0, k)−−−−−−→
induced by ι
H2bx(Bx, k). (1)
The composition defines a bilinear product (·, ·)x : H2bx(Bx, k)∨ ×H2bx(Bx, k)∨ → k. Note
that although S˜x,0 depends on the chose of y in the triple (x, h, y), the product (·, ·)x does
not.
As the map π is G-invariant, the centralizer ZG(x) stabilizes Bx and thus acts on
H•(Bx, k) by g · h = m∗g−1(h). Moreover, its connected component ZG(x)0 acts identi-
cally on the cohomologies H•(Bx, k). So the component group A(x) also acts on H
•(Bx, k).
Hence it also acts on H2bx(Bx, k)
∨ by g · f(u) = f(g−1 · u). It is easy to see that the above
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product (·, ·)x is A(x)-invariant. Therefore the radical rad
(
H2bx(Bx, k)
∨
)
of this bilinear
form is a kA(x)-submodule.
Now we introduce the following action of A(x) on Hom2bxc (S˜x,0 \ Bx, k). Recall [6, 5.1–
5.4] that A(x) ∼= C(x, y)/C(x, y)0, where C(x, y) = ZG(x) ∩ ZG(y). As C(x, y) stabilizes
S˜x,0 \Bx, the group C(x, y) acts on Hom2bxc (S˜x,0 \Bx, k) so that its subgroup C(x, y)0 acts
identically. Hence A(x) also acts on Hom2bxc (S˜x,0 \Bx, k). A similar argument shows how
to define the action of A(x) on Hom2bxc (S˜x,0, k).
The triviality of the odd degree cohomologies of Springer fibres gives the following exact
sequence (see [8, III.7.6]):
0→ H2bxc (S˜x,0 \Bx, k)→ H2bxc (S˜x,0, k)→ H2bx(Bx, k)→ H2bx+1c (S˜x,0 \Bx, k)→ 0.
Clearly, all maps in this sequence are A(x)-invariant. Hence we get the following equivalence
of A(x)-modules:
rad
(
H2bx(Bx, k)
∨
) ∼= H2bxc (S˜x,0 \Bx, k) ∼= H2bx+1c (S˜x,0 \Bx, k)∨ ∼= H2bx−1(S˜x,0 \Bx, k).
2.5. Category of perverse sheaves. For a topological spaceX , we denote byDb(X, k) the
bounded derived category of k-sheaves. For an object E of Db(X, k), we denote by Hm(E)
its mth cohomology sheaf. For a stratification S of X with locally closed equidimensional
strata, we denote by DbS(X, k) the full subcategory of D
b(X, k) whose objects E are such
that each cohomology sheaf Hm(E) is S-constructible (that is, the restriction i∗SHm(E) to
every stratum S ∈ S is locally constant).
We consider only the middle perversity p : S → Z, which is defined by p(S) = − dimS,
and denote by pτ>0 and
pτ60 the truncation functors defined by the t-structure relative to p.
We denote by
p
H0 : Db(X, k) → Db(X, k) the cohomological functor pτ>0pτ60. In the case
of trivial stratification S = {X}, we have the following relation:
p
H0E = (H−dimXE)[dimX ].
Considering the shifted functor
p
HaE :=
p
H0(E[a]), we get in this case
p
HaE = (H− dimXE[a])[dimX ] = (H−dimX+aE)[dimX ]. (2)
The core of the t-structure for DbS(X, k) relative to perversity p is the category of perverse
sheaves PS(X, k). Following [1], we set
p
T =
p
H0 ◦ T ◦ ε′ for any exact functor between
triangulated categories T : DbS′(X
′, k) → DbS(X, k), where ε′ : PS′(X ′, k) → DbS′(X ′, k) is
the natural inclusion. We get in this way, an additive functor from PS′(X
′, k) to PS(X, k).
In what follows, we consider only the stratification X = {Ox}x∈Λ of N and the stratifi-
cations X|Z = {Ox}x∈Λ′ of unions Z =
⊔
x∈Λ′ Ox, where Λ′ ⊂ Λ. In this case, we use the
notation PX(Z, k) := PX|Z(Z, k) for brevity.
The simple objects of the category PX(Z, k) are the intersection cohomology complexes
ICZ(Ox ∩ Z,L) := i!∗L[dx], where L is an irreducible local system on Ox ⊂ Z and i :
Ox → Z is the natural inclusion. In Section 4, we study the composition multiplicities of
ICZ(Ox ∩ Z,L) in objects E of PX(Z, k), which we denote by [E : ICZ(Ox ∩ Z,L)].
In the proof of Theorem 1, we shall also need the dualizing functor D := RHom( ,D),
where D is dualizing complex for the corresponding space.
3. Neighbourhood bases
3.1. Equivariant transverse slices. We consider here a C-equivariant version of Lem-
ma 3.2.20 from [2], where C is a reductive subgroup of the centralizer. Remember the basic
constructions of [2]. Let G be an algebraic group over C, V be a smooth algebraic G-variety,
X be a G-stable algebraic subvariety in V and O be a G-orbit in X . Take a submanifold
SV containing a point y ∈ X such that TyV = TyO⊕ TySV . Suppose that C is a reductive
subgroup of ZG(y) such that SV is C-stable.
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Lemma 1. There exist open neighbourhoods ΣV ⊂ SV and U ⊂ X of y and a homeomor-
phism f : (O ∩ U)× (X ∩ ΣV ) ∼→ U such that
(i) f restricts to projections
pr2 : {y} × (X ∩ ΣV )→ X ∩ ΣV , pr1 : (O ∩ U)× {y} → O ∩ U
(ii) for any c ∈ C, there exist open neighbourhoods Qc ⊂ O ∩ U and Sc ⊂ X ∩ ΣV of y
such that c ·Qc ⊂ O∩U , c ·Sc ⊂ X ∩ΣV and f(c · q, c · s) = c · f(q, s) for any q ∈ Qc
and s ∈ Sc.
Proof. As C is reductive, g is a rational C-module and we work over C, the subspace p ⊂ g in
the decomposition p⊕LieZG(y) = g can be chosen C-stable. Thus c exp(p) c−1 = exp(p) for
any c ∈ C. Then the proof of part (i) goes unchanged as in [2, Lemma 3.2.20]. Moreover, it
was noted in this proof the action map g 7→ g ·y takes some open neighbourhood P ⊂ exp(p)
of 1G homeomorphically to O ∩ U .
Now choose an element c ∈ C. Consider the following sets
Pc := P ∩ c−1Pc, Qc := Pc · y, ΣV,c := ΣV ∩ c−1 · ΣV , Sc := ΣV,c ∩X.
The inclusions c ·Qc ⊂ O ∩ U and c · Sc ⊂ X ∩ ΣV are obvious as c ∈ C ⊂ ZG(y).
Let q ∈ Qc and s ∈ Sc. We have q = p · y for some p ∈ Pc. Thus c · q = cpc−1 · y. As
cpc−1 ∈ P and f is induced by the action map (see the proof of [2, Lemma 3.2.20]), we get
f(c · q, c · s) = cpc−1c · s = cp · s = c · f(q, s).

Now we can generalize Corollary 3.2.21 from [2].
Corollary 1. Suppose that additionally to the hypothesis of Lemma 1, we have a continuous
G-equivariant map π : X˜ → X. Set U˜ := π−1(U), S˜ := π−1(X ∩ΣV ) and S˜c := π−1(Sc) for
any c ∈ C. There exists a homeomorphism f˜ : (O ∩ U)× S˜ ∼→ U˜ such that
(i) π
(
f˜(q, s˜)
)
= f(q, π(s˜)) for any q ∈ O ∩ U and s˜ ∈ S˜.
(ii) for any c ∈ C, we get c · S˜c ⊂ S˜ and f˜(c · q, c · s˜) = c · f(q, s˜) for any q ∈ Qc and
s˜ ∈ S˜c.
Remark 1. Given open neighbourhoods Σ′V ⊂ ΣV and Q′ ⊂ O ∩ U of y, we can shrink
U to U ′ := f(Q′ × (X ∩ Σ′V )) and consider the restriction f ′ := f
∣∣
Q′×(X∩Σ′
V
)
. As f is a
homeomorphism, U ′ is open in X . Moreover, O ∩ U ′ = Q′.
If π is as in Corollary 1, then we set S˜ ′ := π−1(X∩Σ′V ), U˜ ′ := f˜(Q′×S˜ ′) and f˜ ′ := f˜
∣∣
Q′×S˜′
.
Note that U˜ ′ := π−1(U ′). So we have the following commutative diagrams:
(O ∩ U)× (X ∩ ΣV ) U
(O ∩ U ′)× (X ∩ Σ′V ) U ′
∼
f
f ′
∼
(O ∩ U)× S˜ U˜
(O ∩ U ′)× S˜ ′ U˜ ′
∼
f˜
f˜ ′
∼
For any element c ∈ C, we set
Q′c := Q
′ ∩ c−1 ·Q′ ∩Qc, S ′c := (X ∩ Σ′V ) ∩ c−1 · (X ∩ Σ′V ) ∩ Sc, S˜ ′c := π−1(S ′c).
One can easily check that these new data satisfy all conditions of Lemma 1 and Corollary 1.
Remark 2. Applying properties (i) of Lemma 1 and Corollary 1, one can easily check that
f˜
(
(O ∩ U)× π−1(X ∩ ΣV \ {y})
)
= π−1(U \O).
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3.2. Neighbourhoods in slices. We describe here a special neighbourhood basis of x in
Sx,0. First, recall the following formula from [11, §2.5]:
t ∗
(
x+
r′∑
i=1
ciei
)
= x+
r′∑
i=1
tni+1ciei,
where e1, . . . , er′ is a basis of ker ad y, ni are nonnegative integers, ci ∈ C and t ∈ (0,+∞).
It follows from this formula that the action of C(x, y) on both Sx,0 and S˜x,0 is ∗-invariant,
that is
c · t ∗ z = t ∗ c · z (3)
for any c ∈ C(x, y), t ∈ (0,+∞) and z ∈ Sx,0 or z ∈ S˜x,0.
Many statements below can be proved using the following observation. Suppose that {tn}
is a sequence of numbers in (0,+∞) and s ∈ Sx. If limn→+∞ tn = 0, then limn→+∞ tn∗s = x,
and if limn→+∞ tn = t > 0, then limn→+∞(tn ∗ s) = t ∗ s.
Consider the following open neighbourhood (“open ball”) of x in Sx:
B :=
{
x+
r′∑
i=1
ciei
∣∣∣ r′∑
i=1
|ci|2 < 1
}
.
Clearly, t ∗B ⊂ B for t < 1. Moreover, the closure B is compact and {t ∗B | t ∈ (0,+∞)}
is a neighbourhood basis for x in Sx. The intersection A := B ∩ N satisfies the following
properties:
(1) The closure A = B ∩ N is compact.
(2) {t ∗ A | t ∈ (0,+∞)} is a neighbourhood basis for x in Sx,0.
(3) t0 ∗ A ⊂ t1 ∗ A for t0 < t1.
Lemma 2. For t0 < t1, the natural inclusion and the ∗-action by t1/t0 are homotopic maps
from π−1(t0 ∗A \ {x}) to π−1(t1 ∗A \ {x}). Each such space is homeomorphic to S˜x,0 \Bx.
Proof. The required homotopy F : π−1(t0 ∗A \ {x})× [t0, t1]→ π−1(t1 ∗A \ {x}) is given by
F (s˜, t) := (t/t0) ∗ s˜.
To prove the second statement, we define the radius of a point s ∈ Sx,0 by
r(s) := inf
{
t ∈ (0,+∞) | s ∈ t ∗ A}.
From this definition, it is clear that r(t ∗ s) = tr(s) for any t ∈ (0,+∞). Property (3) above
shows that r is continuous and that r(s) < 1 if and only if s ∈ A. By property (2), we get
that r(s) = 0 if and only if s = x.
Now let σ : (0, 1)→ (0,+∞) be the function defined by σ(a) := a/(1− a). It induces the
function ζ : π−1(A \ {x})→ (0,+∞) by ζ(s˜) := σ ◦ r ◦ π(s˜). We define the homeomorphism
u : π−1(A \ {x}) → S˜x,0 \ Bx by u(s˜) = ζ(s˜) ∗ s˜. To calculate its inverse, consider the
function τ : (0,+∞)→ (0, 1) given by τ(a) := (−a+√a2 + 4a)/2. Then the inverse map is
given by u−1(s˜) =
(
σ ◦ τ ◦ r ◦ π(s˜))−1 ∗ s˜. 
3.3. Equivariant transverse slices for nilpotent cones. To construct a neighbourhood
basis for x in N , we apply Lemma 1 in the following situation: y = x, V = g, O = Ox,
X = N , SV = Sx and C = C(x, y) = ZG(x) ∩ ZG(y). Taking in to account Remark 1, we
conclude that for small enough t, there exists an open neighbourhood Ux(t) ⊂ N of x and
a homeomorphism
fx(t) : (Ox ∩ Ux(t))× (t ∗ A) ∼→ Ux(t)
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satisfying properties (i) and (ii) of Lemma 1. Applying Remark 1 one more time, we can
suppose that Ox ∩ Ux(t) is homeomorphic to the open ball K(t) of radius t centered at 0 in
a way respecting inclusion: for t1 < t2 the following diagram is commutative:
Ox ∩ Ux(t2) K(t2)
Ox ∩ Ux(t1) K(t1)
∼
∼
The open sets Ux(t) clearly form a neighbourhood basis of x in N .
Applying Corollary 1 to the Springer resolution π : N˜ → N , we get the homeomorphism
f˜x(t) : (Ox ∩ Ux(t))× π−1(t ∗A) ∼→ π−1(Ux(t))
satisfying properties (i) and (ii) of this corollary. Restricting to (Ox∩Ux(t))×π−1(t∗A\{x})
and applying Remark 2, we obtain the homeomorphism
fˆx(t) : (Ox ∩ Ux(t))× π−1(t ∗ A \ {x}) ∼→ π−1(Ux(t) \ Ox).
For t1 < t2, the commutativity of the diagram
(Ox ∩ Ux(t2))× π−1(t2 ∗ A \ {x}) π−1(Ux(t2) \ Ox)
(Ox ∩ Ux(t1))× π−1(t1 ∗ A \ {x}) π−1(Ux(t1) \ Ox)
∼
fˆx(t2)
∼
fˆx(t1)
together with Lemma 2 prove that the natural inclusion π−1(Ux(t1)\Ox) →֒ π−1(Ux(t2)\Ox)
is homotopic to a homeomorphism for t0 < t1.
4. Composition multiplicities and semisimplicity
For any kA(x)-module N and an irreducible kA(x)-module M , we denote by [N : M ] the
composition multiplicity of M in N . The main result of this paper is as follows.
Theorem 1. For any x ∈ Λ and an irreducible kA(x)-module M , we have[
π∗k
✿N˜
[dN ] : ICN
(Ox,LocA(M))] > [H2bx(Bx, k) : M] + [ rad (H2bx(Bx, k)∨) : M].
Moreover, π∗k
✿N˜
[dN ] is semisimple in PX(N , k) if and only if rad
(
H2bx(Bx, k)
∨
)
= 0 and
H2bx(Bx, k) is semisimple as a kA(x)-module for any x ∈ Λ.
Proof. We denote for brevity E := π∗k
✿N˜
[dN ]. Take any nonempty open subset Φ ⊂ Λ. As
we have the cartesian diagram
N˜Φ ı˜Φ−−−→ N˜
piΦ
y piy
NΦ iΦ−−−→ N
and the maps π and πΦ are proper, the base change gives
i∗ΦE = i
∗
Φ π∗ k✿N˜
[dN ] = πΦ∗ ı˜
∗
Φ k✿N˜
[dN ] = πΦ∗ k
✿N˜Φ
[dN ]. (4)
We denote this complex by EΦ and prove inductively on Φ with respect to the inclusion
relation the following statement:
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Inductive claim. For any x ∈ Φ and an irreducible kA(x)-module M , we have[
EΦ : ICNΦ
(Ox ∩ NΦ,LocA(M))] > [H2bx(Bx, k) :M] + [ rad (H2bx(Bx, k)∨) :M]. (5)
Moreover, EΦ is semisimple in PX(NΦ, k) if and only if rad
(
H2bx(Bx, k)
∨
)
= 0 and
H2bx(Bx, k) is semisimple as a kA(x)-module for any x ∈ Φ.
The case where Φ consists of one regular element x0 is obvious, as π{x0} is a homeomor-
phism. Hence EΦ = k
✿Ox0
[dN ] = ICOx0 (Ox0 , k) is a simple module. Clearly H2bx0 (Bx0, k) =
H0({pt}, k) = k and rad (H2bx0 (Bx0 , k)∨) = H−1(S˜x0,0 \ Bx0 , k) = 0. It remains to notice
that k is the only irreducible kA(x0)-module as A(x0) is the trivial group.
Now suppose that Φ contains at least two elements. Choose a minimal point x ∈ Φ and
consider the open set Ψ := Φ \ {x}. Let i : Ox → NΦ and j : NΨ → NΦ be the natural
closed and open embeddings, respectively.
Step 1. We have the following exact sequence (see [1, Lemme 1.4.19]):
0→ pi∗ pH−1 i∗EΦ → pj! pj∗EΦ → EΦ → pi∗ pi∗ EΦ → 0 (6)
First, let us look at its last term. Consider the following cartesian diagram:
N˜{x}
ı˜{x}−−−→ N˜
pi{x}
y ypi
Ox
i{x}−−−→ N
Now again, the base change gives
i∗ EΦ = (iΦi)
∗ E = i∗{x} π∗ k✿N˜
[dN ] = π{x}∗ ı˜
∗
{x} k✿N˜
[dN ] = π{x}∗ k
✿N˜{x}
[dN ].
This formula and (2) imply
pi∗ EΦ =
p
H0(π{x}∗ k
✿N˜{x}
[dN ]) =
(
H−dx(π{x}∗ k
✿N˜{x}
[dN ])
)
[dx]
=
(
HdN−dxπ{x}∗ k
✿N˜{x}
)
[dx] =
(
R 2bxπ{x}∗ k
✿N˜{x}
)
[dx].
We denote L := R 2bxπ{x}∗ k
✿N˜{x}
. This is a local system on Ox. As π is proper, we get
Lx = H2bx(Bx, k). A well-known argument shows that
L ∼= LocA(H2bx(Bx, k)). (7)
We are going to give a brief outline of this proof. Let δ : [0, 1] → G be a curve such that
δ(0) = 1G. We set c := δ(1). We define the map β : G → Ox by β(g) = g · x. The
composition γ := β ◦ δ is a curve in Oλ. We get x := γ(0) and additionally assume that
x = γ(1). Hence c ∈ ZG(x).
A routine check involving the fact that homotopic maps induce the same maps on coho-
mology spaces1 yields the commutativity of the following diagram:
H2bx(Bx, k) H
2bx(Bx, k)
Lx (γ∗L)0 γ∗L([0, 1]) (γ∗L)1 Lx
m∗
c−1
≀ ≀
∼ ∼
1See Section 5 for a similar argument.
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The bottom line corresponds to the homotopy action of the loop γ. As noted in Section 2.3,
α maps the image of γ in Π1(Ox) to cZG(x)0. Hence in the notation of Section 2.3, we get
Lx ∼= H2bx(Bx, k)α, whence (7) follows.
Now let us look at the first term of (6). Similarly to the above calculations for pi∗ EΦ, we
get
p
H−1 i∗ EΦ =
p
H−1π{x}∗ k
✿N˜{x}
[dN ] =
(
R 2bx−1π{x}∗ k
✿N˜{x}
)
[dx].
As π{x} is proper, we get(
R 2bx−1π{x}∗ k
✿N˜{x}
)
y
= H 2bx−1(By, k) = 0. (8)
for any y ∈ Ox. Thus we have proved that pH−1 i∗EΦ = 0.
Note here that j∗EΦ =
pj∗EΦ, as j
∗ is t-exact, and pj∗EΦ = (iΦj)
∗E = i∗ΨE = EΨ. So,
using (7) and (8), we can rewrite (6) as the following exact sequence:
0 pj!EΨ EΦ ICNΦ
(Ox,LocA(H2bx(Bx, k))) 0. (9)
Note that[
ICNΦ
(Ox,LocA(H2bx(Bx, k))) : ICNΦ(Ox,LocA(M))]
=
[
LocA(H
2bx(Bx, k)) : LocA(M)
]
=
[
H2bx(Bx, k)
α :Mα
]
=
[
H2bx(Bx, k) : M
]
.
(10)
for any irreducible kA(x)-module M .
Step 2. We have the following exact sequences:
0 i∗
p
H−1i∗j∗EΨ
pj!EΨ
pj∗EΨ i∗
pi∗j∗EΨ 0
j!∗EΨ
0 0
(11)
Our next aim is to calculate
p
H−1 i∗j∗EΨ. Let ξ denote the composition
N˜Ψ piΨ−−−→ NΨ j−−−→ NΦ.
We have EΨ = πΨ∗ k
✿N˜Ψ
[dN ] as defined by (4), where Φ is replaced by Ψ. Thus applying (2),
we get
p
H−1 i∗j∗ EΨ =
p
H−1
(
i∗(j πΨ)∗ k
✿N˜Ψ
[dN ]
)
=
(
H−1−dx( i∗ξ∗ k
✿N˜Ψ
[dN ])
)
[dx]
=
(
i∗HdN−1−dxξ∗ k
✿N˜Ψ
)
[dx] =
(
i∗R2bx−1ξ∗ k
✿N˜Ψ
)
[dx].
(12)
By proposition [8, Proposition II.5.11], the sheaf M := R2bx−1ξ∗ k
✿N˜Ψ
in the right-hand
side is the sheaf associated to the presheaf M pre defined by
U 7→ H 2bx−1(ξ−1(U), k)
for open U ⊂ NΦ. By (12) and equivalence (20) proved (independently) in Section 5 , we
get
p
H−1 i∗j∗EΨ = LocA
(
rad
(
H2bx(Bx, k)
∨
))
[dx]. Finally, applying i∗, we obtain
i∗
p
H−1 i∗j∗EΨ = ICNΦ
(
Ox,LocA
(
rad
(
H2bx(Bx, k)
∨
)))
. (13)
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Using this formula and coming back to diagram (11), we get for any irreducible kA(x)-
module M the following inequalities:[
pj!EΨ : ICNΦ(Ox,LocA(M))
]
>
[
i∗
p
H−1 i∗j∗EΨ : ICNΦ(Ox,LocA(M))
]
=
[
LocA
(
rad
(
H2bx(Bx, k)
∨
))
: LocA(M)
]
=
[
rad
(
H2bx(Bx, k)
∨
)α
: Mα
]
=
[
rad
(
H2bx(Bx, k)
∨
)
: M
]
,
(14)
where we used the notation of Section 2.3.
Using sequences (9) and (11) and applying the functor j!∗ (which is known to preserve
monomorphisms and epimorphisms), by the inductive hypothesis, we get[
EΦ : ICNΦ
(Oy ∩NΦ,LocA(N))] > [pj!EΨ : ICNΦ (Oy ∩ NΦ,LocA(N))]
>
[
j!∗EΨ : ICNΦ
(Oy ∩ NΦ,LocA(N))] > [EΨ : ICNΨ (Oy ∩ NΨ,LocA(N))]
>
[
H2by(By, k) : N
]
+
[
rad
(
H2by(By, k)
∨
)
: N
]
for any y ∈ Ψ and irreducible kA(y)-module N . Using these inequalities and plugging
inequalities (10) and (14) to sequence (9), we get the inequalities of the inductive claim for
Φ.
Step 3. Suppose that EΦ is semisimple. By sequence (9), we get that
pj! EΨ is also
semisimple. We know that pj! EΨ does not have quotient objects in i∗PX(Ox, k). By semisim-
plicity, pj! EΨ also does not have subobjects in i∗PX(Ox, k). Thus pj! EΨ = j!∗EΨ and by
diagram (11), we get i∗
p
H−1i∗j∗EΨ = 0. Hence rad
(
H2bx(Bx, k)
∨
)
= 0 by (13).
Coming back to sequence (9), we get that the quotient ICNΦ
(Ox,LocA(H2bx(Bx, k)))
is also semisimple. Thus LocA(H
2bx(Bx, k)) is semisimple. Hence the Π1(Ox)-module
H2bx(Bx, k)
α is semisimple and the kA(x)-module H2bx(Bx, k) is also semisimple. As EΨ
is also semisimple, we get by induction that rad
(
H2by(By, k)
∨
)
= 0 and H2by(Bx, y) is
semisimple as a kA(x)-module for any y ∈ Ψ.
Step 4. Suppose that rad
(
H2by(By, k)
∨
)
= 0 and H2by(Bx, y) is semisimple as a kA(x)-
module for any y ∈ Φ. By (11) and (13), we have pj!EΨ = j!∗EΨ. So sequence (9) can be
rewritten as
0 j!∗EΨ EΦ ICNΦ
(Ox,LocA(H2bx(Bx, k))) 0.µ η (15)
By induction, EΨ is semisimple. Hence so is j!∗EΨ as well as ICNΦ
(Ox,LocA(H2bx(Bx, k))).
It remains to show that the above sequence splits. First note that from (4) it follows that
DEΦ = EΦ. Moreover, H
2bx(Bx, k)
∨ ∼= H2bx(Bx, k), as rad
(
H2bx(Bx, k)
∨
)
= 0. Thus
D
(
ICNΦ
(Ox,LocA(H2bx(Bx, k)))) ∼= ICNΦ (Ox,LocA(H2bx(Bx, k))∨)
∼= ICNΦ
(Ox,LocA(H2bx(Bx, k)∨)) ∼= ICNΦ (Ox,LocA(H2bx(Bx, k))).
So we have the dual morphism Dη : ICNΦ
(Ox,LocA(H2bx(Bx, k))) → EΦ. As η is an
epimorphism, Dη is a monomorphism. The kernel of the composition η ◦ Dη is zero as
otherwise ker η would have a subobject isomorphic to ICNΦ(Ox,K) for some simple local
system K on Ox. This is however impossible, as ker η = imµ ∼= j!∗EΨ and the latter complex
can not have such subobjects by definition of j!∗. By duality, the cokernel of η ◦ Dη is also
zero, whence η ◦ Dη is an isomorphism. 
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5. Structure of i∗M
We choose some fixed Slodowy slice Sx for x (this means that we choose a fixed triple
(x, h, y) in the Jacobson-Morozov lemma) and a neighbourhood basis {Ux(t)}t∈(0,t0] for x,
where t0 is a fixed positive number as in Section 3.3. Reducing t0, if necessary, we can
assume that the closure Ux(t0) is compact and is contained in NΦ.
Remember that β : G → Ox is the map defined by β(g) = g · x. Consider a curve
δ : [0, 1] → G such that δ(0) = 1G. We set c := δ(1) and assume additionally that
c ∈ C(x, y). The composition γ := β ◦ δ is a curve in Ox, whence also in NΦ. Clearly
x = γ(0). We assume additionally that γ(1) = x. So γ is a loop in Ox based at x.
We can translate Sx and Ux(t) along γ by
aSγ(a) := δ(a) · Sx and aUγ(a)(t) := δ(a) · Ux(t) (16)
for a ∈ [0, 1]. We use here the superscript a to avoid ambiguity: the curve γ may (and
actually do) have self-intersections. So neither the slice nor the neighbourhood basis is
determined uniquely by the point. By definition, 0Sx =
1Sx = Sx and
0Ux(t) = Ux(t),
1Ux(t) = c · Ux(t).
We can consider two pull-back functors γ∗ and γ∗pre in the categories of sheaves and
presheaves respectively. Consider the following morphisms of sheafification (see [12]):
sh : M pre → M sh′ : γ∗preM → γ∗M .
Then the composition sh′ ◦ γ∗presh : γ∗preM pre → γ∗M is also a morphism of sheafification.
Take a section s ∈ γ∗M ([0, 1]). There exists an open covering [0, 1] = ⋃i∈J Vi such that
s|Vi = sh′(Vi)(si) for some si ∈ γ∗preM (Vi). Now recall that
γ∗preM (Vi) = lim−→
Wi⊃γ(Vi)
M (Wi).
So we can assume that each si is represented by a section ri ∈ M (Wi) for some open
Wi ⊂ NΦ containing γ(Vi). Shrinking Wi and refining the covering [0, 1] =
⋃
i∈J Vi, if
necessary, we can assume that ri = sh(Wi)(pi) for some pi ∈ M pre(Wi) = H 2bx(ξ−1(Wi), k).
As the interval [0, 1] is compact, we can additionally assume that J = {1, . . . , m} for a
finite m, each Vi is convex and there exist points a0 < a1 < · · · < am < am+1 ∈ [0, 1] such
that a0 = 0 ∈ V1, am+1 = 1 ∈ Vm ai ∈ Vi ∩ Vi+1 for i = 1, . . . , m− 1.
Consider the map νi : Ux(t0)× [ai, ai+1]→ NΦ defined by (z, a) 7→ δ(a) · z. It is obviously
continuous. We clearly have⋂
l>1/t0, l∈Z
Ux(1/l)× [ai, ai+1] = {x} × [ai, ai+1],
whence
Wi ⊃ γ([ai, ai+1]) = νi
( ⋂
l>1/t0, l∈Z
Ux(1/l)× [ai, ai+1]
)
=
⋂
l>1/t0, l∈Z
νi
(
Ux(1/l)× [ai, ai+1]
)
.
To see why the last equality holds, we use the following topological observation: if X is a
countably compact topological space, X ⊃ Z1 ⊃ Z2 ⊃ · · · is an infinite sequence of its closed
subspace and f : X → Y is a continuous map, then f(⋂+∞q=1 Zq) = ⋂+∞q=1 f(Zq). The above
inclusion and the compactness of each Ux(1/l)× [ai, ai+1] prove that νi(Ux(1/l)× [ai, ai+1]) ⊂
Wi for some l > 1/t0. Restricting this inclusion to νi(Ux(1/l)× {a}) and applying (16), we
get aUγ(a)(1/l) ⊂ Wi for any a ∈ [ai, ai+1]. Clearly, this l can be chosen the same for all
i = 0, . . . , m.
For any a ∈ [ai, ai+1], the composition of canonical morphisms
γ∗M ([0, 1]) −→ (γ∗M )a ∼−−→ Mγ(a) ∼−−→ M preγ(a) ∼−−→ H 2bx−1
(
π−1
(
aUγ(a)(1/l) \ Ox
)
, k
)
. (17)
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maps s to the image of pi under the morphism
ι∗a : H
2bx−1
(
π−1(Wi \ Ox), k
)→ H 2bx−1(π−1(aUγ(a)(1/l) \ Ox), k),
where ιa : π
−1
(
aUγ(a)(1/l) \ Ox
) → π−1(Wi \ Ox) is the natural inclusion. The last iso-
morphism of (17) follows from the fact that for any t ∈ (0, 1/l) the natural inclusion
π−1(aUγ(a)(t) \ Ox) →֒ π−1(aUγ(a)(t) \ Ox) is homotopic to a homeomorphism, as noted
at the end of Section 3.32.
We claim that the following diagram is commutative
H 2bx−1
(
π−1(Wi \ Ox), k
)
H 2bx−1
(
π−1
(
aiUγ(ai)(1/l) \ Ox
)
, k
)
H 2bx−1
(
π−1
(ai+1Uγ(ai+1)(1/l) \ Ox), k)
ι∗ai ι
∗
ai+1
m∗
δ(ai+1)δ(ai)
−1
Indeed, the maps ιai and ιai+1 ◦mδ(ai+1)δ(ai)−1 are homotopic, the homotopy being given by
F (t) := ιt ◦mδ(t)δ(ai)−1 for t ∈ [ai, ai+1].
Hence we get the commutative diagram
H 2bx−1
(
π−1 (Ux(1/l) \ Ox), k
)
H 2bx−1
(
π−1(c · Ux(1/l) \ Ox), k
)
Mx (γ
∗M )0 γ
∗M ([0, 1]) (γ∗M )1 Mx
m∗
c−1
≀ ≀
∼ ∼
(18)
To understand what action of c on Mx we obtained, we need first to describe explicitly
the canonical identification
H 2bx−1
(
π−1(Ux(1/l) \ Ox), k
) ∼→ Mx ∼→ H 2bx−1(π−1(c · Ux(1/l) \ Ox), k),
which we denote by ρ. Choose some t ∈ (0, 1/l) such that c · Ux(t) ⊂ Ux(1/l). Then ρ(h) is
equal to the preimage of h|pi−1(c·Ux(t)\Ox) with respect to the isomorphism
H 2bx−1
(
π−1(c · Ux(1/l) \ Ox), k
) ∼→ H 2bx−1(π−1(c · Ux(t) \ Ox), k)
induced by the natural inclusion, which is homotopic to a homeomorphism as proved in
Section 3.33. This construction clearly does not depend on the choice of t.
Now consider the homeomorphism u : π−1(A \ {x}) → S˜x,0 \Bx described in Lemma 2.
We can scale it by ul(z) := u(l ∗ z) to we obtain a homeomorphism from π−1(1/l ∗A \ {x})
to S˜x,0 \Bx. We shall use the explicit formula ul(s˜) = lζ(l ∗ s˜) ∗ s˜ following from the proof
of Lemma 2. We also denote by v any homeomorphism from Ox∩Ux(1/l) to Cdx . We claim
2Use the shifted versions δ(a) · B and δ(a) ·A of B and A, respectively.
3Use the shifted versions c ·B and c ·A of B and A, respectively.
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that the following diagram is commutative in the homotopy category:
π−1
(
Ux
(
1
l
) \ Ox) (Ox ∩ Ux(1l ))× π−1(1l ∗ A \ {x}) Cdx × S˜x,0 \Bx
π−1(Ux(t) \ Ox)
π−1(c · Ux(t) \ Ox)
π−1
(
Ux
(
1
l
) \ Ox) (Ox ∩ Ux(1l ))× π−1(1l ∗ A \ {x}) Cdx × S˜x,0 \Bx
fˆx
(
1
l
)−1
v × ul
mc−1
fˆx
(
1
l
)−1
v × ul
id×mc−1 (19)
To prove this commutativity, let us introduce the notation fˆx(1/l)
−1(z) = (q(z), s˜(z)).
Clearly, we can choose t so small that Ux(t) and c ·Ux(t) are both subsets of fx(1/l)(Qc×Sc),
where Qc and Sc are the subsets given by Lemma 1 in the situation of Section 3.3.
Takin preimages with respect to π and applying part (i) of Corollary 1, we get that
π−1(Ux(t)) and π
−1(c · Ux(t)) are both contained in f˜(1/l)(Qc × S˜c) where S˜c = π−1(Sc).
Subtracting π−1(Ox), we obtain that π−1(Ux(t)\Ox) and π−1(c·Ux(t)\Ox) are both contained
in fˆ(1/l)(Qc × π−1(Sc \ {x})).
Part (ii) of Corollary 1 implies now that q(c · z) = c · q(z) and s˜(c · z) = c · s˜(z) for
any z ∈ π−1(Ux(t) \ Ox) or z ∈ π−1(c · Ux(t) \ Ox). The two maps corresponding to the
upper (p = 0) and lower (p = 1) paths from π−1(c · Ux(t) \ Ox) to the lower right corner in
diagram (19) are homotopic by
F (z, p) :=
(
pv(q(z))+(1−p)v(c−1·q(z)), plζ(l∗s˜(z))∗c−1·s˜(z)+(1−p)lζ(l∗c−1·s˜(z))∗c−1·s˜(z)
)
,
where p ∈ [0, 1]. Note that here we took into account ∗-invariance (3). Passing to coho-
mologies in diagram (19), we obtain the commutative diagram
H2bx−1
(
π−1
(
Ux
(
1
l
)\Ox), k) H2bx−1(Cdx×S˜x,0\Bx, k)
H2bx−1
(
π−1(Ux(t)\Ox), k
)
H2bx−1
(
π−1
(
c·Ux
(
1
l
)\Ox), k) H2bx−1(π−1(c·Ux(t)\Ox), k)
H2bx−1
(
π−1
(
Ux
(
1
l
)\Ox), k) H2bx−1(Cdx×S˜x,0\Bx, k)
m∗
c−1
≀
w∗
∼
(id×mc−1)
∗m∗
c−1
∼
ρ
w∗
∼
where w := (v×ul)◦ fˆx
(
1
l
)−1
and all the unmarked arrows stem from the natural inclusions.
Here only the commutativity of the upper left triangle needs to be explained. Indeed, it
follows from the following commutative diagram:
π−1
(
Ux(
1
l
) \ Ox
)
π−1
(
c · Ux(1l ) \ Ox
)
π−1(Ux(t) \ Ox
)
π−1(c · Ux(t) \ Ox)
mc−1
mc−1
We can conclude now that under all the identifications that we have made, the upper arrow
in diagram (18) is just (id×mc−1)∗ acting on H2bx−1
(
Cdx × S˜x,0 \Bx, k
)
.
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Using the Poincare´ duality, its functoriality with respect to orientation preserving isomor-
phisms4 (top and bottom rectangles) and the Ku¨nneth formula, we obtain
H2bx−1
(
Cdx × S˜x,0 \Bx, k
)
H2bx−1
(
Cdx × S˜x,0 \Bx, k
)
H2dx+2bx+1c (C
dx×S˜x,0\Bx, k)∨ H2dx+2bx+1c (Cdx×S˜x,0\Bx, k)∨
H2bx+1c (S˜x,0 \Bx, k)∨ H2bx+1c (S˜x,0 \Bx, k)∨
H2bx−1(S˜x,0 \Bx, k) H2bx−1(S˜x,0 \Bx, k)
(id×mc−1)
∗
≀ ≀
≀
((id×mc−1)
∗)∨
≀
≀ ≀
(m∗
c−1
)∨
m∗
c−1
Thus our calculations, diagram (18) and the isomorphism A(x) ∼= C(x, y)/C(x, y)0 prove
that Mx ∼= H2bx−1(S˜x,0 \Bx, k)α as A(x)-modules in the notation of Section 2.3. Hence we
get
i∗M ∼= LocA
(
H2bx−1(S˜x,0 \Bx, k)
) ∼= LocA( rad (H2bx(Bx, k)∨)). (20)
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