Abstract. We prove that the resonance counting functions for Schrödinger operators
Introduction
We study the distribution of scattering poles or resonances of Schrödinger operators H V = −∆ + V on L 2 (R d ), for d ≥ 2 and even, and real-or complex-valued, compactly-supported potentials V ∈ L ∞ 0 (R d ; C). Let χ V ∈ C ∞ 0 (R d ) be a smooth, compactly-supported function satisfying χ V V = V , and denote the resolvent of H V by R V (λ) = (H V − λ 2 ) −1 for 0 < arg λ < π. In the even-dimensional case, the operator-valued function χ V R V (λ)χ V has a meromorphic continuation to Λ, the infinitely-sheeted Riemann surface of the logarithm. We denote by Λ m the m th open sheet consisting of z ∈ Λ with mπ < arg z < (m + 1)π. We are interested in the number of poles n V,m (r), counted with multiplicity, of the continuation of the truncated resolvent χ V R V (λ)χ V on Λ m of modulus at most r > 0. The order of growth of the resonance counting function n V,m (r) for H V on the m th -sheet is defined by (1) ρ V,m ≡ lim sup r→∞ log n V,m (r) log r .
It is known that ρ V,m ≤ d for d ≥ 2 even [25, 26] . We prove that generically (in the sense of Baire typical) the resonance counting function has the maximal order of growth d on each non-physical sheet.
T.J.C. partially supported by NSF grant DMS 0500267, P.D.H. partially supported by NSF grant 0503784. Theorem 1.1. Let d ≥ 2 be even, and let K ⊂ R d be a fixed, compact set with nonempty interior. There is a dense G δ set V F (K) ⊂ L ∞ 0 (K; F ), for F = R or F = C, such that if V ∈ V F (K), then ρ V,m = d for all m ∈ Z\{0}.
This result is the even-dimensional analog of our previous result [5] in the odd-dimensional case. Roughly speaking, the theorem states that most Schrödinger operators H V have the right number of resonances on each non-physical sheet. As in [2] , the proof depends upon the construction of a plurisubharmonic function from which we can recover the order of growth of the resonance counting function on Λ m . This is more difficult than in the odd-dimensional case, where one can use a Weierstrass factorization on the plane to help understand the relation between the order of growth of the determinant of the scattering matrix and the order of growth of its zero-counting function. Moreover, the even dimensional case requires the study of the poles of the resolvent far from the physical sheet. For this, one cannot simply use the determinant of the scattering matrix on the physical sheet.
In order to implement the argument in [2] , we need upper bounds on n V,m (r) for all such V . In even dimensions, the following upper bounds for any V ∈ L ∞ 0 (R d ; F ) were proven by Vodev [25, 26] . Let λ j be the poles of the continuation of χ V R V (λ)χ V , listed with multiplicity. Vodev considered the following counting function: (2) N V (r, a) ≡ {λ j ∈ Λ : 0 < |λ j | ≤ r, | arg λ j | ≤ a}.
We use the notation w ≡ (1 + |w| 2 ) 1/2 . In our setting, Vodev proves that This implies that n V,m (r) ≤ C m r d on each sheet m = 0. We also need an example of a potential in our class for which the order of growth of the resonance counting function is d on each sheet Λ m , m ∈ Z * = Z\{0}. Asymptotics of the resonance counting function for Schrödinger operators in odd dimension with certain radial potentials were proved in [31] , see also [22] .
The existence of resonances for H V in even dimensions was first proved by Tang and Sá Barreto [23] . They proved for d ≥ 4 that there must be at least one resonance if V ∈ C ∞ 0 (R d ; R) and V is nontrivial. This was later strengthened by Sá Barreto [18] , who proved, for the same class of potentials, a global lower bound on the number of resonances. Sá Barreto defined N V (r) to be the number of poles λ of the continued, truncated resolvent, including multiplicities, satisfying 1/r < λ < r, with | arg λ| < log r. He proved that N V (r) grows more quickly than log r/(log log r) p , for any p > 1, proving that there are infinitely-many resonances. His work does not establish the existence of infinitely-many resonances on each non-physical sheet, a result that follows from Theorem 1.1, for "generic" potentials. In contrast, there are examples of complex-valued potentials V in dimension d ≥ 2 for which there are no resonances of H V away from the origin [3] .
Earlier literature on the distribution of resonances for Schrödinger operators in the even-dimensional case includes Intissar's paper [8] . Intissar defined, for any > 0 and r > 1, a resonance counting function N ( , r) ≡ {λ j | r − < |λ j | < r , | arg λ j | < log r}. For even dimensions d ≥ 4, and for any ∈ (0, √ 2/2), he proved the non-optimal polynomial upper bound N ( , r) ≤ C r d+1 . Zworski [32] proved a Poisson formula for resonances in even dimensions. Shenk and Thoe [19] proved the meromorphic continuation of the S-matrix for potential scattering onto Λ. In a related work, Tang [24] proved the existence of infinitely-many resonances for metric scattering in even dimensions.
For surveys of related results in odd dimensions, we refer the reader to [33] and [27] , in addition to the references in [5] . We refer the reader to [4] for generic-type results for resonances in other situations. The notion of Baire typical or generic potentials was used by B. Simon in the study of singular continuous spectra for Schrödinger operators in [20] .
1.1. Contents. In section 2, we first reduce the problem of counting resonances on the m th -sheet to one of counting the zeros of a holomorphic function f m (λ) in the upper-half complex plane. We then review aspects of the theory of plurisubharmonic functions. Section 3 is devoted to the construction of a plurisubharmonic function associated with f m (λ) and families of potentials V (z; x), parameterized by z ∈ Ω ⊂ C d . The main technical result on the order of growth of the counting function for the zeros of f m (z, λ) is Theorem 3.8. The main theorem on the distribution of resonances is proved in section 4. The proof of Theorem 1.2 on the lower bound on the number of resonances on each sheet Λ m , m ∈ Z\{0}, for the step potential with the correct exponent d, is given in section 5. The appendix in section 6 contains the details of the uniform asymptotic expansions of Bessel and Hankel functions, due to Olver [13, 14, 15] , and their application to the location of the zeros. Acknowledgments. The first author is grateful for the hospitality of MSRI during the completion of this paper, and to MSRI and the MU Research Leave for partial support during this time.
Reduction to an Operator on Λ 0 and other Preliminaries
For 0 < arg λ < π, we denote by R 0 (λ) = (−∆ − λ 2 ) −1 , where ∆ is the nonpositive Laplacian on R d . It is well-known that for d ≥ 4 even and any compactlysupported, smooth function χ ∈ C ∞ 0 (R d ), the cut-off resolvent χR 0 (λ)χ has an analytic continuation to Λ, the logarithmic cover of the plane (see, for example, [10, 19] ). For d = 2 there is a logarithmic singularity at λ = 0. This is easily seen from the representation
where E 1 (λ) and E 2 (λ) are entire operator-valued functions and for d = 2, the operator E 2 (λ = 0) is a finite-rank operator. This representation follows from the formula for the Green's function
where the Hankel function of the first kind is defined by H (1) ν (z) = J ν (z) + iN ν (z), and the expansion of the Neumann Bessel function N ν (z), when ν ∈ N. We shall continue to denote this continuation by χR 0 (λ)χ. We shall use the following key identity, for m ∈ Z, that follows from (6) and (74),
where T (λ) has Schwartz kernel
, where we suppress the notation F when there is no need to distinguish real-or complex-valued potentials. When 0 < arg λ < π, we denote by
The resonances are the poles of the meromorphic continuation of χ V R V (λ)χ V to Λ. The set of resonances is independent of the cut-off function in the class described here. By the second resolvent formula, we have
and the poles of χ V R V (λ)χ V correspond, with multiplicity, to the zeros of I + V R 0 (λ)χ V . We can reduce the analysis of the zeros of the continuation of I + V R 0 (λ)χ V to Λ m to the analysis of zeros of a related operator on Λ 0 . This is very similar to the technique used by Froese in odd dimensions in [7] . Using (7), if 0 < arg λ < π and m ∈ Z, then e imπ λ ∈ Λ m , and
, there are only finitely many poles of (I +V R 0 (λ)χ V )
with 0 < arg λ < π. Thus
is a holomorphic function of λ when 0 < arg λ < π and |λ| > c 0 V L ∞ . Moreover, with at most a finite number of exceptions, the zeros of f m (λ) with 0 < arg λ < π correspond, with multiplicity, to the poles of χ V R V (λ)χ V with mπ < arg λ < (m + 1)π. Henceforth, we will consider the function f m (λ), for m ∈ Z\{0}, in a neighborhood of Λ 0 . We write Z * for Z\{0}.
We mention certain symmetries of the resonances, identified as poles of the meromorphic continuation of the S-matrix, on various sheets that were discussed in [19] . For d even and V real, if λ ∈ Λ m is a scattering pole, then λ S = −λ = e −iπ λ = |λ|e i(π−arg λ) ∈ Λ −m is also a scattering pole. This follows from the identity for the S-matrix: S(λ) * = 2I − S(e iπ λ). This result can also be seen from (10) . If λ ∈ Λ m is a resonance, thenλ = e −imπ λ ∈ Λ 0 satisfies f m (λ) = 0. For the symmetric point λ S = −λ ∈ Λ −m , we setλ S = e imπ λ S ∈ Λ 0 . Using the identity T (−λ) = −T (λ) for 0 < arg λ < π, it easily follows that for V real, f −m (λ S ) = 0. Note that in odd dimensions and V real, the scattering poles in the lower-half complex plane are symmetric about the imaginary axis as follows from the identity S(λ) * = S(−λ). We now turn to some preliminary analysis of the cut-off resolvent and the operator T (λ) defined in (8) . We will always work with a fixed, but arbitrary, compact subset K ⊂ R d , with nonempty interior, and potentials
We begin with L 2 -estimates.
where the constant C depends on α and
Moreover, for λ in this same set,
In particular, the bound (12) holds on Λ 0 when |λ| > c 0 V L ∞ . The constants C and c 0 depend on α and χ.
In particular, (12) means that for |λ| ≥ c 0 V L ∞ and satisfying the other
Proof. The first claim is proved in [29] and published in [1, section 2, page 255]. Using that χR 0 (λ)χ L 2 →L 2 = O( λ −1 ) when 0 < arg λ < π, we have from (7) and (11) that
The last claim follows from the series representation of (I + V R 0 (λ)χ) −1 , using (13) .
We now turn to trace norm estimates. We denote by · 1 the trace norm and by · 2 the Hilbert-Schmidt norm.
Moreover, there is a c 0,m so that if |λ| > c 0,m V L ∞ , and λ is in the same set as above,
Proof. We recall that AB 1 ≤ A 2 B 2 , and that the cut-off operator T (λ) has a factorization as
C|Imλ| with perhaps a different constant C. A similar proof gives the estimate for the derivative. Using Lemma 2.1, we can find a c 0,m so that for |λ|
We also need the following result on the function f m (λ) defined in (10).
and
for some C > 0. The constants c m and C are independent of V , but they depend on the set K, χ, and m.
Proof. We shall write
to make the equations less cumbersome. Note that
First, by Lemma 2.1 (12), we have for j = 0 or j = 1,
The following lemma will be used in proving that a function we construct is plurisubharmonic.
Proof. We write u = |u|e iφ . Then
Using Lemma 2.3, when |u| is sufficiently large,
where we use the fact that |φ| ≤ C|u| −1 when |u| is large. We may also write
again using Lemma 2.3. This finishes the proof of the lemma.
Order of Growth and Plurisubharmonic Functions
We establish the main technical results in this section. It is the analog of section 2 of [2] for the even-dimensional case. In the first subsection, we review the notion of plurisubharmonic functions, pluripolar sets, and order, and prove Lemma 3.1. In the second subsection, we construct a plurisubharmonic function associated with f m (λ) to which we will apply this lemma in order to estimate the order of growth of the resonance counting function. The main result is Theorem 3.8.
3.1.
Review of some complex analysis. For the convenience of the reader, we recall some basic notions used in [2] that can be found in the book [9] . A domain Ω ⊂ C
m is an open connected set.
, and we write φ ∈ P SH(Ω), if:
• φ is upper semicontinuous and φ ≡ −∞;
• for every z ∈ Ω, for every w ∈ C m , and every r > 0 such that {z + uw : |u| ≤ r, u ∈ C} ⊂ Ω we have
A function φ on Ω ⊂ C m is locally plurisubharmonic on Ω if φ is upper semicontinuous and φ ≡ −∞ and if for each z ∈ Ω there is a radius b(z) > 0 such that for all w ∈ C m so that |w| < b(z), z + we iθ ∈ Ω and
We recall that every locally plurisubharmonic function on a domain Ω is in P SH(Ω) [9, Proposition I.19].
Definition 3.2.
A set E ⊂ C m is pluripolar if for each a ∈ E there is a neighborhood V a containing a and a function φ a ∈ P SH(V a ) such that E ∩ V a ⊂ {z ∈ V a : φ a (z) = −∞}. log r = µ < ∞, then s(r) is said to be of order µ.
For a function h holomorphic in
and r > R, define n +,R (h, r) to be the number of zeros of h, counted with multiplicities, in the closed upper half plane with norm between R and r, inclusive.
Lemma 3.1. Let R > 0, let h be holomorphic in the set in (17) , and suppose, in addition, that h has only finitely many zeros on the real axis. Suppose that for some p > 0, and for some > 0, we have
Then n +,R (h, r) has order p if and only if
Proof. Notice that the order of n +,R1 (h, r) is independent of the choice of
Thus we may assume, without loss of generality, that h has no zeros with norm R and none on the semi-axes s > R and s < −R. Then, using the principle of the argument and the Cauchy-Riemann equations, for t > R
Now, just as in the proof of Jensen's equality, we divide by t and integrate from R to r to obtain
By our assumptions, log |h(re iθ )|dθ log r = p.
But n +,R (h, t) and
dt have the same order, proving the lemma.
Construction of a Plurisubharmonic Function.
Let Ω ⊂ C d be an open connected set, let z ∈ Ω and x ∈ R d . We let Z * ≡ Z\{0}. Throughout this section we assume that V (z) = V (z, x) is a function which has the following properties:
• There is a compact set
We refer to these three conditions as Assumptions (V). In our application in section 4, we take d = 1.
, with χ ≡ 1 on K 1 , we set, in analogy with (10),
For m ∈ Z * , and 0 < < 1, we define the function g m, by
where a branch of u d− is chosen so that u d− ∈ R when u ∈ R + , and u d− is holomorphic for | arg u| < π/2. We show that g m, is a plurisubharmonic function on an appropriate domain in Ω×C. The additional term log |e (20) is plurisubharmonic for (z, u) ∈ Ω × U Ω where
Proof. Since u d− is holomorphic on U Ω (which can be identified with an unbounded rectangle in the complex plane), then log |e
It then follows by [9, Proposition I.14] that π 0 log |f m (z, ue iθ )|dθ is either plurisubharmonic on Ω × U Ω or identically −∞ there. It is easy to see that it is not identically −∞. Since the sum of two plurisubharmonic functions is plurisubharmonic, we prove the lemma.
In order to make notation less complicated, we define, for Ω Ω, the constant
Lemma 3.3. Let g m, be as defined by (20) , and let Ω Ω and U Ω be as in Lemma 3.2. Then there is an r m > 0 so that for z ∈ Ω ,    max
The constant r m depends on m, K 1 and χ, but not on V .
Proof. Let u = re iφ , where |φ| < π/4 and Im(re iφ ) = ±1. We shall show, in fact, that g m, (z, r) > g m, (z, re iφ ), indicating that the maximum along the arc of |u| = r with | Im u| ≤ 1 occurs along the positive real axis at u = r. Note that
Thus log |e
Combining this with the definition of g m, and results of Lemma 2.4, we see that
Since |φ| ≈ r −1 when r is sufficiently large, we may, by choosing r m sufficiently large, ensure that
for z ∈ Ω , where r m is defined in Lemma 3.3.
Proof. Let Ω be an open set such that Ω Ω Ω and
iθ )| and its derivatives are continuous for such z and θ, since f m is holomorphic and nonzero.
Using (18), with f m in place of h, and R z0 in place of R, for r > R z0
There is a C z0 such that for z ∈ Ω z0 ,
since we stay in a region with f m nonzero. Next, use that
by Lemma 2.2. Using this and (24), and increasing C z0 if necessary, we get that
for z ∈ Ω z0 . Using (23), (25) , and (26) in (22), with perhaps a new C z0 , we find that
By construction, Ω ⊂ ∪ z0∈Ω Ω z0 so that {Ω z0 } z0∈Ω forms a cover of Ω . Since Ω is a compact set, there is a finite subcover. Denote the corresponding z 0 's for this finite subcover z 1 , z 2 , . . . , z N . If we set C Ω = max C zj , j = 1, . . . , N , we have (27) g
for z ∈ Ω . But then there is ar m (Ω , V ) so that the right hand side of (27) is bigger than (21) whenever r ≥r m (Ω , V ). This finishes the proof.
Lemma 3.5. Let g m, (z, u) be as in (20) and Ω Ω. Set
Here r m is as in Lemma 3.3. ThenM m, ,Ω is plurisubharmonic on
The proof of this lemma resembles the proof of [2, Lemma 2.1].
Proof. It is clear thatM
its maximum is attained on the boundary. So suppose |w| >r m, (Ω , V ) and M m, ,Ω (z, w) = g m, (z, u 0 ), with u 0 on the boundary of the set in (28) . By Lemma 3.3 and the choice of the set over which we take the maximum of g m, , −1
There is a ρ(z, w), so that for all θ ∈ [0, 2π] and all v ∈ C d +1 with |v| < ρ(z, w), z + e iθ v ∈ Ω and u 0 + v d +1 e iθ lies in the set in (28) . Then, using the fact that g m, is plurisubharmonic by Lemma 3.2, we havẽ
This shows thatM m, ,Ω is locally plurisubharmonic at (z, w). Since we may do the same thing for any z ∈ Ω , w ∈ C with |w| >r m, (Ω , V ),M m, ,Ω is plurisubharmonic.
Lemma 3.6. Let Ω Ω and letM m, ,Ω be as in Lemma 3.5. The function
Proof. This proof follows just as the proof of [2, Lemma 2.2], if one uses in addition the fact that the supremum of two plurisubharmonic functions is plurisubharmonic ([9, Proposition I.3]).
Note that the dependence of M m, ,Ω (z, w) on w is only through the norm |w|. It follows from Lemmas 3.5 and 3.6 that the function r → M m, ,Ω (z, r) is monotone increasing. The following lemma demonstrates the relationship between the order of n V (z) (r) and the order of r → M m, ,Ω (z, r). Proof. We first derive a convenient expression for the order of n V (z),m (r). Recall that the zeros of f m (z, λ) with λ ∈ Λ 0 correspond, with multiplicity, to poles of R V (z) (λ) with λ ∈ Λ m with at most a finite number of exceptions for fixed z. Using We now relate the order of n V (z),m (r), given by (30) provided it is greater than d − 1, to the order of M m, ,Ω (z, u). When r is very large,
We define the constant r m,V,Ω ≡ r m ( V M
We now come to the main result of this section. 
By results of [25, 26] and Lemma 3. 
Proof of Theorem 1.1
In this section, we sketch the proof of Theorem 4. The main ingredients are Theorem 3.8, the lower bound on the number of resonances for the step potential proved in section 5, and the argument of [5] . The function f m (λ), defined in (10) for m ∈ Z * , is analytic in a neighborhood of {λ ∈ Λ | 0 ≤ arg λ ≤ π, and |λ| > c 0 V L ∞ }, where c 0 > 0 is the constant in Lemma 2.1. To indicate the dependence on a particular potential V , we will write f V,m (λ). However, we use a fixed χ = χ V , with χ ≡ 1 on K. For positive constants N, M, q > 0 and j > 2N c 0 , we define subsets of
We shall use (10) and the bound
see, for example, [21] .
where (35)
and (36)
We note that when 0 ≤ arg λ ≤ π, and 2N c 0 ≤ |λ| ≤ j, the term (1 + V j R 0 (λ)χ)
is uniformly bounded by (12) . Furthermore, it converges to (1 + V R 0 (λ)χ) −1 in operator norm as V j → V and we have the bound (13) . Consequently, by the trace bound in Lemma 2.2, the terms S 1 and S 2 in (35)-(36) converge to zero. Since the individual trace norms are uniformly bounded, it follows from (33) that
for r in the specified region, so that V ∈ A m (N, M, q, j).
In the next step, we characterize those V ∈ L ∞ 0 (K; F ) for which the resonance counting function exponent is strictly less than the dimension d. For N, M, q > 0, let
A m (N, M, q, j).
Note that B m (N, M, q) is closed by Lemma 4.1.
Proof. Applying Lemma 3.1 with h = f V,m , we find lim sup
It follows that there is a p ≥ p, p < d, and an M ∈ N such that
is a G δ set, and thus
is as well.
Proof. By Lemma 4.2, the complement of M m is contained in
which is an F σ set since it is a countable union of closed sets. By Lemma 3.1, if
Thus M m is the complement of an F σ set.
We can now prove our theorem.
Proof of Theorem 1.1. Since Lemma 4.3 shows that M m is a G δ set, we need only show that M m is dense in L ∞ 0 (K; F ). To do this, we follow the proof of [2, Corollary 1.3] with appropriate modifications. We give the proof here for the convenience of the reader. Let V 0 ∈ L ∞ 0 (K; F ) and let > 0. By Theorem 1.2, proved in section 5, we may choose a nonzero, real-valued, spherically symmetric
This satisfies the conditions of Theorem 3.8, with V (1) = V 1 and V (0) = V 0 . Thus, there exists a pluripolar set E ⊂ C, so that for z ∈ C \ E, we have lim sup
for z ∈ C \ E. Since E R ⊂ R has Lebesgue measure 0 (e.g. [16, Section 12.2]), we may find z 0 ∈ R, z 0 ∈ E,
Lower bounds on Resonances for Certain Bounded, Compactly-Supported Potentials in Even Dimensions
We prove Theorem 1.2 in this section. That is, we study in even dimensions the Schrödinger operator with a potential given by a multiple of the characteristic function of the unit ball,
for which the resonance counting function has the maximal order of growth d on each Riemann sheet Λ m , defined by mπ < arg λ < (m + 1)π, m ∈ Z * . Similar calculations were performed in [31] and [22] in the odd dimensional case. In particular, Stefanov considered resonances for the transmission problem with a stepwise constant wave speed in [22, section 9] . This consists in studying the resonances of −c(|x|) 2 ∆, with c(|x|) = c = 1, for |x| ≤ R, and one otherwise. Since the perturbation enters at second-order, expansions to order ν −1 are sufficient. For the zero-order perturbation by V considered here, more terms in the expansions are needed.
Resonances for Schrödinger Operators on a Half-line.
The resonances for the spherically symmetric Schrödinger operator H V = −∆ + V , with V = V (|x|) a real-valued, bounded, spherically symmetric potential, are completely determined by the resonances for each one-dimensional Schrödinger operator H l , l = 0, 1, 2, . . ., on L 2 (R + ) obtained by symmetry reduction. We are interested in solutions to H ψ = λ 2 ψ , where
2 u (r), we find the equation for u is
where
For the unperturbed case V ≡ 0, equation (39) is a standard Bessel equation. We follow the notation of [13, 28] and define the Hankel functions as
and (41) H
where these formulas are defined in the limit when s ∈ Z. Note that
s (z)]/2. A pair of linearly independent solutions of (39) is
(λr), and u (2) (r) = H
(λr).
The solution u (1) (r) is regular at r = 0, whereas the solution u (2) (r) satisfies the outgoing condition, behaving like ∼ e iλr /(λr) 1/2 , for λ with 0 < arg λ < π, as r → ∞. In light of these formulas, we let ν ≡ + (d − 2)/2, and note that it is an integer for d even, and half an odd integer for d odd. Returning to the free radial equation (38) with V = 0, we define spherical solutions as
(λr), and h ν (λr) = π 2r
For the Schrödinger operator H on a half-line R + given in (38), we define the resonances of H as poles in the meromorphic continuation of the Green's function G ν (r, r ; λ), with ν = + (d − 2)/2. These poles are independent of r and r as they are the zeros of the continuation of a Wronskian onto Λ m , m ∈ Z * , or C − , for d even or d odd, respectively. In the odd-dimensional case, these poles correspond to those λ ∈ C − for which there is a purely outgoing solution to H ψ ν = λ 2 ψ ν satisfying a Dirichlet boundary condition at r = 0.
We now consider the potential V (r) = V 0 χ [0,1] (r), with V 0 > 0, and construct the Green's function on the physical sheet Λ 0 . Let Σ(λ) ≡ (λ 2 − V 0 ) 1/2 , where the square root is defined so that this function has branch cuts (−∞, −V
, ∞). Because of the simple nature of the potential V (r), the equation for 0 < r < 1 is
and for r > 1, the solution ψ ν satisfies the free equation
We choose two linearly independent solutions, φ ν and ψ ν of (44)- (45) so that φ ν (r = 0; λ) = 0 and ψ ν (r; λ) = h ν (λr) for r > 1. The Green's function has the form
where the Wronskian W ν (λ), evaluated at r = 1, is given by
ν (λ). The function W ν (λ) admits an analytic continuation in λ to C, for d odd, and to Λ, for d even provided ν is also even. For the case of d even and ν odd, Σ(λ)W (λ) has an analytic continuation to Λ. This is consistent with the fact that the Green's function extends meromorphically to Λ. For d = 2, the Green's function has a logarithmic singularity at z = 0.
We conclude that a value λ 0 ∈ Λ m , m = 0, for d even (or λ 0 ∈ C − if d is odd) is a resonance if it satisfies the following condition:
ν (λ 0 ). Using the definitions (43), we rewrite this relation as
In order to study the defining equation (49) 
ν (e imπ λ), using the fact that Σ(e imπ λ) = Σ(λ), for m ∈ Z. It follows from the fundamental equation (49) 
ν evaluated at e imπ λ. This is easily seen to be equal to the constant 2iπ, which is consistent with the fact that there are no resonances in the free case. Secondly, when m = 0, corresponding to the physical sheet, there are no zeros of F (ν) 0 (λ) on Λ 0 , see (60). Thirdly, this equation reflects the symmetry properties of the meromorphic continuation of the resolvent and S-matrix depending on whether d is odd or even. As mentioned in section 2, for d ≥ 2 even, and V real, if k ∈ Λ m , m ∈ Z * is a zero, then so is −k ∈ Λ −m . In the odd-dimensional case, again with V real, if k ∈ C − is a zero, then so is −k ∈ C − , so the resonances are symmetric about the imaginary axis.
Remark. For d = 3, the poles of the S-matrix associated with the Schrödinger operator (38) with a spherically symmetric step potential barrier V 0 > 0 (the case considered here) or well V 0 < 0, were studied by Nussenzveig [12] . The S-matrix is explicitly computable. Let Σ(λ) ≡ (λ 2 ± V 0 ) 1/2 , where the plus sign is for the potential well, and the minus sign is for the barrier. For each angular momentum ≥ 0, the corresponding component of the S-matrix is
This should be compared with (49). As this formula also holds in the evendimensional case, we see that the resonances defined via the continuation of the resolvent are the same as those defined by the continuation of the S-matrix. Nussenzveig studied the behavior of bound states V 0 < 0 and resonances V 0 > 0, describing various asymptotics expansions of their real and imaginary parts, especially in the case of = 0.
Analysis of Zeros: an Overview.
We discuss here the strategy for estimating the zeros of F (ν) m (λ) on the sheet Λ 0 . We prove that inside a semicircle of radius r > 0, the angular momentum states with < r contribute at least c m r d zeros, where c m > 0 depends on m ∈ Z * . We need to control the remainder term uniformly in r and as r → ∞. Hence, we need to study the zeros of F 
ν (e imπ νz).
for z in a fixed region. For this, we use the uniform large-order asymptotics of the Bessel and Hankel functions due to Olver [14, 15] . A special role in these uniform asymptotics is played by the compact, eye-shaped region K in the complex plane defined as follows. This region is bounded by the curves containing the points labeled B, P, E, E , P in Figure 1 and [13, chapter 11]. Let t 0 be the positive root of t = coth t, so t 0 ∼ 1.19967864 . . .. The region K is the symmetric region in the neighborhood of the origin bounded in C + by the curve
intercepting the real axis at ±1 and intercepting the imaginary axis at iz 0 , where z 0 = (t that the ordinary Bessel function J ν (z) decays exponentially in ν for z ∈ Int(K), whereas it grows exponentially in ν and z for z ∈ Ext(K).
Essential to understanding the uniform asymptotics of the Bessel and Hankel functions is the mapping on the complex plane z → ζ(z) defined by
The relationship between the variables z, ζ(z), and ρ(z) is clarified by Figure 1 and is described in detail beginning on page 335 of Olver's article [15] (reproduced on page 420 of his book [13] where the author changed notation and used ξ for what is called ρ here and in [15] ). We present these figures, with permission of the author and publisher, in Figure 1 . The cut along the negative real axis in the z-plane is mapped onto two cuts along the rays arg ζ = ±π/3. The eye-shaped region K is mapped into the sector | arg ζ| < π/3. A neighborhood of the positive real axis in the z-plane is mapped onto a neighborhood of the negative real axis in the ζ-plane. The upper boundary of the eye-shaped region K in the z-plane is mapped onto the line segment (0, −iπ) in the ρ-plane, with the point z 0 i being mapped to −iπ/2. We analyze the function F (ν) m (νz) for large ν with z in a neighborhood of K.
Resonances on the m
th Sheet Λ m , m ∈ Z * . We consider the general case m = 0 and prove a lower bound on the number of resonances. The zeros of F (ν) m (νz), defined in (52) for z ∈ Λ 0 , correspond to the resonances of H on the sheet Λ m . We recall from section 5.2 that in order to use the uniform asymptotics of section 6.4, we defined z ≡ λ/ν andz(z) ≡ (z 2 − ν −2 V 0 ) 1/2 . We also recall that d ≥ 2 is even so that ν = + (d − 2)/2 is a nonnegative integer. Using formulas (74) and (75), we find that
ν (νz), and we define
It follows that in order to study the solutions of F (ν) m (νz) = 0, we need to consider those z with 0 < arg z < π for which
0 (νz). It is sufficient for the lower bound to prove that for any ν < r, for r >> 0 sufficiently large, that there are at least ν(1 − 1 ), 1 > 0, solutions of this equation in the half-disk Im λ > 0 and |λ| ≤ r, uniformly in r and ν.
To prove that there are at least
m (λ) near the upper boundary of the eye-shaped region νK, we concentrate a small region Ω 1, near the upper boundary of K. In particular, we define, for fixed > 0,
We recall that ρ(z) is defined in (54) and that the region Ω 1, near the upper boundary of K is mapped onto a neighborhood of the line segment (−iπ + ih( ), −ih( )), where h( ) > 0, h( ) = O( ), in the ρ-plane (see the middle figure of Figure 1 or Fig. 3-6 in [14] ). Consequently, we will identify the zeros near the upper edge of K in the z-plane with their image ρ(z) near this line segment in the ρ-plane. We compute the uniform asymptotics of F (ν) 0 (νz) in section 6.6. From (103), we have
The uniform asymptotics of the term G (ν) 0 on the right of (58) is also computed in section 6.6:
where the error is uniform for z ∈ Ω 1, . Consequently, the condition for zeros on the m th -first sheet is
where g 1 (z, ν) = O(1/ν), and g 2 (z, ν) = O(1/ν 3 ), both uniformly for z ∈ Ω 1, . We note that for V 0 = 0 there are no solutions to this equation.
We now study the solutions of (62). The variable ρ lies in a set that is the image of Ω 1, under the mapping z → ρ given in (54). This set contains a neighborhood of an interval of the negative imaginary axis of the form (−π+h( ), −h( ))i ⊂ (−π, 0)i. We will prove that there exists at least ν(1 − 1 ) solutions in a neighborhood of this set. We rewrite (62) as
, uniformly for ρ in the image of Ω 1, We define two functions:
We will prove that near each zero of g(z, ν), in a neighborhood of (−π+h( ), −h( ))i ⊂ (−π, 0)i, there is a zero of f (z, ν) using Rouche's Theorem.
Lemma 5.1. The function g(z, ν), defined in (64) for m ∈ Z * , has infinitely-many zeros of the form
Proof. Viewing the function g(z, ν) as a function of ρ, it is clear that it is periodic in Im ρ with period π/ν. We can then explicitly solve g(z, ν) = 0.
The values ρ k provide the approximate solutions of f (z, ρ) = 0 as the next lemma shows.
Lemma 5.2. For m ∈ Z * , in a neighborhood of each zero ρ k of g(z, ν) with imaginary part in (−iπ + i2h( ), −i2h( )), there is exactly one zero of f (z, ν). Consequently, there are at least ν(1 − 1 ), 1 = O( ) > 0 zeros of f (z, ν) in a neighborhood of the interval on the negative imaginary axis (−π, 0)i for all ν > 0 large.
We remark that 1 > 0 may be made arbitrarily small by choosing > 0 sufficiently small.
Proof. 1. We use Rouche's Theorem applied on small rectangular contour C about ρ k with vertical sides A and B, and horizontal sides C and D, chosen so that exactly one zero ρ k of g(z, ν) lies in the rectangle. This is possible as the approximate solutions (66) are separated as | Im ρ k −Im ρ k+1 | = π/ν. In order to apply Rouche's Theorem, we must show that on each segment of the contour C we have
for all ν large. We will repeatedly use the fact that for z ∈ Ω 1, , we have |z| 2 < (1 − δ( )), for some small δ > 0, a function of > 0 used to define Ω 1, specified in (59). 2. Vertical sides A and B. Let side A lie on the negative imaginary axis and be parameterized by it, for t < 0. Along this side, |g(z, ν)| = ν 2 + O(1) and
, so we have (67). Along edge B, we let ρ = −a + it, for a = α log ν/ν > 0, with α > 1, and t < 0. We easily find that
On the other hand, we have |g(z, ν) B | = (|m|V 0 /4)(1 + O(ν −2(α−1) )). It follows that (67) holds along A and B.
3. Horizontal sides C and D. For zero ρ k , with k < 0, we choose the straight line segment C so that on C we have
and such that
With Re ρ = t, we then have 
, for some c > 0, it follows from Lemma 5.2 that
This proves the lower bound for the even-dimensional case on the m th -sheet, m ∈ Z * . We recall that for V real, the symmetry of the zeros means that the resonances on Λ −m are the same as those on Λ m .
Remark. We make some historic comments relevant to the odd dimensional case. For d = 3, resonances of spherically-symmetric, compactly-supported potentials were studied by many physicists and Newton provided a nice summary [11] . In particular, R. Newton studied the zeros of the Jost function f (λ) for each angular momentum component in dimension three. These are the same as the zeros of the function F (ν) 1 (λ). For a real potential with compact support inside the ball of radius R > 0, he gives a proof that f (λ) has infinitely many complex roots in the lower-half complex plane, and that these roots are symmetric with respect to the imaginary axis. This follows from the fact that f (λ)f (−λ) is an entire function of λ 2 of order 1/2. It also follows that only finitely-many roots lie on the negative imaginary axis. Finally, he proves that if λ n is a sequence of roots with positive real parts, then Re λ n = nπ/R + O(1) and Im λ n = [(σ + 2)/(2R)] log n + O(1). In particular, this shows that there are infinitely many roots in the region 2π − < arg λ < 0. These lie outside of the region considered above.
Appendix: Analytic Continuation and Uniform Asymptotics of Bessel and Hankel Functions
In this appendix, we provide all the details necessary for obtaining a lower bound on the number of zeros of the function F (ν) m (λ) on the m th -sheet. In the first section we give the analytic continuation of the Bessel and Hankel functions following Olver [13, chapter 7] . We then summarize the uniform large-order asymptotics of the Bessel and Hankel functions proved by Olver [14, 15] . These rely on the asymptotic expansion of the Airy functions (see, for example, [15, appendix] ) that we present in the next section. Finally, we compute the uniform asymptotics of the terms occurring in F It follows that
As for the Hankel function H
ν (z), and z ∈ Λ 0 , the analytic continuation to Λ m , with m ∈ Z * , is obtained through the following formula (e.g. [13, chapter 7] 
where, if ν ∈ Z, we define the right side by the limit. In our case, ν = + (d − 2)/2, with = 0, 1, 2, . . ., so that when d is even, ν is a non-negative integer ν = 0, 1, 2, . . ., and when d is odd, ν is half an odd integer. In the case when d ≥ 4 is even, the Hankel functions are analytic on the Riemann surface of the logarithm Λ. When d = 2 there is a logarithmic singularity at the origin z = 0. In the case when ν ∈ Z, formula (73) becomes
As for the derivatives of the Hankel function H (1) ν (z), for 0 < arg z < π, the analytic continuation to the sheet Λ m with mπ < arg z < (m + 1)π, for m ∈ Z, is obtained from (73). Restricting ourselves to the case of interest ν ∈ Z, we obtain:
. (75) 6.2. Asymptotic Expansions of Bessel and Hankel Functions. The asymptotics of the Bessel and Hankel functions used here are expressed in terms of Airy functions. As in [13] , we adopt the convention that Ai(w) has its zeros on the negative real axis. The index ν is real and positive. It is convenient to define the following functions:
.
We also need the following series expansions:
with A 0 (ζ) = 1, and the remaining coefficients are determined recursively, see [14, section 9] . The functions G j (ζ, ν), j = 1, 2, are given as infinite series
where the coefficients are
with B −1 (ζ) = 0 and D 0 (ζ) = 1. For the ordinary Bessel functions with | arg z| < π − , for any > 0, Olver proved that
He also proved that the asymptotic expansion for the derivatives can be obtained by differentiation. It is useful to recall that the Airy function Ai(w) (and Ai ±1 (w) introduced below) satisfies the differential equation Ai (u) = uAi(u). For the ordinary Bessel functions, one obtains for | arg z| < π − , and for any > 0,
We also need the uniform asymptotics of the Hankel function. As in Olver [13] , we define Ai ±1 (w) = Ai(e ∓2πi/3 w). For | arg z| ≤ π − , for any > 0, we have
where the functions F j (ζ, ν), j = 1, 2 are given in (79). As with the Bessel functions, we can differentiate this expansion and obtain (86)
The functions G j (ζ, ν), j = 1, 2, are given in (80). As above, these expansions are uniform in | arg z| ≤ π − , for any > 0. 
The coefficients c j and d j are numerical constants given by
with c 0 = 1 so that d 0 = 1. We note that the coefficients (c j , d j ) are related to the coefficients (u j , v j ) used by Olver as c j = (−1) j u j and d j = (−1) j v j .
6.4. Uniform Asymptotics near the Eye-Shaped Region K. Of particular importance is the application of the uniform asymptotics that follow from (83)-(87) for z near the eye-shaped region K defined in section 5.2. Recall that for a fixed > 0, we define a neighborhood Ω 1, of K to be all z ∈ C + so that dist (z, ∂K + ) < excluding small neighborhoods of ±1 so that z ∈ Ω 1, satisfies |z + 1| > and |z − 1| > .
For z ∈ Ω 1, , the uniform asymptotics of the Bessel functions and their derivatives follow from (83) and the estimates on the Airy function and its derivative away from their zeros and given in (87). The uniform expansion of J ν (νz) and its derivative involve the series F 1 (ζ), F 2 (ζ), given in (79), andF 1 (ξ) andĜ 1 (ξ), defined in (88). For the Bessel functions, we use ξ = νρ in the expansion (87). We obtain: 
and for the derivative,
where the coefficients C j (ξ) and D j (ξ) are defined in (81) and (82).
We also need the asymptotics for the Hankel functions of the first kind and their derivatives for z ∈ Ω 1, . These are obtained from (85) using the expansions of the Airy functions. We note that for z ∈ Ω 1, , it follows from the map z → ζ that arg ζ ∼ −π/3. Consequently, for H (1) ν (νz), we have arg(e 2πi/3 ζ) ∼ π/3, and we need the asymptotics of the Airy function away from its zeros given in (87). Using these asymptotics (87), we find for the Hankel functions of the first kind, with ξ = −νρ carries the information about the perturbing potential with strength V 0 . We need the expansions as ν → ∞ of various quantities depending onz for z in a fixed set Ω 1, for which z is bounded away from ±1 and 0. First, we note that
Recalling the definition of ρ in (54), we find
It follows from the definition of ζ in (54) that
We writeρ andζ for ρ(z) and ζ(z). We need the expansion of the following combination that follows from (96)- (97) 
Similarly, we find for the second term on the right in (100), we the expansion in ν is νzJ ν (νz(z))H
(1)
Subtracting the expansion (102) from (101), we find that F (ν) 0 (νz) has the asymptotic form
This is (60). Note that this implies that, asymptotically, there are no zeros on the physical sheet, as expected.
We turn to the second quantity G 
For the second term in G 
Subtracting (106) from (105), we obtain the expansion for G Note that when V 0 = 0, this term vanishes to higher order in ν. This establishes (61).
