Abstract: Based on the lattice Boltzmann method (LBM), the lattice Boltzmann flux solver (LBFS), which combines the advantages of conventional Navier-Stokes solvers and lattice Boltzmann solvers, was proposed recently. Specifically, LBFS applies the finite volume method to solve the macroscopic governing equations which provide solutions for macroscopic flow variables at cell centers. In the meantime, numerical fluxes at each cell interface are evaluated by local reconstruction of LBM solution. In other words, in LBFS, LBM is only locally applied at the cell interface for one streaming step. This is quite different from the conventional LBM, which is globally applied in the whole flow domain. This paper shows three different versions of LBFS respectively for isothermal, thermal and compressible flows and their relationships with the standard LBM. In particular, the performance of isothermal LBFS in terms of accuracy, efficiency and stability is investigated by comparing it with the standard LBM. The thermal LBFS is simplified by using the D2Q4 lattice velocity model and its performance is examined by its application to simulate natural convection with high Rayleigh numbers. It is demonstrated that the compressible LBFS can be effectively used to simulate both inviscid and viscous flows by incorporating non-equilibrium effects into the process for inviscid flux reconstruction. Several numerical examples, including lid-driven cavity flow, natural convection in a square cavity at Rayleigh numbers of 10 
and 10
Ra  . The obtained results on different grids will be compared with those by MRT-based LBM [35] . Thirdly, the compressible LBFS will be improved by incorporating non-equilibrium effects into the process for inviscid flux reconstruction and introducing a switch function to control numerical diffusion. Its performance will be examined by simulating transonic inviscid and viscous flows around a staggered-biplane configuration on unstructured grids. The obtained results will be compared with the published data.
Lattice Boltzmann Method
For a general case, we consider incompressible thermal fluid flows and the LBE with BGK approximation can be written as [34, 36] : 
where f  and g  are density distribution functions (DDF) and temperature distribution functions 
The equilibrium DDF eq f  is given by [4] : 
The D2Q4 lattice velocity model, whose lattice components are written as   
Note that Equations (1) and (2) are applied to simulate thermal flows. If isothermal flows are considered, we can just apply Equation (1) . For the application of LBM, we have to apply Equations (1) and (2) in the whole computational domain and track the evolution of distribution functions f  and g  .
In addition, physical boundary conditions for macroscopic variables are converted to those for f  and g  . For no-slip condition, bounce-back scheme can be easily applied. In some cases, accurate 
Chapman-Enskog Analysis
As a mesoscopic method with microscopic particle distribution functions, the LBM described in Section 2 has been well applied to study weakly compressible fluid flows in incompressible limit. Conventionally, such flows are governed and solved by the macroscopic conservation laws of mass, momentum and energy. This indicates that the solution of a physical flow problem can be either obtained by applying the mesoscopic LBM or the macroscopic Navier-Stokes solver. It is interesting to note that these two intrinsically different numerical methods, one from microscopic statistical physics and the other from macroscopic conservation laws, are both able to study the same fluid flow problem. From this point of view, it can be inferred that these two methods should have some connections. Indeed, it has been proven that the lattice Boltzmann equation is able to recover the Navier-Stokes equation through the multi-scale Chapman-Enskog expansion analysis, which is briefly introduced below.
A multi-scale expansion of the DDF, TDF, the temporal derivative and the spatial derivative can be respectively given by:
where ε is a small parameter proportional to the Knudsen number. Applying the second order Taylor-series expansion to Equations (1) and (2) gives:
The macroscopic Navier-Stokes equations for conservation laws can be recovered by substituting Equation (7) into Equations (8) and (9) [9, 10] :
where:
In Equation (11), ,  P and Q are respectively mass, momentum and energy fluxes and can be given by lattice summations of DDFs and TDFs [9, 10] :
In the conventional LBM, the Chapman-Enskog (C-E) analysis is usually used to verify that the flow variables obtained by LBM can satisfy the macroscopic Navier-Stokes equations. In some interesting works, this C-E analysis is also applied to build a hybrid solver by combing the LBM with the FVM scheme for Navier-Stokes equations [37] [38] [39] . In our recent work [9, 10] , it was found that the relationship between flow variables/fluxes and particle distribution functions given in Equation (12) can be applied to build a new solver named LBFS with a better performance, which effectively combines the advantages of Navier-Stokes solver and lattice Boltzmann solver and at the same time removes some of their drawbacks. The reliability and flexibility of the LBFS have been demonstrated in [8] [9] [10] .
LBFS for Isothermal and Thermal Incompressible Flows
Based on the LBM given by Equations (1) and (2), the LBFS [9] has been proposed by solving Equation (10) directly. Unlike conventional Navier-Stokes solver, which applies well-established schemes to discretize Equation (10), the LBFS is a finite volume solver and reconstructs its fluxes locally with Equation (12) derived from Chapman-Enskog analysis. It may be pointed out that Equation (12) for flux reconstruction can be applied with different lattice velocity models. In our previous work [9] , the D2Q9 thermal model for temperature field is applied, which is obviously complex and inefficient as compared with the D2Q4 model [34] . In this work, this drawback will be removed by applying the D2Q4 model. The details are given below.
Finite Volume Discretization
A finite volume discretization of Equation (10) 
As can be seen, the formulation of the energy flux reconstructed by the simplified D2Q4 lattice velocity model is much simpler than that given by the original D2Q9 model [9] . In Equation (16) , the unknowns are f  and ĝ  defined in Equation (13) , which include both equilibrium and non-equilibrium density and temperature distribution functions Figure 1 shows an interface between two adjacent control cells for local reconstruction of fluxes [10] , in which the D2Q9 and D2Q4 lattice velocity models respectively for DDF and TDF are embedded. The non-equilibrium parts for DDF and TDF are given by Equation (14) . At each cell interface, discretization of Equation (14) with the second-order Taylor-series expansion gives the following equations [9] :
Local Reconstruction of Fluxes at Each Interface
neq eq eq c t t
where r represents the location of the cell interface. Equation (17) 
are computed by using
Equations (4) and (5). The involved flow quantities of density  , velocity u and temperature T at
can be obtained through interpolations:
r r e r r r e r e r r e r r r e (18) where i r and 1 i r are the locations of the two cell centers and  represents any of the flow variables.
After interpolation, ( , )
can be obtained. (4) and (5) if macroscopic flow variables are known. So, the challenging issue is to evaluate  , u and T at the cell interface   ,t r .
Previous studies [9, 10] have shown that they can be reconstructed locally by streaming the particle from the neighboring point ( , )
to the cell interface. As a result, we have:
,
With the flow quantities obtained from Equation ( g  are obtained, the fluxes at each cell interface can be evaluated numerically. Then Equation (15) can be solved by conventional Runge-Kutta scheme.
LBFS for Compressible Flows

Navier-Stokes Equations Discretized by FVM and Compressible Lattice Boltzmann Model
In Section 4, the local LBM solution is reconstructed by using the conventional lattice Boltzmann model, which is limited to incompressible flows. Thus, LBFS in Section 4 can only be applied to simulate incompressible flows. To simulate compressible flows by LBFS, we need to use the compressible lattice Boltzmann model to reconstruct the solution at the cell interface. However, the existing compressible lattice Boltzmann models are very complicated and inefficient for 2D and 3D cases. To simplify the solution process and make LBFS be applicable for simulation of compressible flows, we apply the 1D compressible lattice Boltzmann model along the normal direction of cell interface to evaluate the inviscid flux, and the viscous flux is still approximated by conventional finite difference schemes. This process is equivalent to developing a Riemann solver by 1D compressible lattice Boltzmann model.
In LBFS, the Navier-Stokes equations are discretized by FVM and the fluxes at the cell interface are evaluated by local reconstruction of LBM solutions [11] . Thanks to the application of FVM, it is convenient for LBFS to apply on arbitrary meshes. The compressible Navier-Stokes equations discretized by FVM can be written as:
where i is the index of a control volume, 
Here,  and p are the density and pressure of mean flow, respectively. ( , )
u v and ( , )
x y n n denote the velocity vector and unit normal vector on the control surface in the Cartesian coordinate system, respectively. E is the total energy of mean flow. n U represents the normal velocity.
Furthermore, ij  denotes the components of viscous stress tensor and i  represents the term describing the work of viscous stress and the heat conduction in the fluid. To compute c F by LBFS, the compressible lattice Boltzmann model is required. In this work, the non-free parameter D1Q4 model [11] is utilized. The configuration of this model is shown in Figure 2 , and it is given by: 2  2  2  2  3  2  1 2  2  1  1  1  2  2  1  1  2   2  2  2  2  3  2  1 2  2  1  1  2  2  2  1  1  2   2  2  2  2  3  2  1 2  1  2  2  3  2  2  2  1  2   2  2  2  2  3  2  1 2  1  2  2  4   3   2   3   2   3   2 
where c represents the peculiar velocity of particles defined as . Note that in Equation (22), g is the equilibrium distribution function . As D1Q4 model is a one-dimensional model, it needs to be applied along the normal direction of cell interface for multi-dimensional problems [11] . That is, Suppose that the cell interface is located at 0  r . For simplicity, a local-coordinate system with x-axis pointing to the normal direction and y-axis pointing to the tangential direction of the cell interface is used. As a result, the inviscid flux at the cell interface in the local-coordinate system can be written as:
Here, 
where: 
Here, p e is the potential energy of particles;  is the dimensionless collision time, which can be regarded as the weight of the numerical dissipation [40, 41] . Substituting Equation (26) into Equation (25) 
To evaluate the flux attributed to the tangential velocity, one of the feasible ways can be expressed as: 
Equation (31) forms the LBFS for inviscid compressible flows. It can be treated as a Riemann solver developed by 1D compressible lattice Boltzmann model. As for the viscous flux v F , it is still approximated by conventional finite difference schemes in this work.
Evaluation of Inviscid Flux by LBFS
To compute , n I c F , the equilibrium distribution function at the cell interface should be computed in advance. As the equilibrium distribution function is the function of conservative variables, we just need to calculate the conservative variables at the cell interface first. The conservative variables at the cell interface in the local-coordinate system can be expressed as:
Like Equation (19) , the conservative variables at the cell interface attributed to the normal velocity can be evaluated by:
It is assumed that a local Riemann problem is formed at the cell interface. Then, the equilibrium distribution function   g are the equilibrium distribution functions at the left and right sides of cell interface as shown in Figure 3 . In addition, the conservative variables attributed to the tangential velocity can be approximated by:
Once the conservative variables at the cell interface 
Numerical Examples and Discussion
In this section, several benchmark cases will be studied to examine the performance of newly-developed LBFS. In particular, lid-driven cavity flows and steady natural convection in a square cavity at high Rayleigh numbers of 10 7 and 10 8 will be simulated on non-uniform grids by the incompressible LBFS. Transonic flows around a staggered-biplane configuration will be studied on unstructured grids by using the compressible LBFS.
Lid-Driven Cavity Flows
As a benchmark problem, the classical lid-driven cavity flow has been studied extensively by many researchers [30] [31] [32] [33] [34] . This problem involves several geometrical and flow parameters: the length of the cavity L , the velocity of the lid U and the density and dynamic viscosity of the fluid  and  .
With these parameters, the Reynolds number is defined as Re / UL    . In present study, this problem will be solved by using the LBFS and the standard LBM to compare their accuracy, stability and efficiency in detail. At first, the accuracy of the LBFS and LBM are examined by comparing the pressure and velocity profiles for lid-driven cavity flows at Re = 5000. In the computation, a non-uniform grid of 101 101  for the LBFS and uniform grid of 301 301  for LBM are applied. Note that much finer grid is required for the LBM to maintain numerical stability at this Reynolds number. Figure 4 compares the pressure and velocity profiles obtained by these two methods. It can be seen that excellent agreements have been achieved. Note that the LBFS uses about one-ninth of the total grid points adopted by the LBM, which shows its advantage and capability in applying non-uniform grids. It may also be noted that both LBFS and LBM have the second order of accuracy and quantitatively similar solutions will be obtained when the same grids are applied [8] [9] [10] .
(a) (b) After that, the pure stability of the LBFS and LBM is investigated without considering numerical accuracy. This test is conducted by simulating the lid-driven cavity flows at Reynolds numbers from 100 to 5000. The minimum grids to get stable solution required respectively by the LBFS and LBM are recorded and shown in Table 1 . It can be seen that, with the increase of Reynolds number, the LBM requires more grid points to maintain stability while the LBFS only needs a grid size of 4 4  for all cases considered. This feature indicates that the LBFS is more stable than LBM. In addition, the stability of these two methods can be further examined by comparing numerical solutions for pressure. Moreover, the efficiency of the LBFS and LBM are investigated by considering two cases. The first one is their efficiency on the same uniform grid of 301 301  by simulating the lid-driven cavity flow at Re = 5000. The other case is to examine the computational effort of the LBFS on non-uniform grids when its results agree well with those of the LBM. Table 2 compares the CPU time consumed by each solver in these two cases. As can be seen, when applied on the same grid, the LBFS takes about 3.8 times the computational time and 47% of the virtual memory that are required by the LBM. This is mainly attributed to the fact that, in the LBFS, interpolations of physical quantities are performed at each cell for flux reconstruction, which degrades its efficiency. On the other hand, when the solution of the LBFS compares well with that of LBM as shown in Figure 4 , the LBFS only needs a non-uniform grid of 101 101 
. As compared with those of LBM, only about 16.6% of computational time and 5.3% of virtual memory are consumed by the LBFS. This indicates that the LBFS needs less computational resources and can be more efficient for applications on non-uniform grids. 
Natural Convection in a Square Cavity at High Rayleigh Number
Natural convection in a square cavity is a benchmark case for validating various numerical methods [35, 37, 42] . For instance, Peng et al. [42] simulated this problem at Rayleigh numbers from Ra = 10 . It is noticed that, to study this problem, all versions of LBM restrict their computations on uniform grids. However, non-uniform grids may be more accurate and efficient to capture thin boundary layers, especially for flows at high Rayleigh numbers. This provides a good chance to examine the performance of the LBFS with D2Q4 thermal LB model.
The flow pattern of this problem is characterized by two normalized parameters: the Prandtl number
Pr and the Rayleigh number Ra, which can be respectively defined as:
where L is the length of the square cavity, T  is the temperature difference between the hot and cold is computed and compared: , a large clock-wise recirculation is formed and attached to all walls. Both the flow and temperature boundary layers close to the hot and cold walls are very thin. The temperature at the same height of the cavity is almost a constant near central area. As Ra is increased to 10 8 , the boundary layer separates near the bottom left and top right region. Figure 8 shows the u-velocity along the vertical centerline and v-velocity along the horizontal centerline. As can be seen, the velocity component v is almost zero in a large zone except for those near the wall. This indicates that vertical convection in the central area can be very weak and heat conduction dominates this region. This is consistent with the observation that the temperature on the same latitude is almost a constant in the central area of the cavity. 
Inviscid and Viscous Transonic Flows Around a Staggered-Biplane Configuration
To validate the compressible LBFS for simulation of flows with complex geometry, the inviscid and viscous transonic flows around a staggered-biplane configuration are simulated. This test example is taken from the work of Jawahar and Kamath [44] . It comprises two NACA0012 airfoils, staggered by half a chord length in the pitchwise as well as chordwise directions. At first, the inviscid flow with the free-stream Mach number of 0.7 and the angle of attack of 0 degree is simulated. In the test, the unstructured grid containing 256 points on each airfoil and 36,727 triangular cells in the computational domain is utilized, and its partial view is shown in Figure 9a . The pressure contours obtained from present scheme are shown in Figure 9b . It can be seen from the figure that, a strong normal shock is formed between two airfoils and near the trailing edge of bottom airfoil, which is in line with those observed by Jawahar and Kamath [44] and Lerat and Wu [45] . Figure 10 shows the pressure coefficient distribution on the airfoil surface computed by present scheme. Also displayed in this figure are the results of Jawahar and Kamath [44] and Lerat and Wu [45] . Clearly, the results of current scheme agree well with the published data. In addition, the viscous flow with the free-stream Mach number of 0.8, the Reynolds number of 500 and the angle of attack of 10 degree is simulated. In the simulation, the unstructured grid containing 512 points on each airfoil and 65,861 cells in the computational domain is used, and its partial view is shown in Figure 11a . Figure 11b shows the streamline pattern obtained from present scheme. From this figure, it can be observed that the separation region on the upper surface of top airfoil reveals two vortices. This observation is consistent with the results reported in [44] . As pointed out by Jawahar and Kamath [44] , the secondary vortex is introduced by the bottom airfoil. The comparison of pressure coefficient and skin friction coefficient distributions on the airfoil surface obtained by present scheme with those reported in [44] is shown in Figure 12 . Once again, the results obtained by present scheme compare well with the reference data. 
Conclusions
As a finite-volume solver, the LBFS directly updates macroscopic flow variables at cell centers by solving macroscopic governing equations. Its fluxes are reconstructed locally at each interface through lattice moments of particle distribution functions, in which the relationships obtained from the Chapman-Enskog theory are applied. During local reconstruction, the LBM is applied locally in one streaming time step, which is different from the global application of the conventional LBM. As a consequence, the LBFS is able to combine the advantages of the finite volume method and the LBM.
In this work, the historic development from the LBM to the LBFS is briefly introduced and their relationships with the macroscopic conservation laws are also described through the multi-scale Chapman-Enksog analysis. The major contribution of this work is to refine and examine three different versions of the LBFS, proposed respectively for isothermal, thermal and compressible flows. In particular, the accuracy, stability and efficiency of the isothermal LBFS are compared with the LBM in detail. The LBFS for temperature field is simplified by the D2Q4 model, which reduces computational effort as compared with that by D2Q9 model. The LBFS for compressible flows is improved by incorporating non-equilibrium effects into the process for inviscid flux reconstruction, in which numerical dissipation can be controlled through a switch function.
Several benchmark problems, including lid-driven cavity flows, natural convection in a square cavity at high Rayleigh numbers of 10 7 and 10 8 and transonic flows around a staggered-biplane configuration, have been carried out to examine the solvers. Numerical results show that the LBFS is able to obtain comparable solutions with much less non-uniform grid points and its efficiency can be greatly improved. It is also shown that LBFS is much more stable than LBM and does not generate unphysical pressure oscillations for lid-driven cavity flows. With the application of one-dimensional compressible lattice Boltzmann model, the LBFS can be effectively applied for simulation of compressible flows on unstructured grids.
