We prove that the global minimizer of the Ginzburg-Landau functional of superconductors in an external magnetic eld is, below the rst critical eld, the vortex-less solution found in S1].
I Introduction
We are interested in this paper in describing the minimizers of the Ginzburg-Landau functional J(u; A) = 1 2 Z jr A uj 2 + jh ? h ex j 2 ? h 2 ex + 2 2 (1 ? juj 2 ) 2 ; (I.1) that corresponds to the free energy of a superconductor in a prescribed, constant magnetic eld h ex . Here, superconductor; and the unknowns are the complex-valued order parameter u 2 H 1 ( ; C ) and the U(1) connection A 2 H 1 ( ; R 2 ). The induced magnetic eld h is de ned by h = curl A. The order parameter u indicates the local state of the material: juj is the density of superconducting electron pairs, so that, where juj ' 1, the material is in its superconducting state, whereas where juj ' 0, it is in its normal state. Finally = 1 " > 0 is the Ginzburg-Landau parameter depending on the material, and we are interested in the case of superconductors with high kappa. We stress that no boundary conditions are imposed on (u; A), the characteristics of the solutions to the minimization problem are governed solely by h ex . Minimizers of J(u; A) It turns out that a key physical feature of solutions to (G.L.) is the existence, for a certain range of values of h ex , of vortices, i.e. isolated zeros of u at which u has a nonzero degree: u=juj restricted to a small circle around the zero has a non zero winding number as a map to the unit circle. Away from these zeros, juj 1. Describing solutions to (G.L.) then typically consists in describing the vortex structure of the solutions, i.e. to determine the number, degree and position of vortices.
The di culty here is that without boundary conditions, there is no a-priori bound on the number of vortices. Even if boundary conditions are imposed, the problem of de ning mathematically and describing the vortex structure of solutions is not an easy one. This was done in BBH] supplemented by a Dirichlet boundary condition g : @ ! S 1 . There, a vortex structure is shown to exist for minimizers (and even critical points) of F(u) when " ! 0. Moreover it is proved that there are exactly d = j deg(g)j vortices, and their position is determined. In BR] the functional (I.1) is studied with h ex set to zero and replaced by a gauge invariant variant of the Dirichlet condition. There again the vortex structure is shown to exist when " is small, and results similar to those in BBH] are obtained about the number and position of the vortices. In S1], S2] and S3], the second author studied minimizers of (I.1) without boundary condition. For more details on the notations and physical description of superconductors, we refer to S1] and the references therein. Let us just say that it is observed that for small values of the applied eld h ex , the material is superconducting everywhere (there are no vortices), the magnetic eld does not penetrate it and approximately satis es the London equation
This state is called the Meissner state, corresponding to vortex-less solutions in the terminology of S1] and S2], the corresponding solution (u; A) to (G.L.) being called the Meissner solution. For h ex higher than some critical value H c 1 , the vortex-less solution is no longer energy minimizing.
In S1], to replace the absence of boundary conditions and thus the lack of a-priori estimates on the number of vortices, the functional J(u; A) was minimized on a subdomain of H 1 ( ; C ) H 1 ( ; R 2 ). More precisely, choosing some (large) number M > 0, the minimization was performed on D = (u; A) j 1 2 Z jruj 2 + 1 2" 2 (1 ? juj 2 ) 2 < Mjlog "j ; (I.4) and the following theorem was proved:
Theorem 1 ( S1]) There exist k 1 = 1 2 max j 0 j , k " 2 = O " (1) and k " 3 = o " (1), such that H c 1 = k 1 jlog "j + k " 2 ; and " 0 (M) such that for " < " 0 , the following holds: -if h ex H c 1 , a solution of (G.L.) that is minimizing in D exists, and satis es 1 2 juj 1;
-if H c 1 +k " 3 h ex H c 1 +O " (1); a solution of (G.L.) that is minimizing in D exists, it has a bounded positive number of vortices a " i of degree one, such that dist (a " i ; ) ! 0 where = fx 2 =j 0 (x)j = max j 0 jg ; and 9C > 0; dist (a " i ; a " j ) C for i 6 = j, i.e. the a i 's tend to distinct points 2 .
In addition, it is proved in S3] that the Meissner solution found for h ex H c 1 still exists for h ex H c 1 (even though it is then only locally minimizing in D), and is unique among vortex-less solutions.
H c 1 is known as the rst critical eld. It is the value of h ex for which the energy of the Meissner solution becomes equal to the energy of a single-vortex con guration. Here, we wish to know whether or not, for h ex H c 1 , the Meissner solution is a global minimizer of the energy in addition to being a minimizer in D.
This question arises naturally for all the vortex solutions found in S1] and S2] that are minimizers in D, but that are all likely to be global minimizers. However, the proof in S1] and S2] uses repeatedly the a-priori bound on the number of vortices given by (I.4). Here, without this upper bound, we are still able to prove a result about vortex-less solutions: Thus, we answer positively the question, though we have an imprecision on H c 1 that we were not able to avoid.
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In order to prove this theorem, we consider a minimizing solution of (G.L.) and assume it has possible vortices. We use a technique of R. Jerrard ( J] The lower bound (I.7) was known to be true, see BBH] , under some assumptions on the restriction of u on @B i . Here, adapting slightly the techniques in J], we are able to avoid making these assumptions and to construct these balls even though, in contrast to S1], S2] and S3], their number is not bounded a priori independently of ". Then the key argument of the proof is to split conveniently the energy in a way that is similar to, but slightly di erent from the one used in S1], in order to obtain a lower bound of the energy on n i B i . Precisely, we nd that for a minimizer (u; A), (1); (I.8) as " ! 0. In the above expansion J 0 is roughly the minimal energy of a vortex-less con guration; and 0 is a function depending only on the domain (see S1] or Section II). Putting together (I.7) and (I.8), and using the fact that the energy of a minimizer must be no greater than J 0 allows to conclude that vortices are not present if h ex is less than some number H 0 c 1 1 2 max j 0 j jlog "j;
the right hand-side is precisely the H c 1 computed in S1].
The idea is the same as in S1]: a vortex of degree d \costs" almost jdjjlog "j to make (see (I.7)), while it can decrease J(u; A) by at most dh ex 0 (a i ) (see (I.8)). Note that the choice of r = 1 jlog "j for the size of the balls B i is dictated by the fact that it is the largest radius for which we can prove that the expansion (I.8) is valid. In the sequel, C denotes any positive constant independent from ".
Since the value of H c 1 computed in S1] is of the order of jlog "j, we will assume from now on that h ex Cjlog "j: (II.3) Considering the London equation (I.3), we are led as in S1] to introduce 0 , the solution of Note that (u 0 ; A 0 ) is only a solution to the second (G.L.) equation and not to the rst one, therefore it is not the Meissner solution. However, it is proved in S1] that the in mum of the energy among vortex-less con gurations in D is J 0 + o(1) as " ! 0.
As in S1], we decompose as = h ex 0 + (II.6) so that = 0; = 0 on @ : We state some results borrowed from S1] that are going to be useful in the sequel. 
Thus, in view of (II.8), kruk L 2 ( ) Ch ex :
We then need to de ne the vortices of u with their degrees, by de ning balls (B i ) i2I , such that juj 3 4 on n i2I B i , and d i = deg(u; @B i ). As already mentioned, we achieve this by adjusting a result of Jerrard ( J] ), to obtain the following proposition, the proof of which is de ered to section III.
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Proposition II.1 Let u 2 H 1 ( ; C ) such that kruk L 1 C " , and F(u) Ch 2 ex . Notice that this expansion is quite similar to that of S1], but the terms in are treated di erently and gathered in positive expressions.
We need a last lower bound:
Lemma II. 
III Construction of the balls
In this section, we use the method of R. Jerrard introduced in J], in order to construct balls containing all the zeros of u, on which we have a suitable lower bound on F " of the order jdjjlog "j. The size of the balls has to be large enough so that most of the energy F " is concentrated in these balls, but it has to be smaller than jlog "j ?5 as we saw in section II. We follow almost readily the proofs of J].
III.1 Main steps
First, we include the set fx=ju(x)j < 3 4 g in well-chosen disjoint \small" balls B i of radii r i > " such that F " (u; B i ) C 1 r i " ; where C 1 is a constant. This is possible according to the following lemma, adjusted from J]:
Lemma III.1 Let u : ! C be such that jruj < C=". Then there exist disjoint balls Thus we start with the balls B i given by Lemma III.1, then make them grow progressively. Say the growth rate is governed by a parameter s, we thus construct a family B(s) of disjoint balls. To keep this family of balls disjoint, when some of them intersect, we merge them into a larger ball of radius equal to the sum of the radii of the merged balls. If the growth-rates of the balls have been properly synchronized, then the lower bounds for the energy on each of the merged balls add up nicely so that a lower bound of the type (III.2) is still true for the larger ball. We then resume the dilation, etc : : : , until we reach the size of balls that we wish.
The following proposition sums up the whole growth process:
Proposition III. Proposition III.2 Let u : ! C be such that jruj C " and that F " (u) Cjlog "j 2 :
Then, for any > 0 there exist disjoint balls (B i ) i2I of radii r i such that, for su ciently small ", so that s 0 C"jlog "j 2 . We can thus apply Proposition III.1 for all s C"jlog "j 2 . We choose in particular We thus have the lower bound 4) on F " .
We then show that 3) is true. We know that F " (u) Ch 2 ex Cjlog "j 2 . Combining this with (III.5), we get r i (s 1 ) " (s 1 ) s 1 Cjlog "j 2 :
But, as " (s) ' log s " , in view of (III.4), " (s 1 ) jlog "j ? O(jlog jlog "jj):
Hence, if " is su ciently small, r i (s 1 ) C s 1 " (s 1 ) jlog "j 2 C jlog "j +1 jlog "j 2 jlog "j C jlog "j ;
which is the desired estimate.
There only remains to show that 2) is true. This is easy since in Lemma III.1, each ball satis es F " (u; B i \ ) C 1 r i " , with r i > ", hence carries an energy that is bounded from below by a constant independent from ". As F " Cjlog "j 2 , we see that the number of these balls has to be bounded by Cjlog "j 2 . Then, the procedure of Proposition III.1 does not increase the number of balls, so that property 2) is true.
III.2 Proof of Lemma III.1
We use the notation S(x; r) for the circle in R 2 of center x and radius r. We begin with the following lemma, taken from J]:
Lemma III.3 Let u : S t ! C , where S t is a circle of radius t in R 2 such that t > ". Let We then divide the proof of Lemma III.1 in ve steps.
Step 1: We wish to include fjuj < 3=4g in balls. Let S 1 ; : : :; S k be the connected components of fjuj < 4=5g that intersect fjuj < 3=4g, and x 1 2 S 1 ; : : : x k 2 S k points such that ju(x i )j < 3=4. Also, for every i let r i = supfr > 0 j S(x i ; r) \ fjuj < 4=5g 6 = ?g:
We claim that Cr i " ; proving the claim in this case also.
Step 2: For simplicity, we write B i for B(x i ; r i ). We claim that 8i 6 = j, either B j B i (in this case, we drop B j ) or x j = 2 B i . Indeed, assume that x j 2 B i . By de nition of the balls B i , @B i \ `S`= ?, thus S j = (S j \ {B i ) (S j \ B i ): Since x j 2 B i , S j \ B i 6 = ?, using the connectedness of S j , S j B i , and we can drop B j .
The claim is proved.
Step 3: Dropping the unnecessary balls, we reduce to balls B i such that i S i k B k and 8i 6 = j; x j = 2 B i : It follows from the Besicovitch covering lemma (see for instance St], page 44), any x 2 B i belongs to at most N of the balls, where N is an absolute constant.
Step 4: Naming C i the connected components of i B i , this implies that We then de ne " (s) = min f " (s); C 1 " ; (III.14) where C 1 is de ned in Lemma III.1 Also, we let " (t) = Z t 0 " (s) ds: (III.15) We prove the properties on " . 1) is true because " is the primitive of " which is easily seen to be decreasing. From this, we deduce that sup s2R+ " (s) s = " (0) C 1 " , so that 2) is true. There remains to prove assertion 3). Recall that
1=q dt; where a = t ; b = C 2 " : Denoting by C; C 0 generic positive constants, if C is large enough 1 (1+x q ) ?1=q 1?Cx, whenever x < 1=C. On the other hand, it is easy to check that if t > C 0 ", with C 0 large enough, then a=b < 1=C. Thus we may write Thus, we have a new family of balls B 0 (s 1 ) whose closures are disjoint, such that the union of the balls in this family contains the balls of B(s 1 ), that veri es properties 2) and 3). This last statement is obviously true for the balls that have not changed in the process.
We verify it for a ball B 2 B 0 (s 1 ) that results from grouping B 1 ; : : : ; B`2 B(s 1 ).
{ Property 2) is veri ed since F " (u; B) or to 0. In any case, 3) will be veri ed. The proposition is proved. This completes all the proofs.
