Abstract. Every finite field Fq, q = p n , carries several Alexander quandle structures X = (Fq, * ). We denote by QF the family of these quandles, where p and n vary respectively among the odd primes and the positive integers.
Introduction
A quandle X = (X, * ) is a non-empty set X with a binary operation * satisfying the following axioms:
(Q1) a * a = a for every a ∈ X; (Q2) (a * b) * c = (a * c) * (b * c) for every a, b, c ∈ X; (Q3) for every b ∈ X, the map S b : X → X defined by S b (x) = x * b is a bijection.
Every set X admits the trivial quandle structure X(0) with the operation defined by a * 0 b = a for every a, b ∈ X. Given a quandle X = (X, * ) := (X, * 1 ) := X(1), for every integer n > 1 one can define another quandle X(n) := (X, * n ), where for every a, b ∈ X one sets a * n b = (a * n−1 b) * b. Every finite quandle X has a well defined type t X ≥ 1, such that X(n) = X(m) if and only if m = n mod (t X ).
1.1. Quandle colorings. Let K ⊂ S 3 be an oriented (smooth or PL) knot. The fundamental quandle of K was defined independently by Joyce [11] and Matveev [14] . They also showed that the fundamental quandle is a classifying invariant of knots. If X is a finite quandle, then for every natural number z ≥ 0 one can define the invariant c X (K, z) ∈ N which counts the representations of the fundamental quandle of K in X(z). It turns out that c X (K, z) can be computed as the number of suitably defined X(z)-colorings of any diagram D of K. In order to simplify the notation, we denote by (K, z) a knot labelled by a natural number z. Any label of K obviously defines a label on every diagram of K, and if (D, z) is any diagram of (K, z), then we define a X-coloring of (D, z) to be a X(z)-coloring of D. Of course, if X has type t X ≥ 1, then we may (and we will) actually consider Z t X -valued (rather than N-valued) labels, where we understand that, for every j ≥ 2, we identify Z j = Z/jZ with the set of canonical representatives {0, . . . , j − 1}. The definition of c X (K, z) easily extends to the case of oriented labelled links. In fact, let L = K 1 ∪. . .∪K k be an oriented link with k components, and let P = (L 1 , . . . , L h ) be a partition of L, where the L i 's are disjoint sublinks of L such that L = L 1 ∪ . . . ∪ L h . We denote by |P| = h the number of links in the partition P. A special rôle is played by the maximal (resp. minimal) partition P M (resp. P m ) of L, which can be characterized as the unique partition such that |P| = k (resp. |P| = 1), so that L i = K i for i = 1, . . . , k (resp. L 1 = L). A (N-valued) P-cycle for L is a map z : {1, . . . , h} → Z that assigns the non-negative integer z i = z(i) to every component of the sublink L i of L. In what follows, we often denote such a cycle (z 1 , . . . , z h ) simply by z, and we denote by 0 (resp. by 1) the cycle that assigns the integer 0 (resp. 1) to every component of L.
If D is a diagram of L, then any P-cycle z for L descends to a P-cycle (D, z) for D. In Section 2 we recall the definition of X-coloring of (D, z). The total number of such colorings is denoted by c X (D, P, z), and turns out to be independent of the chosen diagram, thus defining an invariant c X (L, P, z) of the partitioned and labelled link (L, P, z).
Alexander quandles.
In this paper we deal with a concrete family Q F of finite quandles, that we are now going to introduce. Let us fix some notation we will extensively use from now on. For every odd prime p ≥ 3, we denote by Λ (resp. Λ m ) the ring Z[t, t −1 ] (resp. Z m [t, t −1 ]). Moreover, π m : Λ → Λ m is the ring homomorphism induced by the projection Z → Z m . For every p(t) ∈ Λ (resp. p(t) ∈ Λ m ) we define the breadth br p(t) of p(t) as the difference between the highest and the lowest exponent of the non-null monomials of p(t). In particular, the breadth of any constant polynomial (including the null polynomial) is equal to 0 (the reason why we set br 0 = 0 will be clear soon). If p(t), q(t) are elements of Λ (resp. of Λ m ), we write p(t) . = q(t) if p(t) and q(t) generate the same ideal of Λ (resp. Λ m ), i.e. if and only if p(t) = ±t k q(t), k ∈ Z (resp. p(t) = at k q(t), a ∈ Z * m , k ∈ Z). Recall that a finite Alexander quandle is a pair (M, * ), where M is a finite Λ m -module and the quandle operation is defined (in terms of the module operations) by a * b := ta + (1 − t)b .
We now define the family Q F of finite Alexander quandles we are interested in. Fix an odd prime p, let h(t) be an irreducible element of Λ p with positive breadth br h(t) = n ≥ 1, and let us define F(p, h(t)) as the quotient ring F(p, h(t)) = Λ p /(h(t)) .
Ifĥ(t) ∈ Z p [t] ⊆ Λ p is such thatĥ(t)
. = h(t) and h(0) = 0, then it is readily seen the the inclusion Z p [t] ֒→ Λ p induces an isomorphism Z p [t]/(ĥ(t)) → F(p, h(t)). Since degĥ(t) = br h(t) = n, it follows that F(p, h(t)) is a finite field of cardinality q = p n .
We may therefore define the Alexander quandle X := (F(p, h(t)), * ) by setting a * b := ta + (1 − t)b for every a, b ∈ F(p, h(t)) ,
where t is the class of t in F(p, h(t)). Once q = p n is fixed, there exists only one finite field F q up to field isomorphism. However, even in the case when h 1 (t) ∈ Λ p and h 2 (t) ∈ Λ p have the same breadth, it may happen that the quandles (F(p, h 1 (t)), * ) and (F(p, h 2 (t)), * ) are not isomorphic (see Remark 2.2). We now set Q F (m) = {(F(p, h(t)), * ) | 1 ≤ br h(t) ≤ m} and Q F = m≥1 Q F (m) .
1.3.
The invariant A Q (L, P). Let us fix a quandle X = (F (p, h(t)), * ). Let D be a diagram of a link L, let P be a partition of L and z be a P-cycle for L. If X = (F(p, h(t)), * ), then it turns out that the space of the X-colorings of (D, z) is a F(p, h(t))-vector space of dimension d X (L, P, z) ≥ 1. Hence c X (L, P, z) = q d X (L,P,z) , so the whole information about c X (L, P, z) is encoded by the integer a X (L, P, z) := d X (L, P, z) − 1 ≥ 0. For instance, if L = K is a knot, then the A Q -marked spectrum of K, that is the set {a X (K, n) | X ∈ Q F , n ∈ Z t X }, considered as a map defined on a subset of Q F × N, carries the whole information provided by these quandle coloring invariants. In this paper we concentrate our attention on the derived invariant defined by A Q (L, P) := sup{a X (L, P, z)} , where X varies in Q F and z varies among the P-cycles of L. We show in Lemma 2.5 that A Q (L, P M ) is an invariant of the unoriented link L. On the contrary, for a generic partition P the invariant A Q (L, P) can depend on the orientations of the components of L. For every partition P we have of course
When L = K is a knot, of course there is only one partition (P m = P M ) and we simply write A Q (K). Moreover, henceforth the invariant A Q (L, P m ) will be denoted simply by A Q (L).
1.4.
A lower bound on the tunnel number of links. Recall that the tunnel number t(L) of a link L ⊂ S 3 is the minimum number of properly embedded arcs in S 3 \ L to be attached to L in such a way that the regular neighbourhood of the resulting connected spatial graph is an unknotted handlebody (i.e. it is the regular neighbourhood also of a graph lying on a 2-dimensional sphere S 2 ⊆ S 3 ). Of course, the tunnel number is an invariant of unoriented links.
The argument of Proposition 6 in [9] (originally given for quandles of type 2) easily extends to our situation (see Proposition 2.6) and allows us to prove (in Subsection 2.3) the following:
In particular, A Q (L, P) is always finite.
Lower bounds on genera of links. We say that
where ∂Σ i inherits the orientation induced by Σ i ), for every i = 1, . . . , h. If P is a boundary partition of L, then we define the genus of (L, P) by
where (Σ 1 , . . . , Σ h ) varies among such systems of Seifert surfaces. If P is not a boundary partition, we set g(L, P) = +∞ . Every link admits a connected Seifert surface, so P m is always a boundary partition, and the number g(L) := g(L, P m ) is usually known as the genus of L. On the other hand, P M is a boundary partition if and only if L is a boundary link. It is immediate that g(L, P M ) is an invariant of the unoriented link L.
The following result provides the fundamental estimate on link genera provided by quandle invariants, and is proved in Section 5 (note that the statement below is non-trivial only when P is a boundary partition):
Let (L, P) be a k-component partitioned link, and let z 1 , z 2 be P-cycles for L. Then we have:
Recall that 0 is the cycle that assigns the integer 0 to every component of L. In the hypotheses of the previous Theorem, for every partition P we have a X (L, P, 0) = k − 1. Hence Theorem 1.2 immediately implies the following Corollary:
In particular:
•
• If P m is the minimal partition of L, then
• For every knot K we have
In particular, if g(K) = g, the bound on the genus provided by A Q (K) is sharp if and only if A Q (K) ≥ 2g − 1. The very same remark also applies in the general case of partitioned links.
1.6. Alexander ideals and quandle coloring invariants of links. Once Theorem 1.2 and Corollary 1.3 are established, we will discuss a bit the performances of the A Q (L, P)'s as link invariants as well as lower bounds for the link genera. We will mostly concentrate on the case P = P m . The statement of Theorem 1.3 reminds the classical lower bound (see e.g.
T , S(L) being any Seifert matrix of L (of course, the above estimate holds only if we agree that the breadth of the null polynomial is equal to 0).
Let us introduce some notations that will prove useful in describing the relations between Alexander polynomial invariants and quandle coloring invariants of links. We refer to [6, 7] for the definitions and some basic results about Alexander ideals of links and modules. As usual, we denote by p an odd prime number. If K, K ′ are disjoint oriented knots in S 3 , we denote by lk(K, K ′ ) the usual linking number of K and K ′ . For every oriented link
e. the covering associated to the kernel of the homomorphism α :
i (L)(t) are described in Corollary 6.6 (but see also Remarks 6.8 and 6.9).
otherwise .
Also recall (see Lemma 6.5 ) that there exists a minimum
In the very same way we can define the family of polynomials with integer coefficients {e i (L)(t)} in Λ.
In Section 7 we prove the following result, which is strongly related with the main result of [8] , although there is a subtlety in the statement that we will point out below. Theorem 1.5. Suppose L is a link, and take a quandle X = (F(p, h(t)), * ) ∈ Q F . Then the space of X-colorings of (L, P m , z) is in bijection with the module
where z = z(P m ) is the value assigned by z to every component of L, and (e i (L)(t), h(t)) ⊆ Λ p is the ideal generated by e 
i (t) and h(t).
Let us compare our result with Inoue's Theorem [8, Theorem 1] . We first observe that in [8, Theorem 1] only the case when L = K is a knot and z = 1 is considered. Moreover, our proof of Theorem 1.5 does not make use of Fox differential calculus, and is therefore quite different from Inoue's argument. However, maybe the most interesting feature of the statement of Theorem 1.5 is that
, of e i (L)(t) as it could be suggested by the original statement of [8, Theorem1] . In fact, in Remark 6.8 we show that the statement of Theorem 1.5 does not hold if the e (p) i (L)(t)'s are replaced by the π p (e i (L)(t))'s. In other words, in the following statement from the abstract of [8] :
" The number of all quandle homomorphisms of a knot quandle of a knot to an Alexander quandle is completely determined by Alexander polynomials of the knot" the mentioned Alexander polynomials are not just the ones relative to the usual Alexander Λ-module A(L), but one has to consider the polynomials associated to the whole family of
In the case of knots, building on Theorem 1.5 we deduce (in Section 7) the following: Theorem 1.6. For every knot K we have
In particular, as a bound on the genus of knots, the invariant A Q (K) is dominated by A(K). Moreover, the following example shows that, when L = K is a knot, the difference between A(K) and A Q (K) may become arbitrarily large.
For any pair p, q of coprime integers, the torus knot T p,q has tunnel number t(T p,q ) = 1 (and its unknotting tunnels have been classified in [2] ). Denoting by ∆ p,q (t) the Alexander polynomial of T p,q , it is well-known (see e.g [3, page 128]) that:
In particular, the bound on the genus of T p,q provided by the Alexander polynomial is sharp, i.e. we have A(T p,q ) = 2g(T p,q ). As a consequence, we get the following: Proposition 1.7. For every n 0 ∈ N there exist an integer n ≥ n 0 and a knot K such that
While being dominated by A(·) in the case of knots, the quandle invariant A Q (·) may provide a better lower bound on the genus of k-component links, k ≥ 2. Moreover, A Q (·) can provide a sharp lower bound of the knot genus, and can distinguish knots sharing both the genus and the Alexander polynomial. More precisely, in Section 9 we prove the following Propositions:
Proposition 1.9. Let us fix g ≥ 1. Then, for every r 1 , r 2 such that 1 ≤ r 1 ≤ r 2 ≤ 2r 1 ≤ 2g, there exist knots K 1 and K 2 such that the following conditions hold:
Moreover, we can require that both A Q (K 1 ) and A Q (K 2 ) are realized by means of some dihedral quandle with cycle z = 1.
1.7.
Further properties of the invariant A Q . Let L = K be a knot, and let us look for proper subfamilies of Q F that carry the relevant information for computing A Q (K). In Lemma 7.1 we show that A Q (K) is completely determined by the number of colorings relative to the cycle z = 1: more precisely, we show that for every knot K there exists X ∈ Q F such that A Q (K) = a X (K, 1). In particular we can set
In Subsection 7.4 we prove the following:
In Section 8, Corollary 8.8, we check directly that if g(K) = 1 then either A Q (K) = 0 or A Q (K) ∈ {1, 2}, and in the last case we have
Question 1.11. Let n ∈ N be fixed. Does a knot K exist such that δ(K) ≥ n? (See Remark 7.10 for a brief discussion about this issue). Question 1.12. Is θ(K) bounded from above by an explicit function of g(K) (or A(K), or δ(K))?
Quandle invariants
We briefly recall a few details about the definition of quandle invariants of links and about our favourite family Q F of finite Alexander quandles.
Let X = (X, * ) be any finite quandle, |X| = m. For every b ∈ X, the permutation of X defined by S b : a → a * b has order o(b) that divides m! . If we denote by t X the l.c.m. of these orders, then for every a, b ∈ X we have S t X b (a) = a * t X b = a, that is * t X = * 0 , and it is readily seen that t X is in fact the type of X, as defined in the Introduction.
2.1. Basic properties of finite Alexander quandles. Let us now turn to our favourite Alexander quandles X = (F(p, h(t)), * ) where h(t) is an irreducible polynomial of breadth n ≥ 1 in Λ p . Hence F(p, h(t)) is a finite field with q = p n elements.
For
, in such a way that H m (t) = (1 − t)p m (t) for every m ≥ 1 (when this does not arise ambiguities, we consider p m (t) (resp. H m (t)) also as elements of Z p [t], Λ and Λ p ). Also recall that t denotes the class of t in F(p, h(t) ). An easy inductive argument shows that for every a, b ∈ F(p, h(t)) and every
Lemma 2.1. Let X = (F(p, h(t)), * ) be a finite Alexander quandle as above, let n = br h(t) and set q = p n . Then:
(1) X is trivial if and only if h(t)
, and n + 1 is prime. 
(3) By point (1), X has type 1 (i.e. it is trivial) if and only if H 1 (t) = 0, so we may suppose that X is non-trivial. In this case, since H m (t) = (1 − t)p m (t) and 1 − t = 0 in (F p , h(t)), point (3) is an immediate consequence of (2).
Since br h(t) = br p n+1 (t), this condition holds if and only if p n+1 (t) . = h(t), and this implies that
, then it is irreducible also in Z[t], and this implies in turn that n + 1 is prime.
The simplest non-trivial quandles in our family Q F are the dihedral quandles D p = (F(p, 1+ t), * ). In this case the quandle operation takes the form a * b = 2b − a, in terms of the field operations of F(p, h(t)) = Z p . Dihedral quandles are involutory, i.e. their type is equal to 2.
Remark 2.2. If q = p n , the finite field F q , which is unique up to isomorphism, supports in general non-isomorphic quandle structures. This phenomenon shows up already when n = 1, i.e. when considering Alexander quandles in Q F (1). For every odd prime p and every a ∈ Z * p , let h a (t) = a + t, and let X p,a = (F(p, h a (t)), * ) be the corresponding Alexander quandle. We have seen in Lemma 2.1-(1) that X p,a is trivial if and only if a = p − 1. On the other hand, if a = 1 then X p,a is a dihedral quandle, and its type is equal to 2. By Lemma 2.1-(4), if a / ∈ {1, p − 1} then t Xp,a > 2, so the quandles X p,a , X p,1 and X p,p−1 are pairwise non-isomorphic. For example, Lemma 2.1-(2) implies that t Xp,a = 3 if and only if a = 0, −1 and −a is a root of t 2 + t + 1, i.e. if and only p = 3 and the equation a 2 − a + 1 = 0 has a root in Z p (such a root is necessarily distinct from 0, −1). The discriminant of this quadratic equation is equal to −3, so we can conclude that t Xp,a = 3 if and only if p = 3, the element p − 3 admits a square root c in Z p , and a = (1 ± c)(k + 1).
Also observe that, if p > n(n − 1) + 2, then there exists a ∈ Z p \ {0, −1} such that −a ∈ Z p is not a root of p i (t) ∈ Z p [t] for every i = 1, . . . , n. By Lemma 2.1-(2), this implies that the type of X p,a exceeds n, and this shows that Q F (1) contains quandles of arbitrarily large type.
Here is another construction of non-isomorphic quandles supported by the same finite field F q . Assume for example that both 1 + t m and p m+1 (t) are irreducible in Z p [t] . By Lemma 2.1-(4), the type of (F(p, p m+1 (t)), * ) is equal to m + 1. On the other hand, since (1+t m )p m+1 (t) = p 2m (t), points (4) and (2) of Lemma 2.1 imply respectively that the type of (F(p, 1 + t m ), * ) is bigger than m and divides 2m, and is therefore equal to 2m. An example of this kind is obtained by taking m = 2 and p = 11, so that we have two non-isomorphic quandle structures (of type 3 and 4 respectively) on F q , where q = 11 2 .
Quandle colorings of links. Let
where z(i) labels every component of the sublink L i . Such a cycle naturally descends to D. An arc of D is any embedded open interval in D whose endpoints are undercrossing. An X-coloring of (D, P, z) assigns to each arc of D a "color" belonging to X in such a way that at every crossing we see the local configuration shown in Figure 1 . Here a, b ∈ X are colors, and z refers to the value assigned by z to the sublink that contains the overcrossing arc. Remark 2.3. The case when X is a dihedral quandle is particularly simple to handle because in this case orientations become immaterial from the very beginning, in the sense that the rule of Figure 1 is well-defined even if one forgets the orientation of the overcrossing arc.
The following Proposition shows that
is a well defined invariant of (L, P, z) (up to isotopy of oriented, partitioned and labelled links), where c X (D, P, z) is the number of X-colorings of (D, P, z).
) be a partitioned link endowed with a fixed Z t X -cycle, and let
Proof. Let us briefly describe how our statement can be deduced from the results proved in [9, 10] (in [9] only the case of involutory quandles is considered, but such a restriction is overcome in [10] ). In order to check that c X (D, P, z) is independent of D it is sufficient to prove the statement in the case when D and D ′ are related to each other by a classical Reidemeister move on oriented link diagrams. In the cited papers the authors consider indeed a more general situation, where D and D ′ are trivalent spatial graphs, and D ′ is obtained from D either via a Reidemeister move, or via a Whitehead's move (by the way, this ensures that D and D ′ have ambient-isotopic regular neighbourhoods in S 3 -see also the discussion in Subsection 2.3 below). In our case we have to deal only with the usual Reidemeister moves. Moreover, every Z t X -cycle on D canonically defines a Z t X -cycle on D ′ , so the arguments in [9, 10] prove the claimed result.
Let X ∈ Q F be a quandle of type k supported by the field F q . It is clear that the Xcolorings of a diagram (D, P, z) as above correspond to the solutions of a linear system over F q . Therefore, the space of such colorings (which contains all the constant colorings) is a F q -vector space of dimension d X (D, P, z) ≥ 1, so the whole information about c X (D, P, z) is encoded by the natural number
By Proposition 2.4, this number is a well defined isotopy invariant of oriented and Z t Xlabelled partitioned links. As a consequence, the following polynomial, that collects all such "monomial" invariants, is an invariant of oriented partitioned links:
Also observe that by the very definitions we have
Lemma 2.5. Let L be an oriented link, and let
Proof. Let P M = (K 1 , . . . , K h ) be the maximal partition of L, and for every ǫ : {1, . . . , h} → {±1} let us denote by ǫL the link ǫ(1)K 1 ∪ · · · ∪ ǫ(h)K h , where as usual the symbols K and −K denote knots having the same support and opposite orientations. We also define the cycle ǫz by setting (ǫz)(j) = ǫ(j)z(j). It is not hard to verify that for every cycle z and every ǫ we have
We now say that two cycles z and z ′ are equivalent if and only if there exists ǫ such that z ′ = ǫz, and we denote by [z] the equivalence class of z. The previous discussion shows that the polynomials
do not depend on the orientation of the components of L. The conclusion now follows from the obvious equality
2.3.
Quandle invariants and tunnel number. For every finite quandle X, the number c X (L, P m , 1) (that is the number of colorings associated to the cycle assigning the value 1 to every component of L) is in a sense the most widely considered quandle coloring invariant of classical links. The multiset of invariants obtained by varying the Z t X -cycles (when X ∈ Q F , such a multiset is encoded by the polynomial Φ X (L, P M )(t)) has been introduced in [9, 10] 
Proof. We sketch the proof for the sake of completeness. By equality (1), it is sufficient to show that
where G j is a spatial graph with trivalent vertices obtained by attaching an arc to G j−1 , and G m is a spine of an unknotted handlebody. According to [9] , for every quandle X the X-colorings of any diagram of a trivalent graph like G j verify (in addition to the rule already described in Figure 1 ) the further vertex condition described on the left of Figure 2 (here a refers to a color). With such a definition of coloring, the number of X-colorings of the diagram of a spatial graph does depend only on the isotopy class of a regular neighbourhood of the graph, which is a spatial handlebody (the proof of Theorem 5 in [9] does not really makes use of condition (K2') stated there, that is equivalent to asking that the considered quandle has type 2). We can assume that G j−1 and G j admit respectively diagrams D and D ′ that differ from each other only by the local configurations shown on the right of Figure 2 . Every cycle on G j−1 extends to a cycle on G j that assigns the value 0 to the added arc. Then it is easy to show that
Moreover, since a regular neighbourhood of G m is an unknotted handlebody, we have
2 Proposition 1.1 is now an easy consequence of Proposition 2.6. In [1] we have used Ishii's quandle coloring invariants of graphs (only exploiting the dihedral case) in order to detect different level of knottings of spatial handlebodies.
Ribbon tangles
Let us now fix a quandle X ∈ Q F of type t X . The following simple Lemma (it is a straightforward computation) plays a crucial rôle in the proof of our main results. Consider the local configurations of Figure 3 . Here a, b, c, b 1 , b 2 are colors belonging to some X-coloring, where we understand that z ∈ {0, . . . , t X − 1} is the same value of the cycle on both the overcrossing strands. Figure 3 we have:
Lemma 3.1. For the diagram on the left of
For the diagram on the right we have:
Let us consider a decorated tangle diagram T as suggested in Figure 4 . It is understood that the circular box contains h oriented strings, each of which has an "input" and an "output" endpoint. Moreover, the j-th string is decorated with a sign s j ∈ {±1}, and its endpoints are endowed with an input color r j and an output color f j . We use such a string tangle to encode an associated ribbon tangle R(T ) with oriented ribbon boundary tangle D(T ), by applying the doubling rules suggested in Figure 5 , where the left (right) side refers to the string sign s = 1 (s = −1). Every ribbon component has two oriented boundary components, that are two copies of the corresponding string of T with opposite orientations. These boundary components are also ordered by taking first the component which shares the same orientation as the corresponding string of T . If z : {1, . . . , h} → Z t X is any cycle defined on the strings of T , we define the associated ribbon boundary cycleẑ on D(T ) by assigning the same value z(j) to both boundary components of the ribbon associated to the j-th string of T . In this way we have obtained a Z t X -labelled ribbon boundary tangle (D(T ),ẑ). Arcs of T and of D(T ) are defined as usual, provided now that also the endpoints of the strings of T and D(T ) have to be considered as endpoints of arcs of T and D(T ).
The notion of X-coloring extends obviously to any Z t X -labelled ribbon boundary tangle (D(T ),ẑ). For every such a coloring, along every arc of T we see a couple of ordered arcs of D(T ) carrying an ordered couple of colors, say (a, b). The following result is an immediate consequence of Lemma 3.1. Then every such X-coloring can be described as follows. At the input point of the j-th string of T we have an ordered couple of colors (a j , a j +d j ). Along every arc α of T belonging to the j-th string, we have a couple of colors of the form (a j + r α , a j + d j + r α ).
For obvious reasons, we say that the r α 's define an X diff -coloring of the arcs of T , which vanishes at the input points of the strings of T (observe that the definition of difference between colors relies on the fact that X is a module, and is not related to the quandle operation of X). We now deduce from Lemma 3.1 the rule governing these X diff -colorings at crossings. We refer to Figure 6 . Here r I , r F are X diff -colors, d, z, s are respectively the constant X-color difference, the value of the cycle and the sign of the string that contains the overcrossing strand, and ǫ = ±1 is the usual sign of the crossing.
With notation as in Figure 6 , Lemma 3.1 readily implies that
As a consequence, every X diff -coloring of (T, z) (in particular the corresponding set of output colors {f j }) is completely determined by the input data {d j }, and every X-coloring of (D(T ),ẑ) is completely determined by the input data {(a j , d j )}. In fact, every X diff -coloring of (T, z) can be constructed as follows: we run along every string of T from its input point to its output point, and at every undercrossing we add to the local input value r I a suitable term according to equation (2) . Given an ordered couple (i, j) of string indices, let n + i,j (resp. n − i,j ) be the number of times the i-th string passes under the j-th string at a positive (resp. negative) crossing, and let us set
The following Proposition summarizes the discussion carried out in this Section.
Proposition 3.3. Let T be a decorated tangle with associated ribbon boundary tangle D(T ).
Then, every X diff -coloring of (T, z) (in particular the corresponding set of output colors {f j }) is completely determined by the input data {d j }, and every X-coloring of (D(T ),ẑ) is completely determined by the input data {(a j , d j )}. In particular, the f j 's can be computed in terms of the d i 's by means of the formula
Seifert surfaces and special diagrams
Let us consider a compact oriented surface Σ g,s of genus g having s ≥ 1 boundary components. Clearly g + s ≥ 1, and g + s = 1 if and only if g = 0 and s = 1, i.e. if Σ g,s is a disk. Let us assume that g + s > 1. It is well known that Σ g,s is homeomorphic to the model shown in Figure 7 , where the case g = 2, s = 3 is considered. The picture stresses also the fact that Σ g,s is the regular neighbourhood of a 1-dimensional trivalent graph P g,s , which is therefore a spine of Σ g,s .
Let now L be an oriented link endowed with a Seifert surface Σ of genus g, and let s be the number of components of L. Assume first that g + s > 1 . Then the pair (Σ, L) is the image of a suitable embedding of the corresponding model (Σ g,s , ∂Σ g,s ) in S 3 . As a consequence, L admits a special diagram D(T ) as described in Figure 8 : on the top there is a suitable decorated tangle T with 2g + s − 1 strings (see Section 3), where we understand that all the strings have positive sign; on the bottom we see a standard closing tangle C which closes the ribbon boundary tangle D(T ) associated to T . The strings of T correspond to a generic projection of the image (via the embedding Σ g,s ֒→ S 3 ) of some oriented edges of the spine P g,s of Σ g,s . We say that T is the primary tangle of the special diagram D(T ). If g + s = 1, then L is a trivial knot and Σ is a spanning disk of L; in this case we understand that the only special diagram of L is given by the trivial diagram D of L, and we agree that the closing tangle C coincides with D, while the primary tangle T is empty.
Let us now consider an oriented link L endowed with a boundary partition P = (L 1 , . . . , L h ), and let Σ 1 , . . . , Σ h be a system of disjoint Seifert surfaces such that ∂Σ i = L i (as oriented 
is the image of a suitable embedding in S 3 of the disjoint union
It readily follows that L admits a special diagram as described in Figure 9 , where the closing tangle C decomposes into the union of h closing tangles C 1 , . . . , C h . Of course, strings of T corresponding to distinct Σ i 's may be linked to each other.
Such a special diagram is adapted to P, in the sense that every arc of the primary tangle T gives rise to a pair of arcs of D(T ) that belong to the same link of the partition P. Therefore, every P-cycle on L descends to a well-defined cycle on T .
Remark 4.1. Suppose that P is a boundary partition of a k-component link L. The procedure described in this Section provides a special diagram of L adapted to P whose primary tangle has exactly 2g(P) + k − |P| strings.
Lower bounds for link genera
We are now ready to give a Proof of Theorem 1.2. Let (L, P) be a k-component partitioned link, and let us set α = 2g(P) + k − |P| .
where L 1 is a 2-component link bounding a Seifert surface of genus 1, and L 2 is a knot bounding a Seifert surface of genus 1.
As pointed out in Remark 4.1, L admits a special diagram D(T ) adapted to P whose primary tangle T has exactly α strings. Let us take a quandle X ∈ Q F and a P-cycle z :
Such a cycle descends to the diagram D(T ), whence to the boundary ribbon tangle D(T ) ⊂ D(T ).
What is more, since D(T ) is adapted to P, the cycle z induces a cycle on T , which will also be denoted by z. The
X-colorings of (D(T ), z) are the X-colorings of (D(T ),ẑ) that extend to the whole (D(T ), z).
In order to study the space of X-colorings of (D(T ), z) we exploit the results obtained in Section 3. The space of X-colorings of (D(T ), z) is then obtained by imposing the conditions corresponding to the fact that colors have to match along the closing tangle C of D(T ).
Let us associate to every string of T four variables (a i , d i , b i , f i ), i = 1, . . . , α. As usual, the pair (a i , a i + d i ) refers to the values of a X-coloring on the arcs of D(T ) originating at the input point of the i-th string of T , while (a i + f i , a i + d i + f i ) refers to the values of such a coloring on the arcs of D(T ) ending at the output point. Finally, the auxiliary variable b i encodes the change that an arc of D(T ) undergoes whenever it undercrosses the band corresponding to the i-th string. Therefore, the value of b i depends both on d i and on the value assigned by z to the i-th string of T . Henceforth, we denote such a value by z i (so z i = z(j(i)) when the i-th string of T corresponds to a band of D(T ) whose boundary lies on L j(i) ).
Let us write down the system that computes the space of colorings we are interested in. Proposition 3.3 implies that the space of X-colorings of (D(T ), z) is identified with the space of the solutions of the linear system (3)
In order to obtain the space of X-colorings of (D(L), z), we have to add to these equations also the conditions arising from the fact that colors must match along the strings of the closing tangle C. These conditions can be translated into a linear system
and we stress that such a system does not involve the b i 's (this system is written down in Subsection 6.1, but this is not relevant to our purposes here).
Let now z ′ be another P-cycle, and let us concentrate on the difference
We have just seen that the linear system that computes the space c X (L, P, z) is given by the union of equations (3), (4), (5) . Now, the argument above shows that the system computing the space c X (L, P, z ′ ) is given by the union of the systems (4) and (5) with the following equations:
where z ′ i is the value assigned by z to the i-th string of T . Therefore, the system computing c X (L, P, z ′ ) is obtained from the system computing c X (L, P, z ′ ) just by replacing equations (3) with equations (6) . Since such equations are in number of α = 2g(P) + k − |P| we finally obtain
This concludes the proof of Theorem 1.2. 2 Finally we note that the very same argument of the above proof gives the following improvement of Theorem 1.2 . 
An example.
The following example shows that Theorem 5.1 could prove more effective than Theorem 1.2 in providing bounds on the genus of links. Let us consider the tangle B showed in Figure 10 . Recall that D p is the dihedral quandle of order p, let 1 be the cycle that assigns the value 1 ∈ Z t Dp = Z 2 to every arc of B, and let us denote by C p (a, b, c, d ) the number of D p -colorings of B (relative to the cycle 1) which extend the colors a, b, c, d assigned on the "corners" of the diagram. For every q ≥ 1, let L q be the link described in Figure 11 . Figure 11 . On the top: the link L q ; every B i is a copy of the tangle B. On the bottom: the case q = 2.
It is obvious from the picture that L q is a boundary link such that g(L, P M ) ≤ 2q. Let K q (resp. K ′ q ) be the component of L q on the top half (resp. the bottom half) of the diagram shown on the top of Figure 11 . We denote every P M -cycle z : P M → Z 2 simply by the pair (z({K q }), z({K ′ q })), and the integers a
Proof. As usual, the only (0, 0)-colorings of L q are those which are constant on every component of L q , so a D 3 (L q , (0, 0)) = 1.
Let us now concentrate on (1, 0)-colorings of L q . It is immediate to observe that K q and K ′ q are both trivial. Since the cycle (1, 0) vanishes on K ′ q , it is immediate to realize that any such coloring restricts to a coloring of K q (1). Since K q is trivial, this implies that every (1, 0)-coloring of L q is constant on K q . The discussion in Section 3 now implies that that the colorings of K ′ q are not affected by the crossings between the bands of K ′ q and the bands of K q . Then, every (1, 0)-coloring of L q restricts to a 0-coloring (i.e. to a constant coloring) of K ′ q . We have proved that the only (1, 0)-colorings are the ones which are constant on every component of L q , so a D 3 (L, (1, 0)) = 1. The same is true (by the very same argument) also for (0, 1)-colorings, so a D 3 (L, (0, 1)) = 1.
Let us now fix two colors a, b ∈ D 3 . An easy application of Lemma 5.2 shows that the number of the colorings of L q which take the value a (resp. b) on the arc of K q (resp. of K ′ q ) joining the tangles B 1 and B q is equal to 3 2q . Therefore, the number of (1, 1)-colorings of L q is equal to 3 2q+2 , whence the conclusion. 
It is maybe worth mentioning that the bound provided by Corollary 1.3 is less effective in order to compute g(L, P M ). In fact, Proposition 5.
A proof of Theorem 1.5
With notations as in the preceding Section, let us describe more explicitly the system computing the X-colorings of (L, P m , z), where X = F(p, h(t)) is a quandle in Q F . 6.1. More details on the system associated to a special diagram. Let us now concentrate on the case P = P m , so that there exists z ∈ N such that z = z(i) for every i = 1, . . . , k (recall that k is the number of components of L). We also set g = g(L) = g(L, P m ).
Then, the linear system described by equations (3), (4) and (5) reduces to the system
where α = 2g + k − 1 and a i , d i , f i have to be considered as variables in F(p, h(t)). Moreover, the system S({a i }, {d i }, {f i }) = 0 has integer coefficients. Let us look more closely to the closing conditions S{a i }, {d i }, {f i }) = 0. By looking at the definition of special diagram for L, one can easily show that such closing conditions reduce, after easy simplifications, to the system
An easy inductive argument shows that the condition a 2g = a 1 + d 1 is a consequence of  equations a 2i−1 = a 2i − d 2i−1 , i = 1, . . . , g, and a 2i = a 2i+1 + d 2i+1 , i = 1, . . . , g − 1.
Therefore, the system (7) is equivalent to the system (8)
where we have eliminated the f i 's from the variables. Let us now define two square matrices N (z) and J of order α with coefficients in Λ as follows:
(so J has in fact integer coefficients), and
We also denote by N (z, p) the matrix obtained by replacing each coefficient of N (z) by its image via π p : Λ → Λ p , and by N (z, p, h(t)) the matrix obtained by further projecting each coefficient of N (z, p) onto F(p, h(t)).
We are now ready to prove the following:
Lemma 6.1. The space of X-colorings of (L, P m , z) is in natural bijection with the direct sum
Proof. The previous discussion shows that the space of colorings we are considering is in natural bijection with the solutions of the system (8) . It is immediate to realize that, for every such solution, each a i , i ≥ 2, is uniquely determined by a 1 and the d j 's. Moreover, once a solution of the system (8) is fixed, we can obtain another solution just by adding a constant term to every a i . Therefore, the space of the solutions of (8) is isomorphic to the direct sum of F(p, h(t)) with the space of the solutions of the system
The matrix encoding this system is equal to t −z N (z, p, h(t)), and t −z is invertible in F(p, h(t)), whence the conclusion.
6.2. Some relations between M and the Seifert matrix of L. Let Σ be the Seifert surface of L encoded by the fixed special diagram D(T ) we are considering, and observe that each (oriented) string of T canonically defines an (oriented) arc lying on Σ. The module H 1 (Σ; Z) admits a special geometric basis {β 1 , . . . , β α }, where β j is obtained by closing the j-th string of T in the portion of Σ carried by the closing tangle C, in such a way that we introduce just one intersection point between β 2i−1 and β 2i , i = 1, . . . , g, while β i is disjoint from β j for every i = 2g + 1, . . . , α, j = 1, . . . , α. Recall that the Seifert matrix S(L) of L is the square matrix with integer coefficients defined by S(L) i,j = lk(β i , β 
Let us point out another interesting property of M that will prove useful later:
Proof. Since both M − M T and J are antisymmetric, it is sufficient to show that for every i < j we have M i,j − M j,i = 1 if j = i + 1, and M i,j − M j,i = 0 otherwise. However, it follows from the definition of M that the number M i,j − M j,i is equal to the algebraic intersection number between the projections of the j-th and the i-th string of T (taken in this order) onto the plane containing the special diagram. If j > i + 1 (resp. j = i + 1), such number is equal to the algebraic intersection number between the projections of β j and of β i (resp. is equal to 1 plus the algebraic intersection number between the projections of β j and of β i ). But the algebraic intersection number between the projections of β j and of β i is obviously null, whence the conclusion.
Putting together Lemmas 6.2 and 6.3 we get the following:
6.3. Proof of Theorem 1.5. Let X(L) and A (p) (L) be the cyclic covering and the Λ pmodule defined in the Introduction. We have the following:
over Λ relies on some standard Mayer-Vietoris argument and on Alexander-Lefschetz duality, which ensures that, if {β 1 , . . . , β 2g+k−1 } is any base of the first homology group of a Seifert surface Σ for L, then the first homology group of S 3 \ Σ admits a dual base {γ 1 , . . . , γ α } such that lk(β i , γ j ) = δ ij (see e.g. [3, Chapter 8] ). Both these tools may still be exploited when Z is replaced by Z p , and this readily implies the conclusion.
An alternative proof can be obtained as follows. An easy application of the Universal Coefficient Theorem for homology shows that A p (L) ∼ = A(L) ⊗ Z Z p , and this easily implies that any presentation 0
whence the conclusion.
The following result describes some relations between ∆ i (L)(t) and ∆ (p) i (L)(t), where i ∈ N.
Corollary 6.6.
Proof. By Lemma 6.5, π p maps a set of generators (over Λ) of the ideal E i (L) onto a set of generators (over Λ p ) of the ideal E (p) i (L). Since π p is surjective, this readily implies point (1) .
Together with (1), this immediately gives (3).
Point (4) is an easy consequence of point (1).
Remark 6.8. On may wonder if the equality π p (e i (L)(t))
i (L)(t) holds for every i ≥ 1, so that in the statement of Theorem 1.5 we could replace the summand
with the module
Such a claim seems also suggested, at least when L is a knot and z = 1, by the original statement of [8, Theorem 1] . However, this is not the case, as the following construction shows.
In fact, let k 1 (t) = t − 1 + t −1 and k 2 (t) = −2t + 5 − 2t −1 , and observe that
) . This readily implies that
and E i (K) = Λ for every i ≥ 4, whence
and ∆ i (K)(t) = 1 for every i ≥ 3. As a consequence we get
On the other hand, let us fix p = 3, and observe that in this case π 3 (k 1 (t)) = π 3 (k 2 (t)) = k(t) ∈ Λ 3 , where k(t) = (t + 1) 2 . Therefore, from the equality E (3)
) (see Corollary 6.6) we easily deduce that
4 (K) = k(t), and ∆ (3)
i (K)(t) = 1 for every i ≥ 5 . Therefore, if h(t) = t + 1 ∈ Λ 3 , then we have
Remark 6.9. Let k 1 (t), k 2 (t) ∈ Λ and k(t) ∈ Λ 3 be the polynomials introduced in the previous Remark. It is proved in [13] that a knot K ′ exists whose module
[15, Theorem 7.E.1]), and this readily implies that
and E i (K ′′ ) = Λ for every i ≥ 2. Therefore,
and ∆ i (K ′′ )(t) = 1 for every i ≥ 3. Moreover, since the elementary ideals of K ′′ are principal, we also have
and ∆
i (K ′′ )(t) = π 3 (∆ i (K)(t)) = 1 for every i ≥ 3. Therefore, the knot K ′′ and the knot K introduced in the previous Remark satisfy the condition ∆ i (K)(t) = ∆ i (K ′′ )(t) for every i ≥ 1, but have a different number of D 3 -colorings with respect to the cycle z = 1. What is more, since for every p the Λ p -module A (p) (K) (resp. A (p) (K ′′ )) admits a square presentation matrix of order 4 (resp. of order 2), Theorem 1.5 readily implies that A Q (K) ≤ 4 (resp. A Q (K ′′ ) ≤ 2). Our computations imply now that A Q (K) = 4 and A Q (K ′′ ) = 2. Therefore, even if they share every Alexander polynomial ∆ i (K)(t) = ∆ i (K ′′ )(t), i ≥ 1, the knots K, K ′′ are distinguished from each other by the invariant A Q .
7.
Comparing A Q with A Let us keep notation from the preceding Section. Of course, since
then we easily obtain that A Q (L) = |I(L)| . Therefore, in order to prove Theorem 1.6 it is sufficient to show that, if L = K is a knot, then:
• I(K) ≤ A(K), • I(K) = 0 if and only if A(K) = 0.
7.1. Reduction to the cycle z = 1. We first prove that, in order to compute A Q (K), it is sufficient to restrict our attention to colorings relative to the cycle z = 1.
In the proof we use the following elementary Lemma 7.2. Let p 1 (t), . . . , p n (t) be polynomials in Λ p , and let
Proof. For every i = 1, . . . , n, the fact that d(t) divides p i (t) readily implies that d(t z ) divides p i (t z ). On the other hand, Λ p is P.I.D., so Bezout's Identity implies that there exist λ 1 (t), . . . , λ n (t) ∈ Λ p such that
, whence the conclusion.
Proof of Lemma 7.1. It is sufficient to show that, for every odd prime p, every positive integer z and every irreducible polynomial h(t) ∈ Λ p , there exists an irreducible polynomial h ′ (t) ∈ Λ p such that
Let d(t) ∈ Λ p be the G.C.D. of the polynomials {e 
, whence the conclusion. 
for every i ∈ N, and ∆ i (L)(t) ∈ Λ is the generator of the smallest principal ideal containing
). If L = K is a knot, this immediately implies that ∆ i (L)(t) ∈ Λ concides with the so called i-th Alexander polynomial of K.
Proof. Let X(L) be the maximal abelian covering of C(L) and let X 0 be the preimage of x 0 in X(L). Then the homology group A(L) = H 1 ( X(L), X 0 ; Z) admits a natural structure of
k ]-module (see e.g. [6, 7] ). Just as in the case of the total linking number covering, one may define the i-th elementary ideal
(see e.g. [7, page 106] ). Let now ε :
such that g(1, . . . , 1) = 1. Let us set f (t) = τ (g(t)) ∈ E k−1 (L) and f (p) (t) = π p (f (t)). Our choices readily imply that f (p) (1) = 1 in Z p , so f (p) (t) = 0 in Λ p . By Corollary 6.6-(4), the polynomial ∆
for every i ≥ k .
7.3.
Proof of Theorem 1.6. The key step for proving Theorem 1.6 is the following:
Proof. By the very definitions we have
Let us now set
In order to conclude it is sufficient to show that
.
is not null and divisible by h(t), so br e 
Let us now point out the following:
. As a consequence, if A(L) > 0, then br ∆ (p) (L)(t) > 0 for some odd prime p (just choose p to be larger than the absolute value of all the coefficients of ∆(L)(t)). This implies that br e
is any irreducible factor of e
The following Corollary readily implies Theorem 1.6.
Proof. By Corollary 6.6-(3) we have br ∆
1 (K)(t) ≤ br ∆(K)(t) = A(K), so the first inequality follows immediately from Proposition 7.5. As a consequence, we have I(1, K) ≤ A(K), so the second inequality is a consequence of Lemma 7.1. The fact that A Q (K) = 0 if and only if A(K) = 0 easily follows from the second inequality and Lemma 7.6.
7.4.
Computing A Q via proper subfamilies of Q F . This Subsection is devoted to determine proper subfamilies of Q F that carry the whole information about the invariant A Q . We will be mainly interested in the case when L = K is a knot (some considerations below hold more generally for (L, P m )).
Let K be a knot, and recall that δ(K) has been defined in Subsection 1.7. We begin with the following:
be a polynomial and suppose that there exist prime numbers p 1 , . . . , p k such that
for every j, j ′ = 1, . . . , 2(d+ 1). It follows that f takes the same value on at least d+ 1 distinct integers. Since deg f = d, this implies in turn that f is constant.
We now prove Proposition 1.10, which we recall here for the convenience of the reader. Proposition 7.9. Let K be a knot.
(
and there exist an odd prime p and an element
(2) By Theorem 1.6 we have A(K) > 0, whence br ∆(K)(t) > 0. Let f (t) ∈ Z[t] ⊆ Λ be such that f (t) . = ∆(K)(t) and f (0) = 0, so that deg f (t) = br ∆(K)(t) = d > 0. By Lemma 7.8, there exists n > |f (0)| such that f (n) is divided by a prime number p > |f (0)|. Let a be the class of n in Z p , and let us set
Also observe that p does not divide f (0), so p does not divide f (n) − f (0), and this readily implies that a = 0 in Z p . It follows that h(t) is irreducible of positive breadth in Λ p , so we may set X = (F(p, h(t)), * ). By construction we have a X (K, 1) ≥ 1 = A Q (K), so δ(K) = 1.
(3) It is well-known that A(K) = br ∆(K)(t) is even, so A(K) > 0 implies that A(K) ≥ 2. Together with the inequality A Q (K) ≤ A(K), this implies that A(K)/ max{2, A Q (K)} ≥ 1, so we may suppose δ(K) > 1, whence A Q (K) ≥ 2 (see point (2)).
Suppose now that A Q (K) = I(1, p, h(t), K), where δ(K) = br h(t). Corollary 7.7 implies that A Q (K) = I(1, p, h(t), K) ≤ A(K)/δ(K), whence the conclusion.
Proof. Suppose that D ′ (T ) is a special diagram of K of genus 1, and let M ′ be the matrix encoding the linking numbers of the strings of T . By Lemma 8.5 we have
Putting together Lemma 8.5 and Lemma 6.7 we readily get the following:
Proposition 8.7. Let K be a knot such that g(K) = 1, let us take z ∈ N and a quandle X = (F(p, h(t)), * ) ∈ Q F . Then 
We have in particular
Proof. By Proposition 8.7, it is sufficient to show that, if W (K) = 0, then there exists a dihedral quandle X ∈ Q F (1) such that A Q (K) = a X (K, 1) ≥ 1. In fact, if W (K) = 0 we may choose an odd prime p be dividing 1 − 4W (K). Then the polynomial 1 + t divides W (K)t 2 + (1 − 2W (K))t + W (K) in Λ p . By Proposition 8.7, this implies that a X (K, 1) ≥ 1, where X is the dihedral quandle X = (F (p, 1 + t), * ). 2 Remark 8.9. By Corollary 8.8, every genus-1 knot such that A Q (K) ≥ 1 is such that δ(K) = 1. Since for every such knot we obviously have A(K) ≤ 2g(K) = 2, this fact is also a consequence of Proposition 1.10.
8.1.
A few manipulations on special diagrams. Here below we describe a few simple manipulations on (genus-1) special diagrams, which are useful to construct large families of examples.
Lemma 8.10. Let K be a genus-1 knot with a X (K, z) = 2 for some quandle X ∈ Q F , and let (D(T ), z) be a special diagram of (K, z). Then by adding kinks to only one of the two strings of T we can arbitrarily modify either
Lemma 8.11. Let K be a genus-1 knot with a X (K, z) ≥ 1 for some quandle X = (F(p, h(t)), * ), and let (D(T ), z) be a special diagram of (K, z Figure 12 ; here the actual sign of the move depends also on the omitted orientations of the strings), provided that their number is equal to 0 mod (p). Then we get
T p Figure 13 . The tangle T (p). Figure 14 . The tangle T (h, k). The rectangular boxes refer to the tangles described in Figure 12 .
Lemmas 8.13 and 8.14 imply that the quandle invariant A Q can be more effective than the Alexander polynomial in distinguishing knots, and this phenomenon shows up already in the case of genus-1 knots: Let us show anyway also an example based on a quandle of order p 2 . Consider the tangle T (h, k) of Figure 14 , encoding a knot K(h, k). One can verify that a X (K(5, 3), 2) = 2, when X = (F(11, 1 + t 2 ), * ), which is of type t X > 2 (here q = 11 2 ). It is a non-trivial fact proved in [5] that the last statement of the claim does not hold in general for knots of genus ≥ 2.
Sums of genus-1 knots
We can use genus-1 knots as buiding blocks for the construction of examples of arbitrary genus. Let us first observe that, if K and K ′ are (oriented) knots endowed respectively with special diagrams D(T ) and D(T ′ ), then the knot K + K ′ admits an obvious special diagram D(T + T ′ ) (see Figures 15 and 16 ).
Let N (z), N ′ (z), N ′′ (z) be the matrices associated to the special diagrams D(T ), D(T ′ ), D(T + T ′ ) as in Section 5, where z is a natural number. It is immediate to realize that
Since N (1) (resp. N ′ (1), N ′′ (1)) is a Seifert matrix for K (resp. K ′ , K + K ′ ), this readily implies the well-known:
Lemma 9.1. We have Let us now fix an odd prime p and an irreducible element h(t) ∈ Λ p of positive breadth. Since N (z, p, h(t)) (resp. N ′ (z, p, h(t)), N ′′ (z, p, h(t))) is obtained from N (z) (resp. N ′ (z), N ′′ (z)) just by projecting the coefficients onto F(p, h(t)), from Lemma 6.1 we deduce the following: Lemma 9.2. For every X ∈ Q F , z ∈ Z t X , we have
Therefore,
We observe that the equality A Q (K 1 + K 2 + · · · + K h , z) = h j=1 A Q (K j ) does not hold in general. The equality holds if a single quandle X ∈ Q F exists which realizes all the A Q (K i )'s with respect to the same cycle.
We are now ready to prove Proposition 1.9, which we recall here for the convenience of the reader.
Proposition 9.3. Let us fix g ≥ 1. Then, for every r 1 , r 2 such that 1 ≤ r 1 ≤ r 2 ≤ 2r 1 ≤ 2g, there exist knots K 1 and K 2 such that the following conditions hold:
Proof. Let K, K ′ be the genus-1 knots provided by Corollary 8.15, and let K ′′ be a genus-1 knot with trivial Alexander polynomial (see Proposition 8.16. Then we may define K 1 as the sum of r 1 copies of K ′ and g−r 1 copies of K ′′ , and K 2 as the sum of 2r 1 −r 2 copies of K ′ , r 2 −r 1 copies of K and g−r 1 copies of K ′′ . The additivity of the genus gives that g(K 1 ) = g(K 2 ) = g, and Lemma 9.1 readily implies that ∆(K 1 )(t) = ∆(K 2 )(t). Moreover, by Lemma 9.2 we have that A Q (K 1 ) ≤ r 1 and A Q (K 2 ) ≤ r 2 . However, Corollary 8.15 ensures that there exists a dihedral quandle X such that A Q (K) = a X (K, 1) = 2 and A Q (K ′ ) = a X (K ′ , 1) = 1, so by Lemma 9.2 a X (K 1 , 1) = r 1 and a X (K 2 , 1) = r 2 , whence the conclusion.
9.1. The case of links. Let L = K 1 ∪ . . . ∪ K h be a split link, where K i is a knot for every i = 1, . . . , h. Let also P M be the maximal partition of L, let z : P M → N be a P M -cycle and set z i = z(K i ). The following Lemma is an immediate consequence of the definition of quandle coloring:
Lemma 9.4. For every quandle X ∈ Q F we have
and
Moreover, if h ≥ 2 then ∆(L)(t) = 0, so A(L) = 0.
Just as in Lemma 9.2, the equality A Q (L, P M ) ≤ h i=1 A Q (K i ) + h − 1 does not hold in general.
Let now K 0 be a genus-1 knot such that A Q (K 0 ) = 2 (see Section 8 for examples of such knots), and let L h be the split link having h components, each isotopic to K 0 . The following result implies Proposition 1.8 Proposition 9.5. We have A Q (L h ) = 3h − 1.
Proof. We have a X (K 0 , 1) = 2 for some quandle X ∈ Q F , so Lemma 9.4 implies that A Q (L h ) ≥ a X (L, P m , 1) = a X (L, P M , 1) = 3h − 1 . Remark 9.6. Strictly speaking, the equality A Q (L h ) = 3h−1 does not provide a sharp bound on g(L h ), since Corollary 1.3 states that A Q (L) ≤ 2g(L) + 2k − 2 for every k-component link. This inequality provides the bound 2g(L h ) ≥ h + 1, which is not sharp since of course g(L h ) = h. However, it is immediate to see that if L is a split link, then g(L) = g(L, P M ). The inequalities
