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Abstract
This work is concerned with approximation of a signal from local averages. It improves a result of Butzer and Lei [P.L. Butzer,
J. Lei, Approximation of signals using measured sampled values and error analysis, Commun. Appl. Anal. 4 (2000) 245–255].
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1. Introduction and the main result
The Shannon sampling theorem plays an important role in signal analysis as it provides a foundation for digital
signal processing. It says that any band-limited function f , having its frequencies bounded by πΩ , can be recovered
from its sampled values taken at instances k/Ω , i.e.
f (t) =
+∞∑
k=−∞
f
(
k
Ω
)
sinc(Ω t − k) =: (SΩ f )(t), (1)
where sinc(t) = sin π t/(π t), t = 0, and sinc(0) = 1.
This equation requires values of a signal f that are measured on a discrete set. However, due to its physical
limitation, say the inertia, a measuring apparatus may not be able to obtain exact values of f at epoch tk for
k = 0, 1, 2, . . .. Instead, what a measuring apparatus often gives us is local averages of f near tk for each k. The
sampled values defined as local averages may be formulated via the following equation:
λk( f ) := 〈 f, uk〉 =
∫
f (t)uk(t) dt, (2)
where uk for each k ∈ Z is a weight function characterizing the inertia of the measuring apparatus. In particular, in an
ideal case, the function is given by a Dirac δ-function, uk = δ(· − tk), because λk( f ) = 〈 f, uk〉 = f (tk) is the exact
value of tk .
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Recovering a signal from its local averages near the sampling points is important in real applications. Many
researchers have investigated this problem. It was first studied by Gro¨chenig [3] in 1992. Butzer and Lei [1,2] gave
some interesting results on this topic in 1998 and 2000. Recently, Zhou and Sun extended some classical results on
irregular sampling to local average cases; e.g., see [5,6].
Following [2], we assume f ∈ C0(R), where C0(R) denotes the usual Banach space consisting of all continuous
functions defined on R and tending to zero at infinity. The measured sampled values f (k/Ω) are described by a
sequence of continuous linear functionals λk defined on C0(R), namely, λk f (· + k/Ω) ≈ f (k/Ω). The quality of the
measured sampled values, for each given Ω > 0, may be measured by the error
Ω∗( f, λ) = sup
k∈Z
|λk f (· + k/Ω) − f (k/Ω)|. (3)
We hope that the sampling series with the measured sampled values
SΩ ,λ =
+∞∑
k=−∞
λk f (· + k/Ω)sinc(Ω t − k), (4)
can approximate SΩ f . This leads Butzer and Lei to consider the difference E( f, λ) = ‖SΩ ,λ − SΩ‖C in [2].
A sequence of continuous linear functionals λ = {λk} is said to be finitely supported if the union supp(λ) =⋃
k supp{λk} is compact. A function f ∈ C0(R) is said to decay at a polynomial rate if there is a constant M f > 0
and γ ∈ (0, 1] such that
| f (t)| ≤ M f |t|−γ , |t| ≥ 1. (5)
Then, Butzer and Lei [2] gave the following results.
Proposition 1.1 (Butzer and Lei [2]). Let λ = {λk} be a sequence of continuous linear functionals and f ∈ C0(R).
If λ is of a sufficiently small support and f satisfies (5), then
E( f, λ) ≤ KΩ∗( f, λ) ln 1
Ω∗( f, λ) , (6)
where K = 8γ−1{3e + M f (1 + 2γ ‖λ‖)e1/4}, provided that Ω∗( f, λ) ≤ min{e−1/2,Ω−1}(Ω ≥ 1) and that
Ω∗(g, λ) < ∞ for every g ∈ C0(R).
For a continuous function f we denote by ω( f, σ ) the modulus of continuity
ω( f, σ ) = sup
|h|≤σ
‖ f (· + h) − f (·)‖C , (7)
where σ can be any positive number. We will say that a function f belongs to the class B∞
πΩ for someΩ > 0, provided
that f is an entire function (on C) of exponential type πΩ that belongs to L∞(R) when restricted to R.
Proposition 1.2 (Butzer and Lei [2]). Let Ω > 1 and f ∈ B∞
πΩ satisfy (5). Then we have∥∥∥∥∥ f (·) −
∞∑
k=−∞
[
1
2σk
∫ σk
−σk
f (t + k/Ω) dt
]
sinc(Ω · −k)
∥∥∥∥∥
C
≤ Kω( f, σ/2) ln 1
ω( f, σ/2) , (8)
where K = (66 + 31M f )γ−1, 0 < σk ≤ σ/2 < 1/2, and ω( f, σ/2) ≤ min{e−1,Ω−1}.
Now we assume that the functionals λk are given by (2) in terms of the weight functions uk , and uk satisfy the
following properties:
(i) supp uk ⊂ [ kΩ − σ ′k, kΩ + σ ′′k ], where σ/4 ≤ σ ′k, σ ′′k ≤ σ/2, σ are positive constants;
(ii) uk(t) ≥ 0,
∫
uk(t) dt = 1;
(iii) α = infk∈Z {αk}, where αk :=
∫ k/Ω+σ/4
k/Ω−σ/4 uk(t)dt .
Our main result is the following theorem.
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Table 1
The numerical results for the moduli of continuity of f1(t) and f2(t)
σ ω( f1, σ/2) ω( f2, σ/2)
2 × 10−4 2.19 × 10−3 1.36 × 10−3
10−4 1.10 × 10−3 6.79 × 10−4
10−4/2 5.48 × 10−4 3.39 × 10−4
10−4/4 2.74 × 10−4 1.70 × 10−4
10−4/8 1.37 × 10−4 8.49 × 10−5
10−4/16 6.85 × 10−5 4.24 × 10−5
10−4/32 3.43 × 10−5 2.12 × 10−5
10−4/64 1.71 × 10−5 1.06 × 10−5
10−4/128 8.56 × 10−6 5.30 × 10−6
10−4/256 4.28 × 10−6 2.65 × 10−6
Theorem 1.3. Let Ω ≥ 2, σ < 1/Ω and f ∈ B∞
πΩ satisfy (5). Suppose that ω( f, σ/4) ≤ min{e−1,Ω−1}, σ/4 ≤
σ ′k, σ ′′k ≤ σ/2; then we have∥∥∥∥∥ f (·) −
∞∑
k=−∞
[∫ k/Ω+σ ′′k
k/Ω−σ ′k
uk(t) f (t) dt
]
sinc(Ω · −k)
∥∥∥∥∥
C
≤ Kω( f, σ/4) ln 1
ω( f, σ/4) , (9)
where K = [13.78(2 − α) + 9.82M f ] · γ−1.
In particular, if
uk(t) = 1
σ ′k + σ ′′k
χ[tk−σ ′k ,tk+σ ′′k ],
where χ denotes the characteristic function, then we have the following.
Corollary 1.4. Let Ω ≥ 2, σ < 1/Ω and f ∈ B∞
πΩ satisfy (5). Suppose that ω( f, σ/4) ≤ min{e−1,Ω−1}, σ/4 ≤
σ ′k, σ ′′k ≤ σ/2; then we have∥∥∥∥∥ f (·) −
∞∑
k=−∞
(
1
σ ′k + σ ′′k
∫ σ ′′k
−σ ′k
f (t + k/Ω) dt
)
sinc(Ω · −k)
∥∥∥∥∥
C
≤ Kω( f, σ/4) ln 1
ω( f, σ/4) , (10)
where K = (20.67 + 9.82M f )γ−1, σ/4 < σ ′k, σ ′′k ≤ σ/2.
Comparing (8) with (10), we can find that the upper bound of the error given by (10) is far smaller than the one
given by (8).
Here we give two concrete examples to illustrate that our estimate (10) is better than the one given by (8). We take
f1(t) = sin 4π tπ t , f2(t) = ( sin 2π tπ t )2; it is not difficult to check that the two signals are both band-limited on [−4π,+4π],
and decay at a polynomial rate with γ = 1. Hence the conditions of Proposition 1.2 and Corollary 1.4 are satisfied.
Table 1 shows the numerical results for the moduli of continuity of f1(t) and f2(t).
Let
1 = (66 + 31/π)ω( f, σ/2) ln
1
ω( f, σ/2)  75.88ω( f, σ/2) ln
1
ω( f, σ/2) ;
2 = (20.67 + 9.82/π)ω( f, σ/4) ln
1
ω( f, σ/4)  23.80ω( f, σ/4) ln
1
ω( f, σ/4) ;
3 = (66 + 31/π2)ω( f, σ/2) ln
1
ω( f, σ/2)  69.14ω( f, σ/2) ln
1
ω( f, σ/2) ;
4 = (20.67 + 9.82/π2)ω( f, σ/4) ln
1
ω( f, σ/4)  21.67ω( f, σ/4) ln
1
ω( f, σ/4) .
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Table 2
Comparison between Proposition 1.2 and Corollary 1.4
σ 1 2 1 /2 3 4 3 /4
2 × 10−4 1.02 0.178 5.7 0.621 0.107 5.8
10−4 0.569 9.79 × 10−2 5.8 0.342 5.87 × 10−2 5.8
10−4/2 0.312 5.35 × 10−2 5.8 0.187 3.20 × 10−2 5.8
10−4/4 0.171 2.90 × 10−2 5.9 0.102 1.72 × 10−2 5.9
10−4/8 9.24 × 10−2 1.56 × 10−2 5.9 5.50 × 10−2 9.25 × 10−3 5.9
10−4/16 4.98 × 10−2 8.39 × 10−3 5.9 2.95 × 10−2 4.94 × 10−3 6.0
10−4/32 2.68 × 10−2 4.47 × 10−3 6.0 1.58 × 10−2 2.63 × 10−3 6.0
10−4/64 1.42 × 10−2 2.38 × 10−3 6.0 8.39 × 10−3 1.40 × 10−3 6.0
10−4/128 7.58 × 10−3 1.26 × 10−3 6.0 4.45 × 10−3 7.37 × 10−4 6.0
Then 1 and 3 are the upper bounds of the error given by Proposition 1.2, 2 and 4 are the upper bounds of
the error given by Corollary 1.4. Table 2 gives the numerical results for these error estimates. Roughly speaking, the
upper bound given by Corollary 1.4 is about one sixth of the one given by Proposition 1.2.
2. Proof of the main result
Let us introduce two lemmas first.
Lemma 2.1 (Splettsto¨sser [4]). For q > 1, 1/p + 1/q = 1, and Ω > 0, we have
∞∑
k=−∞
|sinc(Ω t − k)|q ≤ 1 +
(
2
π
)q q
q − 1 < p. (11)
Lemma 2.2. For f ∈ C(R), | f (t)| ≤ M∗f |t|−γ , γ ∈ (0, 1], p ≥ 2/γ,Ω > 0 and N ≥ 4, we have( ∑
|k|>N
| f (k/Ω)|p
)1/p
≤ 21/p M∗fΩγ
(
N (1−pγ )
pγ − 1
)1/p
≤ 21/p M∗fΩγ N (1−pγ )/p. (12)
Proof. In fact, we have( ∑
|k|>N
| f (k/Ω)|p
)1/p
≤ M∗f
(
2
∞∑
k=N+1
(
k
Ω
)−γ p)1/p
≤ 21/p M∗f
(∫ ∞
N
( x
Ω
)−γ p
dx
)1/p
≤ 21/p M∗fΩγ
(
N (1−pγ )
pγ − 1
)1/p
≤ 21/p M∗fΩγ N (1−pγ )/p. 
Proof of Theorem 1.3. Using (1) and the Ho¨lder’s inequality, we obtain∣∣∣∣∣ f (t) −
∞∑
k=−∞
[∫ k/Ω+σ ′′k
k/Ω−σ ′k
uk(t) f (t) dt
]
sinc(Ω t − k)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
k=−∞
[
f (k/Ω) −
∫ k/Ω+σ ′′k
k/Ω−σ ′k
uk(t) f (t) dt
]
sinc(Ω t − k)
∣∣∣∣∣
≤
( ∞∑
k=−∞
∣∣∣∣∣ f (k/Ω) −
∫ k/Ω+σ ′′k
k/Ω−σ ′k
uk(t) f (t) dt
∣∣∣∣∣
p)1/p ( ∞∑
k=−∞
|sinc(Ω t − k)|q
)1/q
, (13)
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where 1/p + 1/q = 1.
By virtue of Lemma 2.1 we have( ∞∑
k=−∞
|sinc(Ω t − k)|q
)1/q
≤ p(p−1)/p. (14)
Let N be a positive integer such that N ≥ 4. Then we have N ≥ 4σΩ . It follows that(
N∑
k=−N
∣∣∣∣∣ f (k/Ω) −
∫ k/Ω+σ ′′k
k/Ω−σ ′k
uk(t) f (t) dt
∣∣∣∣∣
p)1/p
=
(
N∑
k=−N
∣∣∣∣∣
∫ k/Ω−σ/4
k/Ω−σ ′k
uk(t)[ f (k/Ω) − f (t)] dt
+
∫ k/Ω+σ/4
k/Ω−σ/4
uk(t)[ f (k/Ω) − f (t)] dt +
∫ k/Ω+σ ′′k
k/Ω+σ/4
uk(t)[ f (k/Ω) − f (t)] dt
∣∣∣∣∣
p)1/p
≤
(
N∑
k=−N
∣∣∣∣∣
∫ −σ/4
−σ ′k
uk(t + k/Ω)ω( f, σ/2) dt +
∫ σ/4
−σ/4
uk(t + k/Ω)ω( f, σ/4) dt
+
∫ σ ′′k
σ/4
uk(t + k/Ω)ω( f, σ/2) dt
∣∣∣∣∣
p)1/p
≤ (2N + 1)1/p(2 − α)ω( f, σ/4)
≤ (2 + 1/4)1/p N1/p(2 − α)ω( f, σ/4)
≤ 1.5N1/p(2 − α)ω( f, σ/4), (15)
where we use the inequality ω( f, σ/2) ≤ 2ω( f, σ/4) in the second step.
Let p ≥ 2 with pγ ≥ 2. From Lemma 2.2 we know that( ∑
|k|>N
| f (k/Ω)|p
)1/p
≤ 21/p M fΩγ N (1−pγ )/p ≤ 1.415M fΩγ N (1−pγ )/p. (16)
Now, if |k| ≥ N + 1, N ≥ 4σΩ and t ∈ [−σ/4, σ/4], we have∣∣∣∣t + kΩ
∣∣∣∣ ≥ −σ4 +
∣∣∣∣ kΩ
∣∣∣∣ ≥ − |k|16Ω +
∣∣∣∣ kΩ
∣∣∣∣ ≥ 15|k|16Ω . (17)
If |k| ≥ N + 1, N ≥ 4σΩ and x ∈ [−σ/2,−σ/4]⋃[σ/4, σ/2], we have∣∣∣∣t + kΩ
∣∣∣∣ ≥ −σ2 +
∣∣∣∣ kΩ
∣∣∣∣ ≥ − |k|8Ω +
∣∣∣∣ kΩ
∣∣∣∣ ≥ 7|k|8Ω . (18)
Thus, using (12), (17) and (18) we obtain
∑
|k|>N
∣∣∣∣∣∣∣
k/Ω+σ ′′k∫
k/Ω−σ ′k
uk(t) f (t) dt
∣∣∣∣∣∣∣
p

1/p
≤ M f

∑
|k|>N
∣∣∣∣∣∣∣
k/Ω+σ ′′k∫
k/Ω−σ ′k
uk(t) dt
tγ
∣∣∣∣∣∣∣
p

1/p
≤ M f
(
α
(
16
15
)γ
+ (1 − α)
(
8
7
)γ)( ∑
|k|>N
∣∣∣∣ kΩ
∣∣∣∣
−γ p)1/p
≤ 2M f
(
α
(
16
15
)γ
+ (1 − α)
(
8
7
)γ)(∫ ∞
N
(
t
Ω
)−γ p
dt
)1/p
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≤ 21/p M f
(
α
(
16
15
)γ
+ (1 − α)
(
8
7
)γ)
Ωγ
(
N1−γ p
pγ − 1
)1/p
≤ √2M f
(
α
(
16
15
)γ
+ (1 − α)
(
8
7
)γ)
Ωγ N (1−γ p)/p. (19)
For ω( f, σ/4) ≤ min{e−1,Ω−1} and Ω ≥ 2, let
N = [ω( f, σ/4)]−1/γΩ pγpγ−1  > Ω , (20)
p = − 2
γ
ln[ω( f, σ/4)], (21)
where t stands for the smallest integer that is greater than or equal to a given real number t . Then we see from (20)
and (21) that
[ω( f, σ/4)]−1/pγ ≤ √e, (22)
Ωγ N (1−γ p)/p ≤ [ω( f, σ/4)]−1/pγ+1 ≤ √e[ω( f, σ/4)]. (23)
Note that ω( f, σ/4) ≤ 1/Ω . We obtain
N − 1 ≤ [ω( f, σ/4)]−1/γΩ pγpγ−1 ≤ [ω( f, σ/4)]−[1/γ+pγ /(pγ−1)], (24)
(N − 1)1/p ≤ [ω( f, σ/4)]−1/(pγ )[1+γ+γ /(pγ−1)] ≤ e3/2. (25)
Thus, for p ≥ 2 we have
N1/p ≤ (e3p/2 + 1)1/p ≤ e3/2(1 + e−3p/2)1/p ≤
√
(1 + e−3)e3/2 ≤ 4.592. (26)
So we have(
N∑
k=−N
∣∣∣∣∣ f (k/Ω) −
∫ k/Ω+σ ′′k
k/Ω−σ ′k
uk(t) f (t) dt
∣∣∣∣∣
p)1/p
≤ 6.888(2 − α)ω( f, σ/4), (27)
( ∑
|k|>N
| f (k/Ω)|p
)1/p
≤ √2eM f [ω( f, σ/4)] (28)
and 
∑
|k|>N
∣∣∣∣∣∣∣
k/Ω+σ ′′k∫
k/Ω−σ ′k
uk(t) f (t) dt
∣∣∣∣∣∣∣
p

1/p
≤ √2eM f
(
α
(
16
15
)γ
+ (1 − α)
(
8
7
)γ)
ω( f, σ/4). (29)
Combining (13) and (27)–(29), we get∣∣∣∣∣ f (t) −
∞∑
k=−∞
(∫ σ ′′k
−σ ′k
uk(t) f (t + k/Ω) dt
)
sinc(Ω t − k)
∣∣∣∣∣
≤ p(1−p)/p
(
6.888(2 − α) + √2eM f
(
1 + α
(
16
15
)γ
+ (1 − α)
(
8
7
)γ))
ω( f, σ/4)
≤ γ−1 (13.78(2 − α) + 9.82M f )ω( f, σ/4) ln 1
ω( f, σ/4) ,
which completes the proof of Theorem 1.3. 
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