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Abstract. In this paper we study the security of summing the outputs
of two independent hash functions, in an effort to increase the security of
the resulting design, or to hedge against the failure of one of the hash
functions. The exclusive-or (XOR) combiner H1(M)⊕H2(M) is one of the
two most classical combiners, together with the concatenation combiner
H1(M) ‖ H2(M). While the security of the concatenation of two hash
functions is well understood since Joux’s seminal work on multicollisions,
the security of the sum of two hash functions has been much less studied.
The XOR combiner is well known as a good PRF and MAC combiner,
and is used in practice in TLS versions 1.0 and 1.1. In a hash function
setting, Hoch and Shamir have shown that if the compression functions
are modeled as random oracles, or even weak random oracles (i.e. they can
easily be inverted – in particular H1 and H2 offer no security), H1 ⊕H2
is indifferentiable from a random oracle up to the birthday bound.
In this work, we focus on the preimage resistance of the sum of two narrow-
pipe n-bit hash functions, following the Merkle-Damg̊ard or HAIFA
structure (the internal state size and the output size are both n bits).
We show a rather surprising result: the sum of two such hash functions,
e.g. SHA-512 ⊕ Whirlpool, can never provide n-bit security for preimage
resistance. More precisely, we present a generic preimage attack with
a complexity of Õ(25n/6). While it is already known that the XOR
combiner is not preserving for preimage resistance (i.e. there might be
some instantiations where the hash functions are secure but the sum is
not), our result is much stronger: for any narrow-pipe functions, the sum
is not preimage resistant.
Besides, we also provide concrete preimage attacks on the XOR combiner
(and the concatenation combiner) when one or both of the compression
functions are weak; this complements Hoch and Shamir’s proof by showing
its tightness for preimage resistance.
Of independent interests, one of our main technical contributions is a
novel structure to control simultaneously the behavior of independent
hash computations which share the same input message. We hope that
breaking the pairwise relationship between their internal states will have
applications in related settings.
Keywords: Hash functions, combiners, XOR combiner, preimage attack.
1 Introduction
Hash functions are a very important class of primitive in modern cryptography,
used in almost every secure system. A hash function H : {0, 1}∗ 7→ {0, 1}n
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takes an arbitrary length input and produces an n-bit output or digest. Hash
functions are used in many setting with various security requirements; the general
expectation is that a hash function should behave like a random function from
{0, 1}∗ to {0, 1}n. More concretely, the main security notions expected from a
hash function are:
Collision resistance. It should be hard to find two messages M 6= M ′ with
H(M) = H(M ′).
Second-preimage resistance. Given a message M , it should be hard to find
M ′ 6= M with H(M) = H(M ′).
Preimage resistance. Given a target hash value H, it should be hard to find
M with H(M) = H.
Since generic collision attacks require 2n/2 work, and generic preimage attacks
require 2n work, a secure hash function should have the same level of resistance.
In order to build more secure hash functions, or to protect oneself against
future cryptanalysis advances, such as the devastating attacks of Wang et al.
against the SHA family [37,36], a practical countermeasure might be to combine
two different hash functions. The goal is that the combined hash function can
only be broken when both components are weak. In particular, this reasoning was
used by the designers of SSL [11] and TLS [5], who combined MD5 and SHA-1
in various ways. More precisely, the Key Derivation Function of TLS v1.0/v1.1
uses a sum of HMAC-MD5 and HMAC-SHA-1.3 The designers explain [5]: “In
order to make the PRF as secure as possible, it uses two hash algorithms in a
way which should guarantee its security if either algorithm remains secure.”
There are two classical hash function combiners: the concatenation combiner
H1(M)‖H2(M) and the XOR combiner H1(M)⊕H2(M). In a seminal work [17],
Joux showed that the concatenation combiner with narrow-pipe hash functions
offers much less security than could be expected: it has 2n bits of output, but
essentially offers the same security as an n-bit hash function. In this work, we
carry a similar analysis for the XOR combiner. Previous work has shown that it
is indifferentiable from a random oracle up to the birthday bound [14], even if
the initial functions are weak; in particular, it has optimal collision resistance
of n/2 bits. However, we show that the preimage security is much less than one
might expect, with a generic preimage attack with complexity Õ(25n/6).
Since the goal of a combiner is to keep some security even if one of the
functions is found to be weak, it is natural that the two hash functions H1 and
H2 are independent in practice. Throughout this paper the two hash functions
used in a combiner are always assumed to be independent without specifying it
explicitly4.
3 We note that this MD5/SHA-1 combiner has been replaced by primitives based on
single hash function (e.g., SHA-256) since TLS v1.2 [6].
4 If the two hash functions can be related, it is trivial that the XOR combiner is not
security-preserving. For instance, let H2(M) := H1(M) ⊕ const, where const is a
constant. If H1 is ideally secure, then H2 is also ideally secure. However, the XOR
combiner H1(M)⊕H2(M) = const for any message M .
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Iterated hash function. In this paper we consider iterated hash functions,
following the Merkle-Damg̊ard construction [27,4] or the more general HAIFA
construction [2], as shown in Figure 1. We focus on narrow-pipe designs, i.e. we
assume that the internal state size is the same as the output size n. The message
M is first split into blocks m0, . . .m`, and the hash function iterates a series of
compression functions hi over an internal state x, with the initial value denoted
as IV . Finally, the hash value is computed with a finalization function g:
x0 = IV xi+1 = hi(xi,mi) H(M) = g(x`+1, |M |)
In the following, we assume that the compression function is the same at every
step (∀i, hi = h) in order to simplify the notations, but it is straightforward to















Fig. 1. Iterated hash function.
1.1 Related works
Combiners have been studied in several different settings. For generic attacks,
the compression functions are modeled as random functions, in order to devise
attacks that don’t use any weakness of the compression functions. On the other
hand, some work assumes that the compression function is a weak random oracle
(that can easily be inverted), and prove that some constructions are still secure
in this model. Finally, more theoretical work focus on the notion of robustness,
i.e. the existence of a reduction from attacks on the hash functions to attacks on
the combiner.
Analysis of the concatenation combiner. The concatenation combiner
H1(M) ‖H2(M) is probably the most studied one. In 2004, Joux [17] described
surprising attacks on the concatenation of two narrow-pipe hash functions using
multicollisions: while the output size is 2n bits, the concatenation can at most
provide n/2-bit security for collision resistance and n-bit security for preimage
resistance5. In particular, the concatenation is not security-amplifying. On the
other hand, the concatenation combiner is robust for preimages and collisions,
which gives a matching lower bound for generic attacks.
5 The attacks actually require only one of the functions to be narrow-pipe.
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Later, Hoch and Shamir [14] evaluated the security of the concatenation
combiner with two weak hash functions. More precisely, the two hash functions are
narrow-pipe Merkle-Damg̊ard, and the compression functions are modeled as weak
random oracles (as defined by Liskov [21]), i.e., the adversary is given additional
interfaces to receive (random) preimages of the compression functions. They have
proven that in this model, the concatenation combiner is still indifferentiable
from a random oracle with n/2-bit security, implying (at least) the same security
bound for collision resistance and preimage resistance. The bound is matched by
Joux’s attack for collisions, but there is a gap with Joux’s attack for preimages,
with complexity 2n, which might be interesting to investigate further.
Mendel et al. analyzed some dedicated instantiations of the concatenation
combiner [25], in particular using the hash function MD5. We omit the details
and refer interested readers to [25].
Analysis of the XOR combiner. The XOR combiner has received less analysis.
The work of Hoch and Shamir [14] actually proves the security of the XOR
combiner as an intermediate result: it is also indifferentiable from a random
oracle up to 2n/2 queries in the weak random oracle model. In particular, this
proves that there are no generic attacks with complexity smaller than 2n/2. For
collision resistance, the bound is tight, since it is matched with the generic
birthday attack bound. On the other hand, for preimage resistance, there exists
a gap between the n/2-bit proven bound and the n-bit expected ideal security
bound.
To the best of our knowledge, no preimage attacks have been shown against
the XOR combiner. Therefore, the preimage security of the XOR combiner against
generic attacks is still an open problem, and will be the main topic of our work.
We will also consider the preimage security of the XOR combiner with weak hash
functions, and study the tightness of Hoch and Shamir’s bound.
Robust combiners. In the last years, the general problem of combining two (or
more) hash functions H1 and H2 has been extensively studied from a theoretical
point of view. These works focus on the notion of a robust combiner: a robust
combiner is secure with respect to property α as long as one of the underlying
hash functions is secure for α. It can be shown that the concatenation combiner
is a robust combiner for collision-resistant hash functions and for MACs, while
the XOR combiner is robust for PRFs and for MACs [20]. More advanced
combiners have been constructed in order to be robust for multiple properties
simultaneously [8,9,10]. The notion was mostly studied via the black-box reduction
model. A series of results have showed that robust combiners for collision resistance
and preimage resistance cannot have an output length significantly shorter than
the sum of the output length of the underlying hash functions [3,32,33,28]. Since
the XOR combiner is length preserving, this shows that it is not robust for
collision resistance and preimage resistance.
Actually, the impossibility results are in part due to the stringent requirement
from the black-box reduction model. In order to overcome this limitation, Mittel-
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bach introduced the idealized random oracle model [29]. He gives a construction
of a short output combiner with optimal collision and preimage security in this
model6 (assuming that one of the functions is ideal): Cryptophia’s short combiner
uses the sum of two hash functions with some pre-processing of the messages (to
allow non-independent functions).
More generally, we point out that a combiner being non-robust does not
necessarily mean there is an attack. The non-robustness results only show that
the security of the combiner cannot be proved with a reduction from the security
of the hash functions. In particular, the XOR combiner is not robust for collision-
resistance, or even collision-resistance preserving. However, Hoch and Shamir’s
work proves that there are no generic collision attacks on this construction, either
with ideal compression function, or even with weak compression functions. This
arguably makes the XOR a useful combiner for collision resistance. Regarding
preimage security, the non-robustness result does not imply that the XOR of
two concrete hash functions is weak, and the simplicity and short output of this
construction still make it quite attractive.
1.2 Our results
In this work, we study the preimage security of the XOR combiner, the main
remaining open problem for classical combiners. We show that, surprisingly, the
sum of two narrow-pipe n-bit hash functions can never achieve n-bit security
for preimage resistance. More precisely, we find a generic preimage attack with
a complexity of Õ(25n/6). It does not exploit any structural weakness of the
compression functions and hence is applicable even if the compression functions
are two ideal random oracles. Thus, even if the two hash functions are n-bit
secure for preimage resistance, the XOR combiner is at most 5n/6-bit secure for
primage resistance. In other words, the sum can be weaker than each part.
The attack is based on a novel technique to break the pairwise relationship
between the internal states of the two hash functions. More precisely, the two hash
functions H1 and H2 share the same input message, and hence the internal states
of their iterative compression function computations are related. We control the
computation chains of H1 and H2 simultaneously by constructing a new message
structure M, and two sets of internal states A for H1 and B for H2 such that:
for any value A from A and any value B from B, we can derive a message MA,B
from M such that H1(MA,B) produces A and H2(MA,B) produces B. Hence we
can select states from A and B independently. After that, we use a birthday
match to find a message block m, a value A from A and a value B from B such
that h1(A,m) ⊕ h2(B,m) is equal to the target hash digest, where h1 and h2
are the compression functions of H1 and H2 respectively. Finally we derive the
message MA,B from M, and output MA,B ‖m as a preimage of the target hash
digest.
6 A mistake in the initial proof and construction was later fixed by Mennink and
Preneel [26].
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Our preimage attack is also applicable to Cryptophia’s short combiner [29,26].
This construction has been proven to provide optimal collision and preimage
resistance, assuming that at least one of the initial functions is a monolithic
random oracle, but our attack does not violate the security proof, because we use
the fact that both functions have an iterative structures with an n-bit internal
state. Still, this shows that with many practical hash functions, the combiner
will be weaker that the initial functions. Our results also show that the XOR
combiner and Cryptophia’s combiner are not robust in the semi-black-box model
introduced by Mittelbach [29]7, even with independant hash functions H1 and
H2.
Our analysis on the XOR combiner is also interesting for dedicated hash
function design. The hash function family RIPEMD [7] is based on a compression
function with two parallel lanes, added together at the end of each compression
function. Interestingly, RIPEMD-160 has been quite resilient to cryptanaly-
sis [24,34,22,23], and are still considered secure. Several more recent designs use
parallel lanes in a similar way (combining them at the end of each compression
function call), such as HAS-V [31], FORK [15] and LANE [16]. It might be
tempting to use parallel lanes during the full iteration, and to combine them only
at the end. Indeed, the designers of SHA-V [12] used this approach: the 160-bit
version of SHA-V has two parallel lanes, combined at the end with a modular
sum. This is equivalent to summing two different hash functions, and hence our
attack can be applied to SHA-V.
Another contribution of this paper is to present concrete preimage attacks on
the XOR combiner with one or both weak hash functions (defined in [21]). The
complexity of our attacks is Õ(2n/2). Furthermore, the attack can be extended
to the concatenation combiner with two weak hash functions under the same
complexity. It can be seen that these attacks match the bound of Hoch and
Shamir’s security proof [14], and hence fulfill the gaps pointed out in Section 1.1.
It implies the tightness of Hoch and Shamir’s proof on the classical combiners
with weak hash functions for preimage resistance.
Finally, we would like to highlight the technical interests of this paper. We
devise a novel structure named interchange structure to simultaneously control
two (or more) hash lanes with the same input message, and succeed in further
relaxing the pairwise relation between the internal states of lanes. It is indeed a
step of technical advance compared with previous extensive studies on this topic,
and hence will hopefully have applications or lead to new technical development
in related settings. We refer to the open discussions in Section 7 for more details.
7 Loosely speaking, a combiner is robust with respect to property α if it is (at least)
as secure as the stronger underlying hash function for α.
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1.3 Notations and roadmap in the rest of paper
We use the following notations:
H1, H2 : hash functions
IV1, IV2: initial values for H1 and H2, respectively
h1, h2 : compression functions of H1 and H2, respectively
h∗1, h
∗
2 : compression functions iterated over several blocks
(in particular, Hi(M) = h
∗
i (IVi,M))
m : message block
M : message chunk (n/2 blocks)
M : long message (several chunks)
aj , bk : chains for H1 and H2, respectively
aj denotes a generic chain, while aj0 denotes a particular chain
Aj , Bk : end points of the chains
n : hash function output size
Roadmap. Section 2 provides an overview of our generic preimage attack on
the XOR combiner. Sections 3, 4, and 5 elaborate the attack procedure step by
step in details. Section 6 presents the applications and extensions of the attack.
Finally we conclude the paper and discuss future directions in Section 7.
2 Overview of the attack
We first give an overview of the techniques and the structures used in the attack,
while more detailed descriptions will be given in the following sections.
The main idea is to consider several chains of internal states reached by
processing a common message M from different starting points (note that the
message M is not fixed in advance, but will be determined when building the
structure). More precisely, the message M is denoted as the primary message,
and divided in several chunks: M = M0 ‖M1 ‖ . . . (as discussed later, a chunk will
consist of several message blocks). We denote chains of internal states for H1 as aj ,
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Switch structure. Next we build special structures called switches in order to
jump between chains in a controlled way. A switch allows to jump from a specific
pair of chains (aj0 , bk0) to a different pair of chains (aj0 , bk1) using a secondary
message chunk M ′i , in addition to the normal transitions using chunk Mi of the
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 (ai+1j0 , b
i+1
k1
) : jump from chains (aj0 , bk0) to (aj0 , bk1)
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In order to simplify the notations, we often omit the chunk index, in order to
show only the chains that are affected by the switch.
The main message chunk Mi and the secondary message chunk M
′
i are
determined when building the switch, and the main message defines the next
state of all the chains. We note that the secondary message chunk M ′i should only
be used when the state is (aij0 , b
i
k0
























Fig. 2. A single switch: jump from (a0, b0) to (a0, b1) by using M
′ (dashed lines) instead
of M (solid lines).
Alternatively, a switch can be designed to jump from (aj0 , bk0) to (aj1 , bk0).
We defer the details of the construction to Section 3; it can be built with a
complexity of Õ(2n/2).
Interchange structure. By combining several simple switches, we can build
an interchange structure with starting points IV1 and IV2 and ending points{





Bk, k = 0 . . . 2
t − 1
}
, so that we can select a message
ending in any state (Aj , Bk). Figure 3 shows one possible way to build such a
structure, and Figure 4 shows how to select a given message in the structure. An
interchange structure with 2t chains for each function requires about 22t switches.
Since we can build a switch for a cost of Õ(2n/2), the total structure is built with
Õ(22t+n/2) operations.
Preimage search. Finally, we can use an interchange structure with ending
points
{





Bk, k = 0 . . . 2
t − 1
}
, to build a preimage
attack as follows. Let H denote the target value. We select a random message
block m, and we compute two lists by evaluating the compression functions
after the interchange structure:
{






H ⊕ h2(Bk,m), k = 0 . . . 2t − 1
}
. We expect a match between the lists with
probability 22t−n. After about 2n−2t random choices of m, we get a match
(j∗, k∗):
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Fig. 4. Using of the interchange structure to reach output (A1, B2)
Therefore, we can construct a preimage of H by concatenating the message
leading to (Aj∗ , Bk∗) in the interchange structure, and the block m (we ignore
the finalization function in this section).
The complexity of the preimage search is about 2n−t evaluations of the
compression function, using an interchange structure with 2t end-points.
Complexity analysis. Building the interchange structures requires about
22t+n/2 evaluations of the compression function, while the preimage search
requires about 2n−t. The optimal complexity is reached when both steps take
the same time, i.e. t = n/6. This gives a complexity of Õ(25n/6).
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3 The switch structure
We now explain how to build the switch structure at the core of our attack. This
construction is strongly based on the multicollision technique of Joux [17].
Given states aij0 , b
i
k0
and bik1 , we want to build message chunks Mi and Mi
′




Mi (ai+1j0 , b
i+1
k0
) (aij0 , b
i
k1)
Mi (ai+1j0 , b
i+1
k1









The main message chunk Mi is used to define the next state of all the remaining
chains, while the secondary message chunk Mi
′ will be used to jump from chains
(aj0 , bk0) to (aj0 , bk1). We note that Mi
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We first build a multicollision for h∗1, starting from state a
i
j0
, i.e. a large setM





,M) = ai+1j0 ).
As shown by Joux, this can be done efficiently by sequentially building n/2
collisions.






,M) for all the messages M in the set
M. With high probability there is match between the sets of values8. We denote
the colliding messages as Mi and Mi



















k,mi). With high probability all the chains reach distinct values; if
this is not the case, we restart the construction with a new multicollision. The
full algorithm is shown as Algorithm 1, and illustrated by Figure 5; it requires
about n/2 · 2n/2 evaluations of the compression functions.
4 The interchange structure
Let us now describe the combination of switch structures into an interchange
structure. The goal of this structure is to select the final value of the H1 com-
putation and the H2 computation independently. More precisely, the structure
defines two sets of final values Aj and Bk, and a set of messages M jk such that:
(IV1, IV2)
Mjk
 (Aj , Bk).
In order to build this structure, we initialize the first chains with a00 = IV1,
b00 = IV2, and set the other starting points randomly. Then, we use switches to















Fig. 5. Building a switch structure. First, M and M ′ are selected from M to generate
a collision (defining the new bk1), then bk0 is evaluated using M .
jump for an already reachable pair (aj0 , bk0) to a different pair (aj0 , bk1) (or to
(aj1 , bk0), respectively). By using 2
2t−1 switches, we can make all pairs reachable.
There are many way to combine the switches; a simple one can be described as
follow:
1. first, build switches from (a0, b0) to each of the (a0, bk)’s;
2. then for each k, build a series of switches from (a0, bk) to all the (aj , bk)’s.
In order to reach the chains (aj , bk), one would activate the k-th switch in the
first part to jump from (a0, b0) to (a0, bk), and then the j-th switch in the k-th
series of the second part to jump from (a0, bk) to (aj , bk). This structure is shown
in Figure 3 and a pseudo-code description is given by Algorithm 2, where the
Interchange functions builds the structure, and the SelectMessage function
extracts the message reaching (aj , bk).
The structure can be somewhat optimized using the fact that the extra chains
have no prespecified initial values. We show how to take advantage of this in
Appendix A, using multicollision structures in addition to the switch structures.
However, this doesn’t change significantly the complexity: we need (2t−1)(2t−1)
switches instead of 22t − 1. In total, we need about n/2 · 22t+n/2 evaluations of
the compression functions to build a 2t-interchange structure.
We believe that a 2t-interchange structure based on switches will need at least
Θ(22t) switches, because every switch can only increase the number of reachable
pairs (aj , bk) by one. As shown in Appendix A some switches can be saved in
the beginning but it seems that new ideas would be needed to reduce the total
complexity below Θ(22t+n/2).
5 Preimage Attack
Finally, we describe the full preimage attack. We first build an interchange
structure with 2t chains for each of H1 and H2. We denote the ending points as{





Bk, k = 0 . . . 2
t − 1
}
, and we know how to select a
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Algorithm 1 Building a single switch




for 0 ≤ i < n/2 do
(m,m′)← Collision(h1, x)








for M ∈M do
y ← h∗2(b′,M)

















message M jk to reach any state (Aj , Bk). When adding a message block m to
one of the messages M jk in the interchange structure, the output of the combiner
can be written as:
H1(M jk ‖m)⊕H2(M jk ‖m) = g1(h1(Aj ,m), `+ 1)⊕ g2(h2(Bk,m), `+ 1),
where g1 and g2 are the finalization functions of H1 and H2, respectively, and `
is the length of the messages in the structure.
In order to reach a target valueH, we select a random blockm, and we evaluate{





B′k = H ⊕ g2(h2(Bk,m), ` +
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Algorithm 2 Building and using a T -interchange structure
function Interchange(h1, h2, IV1, IV2)
a0 ← IV1, b0 ← IV2
for 1 ≤ k < T do
ak ← $, bk ← $
end for
for 1 ≤ j < T do
(M,M ′)← Switch(h1, h2, a0, b0, bj)
M ←M ‖M ;M ′ ←M ′ ‖M ′





for 1 ≤ j < T do
for 1 ≤ i < T do
(M,M ′)← Switch(h2, h1, bj , a0, ai)
M ←M ‖M ;M ′ ←M ′ ‖M ′






return (M ,M ′)
end function
function SelectMessage(M ,M ′, j, k)
µ←M
if k 6= 0 then
µ[k − 1]←M ′[k − 1]
end if
if j 6= 0 then




1), k = 0 . . . 2t − 1
}
. If there is a match (j∗, k∗) between the two lists, we have:
A′j∗ = B
′
k∗ ⇔ g1(h1(Aj∗ ,m), `+ 1) = H ⊕ g2(h2(Bk∗ ,m), `+ 1)
⇔ H1(M jk ‖m)⊕H2(M jk ‖m) = H.
For a random choice of m, we expect that a match exists with probability 22t−n,
and testing it requires about 2t operations9. We will have to repeat this procedure
9 It takes O(t · 2t) operations by sorting the lists, but only 2 · 2t using a hash table.
13
2n−2t times on average, therefore the total cost of the preimage search is about
2n−t evaluations of h1 and h2.
As explained in the previous section, building a 2t-interchange structure
requires about n/2 · 22t+n/2 operations. Using t = n/6 we balance the two steps
of the attack, and reach the optimal complexity of about n/2 · 25n/6 operations
for the preimage attack.
5.1 Message length and memory complexity
The attack uses messages of length n/2 · 22t, and the memory complexity of
the attack10 is also n/2 · 22t. The optimal choice t = n/6 gives messages of
length n/2 · 2n/3. The memory requirement is probably not an issue11 for an
attacker that can spend time 25n/6, but the message length can be a problem
with some hash functions that don’t accept long inputs. For instance SHA-256 is
only defined for message with less than 264 bits (i.e. 255 blocks).
In this case, one can apply the attack with a smaller value of t: this reduces the
length of the messages, at the cost of more time spent in the preimage search step.
For instance, we can mount a preimage attack against SHA-256⊕ BLAKE-256
with complexity 2232 using t = 24, while the optimal attack with n = 256 would
cost only 2220.3. Similarly, our attack applied to SHA-512 ⊕Whirlpool has a
complexity of 2461, rather than 2434.7.
6 Applications and Extensions
The attack works identically if the hash functions use the HAIFA mode rather
than the plain Merkle-Damg̊ard iteration. Also it can easily be extended to
H1(M)H2(M) where  denotes an easy to invert group operation (for instance,
a modular addition rather than the exclusive or). The attack can also be extended
to hash functions H1 and/or H2 using an internal check-sum, such as the GOST
family of hash functions, using pairs of blocks with a constant sum.
6.1 Application to the sum of wide-pipe hash functions
The attack can also be used when the internal state size ` is larger than the
output size n. The complexity of building a 2t-interchange structure is related to
` as `/2 · 22t+`/2. On the other hand, the complexity of the meet-in-the-middle
preimage search is related to n as 2n−t. The optimal complexity is `/2 · 22n/3+`/6
by matching the two complexities with t = n/3− `/6. Therefore our attack can
be applied as long as ` + 6 log(`) ≤ 2n holds. For instance, we can compute
preimages of SHA-224⊕ BLAKE-224 with complexity roughly 2199.
10 We only need to store the messages M and M ′
11 For instance, the attack is on the verge of practicality with n = 64; the time complexity
is 258.3 and the memory complexity is 226.3.
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6.2 Application to Cryptophia’s short combiner
Our attack can also be applied to Cryptophia’s short combiner, as proposed by
Mittelbach [29], and to the revised version of Mennink and Preneel [26]. This
combiner computes the sum of two hash functions with some pre-processing of
the message, to allow non-independent functions:
C(M) = H1
(




m̃21 ‖ . . . ‖ m̃2`
)
m̃1j = H1(0 ‖ l1 ‖mj ⊕ k1)⊕H2(0 ‖ l2 ‖mj ⊕ k2)
m̃2j = H1(1 ‖ l1 ‖mj ⊕ k1)⊕H2(1 ‖ l2 ‖mj ⊕ k2)
where k1, k2, l1, l2 is a randomly chosen key. The security proof in the ideal model
shows that C is optimally preimage resistant if at least one of the hash functions
is ideal.
However, if both H1 and H2 are narrow-pipe, we can apply our preimage
attack with complexity Õ(25n/6). This does not violate the security proof because
we need both functions to be narrow-pipe, hence not n-bit ideal12. From a
practical point of view, though, it shows that in many cases (e.g. using SHA-512
and Whirlpool) the combiner is weaker than the initial functions.
6.3 Improvements using weaknesses of the hash functions
If H1 or H2 has known cryptographic weaknesses, more efficient attacks are
possible. More precisely, if the compression function of one of the hash functions
can be inverted13 in time 2t, then we can find a preimage of H1 ⊕ H2 with
complexity only Õ(2(n+t)/2).
The attack is presented using the case, where (at least) one compression
function is modeled as a weak compression function defined in [21], as an exam-
ple. Without loss of the generality, we assume the compression function of H2,
h2(x, y) = z, is such a weak compression function, which is a random oracle with
two additional interfaces as below.
• Backward interface. On a query (?, y, z), it returns either a value x uniformly
chosen from all the values satisfying h2(x, y) = z, or ⊥ if no such x exists.
• Bridging interface. On a query (x, ?, z), it return either a value y uniformly
chosen from all the values satisfying h2(x, y) = z, or ⊥ if no such y exists.
Note that the inversion of compression function h2 takes unit time and hence the
attack against H1 ⊕H2 takes time Õ(2n/2). The procedure is detailed as follows,
which is also illustrated in Figure 6.
Let the target hash digest be denoted as H. We firstly build an n-block
long multicollision on H1 following Joux’s approach [17]. Let the final output
12 A large multi-collisions can be built with a cost of roughly 2n/2 in a narrow-pipe
function, but costs almost 2n for an ideal hash function.
13 finding an input chaining value from the output chaining value and the message
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be denoted as Z. It contains a set of up to 2n messages that link IV1 to Z
on H1. We split every n-block long multicolliding message into halves, and
collect the first half n/2-block long messages as a set M1 and the second half
as another set M2. Hence for any message M1 ∈ M1 and any M2 ∈ M2, the
concatenated message M1 ‖M2 links IV1 to Z on H1. Secondly, for the messages
M2 ∈M2, we use the additional backward interface of h2 to carry out backward
computations from H ⊕ Z, and get values X such that h∗2(X,M2) = H ⊕ Z. We
store (X,M2) in a table TX . On average TX contains 2
n/2 elements.14 Finally,
for each message M1 ∈ M1, we iteratively compute h2 forward from IV2, and
get an internal state Y . We match Y to the elements in TX . A match implies
that concatenated M1 ‖M2 links IV2 to H ⊕ Z, and in turn is a preimage of
H1(M1 ‖M2) ⊕ H2(M1 ‖M2) = Z ⊕ H ⊕ Z = H. The success probability of
finding such a match is not negligible since there are 2n/2 X’s and Y ’s. The










Fig. 6. Preimage attack on the XOR combiner with a weak H2
Moreover, the above preimage attack can be extended to the concatenation
combiner H1 ‖H2 if both H1 and H2 are weak by a minor modification. This
shows that the proof of Hoch and Shamir [14] is tight for preimage resistance.
Here we mainly highlight the modifications. Let the target hash digest be H1‖H2,
where H1 is from H1 and H2 from H2. After we build the multicollision on H1
and let the output internal state be denoted as Z, we link Z to H1 by using
the bridging interface of h1 to receive a message m such that h1(Z,m) = H1.
This gives us a set of messages linking IV1 to H1 on H1. Also note that for the
backward computations on H2, the starting value should be H2. The rest of the
attack procedure remains the same. Hence it is easy to get that the complexity
is also Õ(2n/2).
14 The backward interface may output ⊥ for some message block. To compensate it, for
the other message blocks, we make multiple queries, since they may have more than
one preimages. On average, the backward interface should produce one preimage for
each query.
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6.4 Extension to the sum of three or more hash functions
The attack can be extended to the sum of three or more hash functions. In order
to attack the sum of k functions, two different strategies are possible: either we
use a simpler structure that only gives two degrees of freedom, and fixes k − 2
functions to a constant value, or we build an interchange structure to control all
the k functions independently.
Controlling only two functions. The easiest way to extend the attack is to
use a single chain in the k − 2 extra hash functions. The procedure to build a
switch is modified in order to use multicollisions for k − 1 functions instead a
simple multicollisions for one function; this costs O(nk−1 · 2n/2) using Joux’s
method [17].
As in the basic attack, we need O(t2) switches to generate a 2t-interchange
for two functions, and the preimage search costs O(2n−t); the optimal complexity
is therefore O(nk−1 · 25n/6) with t = n/6.
Controlling all the functions. Alternatively, we can build a more complex
interchange structure in order to control all the functions independently. When
attacking three functions, we will use the switch structure to jump from chains
(aj0 , bk0 , cl0) to (aj0 , bk0 , cl1) (or (aj0 , bk1 , cl0) or (aj1 , bk0 , cl0), respectively). We
need 23t − 1 switches in the interchange structure to reach all the 23t triplets of
chains (a switch makes only one new triplet reachable). Each switch is built using
a 2n/2-multicollision on two functions, which can be built for a cost of O(n2 ·2n/2)
following Joux’s technique [17]. Therefore we can build a 2t-interchange for a
cost of O(n2 · 23t+n/2). More generally, for the sum of k hash functions, we can
build an interchange structure for k functions for a cost of O(nk−1 · 2kt+n/2).
In the preimage search phase, we generate k lists of size 2t, and we need to
detect efficiently whether we can combine then to generate a zero sum. This
problem can be solved using a algorithm similar to Wagner’s generalized birthday
algorithm [35]. If k = 2κ, we find a solution with probability O(2n−(κ+1)·t) for a
cost of O(k · 2t). Therefore the preimage search costs O(k · 2n−κt). With k = 4
(i.e. κ = 2), this yields a complexity of O(n3 · 25n/6). However, this approach is
less efficient than the previous one for k = 3 and for k > 4.
To summarize, attacking the sum of k hash functions (k ≥ 2) costs O(nk−1 ·
25n/6). Controlling chains independently in more than two hash function might
be useful for further work, but it doesn’t improve the preimage attack on the
sum of k hash functions.
7 Conclusion and open discussions
In this work, we gave the first generic attack on the XOR combiner. Our result
is rather surprising: the sum of two ideal narrow-pipe hash functions only has
about 5n/6 bits of security against preimage attacks. In particular, the sum is
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easier to break than the initial functions. Since most practical hash functions
are narrow-pipe (e.g. SHA-1, SHA-256, SHA-512, Whirlpool, RIPEMD, GOST,
BLAKE, Skein...), the XOR combiner will usually provide a weaker security than
the component hash functions.
Moreover, we would like to discuss a few directions for future work.
On controlling multiple hash lanes. Since 2004, several generic attacks
have been found against narrow-pipe hash functions, such as the multicolli-
sion attack[17], the long-message second preimage attack[19] and the herding
attack[18]. There has been extensive work to extend these attacks to more com-
plex constructions with several computation chains, such as the concatenation
H1(M) ‖H2(M) and the cascade H2(H1(M),M).
As in our present work, the essential difficulty in those attacks comes from the
fact that several lanes of computation share the same input message, and hence
their outputs are related. If an adversary considers a näıve set of messages, the set
of outputs gives random pairs of n-bit values {(Ai, Bi) : i ∈ I}: selecting a value
for the first entry of the pair gives a single candidate for the second entry, and
the adversary is essentially working with a 2n-bit state. Previous works [30,13,1]
have developed various message structures (mostly based on multicollision and
diamond structures), in order to relax this relation. They mainly result in a set
of messages M such that the corresponding outputs are in a more structured
set {(A,Bi) : i ∈ I}: the first entry is a constant value A, but several options Bi
can be selected for the second entry. For any value (A,Bi), it is then possible
to select a message in M so that the first lane reaches A, while the second lane
reaches Bi. This allows to modify the value of the second lane without affecting
the first lane.
Our result is quite stronger: with the interchange structure we have a set of
message such that the corresponding outputs are a set {(Ai, Bj) : i ∈ I, j ∈ J },
where both lanes have several options that can be selected independently. We hope
that our technique will have applications or lead to new technical development in
related settings, e.g., the open problem of generic second preimage attacks (with
long messages) on the concatenation hash or on the Zipper hash [21].
On extending to practical hash function. Several practical hash functions
such as RIPEMD [7] and HAS-V [31] are based on a compression function with
more than one independent lanes, which interacts with each other at the end of
each compression function call. It is very interesting to investigate if our attack
can be further modified to attack these hash functions in future. Again the
obstacle comes from the relations between internal states of lanes. Particularly,
the internal states of the lanes interact with each other, which makes the relation
even tighter and in turn harder to attack.
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A Optimized Interchange Structure
We now describe an optimized attack using only (2t − 1)(2t − 1) switches rather
than 22t − 1. The attack also requires multicollision structures, as introduced by
Joux[17].
We replace the first 2t − 1 switches with a 2t-multicollision in H1, and we
use those messages to initialize all the bk chains in H2. We can also optimize
the first series of switches in H2 in the same way: we build a 2
t-multicollision in
H2 starting from b0, and we use those messages to initialize the aj chains in H1.













Fig. 7. Optimized interchange structure
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Algorithm 3 Optimized T -interchange structure
function Interchange(h1, h2, IV1, IV2, T )
a0 ← IV1, b0 ← IV2
M0 ←MultiCollision(h1, a0)










for 2 ≤ j < T do
for 1 ≤ i < T do
(M,M ′)← Switch(h2, h1, bj , a0, ai)
M ←M ‖M ;M ′ ←M ′ ‖M ′






return (M0,M1,M ,M ′)
end function
function SelectMessage(M0,M1,M ,M ′, j, k)
if j = 0 then
returnM0[k] ‖M1[0] ‖M




µ[(k − 1) · (T − 1) + j − 1]←M ′[(k − 1) · (T − 1) + j − 1]





for 0 ≤ i < n/2 do
(m,m′)← Collision(h, x)
x← h(x,m)
M← (M‖m) ∪ (M‖m′)
end for
returnM
end function
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