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Abstract— Partial discharge (PD) diagnostic is a crucial 
tool for condition monitoring of power system equipment (e.g. 
switchgear, cable) in the medium voltage (MV) network, 
which is degraded by the gradual deterioration of insulation 
elements, ageing, and various operational and environmental 
stresses. In the MV network, different types of PD faults are 
generated from different sources and to know the impact of an 
individual PD fault on the health of MV equipment, 
classification plays an important role. This paper aims to 
provide suitable techniques for classifying PD faults. The data 
is collected from an experimental investigation of three 
different types of PD faults from MV switchgear and classified 
using features extraction, dimensionality reduction and 
clustering techniques. To identify the best classification 
technique, dimensionality reduction techniques (principal 
component analysis and t-distributed stochastic neighbour 
embedding) are used, and their results are compared using the 
confusion matrix after applying k-means clustering technique. 
 
Keywords— partial discharge, medium voltage, 
classification, features extraction, dimensionality reduction 
techniques, k-means clustering  
I. INTRODUCTION 
Partial discharge (PD) is a localized electrical discharge 
that is caused by insulation degradation and indicates the 
weakness of insulation of power components and their 
accessories in the medium voltage (MV) network. The 
insulation degradation is caused by thermal, electrical, 
ambient/environmental, and mechanical (TEAM) stresses 
on power components, which leads to different kinds of 
faults.  
 
The PD measurement is a practical approach for 
detecting insulation defects and assessing the insulation 
condition of MV equipment. To identify, sense and locate 
PDs within MV equipment, the condition-monitoring 
process is used. The condition monitoring process is the 
combination of four subsystems i-e; sensor, data 
acquisition, fault detection and diagnosis technique. The 
sensor is used to sense the physical phenomena of type of 
stress, while fault detection is the process of determining 
fault (occurrence of PDs in the signal) through the 
monitoring process. The data acquisition system collects PD 
data with high sampling rate from the sensor and creates the 
link between measured data and analyses of measured data 
(diagnosis), and diagnosis part identifies the trends and 
patterns of measured data [1], [2]. 
In MV switchgear, PDs from multiple sources may 
occur simultaneously, which results in the mixture of PD 
signals and interpretation problems. To avoid the 
misinterpretation of signals, separation of defects is needed. 
The process of separation consists of features extraction and 
classification [3].  
There is a variety of features extraction and 
classification techniques which  are used in different papers 
for PD faults classification, such as; signal processing tools, 
statistical tools, image processing, principal component 
analysis (PCA), t-distributed stochastic neighbour 
embedding (t-SNE), k-means, support vector machine, 
decision tree and artificial neural network [4]. In this paper, 
different features representation and extraction techniques 
are discussed in the next section and based on the study of 
different techniques, discrete wavelet transform (DWT) 
combined with statistical parameters is used for features 
extraction from PD signals. For classification, an 
unsupervised machine technique (k-means) is utilized after 
reducing the dimensionality of extracted features.   
An experimental setup was developed to generate three 
types of PD faults-corona, internal and surface discharge in 
MV switchgear. For classification of PD faults, an 
assumption is made that PD pulses produced by different 
PD faults present distinct waveform characteristics. 
Therefore, it can be deduced that different PD faults will 
show a unique pattern after classification. For identifying 
the unique pattern of individual PD fault, a novel algorithm 
is designed in this paper, which consists of signal 
processing based features combined with statistical 
parameters and machine learning techniques.  
This paper is  organized as follows. Section II illustrates 
the literature review in which different techniques of PD 
features representation are discussed with respect to their 
advantages and disadvantages. Section III presents a brief 
introduction about PD classification (DWT, statistical 
parameters, PCA, t-SNE and k–means clustering) process. 
This work was carried out in the FUSE project with financial support 
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Section IV describes the laboratory experiment (data 
measurement) setup. The implementation of the algorithm 
and results are carried out in Section V, and the conclusion 
is presented in Section VI. 
 
II. LITERATURE REVIEW 
During the measurement process of PDs, it is hard to 
differentiate different types of PD faults with the naked eye 
on phase-resolved partial discharge analyzer. Because of 
that it is important to use more advanced techniques for the 
classification of PD faults. Moreover, for determining the 
harm of individual PD fault on the health of equipment or 
an asset, to diagnose the individual PD fault, and to predict 
the deterioration level of an equipment or asset, 
classification is necessary[5]. 
 
Features selection plays an important role in 
classification, and the choice of features (variables) is 
challenging for classifying different PD faults. For 
classification, a single feature (PD variable), such as; 
maximum applied voltage (Vmax) or apparent current (Ia) 
can be taken into account to know the effect of PD on MV 
equipment. However, the author has observed less accurate 
results in [5] by applying a single feature for classifying PD 
faults. Considering this point, it needs more than one 
feature to get the accurate results of classification. 
 
From the time domain signal of PDs, general features 
and pulse specific features can be obtained. The general 
features consist of pulse charge magnitude (for both 
positive and negative peaks), number of pulses, pulse 
repetition rate and average discharge current. On the other 
hand, pulse specific features consist of rising time, decay 
time and pulse width. From literature studies [6], it has 
been concluded that both types of features extraction 
methods are related to the pulse peak value that is affected 
by noise and by applying thresholding techniques, it leads 
to less accurate results of classification. 
 
The classification accuracy for PD signals can be 
improved by frequency domain analysis. A time-domain 
signal can be converted into frequency domain either by 
fourier analysis or by fast fourier transform (FFT). The 
disadvantage of fourier analysis is that all the 
transient/temporal information is lost during the 
transformation process of PD signals from the time domain 
to the frequency domain, and this information is essential 
for analysing PD signals. The fourier analysis gives 
information about the occurrence of a particular event at a 
specific frequency, but it does not provide the information 
that when the event took place. To overcome this problem, 
FFT is preferred. As compared to the fourier series, FFT 
uses a window technique where a small section of the 
signal is taken into account for analysing purpose. The 
disadvantage of this method is that it has limited 
computational precision, which is dependent on the size of 
the window [7]. Moreover, it is hard to determine the 
occurrence of time localization of certain part of frequency 
when a time-domain signal is transformed into the 
frequency domain by FFT. In simple words, FFT is suitable 
for stationary signals and provides erroneous results for 
time-varying signals. To overcome the limitations of FFT, 
short-time fourier transform (STFT) can be used. The 
advantage of STFT over FFT is that STFT uses a time-
frequency window to localize transient in a signal, but it 
has a limitation of the fixed time-frequency window [8].  
 
The wavelet transform is preferred to overcome these 
limitations of time and frequency domain signals. The 
advantage of the wavelet transform over frequency domain 
signals (fourier series, FFT, STFT) and the time-domain 
signal is that the wavelet transform has the capability of 
processing longer duration window/intervals which contain 
low-frequency information as well as it provides signal’s 
transient behaviour by high-frequency information [7]. 
 
The choice of the wavelet transform, type of wavelet and 
decomposition of the signal into different levels is also a 
broad question. There are many wavelet types that are used 
for features generation of PD signals; Daubechies (dbN), 
Symlet (symN) and Coiflets (coifN) wavelet types are most 
preferred among them. These wavelet types are preferred 
because of their performance (compactness, orthogonality 
and asymmetry) for PD data analysis [9]. The choice of the 
wavelet transform, wavelet type and the number of 
decomposition levels is an iterative process, and it is 
dependent on the data that is carried out for analysis. The 
DWT is chosen in this paper for features generation of PD 
signals (that are taken into account for analysis) because of 
discrete nature of signals, having the capability of de-
noising and giving information of PD pulse into time and 
frequency domains.  
 
The features extraction process is used to extract useful 
information from PD data with minimum loss of 
information. The features extraction is done for the 
simplicity of signal analysis instead of analysing complex 
data, which makes classification simpler. The statistical 
parameters are used in this paper to extract the distribution 
of PD energy from different features (wavelet coefficients) 
of PD data. According to research studies [6], statistical 
parameters can be used for different applications of features 
extraction irrespective of the domain (time domain, 
frequency domain, wavelet domain) of the signal. There are 
many statistical parameters, such as; mean, standard 
deviation, skewness, kurtosis, which are used for features 
extraction [5]. 
 
The dimensionality reduction techniques are widely used 
to make the classification simpler by reducing the 
dimensions of features. There are many dimensionality 
reduction techniques, and most common among them are 
PCA and t-SNE. These techniques are chosen in this paper 
to reduce the dimensions of features and to find the best 
separation technique between them for the classification of 
PD faults. PCA is mainly used for reducing the dimensions 
of features, which are linear in nature, while t-SNE is used 
for dimensionality reduction of non-linear or complex 
features. The disadvantage of PCA is that it performs 
poorly in case of non-linear data, and t-SNE’s disadvantage 
is that it calculates the conditional probability for each data 
point which increases the computational burden and makes 
the process slower [10][11].   
 
 
III. PD CLASSIFICATION 
In this section, the features extraction, dimensionality 
reduction and clustering techniques are described, which 
are applied to the measured PD data. The details of the 
measurement setup for recording the PD data is provided in 
the IV section.  
A. Discrete Wavelet Transform (DWT) 
DWT is applied on discrete signals, and it can provide 
the information about PD signals in time and frequency 
domains within specific frequency ranges. The first step of 
DWT is to choose the wavelet type and the number of 
decomposition levels. In DWT, a PD signal is decomposed 
into different levels by a pair of complementary high pass 
and low pass filters into the series of detail (D) and 
approximate (A) coefficients [12]. This transformation is an 
iterative process in which approximation coefficients are 
used as the new input for the next decomposition level. At 
each level of the decomposition process, the bandwidth and 
length of the signal are kept half from its previous level, and 
the result of this decomposition is the scaled and shifted 
frequency components [13].  
B. PCA 
PCA determines how features are varying in a particular 
dimension (variance) and how multiple features are varying 
in a particular dimension (covariance). PCA works on the 
principle of orthogonal linear transformation and plots or 
projects the data with maximum variance in a particular 
direction [4], [11].  
C. t-SNE 
As compared to PCA, t-SNE is a non-linear technique 
which transforms the data from high dimensions to low 
dimensions by converting the euclidean distances between 
data points into conditional probabilities which shows 
similarities [11].  
D. k-Means 
The clustering technique is used to determine the 
similarity of how two or more data patterns are close to each 
other. For the grouping of PD data, it is assumed that 
different PD faults represent different pattern at different 
distances. Therefore, PD data can be separated based on the 
pattern of distance in the data sets, and clusters can be 
created by considering the separation distance between 
individual clusters. The k-means clustering technique 
separates the number of data points from the data sets of 
many dimensions into k-clusters (predefined clusters) based 
on euclidean distance as a similarity measure [14]. 
 
IV. Experimental Setup 
The experimental data for PD classification was taken 
from the measurement setup, which was arranged in the 
High Voltage Laboratory of Aalto University. In this 
measurement setup, a commercial MV switchgear (20kV) 
was energized by keeping the three-phase circuit breaker in 
a closed position and defective insulations were attached to 
the outgoing terminals of circuit breaker. In this experiment, 
three types of PD faults (corona, PD in a void as the source  
of internal PDs, surface discharge due to base conductors)  
were generated in the MV switchgear outgoing connection 




(a)                         (b)                         (c) 
Fig. 1. PD sources: (a) corona, (b) internal, (c) surface 
discharge [15]. 
 
Two types of sensors; high-frequency current transformer 
(HFCT) and D-dot were used to record the PD signals. 
HFCT sensor measures the PD current pulses by 
electromagnetic induction, while the D-dot sensor uses an 
electric field to capture the PD signals. The HFCT sensor 
was connected around at the ground connection of 
switchgear, while D-dot sensor was fixed inside the upper 
portion of the switchgear compartment. For the recording of 
PD signals, a high-frequency oscilloscope with a sampling 
rate of 2.5 GS/s was used, and each PD pulse was captured 
at the length of 5 µs [15]. 
 
V. IMPLEMENTATION OF THE ALGORITHM AND 
RESULTS 
The proposed techniques are applied to PD data sets 
(114 PD signals of three types: 28 signals of the corona, 46 
signals of internal and 40 of surface discharge) which were 
collected from the outgoing connection compartment of 
MV switchgear. Fig. 2 shows the flow chart of the 
implementation of the algorithm.  
 
 
Fig. 2. Flow Chart of PD Signals Classification.  
 
 
The brief desrcription of implementation of the 
algorithm is as follows:  
A. Features Generation and Extraction  
For features generation of  PD signals, mother wavelet 
(from DWT) type symlet of order seven is chosen for the 
experimental data, which has provided us interesting 
features (a five-dimensional vector) by decomposing the 
original signals until level four into series of detailed and 
approximate coefficients (CD1, CD2, CD3, CD4, CA4). An 
assumption is made that these selected coefficients 
represent the distinct parameters of PD signals from 
different discharge sources. Moreover, for determining the 
distribution of signal energy, symmetry and sharpness from 
the features of PD signals, these features or coefficients are 
further analysed (extracted) using statistical parameters 
(mean, standard deviation, skewness and kurtosis) which 
has provided us a vector of 20 dimensions.  
B. Dimensionality reduction of features 
Due to the high dimensionality of extracted features, it is 
not possible to visualize all features of different PD signals 
(PD faults) into 2D or 3D space. In addition to 
visualization, we need those features, which contain 
maximum energy or PD information for classification. For 
this purpose, PCA and t-SNE techniques are used in this 
paper to reduce the dimensions of extracted features and to 
visualize the pattern of PD data in 2D or 3D space. The 
results of PCA and t-SNE techniques are presented in Fig. 
3. 
Fig. 3 depicts the points in PCA and in t-SNE space that 
can be categorized into three different groups just by 
creating a separation line. From Fig. 3, it can be seen that t-
SNE provides better results than PCA and three different 
groups of data points are clearly visible. After the reduction 
of dimensionality of features, the next step is to classify 
these features into different groups using clustering 
technique. 
 
   
      (a)                                                      (b) 
Fig. 3. Data visualization in 2-D (a) with PCA (b) with t-SNE. 
C. Classification or Clustering of Features 
    The k-means clustering technique is chosen in this paper 
for PD data sets to classify them into different groups and 
to find the labels of each signal. The selection of assigning 
the number of clusters into the k-means clustering technique 
is challenging, and for that, different optimal solutions 
(silhouette method, elbow method) can be used for selecting 
the number of clusters. In our case, we have assigned three 
clusters in the k-means technique by already knowing that 
PD data is taken from three different types of PD faults and 
by seeing the results of PCA and t-SNE techniques. The 
results of the k-means clustering technique are shown in Fig. 
4. 
    
               (a)                                        (b) 
Fig. 4. Data visualization in 2D space (a) with PCA and k-means 
clustering (b) with t-SNE and k-means clustering. 
 
 After knowing the labels generated by the k-means 
clustering technique, we compared these labels with the 
labels of the original data sets (true labels v/s predicted 
labels) in order to evaluate the performance of 
classification techniques. This comparison was carried out 
for both dimensionality reduction techniques (PCA and t-
SNE) after applying k-means clustering using the confusion  
matrix, and it was observed from the confusion matrix that 
t-SNE gives better classification results as compared to the 
PCA technique. Therefore, it can be concluded that t-SNE 
with k-means has provided us with more correct results in 
classification for PD data sets of this paper. The results of 
the confusion matrix are shown in Table 1 and Table 2. 
 
TABLE II. CONFUSION MATRIX BETWEEN TRUE LABELS AND 
PREDICTED LABELS (t-SNE AND K-MEANS) 
 
It can be seen from the confusion matrix that both 
techniques (PCA and t-SNE) give accurate results in the 
classification of corona PD signals. At the same time, there 
is some misclassification between surface and internals PD 
signals. We can assume that there are some non-linear 
signals in surface and internal PD data sets, for that t-SNE 
performs better than PCA.  
TABLE I. CONFUSION MATRIX BETWEEN TRUE LABELS AND 











 Predicted Labels (K-Means Labels) 
1 2 3 
1 28 0 0 
2 0 35 5 











 Predicted Labels (K-Means Labels) 
1 2 3 
1 28 0 0 
2 0 39 1 




This paper aimed to determine the suitable techniques for 
classifying three different types of PD faults. For this 
purpose, various features and classification techniques were 
studied, and it was found that signal processing based 
features combined with t-SNE and k-means techniques have 
provided good results in classification. Moreover, for 
knowing the classification results of PD faults and 
determining the best classification technique between t-SNE 
and PCA, a confusion matrix is utilized in this paper.  
 
This paper has presented how three types of PD faults 
(created inside the MV switchgear compartment) can be 
utilized for testing the performance of various classification 
techniques. The classification results of PD faults may not 
provide information about the progression of PD faults, but 
changes in PD characteristics and severity of PD may be 
determined in future by creating a suitable prediction model.  
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