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a b s t r a c t
In this paperwe introduceDRL*, a newhierarchy of linear relaxations for 0–1mixed integer
linear programs (MIPs), based on the idea of Reformulation–Linearization, and explore its
links with the Lift-and-Project (L&P) hierarchy and the Sherali–Adams (RLT) hierarchy.
The relaxations of the new hierarchy are shown to be intermediate in strength between
L&P and RLT relaxations, and examples are shown for which it leads to significantly
stronger bounds than those obtained from Lift-and-Project relaxations. On the other hand,
as opposed to the RLT relaxations, a key advantage of the DRL* relaxations is that they
feature a decomposable structure when formulated in extended space, therefore lending
themselves to more efficient solution algorithms by properly exploiting decomposition.
Links between DRL* and both the L&P and RLT hierarchies are further explored, and those
constraints which should be added to the rank d L&P relaxation (resp to the rank d RLT
relaxation) to make it coincide with the rank d DRL* relaxation (resp: to the rank d RLT
relaxation) are identified. Furthermore, a full characterization of those 0–1 MIPs for which
the DRL* and RLT relaxations coincide is obtained. As an application, we show that both
the RLT and DRL* relaxations are the same up to rank d for the problem of optimizing a
pseudoboolean function of degree d over a polyhedron. We report computational results
comparing the strengths of the rank 2 L&P, DRL* and RLT relaxations. Impact on possible
improved efficiency in computing some bounds for the quadratic assignment problem and
other directions for future research are suggested in the conclusions.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let P be a subset of Rn+m+ representing the set of feasible solutions of a 0–1 mixed integer linear program featuring n
integer variables and m continuous variables. A linear-description of the set P is a finite set of linear constraints defining P .
We will suppose that the set P has the following linear description
n+m−
j=1
ajxj ≤ b, (1)
xj ≤ 1 for all j ∈ E = {1, . . . , n}, (2)
−xj ≤ 0 for all j ∈ N = {1, . . . , n+m}, (3)
xj ∈ {0, 1} for all j ∈ E. (4)
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In the above formulation the set E contains the indices of the n binary variables describing P; the total number of variables
both integer and continuous is denoted by κ; for each index j in N the vectors aj and b belong to Rρ , where ρ is a positive
integer representing the number of constraints in (1).
The linear relaxation of the integer set P , denoted P , is the polyhedron defined by the (ρ + n + κ) constraints (1)–(3).
Recall that two linear-descriptions are said to be equivalent if they define the same polyhedron, and a linear-description D1
dominates another linear-description D2 if the polyhedron defined by D1 is included in the polyhedron defined by D2.
In the absence of special structure, optimizing over the integer set P is an NP-hard problem. This complexity status
helps in understanding the acknowledged difficulty of characterizing the convex hull of the integer set P . In most cases the
complete description of that convex hull is actually not needed. To solve an optimization problem over P starting from the
continuous relaxation P , we only need to know the description of the convex hull of P in the vicinity of the optimal solution.
To identify such a local description a possible approach is to strengthen the initial relaxation of the integer set by cutting off
fractional optimal solutions using valid inequalities.
A wide variety of general-purpose valid inequalities have been proposed for integer and mixed integer linear programs
over the years. For example, Gomory’s fractional cuts [21] (equivalent to the Chvátal–Gomory cuts [14]); Gomory mixed
integer cuts [22] (equivalent to the split cuts [15] and to MIR cuts [26]); the intersection cuts of Balas [5]; the matrix cuts of
Lovász–Schrijver [25] and the Lift-and-Project cuts [7]. For more details see the extensive survey in [16].
Those valid inequalities can be used to build strengthened relaxations of the problem under consideration by repetitively
solving the associated separation problem (see for example [20,12,4,3,8]).
An alternate way of building strengthened relaxations is to use an approach combining reformulation, linearization and
projection such as proposed e.g. in [7,23,25,28,29]. In such an approach, first, one reformulates constraints defining the set
of feasible solutions by introducing nonlinearities. Then, the resulting nonlinear system is linearized and projected back
onto the original space. Sherali–Adams [28,29] have proposed the term of Reformulation–Linearization Technique (RLT) to
qualify their approach, while the closely related relaxation studied by Lovász–Schrijver is sometimes referred to as The
Lovász–Schrijver construction (see [7]).
The strength of the new descriptions resulting from the Reformulation–Linearization approach depends on both the
reformulation and the linearization steps. For example, in the case of the Lift-and-Project approach in [7] the strength
of the resulting descriptions depends on the number of integer variables considered in the reformulation step. And, in
the case of the Sherali–Adams approach, the strength of the resulting description depends on the degree of the factors
used in the reformulation step. More generally, a Reformulation–Linearization approach leads to a whole hierarchy of
relaxationswhich lie between the continuous relaxation and the convex hull of the integer set. A set theoretic interpretation
for the Reformulation–Linearization approaches has been proposed in [33]. A theoretical comparative study between the
Sherali–Adams, Lovász–Schrijver and Lasserre [23] relaxations can be found in [24].
In the present paper connections between some of the hierarchies obtained via Reformulation–Linearization are
investigated, in particular the Sherali–Adams (RLT) and Lift-and-Project (L&P) hierarchies. For the rank d = 1, it is well-
known that the relaxation P1RLT can easily be deduced from the relaxation P
1
L&P by adding a set of equality constraints
identifying some pairs of variables (see [7,9]).We show here that this simple connection between P1L&P and P
1
RLT does not extend
to rank d greater than or equal to 2. This leads us to introduce a new hierarchy of relaxations referred to as DRL∗, which is
intermediate between the RLT hierarchy and the L&P hierarchy. DRL stands for Decomposable Reformulation–Linearization,
thus emphasizing a key property of this family of relaxations, namely the fact that their higher dimensional linear description
is block-decomposable (a property also present in the L&P hierarchy but not in the RLT hierarchy). In addition to this, as will
become clear later, this new family of relaxations enjoys a number of specific properties, showing special connections to the
RLT hierarchy (this is suggested by the star in DRL∗).
In Section 2, after recalling how the Sherali–Adams and the Lift-and-Project hierarchies are constructed, we show
(Section 2.2) that the L&P hierarchy is a particular case of the general Reformulation–Linearization principle using a suitable
linearization. Then, we introduce a new hierarchy, called DRL∗, that refines the L&P hierarchy while retaining the block-
decomposable structure in higher dimensional space. In Section 3, we discuss connections between the various hierarchies
above. First, we identify those constraints which should be added to the description of the L&P closure of rank d in order
to get the DRL∗ closure of the same rank. In a second step, we look for the connections between RLT and DRL∗ closures.
We show a small example providing evidence that the two hierarchies are different in general. Also, we show how one
can strengthen the DRL∗ closure to get the RLT closure of the same rank. In Section 4, we investigate the question of which
type of structure the mixed integer set P should feature in order that both the RLT closure of rank d and the DRL∗ closure
of the same rank coincide. Identifying cases when such equivalence occurs is of interest because, on the one hand, every
RLT closure of rank d dominates the DRL∗ closures of the same rank, and, on the other hand, the DRL∗ closures have a nice
decomposable structure. So, when the equivalence between the two relaxations occurs, there is a potential advantage, from
a computational point of view, to use DRL∗ rather than RLT. As an application, we show (Section 5) that the RLT and DRL∗
closures of rank d coincide for the problem of optimizing a pseudoboolean function of degree d over a polyhedron. To the
best of our knowledge, no result about connections between the Sherali–Adams and Lift-and-Project closures was available
up to now for arbitrary rank d. The only result we are aware of, is the one mentioned in [10] about the equivalence of the
elementary closure of the Lift-and-Project cutsP1L&P and the Sherali–Adams closureP1RLT of rank 1 for theMAX-2SAT problem.
In Section 6 we report computational results comparing the strengths of the rank 2 L&P, DRL∗ and RLT relaxations. Section 7
provides some concluding remarks.
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2. Reformulation–Linearization hierarchies: principle and special cases
In this section, we first recall the general Reformulation–Linearization principle.
Let p be a positive integer. For a finite non empty set S let S[p] be the set of all subsets of S with cardinality p. Sometimes
we will need to indicate the cardinality of the sets under consideration, so we will use the notation Hp to indicate that the
set H has cardinality p.
Let Jd be a set of d elements belonging to the set of binary indices E and let J be a subset from Jd.We call d-factor associated
with the sets J and Jd, denoted Fd(J, Jd \ J), a degree d polynomial defined as follows
Fd(J, Jd \ J) =
∏
j∈J
xj
∏
j∈Jd\ J
(1− xj).
We use the convention that F0(∅,∅) = 1. Also, note that since Jd ⊆ E, Fd(J, Jd \ J) is nonnegative for all x ∈ [0, 1]n.
The following property of the d-factors will be useful later.
Lemma 1 (Sherali–Adams [29]). For any positive integer p and for any set Jp of cardinality p, we have the identity−
J⊆Jp
Fp(J, Jp \ J) = 1. (5)
A rank d Reformulation–Linearization relaxation (of the mixed integer set P) is defined in three steps. First, the problem
is reformulated as a 0–1 polynomial (semi-algebraic1) mixed integer system by multiplying the constraints (1)–(3) with all
d-factors. Then, the nonlinear terms are linearized by introducing new variables giving rise to a higher dimensional linear
equality and inequality system. The last step consists in projecting back the resulting polyhedron onto the original x-space.
As will be observed below, the linearization step can be performed in many different ways, possibly leading to as many
different hierarchies of relaxations.
The solution set in Rκ associated with the nonlinear (semi-algebraic) description resulting from the reformulation step
will be denoted Rd and it is defined as follows
Rd =

Jd∈E[d]
Rd(Jd),
where, for each subset Jd of E, Rd(Jd) is the following nonlinear system
κ−
j=1
ajxjFd(J, Jd \ J)− bFd(J, Jd \ J) ≤ 0 for all J ⊆ Jd, (6)
xjFd(J, Jd \ J)− Fd(J, Jd \ J) ≤ 0 for all j ∈ E and J ⊆ Jd, (7)
xjFd(J, Jd \ J) ≥ 0 for all j ∈ N and J ⊆ Jd, (8)
Fd(J, Jd \ J) ≥ 0 for all J ⊆ Jd. (9)
Starting from this semi-algebraic reformulation, various linear relaxations can be constructed depending on the type of
linearization considered. Three such linear relaxations are presented below, the first two are well known, the third one, to
the best of our knowledge, appears to be new.
2.1. The Sherali–Adams hierarchy
The description of the Sherali–Adams closure of rank d for the polyhedron P of the continuous relaxation of the mixed
integer set P , denotedPdRLT , is a Reformulation–Linearization relaxation of rank d where the nonlinear terms in (6)–(9) are
linearized by introducing new variableswJ andwkJ defined by
wJ =
∏
j∈J
xj for all J ⊆ E and |J| ≤ min(d+ 1, n), (10)
wkJ = xk
∏
j∈J
xj for all k ∈ N \ E, J ⊆ E and |J| ≤ d, (11)
where it is assumed thatw∅ = 1, andwk∅ = xk for every index k in N \ E corresponding to a continuous variable.
The resulting higher dimensional linear description will be denoted PdRLT and it is defined as follows
PdRLT =

Jd∈E[d]
PdRLT (J
d), (12)
1 A semi-algebraic set in n dimensions is a subset of Rn defined as the solution set of a finite system of polynomial equalities and inequalities see [18,19].
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where, for each subset Jd of E, the polyhedron PdRLT (J
d) is
κ−
j=1
ajW J,J
d
j − bW J,J
d
0 ≤ 0 for all J ⊆ Jd, (13)
W J,J
d
j −W J,J
d
0 ≤ 0 for all j ∈ E and J ⊆ Jd, (14)
W J,J
d
j ≥ 0 for all j ∈ N and J ⊆ Jd, (15)
W J,J
d
0 ≥ 0 for all J ⊆ Jd (16)
and where, for every j in N , W J,J
d
j and W
J,Jd
0 denote the linearized forms of the polynomials xjFd(J, J
d \ J) and Fd(J, Jd \ J)
respectively; these are related to thewJ andwkJ variables as follows
W J,J
d
j =
−
J⊆H⊆Jd
(−1)|H\ J|wH∪{j} for all Jd, J ⊆ Jd and j ∈ E, (17)
W J,J
d
j =
−
J⊆H⊆Jd
(−1)|H\ J|wjH for all Jd, J ⊆ Jd and j ∈ N \ E, (18)
W J,J
d
0 =
−
J⊆H⊆Jd
(−1)|H\ J|wH for all Jd, J ⊆ Jd (19)
(the above expressions (17)–(19) can also be found in [29]). Note that the constraints (15)–(16) imply the nonnegativity of
the variableswJ andwkJ .
After linearizing the nonlinear terms in (6)–(9) using thew variables defined in (10) and (11) above, the PdRLT description
turns out to involve a number of variables and constraints exponential in d. The number of variable needed to linearize the
nonlinear program (6)–(9) is
∑min{d+1,n}
k=1
 n
k
+m∑dk=0  nk  (notice that the variablew∅ is not counted here sincew∅ = 1).
Also, it is seen that the number of constraints is O(
 n
d

2dκ).
Note that the rank d Sherali–Adams closurePdRLT is obtained by projecting the polyhedron PdRLT onto the subspace Rκ
induced by the xj variables, where j belongs to {1, . . . , κ}.
In the two following sections, other types of linearization of the (semi-algebraic) system (6)–(9) will be discussed.
2.2. The Lift-and-Project hierarchy
In this section, we recall the definition of Lift-and-Project closures. Then, we show that, using a suitable linearization,
Lift-and-Project closures can be viewed as Reformulation–Linearization relaxations. Notice that in the special case of pure
0–1 programs E. Boros derives this result in a slightly more general context, see [11]. Also, it can be obtained using tools
from real algebraic geometry, see [34].
First, we recall the concept of disjunctive relaxation. A disjunctive relaxation is obtained as the union of a finite number of
polyhedra, each corresponding to a subset of solutions in P with some specified components integer valued. More formally,
the disjunctive relaxation of the polyhedron P associated with a subset Jd of integer variables, denotedPDR(Jd), is the convex
hull of the following set
P ∩ {x ∈ Rκ : xj ∈ {0, 1} for j ∈ Jd}.
The Lift-and-Project closure of rank d, denotedPdL&P , is the intersection of all disjunctive relaxations associated with all sets
Jd in E[d]. In other wordsPdL&P = 
Jd∈E[d]
PDR(Jd).
The case d = 1 is known as the elementary closure of Lift-and-Project cuts (see [17,9]).
For any subset Jd in E, the setPDR(Jd) introduced above is the convex hull of the union of 2d polyhedra. Indeed, for any
subset J ⊆ Jd, letΠJ(Jd) be the polyhedron included in Rκ and defined as
κ−
j=1
ajxj ≤ b, (20)
xj ≤ 1 for all j ∈ E, (21)
−xj ≤ 0 for all j ∈ N, (22)
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−xj ≤ −1 for all j ∈ J, (23)
xj ≤ 0 for all j ∈ Jd \ J. (24)
LetAJ,J
d
and bJ,J
d
denote the constraintmatrix and right-hand-side respectively corresponding to the system (20)–(24) above.
So, the polyhedronΠJ(Jd) is the convex set
ΠJ(Jd) = {x ∈ Rκ : AJ,Jdx ≤ bJ,Jd}.
Note that each polyhedron ΠJ(Jd) above is defined by fixing the variables with indices in the set J equal to one, and the
variables with indices in the set Jd \ J equal to zero. Thus, we have
PDR(Jd) = conv

J⊆Jd
ΠJ(Jd)
 .
The following well-known result, due to Balas (see [6]), shows how to obtain a linear description, in a higher dimensional
space, of the convex hull of the union of a finite set of non empty polyhedra.
Proposition 2 (Balas [6]). Let
Γi = {x ∈ Rκ : Aix ≤ bi},
i ∈ Q , a finite family of non empty polyhedra. Then conv(i∈Q Γi) is the set of those x ∈ Rκ for which there exist vectors (yi, yi0)
in Rκ × R, i ∈ Q such that
x−
−
i∈Q
yi = 0,
Aiyi − biyi0 ≤ 0 for all i ∈ Q ,−
i∈Q
yi0 = 1,
yi0 ≥ 0 for all i ∈ Q .
Using Proposition 2 above, and considering for each pair (J, Jd) (where J ⊆ Jd) a κ-vector of continuous variables denoted
yJ,J
d
, and an extra continuous variable denoted yJ,J
d
0 the polyhedron conv(

J⊆Jd ΠJ(Jd)), for a fixed set Jd, can be described
as the set of x in Rκ satisfying the linear system
x−
−
J⊆Jd
yJ,J
d = 0,
AJ,J
d
yJ,J
d − bJ,JdyJ,Jd0 ≤ 0 for all J ⊆ Jd,−
J⊆Jd
yJ,J
d
0 = 1,
yJ,J
d
0 ≥ 0 for all J ⊆ Jd.
Equivalently
x−
−
J⊆Jd
yJ,J
d = 0, (25)
κ−
j=1
ajyJ,J
d
j − byJ,J
d
0 ≤ 0 for all J ⊆ Jd, (26)
yJ,J
d
j − yJ,J
d
0 ≤ 0 for all j ∈ E \ Jd and J ⊆ Jd, (27)
yJ,J
d
j − yJ,J
d
0 = 0 for all j ∈ J and J ⊆ Jd, (28)
yJ,J
d
j = 0 for all j ∈ Jd \ J and J ⊆ Jd, (29)−
J⊆Jd
yJ,J
d
0 = 1, (30)
yJ,J
d ≥ 0 for all J ⊆ Jd, (31)
yJ,J
d
0 ≥ 0 for all J ⊆ Jd. (32)
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The description (25)–(32) above is derived from the constraints (20)–(24) as follows. The constraints (26) are derived from
(20). The constraints (27) are derived from (21), and correspond to variables that are not fixed yet. The constraints (28) are
derived from (21) and (23), and correspond to the constraints xj = 1 for each index j in the set J . The constraints (22) and
(23) induce the constraints (29) which correspond to the constraints xj = 0 for all indices j in the set Jd \ J . Finally, the
constraints (31) are derived from the constraints (22).
The higher dimensional description of the polyhedronPdL&P in (x, y)-space will be denoted PdL&P . It involves a number of
variables and constraints exponential in d. More precisely, it has κ+(κ+1)×2d× nd  variables andO( nd  2dκ) constraints,
including bound constraints.
Despite the fact that the higher dimensional description PdL&P of PdL&P has an exponential number of variables and
constraints it has two nice properties. First, the separation problem over the polyhedron PdL&P is polynomial in the size of the
system defining PdL&P (see [16]). Second, the linear system describing the polyhedron P
d
L&P for fixed d is block-decomposable.
A structure which can be nicely exploited from a computational point of view, as shown in [10,9] for the case d = 1 using
a Benders-type decomposition approach. Indeed, it is formed by
 n
d

blocks. Each one of them is given by the constraints
(25)–(32), and corresponds to one set of d integer variables.
Now, we show that the rank d L&P closures can also be viewed as rank d Reformulation–Linearization relaxations where
the linearization is performed using the following substitutions: For every subset Jd in E, let
Z J,J
d
j = xjFd(J, Jd \ J) for all j ∈ N and J ⊆ Jd, (33)
Z J,J
d
0 = Fd(J, Jd \ J) for all J ⊆ Jd. (34)
The linearized system we get is given by
κ−
j=1
ajZ J,J
d
j − bZ J,J
d
0 ≤ 0 for all J ⊆ Jd and Jd ∈ E[d], (35)
Z J,J
d
j − Z J,J
d
0 ≤ 0 for all j ∈ E, J ⊆ Jd, and Jd ∈ E[d], (36)
Z J,J
d
j , Z
J,Jd
0 ≥ 0 for all j ∈ N, J ⊆ Jd and Jd ∈ E[d]. (37)
It is important to keep in mind that the description above is quite different from the description in (13)–(16). The difference
is due to the type of linearization used. Indeed, the Z variables in (33)–(34) do not play the same role as theW variables in
(13)–(16) because the former are only constrained by (35)–(37) whereas the latter have to satisfy a larger set of constraints
expressed by (17)–(19). Note that the same kind of remark will also apply to the description (49)–(52) in Section 2.3 below.
Now, consider the Reformulation–Linearization relaxation deduced from the semi-algebraic formulation (6)–(9)
linearizing via the substitutions (33) and (34). Let Q dL&P denote the polyhedron corresponding to this Reformulation-
Linearization relaxation. The following result identifies PdL&P with the Reformulation–Linearization relaxation Q
d
L&P .
Proposition 3. For every positive integer d less than or equal to n,
PdL&P ≡ Q dL&P .
Proof. Let d be a positive integer less than or equal to n. We will show how one can derive the constraints (25)–(32) from
(35)–(37). Using (33) and (34), we can rewrite the two groups of constraints (35) and (36) as follows
κ−
j=1
ajZ J,J
d
j − bZ J,J
d
0 ≤ 0 for all J ⊆ Jd and Jd ∈ E[d], (38)
Z J,J
d
j − Z J,J
d
0 ≤ 0 for all j ∈ E \ Jd, J ⊆ Jd and Jd ∈ E[d]. (39)
Now, using the relation (5) we have−
J⊆Jd
Z J,J
d
0 = 1, (40)
and for any index jwe have−
J⊆Jd
Z J,J
d
j = xj,
which leads to−
J⊆Jd
Z J,J
d = x. (41)
(where Z J,J
d
denotes the κ-vector with components Z J,J
d
j ).
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Since for every index j in E we have x2j = xj, then Z J,J
d
j = Z J,J
d
0 for all j ∈ J , J ⊆ Jd and Jd ∈ E[d]. Thus,
Z J,J
d
j − Z J,J
d
0 = 0 for all j ∈ J, J ⊆ Jd and Jd ∈ E[d]. (42)
Using (33) we get
Z J,J
d
j = 0 for all j ∈ Jd \ J, J ⊆ Jd and Jd ∈ E[d]. (43)
Finally, the two groups of constraints (37) imply
Z J,J
d
, Z J,J
d
0 ≥ 0 for all J ⊆ Jd. (44)
By identifying Z J,J
d
with yJ,J
d
and Z J,J
d
0 with y
J,Jd
0 , it is seen that the constraints (38)–(44) are exactly those describing P
d
L&P ,
and this completes the proof. 
2.3. The DRL∗ hierarchy
In this section, we define the DRL∗ closures. In this hierarchy, the rank dDRL∗ closure coincides with the rank d L&P
closure for d = 1 and it coincides with the rank d RLT closure for d = n. For d ∈ {2, . . . , n − 1}, it will turn out that the
rank dDRL∗ closures will form a new hierarchy of relaxations, intermediate (in strength) between the L&P hierarchy and the
Sherali–Adams hierarchy.
Thedescription of theDRL∗ closure of rank d, denotedPdDRL∗ , is a relaxationdeduced from the semi-algebraic reformulation
(6)–(9) by linearizing the nonlinear terms via introduction of new variables θ J0 and θ
J
j defined by
θ
J
j = xjF|J|(J,∅) for all j ∈ N \ J, J ⊆ E and |J| ≤ d, (45)
θ
J
0 = F|J|(J,∅) for all J ⊆ E and |J| ≤ d. (46)
Observe that in (45), only variables θ Jj such that j does not belong to J are defined. However, to simplify the description of
the linearization process (see Eqs. (53) and (54) below) it will be convenient to use extra variables θ Jj with j belonging to J;
these extra variables being linked to those defined in (45) via the relations
θ
J
j = θ J\{j}j for all j ∈ J, J ⊆ E and 1 ≤ |J| ≤ d. (47)
(Notice that the θ J0 variables for subsets J with cardinality 0 and 1 are, due to the previously stated convention, see Section 2.1,
θ∅0 = F0(∅,∅) = 1 and θ {i}0 = xi for J = {i}).
The resulting higher dimensional linear description will be denoted PdDRL∗ and it is defined as follows
PdDRL∗ =

Jd∈E[d]
PdDRL∗(J
d), (48)
where, for each subset Jd of E, the polyhedron PdDRL∗(J
d) is described as
κ−
j=1
ajΘ J,J
d
j − bΘ J,J
d
0 ≤ 0 for all J ⊆ Jd, (49)
Θ
J,Jd
j −Θ J,J
d
0 ≤ 0 for all j ∈ E and J ⊆ Jd, (50)
Θ
J,Jd
j ≥ 0 for all j ∈ N and J ⊆ Jd, (51)
Θ
J,Jd
0 ≥ 0 for all J ⊆ Jd (52)
and where, for every j in N , Θ J,J
d
j and Θ
J,Jd
0 denote the linearized forms of the polynomials xjFd(J, J
d \ J) and Fd(J, Jd \ J)
respectively. These are linked to the θ variables through the relations
Θ
J,Jd
j =
−
J⊆H⊆Jd
(−1)|H\ J|θHj for all Jd, J ⊆ Jd and j ∈ N, (53)
Θ
J,Jd
0 =
−
J⊆H⊆Jd
(−1)|H\ J|θH0 for all Jd and J ⊆ Jd. (54)
After linearizing the nonlinear terms using the θ variables defined in (45)–(46), the PdDRL∗ description will have a number
of variables and constraints exponential in d. We need
∑d
k=0
 n
k

(κ − k) +∑dk=2  nk  variables to linearize the nonlinear
program resulting from the reformulation step (observe that only the nonlinear terms are linearized, thereforewe only need
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the θ J0 variables for |J| ≥ 2 and the θ Jj variables for |J| ≥ 1 and j ∉ J). We will show in Proposition 7 (see Section 3.2) below
that it is possible to perform the linearization step with a smaller number of variables. Also, we get an exponential number
of constraints from the reformulation step; that number is O(
 n
d

2dκ).
As will be shown later (see Section 3.1 and the computational results in Section 6), the DRL∗ closures can be stronger than
the L&P closures while keeping the nice property of being block-decomposable in higher dimensional space.2 A property that
is not present in the RLT closures. Indeed, in the rank d RLT closure, there is only one variable associated with the pair (j, Jd),
where j ∈ E \ Jd and Jd ⊆ E, which is wJd∪{j}, while in the rank dDRL∗ closure there are d + 1 distinct variables associated
with (j, Jd) (see the proof of Theorem 9). Each block in the rank dDRL∗ closure corresponds to the set of variables θ J
d
j , having
the same superscript Jd.
3. Connections between the RLT, DRL∗ and L&P closures
3.1. Connections between DRL∗ and L&P closures
In this section, first we show that the DRL∗ closures can be different from the L&P closures. Then, we identify those
constraints which should be added to the PdL&P description in order to get the description of P
d
DRL∗ .
It is very easy to construct small examples (involving two or three variables and constraints) showing that the L&P
closures and DRL∗ closures can be different. We consider here an example involving five variables and three constraints.
This example will be useful later to illustrate other properties. Let X be the following integer set
X = X ∩ {0, 1}5,
where
X =

x ∈ [0, 1]5 :
18x1 + 15x2 + 17x3 + 5x4 + 13x5 ≤ 54
17x1 + 22x2 + 13x3 + 9x4 + 25x5 ≤ 63
17x1 + 19x2 + 3x3 + 7x4 + 11x5 ≤ 89

.
Using themps files3 describing the P2DRL∗ and P
2
L&P relaxations, the reader can check that
(−2653.99 =) min
x∈P2DRL∗ (X)

5−
j=1
cjxj

> (−2668.107 =) min
x∈P2L&P (X)

5−
j=1
cjxj

,
where the cost vector c is given by
−ct = (1900, 500, 200, 100, 300).
So, the example above shows that P2DRL∗(X) is strictly contained in P
2
L&P(X).
Now, we show how to strengthen the PdL&P description in order to get the P
d
DRL∗ description.
We need the following lemma.
Lemma 4 (Sherali–Adams [29]). For every set Jd of E[d] and for every index j in N ∪ {0}, the linear transformation
y J,J
d
j =
−
J⊆H⊆Jd
(−1)|H\ J|θHj for all J ⊆ Jd
is regular and its inverse is given by
θ
J
j =
−
J⊆H⊆Jd
yH,J
d
j for all J ⊆ Jd.
Theorem 5. For every positive integer d less than or equal to n, the relaxation
PdL&P ∩
 −
J⊆H⊆Jd
yH,J
d
j =
−
J⊆H⊆Kd
yH,K
d
j : ∀j ∈ N, ∀J ⊆ J
d ∩ K d,
∀Jd, K d ∈ E[d]
 (55)
coincides with PdDRL∗ .
Proof. Let d be a positive integer less than or equal to n. Let (x,θ) be a feasible point belonging to PdDRL∗ . Lety be the vector
defined by
yJ,Jdj = −
J⊆H⊆Jd
(−1)|H\ J|θHj ,
2 An illustration of this decomposable structure for rank 2 DRL∗ applied to the simple polyhedron [0, 1]3 is provided in the document≪ Full Linear
Description of P2DRL∗ for [0, 1]3 ≫ available at http://hacene.ouzia.free.fr.
3 Available at http://hacene.ouzia.free.fr.
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where j ∈ N ∪ {0}, J ⊆ Jd and Jd ∈ E[d]. It is easy to check that the point (x,y) satisfies all the constraints defining PdL&P .
Lemma 4 above implies that−
J⊆H⊆Kd
yH,Kdj = −
J⊆H⊆Jd
yH,Jdj ,
for every index j ∈ N ∪ {0} and for every set J included in two different sets Jd and K d from E[d]. This proves that (x,y)
belongs to (55).
For the reverse inclusion, let (x, y) be a feasible solution of (55). Since the point y satisfies the following constraints−
J⊆H⊆Jd
yH,J
d
j =
−
J⊆H⊆Kd
yH,K
d
j for all j ∈ N and J ⊆ Jd ∩ K d,
for every two different sets Jd, K d from E[d] then the following vector θ is well defined
θ
J
j =
−
J⊆H⊆Jd
yH,J
d
j ,
for every j ∈ N ∪ {0} and for every subset J of E such that |J| ≤ d. Now using the θ Jj values thus determined, it is seen
that Θ J,J
d
j and Θ
J,Jd
0 defined by (53) and (54) can be identified with the y
J,Jd
j and y
J,Jd
0 values respectively. Since y satisfies
the constraint defining PdL&P (Eqs. (35)–(37)) we deduce thatΘ satisfies (49)–(52), and thus that (x, θ) belongs to P
d
DRL∗ . This
completes the proof. 
3.2. Connections between DRL∗ and RLT closures
In this section, we state and prove a general result exhibiting a simple connection between rank d RLT and DRL∗ closures.
More precisely, we will show that the higher dimensional description of the former can be obtained by adding to the higher
dimensional description of the DRL∗ closure of rank d a suitable set of constraints referred to as symmetry conditions.
Before that, we show that the two closures can be different. Indeed, using the mps files4 describing the P2DRL∗ and P
2
RLT
relaxations, the reader can check that the two relaxations P2RLT (X) and P
2
DRL∗(X) for the example given in Section 3.1 are
different, since
(−2652.27 =) min
x∈P2RLT (X)

5−
j=1
cjxj

> (−2653.99 =) min
x∈P2DRL∗ (X)

5−
j=1
cjxj

.
Now, we turn to the question of how one can strengthen the rank dDRL∗ closure to get the RLT closure of the same rank d.
Let us first introduce what we call symmetry condition. For every positive integer p less than or equal to d, for every set Jp
of p indices in E and for every index i and j in E such that only the index i belongs to the set Jp we set
Jp(j, i) = (Jp \ {i}) ∪ {j}. (56)
Definition 6. The symmetry conditions of rank p are defined as the following p×

n
p+1

equalities
θ
Jp
j = θ J
p(j,i)
i for all j ∈ E \ Jp, i ∈ Jp and Jp ∈ (E \ {j})[p].
Let us denote
Sp = {(x, θ) : θ Jpj = θ J
p(j,i)
i for all j ∈ E \ Jp, i ∈ Jp and Jp ∈ (E \ {j})[p]}.
It turns out that, for every positive integer d less than or equal to n, the symmetry conditions up to the rank d − 1 are
implicitly fulfilled in the description of the PdDRL∗ relaxation. This will be a consequence of the following proposition.
Proposition 7. For every positive integer d less than or equal to n, the following equalities
θ
J
0 = θ J\{j}j for all j ∈ J, J ⊆ E and |J| ≤ d, (57)
are valid for the relaxation PdDRL∗ .
Proof. We will proceed by induction on the rank of the relaxation. For the rank p = 1, by definition, the equalities
θ
{i}
0 = θ∅i for every i ∈ E,
4 Available at http://hacene.ouzia.free.fr.
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are valid for P1DRL∗ . Now, suppose that the equalities
θ
J
0 = θ J\{j}j , for all j ∈ J, J ⊆ E and |J| < p, (58)
are valid for PdDRL∗ for p ∈ {2, . . . , d− 1}.
Let H = J ∪ {i, k} be a subset of E of cardinality p such that i and k do not belong to J . On the one hand, the inequality
xiFp(H,∅) ≤ Fp(H,∅)
is valid for PdL&P . After linearization, it gives rise to the inequality
θ
J∪{k}
i ≤ θH0 . (59)
On the other hand, the following inequality
xiFp(J ∪ {i}, {k}) ≤ Fp(J ∪ {i}, {k})
is valid for PdDRL∗ . After linearization, it gives rise to the inequality
xi(θ
J∪{i}
0 − θH0 ) ≤ θ J∪{i}0 − θH0 ⇒ θ Ji − θ J∪{k}i ≤ θ J∪{i}0 − θH0 .
Since the set J ∪ {i} has at most p− 1 elements, then it follows from the induction hypothesis (58) that θ Ji = θ J∪{i}0 , thus
θ
J∪{k}
i ≥ θH0 (60)
is a valid inequality for PdDRL∗ . The claim follows from (59) and (60), and this completes the proof. 
As an immediate consequence of Proposition 7 we get:
Corollary 8. For every positive integer d less than or equal to n and for every positive integer p less than or equal to d − 1, the
symmetry conditions Sp are implicitly fulfilled in the description of the relaxation PdDRL∗ .
Proof. Let d be a positive integer less than or equal to n. Let p be a positive integer less than or equal to d − 1. Let j be an
index belonging to E and let Jp be a set belonging to (E \ {j})[p]. Let i be an index belonging to the set Jp.
Since p is at most equal to d−1, then the cardinalities of the two sets Jp∪{j} and Jp(j, i)∪{i} are at most equal to d. Thus,
using Proposition 7 we deduce that
θ
Jp
j = θ J
p∪{j}
0 and θ
Jp(j,i)
i = θ J
p(j,i)∪{i}
0 .
Consequently,
θ
Jp
j = θ J
p(j,i)
i
for every set Jp ∈ (E \ {j})[p] and for every indices j ∈ E \ Jp and i ∈ Jp. Thus, for every positive integer p less than or equal
to d− 1 the symmetry conditions of rank p are all fulfilled. This completes the proof. 
Now, we prove that PdDRL∗ strengthened by the symmetry conditions of rank d coincides with the P
d
RLT relaxation.
Theorem 9. For every positive integer d less than or equal to n, we have
PdRLT ≡ PdDRL∗ ∩ Sd.
Proof. The linear description of PdDRL∗ in terms of the (x, θ) variables is given by (49)–(52) where the linearization used is
given by (53)–(54).
Now, by the Proposition 7 above we can perform in (53)–(54) the following substitutions
θ
H∪{j}
0 = θHj for all j ∈ E \ H, H ⊆ E and |H| < d. (61)
Therefore, using (61) and (47) the system (53)–(54) becomes
Θ
J,Jd
j =
−
J⊆H⊆Jd
(−1)|H\ J|θH∪{j}0 for all Jd, J ⊆ Jd and j ∈ Jd,
Θ
J,Jd
j =
−
J⊆H(Jd
(−1)|H\ J|θH∪{j}0 + (−1)|J
d\ J|θ J
d
j for all J
d, J ⊆ Jd and j ∈ E \ Jd,
Θ
J,Jd
j =
−
J⊆H⊆Jd
(−1)|H\ J|θHj for all Jd, J ⊆ Jd and j ∈ N \ E.
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Table 1
Number of variables and constraints in higher dimensional representation of PdL&P , P
d
DRL∗ and P
d
RLT .
Relaxation Nbr. variables Nbr. constraints
PdL&P κ + (κ + 1)×2d×
 n
d

O
 n
d

2dκ

PdRLT
∑min{d+1,n}
k=1
 n
k
+m∑dk=0  nk  O  nd  2dκ
PdDRL∗
∑d
k=1
 n
k
+m∑dk=0  nk + (n− d)  nd  O  nd  2dκ
Using the symmetry conditions we can rename the variables θ J
d
j as θ
Jd∪{j}
0 for every j ∈ E \ Jd. So, we can write
Θ
J,Jd
j =
−
J⊆H⊆Jd
(−1)|H\ J|θH∪{j}0 for all Jd, J ⊆ Jd and j ∈ E, (62)
Θ
J,Jd
j =
−
J⊆H⊆Jd
(−1)|H\ J|θHj for all Jd, J ⊆ Jd and j ∈ N \ E, (63)
Θ
J,Jd
0 =
−
J⊆H⊆Jd
(−1)|H\ J|θH0 for all Jd and J ⊆ Jd. (64)
Consequently, if one replaces the variables θH0 with thewH variables (for every set H such that |H| ≤ min{d+ 1, n}) and θHj
withwjH (for every index j ∈ N \ E and for every set H such that |H| ≤ d) in (62)–(64) we get (17)–(19). Thus, the two higher
dimensional linear descriptions PdRLT and P
d
DRL∗ ∩ Sd coincide. This completes the proof. 
Another practical consequence of Proposition 7 is that the relations (57) can be used to reduce the number of independent
variables necessary in the linear description of PdDRL∗ . More precisely this number is reduced to
∑d
k=1
 n
k
 + m∑dk=0  nk  +
(n− d)  nd .
We summarize in Table 1 the size (number of variables and number of constraints) of the three relaxations PdL&P , P
d
RLT
and PdDRL∗ .
4. Characterizing problems for which DRL∗ and RLT hierarchies coincide
We have shown that any rank dDRL∗ closure strengthened by the symmetry conditions up to the rank d is equivalent
to the Sherali–Adams closure of the same rank. In the sequel, we characterize the structure of the feasible solution set of
those 0–1 mixed integer programs for which the RLT and DRL∗ closures of a certain rank coincide. It will be shown that
this characterization will be given in terms of a specific finite set of valid inequalities. First, we propose a set of constraints
which, when present in the definition of the feasible set, guarantees that PdDRL∗ coincides with P
d
RLT . Then, we will show that
those constraints are also valid for PdRLT .
The notation used is the same as above.
Let us consider the 0–1 mixed integer program.
min
n−
j=1
cjxj +
−
J:J⊆E
bJuJ
s.t. (x, u) ∈ Q ∩ C,
x ∈ {0, 1}n,
(65)
where for every subset J from E = {1, . . . , n} the associated variable uJ is a continuous variable with corresponding cost
coefficient bJ , Q is a given polyhedron (no special structure is assumed for Q) and C is the polyhedron defined by the
following constraints−
j∈Jd
xj − uJd ≤ d− 1 for all Jd ∈ E[d], (66)
−xj + uJd ≤ 0 for all j ∈ Jd and Jd ∈ E[d], (67)
uJd ≥ 0 for all Jd ∈ E[d]. (68)
We will see later that the constraints (66)–(68) appear in many important applications (e.g., in the linear programs arising
from the linearization of a pseudoboolean objective function of degree d). Note that for the case d = 2 the constraints
(66)–(68) arise in connection with the boolean quadric polytope defined in [27].
The following lemma exploits the particular structure defined by the constraints (66)–(68) to derive useful facts that
will be used later. Before that, let us agree on the fact that for any two sets J1 and J2 in E the product uJ1 × F|J2|(J2,∅)
2042 M. Minoux, H. Ouzia / Discrete Applied Mathematics 158 (2010) 2031–2048
will be linearized via introduction of the new variable vJ2J1 . Also, keep in mind that θ
J
j denotes the variable arising from the
linearization of xjF|J|(J,∅) (see Eq. (45) in Section 2.3) and recall that the set Jp(j, i) is as defined in (56).
Lemma 10. For every positive integer d less than or equal to n, for every cardinality d subset Jd ⊆ E, for every two indices i and
j belonging to the set E such that i ∈ Jd, j ∉ Jd, we have
θ
Jd
j = vJ
d
Jd(j,i), (69)
and
θ
Jd(j,i)
i = vJ
d(j,i)
Jd . (70)
Proof. First, let us show the equality (69). Consider d, Jd, i and j satisfying all assumptions mentioned in the lemma.
For every index i in the set Jd, the constraint (66) imply−
k∈Jd(j,i)
xk − uJd(j,i) ≤ d− 1.
By multiplying that constraint by the factor Fd(Jd,∅) and linearizing uJd(j,i)Fd(Jd,∅)we get−
k∈Jd(j,i)
xkFd(Jd,∅)− vJdJd(j,i) ≤ (d− 1)Fd(Jd,∅).
Using the fact that xkFd(Jd,∅) = Fd(Jd,∅) for every k in Jd(j, i) and that via linearization xjFd(Jd,∅) is replaced with θ Jdj this
last constraint is rewritten as
(d− 1)Fd(Jd,∅)+ θ Jdj − vJ
d
Jd(j,i) ≤ (d− 1)Fd(Jd,∅).
Hence, we have
θ
Jd
j ≤ vJ
d
Jd(j,i). (71)
Conversely, if we multiply the constraint
−xj + uJd(j,i) ≤ 0,
by the factor Fd(Jd,∅) and linearizing we get
θ
Jd
j ≥ vJ
d
Jd(j,i). (72)
Now, the equality (69) comes from (71) and (72). This completes the proof of (69).
We will use a similar technique to show (70).
For every index i in the set Jd we have by the constraint (66)−
k∈Jd
xk − uJd ≤ d− 1.
By multiplying that constraint by the factor Fd(Jd(j, i),∅)we get−
k∈Jd
xkFd(Jd(j, i),∅)− vJd(j,i)Jd ≤ (d− 1)Fd(Jd(j, i),∅),
which implies
(d− 1)Fd(Jd(j, i),∅)+ θ Jd(j,i)i − vJ
d(j,i)
Jd ≤ (d− 1)Fd(Jd(j, i),∅).
So, we have
θ
Jd(j,i)
i ≤ vJ
d(j,i)
Jd . (73)
Conversely, if we multiply the constraint
−xi + uJd ≤ 0,
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by the factor Fd(Jd(j, i),∅)we get
θ
Jd(j,i)
i ≥ vJ
d(j,i)
Jd . (74)
The equality (70) follows from (73) and (74), this completes the proof of the lemma. 
Now we are ready to show that the two relaxations PdRLT and P
d
DRL∗ coincide for the 0–1 mixed integer linear program (65).
Theorem 11. For every positive integer d less than or equal to n, both relaxations PdRLT and P
d
DRL∗ for the 0–1 mixed integer
program (65) coincide.
Proof. Using Theorem 9, it is sufficient to show that the symmetry conditions of rank d are all satisfied. For that, we will
show
v
Jd
Jd(j,i) = vJ
d(j,i)
Jd , (75)
for a fixed positive integer d less than or equal to n, for every subset Jd of d indices from the set E and for every two indices
i and j from the set E such that only i belongs to the set Jd.
On the one hand, by multiplying the constraint (66) by the factor Fd(Jd(j, i),∅), we obtain the new constraint−
k∈Jd
xkFd(Jd(j, i),∅)− uJdFd(Jd(j, i),∅) ≤ (d− 1)Fd(Jd(j, i),∅),
which, via the same argument as in the proof of the Lemma 10 and after simplifying yields
Fd+1(Jd ∪ {j},∅)− uJdFd(Jd(j, i),∅) ≤ 0. (76)
On the other hand, if we multiply the constraint−xj + uJd(j,i) ≤ 0 by the factor Fd(Jd,∅)we get
− Fd+1(Jd ∪ {j},∅)+ uJd(j,i)Fd(Jd,∅) ≤ 0. (77)
So, by adding the two constraints (76) and (77), we get the new valid constraint
uJd(j,i)Fd(J
d,∅) ≤ uJdFd(Jd(j, i),∅).
Therefore, by linearizing the last constraint we get
v
Jd
Jd(j,i) ≤ vJ
d(j,i)
Jd . (78)
Now, let us prove the reverse inequality. On the one hand, if we multiply the constraint−
k∈Jd(j,i)
xk − uJd(j,i) ≤ d− 1
by the factor Fd(Jd,∅)we get
Fd+1(Jd ∪ {j},∅)− uJd(j,i)Fd(Jd,∅) ≤ 0. (79)
On the other hand, the constraint
−xi + uJd ≤ 0
multiplied by the factor Fd(Jd(j, i),∅) implies
− Fd+1(Jd ∪ {j},∅)+ uJdFd(Jd(j, i),∅) ≤ 0. (80)
By adding the two constraints (79) and (80), we get the new valid inequality
uJdFd(J
d(j, i),∅) ≤ uJd(j,i)Fd(Jd,∅).
Now, by linearizing the last constraint we get
v
Jd
Jd(j,i) ≥ vJ
d(j,i)
Jd . (81)
The equality (75) follows from (78) and (81).
Thus, using Lemma 10, we get
θ
Jd
j = θ J
d(j,i)
i .
In other words we have shown that for a fixed positive integer d less than or equal to n all symmetry conditions of rank d
are satisfied. By Theorem 9 we conclude that the two relaxations PdRLT and P
d
DRL∗ coincide, and this completes the proof. 
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Up to now, we showed why the particular structure corresponding to the constraints (66)–(68) is sufficient to have the
relaxation PdRLT coincide with P
d
DRL∗ . Next, we will prove that the constraints (66) and (67) are valid for the relaxation P
d
RLT of
any zero-onemixed integer program; whichmeans that those constraints are also necessary in order to have Sherali–Adams
closures coincide with the DRL∗ closures.
Let us consider the following zero-one mixed integer linear program
min
κ−
j=1
cjxj
s.t.
κ−
j=1
ajxj ≤ b,
xj ≤ 1 for all j ∈ E,
xj ≥ 0 for all j ∈ N,
xj ∈ {0, 1} for all j ∈ E.
Remember that we use the following substitutions to derive the Sherali–Adams relaxation: for every subset J of indices of
binary variables we setwJ =∏j∈J xj, andwkJ = xkwJ for every index k of a continuous variable.
Precisely, we will demonstrate that the constraints−
j∈J
xj − wJ ≤ p− 1 for all 2 ≤ p ≤ d and J ∈ E[p], (82)
−xj + wJ ≤ 0 for all 2 ≤ p ≤ d, J ∈ E[p] and j ∈ J, (83)
are implicit in the description of the polyhedron PdRLT . Notice that the constraints
wJ ≥ 0 for all J ∈ E[p]
are explicit in the description of the polyhedron PdRLT .
Theorem 12. The constraints (82) and (83) are valid for the Sherali–Adams closure PdRLT .
Proof. This result can be viewed as a consequence of the results in [29]. A direct proof is given in an extended version of the
present paper.5 
The constraints (82) and (83) are therefore required to hold (either explicitly or implicitly) in order to have the relaxations
PdRLT and P
d
DRL∗ coincide.
5. Application to linearly constrained pseudoboolean function optimization problems
As an application of Theorem 11 we will consider the problem of optimizing a pseudoboolean function of degree d over
a polyhedron. We will show that the RLT and DRL∗ closures of the same rank up to d coincide.
Let f be a pseudoboolean function in n variables of degree d (d ≤ n). Suppose that
f (x) = c0 +
−
J⊂E
|J|≤d
cJ
∏
j∈J
xj,
where cJ , for every set J , and c0 are given reals. Remember that E stands for the set {1, . . . , n}.
Let us consider the following linearly constrained pseudoboolean optimization problem:
min{f (x) : x ∈ K ∩ {0, 1}n}, (84)
whereK is a given polyhedron.
The classical linear relaxation of (84) (which is used to formulate pseudoboolean optimization problem as MIPs) reads:
min c0 +
−
J⊂E:|J|≤d
cJξJ
s.t. −
k∈J
xk − ξJ ≤ |J| − 1 for all J ⊆ E and |J| ≤ d,
ξJ ≤ min
j∈J {xj} for all J ⊆ E and |J| ≤ d,
x ∈ K.
(85)
5 See download section at http://hacene.ouzia.free.fr.
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Table 2
Number of variables and rows in rank 2 L&P, DRL∗ and RLT relaxations.
Instance P2L&P P
2
DRL∗ P
2
RLT
ϖ r nϖ nr nϖ nr nϖ nr
25 20 31,225 642,400 7,225 81,600 2,625 81,600
35 20 85,715 157,080 20,265 209,440 7,175 209,440
40 10 127,960 194,220 30,460 274,560 10,700 274,560
50 5 249,950 341,775 60,075 504,700 20,875 504,700
This relaxation is obtained by linearizing every nonlinear term in the objective function of (84) using the following
substitutions:
ξJ =
∏
j∈J
xj for all J ⊆ E and |J| ≤ d.
According to the notation used in (65), the polyhedronQ is the intersection ofK∩{0, 1}n with the following valid constraints−
k∈J
xk − ξJ ≤ |J| − 1 for all J ⊆ E and |J| ≤ d− 1,
ξJ ≤ min
j∈J {xj} for all J ⊆ E and |J| ≤ d− 1.
And the polyhedron C has the following description:−
k∈J
xk − ξJ ≤ |J| − 1 for all J ⊆ E and |J| = d, (86)
ξJ ≤ min
j∈J {xj} for all J ⊆ E and |J| = d. (87)
Note that the constraints (86) and (87) are identical to (66) and (67) respectively. So, we have the following result.
Corollary 13. For every positive integer p less than or equal to d, both relaxations PpRLT and P
p
DRL∗ of the problem (84) under the
formulation (85) coincide.
Proof. Follows from Theorem 11 above. 
In the case of a linearly constrained quadratic pseudoboolean function minimization problem, we find again, as a special
case, the result proved in [10] for p = 1.
6. Computational results
In this section, we present computational results aimed at comparing the strength of the three relaxations P2L&P , P
2
DRL∗
and P2RLT . Two series of experiments will be reported, both concerning multi-dimensional knapsack problems (case of
maximization) with linear objective function in the first series, and quadratic objective in the second one. The instances
in the first test set (MKP) have been generated using the Chu and Beasley procedure given in [13]. The integer coefficients
(aij) are randomly chosen in {0, . . . , 1000}. The right-hand-side coefficients are set using bi = α∑nj=1 aijwhere the tightness
ratio α is set equal to 0.25. The objective function coefficients (cj) are obtained using cj = 1ρΣρi=1aij+500ζj where ζj is a real
number randomly chosen from the interval [0, 1]. The tests were performed on aMacBook 2.16 Ghz Intel Core 2 Duo with 2
Go RAM. These instances are solved to optimality using the CPLEX (version 11) branch and bound algorithm, the results are
reported in the column titledMIP optimum in Table 3. Also, we use the CPLEX barrier algorithm without the crossover step
to solve linear programs corresponding to P2L&P , P
2
DRL∗ and P
2
RLT relaxations.
Table 2 shows, for each instance (identified by its number of variables (ϖ ) and constraints (r)), the number of variables
(nϖ ) and constraints (nr) of the linear programs corresponding to the P2L&P , P
2
DRL∗ and P
2
RLT relaxations.
The results displayed in Table 3 suggest the following observations.
(a) On all the instances considered, the values of gap reduction (shown in the column titled gap red) provided by P2DRL∗ and
P2RLT appear to be very close (the difference is always less than 4.5% of the total integrality gap, the average difference
being 3.5%).
(b) Both gap reduction values obtained with P2DRL∗ and P
2
RLT turn out to be significantly better than those obtained with P
2
L&P
(the average difference — in percent — between P2L&P and P
2
DRL∗ exceeds 9%).
(c) For larger instances, computation times to solve the P2DRL∗ relaxations are better than those for solving P
2
L&P relaxations.
This can be explained by observing that both relaxations feature similar block-decomposable structures and that P2DRL∗
involves significantly fewer variables as compared with P2L&P (as shown in Table 2). Also, observe that P
2
DRL∗ tends to be
more efficiently solved than P2L&P for larger instances (50 variables).
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Table 3
Comparing strengths of rank 2 L&P, RLT and DRL∗ relaxations on MKP instances.
Instance Nbr int
vars
Nbr
rows
LP
optimum
MIP
optimum
P2L&P P
2
DRL∗ P
2
RLT
Optimum Time
(s)
Gap
red
(%)
Optimum Time
(s)
Gap
red
(%)
Optimum Time
(s)
Gap
red (%)
mkp-25-20-1 25 20 5,267.23 4,550.52 5,092.31 15.37 24.41 5025.21 24.35 33.77 5,000.05 38.50 37.28
mkp-25-20-2 25 20 5,518.78 4,808.26 5,318.28 12.94 28.22 5,261.49 24.39 36.21 5,238.14 46.19 39.50
mkp-25-20-3 25 20 5,514.51 4,882.83 5,345.26 15.78 26.79 5,258.88 21.09 40.47 5234.73 40.23 44.29
mkp-25-20-4 25 20 5,124.31 4,543.78 4,936.32 22.13 32.38 4,876.02 25.79 42.77 4,850.14 41.05 47.23
mkp-25-20-5 25 20 5,463.80 4,669.15 5,292.61 12.71 21.54 5,219.96 21.86 30.69 5,195.32 43.69 33.79
mkp-35-20–1 35 20 7,474.18 6,833.80 7,374.71 63.26 15.53 7,316.85 120.67 24.57 7,297.53 424.64 27.58
mkp-35-20-2 35 20 7,423.12 6,844.35 7,293.34 99.57 22.42 7,238.12 116.62 31.96 7,214.38 405.30 36.07
mkp-35-20-3 35 20 7,540.20 7,032.55 7,419.73 80.19 23.73 7,363.08 111.81 34.89 7,340.73 443.21 39.29
mkp-35-20-4 35 20 7,865.69 7,110.52 7,712.40 92.07 20.30 7,661.08 133.29 27.10 7,640.63 490.50 29.80
mkp-35-20-5 35 20 7,460.34 6,859.09 7,318.78 59.96 23.54 7,258.52 128.89 33.57 7,237.11 425.60 37.13
mkp-40-10-1 40 10 8,909.07 8,487.67 8,803.25 266.64 25.11 8,765.02 174.64 34.18 8,753.57 1,480.32 36.90
mkp-40-10-2 40 10 8,473.43 8,087.61 8,414.31 155.06 15.32 8,383.69 156.47 23.26 8,369.33 1,157.23 26.98
mkp-40-10-3 40 10 9,140.92 8,702.34 9,050.65 175.74 20.58 9,002.66 134.49 31.52 8,986.65 1,339.67 35.17
mkp-40-10-4 40 10 8,693.70 8,276.43 8,615.76 156.70 18.68 8,574.76 186.70 28.50 8,562.51 1,249.36 31.44
mkp-40-10-5 40 10 8,950.21 8,495.40 8,850.56 273.93 21.91 8,810.29 132.65 30.76 8,798.76 1,393.64 33.30
mkp-50-5-1 50 5 11,806.96 11,505.21 11,772.20 300.82 11.52 11,762.21 190.51 14.83 11,756.57 9,714.17 16.70
mkp-50-5-2 50 5 12,262.04 11,917.85 12,201.18 370.16 17.68 12,180.94 257.07 23.56 12,175.98 11,532.94 25.00
mkp-50-5-3 50 5 11,930.67 11,703.91 11,874.63 313.44 24.72 11,852.02 264.50 34.69 11,846.04 11,551.98 37.32
mkp-50-5-4 50 5 11,725.95 11,553.96 11,692.77 619.62 19.29 11,675.91 373.95 29.10 11,668.50 10,345.33 33.40
mkp-50-5-5 50 5 11,161.87 10,815.27 11,086.81 571.44 21.65 11,058.60 318.50 29.79 11,048.98 11,253.49 32.57
Table 4
Comparing strengths of rank 2 L&P, RLT and DRL∗ relaxations on MQKP instances.
Instance Nbr int
vars
Nbr
rows
Nbr Q
terms
LP
optimum
MIP
optimum
P2L&P P
2
DRL∗ P
2
RLT
Optimum Gap red
(%)
Optimum Gap red
(%)
Optimum Gap red
(%)
mqkp-15-5-1 15 5 53 15,040.75 11,228 11,792.90 85.18 11,690.98930 87.86 11,690.98930 87.86
mqkp-15-5-2 15 5 55 21,311.76 20,503 20,742.11 70.43 20,676.48377 78.55 20,676.48377 78.55
mqkp-15-5-3 15 5 58 8,105.48 7,185 7,368.39 80.08 7,323.05363 85.00 7,323.05363 85.00
mqkp-15-5-4 15 5 48 7,540.41 6,719 6,719.00 100.00 6,719.00000 100.00 6,719.00000 100.00
mqkp-15-5-5 15 5 49 16,128.17 14,363 15,364.75 43.25 15,248.81306 49.82 15,248.81306 49.82
mqkp-15-5-6 15 5 45 7,619.07 6,273 6,377.89 92.21 6,356.96805 93.76 6,356.96805 93.76
mqkp-15-5-7 15 5 47 10,669.25 10,168 10,388.35 56.04 10,363.15272 61.07 10,363.15272 61.07
mqkp-20-5-1 20 5 91 40,829.40 37,883 38,768.48 69.95 38,671.02042 73.25 38,671.02042 73.25
mqkp-20-5-2 20 5 103 17,703.10 14,384 14,696.69 90.58 14,658.23189 91.74 14,658.23189 91.74
mqkp-20-5-3 20 5 86 18,096.83 16,663 17,008.78 75.88 16,888.32635 84.29 16,888.32635 84.29
mqkp-20-5-4 20 5 103 25,882.26 24,518 25,100.28 57.32 25,016.71878 63.44 25,016.71878 63.44
mqkp-20-5-5 20 5 95 9,917.59 5,948 6,946.90 74.84 6,823.39498 77.95 6,823.39498 77.95
mqkp-20-5-6 20 5 95 31,799.25 28,470 30,136.64 49.94 30,103.77129 50.93 30,103.77128 50.93
mqkp-20-5-7 20 5 96 18,302.98 16,420 17,392.22 48.37 17,349.65208 50.63 17,349.65208 50.63
(d) Computational effort required to solve P2RLT appears to bemuchmore important, especially for larger instances (instances
with fifty variables).
We now comment on the second series of experiments concerningmulti dimensional knapsack problemswith quadratic
objective function (MQKP). Each of the instances considered has been generated using the same procedure given in [32]
(Section 5, p. 56), where for each instance the value of the density ∆ is fixed equal to 50%. The columns Nbr int vars, Nbr
rows and Nbr Q terms in Table 4 show respectively the number of binary variables, number of constraints and number of
quadratic terms in each instance.
The results are displayed in Table 4. Computation times are not shown since they appear to be roughly comparable from
one relaxation to the next, and all are less than one minute. From these additional results, it is observed that, again, both
relaxations DRL∗ and RLT are significantly stronger than L&P;moreover perfect equality of optimal objective function values
for P2RLT and P
2
DRL∗ is obtained, thus providing an experimental confirmation of our theoretical analysis in Sections 4 and 5
(see, in particular, Corollary 13 in Section 5).
The computational results presented are clearly consistentwith our theoretical analysis concerning the relative strengths
of the three relaxations investigated, (which is subsumed by the inclusions P2RLT ⊆ P2DRL∗ ⊆ P2L&P ). However they provide
useful additional information namely that the new relaxation P2DRL∗ appears to some extent to inherit the advantage of P
2
RLT
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with respect to quality of relaxation, while requiring significantly less computational effort. Note that the decomposable
structure present in the DRL∗ relaxations naturally opens the way to the possibility of efficiently generating cuts (i.e., valid
inequalities), using an approach based on Benders decomposition similar to the one suggested in [9] for Lift-and-Project:
as confirmed by the computational results reported in this reference, a good strategy is to consider those constraints which
are saturated in the Benders master problem at optimality.
7. Conclusion
In the present paper, a new Reformulation–Linearization hierarchy has been introduced called DRL∗ that refines the L&P
hierarchy while keeping block-decomposable structure in higher dimensional space. We have identified those constraints
which should be added to the description of the L&P closure of rank d in order to get the DRL∗ closure of the same
rank; and also identified those constraints which should be added to the DRL∗ description to get the RLT one. Then, we
have characterized those zero-one mixed integer linear programs for which the DRL∗ and RLT relaxations coincide. As an
application, it has been shown that these two families of linear relaxations coincide up to rank d for the problemof optimizing
a pseudoboolean function of degree d over a polyhedron.
Our results suggest various directions for future work. One of these would be to investigate, from a computational point
of view, the efficiency of the rank 2 DRL∗ closure for the quadratic assignment problem. The results given in [1] show that the
rank 2 RLT relaxation seems to produce good lower bounds; which is precisely a case where our analysis (see Corollary 13
in Section 5) applies. Our results suggest that an improved efficiency can be expected in computing the same bounds using
the rank 2 DRL∗ relaxation, due to its decomposable structure.
Obviously, many other interesting questions concerning further possible connections between the Lift-and-Project and
RLT hierarchies are left open by the present work. One such question, suggested by one of the referees, is about comparing
the relative strengths of rank d RLTversus the first Lift-and-Project closure applied to the rank d− 1 RLT closure.
Another possible direction ofwork is to adapt and investigate the computational efficiency ofDRL∗ relaxations for bilinear
ormultilinearmixed-integer zero-one polynomial programmingproblems (as compared to previouswork such as [30,2,31]).
This will be the subject of future investigations.
Acknowledgements
We gratefully acknowledge three referees for their many constructive comments and suggestions.
References
[1] W.P. Adams, M. Guignard, P.M. Hahn,W.L. Hightower, A level-2 Reformulation–Linearization technique bound for the quadratic assignment problem,
European Journal of Operational Research 180 (3) (2007) 983–996.
[2] W.P. Adams, H.D. Sherali, Mixed-integer bilinear programming problems, Mathematical Programming 59 (3) (1993) 279–306.
[3] K. Andersen, G. Cornuéjols, Y. Li, Reduce-and-Split cuts: improving the performance of mixed integer Gomory cuts, Management Science 51 (2005)
1720–1732.
[4] K. Andersen, G. Cornuéjols, Y. Li, Split closure and intersection cuts, Mathematical Programming A 102 (2005) 457–493.
[5] E. Balas, Intersection cuts — a new type of cutting planes for integer programming, Operations Research 19 (1971) 19–39.
[6] E. Balas, Disjunctive programming, Annals of Discrete Mathematics 5 (1979) 3–51.
[7] E. Balas, S. Ceria, G. Cornuéjols, A Lift-and-Project cutting plane algorithm for mixed 0–1 programs, Mathematical Programming 58 (1993) 295–324.
[8] P. Bonami, G. Cornuéjols, S. Dash, M. Fischetti, A. Lodi, Projected Chvátal–Gomory cuts for mixed linear programs, Mathematical Programming (2006).
[9] P. Bonami, M. Minoux, Using rank-1 Lift-and-Project closures to generate cuts for 0–1 MIPs, a computational investigation, Discrete Optimization 2
(2005) 288–307.
[10] P. Bonami, M. Minoux, Exact MAX-2-SAT solution via Lift-and-Project closure, Operations Research Letters (2006) 387–393.
[11] E. Boros, Notes on disjunctive programming and Lift-and-Project approaches, 2006, unpublished notes.
[12] A. Caprara, A.N. Letchford, On the separation of split cuts and related inequalities, Mathematical Programming B 94 (2003) 279–294.
[13] P.C. Chu, J.E. Beasley, A genetic algorithm for the multidimensional knapsack problem, Journal of Heuristics 4 (1998) 63–86.
[14] V. Chvátal, Edmonds polytopes and a hierarchy of combinatorial optimization, Discrete Mathematics 4 (1973) 305–337.
[15] W. Cook, R. Kannan, A. Schrijver, Chvátal closure for mixed integer programming problems, Mathematical Programming 47 (1990) 155–174.
[16] G. Cornuéjols, Valid inequalities for mixed integer linear programs, Mathematical Programming 112 (1) (2008) 3–44.
[17] G. Cornuéjols, Y. Li, Elementary closures for integer programs, Operations Research Letters 28 (2001) 1–8.
[18] D. Cox, J. Little, D. O’Shea, Ideals, Varieties and Algorithms, 2nd ed., Springer, 1996.
[19] D. Cox, J. Little, D. O’Shea, Using Algebraic Geometry, 2nd ed., Springer, 2004.
[20] M. Fischetti, A. Lodi, Optimizing over the first Chvátal closure, Mathematical Programming 110 (2007) 3–20.
[21] R.E. Gomory, Outline of an algorithm for integer solutions to linear programs, Bulletin of the AMS 64 (1958) 275–278.
[22] R.E. Gomory, An algorithm for the mixed-integer problem, Report RM-2597 Corporation, 1960.
[23] J.B. Lasserre, An explicit exact SDP relaxation for nonlinear 0–1 programs, in: Lectures Notes in Computer Science, vol. 2081, 2001, pp. 293–303.
[24] M. Laurent, A comparison of the Sherali-Adams, Lovász Schrijver and Lasserre relaxations for 0–1 programming, Mathematics of Operations Research
28 (2003) 470–496.
[25] L. Lovász, A. Schrijver, Cones of matrices and set-functions and 0–1 optimization, SIAM Journal on Optimization 1 (2) (1991) 166–170.
[26] G.L. Nemhauser, L.A. Wolsey, A recursive procedure to generate all cuts for 0–1 mixed integer programs, Mathematical Programming 46 (1990)
379–390.
[27] M. Padberg, The boolean quadric polytope: some characteristics, facets and relatives, Mathematical Programming 45 (1989) 139–172.
[28] H.D. Sherali, W.P. Adams, A hierarchy of relaxations between the continuous and convex hull representation for 0–1 programming problems, SIAM
Journal on Discrete Mathematics 3 (1990) 411–430.
[29] H.D. Sherali, W.P. Adams, A hierarchy of relaxations and convex hull characterizations for mixed-integer zero-one programming problems, Discrete
Applied Mathematics 52 (1994) 83–106.
2048 M. Minoux, H. Ouzia / Discrete Applied Mathematics 158 (2010) 2031–2048
[30] H.D. Sherali, C.H. Tuncbilek, A global optimization algorithm for polynomial programming problems using a Reformulation–Linearization technique,
Journal of Global Optimization 2 (1992) 101–112.
[31] H.D. Sherali, C.H. Tuncbilek, New Reformulation–Linearization technique based relaxations for univariate and multivariate polynomial programming
problems, Operations Research Letters 21 (1) (1997) 1–10.
[32] X. Sun, X. Zheng, J Sun, A lagrangian dual and surrogate method for multi-dimensional quadratic knapsack problems, Journal of Industrial and
Management Optimization 5 (1) (2009) 47–60.
[33] M. Zuckerberg, A Set Theoretic Approach to Lifting Procedures for 0–1 Integer Programming, Ph.D. Thesis, Columbia University, New York, 2004.
[34] L.F. Zuluaga, J.C. Vera, J.F. Pena, Lift-and-project for 0–1 programming via algebraic geometry, Working paper, Carnegie Mellon Universit, 2003,
Working paper.
