Abstract. A probabilistic similarity query over uncertain data assigns to each uncertain database object o a probability indicating the likelihood that o meets the query predicate. In this paper, we formalize the notion of uncertain time series and introduce two novel and important types of probabilistic range queries over uncertain time series. Furthermore, we propose an original approximate representation of uncertain time series that can be used to efficiently support both new query types by upper and lower bounding the Euclidean distance as well as dynamic time warping (DTW). In our experiments we illustrate the scalability of our proposed methods to large databases of uncertain time series.
Introduction
Similarity search in time series databases is an active area of research usually with a focus on certain data. No work has been done so far to support query processing on uncertain time series. Uncertainty is important in emerging applications dealing e.g. with moving objects or object identification as well as sensor network monitoring. In all these applications, the observed values at each time slot of a time series exhibit various degrees of uncertainty. Due to the uncertainty of the data objects, similarity queries are probabilistic rather than exact: we can only assign to each database object a probability that it meets the query predicate. Applications where the analysis of time series has to cope with uncertainty are e.g.: Application 1 Sensors located on different roads usually measure the amount of traffic rather inaccurately due to technical reasons. In most cases, for each sensor a model that specifies the possible error of the measurement is provided, i.e. the observed values do not consist of one observation each but are given by a set of possible observations. Application 2. Environmental parameters such as temperature or the concentration of certain (dust) particles are monitored during each day of the year at different sites. Finding sites with similar daily monitored measurements is important in order to analyze relationships between the measured parameters and climatic phenomena. Since the parameters have been measured for several (say: five) years, each site has five possible values for each time slot during a day.
These five measurements at each time slot represent all possible values of this site at the particular time slot. In addition, each of these five observed values at time slot i is correlated with one of the five observed values at time slot (i + 1) because they have been observed in the same year. Application 3. In many database systems managing moving objects, the position of these objects is updated periodically. Between every two time slots of update, the position of any object o is uncertain within a small spatial range of the latest observed location of o.
When looking at the above sketched applications, we can extract two types of uncertain time series model uncertainty using a sampling approach rather than probability density functions (pdfs). In Applications 1 and 3, the sample values of different time slots are uncorrelated, i.e. there is no relationship between a given sample observation at time slot i and another sample observation at time slot (i + 1). On the other hand, in Application 2, each observed sample at time slot i is correlated to an observation at time slot (i+1) and vice versa. Since both types require different and complex solutions in order to support probabilistic similarity queries, we only focus on uncorrelated uncertain time series throughout the rest of the paper. As indicated above, we assume that uncertainty is modelled using sample observations rather than pdfs. Both approaches are mathematically sound but using sampling is independent of any assumption on the distribution of the uncertainty.
To the best of our knowledge, this is the first paper, that formalizes the problem of probabilistic queries on uncertain time series, focusing on two types of probabilistic range queries (cf. Sec. 3). Furthermore, this paper proposes a novel compact approximation of uncertain time series and shows how upper and lower bounding distance estimations for Euclidean distance and dynamic time warping (DTW) can be derived from these representations (cf. Sec. 4). Third, it illustrates how these distance approximations can be used to implement a multi-step query processor answering probabilistic similarity queries on uncertain time series efficiently (cf. Sec. 4). Our experimental evaluation demonstrates the performance boost of our method over naive solutions (cf. Sec. 5).
Related Work

Similarity Search on Time Series.
All existing approaches for similarity search on time series deal with regular time series and do not consider any uncertainty. The proposed methods mainly differ in the representation of the time series; a comprehensive survey is given in [12] . Considered as a point in n-dimensional space, similarity between time series is usually measured by any L p -norm (most commonly the Euclidean distance) or dynamic time warping (DTW) which is less sensitive to small distortions in time than any L p -norm [12] . When using an L p -norm as distance metric, time series can be indexed by spatial access methods such as the R-tree [11] . Since the length n of time series is usually rather large, it is necessary to perform dimensionality reduction and to perform multi-step query processing [9] in order to overcome the curse of dimensionality. Standard techniques for dimensionality reduction have been applied successfully to similarity search in time series databases.
In the case of uncertain time series, the approaches proposed above cannot be applied. The main reason is that the uncertainty in each value of a time series naturally leads to an uncertain distance between the corresponding time series values. Existing approaches for supporting similarity search on time series cannot deal with that fact because they implicitly assume that the distance between time series returns one unique value.
Similarity Search on Uncertain Vector Objects.
The fact that time series can be considered as a point in n-dimensional space suggests that uncertain time series could be treated as n-dimensional (positional) uncertain vectors. Several approaches for indexing uncertain vector objects have been proposed, recently, mainly differing in the type of the uncertainty and in the type of similarity query supported [3, 5, 19, 1, 2, 4, 16] . These approaches deal with an uncertainty model for spatially uncertain objects and propose queries which are specified by intervals in the query space. In this setting, a query retrieves uncertain objects w.r.t. the likelihood that the uncertain object is indeed placed in the given query interval. Further approaches deal with statistical modelling of data in sensor networks [10, 7, 8] . However, all mentioned approaches use continuous pdfs, assuming that the uncertainty follow a specific distribution, usually Gaussian. As discussed above, it is more general to model uncertainty by means of sample observations because then, any uncertainty distribution can be modelled. Approaches for similarity search on uncertain spatial objects using the sampling model are proposed in [14, 13] . The sampled positions in space can efficiently be indexed using traditional spatial access methods. This reduces the computational complexity of complicated query types. However, these approaches are usually not applicable for time series due to the following reasons: First, the proposed techniques are not designed for high-dimensional spaces. As mentioned above, time series are usually very high-dimensional feature vectors. To the best of our knowledge, there is no dimensionality reduction technique for uncertain data proposed so far. The main problem of indexing uncertain objects in high-dimensional spaces is the low query selectivity, due to the curse of dimensionality. Second, only correlated uncertain time series can be treated as n-dimensional uncertain vectors. Similarity search of uncorrelated uncertain time series cannot be supported by the discussed approaches. Third, none of the approaches above is able to support DTW, which is a very important and popular distance measure for time series. Last but not least, all these approaches are designed to reduce I/O-costs. We will see later, that the problems we are facing here are CPU-bound and require an optimization of CPU-costs rather than I/O-costs.
In [6] similarity search under existential uncertainty is addressed. Obviously, this uncertainty is orthogonal to our approach.
The representation of uncertain objects used in the approach proposed in [15] is closely related to our probabilistic representation. The uncertain database objects (tuples in a database table) are modelled by the probabilistic behavior of each attribute for a tuple. Each attribute is represented by a set of alternative values along with corresponding probability values. Possible instances of the database are constructed by picking each outcome for an attribute independently.
Probabilistic Queries Over Uncertain Time Series
Usually, time series are sequences of (certain) d-dimensional points. Uncertain time series are sequences of points having an uncertain position in the d-dimensional vector space. This uncertainty is represented by a set of sample observations at each time slot.
Definition 1 (Uncertain Time Series
). An uncertain time series X of length n consists of a sequence X 1 , . . . , X n of n elements, where each element X t contains a set of s d-dimensional points (sample observations), i.e. X t = {x t,1 , . . . , x t,s } with x t,i ∈ R d . We call s the sample size of X . The distribution of the points in X t reflects the uncertainty of X at time slot t.
We will use the term regular time series for traditional, non-uncertain (i.e. exact) time series consisting of only one d-dimensional point at each time slot. To improve the presentation, we assume 1-dimensional uncertain time series in the following. However, the extension of the concepts presented in this paper to the general d-dimensional case is straightforward.
In order to measure the similarity of uncertain time series we need a distance measure for such uncertain time series. For regular time series, e.g. any L pnorm is commonly used to measure the distance between pairs of time series. Due to the uncertainty of the time series, also the distance between two time series is uncertain. Instead of computing one unique distance value such as the L p -norm of the corresponding sequences, the distance between uncertain time series rather consists of multiple distance values reflecting the distribution of all possible distance values between the samples of the corresponding uncertain time series. This intuition is formalized in the following definition.
Definition 2 (Uncertain L p -Distance). For a one-dimensional uncertain time series X of length n, let s X be the sample size of X and T S X be the set of all possible regular time series that can be derived from the combination of different sample points of X by taking one sample from each time slot, i.e.
The L p -distance between two uncertain time series X and Y, denoted by dist Lp , is a collection containing the L p distances of all possible combinations from T S X and
The above defined distance measure can be easily extended to the d-dimensional case by simply replacing the difference between the one-dimensional samples x t,i and y t,j with the Euclidean distance between d-dimensional samples.
The L p -norm is the most prominent similarity measure for (regular) time series, in particular for p ∈ 1, 2. However, often dynamic time warping (DTW) is used. Against the Euclidean distance, DTW allows small distortions in time.
Analogously to Definition 2, we formalize the DTW-distance for uncertain time series in the following.
Definition 3 (Uncertain DTW-Distance). Let DT W p be the DTW distance for regular time series based on an arbitrary L p -norm. The DTW-distance between two uncertain time series X and Y, dist DT Wp , is a collection containing the DTW distances of all possible combinations from T S X and T S Y , i.e.
In the following, we assume that dist p is either the L p -distance or the DTWdistance between uncertain time series, i.e. dist p ∈ { dist Lp , dist DT Wp }. Based on the distance function dist p we define two query types for uncertain time series. Lemma 1. Given two uncertain time series X and Y of length n and sample sizes s X and s Y , respectively. Then the distance between X and Y contains s
Proof. Obviously, | dist p | = |T S X | · |T S Y | because it contains the distances between all possible combinations of elements in T S X and T S Y . Since X is of length n and has a sample size of
Based on the distance between two uncertain time series, we can define two important types of probabilistic similarity queries for uncertain time series extending the concept of distance range queries on regular time series. These queries are probabilistic because we cannot certainly report whether the distance of two objects is lower than a given threshold ε. We can only determine the probability that the distance between two time series is lower than ε.
The probability Pr( dist p (X , Y) ≤ ε) that the distance between two uncertain time series X and Y is below a given threshold ε is the fraction of distance observations in dist p that are below or equal to ε, formally:
The rational for the above statement is that we assume that the sample points at each time slot of an uncertain time series X reflect a set of s X observed values each having a probability of
to match the original time series value regardless of whether the samples are based on an underlying population or are reported from different sensors. We assume that the samples are the only information we have about the uncertain time series. Thus, given two uncertain time series X and Y of length n, each distance d ∈ dist p (X , Y) has the same probability The first query type called probabilistic bounded range query returns all time series that have a distance less than a given ε to the query with a probability of at least τ . Both ε and τ are specified by the user at query time.
Definition 4 (Probabilistic Bounded Range Query). Let D be a database of uncertain time series, ε ∈ R + , and τ ∈ [0, 1]. For an uncertain time series Q, the Probabilistic Bounded Range Query (PBRQ) returns the following set
The second query type called probabilistic ranked range query returns a ranking of the uncertain database time series w.r.t. the probability that the corresponding time series has a distance less than ε to the query time series, i.e. Pr( dist p (Q, X ) ≤ ε).
Definition 5 (Probabilistic Ranked Range Query). Let D be a database of uncertain time series and ε ∈ R + . For an uncertain query time series Q, the Probabilistic Ranked Range Query (PRRQ) returns an ordered list:
For efficiency reasons, we assume a function getNext on the set RQ ε,rank (Q, D) that returns the next element of the ranking, i.e. the first call of getNext returns the first element in RQ ε,rank (Q, D), the second call returns the second element in RQ ε,rank (Q, D), and so on.
Both query types are prevalent versions of a distance range query in databases where the objects are not certain. In an uncertain context, it is still interesting to search for objects that have a distance of less than a given threshold to the query. However, since we can only derive probabilities, we need to further constraint the query predicate. One common possibility is to search for those objects that have a distance less than a given threshold to the query with a probability of at least another threshold. A second common way is to rank the objects w.r.t. the probability that the distance to the query is less than a given threshold.
In the database context where we have long time series (high value of n) and high sample rates, the naive solution for both query types are CPU-bound because for all X ∈ D we need to compute all distance observations in dist p (Q, X ) in order to determine Pr( dist p (Q, X ) ≤ ε). Due to Lemma 1, this means that a (c) Second level. naive solution requires to compute for each
For large values of n, s Q , and s X , this is obviously much more costly than sequentially scanning the disk to access all X ∈ D. For example, assuming state-of-the-art parameters like a seek time of 3 ms, a latency delay of 2 ms, a transfer rate of 80MB/s, and 50 ns for one Euclidean distance computation (of two 1D points), the CPU costs of the naive solution exceed the I/O costs of the naive solution by a factor of approximately 10 200 (n = 100, s Q = s X = 10, |D| = 10, 000) when using the Euclidean distance as basis for dist p . Using DTW as basis for dist p , this factor is even higher.
Multi-Step Probabilistic Range Query Processing
Obviously, the CPU cost (and thus, the overall runtime) of our probabilistic similarity queries are dominated by the number of distance calculations necessary to determine the probability Pr( dist p (Q, X ) ≤ ε) for a query object Q and all X ∈ D. This high number results from the combination of the observed distance values between Q and X at each time slot. A first idea for runtime reduction is that we only need to determine the number of distance observations
. We can further improve the runtime by calculating lower and upper bounds for the probability that further reduce the number of distance computations. For that purpose, we have to calculate an upper and a lower bound for the number of distance observations d ∈ dist p (Q, X ) with d ≤ ε.
In the following, we first introduce an approximative representation of uncertain time series. We will then illustrate how these approximations can be used to upper and lower bound the distance observations d ∈ dist p (QX ) which can subsequently be used to identify lower and upper bounds for Pr( dist p (Q, X ) ≤ ε).
Approximative Representation
Intuitively, we construct the approximative representation of an uncertain time series X by aggregating the observations x i,j ∈ X i at each time slot i into groups and use these groups to calculate the distance between uncertain time series. Obviously, this reduces the sample rate and thus, the overall number of possible distance combinations. The groups are represented by minimum bounding intervals 1 .
Definition 6 (Approximative Representation). The approximative representation X a of an uncertain time series X of length n consists of a sequence {I 1,1 , . . . , I 1,m1 }, . . . , {I n,1 , . . . , I n,mn } of interval sets. Each interval I i,j = [l i,j , u i,j ] minimally covers a given number |I i,j | of sample points of X i , i.e. l i,j and u i,j are sample points of X i , at time slot i.
We use two levels of approximation. The first level describes all sample points at time slot i by one minimal bounding interval (cf. Figure 1(b) ), i.e. m i = 1 for all time slots i and X a = I 1,1 , . . . , I n,1 . For the second level approximations, the sample observations at time slot i are grouped into k clusters by applying the algorithm k-means [17] on all x i,j ∈ X i (cf. Figure 1(c) ), i.e. m i = k for all time slots i and X a = {I 1,1 , . . . , I 1,k }, . . . , {I n,1 , . . . , I n,k } . In fact, the exact representation of X can also be seen as a sequence of interval sets where
Distance Approximations
Using approximative representations X a and Y a of two uncertain time series X and Y we are able to calculate lower and upper bounds for Pr( dist p (X , Y) ≤ ε).
Analogously to Definition 2, let T S Xa be the set of all possible approximated regular time series derived from the combination of different intervals of X a by taking one interval from each time slot, i.e.
T S Xa = { I 1,1 , I 2,1 , . . . , I n,1 , . . . , I 1,l1 , . . . , I n,ln }.
Let X a ∈ T S Xa and let [l xi , u xi ] be the interval of X a at time slot i. The distance
p is the smallest L p -distance between all intervals of X a ∈ T S Xa and Y a ∈ T S Ya , whereas the distance
For DTW, L DT Wp and U DT Wp can be defined accordingly. In the following, we use the terms L dist and U dist as a generalization of both kinds of distances. The concepts presented above are visualized in Figure 2 . In Figure 2 (a), two uncertain time series X and Q are shown. Both contain a set of intervals at each time slot approximating the corresponding sample observations. One element X a ∈ T S Xa includes all boldly marked intervals of X and one path Q a ∈ T S Qa includes all boldly marked intervals of Q. The distance approximations between these two paths X a and Q a at each time slot i are depicted in Figure 2 (b). Aggregating these distance values by means of the distance function dist p , we obtain an interval of distances bound by L dist and U dist (cf. Figure 2(c) ). L dist and U dist allow us to define a lower and an upper bound for each element of dist p (X , Y). Similarly to Definition 2, LB p (X a , Y a ) is a collection containing the lower bounds L dist of all possible combinations from T S Xa and T S Ya . Each element of T S Xa represents a certain number of regular time series that can be derived from the combination of different sample points by taking one sample point of each interval. So the number of regular time series represented by a given X a ∈ T S Xa is |X a | := n i=1 |I i |. Thus, when collecting L dist -distances, for each possible combination (X a , Y a ) ∈ T S Xa × T S Ya the corresponding distance value L dist (X a , Y a ) has to be stored |X a | · |Y a | times. As a consequence, we can lower bound each distance observation in dist p (X , Y) by
Analogously, we can upper bound each distance observation in
Lemma 2. Let X a = I 
Proof. The lemma follows directly from the definition of L dist and U dist .
A lower bound of the probability Pr( dist p (X , Y) ≤ ε) can be defined as
and an upper bound as
For any uncertain time series X and Y, the following inequations hold:
Proof.
(1) We have to show that |{d ∈ U B p (X a , Y a )|d ≤ ε}| ≤ |{d ∈ dist p (X , Y)|d ≤ ε}|: Lemma 2 states that the distances in U B p (X a , Y a ) are upper bounds of the corresponding exact distances in dist p (X , Y). So the exact distances may be smaller. Consequently, more of the exact distances could be smaller than ε. Thus, the inequality holds.
(2) Analogously we can show that |{d ∈ LB p (X a , Y a )|d ≤ ε}| ≥ |{d ∈ dist p (X , Y)|d ≤ ε}|.
Probabilistic Bounded Range Queries (PBRQ)
Our query strategy follows an iterative filter-refinement policy. A queue Q Ref is used to organize all uncertain time series sorted by descending upper bounding probabilities. The query algorithm is performed as follows: In an iterative process we remove the first element X of the queue Q ref , compute its lower and upper bounding probabilities Pr LB ( dist p (Q, X ) ≤ ε) and Pr U B ( dist p (Q, X ) ≤ ε), and filter X according to these bounds. If Pr LB ( dist p (Q, X ) ≤ ε) ≥ τ , then X is a true hit and is added to the result set. If Pr U B ( dist p (Q, X ) ≤ ε) < τ , then X is a true drop and can be pruned. Otherwise, X has to be refined. Let us note that we do not immediately refine the object completely. Rather, the refinement is performed in several steps (1st level to 2nd level, 2nd level to exact representation). Details on the strategies for the step-wise refinement are presented below in Section 4.5. After the partial refinement step, X is again inserted into Q Ref if it cannot be pruned or reported as true hit according to the above conditions and is not refined completely yet. If an object X is refined completely, then obvi-
The iteration loop stops if Q Ref is empty, i.e. all objects are pruned, identified as true hits before complete refinement, or are completely refined.
Probabilistic Ranking Range Query (PRRQ)
In a first step, a priority queue Q Rank is initialized containing all time series X ∈ D ordered by descending upper bounding probability Pr U B ( dist p (Q, X ) ≤ ε) w.r.t. the query object Q. After initialization, the method getNext() can be called, returning the next object in the ranking. Obviously, an object X is the object with the highest probability if for all objects Y ∈ D the following property holds:
Since the candidate objects of the database are ordered by descending upper bounding probabilities in Q Rank , we only need to check if the lower bounding probability of the first element in Q Rank is greater or equal to the upper bounding probability of the second element. If this test returns true, we can report the first object as the next ranked object. Otherwise, we have to refine the first object in Q Rank in order to obtain better probability bounds. As discussed above, this refinement is step-wise, i.e. several refinement steps are necessary in order to obtain the exact probability. The idea of the method getNext() is to iteratively refine the first object in Q Rank as long as the lower bounding probability of this element is lower than the upper bounding probability of the second element in Q Rank .
Step-Wise Refinement of Probability Estimations
So far, we have not detailed how we refine our objects in the PBRQ and PRRQ algorithms. The aim of a refinement step is to refine the distances between a database object and the query object in order to get a better approximation (or the exact value) of the distances and, thus, a better approximation of the probability. Since the refinement operations are very expensive, we propose to perform a step-wise refinement by trying to perform possibly cheap refinement increments. Incremental refinements of an uncertain time series X are only performed as long as we cannot exactly determine whether X fulfills the query predicate. Once, we have decided for which uncertain time series we want to execute the next refinement step (the top-ranked object in the refinement queue), there are diverse possibilities to do this. Let us assume that we want to perform the refinement of the uncertain time series X . There are multiple sample approximations of X that are potential refinement candidates and exactly one of them has to be selected to be refined next. But which one involves the most profitable refinement? In the following, we present our refinement strategy which include some heuristics to find the most promising incremental refinement.
We assume that the uncertain time series are organized in a priority queue which is sorted by descending upper bound probabilities (cf. Section 4.3 and Section 4.4). Furthermore we assume that the queue only contains those uncertain time series that currently can neither be assigned to the result set nor be identified as true drop.
Refinement Goal
The aim for each refinement step is to be able to identify an uncertain time series as true hit or true drop. This aim is reached for an uncertain time series X if the probability interval [Pr LB ( dist p (Q, X ) ≤ ε), Pr U B ( dist p (Q, X ) ≤ ε)] is above or below τ . For this reason, we try to increase the lower bound of the probability Pr LB ( dist p (Q, X ) ≤ ε) in the case that
Let us assume that we try to increase the lower bounds of the probabilities for X . Then, we have to select the approximated distance w.r.t. the pair of approximated regular time series (X a , Q a ) which has to be refined. Potential candidates for the refinement are those intervals which are intersected by the ε value. The lower bound of the probability Pr LB ( dist p (Q, X ) depends on the overall number of distances d ∈ dist p (Q, X ) which are below ε. The higher this number the higher the lower bound of the probability. Consequently, we have to refine first that approximated distance which probably will be resolved into a set of approximated distances that are clearly below ε and approximates as many distances d ∈ dist p (Q, X ) as possible. Here we use the following heuristic: The increase of the number of detected distances d ∈ dist p (Q, X ) that are clearly below ε can be estimated by
and |X a | · |Q a | corresponds to the number of distances which are approximated by U dist (Q a , X a ) and L dist (Q a , X a ). The example depicted in Figure 3 should give the motivation for our heuristic. This example shows the situation of the approximated distance d = (L L1 (Q a , X a ), U L1 (Q a , X a )) before (top) and after (bottom) the refinement step. The approximated distance d is refined by refining exactly one of the n distance intervals in the time domain that correspond to d. The question at issue is how can we estimate the number of approximated distances that fall below ε after refining d and which distance interval in the time domain should be refined. Obviously, the number of distances approximated by d is the product of the number |Q a | of regular time series approximated by Q a and the number |X a | of regular time series approximated by X a . In order to estimate the number of approximated distances that fall below ε after refining d, we have to look at the distance intervals in the time domain. When refining a distance interval in the time domain, e.g. (d l,5 , d u,5 ) in our example, then all resulting distance intervals that are clearly below correspond to the resulting approximated distances that are below ε. Since w has to be maximized, we should refine d by refining the largest time interval in the time domain. Finally, based on the described estimation, we refine the approximated distance for which w is maximal.
In the case we want to decrease the upper bound of the probability Pr U B ( dist p (Q, X ) ≤ ε) we can use a very similar refinement strategy. Now, we only have to maximize the overall number of distances d ∈ dist p (Q, X ) which are above ε. We can reach this goal by simply replacing the parameter s u with s l when evaluating the next approximated distance to be refined.
Probabilistic Queries Using DTW
The algorithms for PBRQ and PRRQ proposed so far are suitable for both the L p -norms or DTW. However, if we use DTW, i.e. dist p = dist DT Wp , we observe that the lower and upper bounding probabilities for Pr DT Wp ( dist DT Wp (Q, X )) are less efficient than those for Pr Lp ( dist Lp (Q, X )).
Nevertheless, we can adapt the algorithms for PBRQ and PRRQ in order to address this potential performance loss. The key idea for this adaption is that the exact L p -distance is an upper bound for the DTW distance. When calculating the probabilities Pr Lp and Pr DT Wp the number of distances that are ≤ ε have to be counted. Whenever the L p distance is ≤ ε, the corresponding DTW distance is also ≤ ε. Thus, i.e. we can use (the lower bound of) the probability based on the L p -norm as an additional lower bound for the probability based on the DTW distance.
If using DTW, the algorithms for PBRQ and PRRQ can be extended by using Pr LB L ( dist p (Q, X )) and Pr Lp( distp(Q,X )) as first filter in order to identify true hits without calculating the bounds for the probability based on DTW.
Evaluation
As discussed above, the computation of probabilistic similarity queries is CPUbounded. To achieve a fair comparison which is independent of the implementation, we measured the efficiency by the average number of required calculations required to execute a query.
We used benchmark datasets derived from a wide range, covering a broad spectrum of data characteristics. Most of them are available on the UCI Time Series Data Mining Archive 2 . The Audio dataset contains time sequences expressing the temporal behavior of the energy in pieces of music. The energy was measured 25 times per second using a sliding window technique. The CBF dataset is an artificial dataset that was defined by Saito in [18] . The other datasets are: GUN/POINT (GunX ), CONTROL CHART (SynCtrl ), and OSU LEAF (Leaf ). A short summary of the characteristics of all datasets is given in Table 1 .
Because all of the datasets contain exact measurements, we generated probabilistic time series by generating samples uniformly distributed around the given exact values. We also used other distributions (in fact, Gaussian and Zipf), but since our experiments show that the distribution of the samples do not make a difference in our results, we only report the results using uniform sample distributions.
At first we measured the speed-up factor our approach yields compared to the straightforward approach. In a second set of experiments, we examined the impact of our refinement strategy on the observed speed-up.
Overall Speed-Up
For our experiments we measure the amount of required basic calculations to execute the corresponding queries. Based on these numbers, we define the speedup factor as the ratio between the required calculations of the straightforward approach and the required operations using our approach. (a) GunX.
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1.0E+120 (c) SynCtrl. In the first experiment, we examine how our approach can speed up probabilistic bounded range queries for different datasets. We repeated the experiment for varying sample rates. The results for the different datasets are shown in Figure 4 . For all datasets, the speed-up factor increases exponentially with linearly increasing sample rate. The reason for this observation is that the cost required for the straightforward query method increases exponentially while our pruning strategies works well even for high sample rates. At the same time we varied the ε parameter. As can be seen in the same figure, different choices for the ε value lead to higher computational cost. Depending on the given ε, more or less approximations can be pruned relatively early, so few or more refinement steps are necessary.
In the next experiment, the above mentioned experiments were repeated for PRRQ instead of PBRQ. The results are depicted in Figure 5 . Due to space limitations, only the results on the GunX, Leaf, and SynCtrl datasets are show. The results on the remaining two datasets look similar. Again it can be seen that with increasing sample rate as well as with increasing ε the speed-up factor that is achieved by our new method grows.
The next experiment examines the impact of the database size on the observed speed-up factor for PBRQ as well as for PRRQ. We achieve considerably high speed-up factors with both approaches even for large datasets as shown in Figure 6 for the Audio and the DBF datasets (again similar results on the other datasets are ommited due to space limitations). In addition, with increasing number of database objects, the speed-up factors grow linearily.
Refinement Strategy
The speed-up factors w.r.t. to the straightforward approach can be observed for a broad range of parameter settings, different datasets, and different query types. In order to assess the impact of our refinement strategy, in this section we report the absolute values of required calculations for different refinement strategies, rather than comparing them to the straightforward approach. Our refinement strategy actually consists of two steps. First, a pair of regular approximated time series is chosen. Second, the point in time at which to refine is determined. This leads to four different refinement strategies: First, for both steps we apply the strategy described above hereafter refered to as 'S-S'. Second, it is possible to randomly select a pair of regular approximated time series but use our refinement strategy to determine the point in time at which to refine. This approach is labeled by 'R-S'. Analogously the third strategy is called 'S-R', as the refinement strategy is used for the first step, but not for the second. Finally 'R-R' denotes a random choice for both steps. As shown above, the results for the different datasets are very similar, so in this section we restrict the presentation of our results to the SynCtrl dataset due to space limitations. In fact, the results on the other datasets look very similar.
At first we examine the behavior of the different strategies w.r.t. the ε parameter. The results are depicted in Figure 7 (a). The second step, i.e. determining the correct point in time at which to refine is apparently more crucial, as 'R-S' significantly outperforms 'S-R'. As expected, using our refinement heuristic for both steps yields the best results. These observations can also be made in Figure  7 (b) where we varied the probability bound τ and in Figure 7 (c) where we varied the sample rate s. The differences between the different refinement strategies (logarithmic  scale) of different refinement strategies w.r.t probability τ (dataset=SynCtrl, #level 2 approx.=2, sample rate=6, =12). in general and the superiority of the 'S-S' approach in particular become more significant when the total computational costs are higher. This is for example the case for a lower probability bound τ or a higher sample rate s. In summary, our erxperiments show that our refinement strategy clearly outperforms more simple refinement strategies and that this superiority of our approach is robust w.r.t. all query parameters.
Conclusions
To the best of our knowledge, we propose the first approach for performing probabilistic similarity search on uncertain time series in this paper. In particular, we formalize the notion of uncertain time series and introduce two novel probabilistic query types for uncertain time series. Furthermore, we propose an original method for efficiently supporting these probabilistic queries using a filter-refinement query processing. Our experimental evaluation illustrates the performance gain of our method compared to a single-step approach and to multi-step approaches implementing naive refinement strategies.
