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The computational efficiency of quantum mechanics can be defined in terms of the qubit circuit
model, which is characterized by a few simple properties: each computational gate is a reversible
transformation in a connected matrix group; single wires carry quantum bits, i.e. states of a three-
dimensional Bloch ball; states on two or more wires are uniquely determined by local measurement
statistics and their correlations. In this paper, we ask whether other types of computation are possible
if we relax one of those characteristics (and keep all others), namely, if we allow wires to be described
by d-dimensional Bloch balls, where d is different from three. Theories of this kind have previously
been proposed as possible generalizations of quantum physics, and it has been conjectured that some
of them allow for interesting multipartite reversible transformations that cannot be realized within
quantum theory. However, here we show that all such potential beyond-quantum models of com-
putation are trivial: if d is not three, then the set of reversible transformations consists entirely of
single-bit gates, and not even classical computation is possible. In this sense, qubit quantum compu-
tation is an island in theoryspace.
I. INTRODUCTION
Since the discovery of quantum algorithms that out-
perform all known classical ones in certain tasks [1],
improving our understanding of the possibilities and
limitations of quantum computation has become one of
the central goals of quantum information theory. While
it is notoriously difficult to prove unconditional sepa-
ration of polynomial-time classical and quantum com-
putation [2], an approach that is often regarded more
tractable is to analyze how certain modifications of
quantum computing affect its computational power. For
instance, one may consider restrictions on the set of al-
lowed quantum resources, and ask under which condi-
tion the possibility of universal quantum computation is
preserved despite the restriction. Notable results along
these lines, among many others, include the Gottesman-
Knill theorem [3–5], insights on the necessity of con-
textuality as a resource for magic state distillation [6],
or bounds on the noise threshold of quantum comput-
ers [7].
In a complementary and in some sense more radi-
cal approach, going back to Abrams and Lloyd [8], one
considers modifications of the quantum formalism it-
self and studies the impact of those modifications on the
computational efficiency, resembling strategies of clas-
sical computer science such as the introduction of ora-
cles [9]. For example, it has been shown that availability
of closed timelike curves leads to implausible computa-
tional power [10], that stronger-than-quantum nonlocal-
ity reduces the set of available transformations [11–14],
∗ marius.krumm@univie.ac.at; corresponding author.
† markusm23@univie.ac.at
that tomographic locality forces computations to be con-
tained in a class called AWPP [15, 16], and that in some
theories (satisfying additional axioms) higher-order in-
terference does not lead to a speed-up in Grover’s algo-
rithm [17]. Further examples can be found e.g. in [18–
21].
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FIG. 1. The circuit model that we consider in this paper. We
have an arbitrary finite number n of wires (here n = 4), and
each wire carries a “gbit” which is a state in a d-dimensional
Bloch ball state space. Initially, a product state is prepared (en-
coding, for example, the classical input to the algorithm), then
a finite number of gates Gi is applied, each acting on an ar-
bitrary number of gbits, and finally local measurements are
performed. We assume that the Gi are elements of an (arbi-
trary unspecified) closed connected matrix group, and that the
global state of n wires is uniquely determined by the statistics
and correlations of single-wire measurements (“tomographic
locality”). If d = 3, i.e. if the gbits are qubits, it has been shown
in [50] that these assumptions uniquely characterize unitary
quantum computation as the only computationally non-trivial
theory. Here we analyze the case d 6= 3, and prove that —
despite conjectures to the opposite [23] — the corresponding
models do not allow for any non-trivial computation at all. We
do not assume that wires can be swapped, or that all transfor-
mations can be composed out of two-gbit transformations. See
the main text for details.
In this paper, we consider a specific modification of
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2the quantum formalism that is arguably among the sim-
plest and most conservative possibilities. This modifica-
tion dates back to ideas by Jordan, von Neumann, and
Wigner [22], and it has several independent motivations
as we will explain further below. This generalization
keeps all characteristic properties of quantum compu-
tation unchanged, but modifies a single aspect: namely,
it allows the quantum bit to have any number of d ≥ 2
degrees of freedom, instead of standard quantum the-
ory’s d = 3 (or the classical bit’s d = 1). It has been
conjectured [23] that the resulting theories allow for in-
teresting “beyond quantum” reversible multipartite dy-
namics, which would make the corresponding models
of computation highly relevant objects of study within
the research program mentioned above. However, here
we show that, quite on the contrary, these models are
so constrained that they do not even allow for classi-
cal computation; hence, in Aaronson’s terminology, the
d = 3 case of the standard qubit circuit model can be
seen as an “island in theoryspace” [24].
Our paper is organized as follows. Section II gives
the mathematical framework. We define single bits that
generalize the qubit (“gbits”), and then give three postu-
lates that allow us to reason about circuits that are con-
structed out of n of these gbits. We formulate the prob-
lem that is addressed in this work and describe how it
relates to earlier results in the literature. In Section III,
we state and prove our main result: namely, while our
principles uniquely determine quantum computation in
the case that the single gbits have d = 3 degree of free-
dom, any other value of d does not even allow for clas-
sical computation. We give the full proof for the case
d ≥ 4 (the d = 2 case is deferred to the appendix), and
illustrate the main idea of some of the proof steps by a
circuit diagram, before concluding in Section IV.
II. GENERALIZED BITS AND GBIT CIRCUITS
In both classical and quantum computation, we can
restrict our attention to the circuit model (as in Figure 1)
where each of the wires (the single systems that enter
and exit logical gates) corresponds to a two-level sys-
tem. Quantum two-level systems (qubits) are different
from classical ones (bits): they allow for a more com-
plex behavior which encompasses phenomena like co-
herent superposition, interference, or uncertainty rela-
tions. Yet, both classical and quantum bits can be for-
malized in a unified way that we now describe (for both
single and multiple bits, i.e. circuits, we follow the con-
structions and notation from [50]).
A. Single gbits
To any d ∈ N, we associate a ”generalized bit” (gbit)
that has the d-dimensional Bloch ball, Bd = {~a ∈
Rd | |~a| ≤ 1}, as its state space. Every vector ~a in the
Bloch ball Bd corresponds to a possible state of the gen-
eralized bit. Two-outcome measurements are described
by vectors ~b ∈ Rd with |~b| = 1, such that the prob-
ability of the first outcome if performed on state ~a is
(1+~a·~b)/2, and that of the second outcome is (1−~a·~b)/2.
In the following, it will be convenient to use the notation
v(~a) = (1,~a)> ∈ Rd+1, such that these two probabili-
ties become 12v(~a) · v(±~b). Reversible transformations of
states are given by ~a 7→ R~a, where R ∈ SO(d) is a rota-
tion matrix. These transformations map states to states
and can be inverted (by applyingR−1), hence we can in-
terpret them as closed-system time evolutions or, equiv-
alently, reversible gates on single generalized bits.
For d = 3, this formalism recovers the qubit of stan-
dard quantum theory [5]: as is well-known, every 2 × 2
density matrix ρ can be written in the form
ρ = (1 + ~aρ · ~σ)/2,
where ~σ = (σx, σy, σz) denotes the Pauli matrices. It is
automatic in this representation that tr ρ = 1, and pos-
itivity ρ ≥ 0 is equivalent to |~aρ| ≤ 1. Hence the set of
states of a quantum bit can be represented by the Bloch
ball B3. This representation has the important property
that statistical mixtures correspond to convex combinations:
if a state ρ is prepared with probability p and another
state ρ′ is prepared with probability 1 − p, then the to-
tal state pρ + (1 − p)ρ′ corresponds to the Bloch vector
~apρ+(1−p)ρ′ = p~aρ + (1− p)~aρ′ . This statistical interpreta-
tion of convex mixtures is also taken for balls of other di-
mensions d 6= 3, hence these Bloch balls can be regarded
as state spaces of generalized probabilistic theories [11].
In the d = 3 case, projective measurements are repre-
sented by unit vectors ~b, |~b| = 1, with outcome proba-
bilities (1 ± ~a · ~b)/2 as described above. Unitary trans-
formations U on states, acting as ρ 7→ UρU†, are de-
scribed in the Bloch ball picture by orthogonal maps
RU , R>URU = 1, such that ~aUρU† = RU~aρ. More gen-
eral measurements (positive operator-valued measures)
or transformations (completely positive maps) can also
be described in the Bloch ball representation, but they
are not needed in what follows and therefore omitted.
The simplest case of d = 1 corresponds to the classi-
cal bit: there are two possible configurations, ~a = +1
and ~a′ = −1, and further states that represent classi-
cal uncertainty about the configuration. Namely, if we
have +1 with probability p (and thus −1 with probabil-
ity 1 − p), this corresponds to the state p~a + (1 − p)~a′ in
the interior the one-dimensional “Bloch ball”.
There is one peculiarity in the d = 1 case: instead of
SO(1) = {1}, we should allow the group O(1) = {−1,1}
as Bloch ball transformations such that also the bit flip
is allowed.
What is the significance of the d-dimensional Bloch
balls if d is neither one nor three? These gbits have ap-
peared in various places in quantum information the-
ory and the foundations of quantum mechanics. His-
torically, they have first shown up as precisely those
3two-level state spaces that can be described as (formally
real, irreducible) Jordan algebras [22], a natural alge-
braic generalization of standard quantum theory. In fact,
quantum theory with real amplitudes, i.e. over the field
R instead of C, has a (d = 2)-dimensional Bloch ball as
its “quantum bit”, and the bits of quaternionic and octo-
nionic quantum theory correspond to Bd for d = 5 and
d = 9 respectively. Furthermore, the fact that a two-level
system should have a Euclidean ball state space can be
derived from a variety of different sets of natural as-
sumptions. In many reconstructions of quantum theory
from physical or information-theoretic principles [25–
32, 34–36], this fact is derived as a first step. For exam-
ple, postulating that the group of reversible transforma-
tions acts transitively on the pure states implies that the
pure states must all lie on the unit hypersphere of an
invariant inner product. If some points on the sphere
were not valid states, then there would exist additional
measurements that would violate further natural pos-
tulates like Hardy’s [25] “Subspaces” axiom. This ar-
gumentation or others along similar lines [25–36] lead
to Euclidean balls as the most natural state spaces of a
generalized bit.
A more geometrical motivation can be found by con-
sidering spin- 12 particles (compare e.g. to [23]): under
rotations SO(3), they transform via SU(2). The den-
sity matrix transforms under the adjoint representation,
which means that the Bloch vectors transform via the
same rotation as in physical space. Therefore, the Bloch
vector~b can be seen as defining an oriented axis in phys-
ical space. The model considered in this paper is a direct
generalization of the Bloch ball and this interpretation
to arbitrary spatial dimensions. Indeed, the possibil-
ity that space might have more than three dimensions
has appeared in a large variety of physical theories, see
e.g. [37–42]. It has also been argued that these gener-
alized bits can be interpreted as “information quasipar-
ticles” in some sense [43]. In summary, these gbits are
among the simplest and most natural generalizations of
the classical bit and the qubit of quantum mechanics.
B. Several gbits and computation
To describe circuit computation, we need to define the
state space, measurements, and transformations of sev-
eral gbits. In standard quantum theory, where the gbits
are qubits, there is a unique definition of these notions:
the states of n qubits are exactly the (2n) × (2n) den-
sity matrices, the reversible transformations are the uni-
taries, and the measurements are described by collec-
tions of projection operators. Similar definitions apply
to n classical bits. But if the gbits are Bloch balls of di-
mension d 6∈ {1, 3}, then it is apriori unclear what the
composite state space should be.
Since we would like to be as general as possible, we
will not make any attempt to fix the composite state
space from the outset. Instead, we will work with a
small set of principles that the composite n-gbit system
is supposed to satisfy. While these principles will con-
strain the n-gbit state space, it is by no means obvious
that they determine it uniquely. However, we will show
below that they are indeed constraining enough to allow
us to derive the full set of states and transformations.
An important principle is the no-signalling princi-
ple [11]: the outcome statistics of measurements on any
group of gbits does not depend on any other operations (e.g.
measurements) that are performed on the remaining gbits.
This is a physically well-motivated constraint that lies
at the heart of what we mean by “different wires” (i.e.
subsystems) of the circuit in the first place.
This principle is satisfied by classical as well as quan-
tum computation, and so is our second postulate of
tomographic locality [25, 44]: every state on n gbits is
uniquely characterized by the statistics and correlations of the
local gbit measurements. In other words, a global n-gbit
state is nothing but a catalog of probabilities for the out-
comes of all the single-gbit measurements and their cor-
relations.
It is not only classical and quantum theory that satis-
fies the principle of tomographic locality, but also more
general probabilistic theories like boxworld [12]. If this
principle was violated, then a collection of gbits would
in some counterintuitive sense be “more” than a com-
position of its building blocks. Even though this for-
mulation makes tomographic locality sound very nat-
ural, there are simple examples of theories that violate
it. One such example is given by quantum theory over
the real numbers R [45, 46]. This is because observables
of two single real qubits do not linearly generate all ob-
servables of two real qubits. In particular, if σy is the
Pauli matrix with purely imaginary entries, then σy is
not a real qubit observable, but σy⊗σy is a real two-qubit
observable. Intuitively, it represents a novel “holistic”
degree of freedom that cannot be constructed out of lo-
cal degrees of freedom and their correlations.
Not only is the postulate of tomographic locality very
intuitive, but it is also very powerful: it allows us to rep-
resent states of n gbits as tensors [11]. That is, even if we
do not know what the set of n-gbit states is, we know
that every such state can be written as an element of
the linear space (Rd+1)⊗n (in the quantum case, where
d = 3, this amounts to the 4n-dimensional real linear
space of Hermitian (2n) × (2n) matrices; for real bits, it
is the 2n-dimensional space that contains the probability
vectors over 2n configurations). In particular, an n-gbit
product state with local Bloch vectors ~a1, . . .~an is repre-
sented by
v(~a1, . . . ,~an) := (1,~a1)
> ⊗ . . .⊗ (1,~an)>,
and all other states ω are vectors on the same space (but
not of this product form). Tomographic locality then
amounts to the fact that all these states are uniquely de-
termined by the numbers
2−nv(~b1, . . . ,~bn)>ω,
4which are the outcome probabilities of local gbit mea-
surements corresponding to the Bloch vectors ~b1, . . . ,~bn
on the state ω. This mathematical property has many
intuitively appealing consequences that are not other-
wise guaranteed, e.g. the property that products of pure
states are pure. It is also the reason why the mathemat-
ical literature has focused almost entirely on this notion
of composite state space (cf. e.g. [47]): it leads to notions
of “tensor products” of ordered linear spaces that allow
one to prove general statements that are otherwise un-
available. In the context of this paper, it would seem
extremely difficult to make any meaningful statements
whatsoever if not even the linear space on which the
global states live could be fixed from the outset.
We need one further ingredient to arrive at a model
of computation, namely a set of reversible transforma-
tions. In analogy to standard quantum computation
(where these are the unitaries), we postulate that the
transformations form a closed connectedmatrix group,
and thus Lie group, G: they form a group since they can
be composed; they must be linear maps since if we pre-
pare a state ω with probability p and ω′ with probability
(1 − p), they must act on the components of the convex
combination pω + (1 − p)ω′ individually, to be consis-
tent with the probabilistic interpretation [11]. Moreover,
it is physically meaningful to model the group as closed
since whenever we can approximate a transformation
to arbitrary accuracy by gates, it makes sense to declare
this transformation as in principle implementable.
This postulate is almost, but not quite, satisfied by
classical computation, i.e. the d = 1 case. As Bennett
has shown [48], classical computation can be made fully
reversible, at only marginal cost of space or time re-
sources. There are finite universal gate sets (including
e.g. Toffoli gates) that generate the full group of per-
mutations of the 2n configurations of the n bits. These
permutations therefore constitute the reversible trans-
formations of the classical bits, and they form a closed
matrix group of linear maps. This group, however, is
discrete and not connected.
This discreteness is already reflected in the fact that
the one-dimensional “Bloch ball” is discrete, i.e. has
only a finite number (two) of pure states. Since the set
of classical configurations (pure states) of n bits is dis-
crete, the group of reversible transformations must also
be discrete. In the case d ≥ 2 to which we thus re-
strict our attention in the following, however, even sin-
gle bits (Bloch balls) contain a continuous manifold of
pure states. In order to allow every pure state to evolve
into every other (which we would expect to be crucial
for the exploitation of the full computational potential),
it is therefore necessary that the reversible transforma-
tions form a continuous group G — in more detail, that
G is a matrix Lie group such that its connected compo-
nent at the identity is non-trivial. It then makes sense
to consider continuous time evolution that implements
elements of this connected component (as it is the case
in quantum theory), and to disregard the mathemati-
cal possibility of having additional disconnected com-
ponents. This motivates the assumption that G is con-
nected.
All gates in a circuit will be elements of G. This group
must in particular contain the local qubit rotations: for
R ∈ SO(d), write Rˆ(1,~a)> := (1, R~a)>, then the sub-
group of local transformations is
Gloc := {Rˆ1 ⊗ Rˆ2 ⊗ . . .⊗ Rˆn | Ri ∈ SO(d)}.
Note that we have used tomographic locality in deriving
this prescription: since a local transformation acts like a
product of transformations on the product states, it must
act like this on all other states too since they live on the
vector space that is spanned by the product states. To-
mographic locality hence enforces that we can represent
any linear map X : (R(d+1))⊗n → (R(d+1))⊗n as a tensor
with n upper and n lower indices; that is,
Xα1α2...αnβ1β2...βn := (~eβ1 ⊗ . . .⊗ ~eβn)>X(~eα1 ⊗ . . .⊗ ~eαn),
where 0 ≤ αi, βi ≤ d, and ~eγ denotes the γ-th unit vec-
tor, e.g. ~e0 = (1, 0, . . . , 0)>. This is in contrast to Bloch
vectors ~b ∈ Rd, where we use the notation Rd 3 ~b =
~e1 = (1, 0, . . . , 0)
>.
We demand that Gloc ⊆ G, but do not make any fur-
ther assumptions on G. In particular, we do not assume
that the n gbits play physically identical roles: our as-
sumptions allow in principle composite state spaces of
n gbits that are not symmetric with respect to permuta-
tions of the gbits. Hence we are also not assuming that
gbits can be reversibly swapped, or that other natural
choices of transformations such as extensions of classi-
cal reversible gates (like CNOT) can necessarily be im-
plemented. Therefore, our framework does not rely on
the same set of assumptions as the circuit framework of
symmetric monoidal categories [49] that is often used in the
quantum foundations context.
C. The trivial case G = Gloc
For any Bloch ball dimension d, there is a trivial com-
putational model: namely the choice that G = Gloc. This
describes a theory where the only possible reversible
transformations are independent local transformations
of the single gbits. Such a model does not even allow
for classical gates like the CNOT; it only admits gates
and computations that evolve the gbits independently
from each other without ever correlating them, i.e. prod-
ucts of single-gbit gates. A state space that is compatible
with this choice of global transformations is simply
conv
{
(1,~a1)
> ⊗ . . .⊗ (1,~an)> | ~ai ∈ Bd
}
,
i.e. all convex combinations of product states. This is a
state space that does not contain entanglement.
5D. d = 3 equals quantum computation, and relation to
earlier work
For the case of the standard qubit, i.e. of d = 3, it
has been proven in [50] that there is only a single pos-
sible non-trivial (Gloc ( G) theory that satisfies the as-
sumptions from above: namely, standard quantum the-
ory over n qubits, with the (2n)×(2n) density matrices as
the states, and the projective unitary group G = PU(2n)
of transformations. That is, the postulates on composi-
tion of gbits from above, together with the structure of
the single qubit, are sufficient to determine qubit quan-
tum computation uniquely.
While this result is interesting in its own right, it is
also the main motivation for the present work: if quan-
tum computation is characterized by such a simple list
of principles, then maybe one obtains other interest-
ing models of computation by slightly tweaking one of
the postulates. Since large parts of the mathematical
structure are determined by the postulates on composi-
tion (no-signalling and tomographic locality), the most
promising road towards modifying the setup and also
keeping important mathematical tools seems to be to
modify the structure of the single qubit — and techni-
cally as well as conceptually (as explained in Subsec-
tion II A), the most natural way to do this is by changing
the dimension of the Bloch ball d.
In the special case of n = 2 gbits, the consequences
of the above postulates have been explored in [51, 52].
There it has been proven that the only consistent choice of
transformations for Bloch ball dimension d 6= 3 is given by the
trivial choice G = Gloc. However, computation is typically
taking place on a large number n  2 of gbits, and the
techniques of [51, 52] cannot readily be generalized to
n > 2.
In fact, it has been suggested in [23] that it is essential
for Bloch ball dimensions d ≥ 4 to allow for genuine m-
partite interaction of the gbits, where m ≥ d − 1 ≥ 3.
Without a conclusive proof or explicit construction of
the state space, the authors conjectured that interest-
ing multipartite reversible dynamics is possible for such
systems. In contrast to quantum theory, this m-partite
dynamics would not be decomposable into two-gbit in-
teractions. While tomographic locality has not been as-
sumed in [23], it is an important first step to check their
conjecture under this additional assumption. In fact, it
has been argued in [53] that in the context of spacetime
physics (the Bloch balls are interpreted in [23] as car-
rying some sort of d-dimensional spin degrees of free-
dom), tomographic locality is to be expected due to ar-
guments from group representation theory.
This gives us another, independent motivation to ask
the main question of this paper: if d 6= 3 and n is any
finite number of gbits, then what are the possible theories that
satisfy the assumptions of Subsection II B?
III. MAIN RESULT
The main result of this work is an answer to the ques-
tion posed at the end of the previous section:
Theorem 1. Consider a theory of n gbits, where single gbits
are described by a (d ≥ 2)-dimensional Bloch ball state space,
subject to the single-gbit transformation group SO(d). As
described above, let us assume no-signalling, tomographic lo-
cality, and that the global transformations form a closed con-
nected matrix group G.
If d 6= 3, then necessarily G = Gloc, i.e. the only possible
gates are (independent combinations of) single-gbit gates. No
transformation can correlate gbits that are initially uncorre-
lated; hence not even classical computation is possible.
We will now prove this result for the case d ≥ 4. The
proof in the d = 2 case uses similar techniques, but dif-
fers in several details for group-theoretic reasons. It will
hence be deferred to the appendix.
As a first step, we will consider the generators of
global transformations and show that there exists at
least one that is of a certain normal form. This part of
the proof is valid for all dimensions d ≥ 2. A large part
of this first step follows the construction in Ref. [50] and
extends it to arbitrary dimensions.
A. Generator normal form for all dimensions d ≥ 2
Let G ∈ G be a transformation of the composite sys-
tem. Suppose we prepare n gbits initially in states with
Bloch vectors ~a1, . . . ,~an, evolve the resulting product
state via G, and perform a final local n-gbit measure-
ment with Bloch vectors ~b1, . . . ,~bn. The probability that
the all the n outcomes on the n gbits are “yes” is
2−nv(~b1,~b2, . . . ,~bn)>Gv(~a1,~a2, . . . ,~an) ∈ [0, 1].
Let us consider a group element G = eX with X ∈ g
(the corresponding Lie algebra) and ε ∈ R and expand:
v(~b1, . . . ,~bn)
>
(
1+X+
2
2
X2+O(3)
)
v(~a1, . . . ,~an) ∈ [0, 2n].
From now on we restrict ourselves to unit length Bloch
vectors, i.e. |~ai| = |~bj | = 1 for all i, j. We obtain
C[~a1] := v(−~a1,~b2, ...,~bn)>Xv(~a1,~a2, . . . ,~an) = 0
since the zeroth order is zero which is a local mini-
mum as a function of  (see Figure 2 for further expla-
nation). Thus the second order contribution has to be
non-negative:
v(−~a1,~b2, . . . ,~bn)>X2v(~a1,~a2, . . . ,~an) ≥ 0,
or more generally with the roles of qubits 1 and k ex-
changed,
v(~b1, . . . ,~bk−1,−~ak,~bk+1, . . .~bn)>X2v(~a1, . . . ,~an) ≥ 0.
(1)
6~a1
~a2
~a3
~a4
eεX
−~a1
~b4
~b3
~b2
FIG. 2. We are using configurations like this one to derive con-
straints on the generators X ∈ g. In the special case ε = 0,
the transformation exp(εX) reduces to the identity. Hence, if
we prepare the first wire in the (pure) state with Bloch vector
~a1, and perform a final measurement of that wire with Bloch
vector −~a1, the corresponding outcome will have probabil-
ity zero, regardless of which local measurements we choose
for the other wires. But probability zero is a local minimum,
which implies that the derivative of this probability with re-
spect to ε must be zero (yielding C[~a1] = 0), and the second
derivative must be non-negative (yielding constraint (1) in the
case k = 1).
Other first and second order constraints are
v(~a1,~a2, . . . ,~an)
>Xv(~a1,~a2, . . . ,~an) = 0, (2)
v(~a1,~a2, . . . ,~an)
>X2v(~a1,~a2, . . . ,~an) ≤ 0 (3)
for analogous reasons as above (since ~bj = ~aj for all
j yields probability one for  = 0, which is the global
and thus a local maximum). For fixed Bloch vectors
~a2, . . . ,~an,~b2, . . . ,~bn, define Wαβ as[
~eβ ⊗
(
1
~b2
)
⊗ . . .⊗
(
1
~bn
)]>
X
[
~eα ⊗
(
1
~a2
)
⊗ . . .⊗
(
1
~an
)]
.
(4)
The equation C[~ei] = 0 impliesW 00 +W i0−W 0i −W ii = 0,
and C[−~ei] = 0 implies W 00 −W i0 +W 0i −W ii = 0. Thus,
W ii = W
0
0 and W i0 = W 0i for all i ≥ 1. Since the vectors(
1
~a
)
linearly span all of Rd+1, we get
Xi α2 ... αni β2 ... βn = X
0 α2 ... αn
0 β2 ... βn
, (5)
Xi α2 ... αn0 β2 ... βn = X
0 α2 ... αn
i β2 ... βn
(6)
for all i ≥ 1 and all α2, . . . , αn, β2, . . . , βn ≥ 0. Similarly,
C[ 1√
2
(~ei + ~ej)] = 0 for i 6= j, i, j ≥ 1 yields
W 00 +
1√
2
W i0 +
1√
2
W j0 −
1√
2
W 0i −
1
2
W ii
−1
2
W ji −
1√
2
W 0j −
1
2
W ij −
1
2
W jj = 0.
Using the results on W ii and W
0
i further above, this re-
duces to − 12W ji − 12W ij = 0, and thus
Xi α2 ... αnj β2 ... βn = −X
j α2 ... αn
i β2 ... βn
(7)
for all i, j ≥ 1 and α2, . . . , αn, β2, . . . , βn ≥ 0. While we
have derived (5), (6) and (7) for the first gbit, analogous
equations hold for all other gbits with labels 2, . . . , n.
Let us denote byA the antisymmetric (d+1)×(d+1)-
matrices of the form
A :=
{
AA¯ =
(
0 ~0>
~0 A¯
) ∣∣∣∣∣ A¯> = −A¯
}
,
and by B the symmetric (d+ 1)× (d+ 1)-matrices of the
form
B :=
{
B~b =
(
0 ~b>
~b 0
) ∣∣∣∣∣ ~b ∈ Rd
}
.
Furthermore, let I := R · 1, i.e. all multiples of the
(d + 1) × (d + 1) identity matrix. The sets A, B and
I are real linear matrix subspaces. Note that these
three spaces are pairwise orthogonal with respect to the
Hilbert-Schmidt inner product 〈X,Y 〉 := tr(X>Y ). The
matrix W defined in (4) must then be an element of
A ⊕ B ⊕ I due to the identities for its components that
we have derived above. More generally, since the same
identities hold for every index i ∈ {1, . . . , n} for the ten-
sor X , we obtain X ∈ (A ⊕ B ⊕ I)⊗n. Since X ∈ g was
arbitrary, this tells us that
g ⊂ (A⊕ B ⊕ I)⊗n.
The Lie algebra of the local transformations is
gloc = A⊗1⊗. . .⊗1+1⊗A⊗1⊗. . .⊗1+. . .+1⊗1⊗. . .⊗1⊗A,
writing “+” instead of “⊕” for readability. We can write
the space (A ⊕ B ⊕ I)⊗n in a somewhat different form.
To this end, consider strings of symbols x ∈ {A,B, I}n,
for example x = ABAI (if n = 4), and denote the cor-
responding tensor product matrix spaces by Sx; for this
example, Sx = A ⊗ B ⊗ A ⊗ I. Then Sx ⊥ Sy for x 6= y
(with respect to the Hilbert-Schmidt inner product), and
(A⊕ B ⊕ I)⊗n =
⊕
x∈{A,B,I}n
Sx.
Now let X ∈ g \ gloc be an arbitrary generator which is
not in the local Lie algebra (here we explicitly make the
assumption that such an X exists). Since X 6= 0, there
must exist x such that Φx(X) 6= 0 for the orthogonal
projection Φx into Sx, and since X 6∈ gloc, at least one of
those x must satisfy
x 6∈ {AI . . . I, IAI . . . I, . . . , I . . . IA}.
Reordering the gbits, we may assume that x =
AnABnBInI , where nA + nB + nI = n and one of the
following three cases applies:
(i) nA = 0,
(ii) nA = 1 and nB ≥ 1,
(iii) nA ≥ 2.
7Since Sx has an orthonormal basis of matrices of the
form AA¯1 ⊗ . . .⊗AA¯nA ⊗B1 ⊗ . . .⊗BnB ⊗ 1⊗nI , where
all AA¯i ∈ A and Bi ∈ B, there must exist some matrix
M˜x of that form (i.e. M˜x ∈ Sx) such that 〈X, M˜x〉 6= 0. By
moving constant scalar factors into theA-terms, we may
assume that there are unit vectors ~bi such that Bi = B~bi
for i = 1, . . . , nB . But since RˆB~bRˆ
> = BR~b for all
R ∈ SO(d), there are orthogonal matrices Rˆi such that
Ri~bi = ~e1 = (1, 0, . . . , 0)
> for all i, and the local transfor-
mation T := 1⊗nA ⊗ Rˆ1 ⊗ . . .⊗ RˆnB ⊗ 1⊗nI satisfies
M ′x := TM˜xT
−1 = TM˜xT>
= AA¯1 ⊗ . . .⊗AA¯nA ⊗B
⊗nB ⊗ 1⊗nI ,
where B := B~e1 . Set X
′ := TXT−1, then since
T ∈ Gloc ⊂ G and since the adjoint action of Gloc pre-
serves gloc, we have X ′ ∈ g \ gloc, and 〈X ′,M ′x〉 =
tr(TXT−1TM˜xT−1) = 〈X, M˜x〉 6= 0. Similar argumen-
tation allows us to bring the AA¯i into a standard form.
Since the d × d-matrices A¯i are antisymmetric, one can
infer from the results in [66] that there are orthogonal
transformations Ri ∈ SO(d) such that
RiA¯iR
>
i =

0 λ
(i)
1
−λ(i)1 0
0 λ
(i)
2
−λ(i)2 0
. . .
0 λ
(i)
d/2
−λ(i)d/2 0

(d even),

0
0 λ
(i)
1
−λ(i)1 0
0 λ
(i)
2
−λ(i)2 0
. . .
0 λ
(i)
d−1
2
−λ(i)d−1
2
0

(d odd).
To save space, we will use the following notation in the
remainder of the paper, where σ =
(
0 1
−1 0
)
:
RiA¯iR
>
i =
{
λ
(i)
1 σ ⊕ λ(i)2 σ ⊕ . . .⊕ λ(i)d/2σ (d even),
01×1 ⊕ λ(i)1 σ ⊕ λ(i)2 σ ⊕ . . .⊕ λ(i)d−1
2
σ (d odd).
Now consider the corresponding (d + 1) × (d + 1)-
matrices ARiA¯iR>i , for which we will introduce the fol-
lowing notation. By Aj , denote the matrix for which
only the j-th block is non-zero, with λj = 1. That is,
for even d, we have the (d+ 1)× (d+ 1)-matrices
A1 = 01×1 ⊕ σ ⊕ 02×2 ⊕ . . .⊕ 02×2,
A2 = 01×1 ⊕ 02×2 ⊕ σ ⊕ 02×2 ⊕ . . .⊕ 02×2,
...
Ad/2 = 01×1 ⊕ 02×2 ⊕ . . .⊕ 02×2 ⊕ σ,
and for odd d, we have an extra initial zero, namely
A1 = 02×2 ⊕ σ ⊕ 02×2 ⊕ . . .⊕ 02×2,
A2 = 02×2 ⊕ 02×2 ⊕ σ ⊕ 02×2 ⊕ . . .⊕ 02×2,
...
A(d−1)/2 = 02×2 ⊕ 02×2 ⊕ . . .⊕ 02×2 ⊕ σ.
The local transformation T˜ := Rˆ1 ⊗ . . .⊗ RˆnA ⊗ 1⊗nB ⊗
1⊗nI satisfies
Mx := T˜M
′
xT˜
−1 = T˜M ′xT˜
>
=
(∑
j
λ
(1)
j Aj
)
⊗ . . .⊗
(∑
j
λ
(nA)
j Aj
)
⊗B⊗nB ⊗ 1⊗nI ,(8)
where the λ(i)j are real numbers. Set X
′′ := T˜X ′T˜−1,
then since T˜ ∈ Gloc ⊂ G, we have X ′′ ∈ g \ gloc, and
〈X ′′,Mx〉 = tr(T˜X ′T˜−1T˜M ′xT˜−1) = 〈X ′,M ′x〉 6= 0.
In summary, we have shown that if there exist any
nonlocal generators at all, then there is one (denotedX ′′)
that has non-zero overlap with a matrix Mx ∈ Sx of the
simple form (8).
Next we will show that this implies that g = gloc for
all Bloch ball dimensions d ≥ 4.
B. Proof of Theorem 1 for d ≥ 4
We now use Schur’s Lemma to construct orthogo-
nal projectors (with respect to the Hilbert-Schmidt inner
product) onto the subspaces of A⊕ B ⊕ I. First, define
ΦI [M ] :=
∫
SO(d)
RˆMRˆ−1 dR (M ∈ A⊕ B ⊕ I),
then ΦI [M ] = 0 for all M ∈ A ⊕ B and ΦI [M ] = M for
all M ∈ I. Since these subspaces are orthogonal with
respect to the Hilbert-Schmidt inner product, ΦI is the
orthogonal projector onto the subspace I of A ⊕ B ⊕ I
(we are not interested in its action on matrices that are
not in the space A⊕ B ⊕ I).
For j = 1, . . . , d, consider the stabilizer subgroup
Gj := {R ∈ SO(d) | R~ej = ~ej},
where ~ej denotes the jth standard unit vector in Rd. Ev-
ery Gj is isomorphic to SO(d − 1) whose fundamental
representation is irreducible (note that this is not true
for d = 3; this causes the crucial difference to Ref. [50]).
Set
Φ~ej [M ] :=
∫
Gj
RˆMRˆ−1 dR (M ∈ A⊕ B ⊕ I),
8then Φ~e1 [M ] =
∫
SO(d−1)
(
12
S
)
M
(
12
S−1
)
dS,
and, similarly as above, Schur’s Lemma implies that Φ~e1
is the orthogonal projector onto span(B) ⊕ I. Hence
ΦB := Φ~e1−ΦI is the orthogonal projector onto span(B).
Finally, we will construct the orthogonal projector
onto Ablocks := span{A1, . . . , Az}, where z = d/2 if d
is even and z = (d− 1)/2 if d is odd. To this end, define
the SO(2)-matrix R(θ) :=
(
cos θ sin θ
− sin θ cos θ
)
, and set
Rˆ(θ1, θ2, . . . , θz) :=

1y
R(θ1)
. . .
R(θz)
 ,
where y = 1 if d is even and y = 2 if d is odd. Further-
more, define Φ′[M ] as∫ 2pi
0
dθ1
2pi
∫ 2pi
0
dθ2
2pi
. . .
∫ 2pi
0
dθz
2pi
Rˆ(θ1, . . . , θz)MRˆ(θ1, . . . , θz)
−1.
Using the identities
∫ 2pi
0
R(θ)
dθ
2pi
= 0,
∫ 2pi
0
R(θ)
(
m11 m12
m21 m22
)
R(−θ) dθ
2pi
=
1
2
(
m11 +m22 m12 −m21
−m12 +m21 m11 +m22
)
=: Ψ
[(
m11 m12
m21 m22
)]
,
we can evaluate the action of Φ′ as follows. First, any
given (d + 1) × (d + 1)-matrix M can be written in the
block matrix form
M =
M0,0 . . . M0,z... . . . ...
Mz,0 . . . Mz,z

where M0,0 is a y × y-matrix, all Mi,j for i, j ≥ 1 are
2×2-matrices, and the other matrices are y×2 and 2×y-
matrices. Then, the action of Φ′ becomes
Φ′[M ] =

M0,0 0 . . . 0
0 Ψ[M1,1]
...
...
. . . 0
0 . . . 0 Ψ[Mz,z]
 .
Hence Φ′ is an orthogonal projection that acts as the
identity on I (i.e. Φ′(1) = 1), and it projects A into its
subspace Ablocks. Furthermore, if d is even, then Φ′ an-
nihilates B, and if d is odd, then Φ′ projects B into its
subspace span(B). Thus, for d even, the orthogonal pro-
jector onto Ablocks is ΦA := Φ′ − ΦI , and for d odd, it
is ΦA := Φ′ − ΦI − ΦB . Note that all these statements
are only claimed to hold for the case that the maps are
applied to operators in A⊕ B ⊕ I.
The projectors ΦI , ΦB and ΦA map the Lie algebra g
into itself, if we apply different products of those projec-
tors to the n sites. For example, consider the special case
n = 1. Then Z ∈ g implies ΦI [Z] ∈ g since g is closed
with respect to conjugations by elements of G and inte-
grals. Similarly, Φ~e1 [Z] ∈ g, and since g is a linear space,
we also have ΦB [Z] = Φ~e1 [Z]−ΦI [Z] ∈ g, and similarly
for the projector ΦA. If n ≥ 2, then we can successively
apply the projectors to one of the sites, using the fact
that tensoring local rotations with identities gives local
transformations in Gloc. Thus, if we define
Φ := Φ⊗nAA ⊗ Φ⊗nBB ⊗ Φ⊗nII ,
then Y := Φ[X ′′] is another valid generator, Y ∈ g. Fur-
thermore, Φ[Mx] = Mx, hence
0 6= 〈X ′′,Mx〉 = 〈X ′′,Φ[Mx]〉 = 〈Φ[X ′′],Mx〉 = 〈Y,Mx〉
(9)
and thus Y 6= 0 (we have used that Φ is an orthogo-
nal projection and thus in particular self-adjoint with re-
spect to the Hilbert-Schmidt inner product). In particu-
lar, Y ∈ Im(Φ) = A⊗nAblocks ⊗ span(B)⊗nB ⊗ I⊗nI . Conse-
quently, there are real numbers λj1,...,jnA such that
Y =
z∑
j1,...,jnA=1
λj1,...,jnAAj1 ⊗ . . .⊗AjnA ⊗B⊗nB ⊗1⊗nI .
Now we apply the identities AjAk = −δjkPj and B2 =
PB , where
PB = 12×2 ⊕ 0(d−1)×(d−1),
P1 = 0y×y ⊕ 12×2 ⊕ 02(z−1)×2(z−1),
P2 = 0y×y ⊕ 02×2 ⊕ 12×2 ⊕ 02(z−2)×2(z−2)
and so on, up to Pz . This gives us
Y 2 = (−1)nA
∑
j1,...,jnA
λ2j1,...,jnAPj1⊗. . .⊗PjnA⊗P
⊗nB
B ⊗1⊗nI .
(10)
9Suppose that nA is even so that (−1)nA = 1. We
will now show that constraint (3) gets violated. To this
end, fix some j01 , . . . , j0nA such that λj01 ,...,j0nA 6= 0. For
i = 1, . . . , nA, choose some unit vector ~ai ∈ Rd such
that
(
1
~ai
)>
Pj0i
(
1
~ai
)
> 0; for all other ji, we automati-
cally get
(
1
~ai
)>
Pji
(
1
~ai
)
≥ 0. For i = nA + 1, . . . , nA +
nB , set ~ai := ~e1, then
(
1
~ai
)>
PB
(
1
~ai
)
= 2. Finally,
for i ≥ nA + nB + 1, choose ~ai arbitrarily such that(
1
~ai
)>
1
(
1
~ai
)
= 2. Altogether, we obtain
v(~a1, . . . ,~an)
> Y 2 v(~a1, . . . ,~an) > 0
which violates constraint (3). Thus nA must be odd, and
(−1)nA = −1.
Recall constraint (1) in the special case k = 2:
v(~b1,−~a2,~b3, . . . ,~bn)> Y 2 v(~a1,~a2, . . . ,~an) ≥ 0 (11)
for all unit vectors ~ai,~bj ∈ Rd. For all i ∈ [nA + nB +
1, n] \ {2}, choose ~ai,~bi such that
(
1
~bi
)>
1
(
1
~ai
)
> 0
(simply avoid the choice ~ai = −~bi). Similarly, for all
i ∈ [nA + 1, nA + nB ] \ {2}, choose ~ai,~bi such that(
1
~bi
)>
PB
(
1
~ai
)
> 0. We will now distinguish two cases
for nA.
First, consider the case nA = 1. Since our original gen-
erator X was chosen nonlocal, it follows that nB ≥ 1, as
explained in Subsection III A. Thus, the second tensor
factor in (10) must be PB . We will now choose ~a2 = ~e2
which implies that
(
1
−~a2
)>
PB
(
1
~a2
)
= 1. But then we
may still choose~b1,~a1 arbitrarily, and by choosing these
two unit vectors suitably from the subspace Im(Pj1),
we may generate an arbitrary sign for
(
1
~b1
)>
Pj1
(
1
~a1
)
.
Thus, we can break constraint (11) by a suitable choice
of these two unit vectors, which yields a contradiction.
Second, suppose that nA ≥ 3 (we already know that
nA must be odd). Then we can choose ~a2 such that(
1
−~a2
)>
Pj2
(
1
~a2
)
= −1. We have even more freedom
than in the previous case: for all i ∈ [1, nA] \ {2}, we can
choose~bi,~ai from the subspace Im(Pij ) such that we get
an arbitrary sign for every
(
1
~bi
)>
Pji
(
1
~ai
)
. This also
leads to a violation of constraint (11), and we obtain a
contradiction as well.
This means that our initial assumption must have
been wrong — namely, that there exists a generator in
g\gloc. We conclude that instead this set must be empty,
hence g = gloc. But since G is compact and connected, it
follows from [54, Theorem VII.2.2 (v)] that G cannot be
larger than Gloc. This proves our main result, Theorem 1,
for Bloch ball dimensions d ≥ 4. The proof for d = 2 is
given in Appendix A.
IV. CONCLUSIONS
Given a few simple properties that turn out to char-
acterize qubit quantum computation, we have consid-
ered a natural modification: allowing the single bits to
have more or less than the qubit’s d = 3 degrees of free-
dom. We have analyzed the set of possible reversible
transformations in the resulting theories, under the con-
jecture [23] (and in hopes) of discovering novel com-
putational models that differ in interesting ways from
quantum computation. Unfortunately, it turns out that
the resulting models do not allow for any non-trivial re-
versible gates whatsoever. This reinforces earlier intu-
ition [24] that quantum theory, or in this context quan-
tum computation, is an “island in theoryspace”.
While we have made an effort to be as careful and
parsimonious in our assumptions as possible, it is still
interesting to ask whether there are any remaining
“loopholes” that could in principle leave some wiggle
room for non-trivial beyond-quantum computation: can
any of the assumptions of Subsection II B be dropped
or weakened, while insisting that single bits are de-
scribed by Bloch balls? We discuss several options in
Appendix B; in short, the most promising (but diffi-
cult) approaches would be to drop tomographic locality,
and/or to drop reversibility or continuity of transfor-
mations. Both options present formidable mathematical
challenges and are therefore deferred to future work.
The “rigidity” of quantum theory, i.e. the difficulty of
modifying it in consistent ways, has been recognized in
different contexts for a long time, see e.g. Weinberg’s
proposal of a nonlinear modification of quantum me-
chanics [55], and Gisin’s subsequent discovery [56] that
this modification allows for superluminal signalling.
The research presented in this paper and in other work
(like [57, 58]) makes this intuition more rigorous by
specifying which combinations of principles already en-
force the familiar behavior of quantum theory. These
insights also illuminate our understanding of quantum
computation, since they tell us which physical princi-
ples enforce its properties, and/or which other theoreti-
cal models of computation are plausibly conceivable.
Finally, it is interesting to speculate that the result of
this paper is indirectly related to spacetime physics. Af-
ter all, it is the fact that a qubit is represented as a 3-
ball B3, with SO(3) as its transformation group, which
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allows for spin-1/2 particles that couple to rotations in
three-dimensional space. Given the popularity of ap-
proaches in which spacetime emerges in some way from
an underlying quantum theory [59–61], this observation
can perhaps be regarded as more than a coincidence. In
fact, it has been argued more rigorously that the struc-
tures of quantum theory and spacetime mutually con-
strain each other [23, 53, 62–64]. This suggests a slogan
that also fits some other ideas from quantum informa-
tion [65]: the limits of computation are the limits of our
world.
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Appendix A: Proof of Theorem 1 for d = 2
Due to different group-theoretic properties, we now have less freedom to construct projectors by integrating over
conjugations with local transformations. A first difference to the case d ≥ 4 appears already in
ΦAI [M ] :=
∫
SO(2)
RˆMRˆ−1 dR (M ∈ A⊕ B ⊕ I).
It turns out that this map leaves not only I but also A (which is now one-dimensional) invariant. Since it still
annihilates B, it is the orthogonal projector ontoA⊕I. We can still use ΦB := 1−ΦAI as the projector onto B, but we
cannot construct a projector onto span(B) in a similar way. Now set nAI := nA + nI , and reorder the gbits such that
A comes first, and then I , and then B (in contrast to the previous subsections). Next define the orthogonal projector
Φ := Φ⊗nAIAI ⊗ Φ⊗nBB ,
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then Y := Φ[X ′′] is another valid generator, i.e. Y ∈ g, and Y ∈ (A ⊕ I)⊗nAI ⊗ B⊗nB . Since Φ[Mx] = Mx, the
calculation (9) proves that Y 6= 0. It also follows that Y ∈ g \ gloc since Y has non-zero overlap with Mx which in
turn is orthogonal onto gloc. Defining A(0) := 1 and A(1) :=
0 0 00 0 1
0 −1 0
 (which spans the one-dimensional space
A), B0 :=
0 1 01 0 0
0 0 0
 and B1 :=
0 0 10 0 0
1 0 0
, the generator Y can be written in the form
Y =
1∑
k1,...,kn=0
αk1,...,knA
(k1) ⊗A(k2) ⊗ . . .⊗A(knAI ) ⊗Bkm ⊗ . . .⊗Bkn , (A1)
where the αk1,...,kn are real numbers and m := nAI + 1.
Now we will apply the first-order constraint (2) for some special choice of unit vectors ~ai. First, fix j1, j2, . . . , jn ∈
{0, 1} arbitrarily. For i ≤ nAI set ~ai := ~e1, and for i ≥ m set
~ai :=
{
~e1 if ji = 0
~e2 if ji = 1.
We obtain the following two equations(
1
~ai
)>
A(ki)
(
1
~ai
)
= 2δki,0 (i = 1, . . . , nAI),
(
1
~ai
)>
Bki
(
1
~ai
)
= 2δji,ki (i = m, . . . , n),
and substituting them into constraint (2) yields
0 = v(~a1, . . . ,~an)
>Y v(~a1, . . . ,~an) = 2nAI
1∑
km,...,kn=0
α0,...,0,km,...,kn
n∏
`=m
(
1
~a`
)>
Bk`
(
1
~a`
)
= 2nα0,...,0,jm,...,jn .
Thus α0,...,0,jm,...,jn = 0, i.e. every non-vanishing summand in (A1) contains at least one A(1)-term. Furthermore,
in the special case that nB = 0, all summands with a single A(1)-term are themselves elements of gloc, and by
subtracting those elements, we obtain another non-zero generator (which now also call Y ) for which every non-
vanishing summand has at least two A(1)-terms.
Next we slightly generalize constraint (1):
Lemma 2. The constraint
v(~b1,~b2, . . . ,~bk−1,−~ak,~bk+1, . . . ,~bn)>X2v(~a1,~a2, . . . ,~an) ≥ 0 (A2)
also holds if we replace one or more of the unit vectors~bj ,~aj , but not ±~ak, by the zero vector.
Proof. We start with constraint (1), where all vectors are assumed to be unit vectors. To replace, for example, ~bj (for
j 6= k) by ~0, consider (1) and its version with ~bj replaced by −~bj . Adding up the two inequalities (and dividing the
result by two) proves (A2) for~bj = 0. We can similarly replace any of the~aj (for j 6= k) by~0, and do so recursively.
Now we are ready to state and prove the main result of the appendix:
Lemma 3. If d = 2 then G = Gloc, i.e. the only reversible transformations are the local transformations.
Proof. Our strategy is to prove the following claim:
Claim: Let 0 ≤ ` ≤ nAI be an integer. Then Y does not contain any summand in (A1) which has exactly `
occurrences of A(0). In more formal words, if j1, . . . , jn has the property that #{i ∈ [1, nAI ] | ji = 0} = ` then
αj1,...,jn = 0.
This claim will then imply that Y = 0, which is a contradiction (we have shown further above that Y 6= 0).
We will prove this claim for two different cases separately; in both cases, our proof will be by induction. Note that
we have already shown the claim above for ` = nAI (since there must be at least one A(1)-term in every summand).
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Case 1: nB = 0 (such that nAI = n).
Induction start: We know the claim is true for ` = n. Furthermore, since nB = 0, we have constructed Y such that
no summand contains exactly one A(1)-term, hence the claim is also true for ` = n− 1.
Induction hypothesis: Consider an arbitrary integer ` with 0 ≤ ` ≤ n − 2. Let us assume that for any integer `′
with 0 ≤ `′ ≤ n and `′ > ` we know that Y contains no summand with exactly `′ occurrences of A(0).
Induction step: Using the induction hypothesis, we will now show that the Claim also holds for ` itself.
We do so by contradiction. Suppose there was at least one non-vanishing summand in Y with exactly ` occurrences
of A(0). That is, there exist j01 , . . . , j0n such that αj01 ,...,j0n 6= 0 and exactly ` of the j0i are equal to zero. We will apply
constraint (A2) for some choice of vectors ~ai,~bi. To this end, for every i with j0i = 0 set ~ai := ~0. For those i, it follows
that A(ji)A(ki)
(
1
~ai
)
= δji,0δki,0
10
0
. Now Y 2 is of the form
Y 2 =
1∑
j1,...,jn=0
1∑
k1,...,kn=0
αj1,...,jnαk1,...,kn(A
(j1)A(k1))⊗ . . .⊗ (A(jn)A(kn)).
Now consider w := Y 2v(~a1, . . . ,~an). If a summand of Y 2 has less than ` indices ki with ki = 0 then it does not
contribute to w; also, there are no summands with more than ` indices ki with ki = 0. Among those summands
with exactly ` indices ki with ki = 0, these indices must occur in exactly those places i where j0i = 0, otherwise
those summands do not contribute to w. But this enforces that only the summand with (k1, . . . , kn) = (j1, . . . , jn) =
(j01 , . . . , j
0
n) contributes to w, and we get
Y 2v(~a1, . . . ,~an) = α
2
j01 ,...,j
0
n
n⊗
z=1
(
A(j
0
z)
)2( 1
~az
)
.
There are at least two indices z with j0z = 1; let k be one of those indices, and define ~ak := ~e1. Then(
1
−~ak
)> (
A(j
0
k)
)2( 1
~ak
)
= 1. Among the remaining places z with j0z = 1, we can choose ~az and ~bz such that(
1
~bz
)> (
A(j
0
z)
)2( 1
~az
)
takes any sign we like. This will allow is to violate constraint (A2), and we have a contradic-
tion.
Case 2: nB ≥ 1.
Induction start: We have already shown the claim for ` = nAI .
Induction hypothesis: Consider an arbitrary integer ` with 0 ≤ ` ≤ nAI − 1. Let us assume that for any integer `′
with 0 ≤ `′ ≤ nAI and `′ > ` we know that Y contains no summand with exactly `′ occurrences of A(0).
Induction step: We proceed similarly as in Case 1. Using the induction hypothesis, we will now show that the
Claim also holds for ` itself.
We do so by contradiction. Suppose there was at least one non-vanishing summand in Y with exactly ` occurrences
of A(0). That is, there exist j01 , . . . , j0n such that αj01 ,...,j0n 6= 0 and exactly ` of the j0i among i ∈ [1, nAI ] are equal to
zero. We will apply constraint (A2) for some choice of vectors ~ai,~bi. To this end, for every i with j0i = 0 set ~ai := ~0
and choose~bi arbitrarily. For those i, it follows that(
1
~bi
)>
A(ji)A(ki)
(
1
~ai
)
= δji,0δki,0. (A3)
In Case 2, Y 2 is of the form
Y 2 =
1∑
j1,...,jn=0
1∑
k1,...,kn=0
αj1,...,jnαk1,...,kn(A
(j1)A(k1))⊗ . . .⊗ (A(jnAI )A(knAI ))⊗ (BjmBkm)⊗ . . .⊗ (BjnBkn).
Again, we have to choose which place corresponds to the k in constraint (A2). This time, we will choose k = m, and
set ~ak = ~e1 if j0k = 1 resp. ~ak = ~e2 if j
0
k = 0, which implies(
1
−~ak
)>
BjkBkk
(
1
~ak
)
= δjk,j0kδkk,j0k .
14
For all other i ∈ [m,n] \ {k}we make the following choice. If j0i = 1 we set~bi = −~e1 and ~ai = ~e1, and if j0i = 0 we set
~bi = −~e2 and ~ai = ~e2. This enforces(
1
~bi
)>
BjiBki
(
1
~ai
)
= δji,j0i δki,j0i (i ∈ [m,n] \ {k}).
Regardless of how we choose the remaining ~ai, we obtain
v(~b1,~b2, . . . ,~bk−1,−~ak,~bk+1, . . . ,~bn)>Y 2v(~a1,~a2, . . . ,~an) =
=
1∑
j1,...,jn=0
1∑
k1,...,kn=0
αj1,...,.jnαk1,...,kn
nAI∏
z=0
( 1
~bz
)>
A(jz)A(kz)
(
1
~az
) ∏
z≥m,z 6=k
( 1
~bz
)>
BjzBkz
(
1
~az
)×
×
( 1
−~ak
)>
BjkBkk
(
1
~ak
)
=
1∑
j1,...,jnA=0
1∑
k1,...,knA=0
αj1,...,jnA ,j0m,...,j0nαk1,...,knA ,j0m,...,j0n
nAI∏
z=0
( 1
~bz
)>
A(jz)A(kz)
(
1
~az
) . (A4)
Consider the different possibilities for k1, . . . , kn for which αk1,...,knAI ,j0m,...,j0n 6= 0. There are less than or equal to `
many occurrences of ki (1 ≤ i ≤ nAI) with ki = 0. If there are less, then (A3) implies that the final product in (A4)
vanishes, hence the corresponding summand does not contribute to (A4). On the other hand, if there are exactly `
many, then (A3) implies that this product vanishes unless the occurrences of ki = 0 agree with the occurrences of
j0i = 0. Similar argumentation works for the j1, . . . , jn, and if we also use (A2), we finally get
0 ≤ α2j01 ,...,j0n︸ ︷︷ ︸
6=0
∏
1≤z≤nAI :j0z=1
( 1
~bz
)> (
A(1)
)2( 1
~az
) .
The product runs over nAI − ` many indices, so there is at least one z such that 1 ≤ z ≤ nAI and j0z = 1. We have not
yet chosen the corresponding~bz and ~az ; it is easy to see that we can choose them so that the terms in the product in
the previous expression attain any sign we want. This produces a contradiction, like in Case 1.
Appendix B: Which assumptions could possibly be dropped or weakened?
One candidate assumption that one might consider to weaken is the assumption that the group of single-gbit
reversible transformations must be SO(d). It is natural to assume that this group must be able to map every pure
gbit state to any other (and thus be transitive on the (d − 1)-sphere). In fact, for odd d 6= 7, this demand already
singles out SO(d). However, if d is even or d = 7, then there are other transitive groups (such as SU(2) for d = 4),
and the analysis of the present paper is in principle applicable to this more general situation. The case of n = 2
gbits has been treated in this more general setting in [52]. There it was shown that these other groups do not work
either in the two-gbit case. It seems reasonable to conjecture from our results and the results in [52] that also for
more gbits groups other than SO(d) fail to yield any non-trivial solution. Furthermore, SO(d) is the natural choice
for generalizing the geometrical meaning of the Bloch ball for spin- 12 particles to higher spatial dimensions, namely
that the Bloch vector defines a direction in physical space.
Another route might be to drop tomographic locality, as in [23]. In fact, the d = 2 Bloch ball corresponds to the
quantum bit over the real numbers, and if we simply define the corresponding n-gbit state space to be the 2n-level
quantum states over the reals, then this defines a model with interesting computational power (namely, equal to
standard quantum computation), albeit one that does not satisfy tomographic locality. A similar construction can
be performed for the d = 5 case of quaternionic quantum theory [67] (but see the subtleties pointed out in [45, 46]).
The problem is, however, that these two cases are extremely special: building the composite state space uses the
postulate that the result is supposed to be a Euclidean Jordan algebra. This assumption is not consistent with any of
the other cases d 6∈ {2, 3, 5}.
Furthermore, tomographic locality is a very natural postulate: it formalizes the idea that the whole is just com-
posed of its parts and the relations between them. Other forms of state space composition would have to violate
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this intuition. Furthermore, they would have to violate the fact that states of composite systems can be described by
tensors, a fundamental structural property of quantum theory with a myriad of physical consequences.
A possible way to drop tomographic locality despite these problems would be to instead assume (some version of)
purification [28, 68, 69]. While purification has been very successful as a postulate of quantum theory, in particular, by
illuminating how several characteristic properties of quantum theory can be understood directly via diagrammatic
reasoning [68], it is also very strong as a postulate. In fact, it is so strong that it is currently not clear whether there are
any theories other than standard complex quantum theory and some of its subtheories [70] that satisfy it. A potential
alternative can be found in the work by Galley and Masanes [57, 58] who have pioneered an approach to construct
composite state spaces directly in terms of group representations, without assuming tomographic locality.
We have made the implicit assumption that computations are carried out in the following way: first, the input
is encoded into the initial state; then the actual computation is performed fully reversibly; and finally, the output is
read out by a measurement. While this is arguably a natural standard scenario in the reversible context, one might ask
whether allowing measurements at any point during the computation could increase the computational capabilities
of a theory. This is not the case in standard quantum mechanics, where all measurements can be modelled as unitary
transformations on the system and an ancilla. But in principle, it might be true for other computational probabilistic
theories.
Finally, one could drop the assumption of reversibility and/or connectedness of the groups, and consider trans-
formations that are elements of some semigroup or finite group. However, dropping connectedness means giving
up continuous (time) evolution, a large step away from our current conception of physics. Similarly, dropping re-
versibility means a substantial departure from our current understanding of fundamental physics: it would mean to
give up conservation of information at the fundamental level.
