Stochastic evolution equations with general white noise disturbance  by Curtain, Ruth F
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 60, 570-595 (1977) 
Stochastic Evolution Equations with 
General White Noise Disturbance 
RUTH F. CURTAIN 
Control Theory Centre, University of Warwick, Gwentry CV4 7AL, England 
Submitted by Harold J. Kushner 
Existence and uniqueness theorems are proved for a general class of stochastic 
linear abstract evolution equations, with a general type of stochastic forcing term. 
The abstract evolution equation is modeled using an evolution operator (or 2- 
parameter semigroup) approach and this includes linear partial differential 
equations and linear differential delay equations. The stochastic forcing term is 
modeled by defining an It6 stochastic integral with respect to a Hilbert space- 
valued orthogonal increments process, which can be used to model both Gaussian 
and non-Gaussian white noise processes. The theory is illustrated by examples 
of stochastic partial differential equations and delay equations, which arise in 
filtering problems for distributed and delay systems. 
INTRODUCTION 
This paper considers the following class of stochastic evolution equations on 
a Hilbert space H: 
du(t) = d(t) u(t) fit + G?(t) dp(t) + g(t) dt 
u(O) = u,, E H, 
where d(t) is a linear unbounded operator on H, a(t) is a bounded linear 
operator on H, g E&(O, T, H) and q(t) is a general type of Hilbert space-valued 
stochastic process. The motivation for (1) is the study of stochastic optimiza- 
tion problems for infinite-dimensional linear systems (see [l, 2, 6, 71). In order 
to include the physically interesting systems described by delay equations or by 
partial differential equations we need to include &(t) unbounded. Earlier 
authors [l-3, 8, 151 have considered the special case where q(t) is a Wiener 
process. Kuo [15] uses the abstract Wiener measure approach and actually 
considers equations on a Banach space, but his results do not cover the case 
where d(t) is unbounded. References [l-3, 81 all allow for d(t) to be unbounded 
and can be applied to partial differential equations. 
A more recent approach to stochastic evolution equations is in [16, 171, where 
S?(t) is the identity and s(t) is a a-valued martingale, where 9 is the domain 
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of d. The approach here is an extension of the work in [3], where we generalize 
the results in two directions. First, using the theory for deterministic evolution 
equations developed in [4], we consider a wider class of d(t) which now includes 
differential delay equations as well as integro-partial differential equations of a 
more general type. This includes all the classes of .d(t) previously studied in 
the literature. Second, we greatly widen the class of stochastic forcing terms, 
even allowing for q(t) to be a discontinuous “jump” process. This is an important 
extension as ‘,jump” or “point” processes occur frequently in applications; 
see for example, [7]. 
The theory is illustrated by examples of partial differential equations and delay 
equations with different kinds of stochastic forcing terms. 
1. PRELIMINARIES 
1.1. Evolution Operators 
The definitions and results on evolution operators are from [4]. 
DEFINITION 1.1. MILD EVOLUTION OPERATOR. Let H be a real Hilbert 
space and T = [0, T] a real finite time interval and denote A(T) = {(t, s); 
0 < s < t < r>. Then a!(., a): A(T) -+ 5?(H) is a mild evolution operator if 
(a) @(t, r) @(Y, s) = %(t, s) for 0 < s < Y < t < T; 
(b) &(t, s) is weakly continuous in s on [0, t] and in t on [s, T]. 
THEOREM 1.1. PERTURBATION OF MILD EVOLUTION OPERATORS. L&9(., .) 
be a mild evolution operattor and D E$?,( T; S(H)) the space of 5?(H)-valued 
functions which are strongly measurable on T with ess supteT // D(t)// < co. Then 
the following integral equation on 9(H) has a unique solution 4YD( ., .) in the class of 
weakly continuous P’(H)-valued functions defined on A(T). 
JaD(t, s) x = %(t, s) x + j-" @(t, ~)D(r)%,(r, s) x dr, XEH. U-1) 
s 
%e( ., .) is a mild evolution operator and is called the perturbed mild evolution 
operator corresponding to the perturbation D. A stronger concept is 
DEFINITION 1.2. STRONG EVOLUTION OPERATOR. A strong evolution ope- 
rator is a mild evolution with an associated generator d(t), which for each t E T 
is a closed, densely defined linear operator on H such that 
(a) @(t, s>: ,QWf(s)) - =%4t)> for t > s 
(1.2) 
(b) 
a 
z %(t, s) x = d(t) @(t, s) x for x E 9(&(s)), t > s 
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We remark that if %(t, S) is a strong evolution operator, the abstract evolution 
equation on H 
c(t) = d(t) u(t) + f(t) 
u(s) = 240 E .q.d(s)) 
(1.3) 
has a unique strongly continuous solution 
(1.4) 
provided f(s) E.@(~(s)) and d(t) @(t, *)$(a) is integrable on. If U, E H and 
f E&( T; H), we call (1.4) the mild solution of (1.3) and this is the basic linear 
system model used in [4]. A special case of a strong evolution operator is the 
strongly continuous semigroup {Y(t); t > 0) and the perturbation of F(t) 
corresponding to D E B,,,( T; 9(H)), 9iPD is a mild evolution operator. However, 
eD(t, S) is not a strong evolution operator in general (a sufficient condition is 
that D E C1( T; H)). In [4] it was useful to introduce the weaker concept of quasi- 
evolution operator, but here the concept of an almost strong evolution operator 
is more appropriate. 
DEFINITION 1.3. ALMOST STRONG EVOLUTION OPERATOR. a(., a): 
d(T) + H is an almost strong evolution operator if it is a mild evolution operator 
with an associated generator d(t), which for each t E T is a closed densely 
defined linear operator on H such that 
(a) %(t, s): 9(&(s)) +.9(d(t)) for almost all s < t E T 
(b) 1’ a’(~) +%(I, s) x ds = (%(t, s) - I) x 
V-5) 
8 
for x E BSJ&) = {X E H: %( Y s x E .Q(.d(r)) for s < Y < t}. This implies that , ) 
(b’) 2 C?J(t, s) x = d(t) %(t, s) x a.e. for x E 52&22). 
Obviously, the concepts of strong and almost strong evolution operators are 
closely related and, in fact, for analytic semigroups they coincide and 
B&xl) = H (see [12]). 
However, there are differences which have important consequences in proving 
existence theorems for stochastic differential equations. The first difference 
comes from the technical properties of Bochner integration which means that 
(b’) does not necessarily imply (b) and (b) only implies equality in (b’) almost 
everywhere. In applications strong evolution operators do satisfy integrability 
conditions and so (b) will hold for x E S@@‘(s)). The major difference is that 
~%&4 3 %m)9 as in the case of analytic semigroups, for example, and in 
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the delay case they are different for certain types of x E H. Whereas in deter- 
ministic evolution equations the strong evolution operator is the appropriate 
concept, we show that for stochastic evolution equations where one seeks an 
integral solution property (b) of almost strong evolution operators is the key 
one. 
For this class of evolution operators we prove a perturbation result which is 
useful in stochastic evolution equations which arise in the filtering problem 
(see [6 71). 
THEOREM 1.2. Let a(t, s) be an almost strong evoZution operator and 
P E A?& T; 9’(H)) such that 
%(t, s) P(s): H + 9(.&(s)) for almost all t > s E T, 
d(t) 4Y(t, -) P(s) x &(O, t; H) for all x E H. 
(1.6) 
Then the perturbed evolution operator %Yp(*, .) corresponding to the perturbation P 
is an almost strong evolution operator. 
Proof, By (1.1) aP(., -) is defined by 
4Vp(t, s) x = @(t, s) x + It ‘B(t, Y) P(Y) ‘iVp(r, s) x dr for x E H. 
s 
NOW by (1.6), %!(t, T) P(y)‘?lp(y, s) x E 9(&(r)) for each t and d(t) 4Y(t, Y) P(Y) 
4?Zp(y, s) x is Bochner integrable. Hence, Ji @(t, Y) P(Y) %p(~, s) x dr E 9(&(t)) 
and 
d(t) St ‘%(t, Y) P(Y) Wp(y, s) x dy = j-’ c&(t) &(t, Y) P(y) ap(y, s) x dr 
s s 
:. sb’d(*,J: @(t, Y) P(Y) 4Vp(y, s) x dy dt 
t2 r 
=ss 
d(t) %(t, Y) P(Y) ep(y, s) x dt dy 
0 0 
= 
I 
” (%(t, I) - I) P(Y) S&Y, s) 3c dy 
0 
by (1.5) (b), since P(Y) 4Yp(r, s) x E GB,.Jd) by (1.6) 
= +YJ& , s) x - a($ , s) x - 
s 
‘a P(Y) ep(y, s) x dy 
0 
- s 
. . t2 (d(t) + P(y)) &&, s) x dt = ‘@‘p(t, s) x - x by (1.5) 
0 
and ep(t, s) is an almost strong evolution operator. 
409$0/3-z 
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1.2. Probability Theory and Stochastic Process in Hilbert Space 
Let (In, P, p) be a complete probability space and H, K real separable Hilbert 
spaces and T = [0, T], a real finite time interval. Then we use the following 
standard definitions (see [ 111). 
DEFINITION 1.4. An H-valued random variable is a map u: Q --+ H which 
is measurable with respect to the p-measure. 
If u E&(SZ, CL; H), we define its expectation 
E(u) = j-, u dp, 
If u EW-J, EL; H), we define its covariance operator by 
where uav E S(H) is defined for all u, v E H by 
(ug) h = u(v, h) for h E H. 
usu is a nuclear operator, with trace (u,,u) = I/ u j12, 
DEFINITION 1.5. An H-valued stochastic process is a map u(*, *): 
T x D + H which is measurable on T x Sz using the Lebesgue measure on T. 
DEFINITION 1.6. H- and K-valued random variables u and v are independent 
if {w: U(W) E A} and {w: w(w) E B} are independent sets in B for any Bore1 
sets A in H and B in K. 
DEFINITION 1.7. An H-valued stochastic process (m(t), t E T} is a martingale 
relative to an increasing a-field (4) if 
E{m(t) 1 F8} = m(s) w.p. 1 for t > s E T. 
We quote the following useful results from [3]: 
LEMMA 1 .l. If x and y are independent H- and K-valued random variables, 
respectively, and if f and g are nonrandom Baire jkctions mapping H and K, 
respectively, into the reals, then f (x( *)) and g( y(+)) are independent random varia- 
bles. 
Finally, we use various types of continuity of Hilbert space-valued stochastic 
processes. 
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DEFINITION 1.8. Let u(t) be an H-valued stochastic process. Then 
(i) u(t) is continuous in mean square if 
u E q(O, T; UQ, P; W; 
(ii) u(t) is continuous with probability one (w.p. 1) if 
!I u(t) - Nto)llH - 0 as t 4 t, w.p. 1; 
(iii) u(t) has continuous sample paths if 
Sup p{w: /I U(t + h) - U(t)]\ > 0) 3 0 
ET 
as h - 0. 
We now introduce a class of stochastic processes of particular interest in 
applications (see [6, 71). 
DEFINITION 1.9. A K-valued orthogonal increments process {q(t), t E T] is 
such that 
4(t) = f 4iP) ei 3 (1.7) 
i=O 
where qi(t) are “orthogonal increments” processes of the same type, and {ei} 
is an orthonormal basis for K. By the same type, we mean that 
where p(t) is a monotone nondecreasing real function, xr=-, pi < a3 and 
!a4 = &> - Pi&) and f is a monotone nondecreasing function; X<j < hi& 
(& = hii); Cy=, hi < co. We can rewrite these assumptions in the more concise 
form 
%7(tN = y(t) = (flo w) &> 
m = q(t) - y(t) (1.9) 
z-w(t) - m o m - !B)N = 4f (9 - fN>t O<s<t<T 
where /l is a nuclear operator with Aei = Waco &ei . 
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r(t) is called the expectation function and /if(t) is called the covariance 
function of q(t), and it is easily shown that 
(1.10) 
Since /l is nuclear, there exists an orthonormal basis {hi} such that 
m 
/Ihi = Cihi ) with ~c,<co; 
L-0 
however, it is not always convenient to use this orthonormal basis in applica- 
tions. 
If r(t) = 0, q(t) is called a centered orthogonal increments provess. A particular 
example of a centered process introduced in [2, 31 is: 
DEFINITION 1 .lO. A K-valued Wiener process is a centered K-valued 
orthogonal increments process on T x Q given by 
w(t, W) =: f Si(f, W) ei 3 
i-0 
where /J(t, w) are real mutually independent Wiener processes, with 
E{&(t)2} = zxi and i& < 00. 
so 
E{w(t)} = 0 
E{(w(t) - w(s)) 0 (w(t) - w(s))} = W(t -- s), O<s<t<T 
where W is a positive nuclear operator with Wei -= h,e, . 
In [2, 31 it is shown that w(t) actually has independent increments and has 
continuous sample paths. 
Another example of an orthogonal increments process which is useful in 
applications is the Poisson process. 
DEFINITION 1.1 I. A K-valued Poisson process is defined by 
p(tt W) z= f Ti(t, W) e, , 
i-0 
where {e,} is a complete orthonormal basis for K and Ti are mutually independent 
real Poisson processes with parameter pi and ~~~, pi < co. Using the properties 
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of the real Poisson process, we see that p(t) is a well-defined stochastic process 
with 
E{P(t)l = t i Piei (1.11) 
i, 0 
E{‘Ip(t) - p(S)ll*} = f pi(t - S) .i f /13i2(t -- S). (1.12) 
I=0 i ::-0 
Defining m(r) == p(t) -- E@(t)}, we see that m(l) is a centered orthogonal 
increments process with 
E{??(f)} = 0 
E{(m(t) - m(s)) 0 (m(r) - m(s))} = M(t - s), 0 :-< s :; t :> T, 
(1.13) 
where Me, =-: piei . 
We remark that it is not necessary for the components of the orthogona1 
increments process to be independent or even orthogonal. For example, q(t) = 
xyCo qi(t) ei , where qi(t) are compound Poisson processes with rate parameter ai 
and the distribution of jumps is given by Hi satisfies Definition 1.9 provided 
and 
f aiE{Hi*} < We 
i-0 
(The case with ai independent of i was used in modeling river pollution in [7].) 
2. STOCHASTIC INTEGRATION 
We develop a theory for the stochastic integral ST @(s, U) dq(s, w) where 
q(t, CO) is an orthogonal increments process of Definition 1.9 and @ is the follow- 
ing .Y(K, H)-valued stochastic process 
S( T; L?(K, H)) = strongly measurable maps: T x Q+ 9(K, H) such 
that O(t) h is measurable relative to Ft for all t in T 
and (2.1) 
where & is the minimum u-algebra generated by q(s), 0 .< s .< t. We use a 
direct approach to define the integral and prove that it is a well-defined random 
variable. 
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DEFIXITION 2.1. 
where {ei} is a complete orthonormal basis for K. 
LEMMA 2.1. IT @(s, W) dq(s, w) given by Definition 2.1 is a well-defined ran- 
dom variable in L,(Q; H) with the following properties. 
E 111 fr @(s, w) 4(s, w) II’/ = trace E 11 T W A@*(s) df (41 
< (trace A) E ~1,li@b)ll” df @I/ 
(2.3) 
E II,:’ @&, w) dq(s, w) 0 j-r @As, w) &(s, 41 
(25) = 0, 0 < t, < t, < t, < t, < T, 
where 0, CD, O2 E F(T; .Y(K, H)) and 4% is an orthogonal increments process 
independent of q. 
Proof. (a) 
so 
,fo pi fr @(s, W) ei +(s) =.F, @(St W) dr(s) E LA’; HI* 
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(b) For each i, qi(t) is a real orthogonal increments process with 
E{q&) - C&(S)) = 0 and so by an easy extension of the definition of Doob [lo], 
Jr (P(S) e&&(s) is a well-defined H-valued random variable with the following 
properties: 
E (l CD(S) ei d&(s), f 02(s) ei d&(s)) = Jbmi.li”’ <G(s) e, , Q2(s) e,) df(s). (2.8) 
By approximating Q(S) ei by a step function in time and taking limits in 
L,(T x Q), using the property 
it is easily shown that 
and 
(2.9) 
(2.10) 
Now (2.2) follows from (2.6). For (2.3), consider 
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from the definition of A 
= 
I 
r trace E{@*(S) /l@(s)} d!(s) 
since II is nuclear 
For (2.4), let 
Then 
u,v = E 
by (2.9). 
so 
= ‘fx h,j ~om’n(t*s) E{(e, , C+(a) ei) (e, , @.Ja) e,)) da 
ihO 
s 
min(t.8) zzz E{@,(a) A@,*(a)} da. 
0 
(2.5) follows from Lemma 1.1. 
Again, extending the results on double integrals from Doob [lo] in a natural 
way, we obtain a stochastic Fubini theorem. 
THEOREM 2.1. Let q(t) be a K-valued orthogonal increments process and suppose 
@(t, s, w): T x T x Q --t Y(K, I-I) is such that for each h, @(t, s, W) h is measzu- 
able on’ T x T x Q and @(t, ., *) h and @(*, t, 0) h me measurable relative to & 
for almost all t in T with JTXT E{ll @II”} a? df (t) < OC), j’TXT E{ll @ II”} ds dp(t) < 
a; then 
and 
Y~(w> = F. 1, (Jr @(t, $3 ~1 et h) 4t(t) 
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are both in L&C?; H) and are epw21 with probability 1, and we write the equality 
J-s 
T /Q s, w) ds dq(t) = s,J;@(t, s, w) dp(t) ds w.p. 1. 
For each t E T, si @(s, w) dq( ) s is an H-valued stochastic process with the 
following properties 
LEMMA 2.2. 
s ’ @(s, w) dq(s, w) E WC L,(Q; H)) 
and 
0 
11 W, w) $ts, w>, 61 
is an H-valued martingale. For the special case of the Weiner process, 
Ji @(s, UJ) dw(s, w) has continuous sample paths. 
Proof. Let y(t) = fi @(s, w) dq(s, w). Then 
E{llrtt + 4 - Nl12~ = E111 it+h W 4(s) 111 
< 2 trace AE I(+” II Wll” df Cd/ 
+ 2 (2 pi)a 1”‘” Eill @two 444 
i=O t 
by (2.2), (2.3) 
40 as h-+0 since CD E cF( T; Y(K, H)) 
and so y(.) E V( T; L&2; H)) 
(b) An easy extension of Doob [lo] 
{ 4; @ts, w> ei &t(s), =%I 
or Curtain and Falb [3], shows that 
is an H-valued martingale and from Lemma 2.1, 
Jo @(s, W) dq(s, W) E L&2; H), so from [l I] 
(c) Let 
= os @(a, w) dq(a) 
s 
w.p. 1. 
x(t) = s,t @i(s) dw(s) - *so lt @ts> et @its>, 
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where w(t) is as specified in Definition 1.10. x(t) is an H-valued martingale 
from (b) and so (11 x(t)/\ , S$} is a real separable submartingale [3]. 
Hence 
from [lo] 
< fz2 -f Ai St E{ll @(s)ll”> ds 
N 0 
By the Borel-Cantelli lemma [lo], this implies that there exists an M > 0, 
such that supt.r 11 x(t)jj < l/u, VN > M 
I&Lo Ji G(S) ei 4%(s) 
except on a set of measure zero. But 
h as continuous sample paths by a simple extension of the 
argument for the scalar case in Doob [lo], so $ a(s) dw(s) has continuous 
sample paths (that is, there exists a version with continuous sample paths). 
In the applications to stochastic evolution equations, we use stochastic integrals 
of the form si+Y(t, s) G(s) dq( ) s , w h ere %(t, s) is a mild evolution operator. This 
is not a martingale, but we can prove the following continuity property. 
LEMMA 2.3. Let &(t, s) be a mild evolution operator, q(t) an orthogonal 
increments process, and Q, E S(T; P’(K, H)); then y(t) = Jf,%(t, s) a(s) dq(s) is 
weakly continuous in mean square, i.e. < y(t), h) E %(T; L,(Q)) for all h E H. 
Proof. 
Y(t) = jot @(t, S) o(S) 4(s) + f Pi jot @(t, S) G(S) 44s) 
i=O 
= YIP) + Y2W 
From (a) of the proof of Lemma 2.1 
and so ( y2(t), h) is continuous in mean square if u(t) = ($%(t, s) Q(s) e, dp(s), h) 
E U( T; L,(Q)) for each i, each h E H. Let E > 0, then 
E{(u(t + e) - U(t))2> = E [(s,’ (@(t + E, S) - @(t, s)) @5(s) et dp(s), h) 
+ it” (@!(t + E, s) Q(s) ei dp(s), h>12 
< 2E I(s’ Q(t, s) O(s) e, dp(s), (@(t + E, t) - I)* h)2\ 
0 
+ 213 I( (+’ II W + l 9 411 II Wll W))21 II h II2 
STOCHASTIC EVOLUTION EQUATIONS 583 
by property (a) of Definition 1.1 
since %(t, s) is uniformly bounded in norm and by the Schwarz inequality, 
-4 as t-+0 
by the Lebesgue dominated convergence theorem, since @(t, s) is weakly 
continuous, and since @ E g( c 9(H, K)). 
Now 
-WY& i- 6) - y&h h)‘) = E I(( & (@‘(t + c, 4 - W, 4) @(4 44, h) 
+ (Jti’ w + E, s) @5(s) &7(s), h )2( 
< 2E l(s,” qt, s) Q(s) 4(s), w’(t + Q, t) - I)* q2/ 
+ 2C trace (1 II h II2 jtt-’ J% @(s)ll”> 4(s) 
by (2.3) and since sup,(,) 11 U(t, s)/l < C. 
-0 as E-+0 
since @ E s( T; ,Itp(K, H)) and by the Lebesgue dominated convergence theorem 
and the weak continuity of @(t, s). Similarly for E < 0. 
We remark that if %(t, s) is an (almost) strong evolution operator, then we 
can prove that u(t) E %T( T; I,,@; H)). Finally, we state the following technical 
lemma, which is straightforward extension of [3, Lemma 2.231. 
LEMMA 2.4. Let & be a closed linear operator on H and Q, E F( T; 9’(K, H)) 
such that 
Q(t) es E S@(d) w.p. 1 for all t and i 
f W ljril d@(s) et II2 df(s)/ < CC 
i=O 
f td /Jr II d@(s) ei II dp(s)/ < 00; 
i=O 
(2.11) 
(2.12) 
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then J7. CD(s) dq(s) E G+a?+) w.p. 1 has finite expectation and 
d Jr@ts) 4(S) = f 1 d@(S) et 44s) + 2 PijTd@(S) f%&(S) w.p. 1. 
i-0 T i=O 
We denote this by 
s ot J+w &l(s)* 
3. STOCH~~~TIC EVOLUTION EQUATIONS 
In [6] the following was taken to be the stochastic system model 
where &(f, s) is a mild evolution operator on H, 99 E Z’(T; S(K, H)) 
g EL,(T x l-2; H). 
q(t) is an orthogonal increments process and 11s EL.@; H) (3.1) is a well- 
defined stochastic process and is weakly continuous in mean square. Here we 
investigate under what conditions (3.1) is the strong solution of the associated 
stochastic evolution equation 
du(t) = d(f) u(t) dt + Af(t) dq(t) + g(t) dt 
40) = f4J 9 
(3.2) 
where we suppose that d(t) generates the almost strong evolution operator 
w, s). 
We call (3.1) th e mild solution of (3.2) and define the strong solution by 
DRFINITION 3.1. u(t) is a strong solution of (3.2) if u(t) l 9(d(t)) w.p. 1 
u(t) E %‘(T,L,(Q; H)) and u(t) satisfies (3.2) almost everywhere on T x Q. 
u(r) is unique if whenever ua is another solution, 
&up I/ u(t) - u&)ll # 0) = 0. 
te- 
Our results here are proved similarly to those in [3], but here d(t) and q(t) 
are generalized. 
THEOREM 3.1. Consider (3.2) when d(t) g enerates the almost strong evolution 
operator ‘%(t, s) and the following additional assumptions hold: 
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%(t, s) S?(s) ei E 9(&(t)) w.p. 1 for all i and almost all t > s E T 
and (3.3) 
go @ lj: II d(t) @(t7 r) S(l) et II2 df (y)/ < ~0 
and 
@(t, s) g(s) E 9(&(t)) w.p. 1 for almost all t E T 
s t /I d(t) %(t, s)g(s)li ds < a3 w.p. 1 0 
Gqt, 0) 240 E q!zqt)) w.p. 1. 
(3.4) 
(3.5) 
Then (3.2) has the unique strong solution (3.1). 
Proof. By Lemma 2.3, ~~@(t, s)g(s) dq(s) E g(T;L,(Q; H)), since %(t, s) 
is strongly continuous in t (see Definition 1.3) $%!(t, s) g(s) ds E W( T, I&l?; H)) 
by a similar proof and so u(t) E U( T; L,(B; H)). 
The uniqueness follows from the uniqueness of solutions of the deterministic 
deterministic homogenous evolution equation n(t) = d(t) x(t). So it remains 
to show that (3.1) satisfies (3.2) almost everywhere. Let t be fixed; then by (3.3) 
@p(s) = %(t, s)&@‘(s) atisfies the assumptions of Lemma 2.4 and we have 
d(t) jot %(t, s) a(s) dq(s) = & @‘(t) *l(t, 4 g(s) 4(s) w.p. 1, 
which is measurable in t on T. By Theorem 2.1 
t ss ’ d(s) 42(s, a) S?(a) dq(ar) ds 0 0 
exists provided one of its versions exists. 
Now 
t co su t d(s) S(s, a) B’(a) ei ds hi(a) 0 i=o OL 
=s 2 
t m (&(t, a) 39(a) et - 9(a) ei) dq,(ol) 
0 iso 
by (3.3) and since Q(t, s) is an almost strong evolution operator 
So by Theorem 2.1, we have 
j-” ~4s) j-’ @(s, 4 a(4 &(a) = It @(t, a) ~+4 &(a) - I” B’(4 d&4 w.p. 1. 
0 0 0 0 
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Similarly, 
So u(t) satisfies (3.2) w.p. 1. 
Remark 1. If q(t) = w(t), the Wiener process, then under the assumptions 
of Theorem 3.1, the strong solution actually has continuous sample paths. This 
is because 
u(t) = uo + jot -@4s) dw(s) + lot g(s) ds + Lt c@‘(s) u(s) ds w.p. 1. 
and all terms on the right side have continuous sample paths (Lemma 2.2). 
Remark 2. If ~2 generates the semigroup Ft , then Ft is an almost strong 
evolution operator and if Ft is analytic, 6: H -+ 9(&). 
Under slightly stronger assumptions we can prove an existence theorem, 
when %(t, s) is a strong evolution operator. 
COROLLARY 3.1. If &e(t) generates the strong evolution operator %(t, s) and 
d(t) @‘(t, s) x E J%( T; H) f or each x E B&f(s)), then (3.2) has a unique strong 
solution under the assumptions 
and 
L@(s) ei E 9(&(s)) w.p. 1 for all i and almost all t > s E T 
(3.3’) 
g(s) E B(&(s)) w.p. 1 for almost all s E T 
s t II 44 @!(t, 4 &)/I ds -=c a~ 
(3.4’) 
w.p. 1. 
0 
24, E +2(O)) w.p. 1. (3.5’) 
Proof. If @(t, s) is a strong evolution operator and d(t) %(t, s) x is integrable 
for all x E Z@&‘(s)), then 4Y(t, s) satisfies (1.5b) for x E C@@‘(s)) and the same 
proof of the theorem holds since 99(s) e, E .9(&(s)), etc. 
In some applications it is not always convenient to evaluate and so we state 
the following corollaries which are straightforward extension of similar results 
in [3] for the Wiener process case. 
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COROLLARY 3.2. If & is the injnitesimal generator of a strongly continuous 
semz&oup, then (3.2) has the unique strong solution (3.1) provided the following 
conditions hold 
.%(s) ei E .9(d) w.p. 1 for all s E T and all i 
(3.6) 
f piE [IT II &g(s) ei I/ dp(s)! < co 
i=O 
u, and g(s) E C-S(&) w.p. 1 for almost all s E T 
with 
I t I/ &g(s)11 ds < 00 w.p. 1. (3.7) 0 
COROLLARY 3.2. If d(t) is a parabolic partial differential operator of the 
KateTanabe type (see [13, 14)], then (3.2) has the unique strong solution (3.1) 
provided the following conditions hold 
L%(S) ei E 9(&(t)) for t > s E T and all i 
,C, ‘dE i/r II d(t) g(s) ei II2 df(s)\ < 03 
with 
g(s) E 9(&(t)) w.p. 1 for almost all t > s E T 
.r 
t /I d(t) g(s)/\ ds < co w.p. 1. 
0 
(3.8) 
(3.9) 
4. APPLICATIONS 
Here we give some examples which are important in the filtering applications 
[6, 71. The first example has been considered before for the special case of a 
Wiener process noise [2, 31, but here we allow for a more general noise 
disturbance. The consideration of more general noise disturbances is motivated 
by the river pollution problem of [7], where q(t) = ~~=, q”:(t) e, , q,(t) being 
correlated compound Poisson processes. 
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EXAMPLE 4.1. HEAT EQUATION WITH GENERU NOISE DISTURBANCE. Con- 
sider (3.2), on H =L.,(O, l), where ‘%(t, s) = q;-, is generated by the operator 
.d on H given by 
&f&z 
ax2 for # E q&q 
.9(d) 2 lu E H: ;, 2 E H; u(O) = 0 = u( 1); . 
(4.1) 
For our orthogonal increments process on H, we take 
q(t) =I f &(t) dZ sin n&, 
i-l 
(4.2) 
where pi(t) are real orthogonal increments processes with parameters pt, 
pi, as in definition 1.9, and we assume that p and f~ cl(O, 1). 
The incremental covariance operator for q is given by 
A 4/2sin ti’x = f Xij d2sinnjx, (4.3) 
j=l 
where { dZ sin ti}& = {ei}F-r is a complete orthonormal basis for H, formed 
from {sin kc}, the eigenfunctions of .&. 
In fact, g(d) may be expressed 
u~H:u=f, arisinmri,f 1 (4.4) 
i-l i-1 
A? generates an analytic semigroup {z} given by 
(~?QJ) (x) = 5 e-nPn*f sin n77x ,,’ sin xv(y) uj~. 
n-1 
(4.5) 
Suppose our initial state u,, has E{u,,} = 0, and covariance PO E S(H). We 
assume a(t) = I ( nonrandom) and suppose g(t) is nonrandum EL,(T, H) and 
has the expansion 
g(t) = f gi(t) & sin n-ix 
t-1 
(4.6) 
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where g, E L,(T) since fl* is analytic Y$; H + 9(s9) and by Theorem 3.1, we 
need to satisfy the following conditions 
where ei = sin rrix 
f t II ~%,g(s)ll ds -=L ~0. 0 
Now 
and 
s 
t (1 dFt+ei 11 dp(r) = const 1 t i2e--“ai*(t--r) dp(r) 
0 0 
< const, 
since p E Cl(T) and 
(4.7) 
(4.8) 
J1 t 11 d&-,.ef II2 df(r) < const is, 0 
sincefs Cl(T). 
So under the additional assumption, z&i2hr < co, (4.7) and (4.8) are both 
satisfied. This represents an additional restriction on the variance of the noise 
process 4. Under the extra assumption C,“-, PA, < CO, we may write 
u(t) = f ui(t) et 
i=l 
(4.9) 
and on substituting in (3.2) and equating coefficients of u(t), we obtain 
dq(t) = -4i2Ui(t) dt + dqr(t) + g%(t) dt 
f40) = <u. , ei>. 
(4.10) 
So we see that to obtain a strong solution of (3.2) only an extra condition on 
the variance of the noise is necessary. 
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If Y$ were not analytic and we used Corollary 3.1, we see that this would 
mean requiring us E Q(d) w.p. 1. 
EXAMPLE 4.2. We consider the time-dependent parabolic partial differential 
equations studied by Kato and Tanabe in [13, 141. 
H is some Sobolev space and d(t) satisfies the following assumptions. 
Let 2 be a fixed closed angular domain 
2 = {A: 1 h / < 42 + 6; 0 < e < 42) 
and for each t E T, d(t) is a densely defined closed linear operator, such that 
(a) The resolvent set p(&(t)) of d(t) contains Z and 
IW - 4w1 II < M/I h I for X E Z, t E T. 
(b) z&‘(t)-l ES(H) and is continuously differentiable in t on T in the 
uniform operator topology. 
(c) For any h E ,Z, t E T 
O<p<l 
cd) 11; b+)-‘> - $ (d(S)-l) I/ < K 1 t - s ID1, a > 0, K > 0. 
In [4] it was shown that d(t) generates a strong evolution operator @(t, s) 
with the additional properties that 
%(t, s): H + z@+‘(s)) and -44 w, 4 x (4.11) 
is Bochner integrable on T for all x E H. 
So %(t, s) is an almost strong evolution operator and so we may use Theorem 
3.1 to obtain conditions for (3.2) to have a strong solution just as in Example 
4.1. If @(t, s) is too difficult to evaluate, then Corollary 3.3 may be applied 
although it does give more stringent conditions on the noise process, as is easily 
seen by evaluating (3.8) for 
d(t) = -02, i?z?(t) = I 
of Example 4.1. In this special case (3.8) holds if CT=“=, i4Ai < co and 
XL, i2pi < 00 and (3.9) holds if zy=, i4gi2 < co. So better results are obtained 
using Theorem 3.1. 
From the previous examples it is clear that for partial differential equations, 
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if d(t) generates a strong evolution operator, Corollary 3.2 will always give 
sufficient conditions for the existence of a strong solution, although if d(t) 
generates an almost strong evolution operator, Theorem 3.1 gives weaker 
conditions. Furthermore, analytic semigroups and the Kato-Tanabe evolution 
operators are two large classes of almost strong evolution operators. 
In [9], Delfour and Mitter introduced a Hilbert space evolution operator 
approach to the study of linear delay equations, which was exploited in [4, 63 
to study control and estimation problems for linear delay equations. We now 
examine the concept of stochastic evolution equations for this class of systems. 
EXAMPLE 4.3. STOCHASTIC DELAY EQUATIONS. We consider the class of 
linear delay equations studied by Delfour and Mitter in [9]: 
where 
t E [0, T] = T, A, EL,( T; =wq), A, ~-L(T; =qR”)), 
-%, EL,( T x c--b, 01; =qw, h EL,( -b, 0; R%) 
and 
Equation (4.12) may be posed as an abstract evolution equation 
zqt) = d(t) u(t) 
u(s) = h on A2, 
(4.12) 
(4.13) 
where we define A2 as follows: 
Let S2(-b, 0; R”) be the space of maps: y: [-b, 0] -+ Rn under the semi- 
norm IJ y /j!$ = (I y(O)/” + $,, 1 y(0)j2 d0)lj2. Then A”( -b, 0; R”) is the quo- 
tient space of Y2(-b, 0; Rn) generated by the equivalence classes under 
// . ljkz . A2 is a Hilbert space which is isometrically isomorphic to Iin X. 
L,(-b, 0; R”). We now define the Sobolev space 
Wl**(-b, 0; R”) = {x EL,(-b, 0; R”): Dx eL,(-b, O;, R”)} 
where Dx is the distributional derivative of X. Then under the embedding 
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x -+ (x(O), X(‘)>, WI* 2 is a subspace of .AY2. Then a(t): Was2 -+ AP is defined by 
(d(t) h) (e) = do(t) h; e=o 
dh =--; 
de ezo 
(4.14) 
do(t) h = &&) h(e) + 5 k&(t) h(ed + 1” AOl(t, e) h(e) de. 
i=l --b 
d(t) is a closed, densely defined operator with domain W1s2 and the associated 
evolution operator %(t, S) given by 
(@(t, s) h) (0) = @“(t, 4 W), e=o 
I 
qt + 8, S) h(e); t + e 3 s zz 
0; t+e<s I 
qt + 0,s) h(e); 
’ [h(t + e - S); e f 0; 
where @(t, s): Rn -+ Rn is the unique solution of 
-g qt, s) = A,,(t) @yt, s) +Cl Ai 1;‘” +ei ’ s); 
(4.16) 
ays, s) = I 
and @‘(t, s) E P(L,(--6,O; Rn)) is given in terms of @(t, s), but we do not need 
this expression. 
In [9] it is shown that for h E W1s2, (4.13) has the unique solution (4.17), 
u(t) = %(t, s) h and the projection of u(t) onto R”, u(t) (0) is the unique solution 
to (4.12). Furthermore, if the coefficients A, are continuous, %(t, s) is a strong 
evolution operator. Under our weaker assumptions, @(t, s) is an almost strong 
evolution operator, since (4.17) implies that 
i %(t, s) h = d(t) %(t, s) h a.e., h E WlJ (4.17) 
and &4(t) @(t, s) x is Bochner integrable for h E Ws2. Motivated by estimation 
applications in [6], we consider the stochastic evolution equation on J2 
du(t) = d(t) u(t) dt + G@(t) dw(t) + g”(t) dt 
u(0) = h, 
(4.18) 
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where w is an r-dimensional Wiener process, %(t, S) is generated by d(t) of 
(4.14), & EL,(Q; JP) and g” EL&~, As), fi E SY,,(LZ(R”, Ms) have the following 
special forms: 
d(t) (4 = g(t) ; e=o 
= 0; B#O where g E L,(Q; L,(T; W) 
(4.19) 
LA(e) = LB(t) v; e = 0 for all v E Rr 
= 0; Of0 where ~3 E L,( T; Y(R’, Ii”)). 
(4.20) 
This is motivated by the inhomogenous stochastic version of (4.12) with 
forcing term g(t) dw(t) + g(t) dt. As usual, we define the mild solution of (4.18) 
to be 
u(t) = %(t, 0) h + jt @(t, s) c@(s) dw(s) + jt %(t, s) g’(s) ds. (4.21) 
0 0 
From (4.15) and (4.20), 
q(t) (8) = j-O’ @(t, s) g(s) dw(s) (4 
=.I 
t+e 
@‘(t, 4 %4 dw(s) 
0 
(4.22) 
and since w is not differentiable, ul(t) $i@(d(t)) and so we cannot hope for 
strong solutions of (4.18) in the sense of Definition 3.1. Instead we prove that 
u(t) of (4.21) has continuous sample paths in A2 and u(t) (0) satisfies the follow- 
ing stochastic delay equation 
t+eao 
t + e < 0 1 de dt + B(t) dw(t) + g(t) dt 
x(0) =: X(0). (4.23) 
Hence we may identify u(t) (0) as the unique solution of (4.23) and the use of 
the mild solution (4.21) to model stochastic delay systems is justified. 
From [9], for nonrandom h” andg’ and gi = 0, u(t) (0) is the unique solution of 
(4.23) and since for random k and g”, u,(t) = @(t, 0) x + $,@(t, s)~(s) ds has 
continuous sample paths, uo(t) (0) is th e unique solution of (4.23) with continu- 
ous sample paths. 
So it remains to show that s(t) - $,%(t, S) B(S) dw(s) has continuous sample 
paths and ul(t) (0) satisfies (4.23) w.p. 1, when L(O) = 0. 
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Now for 6 > 0, 
u,(t + 8) - fh(t) 
= jot (@(t + s, s) - @(t, s)] 22(s) dw(s) + jtf+B 4qt + 6, s) d(s) dw(s). 
Hence, 
COV{%(~ + 6) - %(Q) 
= I t (@(t + 8, s) - qt, s)) d(s) w&*(s) (9qt + 6, s) - %(t, s))* ds 0 
+ j”‘” S(t + S, s) 9?(s) W@*(s) ‘@*(t + 6, s) ds 
t 
by (2.4), where W is the incremental covariance of w(t). 
:. trace(Cov{uJt + S) - ul(t)}} 
< const 
s ot Il(W + 6 4 - ‘W, 4) ~(~)ll&t, ds 
+ const 
s 
ti-6 
t 
II W + 6 4 @<dl&(~s) ds
by (2.3) 
< const 6 + const o’ Il(@(t + 6, s) - %(t, s)) &)l&(daj ds. s 
But from (4.15) and (4.20), we have 
VW + 6 4 - w, 4) @NY I&* 
= 1i(@“(t + 6 4 - @“(t, 4) @S)Y II”,” 
+ L-s ll(@‘“(t + 8, s) - @‘(t, 4) g(s) y /I$ do 
+ I”;-” II @ 6 4 -@f(s) Y ll;n dfi 
< const 6 II y I& for0 <6 < 1. 
SUP II W4 s)y llR” G constlly lip forye Rn 
and 
II @Yt + 6 4 y - @(4 s) y llRn < const 6 ll y llRn 
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follows from (4.16). So trace {Cov{u,(t + 8) - ul(t)}) < const. 6 for 1 > 6 > 0, 
and since q(t) is Gaussian with zero mean, by a result from [2], 
WI1 u,(t + 6) - ~~(t)llf~> < const h2. 
Similarly, it can be shown that this estimate also holds for 6 < 0 and so by a 
result from [2], (4.22) implies that q(t) h as continuous sample paths. This is an 
extension of [18] h w ere the time invariant case is treated. 
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