Distributed scatterer (DS) decorrelation poses a challenge to multibaseline SAR interferometry. To overcome this challenge, the SqueeSAR retrieves an optimal phase time-series using a maximum likelihood estimation (MLE) method, which has been commonly used due to its remarkable effect. Unfortunately, however, the MLE's performance is compromised for various reasons, such as inaccurate statistically homogeneous pixels (SHPs) and the bias in the estimator used. In this paper, we present an approach aiming to improve the MLE's performance. The proposed approach includes the employment of the Kullback-Leibler divergence to realize more accurate SHP selection and the use of the second kind statistical estimator to mitigate the coherence bias. The performance of the conventional MLE is significantly improved by the proposed approach, making it close to its optimal performance. The experimental results on both simulated and real TerraSAR-X data demonstrate the improvements of the proposed approach with respect to the conventional MLE.
I. INTRODUCTION
Differential interferometric synthetic aperture radar (DIn-SAR) has proven to be a high-precision geodetic approach for monitoring the ground surface displacement. One major limitation of this technique is the signal decorrelation, which is caused by the changes in the target reflectivity, thermal noise, uncompensated topography, etc. [1] . The decorrelation was initially tackled by the persistent scatterer interferometry (PSI) technique [2] - [4] . The basic idea of the PSI technique is to exploit the time-coherent persistent scatterer (PS) with long-time-span differential interferograms. Typically PSs correspond to man-made structures, boulders, and outcrops, making the PSI suitable for urban areas monitoring.
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Although precise in signal retrieval, the limitation of PS is low spatial density, especially in nonurban environments.
To improve the spatial density, the limitation on the phasestable scatterers is relaxed, and distributed scatterers (DSs) are exploited. The DSs are usually associated with debris areas, non-cultivated land with short vegetation or desert areas, which cover multiple pixels and suffer from temporal and geometrical decorrelation. By limiting the analysis to subsets of moderate to high-coherent interferograms, the small-baseline subset (SBAS) algorithm is developed to reduce the DS decorrelation [5] - [7] . Basically, the SBAS estimates the displacement by a least squares method after unwrapping multilooked interferograms. Furthermore, all interferograms are suitably incorporated to retrieve the geophysical signal [9] , [10] . It refers to the phase estimation method, such as the maximum likelihood estimation (MLE) [8] - [10] , eigenvalue decomposition (EVD) [11] - [13] , VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ integer least squares (ILS) [14] , least squares (LS) based phase optimization [15] , nonlinear optimization estimation (NLE) [16] , and eigendecomposition-based maximumlikelihood-estimator of interferometric phase (EMI) [17] . The decorrelation in this case is minimized through estimating a systematic phase series from all possible interferograms. Then, the geophysical signal can be retrieved from the estimated phase series using the conventional PSI processing. The MLE exploits the statistical model of the interferometric stack and a maximum likelihood scheme to retrieve the phase series. Theoretically, it is an asymptotically optimum estimator with a variance close to the Cramér-Rao lower bound (CRLB) [9] , [18] . In pioneering studies, it has also been demonstrated that the MLE can obtain better phase retrieval than other estimators [19] . However, as the coherence is unknown and is substituted by its estimation, the MLE's optimality is compromised owing to the wellknown suboptimality of the coherence estimation [14] , [20] . Here, the estimated coherence matrix of the multitemporal InSAR data sets is influenced by two main error sources. One is the nonstationarity of the SAR pixels in the estimation window on account of the inaccurate statistically homogeneous pixel (SHP) selection methods [21] . The second is the bias of the coherence estimator [22] .
With respect to the aforementioned limitations, we present an approach to make the MLE close to its optimal performance. The proposed approach first introduces the Kullback-Leibler (KL) divergence to improve the accuracy of SHP selection, resulting in reliable samples for coherence estimation. Afterwards, the selected SHPs and a second kind statistical estimator are combined to mitigate the coherence bias, especially for low coherence and small number of SHPs. The proposed approach is tested on simulated and real TerraSAR-X data and compared to the conventional MLE algorithm. This paper is organized as follows. In Section 2, the conventional MLE algorithm is briefly reviewed and two key limitations are highlighted. In terms of the limitations, we propose an approach in detail in Section 3. Section 4 is dedicated to the presentation of the experimental results. Conclusions are addressed in Section 5.
II. CONVENTIONAL METHOD
The complex coherence matrix (CCM) is exploited by the MLE to retrieve the phase time series. Assuming a statistically homogeneous path of L pixels in N SAR images, the CCM can be estimated using the normalized complex observation S = [S 1 , S 2 , . . . , S N ] T aŝ
Then, the MLE estimates the optimal phase series η = [1, e iθ 2 , . . . , e iθ N ] T based on the assumptions that the SAR data vector S follows a complex multivariate normal distribution, and that the expectation of the DS phases meets the triangularity condition.
where η = [1, e iθ 2 , . . . , e iθ N ] T and the symbol • denotes the Hadamard product. Let us summarize the whole process of MLE. First, the DS decorrelation is significantly reduced by the spatial adaptive filtering. Since this procedure is performed independently on each interferometric pair, the time consistency of the interferometric phases is degraded. Then, the temporal decorrelation is minimized by the MLE phase estimation. This operation compensates the previous time inconsistency and results in the optimal phase series inclusive of the geophysical signal. Two main problems should be highlighted that exist in the current studies on the MLE. First, the inaccurate SHPs destroys the assumption that S is stationary within the specified window, resulting in biased coherence estimation. The current SHP selection algorithms, such as the Kolmogorov-Smirnov test, the Kullback-Leibler divergence, the Anderson-Darling (AD) test and the generalized likelihood ratio test, employ only the amplitude information and the accuracy of the homogeneity of selected pixels is compromised especially for small stack sizes [23] . Second, the suboptimal coherence estimator in Eq. (1) results in the biased coherence |C|. Due to the limited numbers of SHPs, the estimated coherence is biased toward higher values [22] . As the source of the MLE, the biased coherence makes the MLE deviate greatly from the CRLB. Thus, the optimal performance of the MLE is compromised [14] , [17] , [20] .
In the next section, the improvements with respect to these aforementioned problems are presented. A SHP selection algorithm is introduced to accurately identify SHPs (see Section 3.1). Then, a method combining the selected SHPs and the second kind statistical estimator is presented to mitigate the coherence bias (see Section 3.2). In the end, the whole procedure of the improved MLE algorithm is described (see Section 3.3).
III. METHODOLOGY A. SHP SELECTION
The conventional SHP selection methods utilize only the amplitude information and may be unreliable on small datasets since the low test power cannot reject the false null hypothesis [23] . Here, the complex information, including the amplitude, interferometric phase and coherence, is utilized to realize more accurate SHP selection.
Inspired by the principle of NL-InSAR algorithm [24] , we extended the Kullback-Leibler (KL) divergence to similarity measurement between two pixels over multitemporal InSAR data. Considering two corresponding pixels in a pair of coregistered SLC images. The covariance matrix can be defined as
where R and R are the two corresponding intensities, β is the actual interferometric phase, and D is the coherence between the two images. The similarity between pixels x 1 and x 2 can be measured by the KL divergence between the two covariance matrices (x 1 ) and (x 2 ) [24] . For N coregistered SLC images, the stack similarity is identified with respect to the similarity of every interferometric pair in the stack. The new similarity measure is defined as
where R is the temporal mean intensity, which is defined as R = R i /N , and β is the noisy interferometric phase. Since the coherence is unknown, a uniform D is pre-estimated for the whole image. D = h · γ temporal · γ spatial · γ thermal , where γ temporal , γ spatial , and γ thermal are the temporal decorrelation, spatial decorrelation, and thermal decorrelation respectively, which can be obtained using the method presented in [14] . The parameter h serves as a factor to balance the tradeoff between the noise suppression and the fidelity of the estimate. Note that, although the Eq. (4) is designed for the singlemaster InSAR time series here, it can also be easily applied to the multimaster case. The similarity is determined by the amplitude, the interferometric phase and coherence. A larger value of f corresponds a higher similarity between pixel x 1 and pixel x 2 . The two pixels are identified as belonging to SHPs when the value of f exceeds a threshold. This threshold can be set empirically in a simple fashion.
B. MITIGATION OF COHERENCE BIAS
The sample coherence magnitude |C| is biased since the estimator (1) serves as the maximum likelihood estimation. Let b be one of the elements of the matrix |C|. Its probability density function p b is a function of the true coherence magnitude B and the sample number L and can be defined as [25] 
where 2 F 1 denotes the generalized hypergeometric function (or Barnes' extended hypergeometric function). As the number of realizations of the estimator (1) is limited, the sample coherence magnitude is statistically biased toward higher values with the decrease of the true coherence and this phenomenon is more severe for a small sample number of samples L. Therefore, it is necessary to mitigate the bias in b.
The second kind statistics coherence magnitude derived by the Mellin transformation can reduce the bias and variance for b [25] , which is expressed as
Since the analytical expressions for Eq. (6) are not existent, it is approximated by averaging a number of independent sample coherence b [25] . Here, based on the second kind statistical characteristic and the SHPs selected with the algorithm in Section 3.1, a bias corrected coherence magnitude estimator is provided as
where L is the number of SHPs derived from KL divergence. b i is the sample coherence magnitude derived from Eq. (1). It is worth mentioning that after applying the bias corrected estimator described above, the coherence values of each pixel are spatially filtered. This behavior is beneficial to estimate the low noise phase by the optimal phase series estimation algorithm.
C. ALGORITHM
The whole procedure of the proposed approach is described as follows (see Fig. 1 ). 1) Define a fixed window centered on each pixel P, and apply the KL divergence to identify the SHPs. 2) Estimate the sample coherence matrix by use of the estimator (1) and the SHPs identified in Step 1 above. 3) For each element of the coherence matrix, correct the coherence magnitude bias taking advantage of the estimator (7) and the SHPs. 4) Estimate the optimal phase time series by implementing the Eq. (2) to each bias-corrected coherence matrix associated to each pixel P. It should be noted that, although the above improvements are provided regarding the MLE, they can also be applied to other DS phase estimators, because the common source is the coherence matrix. Thus, the proposed improvements can be termed as a general strategy to improve current DS phase estimators. In addition, for some specific implementation details, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is employed to solve Eq. (2) [26] . For the ill-conditioned coherence matrices, we use the pseudoinverse to resolve the occasional problems [8] .
IV. EXPERIMENTAL RESULTS AND ANALYSES A. SIMULATED EXPERIMENTAL RESULTS
Considering the practical scenario of complex ground objects, the simulated scene contains various features that differ in terms of amplitude values. The amplitude map is shown in Fig. 2(a) . The image size is 360 × 500 pixels and the searching window for SHP selection is 15 × 15 pixels. To present the effect of phase estimation, a deformation phase is simulated by assuming a linear line of sight velocity proportional to the amplitude value. The stationarity of the interferometric phase within the ensemble is imposed by setting the topographic and atmospheric phases to be zero. The coherence is simulated by considering the temporal decorrelation, spatial decorrelation and thermal decorrelation [27] . The temporal decorrelation is related to an exponential decorrelation model [28] with a revisit time of 35 days and a decorrelation rate of 100 days. The geometric decorrelation is assumed that spatial baselines are normally distributed with zero mean and standard deviation of 300 m, and the critical baseline is set as 1100 m. We assume a constant signal-to-noise ratio (SNR) of 12 dB for the whole image, resulting in a value of 0.92 for the thermal decorrelation [29] . Finally, with the assumption of a complex circular Gaussian process, a stack of eleven SLCs is simulated following a similar procedure for simulating polarimetric SAR images [30] . To evaluate the overall performance, the interferometric pair acquired on the first and sixth images is randomly selected and its true coherence and interferometric phase maps are shown in Fig. 2(b) and (c).
1) SHP Selection: Since more accurate SHPs results in more stationary samples for coherence estimation, the accuracy of the SHP selection algorithm can be assessed by the multilooking interferometric phase obtained by estimator (1). Fig. 2 (d-f) present the original and multilooking interferometric phases. We also implement the AD test for a comparison, considering that the AD test offers the highest detection rate among various amplitude-based methods [23] , [31] . The phase obtained by our KL divergence seems to be well smoothed with better edge preservation than that of the AD test. A quantitative evaluation of the difference between the multilooking results and true phase is given by the SNR [24] , which are 1.7 and 2.3 for Fig. 2(e ) and (f) respectively. The results further verify the pervious visual comparison and indicate that KL divergence can obtain more accurate SHP selection.
2) Mitigation of Coherence Bias: Fig. 3 presents the means and standard deviations of the multilooking and biasmitigated coherence magnitude using the KL divergence. The statistical results are based on all N (N − 1)/2 interferometric pairs and all pixels in Fig. 3(a) . From it, we can find a severe overestimation of the low coherence value by the multilooking estimator. After the coherence bias mitigation using estimator (7) , the mean bias decreases for low coherence and the variance of the bias is reduced. Since the bias of the multilooking estimator is more serious for small samples, we also present the results in Fig. 3(b) by counting partial pixels with SHPs less than 70. More obvious improvements for mean bias and variance can be seen. Therefore, the biasmitigated estimator can reduce the coherence magnitude bias and variance and it is more effective for low coherence and small sample pixels.
3) Phase Estimation Results: The MLE reconstructed interferometric phases by different methods are presented in Fig. 4 . For facilitate comparison of the details, an area with the weakest coherence is enlarged indicated by the white rectangle in the Fig. 4(a) . Comparing Fig. 4(a) and (b), we can find the KL divergence obtains a better phase reconstruction with smoother homogeneous areas and better edge preservation than the AD test. It indicates that the accuracy of SHP selection is significant for the MLE phase estimation. Since more accurate SHPs are identified by the KL divergence, the corresponding coherence matrix is improved by more stationary samples. As the source of the MLE, the accuracy of the coherence matrix obviously affects its phase estimation results. Comparing Fig. 4(a) and (c), a better phase reconstruction near the edge and slight improvements in the homogeneous areas can be observed. This is because estimator (7) conducts strong coherence magnitude bias correction over small samples, corresponding to edge areas, and slight correction over sufficient samples, corresponding to homogeneous areas. Ultimately, benefitting from more accurate SHPs and bias-mitigated coherence, Fig. 4(d) exhibits the smallest difference between reconstructed phases and the true coherence in Fig. 2(c) .
In order to give a more quantitative evaluation, the standard deviations of the residuals, the difference between the reconstructed phases and the true values, were calculated and shown in Fig. 5 . The results with true SHPs and true coherence amplitude are also presented as references for evaluation. By comparing the results from different SHP selection methods, the accuracy of the SHPs has an obvious effect on the phase estimation precisions. The average residual of the KL divergence is ∼ 0.08 rad lower than that of AD test for different coherence magnitudes. Moreover, the residuals for all interferometric pairs are reduced almost uniformly, which indicates that the improvement of SHP selection accuracy is equally effective for the phase estimation of all interferograms.
By comparing the results from different coherence magnitudes, it can be found that the improvement of the bias-mitigated coherence over the multilooking coherence is obvious and the average residual is reduced by ∼ 0.09 rad. The true coherence magnitude is also considered and provides the optimal performance for the MLE. Compared with the true coherence, the bias-mitigated coherence obtains a close performance with an average residual difference of ∼ 0.005 rad, which is negligible compared to the difference between the multilooking and bias-mitigated coherence. Therefore, the optimal performance of the MLE can be approximated by the bias-mitigated coherence. In addition, it also can be seen that a slightly better performance is obtained by the bias-mitigated coherence than true coherence using the AD test. This discrepancy may be caused by the inconsistency between the phase and the amplitudes of the coherence matrix. Due to the significantly inaccurate SHPs identified by the AD test, the phase of the coherence matrix is disturbed. In this case, the bias-mitigated coherence magnitude has a better consistency with the phase of the coherence matrix than true coherence magnitude, resulting in a better phase estimation result. In addition, it can be seen that the residual reduction of bias-mitigated coherence over multilooking coherence is more significant for low coherence interferograms, corresponding to long temporal baselines, than high coherence interferograms. It is because the estimator (7) corrects more bias over low coherence than high coherence value.
In the end, an average residual reduction of ∼ 0.16 rad is achieved by our proposed approach combining the KL divergence and bias-mitigated estimator over the conventional approach combining the AD test and multilooking estimator. This is equivalent to 0.7 mm of deviation for the C-band, which can lead to an obvious deformation velocity difference, especially when the revisiting period of the satellite is short.
B. REAL DATA EXPERIMENTAL RESULTS
In this section, a stack of eleven TerraSAR-X stripmap images (3-m resolution) over Ningbo city, China, is used to further check the performance of the proposed algorithm. Fig. 6(a) shows the average amplitude map. The time range of the stack is from May 13, 2014 to July 05, 2015. The image pair acquired on Jan 10, 2015 and March 06, 2015 is randomly chosen for the overall performance evaluation and its original interferometric phase is shown in Fig. 6(b) . The processing is limited to an area of 2000 × 2000 pixels. The test region is covered with various types of ground objects, such as airport, water, bare land, trees, farmland, and buildings. Therefore, it is suitable to evaluate the proposed algorithm on complex ground objects. Fig. 7 presents the results of SHP selection over two pixels, in which the red point represents the reference pixel and the green points are its SHPs. The blue box is the search window and its size is 15 × 15 pixels. For pixel 1, it is located at a T-junction, thus its SHPs should be on this road. Fig. 2(c) ). Fig. 7(a) and (b), it can be found that the AD test selects some wrong pixels that are not on the road, while the KL divergence discards these pixels and identifies the SHPs with more accurate edge and shape. For pixel 2, it is on the runway of the airport. The edge and shape of the selected SHPs over the two methods [ Fig. 7(c) and (d) ] are similar. However, we can find that some wrong pixels with significantly weaker reflectivity than the reference pixel are identified and discarded by the KL divergence, but not identified by the AD test. The complex information including amplitude, interferometric phase and coherence are employed by the KL divergence, therefore, it exhibits a higher accuracy of SHP selection than the AD test that only uses the amplitude information.
The MLE reconstructed interferometric phases from different methods are shown in Fig. 8 . A selected runway indicated by the white rectangle in Fig. 8(a) is enlarged to facilitate comparison of the details. Comparing Fig. 8(a) and (b), it can be found that the KL divergence achieves a better phase reconstruction than the AD test, including a smoother runway area and a clearer boundary between the runway and the Fig. 2(c) ). lawn presented from the enlarged images. The results are consistent with the simulated results presented in Fig. 4 , and verify that our KL divergence can improve the MLE phase estimation with smoother homogeneous areas and better edge preservation. Comparing Fig. 8(a) and (c), we can find that the bias-mitigated coherence obtains a clearer edge and a slightly smoother homogeneous area than the multilooking coherence. Finally, due to the improvement of the accuracy of SHPs and the coherence magnitude, Fig. 8(d) obtains the best phase retrieval with smoothest homogeneous areas and the best edge preservation.
Moreover, we perform a quantitative evaluation of the filtering effect over three quality indices: the phase standard deviation [32] , sum of the phase difference [33] , and phase residue number [34] . Fig. 9(a) presents the improvements of the reconstructed phases to the original phases with the three indices. It can also be seen that a better quality phases is obtained by the KL divergence than the AD test, and the bias-mitigated coherence than the multilooking coherence.
The quality of the phase estimation may be evaluated by the goodness-of-fit between the reconstructed and the original phases [9] , that is
where φ pq is the interferometric phase in the coherence matrix.φ p andφ q are the reconstructed phases using phase estimation. Fig. 9(b) presents the mean and standard deviation of the temporal coherence for different SHP numbers. Since the temporal coherence reflects only the improvement of the temporal inconsistency for single pixel, it can't demonstrate the effect of the SHP selection accuracy on the phase estimation. Therefore, here, the SHP selection method is only restricted to the KL divergence, and the AD test has the similar results. From Fig. 9(b) , we can see that the difference between the two coherences becomes obvious as the number of SHPs decreases. It is because the significant improvement of the bias-mitigated estimator is obtained for the small number of samples. The γ PTA results verify the improvement of the coherence magnitude by estimator (7) , and indicates the effectiveness of the improved coherence magnitude on the result of phase estimation. It is consistent with the simulated experimental results and confirms that improved MLE with bias-mitigated coherence can obtain better performance than that with multilooking coherence.
V. CONCLUSION
This paper proposed an improved MLE algorithm for optimal phase history retrieval of DS. The algorithm includes the employment of the KL divergence for SHP selection and the use of the second statistic estimator to estimate the coherence.
Benefitting from the complex interferometric information, the KL divergence can obtain more accurate SHPs than traditional amplitude-based AD test, besides, the selected SHPs and the second kind statistic estimator are combined to reduce the bias and variance of the coherence magnitude. Ultimately, the optimal performance of the MLE is approximately obtained by the proposed approach. The effectiveness of the proposed method has been validated using both synthetic and real TerraSAR-X data sets. For further study, we will try to use the proposed approach to improve the deformation estimation of multitemporal InSAR, such as the PSInSAR and SBAS.
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