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New scaling relationships of key earthquake source parameters are developed by uniformly
and systematically analyzing 226 ﬁnite-fault rupture models from the SRCMOD database
(http://equake-rc.info/srcmod/). The source parameters include the fault width, fault
length, fault area, mean slip, maximum slip, Box-Cox power, correlation lengths along
dip and strike directions, and Hurst number. The scaling relationships are developed by
distinguishing tsunamigenic models from non-tsunamigenic models; typically, the former
occurs in ocean and has gentler dip angles than the latter. The new models are based on
extensive data, including recent mega-thrust events, and thus are more reliable. Moreover,
This is an Open Access article published by World Scientific Publishing Company. It is distributed under
the terms of the Creative Commons Attribution 4.0 (CC-BY) License. Further distribution of this work is
permitted, provided the original work is properly cited.
1650010-1
Co
as
t. 
En
g.
 J.
 D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.
co
m
by
 U
N
IV
ER
SI
TY
 O
F 
BR
IS
TO
L 
on
 0
9/
15
/1
6.
 F
or
 p
er
so
na
l u
se
 o
nl
y.
2nd Reading
September 14, 2016 13:27 WSPC/101-CEJ 1650010
K. Goda et al.
they can be implemented as multivariate probabilistic models that take into account uncer-
tainty and dependency of the multiple source parameters. The comparison between new
and existing models indicates that the new relationships are similar to the existing ones for
earthquakes with magnitudes up to about 8.0, whereas the relationships for the fault width
and related parameters diﬀer signiﬁcantly for larger mega-thrust events. An application of
the developed scaling relationships in tsunami hazard analysis is demonstrated by synthe-
sizing stochastic earthquake source models in the Tohoku region of Japan. The examples
are aimed at providing practical guidance as to how the developed scaling relationships can
be implemented in stochastic tsunami simulation. The numerical results indicate that the
eﬀects of magnitude scaling of the source parameters and their uncertainties have major
inﬂuence on the tsunami hazard assessment.
Keywords: Scaling relationship; earthquake source parameter; ﬁnite-fault rupture model;
tsunamigenic earthquake; stochastic source modeling; tsunami simulation.
1. Introduction
Earthquake source modeling aims at predicting key characteristics of a fault rupture
(e.g. geometry and slip distribution) based on past major earthquakes. Typically,
results are summarized as empirical scaling relationships [e.g. Wells and Copper-
smith, 1994; Somerville et al., 1999; Mai and Beroza, 2000, 2002; Papazachos et al.,
2004; Blaser et al., 2010; Leonard, 2010; Strasser et al., 2010; Murotani et al., 2013].
These are essential tools for characterizing earthquake rupture models for future
events. They are also useful for deﬁning a range of uncertain earthquake source fea-
tures in tsunami hazard assessment [Goda et al., 2014, 2015; Fukutani et al., 2015;
Mueller et al., 2015]. The uncertainties can be further propagated in tsunami loss
estimation to promote eﬀective tsunami risk mitigation decisions [Goda and Abilova,
2016]. For such applications, various parameters need to be speciﬁed, including
geometry (in accordance with regional seismotectonic setting), slip statistics (mean,
maximum, and distribution type), spatial slip distribution, and temporal rupture
evolution [for kinematic rupture modeling; Ye et al., 2016]. For instance, scaling
relationships that evaluate the width and length of a fault plane as a function of
moment magnitude can be used to determine the geometry of an earthquake rupture
for a given scenario. Moreover, randomness and heterogeneity of spatial earthquake
slip distribution, which have major inﬂuence on tsunami hazard assessment [Geist,
2002; Løvholt et al., 2012; Goda et al., 2014, 2015; Davies et al., 2015], can be
characterized by wavenumber spectra [Mai and Beroza, 2002; Lavalle´e et al., 2006].
Possible realizations of constrained random slip ﬁelds are normally generated using
spectral synthesis methods and integrated into probabilistic tsunami hazard and
risk assessment [Goda et al., 2014, 2015; Fukutani et al., 2015; Goda and Abilova,
2016]. It is noted that the above-mentioned advanced earthquake source modeling
goes beyond the current practice of simpler methods, which typically deﬁne dimen-
sions of the fault rupture deterministically using existing scaling relationships and
assign a uniform slip over the fault rupture plane. The adoption of probabilistic
tsunami hazard and risk methods has been popular after recent mega tsunamis.
1650010-2
Co
as
t. 
En
g.
 J.
 D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.
co
m
by
 U
N
IV
ER
SI
TY
 O
F 
BR
IS
TO
L 
on
 0
9/
15
/1
6.
 F
or
 p
er
so
na
l u
se
 o
nl
y.
2nd Reading
September 14, 2016 13:27 WSPC/101-CEJ 1650010
New Scaling Relationships of Earthquake Source Parameters
The probabilistic tsunami hazard and risk assessment can be classiﬁed into two cat-
egories: one is stochastic earthquake source modeling [Goda et al., 2014; Goda and
Abilova, 2016] and another is a stochastic logic-tree approach [Horspool et al., 2014;
Fukutani et al., 2015]. Both approaches require scaling relationships of fault param-
eters (e.g. width and length) for a given magnitude, however, the generalization of
such scaling models is still poorly developed for tsunamigenic earthquakes.
To develop scaling relationships for spatial slip distribution parameters, Mai and
Beroza [2002] analyzed 44 ﬁnite-fault rupture models that were obtained from source
inversion studies, and modeled wavenumber spectra using von Ka´rma´n, Gaussian,
and fractal models. They suggested that the von Ka´rma´n model is most suitable
among the tested models for characterizing the heterogeneity of earthquake slip. The
anisotropic von Ka´rma´n spectrum can be deﬁned by three parameters; the Hurst
number characterizes the spectral decay in the large wavenumber range, whereas
the correlation lengths along dip and strike directions capture anisotropic spectral
behavior and determine the spectral level in the small wavenumber range. Subse-
quently, prediction models of the von Ka´rma´n parameters were proposed by relating
the values of the spectral parameters to moment magnitude Mw. The key ﬁndings
of their study are: (i) the Hurst number, having relatively large variability, does not
depend on earthquake magnitude, and (ii) the scaling of the correlation lengths is
proportional to the scaling of the ﬁnite-fault dimensions. Recently, Goda et al. [2014]
analyzed 11 source models for the Mw9 Tohoku earthquake (developed by diﬀerent
researchers). They found that although the magnitude ranges of the underlying data
are diﬀerent from the source models analyzed by Mai and Beroza [2002], the results
for the Tohoku earthquake are broadly consistent with the Mai–Beroza scaling rela-
tionships; see also Goda and Abilova [2016].
Currently, there is a critical gap in stochastic earthquake source modeling: lack
of comprehensive evaluations of the spatial slip distribution parameters for large
mega-thrust subduction earthquakes which potentially trigger massive tsunamis.
The events analyzed by Mai and Beroza [2002] were crustal earthquakes of magni-
tudes up to 8 and were not of tsunami type, whereas source models analyzed by
Goda et al. [2014] were speciﬁcally for the 2011 Tohoku earthquake. Hence, a ques-
tion as to whether existing scaling relationships can be used for very large subduc-
tion earthquakes remains unanswered due to the inherent limitation of the current
models. This limitation is also applicable to geometry and slip statistics parame-
ters. For instance, scaling relationships by Blaser et al. [2010] do not include recent
mega-thrust subduction events (e.g. 2011 Tohoku earthquake), whereas scaling rela-
tionships by Murotani et al. [2013] are speciﬁc to Japanese subduction earthquakes.
None of the existing relationships cover all necessary parameters for stochastic source
modeling. Moreover, uncertainty and dependency of predicted source parameters
are not fully characterized; in other words, existing relationships cannot be used as
multivariate prediction models of the parameters. Hence, comprehensive updating
of scaling relationships of key source parameters is highly desirable.
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In this study, ﬁnite-fault rupture models that are compiled in the SRCMOD
database (Mai and Thingbaijam, 2014) are analyzed to develop scaling relationships
for various source parameters. Three types of source parameters are considered:
(i) geometry parameters including the fault width W , fault length L, and fault
area S; (ii) slip statistics parameters including the mean slip Da, maximum slip Dm,
and Box-Cox power λ; and (iii) spatial slip distribution parameters including the
correlation lengths along dip and strike directions Az and Ax and the Hurst number
H. As of December 2015, SRCMOD contains 317 earthquake models, covering the
earthquake magnitudes up to 9.2 (i.e. 2004 Indian Ocean event), and is the most
comprehensive database for ﬁnite-fault rupture models in the public domain. This
oﬀers a unique opportunity to assess scaling relationships of the earthquake source
parameters over a wide range of earthquake magnitudes and for diﬀerent earthquake
types (e.g. oceanic subduction events).
This study uniformly and systematically analyzes earthquake source models con-
tained in the SRCMOD database and evaluates various source parameters to develop
new scaling relationships for stochastic tsunami simulation. In analyzing inversion-
based source models, eﬀective dimensions of the ﬁnite-fault models are considered
by following the procedures suggested by Mai and Beroza [2000] and Thingbaijam
and Mai [2016] (see Sec. 3.1). The consideration of eﬀective dimensions essentially
allows focusing on the major characteristics of earthquake slip within the fault plane
by ignoring sub-faults with near-zero or zero slip values along the edges of the fault
plane. Note that these small slip values may not be robust features of the physical
rupture process and their errors may be signiﬁcant [Satake et al., 2013; Ye et al.,
2016]. Using the entire SRCMOD database, preliminary analyses are ﬁrst carried out
to determine usable source models for the parameter estimation; this is performed
by inspecting details of the model features (e.g. model complexity and spatial reso-
lution) as well as the event information (e.g. deep events and small swarm events are
excluded). The selection of the usable source models is discussed in Sec. 2. Based on
the preliminary analyses, a set of 226 source models, out of 317 models, is selected
and subsequently, the source parameters for these models are estimated for further
investigations. The source models are categorized into “tsunamigenic” and “non-
tsunamigenic” types (which broadly correspond to subduction and non-subduction
types). The classiﬁcation of the models aims at capturing diﬀerent scaling features of
tsunamigenic earthquakes, which usually have gentler dip angles and thus the rup-
ture can be extended more toward the down-dip direction, in comparison with non-
tsunamigenic earthquakes that occur in the upper continental crust with relatively
steep dip angles. In Sec. 3, scaling relationships of the source parameters are devel-
oped and are compared with existing models in the literature. In Sec. 4, applications
of the developed scaling relationships are demonstrated by synthesizing earthquake
source models for simulating tsunamis in the Tohoku region of Japan (near the
Sendai plain). The examples are to provide practical guidance as to how the devel-
oped scaling relationships can be implemented in stochastic tsunami simulation.
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The eﬀects of magnitude scaling of the source parameters and their uncertainties
are investigated.
The novelty and signiﬁcance of the current study are that new scaling relation-
ships for a comprehensive set of earthquake source parameters (not only for geometry
and slip parameters but also for spatial slip distribution parameters) are developed
consistently based on the extensive SRCMOD database, which is critically lacking
in the literature. The developed relationships can be implemented as multivariate
probabilistic prediction models of the source parameters because both uncertainty
and dependency of the model prediction residuals are evaluated statistically. The
new models facilitate the synthesis of realistic earthquake rupture models and will
enable various investigations using stochastic earthquake scenarios, including reli-
ability analysis of coastal structures against massive tsunamis [e.g. Tsujio et al.,
2015] and probabilistic tsunami hazard and risk assessment [Fukutani et al., 2015;
Goda and Abilova, 2016].
2. Finite-Fault Rupture Models
2.1. SRCMOD database
SRCMOD is a comprehensive and growing on-line database of ﬁnite-fault rupture
models [Mai and Thingbaijam, 2014]. It includes inversion-based rupture models
that have been published in the literature, and is the largest public database of
this kind, consisting of 317 rupture models from 155 earthquakes as of December
2015. The SRCMOD website (http://equake-rc.info/srcmod/) presents a collection
of rupture models with enhanced visualization tools and supplementary informa-
tion. The database is useful for analyzing the key features of the source parameters
statistically and for developing scaling relationships of the source parameters [e.g.
Mai and Beroza, 2000, 2002].
The rupture models that are included in the SRCMOD database are based on
source inversion analyses of geophysical data observed during major seismic events in
the past. The data type ranges from: teleseismic, strong motion, geodetic, tsunami,
remote-sensing, and joint use of diﬀerent types of data. The quality of the inver-
sion models in terms of geophysical data and inversion methods is heterogeneous.
The ﬁnite-fault source models, despite their own limitations [e.g. model resolution
and robustness; Beresnev, 2003], attempt to produce plausible images of earthquake
rupture processes by achieving the consistency between observed data and geophys-
ical model predictions, and are considered to be objective and theoretical (note:
assessing the credibility of the developed rupture models is beyond the scope of this
study). It is important to note that the data (e.g. source dimensions) compiled in
the SRCMOD database are diﬀerent from those inferred based on the spatial distri-
bution of aftershocks following a large mainshock, which are typically used as source
dimension data in developing empirical scaling laws [e.g. Wells and Coppersmith,
1994; Blaser et al., 2010].
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(a) (b)
(c)
Fig. 1. Three examples of ﬁnite-fault rupture models.
Three rupture models are illustrated in Fig. 1. In general, a ﬁnite-fault rupture
model is represented by a set of sub-faults, geometry of which can be characterized
by either single segment (model 164; Fig. 1(b)) or multiple segments (models 21
and 245; Figs. 1(a) and 1(c)). The resolution of model discretization is inﬂuenced by
available data and inversion methods. Each sub-fault has estimated earthquake slip
(and other parameters, depending on the details of the inversion models), and thus
the rupture models are useful for investigating the spatial features of the earthquake
rupture process in addition to geometry parameters.
For developing empirical scaling relationships of earthquake source param-
eters for stochastic tsunami simulation, the following source parameters are
extracted/estimated from the ﬁnite-fault rupture models in the SRCMOD database:
the fault width W , fault length L, fault area S, mean slip Da, maximum slip Dm,
Box-Cox power λ, correlation length along dip Az, correlation length along strike
Ax, and Hurst number H. In this study, the spatial extent of earthquake rupture
is evaluated as “eﬀective dimensions” of the source model [Mai and Beroza, 2000;
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Thingbaijam and Mai, 2016; Ye et al., 2016; see Sec. 3.1]. This essentially reduces
the dimensions of some of the original source models by focusing on the major slip
features. It is noteworthy that the consideration of the eﬀective source dimensions
aﬀects not only fault geometry parameters but also other parameters, such as mean
slip, because they are estimated based on “eﬀective” source models. It is arguable
as to which of the dimensions, i.e. eﬀective versus original, is suitable for earthquake
source modeling. The fundamental diﬃculties of this problem are that the bound-
aries of the rupture models are deﬁned only loosely (sometimes they are determined
subjectively by the developers of the models) and that the estimated slip values,
especially small slips (e.g. gray color patches of the source models shown in Fig. 1),
may be associated with signiﬁcant uncertainty (i.e. some of the estimated slip val-
ues may not be the stable feature of the model). Unfortunately, it is rare that the
developers of the rupture models indicate such uncertainties explicitly.
2.2. Model selection
A model selection is carried out by taking into account various selection criteria,
such as earthquake characteristics, model resolution, and model complexity. First,
all source models are individually inspected to determine the applicability of the rup-
ture model for spectral analysis. The spectral analysis requires a slip distribution
that can be mapped onto a single fault plane (e.g. model 164 in Fig. 1(b)). The rup-
ture models consisting of multiple segments with good alignment may be usable and
can be adopted for further investigations. Among the 317 source models, some mod-
els consist of multiple segments that have major overlaps with large slips (e.g. model
21 in Fig. 1(a)) or have complex conﬁgurations of multiple segments (e.g. model 245
in Fig. 1(c)). Such complex models are excluded from the analysis. Moreover, the
following model selection criteria are considered: (i) earthquake magnitude is greater
than 5.5, (ii) deep inslab events are excluded, (iii) the number of non-zero slip sub-
faults is greater than 40, (iv) the number of sub-faults along dip/strike direction is
equal to or greater than 4, and (v) for a given earthquake, only one model (typi-
cally latest one) from the same developers is accepted. The ﬁrst criterion essentially
eliminates the source models related to swarm events. The second criterion excludes
deep inslab events (e.g. 2009 Padang earthquake). The third and fourth criteria are
considered to exclude rupture models with low spatial resolutions in terms of slip
distribution to have robust estimates of the spatial slip distribution parameters;
they are interpreted as loose constraint and acceptance/rejection of the models was
decided based on the stability of the spectral analysis results. The implementation
of the preceding model selection criteria results in a set of 226 rupture models.
This dataset is further divided into 100 tsunamigenic models and 126
non-tsunamigenic models. The determination of “tsunamigenic” versus “non-
tsunamigenic” is based on the detailed information of individual events. Tsunami-
genic events typically occur at the interface between the subducting oceanic plate
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and the overriding continental plate, and the dominant faulting mechanism for the
tsunamigenic models is reverse faulting. It is noted that strike-slip events occurring
at the oceanic ridge boundary (e.g. 2003 Carlsberg Ridge event) are included in the
non-tsunamigenic subset, while outer-rise normal faulting events (e.g. 2007 Kuril
Islands event) are included in the tsunamigenic subset.
Figure 2(a) shows the spatial distribution of the selected 226 source models, dis-
tinguishing tsunamigenic and non-tsunamigenic models. The tsunamigenic models
(a)
(b) (c)
Fig. 2. Characteristics of 226 source models: (a) locations, (b) histogram in terms of moment
magnitude, and (c) moment magnitude–dip angle relationship.
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are located in ocean areas, whereas the majority of the non-tsunamigenic models are
on land areas. Figure 2(b) presents a histogram of the 226 source models in terms
of moment magnitude. It is clear that the earthquake magnitudes for the tsunami-
genic models are greater than those for the non-tsunamigenic models. Typically, the
moment magnitude of the tsunamigenic models ranges from 7.0 to 9.2, whereas that
of the non-tsunamigenic models is distributed between 5.8 and 8.0. Figure 2(c) shows
the magnitude–dip angle relationship, indicating that the classiﬁcation of tsunami-
genic versus non-tsunamigenic types essentially separates the models in terms of
dip angle. The tsunamigenic models have gentler dip angles (typically less than 40◦,
except for the outer-rise normal faulting events). In Fig. 2(c), two non-tsunamigenic
data points that have magnitudes of about 8 and dip angles of about 10◦ are for the
2015 Nepal earthquake, which is in fact a low-angle reverse faulting event occurring
in the continental subducting plate.
3. Source Parameter Estimation and Development of Scaling
Relationships
3.1. Analysis methods
The source parameters (i.e. geometry, slip statistics, and spatial slip distribution)
are estimated through eﬀective dimension analysis [Mai and Beroza, 2000], Box-Cox
analysis, and Fourier spectral analysis [Mai and Beroza, 2002; Goda et al., 2014].
Figure 3 shows the analysis procedures for the source parameter estimation. The
salient features of the methods are presented in the following; interested readers
should consult with the above-mentioned papers and references cited therein for
more detailed explanations.
First, sub-faults having zero slips along the edges of the rupture plane are
removed from the original source models as they are considered as unimportant
features of the rupture model. To focus on the major slip features of the original
source models, eﬀective source dimensions are evaluated from the autocorrelation
dimensions WAC and LAC along dip or strike. WAC and LAC are calculated as the
area under the autocorrelation function of one-dimensional slip function normalized
by the zero lag value [Mai and Beroza, 2000]:
WAC =
∫∞
−∞ (fW ∗ fW )ds
fW ∗ fW |s=0 and LAC =
∫∞
−∞ (fL ∗ fL)ds
fL ∗ fL|s=0 , (1)
where fW or fL is the one-dimensional slip function along dip or strike (which
can be computed from the original slip distribution by summing up the slip values
along strike or dip), and fW*fW or fL*fL represents the auto-correlation function
of the one-dimensional slip. The estimation of the ﬁnal eﬀective source dimensions
is iterative. The largest dimension that ﬁts the auto-correlation width/length (as in
Eq. (1)) is determined such that the diﬀerence between the two is less than or equal
to the sub-fault size. The trimming process is done by removing any row/column
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Fig. 3. Procedures for source parameter estimation.
at the fault edge from the slip distribution if maximum slip in this row/column
is less than or equal to a threshold value of 0.01. Note that when the top-edge
of the rupture plane is located at the Earth surface, and a large-slip asperity is
encountered within 5 km depth, the top-edge of the fault plane is not trimmed. See
Thingbaijam and Mai [2016] for further details. Depending on the slip distribution
of the source model, estimated eﬀective dimensions can be smaller than the original
source dimensions. Using the eﬀective source models, mean slip and maximum slip,
Da and Dm, are evaluated.
An illustration of eﬀective dimension analysis of an earthquake source model is
shown in Fig. 3 (top ﬁgure in Eﬀective Dimensions & Interpolation panel). Using
the original source model, the slip functions along dip and strike directions can be
evaluated and are shown in the side panels to the left-hand side and bottom of the
slip distribution; gray lines shown in the side panels are the eﬀective dimensions that
1650010-10
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are estimated through the iterative row/column removing procedures. For the slip
distribution shown in Fig. 3, two rows are removed from the bottom (i.e. down-dip
edge), whereas one column each is removed from both right-hand and left-hand sides
of the fault plane (i.e. strike edges). The dotted rectangular represents the eﬀective
source dimension for the slip distribution.
The eﬀective dimensions of the 226 source models that are used to develop scal-
ing relationships are evaluated. Figure 4 compares the width, length, and mean
slip based on eﬀective and original source models. The results shown in Figs. 4(a)
(a) (b)
(c)
Fig. 4. Comparison of source parameters based on eﬀective and original source models: (a) fault
width, (b) fault length, and (c) mean slip.
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and 4(b) indicate that overall, eﬀective dimensions are smaller than original dimen-
sions (note: for some models the eﬀective and original dimensions are identical).
The average ratios of the eﬀective dimensions to original dimensions are 0.91 and
0.84 for the width and length, respectively. Figure 4(c) shows that the mean slip
values for the eﬀective source models are greater than those for the original source
models because the eﬀective dimensions essentially remove the minor slip values
along the edges of the fault plane. The mean ratio of the eﬀective mean slip to
original mean slip is about 1.31.
Subsequently, the Box-Cox analysis of a slip distribution is carried out to char-
acterize the probability distribution of slip values within the fault plane. It identiﬁes
the best power parameter such that a non-normal random variable (original data)
can be transformed to a normal random variable. It is noted that the majority of
inverted source models have slip values that are distributed with heavier right tails
with respect to the normal distribution (i.e. positive skewness). The motivation of
this approach is that in generating random ﬁelds using the Fourier integral method
[Pardo-Iguzquiza and Chica-Olmo, 1993], the output slip distribution is normally
distributed. To achieve the non-normal distribution, inverse Box-Cox transforma-
tion may be applied [Goda et al., 2014]. The Box-Cox transformation is deﬁned
as:
Y =
Xλ − 1
λ
(λ = 0), (2)
where X is the original variable (i.e. non-normal) and Y is the transformed variable
(i.e. normal), and λ is the power parameter. When λ = 0, the Box-Cox transforma-
tion corresponds to the lognormal transformation. The best power parameter can
be identiﬁed by calculating the linear correlation coeﬃcient of the standard normal
variable and the transformed variable of the slip values (after standardization) for
a range of λ values (typically −2 to 2). The value of λ that achieves the maxi-
mum linear correlation coeﬃcient can be adopted. For the illustrative case shown
in Fig. 3, a histogram of the slip values of the eﬀective source model is shown in
Box-Cox Analysis panel, exhibiting the positive skewness. For the slip data, λ = 0.5
is obtained as the best power parameter.
The spectral analysis of a slip distribution is carried out based on the procedures
given by Mai and Beroza [2002] and Goda et al. [2014]. In this study, the von
Ka´rma´n wavenumber spectrum P (k) is considered for characterizing the spatial slip
distribution [Mai and Beroza, 2002]:
P (k) ∝ AzAx
(1 + k2)H+1
, (3)
where k is the wavenumber, k = (A2zk2z +A2xk2x)0.5 (note: wavenumber is proportional
to the reciprocal of wavelength), Az and Ax are the correlation lengths along dip and
strike directions, respectively, and H is the Hurst number. The correlation lengths
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determine the absolute level of the power spectrum in the low wavenumber range,
and capture the anisotropic spectral features of the slip distribution (when diﬀerent
correlation lengths are speciﬁed for dip and strike directions). The Hurst number
controls the slope of the power spectral decay in the high wavenumber range, and
is theoretically constrained to range between 0 and 1. The analysis method consists
of several steps as follows.
(1) Typically, slip values of the original source model are speciﬁed at individual
sub-faults (i.e. cell-based slip distribution). To transform the cell-based slip dis-
tribution into a corner-based slip distribution, a quarter of the slip value for
each of the sub-faults is assigned at the four corners and then the sum of the
assigned slip values at the corner grids of the slip distribution is calculated. Sub-
sequently, the corner-based slip distribution is interpolated with a smaller grid
size. The grid size for interpolation is not smaller than one-ﬁfth of the original
grid resolution. This is illustrated in the bottom ﬁgure in Eﬀective Dimensions
& Interpolation panel of Fig. 3. Then, the slip distribution is tapered using a
Hanning window by adding two rows/columns to all sides of the source model.
(2) The two-dimensional Fast Fourier Transform (FFT) of the interpolated and
tapered slip distribution is computed, and the amplitude spectrum is normalized
with respect to the maximum value (left ﬁgure in Spectral Analysis panel of
Fig. 3). The grid number of the two-dimensional FFT is the nearest higher
power of 2 based on the larger source dimension of the fault plane.
(3) The circular average of the normalized wavenumber spectrum is calculated
[Anguiano et al., 1993] and the fractal dimension D is determined based on the
least squares ﬁtting. The obtained fractal dimension is then converted to the
Hurst number: H = 3−D. In this study, the estimated value of D is constrained
to lie between 2 and 3 (because H is theoretically constrained to range between 0
and 1); accordingly, the minimum and maximum values of H are set to 0.01 and
0.99, respectively (as practical limiting values), noting that H = 1 corresponds
to so-called “k-squared” model [Mai and Beroza, 2002; see Eq. (3)]. For the iden-
tiﬁed value of H, one-dimensional search of suitable correlation lengths for dip
and strike directions is carried out by minimizing the norm between the along-
dip/along-strike wavenumber spectrum and the analytical von Ka´rma´n model
(with varying correlation lengths). The spectral ﬁtting for the dip and strike
directions is illustrated in the right ﬁgure in Spectral Analysis panel of Fig. 3.
For this example, the Hurst number is estimated to be 0.99, whereas the correla-
tion lengths along dip and strike directions are 51 km and 78.2 km, respectively.
Several remarks regarding the above-mentioned spectral analysis are necessary.
In step (1), interpolation and tapering of the slip distribution prior to the two-
dimensional FFT aﬀect the estimation of the Hurst number and the correlation
lengths. The interpolation essentially introduces additional spectral components in
the large wavenumber range. On the other hand, tapering may alter the spectral
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components of the slip distribution when it has large slip concentrations near the
edges of the fault plane [e.g. source models for the 2011 Tohoku earthquake; Goda
et al., 2014]. In such cases, tapering forces the slip distribution to decay to zero over
two grid-size distances (as determined by the Hanning window). This may lead to
underestimation or overestimation of the spectral decay feature due to wavenumber
spectral content that is artiﬁcially introduced by tapering, more signiﬁcantly in
the large wavenumber range. On the other hand, large slip concentrations along
the edges of the fault plane and abrupt termination of the slip distribution (when
tapering is not considered) may also be regarded as unrealistic, although tapering of
the slip along the top-edge may adversely introduce biases in the estimated spatial
slip distribution parameters when large asperities along the top-edge are real features
of the earthquake rupture. In this study, by default, interpolation and tapering are
considered. In Sec. 3.2.3, the eﬀects of interpolation and tapering are examined by
conducting several additional analyses with/without interpolation/tapering.
3.2. Development of scaling relationships of the earthquake
source parameters
Using the analysis results for the 226 models in the SRCMOD database, scaling char-
acteristics of fault geometry parameters (i.e. L, W , and S), slip statistics parameters
(Da, Dm, and λ), and spatial slip distribution parameters (Az, Ax, and H) are inves-
tigated. The results of the investigations are presented in Figs. 5–12, and will be
discussed in Secs. 3.2.1–3.2.3.
(a) (b)
Fig. 5. (a) Moment magnitude–fault width relationship and (b) moment magnitude–fault length
relationship in comparison with existing relationships by Wells and Coppersmith [1994] [WC94]
and Blaser et al. [2010] [B10].
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(a) (b)
Fig. 6. (a) Moment magnitude–fault area relationship in comparison with an existing relation-
ship by Murotani et al. [2013] [M13] and (b) moment magnitude–asperity area-to-fault area ratio
relationship.
(a) (b)
Fig. 7. (a) Moment magnitude–mean slip relationship and (b) moment magnitude–maximum slip
relationship in comparison with existing relationships by Wells and Coppersmith [1994] [WC94]
and Murotani et al. [2013] [M13].
For each of the source parameters, dependency of the parameters on Mw is exam-
ined. When a clear dependency on Mw is observed, regression analysis is carried out
to develop scaling relationships by considering two cases: one case combines all model
types while the other case distinguishes tsunamigenic models and non-tsunamigenic
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Fig. 8. Moment magnitude–Box-Cox parameter relationship.
models. The functional forms of the scaling relationships that are adopted in this
study are:
log10 θ = a + bMw + σε (4)
and
log10 θ = IT (aT + bTMw) + INT (aNT + bNTMw) + σε, (5)
where θ is the source parameter of interest (e.g. L and W ); a and b are the regres-
sion parameters (aT , bT , aNT , and bNT are also regression parameters for diﬀerent
subsets of the models; subscripts T and NT represent “tsunamigenic” and “non-
tsunamigenic”, respectively); σ is the standard deviation of regression residuals; ε
is the standard normal variable (i.e. zero mean and unit standard deviation) and
represents the randomness of the developed equation; IT and INT are the indicator
variables and take a value of 1 when the model is classiﬁed as tsunamigenic and
non-tsunamigenic, respectively (otherwise zero). To facilitate the accessibility of the
main results of this section, developed scaling relationships for the two cases are
listed in Tables 1 and 2. It is highlighted that the developed scaling relationships
are essentially probabilistic prediction models because the epsilon term in Eqs. (4)
and (5) captures the randomness of the scaling relationship. Furthermore, epsilon
terms for diﬀerent source parameters (e.g. εW and εAz) are correlated. As it is desir-
able to take into account such correlation in implementing the developed scaling
relationships, the linear correlation coeﬃcients of the epsilon terms are evaluated
for the two cases, and the results are presented in Tables 3 and 4. When the correla-
tion of the regression residuals is taken into account, a set of scaling relationships can
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(a) (b)
(c) (d)
Fig. 9. (a) Moment magnitude–along-dip correlation length relationship and (b) moment
magnitude–along-strike correlation length relationship in comparison with an existing relationship
by Mai and Beroza [2002] [MB02], (c) moment magnitude–along-dip correlation length-to-fault
width ratio relationship, and (d) moment magnitude–along-strike correlation length-to-fault length
ratio relationship.
be implemented as multivariate prediction models of the source parameters. Such an
application of the scaling relationships is demonstrated in Sec. 4. On the other hand,
for λ and H, no clear dependency on Mw is observed (see Secs. 3.2.2 and 3.2.3),
and therefore these parameters are modeled as independent random variables. The
probabilistic information of λ and H is summarized in Table 5.
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Fig. 10. Moment magnitude–Hurst number relationship.
3.2.1. Scaling relationships for fault geometry parameters
Figure 5 shows the fault width and length as a function of Mw by distinguishing
tsunamigenic and non-tsunamigenic models. It can be observed that the Mw–W scal-
ing behavior for the tsunamigenic models diﬀers from that for the non-tsunamigenic
models, whereas the Mw–L scaling behavior for the tsunamigenic models is similar
to that for the non-tsunamigenic models. More speciﬁcally, for the same Mw values,
W for the tsunamigenic models is greater than W for the non-tsunamigenic models.
This is because the fault planes of the tsunamigenic models are dipping more gen-
tly than those of the non-tsunamigenic models (Fig. 2(c)) and thus the fault plane
can be extended along down-dip direction, noting that the down-dip limit of the
seismogenic zone is mainly controlled by the thermal condition of the subduction
zone [Hyndman and Wang, 1995]. The results indicate that the distinction between
tsunamigenic and non-tsunamigenic models is important for the fault width.
The ﬁtted relationships for W and L indicate that the distinction of model types
signiﬁcantly improves the ﬁtting performance of the developed scaling relationships
for W because the standard deviation is decreased from 0.2053 to 0.1464 (Tables 1
and 2). On the other hand, no dramatic changes are observed for L. It is notewor-
thy that εW and εL are only weakly correlated; the calculated linear correlation is
typically less than 0.15 (Tables 3 and 4). In Fig. 5, existing scaling relationships
by Wells and Coppersmith [1994] [WC94] and Blaser et al. [2010] [B10] are also
included. These existing models consider the distinction based on faulting mecha-
nism; two faulting types, i.e. strike-slip (SS) and reverse (RV), are considered. The
relationships by Wells and Coppersmith [1994] and the strike-slip relationships by
Blaser et al. [2010] are mainly applicable to magnitudes up to 8, whereas the reverse
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(a)
(b)
(c)
Fig. 11. Comparison of correlation lengths and Hurst number between the base case (with taper
and with interpolation) and alternative cases: (a) with taper and without interpolation, (b) without
taper and with interpolation, and (c) without taper and without interpolation.
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(a) (c)
(c)
Fig. 12. Comparison of ﬁtted relationships for spatial slip distribution parameters by considering
the cases with/without taper and with/without interpolation: (a) correlation length along dip, (b)
correlation length along strike, and (c) Hurst number.
relationships by Blaser et al. [2010] can be applied to events with magnitudes up to 9
(note: the Blaser et al. model is based on a number of large subduction events). The
comparison of the scaling relationships for W indicates that the B10-RV relationship
is similar to the prediction model for all earthquake types, whereas the WC94-RV
relationship is consistent with the non-tsunamigenic data and is similar to the non-
tsunamigenic model (Table 2). Note that the WC94-SS and B10-SS relationships are
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Table 1. Scaling relationships of the width W , length
L, fault area S, mean slip Da, maximum slip Dm, corre-
lation length along dip Az, and correlation length along
strike Ax without distinguishing model types.
Equations
log10 W = −1.7030 + 0.4488Mw + 0.2053εW
log10 L = −2.0106 + 0.5289Mw + 0.1741εL
log10 S = −3.7135 + 0.9777Mw + 0.2881εS
log10 Da = −3.3625 + 0.4606Mw + 0.3250εDa
log10 Dm = −2.8031 + 0.4646Mw + 0.2790εDm
log10 Az = −2.1448 + 0.4313Mw + 0.1996εAz
log10 Ax = −2.3745 + 0.4994Mw + 0.2215εAx
Table 2. Scaling relationships of the width W , length L, fault area S, mean slip
Da, maximum slip Dm, correlation length along dip Az, and correlation length
along strike Ax by distinguishing tsunamigenic and non-tsunamigenic model types.
Equations
log10 W = IT (−0.4877 + 0.3125Mw) + INT (−0.6892 + 0.2893Mw ) + 0.1464εW
log10 L = IT (−1.5021 + 0.4669Mw) + INT (−2.1621 + 0.5493Mw ) + 0.1717εL
log10 S = IT (−1.9898 + 0.7794Mw) + INT (−2.8512 + 0.8386Mw ) + 0.2407εS
log10 Da = IT (−5.7933 + 0.7420Mw ) + INT (−4.3611 + 0.6238Mw) + 0.2502εDa
log10 Dm = IT (−4.5761 + 0.6681Mw) + INT (−3.7393 + 0.6151Mw) + 0.2249εDm
log10 Az = IT (−1.0644 + 0.3093Mw) + INT (−1.3350 + 0.3033Mw) + 0.1592εAz
log10 Ax = IT (−1.9844 + 0.4520Mw) + INT (−2.4664 + 0.5113Mw) + 0.2204εAx
Table 3. Linear correlation coeﬃcients of regression residuals of the seven source
parameters without distinguishing model types (corresponding to Table 1).
Variable εW εL εS εDa εDm εAz εAx
εW 1.0 0.148 0.802 −0.809 −0.725 0.893 0.062
εL 0.148 1.0 0.709 −0.517 −0.464 0.242 0.736
εS 0.802 0.709 1.0 −0.889 −0.797 0.782 0.489
εDa −0.809 −0.517 −0.889 1.0 0.895 −0.758 −0.330
εDm −0.725 −0.464 −0.797 0.895 1.0 −0.718 −0.308
εAz 0.893 0.242 0.782 −0.758 −0.718 1.0 0.261
εAx 0.062 0.736 0.489 −0.330 −0.308 0.261 1.0
similar. These results suggest that the non-tsunamigenic relationships for W devel-
oped in this study are broadly consistent with the existing models that are available
in the literature but the tsunamigenic relationships diﬀer signiﬁcantly from the exist-
ing ones. The diﬀerences may be attributed to the lack of mega-thrust subduction
data in the previous studies. On the other hand, existing relationships for L are
consistent with the data and the developed scaling models in this study.
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Table 4. Linear correlation coeﬃcients of regression residuals of the seven
source parameters by distinguishing tsunamigenic and non-tsunamigenic
model types (corresponding to Table 2).
Variable εW εL εS εDa εDm εAz εAx
εW 1.0 0.139 0.708 −0.680 −0.545 0.826 0.035
εL 0.139 1.0 0.798 −0.595 −0.516 0.249 0.734
εS 0.708 0.798 1.0 −0.838 −0.699 0.680 0.545
εDa −0.680 −0.595 −0.838 1.0 0.835 −0.620 −0.374
εDm −0.545 −0.516 −0.699 0.835 1.0 −0.564 −0.337
εAz 0.826 0.249 0.680 −0.620 −0.564 1.0 0.288
εAx 0.035 0.734 0.545 −0.374 −0.337 0.288 1.0
Table 5. Prediction models of the Box-Cox power λ and the Hurst number H .
λ: a normal variable with mean equal to 0.312 and standard deviation equal to 0.278
H : a value of 0.99 with probability of 0.43 and a normal variable with mean equal to
0.714 and standard deviation equal to 0.172 with probability of 0.57
Next, Fig. 6(a) shows the fault area as a function of Mw. The fault area for
the tsunamigenic models is greater than that for the non-tsunamigenic models but
their diﬀerences are not as remarkable as those for W (Fig. 5(a)). A decrease of the
standard deviation of the residuals is noted (Tables 1 and 2). Therefore, a distinction
of tsunamigenic and non-tsunamigenic models for the fault area is desirable. The
developed relationships are compared with the scaling relationship developed by
Murotani et al. [2013] [M13]. The comparison indicates that the M13 relationship
is in close agreement with the overall scaling relationship (Table 1). Moreover, the
ratio between asperity area and fault area Sa/S is useful for constraining stochastic
source models [Somerville et al., 1999; Murotani et al., 2013]. Following the deﬁnition
by Murotani et al. [2013], the asperity area Sa is deﬁned as the summed area of sub-
faults having slips greater than 1.5 times mean slip, and values of Sa/S are evaluated
for the 226 source models. Figure 6(b) shows the Sa/S ratio as a function of Mw.
The results indicate that the ratio is independent of Mw and does not depend on
the data classiﬁcation. The Sa/S ratio can be modeled as a normal variable with
mean equal to 0.240 and standard deviation equal to 0.046. The obtained statistics
for the Sa/S ratio are similar to Sa/S = 0.20, as suggested by Murotani et al.
[2013].
3.2.2. Scaling relationships for slip statistics parameters
Figure 7 plots the mean slip and maximum slip as a function of Mw. The results for
the Mw–Da relationship clearly show that the data for the tsunamigenic and non-
tsunamigenic models are distributed diﬀerently; for the same Mw values, Da for
the tsunamigenic events is smaller than Da for the non-tsunamigenic models. The
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diﬀerences of the Mw–Da scaling behavior for the two datasets can be attributed
to diﬀerences in stress drop for these data (note: mean slip is proportional to stress
drop). The statistical analysis carried out by Allmann and Shearer [2009] indicates
that stress drop for strike-slip events is 3 to 5 times greater than other types of earth-
quakes and that stress drop for intra-plate events is 2 times greater than inter-plate
events. The non-tsunamigenic models include all strike-slip events and are of intra-
plate type, whereas the tsunamigenic models correspond to inter-plate events. Con-
sequently, the stress drop for the non-tsunamigenic models is signiﬁcantly greater
than the stress drop for the tsunamigenic models. Another contributing factor for
the diﬀerences of Da values is the fault area (Fig. 6(a)). The Mw–W relationship for
the tsunamigenic models is larger than that for the non-tsunamigenic models. Thus
the Mw–Da relationship for the tsunamigenic models is smaller. The results for the
Mw–Dm relationship also show diﬀerent scaling behavior for the tsunamigenic and
non-tsunamigenic models.
For Da, the scaling relationship by Wells and Coppersmith [1994] for all event
types as well as the scaling relationship by Murotani et al. [2013] is included in Fig. 7.
The comparison between the WC94-All relationship and the developed model for
the non-tsunamigenic events is consistent, whereas the M13 relationship is in good
agreement with the ﬁtted model without model-type distinction (Table 1). These
results suggest that the data used in the previous studies may be signiﬁcantly dif-
ferent, aﬀecting their ﬁnal scaling relationships. The scaling relationships developed
herein are based on much extensive datasets and thus are more robust than the
existing scaling models for mean slip. The residuals εDa and εDm are highly corre-
lated; the linear correlation coeﬃcient is about 0.7 to 0.9 (Tables 3 and 4). These
correlation coeﬃcients may need to be taken into account when mean and maximum
slips are evaluated simultaneously using the developed scaling relationships.
Finally, the scaling behavior of the Box-Cox parameter is examined. Figure 8
shows the Mw–λ relationship. The results indicate that the Mw–λ data points are
widely scattered and no clear dependence of λ on Mw is observed. A suitable prob-
ability distribution type for λ is the normal distribution. Therefore, the Box-Cox
parameter can be modeled as a normal random variable with mean equal to 0.312
and standard deviation equal to 0.278 (Table 5).
3.2.3. Scaling relationships for spatial slip distribution parameters
Figures 9(a) and 9(b) show the Mw–Az and Mw–Ax relationships, respectively. The
results indicate that the scaling behavior for Az diﬀers for the tsunamigenic and
non-tsunamigenic events, whereas that for Ax is consistent for the two datasets. The
observations are qualitatively similar to W and L (Fig. 5). Further to examine the
scaling characteristics of the correlation lengths, correlation lengths normalized by
the corresponding source dimensions, i.e. Az/W and Ax/L, are plotted in Figs. 9(c)
and 9(d), respectively, as a function of Mw. The normalized ratio plots, although
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they exhibit large variability particularly for the strike direction, show no magnitude-
as well as data type-dependency for both down-dip and along-strike directions. In
other words, magnitude scaling and data type-dependency of the correlation lengths
are similar to those of the source dimensions. This is in agreement with Mai and
Beroza [2002].
The obtained relationships are compared in Fig. 9 with the relationships pro-
posed by Mai and Beroza [2002] [MB02]. The comparison suggests that the devel-
oped models for the non-tsunamigenic models are similar to the MB02 relationships.
Note that the residuals for εAz and εAx are only weakly correlated with the linear
correlation coeﬃcient of about 0.3 (Tables 3 and 4). The statistics of the normal-
ized correlation lengths (Figs. 9(c) and 9(d)) are also usable for generating values of
Az and Ax. The mean and standard deviation of the normalized correlation length
along dip direction are 0.275 and 0.064, respectively, whereas the mean and standard
deviation of the normalized correlation length along strike direction are 0.283 and
0.164, respectively. The lognormal distribution is suitable to model the normalized
correlation lengths.
Next, the scaling characteristics of the Hurst number are examined by plotting
the Mw–H data pairs in Fig. 10. For many cases (98 out of 226), H is estimated to
be 0.99 (upper limit in the parameter estimation) and exhibits large variability when
H is less than 0.99. It is noteworthy that H is independent of moment magnitude.
Overall, the mean and standard deviation of H are 0.834 and 0.139, respectively,
noting that the estimated values of H should be truncated at the upper bound of
0.99. This results in the bimodal distribution of H. Alternatively, H can be modeled
as a random variable that takes a value of 0.99 with probability of 0.43 and a sampled
value from the normal distribution with mean equal to 0.714 and standard deviation
equal to 0.172 with probability of 0.57 (Table 5).
The preceding statistical analysis of the spatial slip distribution parameters has
focused on parameters that are estimated based on the manipulated slip distribu-
tions (i.e. interpolation and tapering). Variations of these analysis procedures are
possible and it is important to assess the sensitivity of the estimated parameters to
diﬀerent analysis settings. For this purpose, three additional spectral analyses are
conducted (using the entire set of 226 models): case i considers tapering only (no
interpolation); case ii considers interpolation only (no tapering); and case iii con-
siders neither tapering nor interpolation. Comparisons of the estimated spatial slip
distribution parameters of the cases i–iii with the base case that considers tapering
and interpolation are shown in Fig. 11. Figures 11(a)–11(c) present the eﬀects of
interpolation, the eﬀects of tapering, and the combined eﬀects of tapering and inter-
polation, respectively. The observations that can be made with respect to Fig. 11
are:
• Figure 11(a) shows that the correlation length along dip direction is increased
by interpolation, whereas the correlation length along strike direction tends to
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be smaller for some models. When the interpolation is not performed, the Hurst
number generally increases with respect to the base case. This change is expected
as interpolation tends to increase the spectral content in the large wavenumber
range, noting that for the von Ka´rma´n model the spectral level decays with a
slope of −(H + 1) (see Eq. (3)). When the interpolation is not considered, the
spectral level in the large wavenumber range is decreased and hence a model with
a greater H value ﬁts the spectrum better.
• Figure 11(b) shows that the inﬂuence on the correlation length along dip direction
is not signiﬁcant, whereas the correlation length along strike direction tends to
be greater than the base case for some models. Tapering tends to increase the
estimated values of the Hurst number. The increase in the correlation length along
strike direction is sometimes very remarkable, resulting in unrealistic estimates of
the correlation length. These large values of Ax (unstable results) are often related
to small values of H(< 0.3). Although tapering is a manipulation and is not a
genuine feature of the original source models, it tends to stabilize the estimation
process of the spatial slip distribution parameters.
• Figure 11(c) indicates that the combined eﬀects due to tapering and interpolation
lead to similar estimates of Az, whereas both increase and decrease are observed
for Ax. Overall, the estimated values of the Hurst number based on the case
without tapering/interpolation are smaller than those for the base case. Some
models are aﬀected more strongly by the increased spectral content in the large
wavenumber range, while others tend to result in unrealistic estimates of Ax due
to small H values.
The results shown in Fig. 11 suggest that the eﬀects due to the manipulations
(i.e. tapering and interpolation) on the estimated spatial slip distribution parame-
ters are complex and some models are aﬀected more signiﬁcantly than others. To
examine the impact due to these changes to the scaling relationships, ﬁtted curves
for the four cases are compared in Figs. 12(a)–12(c) for the correlation length along
dip, the correlation length along strike, and the Hurst number, respectively. For the
correlation lengths, the functional form that distinguishes the data types is con-
sidered and the ﬁtted curves for the base case are presented together with their
conﬁdence intervals (mean plus/minus one standard deviation). It can be observed
that for the correlation length along dip direction (Fig. 12(a)), the mean relation-
ships for cases i–iii fall within the conﬁdence intervals of the base case model;
the results that do not consider interpolation are greater than other cases (see
Fig. 11(a)). On the other hand, for the correlation length along strike direction
(Fig. 12(b)), results for all four cases are consistent (note: some anomalous results
are observed when the Hurst number is relatively small). These results conﬁrm
that overall the scaling relationships of the correlation lengths for the base case are
representative of several analysis settings in terms of manipulation of the slip distri-
bution. In contrast to these, the results for the Hurst number (Fig. 12(c)) are more
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signiﬁcantly inﬂuenced by the manipulation method. The base case results essen-
tially lie in the middle of the four analysis cases that are considered in this study.
Because there is no “correct” way as to how the slip distribution is manipulated
prior to spectral analysis, the base case is considered to be adequate in obtaining
the source parameters and eventually in developing scaling relationships for these
parameters.
3.3. Limitations of the developed scaling relationships
The new scaling relationships that are developed in this study oﬀer signiﬁcant
advancement with respect to previous relationships in the literature, notably in
the aspects of the comprehensiveness of the multivariate prediction models, which
are well suited for implementing them in probabilistic tsunami hazard and risk
assessment (Sec. 4). It is important to mention the limitations of the developed pre-
diction models. One limitation is the applicability of the developed models to large
mega-thrust subduction earthquakes that may have very long fault rupture zones,
exceeding 1000 km (e.g. 2004 Indian Ocean event). Another limitation is related
to tsunami earthquakes that are typically characterized by slow rupture processes
[Kanamori, 1972; Bell et al., 2014].
The dataset that is used in this study includes three inverted ﬁnite-fault rupture
models for the 2004 Indian Ocean event; two of the three models have fault lengths
exceeding 1000 km [Ammon et al., 2005; Rhie et al., 2007]. These models are at
the upper bound of the applicable range of the developed scaling relationships (i.e.
Mw9.2) and their eﬀective lengths are above the developed model for the mean plus
one standard deviation (Fig. 5(b)). Although the mean plus two standard deviations
of the predicted fault length contain such a long fault length, a caution should be
exercised in applying the developed prediction models for such extreme situations.
In particular, geological and seismological conditions in the source region of interest
should be taken into account.
Although the dataset of this study includes several tsunami earthquakes (e.g.
2006 Java event), kinematic features of the earthquake rupture process are not eval-
uated in this study. For example, to capture the slow rupture process of tsunami
earthquakes, rupture propagation velocity and rise time need to be modeled. Unfor-
tunately, the majority of the inverted source models used in this study provide the
ﬁnal spatial slip distributions only and thus are not suitable for such characteriza-
tions. In the future, the kinematic source parameters should also be considered in
developing a set of scaling relationships.
Additionally, it is known that the ratio of width and length and dip angle have
signiﬁcant impact on tsunami run-up [e.g. Sepu´lveda and Liu, 2016]. Although the
new Mw–W–L relationships can be directly applied to stochastic tsunami simu-
lation, the dip angle has not yet been characterized. This is a subject of future
investigations related to mega-thrust earthquakes.
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4. Stochastic Tsunami Simulation Using New Scaling
Relationships
In this section, an application of the newly developed scaling relationships (Sec. 3.2)
to Monte Carlo tsunami simulation is presented by focusing on locations in the
Sendai plain, Miyagi Prefecture, Japan. The sites for tsunami hazard assessment
cover coastal areas from Shinchi Town (south) to Sendai City (north) in Miyagi
Prefecture (Fig. 13(a)). A source region oﬀ the Tohoku region of Japan is deﬁned
(Fig. 13(b)), and two scenarios, i.e. Mw8.5 and Mw9.0, are considered. The aim
of the investigations is to demonstrate how new prediction models of the source
parameters can be implemented in a practical context. Because detailed explanations
of the computational method of the Monte Carlo tsunami simulation for particular
realizations (without scaling relationships) can be found elsewhere [Goda et al.,
2014, 2015; Goda and Abilova, 2016], only brief descriptions of the methodology
and data are given in the following.
4.1. Procedure
Tsunami hazard assessment can be carried out by implementing a sequence of com-
putations and simulations (Fig. 14). First, earthquake scenarios of interest need to
be deﬁned by specifying the moment magnitude, source region/fault model, and
asperity zone (Fig. 13(b)). The fault model is developed by referring to the fault
plane geometry, such as the location of the trench, top-fault depth, strike, and dip,
Fig. 13. (a) Selected locations in the Sendai plain, and (b) tsunami source region and fault model
oﬀ the Tohoku coast of Japan.
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Fig. 14. Analysis procedure for Monte Carlo tsunami simulation using prediction models of earth-
quake source parameters.
considered by Satake et al. [2013]. The fault model, i.e. extended version of the
Satake et al. fault plane model, covers a 650 km by 250 km area and has a constant
strike of 193◦ and variable dip angles, gradually steepening from 8◦ to 16◦ along
the down-dip direction. The asperity zone corresponds to a sub-region where a sig-
niﬁcant amount of earthquake slip is anticipated. In this study, diﬀerent asperity
regions are considered for the Mw8.5 and Mw9.0 scenarios (Fig. 13(b)); the asperity
zone for the Mw8.5 scenario is smaller and does not reach the Japan Trench. The
adopted scenario parameters essentially reﬂect the seismological knowledge of earth-
quake rupture in the target region, which can be adopted as criteria/constraints in
determining acceptable synthesized source models.
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Second, earthquake source parameters, such as W , L, Da, Dm, λ, Az, Ax,
and H, are generated using the developed prediction models of these parameters
(Tables 1–5). Uncertainties (i.e. prediction errors as characterized by epsilon vari-
ables) associated with the regression models should be taken into account in sam-
pling the values of the source parameters. Because some of the regression residuals of
the scaling relationships are highly correlated, it is desirable to taken into account
the correlation matrix of these residuals to avoid unrealistic combinations of the
source parameters (Tables 3 and 4). In the simulation, random numbers for the
epsilon variables are sampled from the multivariate standard normal distribution
function. Note that λ and H are treated as independent variables.
Third, using the generated spatial slip distribution parameters, a random slip
ﬁeld is generated using a Fourier integral method [Pardo-Iguzquiza and Chica-Olmo,
1993]. To achieve slip distribution with realistic positive skewness, the synthesized
slip distribution is converted via Box-Cox transformation [Goda et al., 2014]. The
transformed slip distribution is then adjusted to achieve the target mean slip Da and
to avoid very large slip values exceeding the target maximum slip Dm. Subsequently,
the position of the synthesized fault plane is determined randomly within the source
region. At this stage, consistency among the simulated values of W , L, and Da can
be checked by comparing the target seismic moment (as speciﬁed by the scenario
magnitude) and the simulated seismic moment (Mo = µWLDa, where µ is the rock
rigidity and µ is set to 40GPa; note that a constant rigidity value may not be
realistic as this physical quantity changes over depth, see Geist and Bilek [2001]).
Due to the variability in W , L, and Da, random sampling of W , L, and Da may
result in a seismic moment that is very diﬀerent from the target seismic moment
or moment magnitude. To avoid such an inadequate combination of W , L, and Da,
sampling of these three parameters is repeated until the calculated seismic moment
falls within a certain range. In this study, the target moment magnitudes minus/plus
0.05 units are considered for such a range.
To ensure that the synthesized slip distribution is realistic with respect to the
seismotectonic characteristics of the region, two criteria/constraints are implemented
to determine the ﬁnal acceptance of the generated source model. The ﬁrst constraint
requires that the Sa/S ratio of the candidate slip distribution falls between 0.2 and
0.3 (see Fig. 6(b)). The second constraint requires that the simulated earthquake
slip is higher in the designated asperity region. For the 2011 Tohoku earthquake,
high concentrations of earthquake slip in the shallow segment of the seismic region
(near the Japan Trench) have been suggested by many inversion studies [Goda et al.,
2014]. Practically, a candidate slip distribution is accepted if the total slip in the
asperity region has a certain slip concentration percentage in terms of total slip
across the fault plane. In this study, a slip concentration between 50% and 80%
is considered. In the Monte Carlo tsunami simulation, multiple slip distributions
are generated repeatedly until an acceptable source model, which has all desirable
characteristics, is obtained.
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Fourth, for a given acceptable source model, the initial water surface eleva-
tion (i.e. initial boundary conditions for tsunami simulation) is evaluated based
on formulae by Okada [1985] and Tanioka and Satake [1996]. Tsunami wave
propagation is evaluated by solving nonlinear shallow water equations with run-
up [Goto et al., 1997]. The computational domains are nested following a 1/3
ratio rule at four resolutions (i.e. 1350, 450, 150, and 50m domains). A complete
dataset of bathymetry/elevation, coastal/riverside structures, and surface roughness
is obtained from the Miyagi prefectural government. In the tsunami simulation, the
coastal/riverside structures are represented by a vertical wall at one or two sides of
the computational cells. To evaluate the volume of water that overpasses these walls,
Homma’s overﬂowing formulae are employed. The bottom friction is evaluated using
Manning’s formula following the Japan Society of Civil Engineers standard [2002].
The fault rupture is assumed to occur instantaneously, and numerical tsunami cal-
culation is performed for duration of 2 h with an integration time step of 0.5 s.
Finally, the above simulation procedure is repeated until a suﬃcient number of
acceptable source models are generated and their tsunami inundation heights/depths
at locations of interest are evaluated. The results from the Monte Carlo tsunami sim-
ulation are useful for evaluating variability of tsunami simulation results at diﬀerent
locations and for developing stochastic tsunami hazard maps [Goda et al., 2014,
2015].
4.2. Tsunami hazard results for Mw8.5 and Mw9.0 scenarios
In the illustrative application, two scenarios, i.e. Mw8.5 and Mw9.0, are considered.
In each scenario, two calculation cases are set up; the ﬁrst case takes into account
uncertainties of the scaling relationships (epsilon values in the prediction models
are generated; referred to as “with uncertainty” case), while the other case ignores
uncertainties of the scaling relationships (epsilon values in the prediction models
are set to zero; referred to as “without uncertainty” case). Essentially, the with-
out uncertainty case generates source models with ﬁxed source parameters. The
randomness of the synthesized source models is mainly attributed to the stochas-
ticity of the slip distribution (i.e. spectral synthesis) and the uncertainty of the
fault plane position within the entire rupture zone. Therefore, even for the without
uncertainty case, realizations of the earthquake source models are stochastic. The
aim of considering both with uncertainty and without uncertainty cases (with regard
to the developed prediction models of the source parameters) is to investigate the
eﬀects of prediction errors (epsilon terms) associated with the developed scaling rela-
tionships of the source model parameters on tsunami hazard assessment. For each
case, 100Monte Carlo tsunami simulations are conducted (in total, 400 runs are
performed).
Figure 15 shows examples of synthesized earthquake source models for the four
cases (i.e. Mw8.5 scenario with uncertainty, Mw8.5 scenario without uncertainty,
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(a) (b)
(c) (d)
Fig. 15. Examples of synthesized earthquake source models: (a) Mw8.5 scenario (with uncertainty),
(b) Mw8.5 scenario (without uncertainty), (c) Mw9.0 scenario (with uncertainty), and (d) Mw9.0
scenario (without uncertainty).
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Mw9.0 scenario with uncertainty, and Mw9.0 scenario without uncertainty). Note
that the source model shown in the ﬁgure is one of the 100 accepted source models,
respectively. It can be observed that both fault plane size and slip values increase
with moment magnitude, and that the location, size, and extent of the asperity
areas also change signiﬁcantly. The slip values and fault plane size are diﬀerent
for similar moment magnitudes (Fig. 15(a) versus Fig. 15(b), and Fig. 15(c) versus
Fig. 15(d)). Through the stochastic synthesis method of random slip ﬁelds, various
tsunami source characteristics can be taken into account.
Figure 16 shows the variability of the maximum inundation height at 100 loca-
tions along the Sendai plain coast (see Fig. 13(a) for the locations of the sites) for the
four analysis cases. The elevations at the 100 sites (grid points) along the coast are
near zero (within plus/minus 1m diﬀerences). The gray thin lines are the individual
simulation results, whereas the blue solid line with circle and the blue broken lines
correspond to the median curve and 10th/90th percentile curves of the individual
simulation results, respectively. The results indicate that on average the inundation
heights increase with earthquake magnitude, and variability of the tsunami heights
due to uncertainty of tsunami source characteristics is signiﬁcant. For the Mw8.5
scenario (Fig. 16(a) versus Fig. 16(b)), the extent of variability (e.g. interval between
10th and 90th percentile curves) is similar for both cases (note: strictly speaking,
variability for the with uncertainty case is slightly larger than that for the with-
out uncertainty case; to obtain more robust conclusions, the number of simulations
needs to be increased). On the other hand, for the Mw9.0 scenario (Fig. 16(c) ver-
sus Fig. 16(d)), a clear tendency for increased variability for the with uncertainty
case can be observed. The increase in the variability of tsunami hazard parame-
ters for the with uncertainty case, with respect to the without uncertainty case, is
expected because more critical tsunami sources, having smaller fault plane size and
more concentrated earthquake slip, can be synthesized as a statistical variation of
slip parameters. The results are in agreement with our previous study [Goda et al.,
2015] for the ﬁxed fault plane size (i.e. Mw9.0 scenario based on stochastic variations
of the Satake et al. source model).
Figure 17 displays the probability distribution of inundation area above 3m
depth in the Sendai plain based on 100 simulation results for the four cases. The
inundation area above 3m depth is adopted to deﬁne the regional tsunami hazard
level by ranking tsunami simulation results, noting that the inundation depth of 3m
corresponds to critical hazard intensity for major destruction of wooden houses [Sup-
pasri et al., 2013]. The inundation hazard curves clearly show that the hazard inten-
sities diﬀer signiﬁcantly, depending on diﬀerent scenarios (i.e. Mw8.5 versus Mw9.0).
For the Mw9.0 scenario, the inundation hazard curve for the with uncertainty case
varies more widely than that for the without uncertainty case; the diﬀerences of the
hazard curves are particularly large at high probability levels. The uncertainty of
the scaling relationships gives signiﬁcant variation of both lower and upper limits of
the probability distribution of the inundation area, although the average inundation
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Fig. 16. Variations of tsunami inundation height along the Sendai coast (see Fig. 13(a) for the loca-
tions of the sites): (a) Mw8.5 scenario (with uncertainty), (b) Mw8.5 scenario (without uncertainty),
(c) Mw9.0 scenario (with uncertainty), and (d) Mw9.0 scenario (without uncertainty).
areas are similar. The diﬀerences of hazard curves are particularly large at high
probability levels; this is particularly useful for evacuation planning because deter-
ministic approaches cannot provide detailed information related to the uncertainty
of the hazard estimates for a given scenario.
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Fig. 17. Probability distribution of inundation area above 3m depth for four analysis cases.
Moreover, the inundation hazard curves shown in Fig. 17 can be used to deﬁne
critical tsunami hazard scenarios and inundation maps for the region. Herein, for
illustration, three characteristic probability levels, 10th, 50th, and 90th percentiles,
are adopted by considering the Mw9.0 scenario. Figures 18 and 19 show probabilistic
(a) (b)
Fig. 18. Earthquake source models for Mw9.0 scenario determined based on the tsunami hazard
curves of inundation area above 3m depth (Fig. 17): (a) 10th percentile (with uncertainty), (b) 50th
percentile (with uncertainty), (c) 90th percentile (with uncertainty), (d) 10th percentile (without
uncertainty), (e) 50th percentile (without uncertainty), and (f) 90th percentile (without uncer-
tainty).
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(c) (d)
(e) (f)
Fig. 18. (Continued)
earthquake source models and inundation depth maps, respectively, that correspond
to the 10th, 50th, and 90th percentiles of the inundation hazard curves shown in
Fig. 17 (indicated by circles). With the increase of the percentile level, more earth-
quake slip is concentrated near the Sendai plain (Fig. 18), resulting in more severe
inundation situations (Fig. 19). Especially, the inundation depth maps for the six
cases (Fig. 19) visually show the increase of the tsunami inundation hazard in terms
of amplitude and spatial extent. Although the target area, Sendai plain, of this
study is smaller than the fault size (1/3 − 1/5), the sensitivity of inundation depth
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to percentiles is very localized at the scale of O(10 km). Additionally, the spatial
extent of inundation areas with and without uncertainty is similar for the 90th per-
centiles in Fig. 19, although the inundation depth is diﬀerent. On the other hand,
the spatial extent of inundation areas with and without uncertainty is diﬀerent for
(a) (b)
(c) (d)
Fig. 19. Inundation depth maps for Mw9.0 scenario determined based on the tsunami hazard curves
of inundation area above 3m depth (Fig. 17): (a) 10th percentile (with uncertainty), (b) 50th per-
centile (with uncertainty), (c) 90th percentile (with uncertainty), (d) 10th percentile (without uncer-
tainty), (e) 50th percentile (without uncertainty), and (f) 90th percentile (without uncertainty).
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(e) (f)
Fig. 19. (Continued)
the 10th percentiles. Both upper and lower sides of inundation extent and depth give
information regarding vulnerable areas and their sensitivity/variability in tsunami
hazard assessment.
5. Conclusions
In this paper, new scaling relationships of earthquake source parameters were devel-
oped using the extensive set of 226 ﬁnite-fault rupture models obtained from the
SRCMOD database to ﬁll the critical research gap in stochastic earthquake source
modeling. The novelty and signiﬁcance of this study are that the new models con-
sider not only geometry and slip parameters but also spatial slip distribution param-
eters, and can be implemented as multivariate prediction models in probabilistic
tsunami hazard and risk assessment. The underlying rupture models covered a
wide range of earthquake magnitudes (from Mw5.8 to Mw9.2) and earthquake types
(strike-slip/reverse/normal as well as tsunamigenic/non-tsunamigenic). The consid-
ered source parameters included the fault width, fault length, fault area, mean slip,
maximum slip, Box-Cox power, correlation lengths along-dip and along-strike direc-
tions, and Hurst number. These source parameters were uniformly and consistently
estimated through eﬀective dimension analysis, Box-Cox analysis, and spectral anal-
ysis.
The scaling relationships of the source parameters were developed through
regression analysis by considering the entire dataset and by distinguishing tsunami-
genic and non-tsunamigenic models. The results indicated that the distinction
between tsunamigenic and non-tsunamigenic data was beneﬁcial for the fault width,
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mean slip, and along-dip correlation length in reducing the regression errors associ-
ated with the scaling relationships. The reason for diﬀerent scaling behaviors of the
width-related parameters was because the fault planes of the tsunamigenic models
dip more gently than those of the non-tsunamigenic models and thus can be extended
more toward the down-dip direction than the non-tsunamigenic models. Comparison
of the developed scaling relationships with existing relationships indicated that the
new models were generally consistent with the existing ones for magnitudes less than
8.0, whereas signiﬁcantly diﬀerent scaling relationships were obtained for Mw8.0–9.0
mega-thrust events. The diﬀerences of the scaling models can be attributed to the
diﬀerences of the underlying data. The previous relationships did not have many
data points for large subduction events, whereas this aspect has been signiﬁcantly
improved in this study by adopting the extensive SRCMOD database.
To demonstrate how the developed scaling relationships can be implemented in
stochastic tsunami simulation, numerical cases were set up by focusing on loca-
tions in the Sendai plain, Miyagi, Japan, and two earthquake scenarios (Mw8.5 and
Mw9.0). A computational ﬂowchart was provided as practical guidance for the anal-
ysis procedure. As part of the demonstration, the eﬀects of variable source parame-
ters due to uncertainties of the scaling relationships (for a given moment magnitude)
on tsunami hazard parameters were investigated. The results highlighted that the
impact of accounting for randomness in source parameter generation had major
inﬂuence on local tsunami hazard parameters and thus such uncertainties should be
considered in probabilistic tsunami hazard and risk assessment.
As a ﬁnal remark, although the new scaling relationships of earthquake source
parameters and their applications were discussed in the context of tsunami haz-
ard analysis, the developed models should also be applicable to ground motion
simulation.
Data Availability
The values of the earthquake source model parameters that are used
for developing the prediction models are available from doi: 10.5523/bris.
s4tnp1cbdr741h3b63ic10zq5. The computer codes (MATLAB language) for stochas-
tic source modeling may be available on a case-by-case basis.
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