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Abstract. Let X be a rearrangement-invariant space over a non-atomic σ-finite measure space
(R, µ) and let α ∈ (0,∞). We define the functional
‖f‖X〈α〉 = ‖((|f |α)∗∗)
1
α ‖X(0,µ(R)),
in which f is a µ-measurable scalar function defined on (R, µ) and X(0, µ(R)) is the represen-
tation space of X. We denote by X〈α〉 the collection of all almost everywhere finite functions
f such that ‖f‖X〈α〉 is finite. These spaces recently surfaced in [11] and [12] in connection
of optimality of target function spaces in general Sobolev embeddings involving upper Ahlfors
regular measures.
We present a variety of results on these spaces including their basic functional properties, their
relations to customary function spaces and mutual embeddings and, in a particular situation, a
characterization of their associate structures. We discover a new one-parameter path of function
spaces leading from a Lebesgue space to a Zygmund class and we compare it to the classical
one.
1. Introduction
Function spaces based on symmetrization have proved to be very useful in many branches of
mathematics. They are often being used for fine-tuning of more robust classical function spaces
originally based on different principles, such as Lebesgue or Orlicz spaces, in situations where
these classes of spaces do not provide all answers. There is a vast literature available on the
subject, for some recent advances see e.g. [25, 3] or [10].
In the very recent papers [11] and [12], Sobolev embeddings of arbitrary order have been con-
sidered into function spaces on subdomains of Rn endowed with upper Ahlfors regular measures,
called sometimes in the literature also Frostman measures, whose decay on balls is dominated by
a certain power of their radii. The authors approached the problem from a new angle, combining
the classical idea of deducing the highly-dimensional inequalities from one-dimensional ones with
a completely new interpolation technique involving a logarithmically convex combination of two
integral operators. Compared to other occurrences of reduction principles that had been used
in earlier work, the piece of information obtained from interpolation in [11] turned out to be
somewhat mysterious and it took some further technical constructions to nail down correct tar-
get classes in the Sobolev embeddings. The idea was further developed in [12], where numerous
examples involving Lorentz–Sobolev spaces and Orlicz–Sobolev spaces were presented. Embed-
dings involving upper Ahlfors regular measures of this generality have a number of important
applications in measure theory, harmonic analysis, and theory of function spaces. Their most
notorious example is the Hausdorff measure of a subdomain, leading thereby to a wide variety
of general Sobolev trace embedding theorems including many classical results (cf., for instance,
[1, 2, 18, 19, 9]).
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An interesting phenomenon was spotted in [11], where it was shown that there is a huge
difference between the so-called fast-decaying measures, in the description of which the radii of
balls are raised to a large power, and the slow-decaying measures, for which the same power
is small. The threshold between these cases is given by a balance condition depending on the
dimension, the power determining the speed of the decay, and the order of the embedding. The
case of the slow decaying measures is the most interesting one and at the same time the most
difficult one. In this case, the classical approaches fail and a new type of reduction principle
for a Sobolev embedding involving a slowly-decaying upper Ahlfors regular measure has to be
found. Two techniques are developed in [11] to achieve this, each based on a fine work with a
certain scale of function structures, which we shall now describe in detail.
The point of departure is the triple consisting of a σ-finite non-atomic measure space (R, µ)
with µ(R) ∈ (0,∞], fixed once for all, a rearrangement-invariant spaceX containing µ-measurable
scalar functions defined on R, and a parameter α ∈ (0,∞). By X(0, µ(R)) we denote the rep-
resentation space of X (which is known to exist, and in fact is even unique - see [5, Chapter 2,
Theorem 4.10]). We define two new structures:
• the collection X{α} of all µ-measurable and µ-a.e. finite scalar functions f on R for
which the value ‖f‖X{α} , defined as ‖|f |α‖
1
α
X , is finite, and
• the collection X〈α〉 of all µ-measurable and µ-a.e. finite scalar functions f on R for which
the value ‖f‖X〈α〉 , defined as ‖((|f |α)∗∗)
1
α ‖X(0,µ(R)), is finite.
The scales X{α} and X〈α〉 are used in [11] and [12] in two independent constructions in order
to describe function spaces appearing as sharp target spaces in trace embedding theorems and
in Sobolev embeddings involving upper Ahlfors regular measures. Each scale plays a specific
role in an appropriate interpolation scheme. Now, while the spaces X{α} have been treated
before (cf. e.g. [17]), the spaces X〈α〉 are completely new. However, the authors of [11] and [12]
apply these structures to their purposes without dwelling on their basic functional properties.
The importance of the spaces X〈α〉, which stems from the mentioned applications, shows that
it would be desirable to obtain some more advanced information about them. Our aim in this
paper is precisely to carry out such a study.
We will subsequently focus on several important questions concerning these spaces. We ap-
proach the spaces through their governing functionals. Given a functional % : M+(R, µ) →
[0,∞], where M+(R, µ) is the set of all scalar-valued µ-measurable functions with values in
[0,∞], we define the subset X = X% of M0(R, µ) as the collection of all scalar-valued µ-
measurable functions on R which are finite µ-a.e. on R and such that ‖f‖X = %(|f |) < ∞.
Then we define the space X〈α〉 through the appropriate governing functional, denoted %〈α〉.
We shall first concentrate on the question when, given % and α, the functional %〈α〉 satisfies
individual axioms of a rearrangement-invariant Banach function norm. Surprisingly, this task
turns out to be rather complicated. We will then proceed to characterizing the fundamental
function of %〈α〉 (or, which is the same, of X〈α〉). We will investigate mutual relations of the
structures having the form X〈α〉, mostly expressed as sharp embeddings, and also their relations
to other customary scales of function spaces. We will also characterize their associate structures
in the special case when the underlying space X is the classical Lorentz space of type Λ. We
will provide non-trivial examples illustrating the general results.
Let us now describe the structure of the paper.
In Section 2, we collect all the necessary background material. We fix definitions here, and
also most of the notation. Section 3 is devoted to the study of the basic properties of the
functionals %〈α〉. We carry out a thorough scrutiny of these functionals within the context of
axioms of rearrangement-invariant (quasi)norms. It turns out that the question of the validity
of these axioms for %〈α〉 is quite non-trivial and contains some rather concealed pitfalls. Having
established basic knowledge, we continue to characterize fundamental functions, a property
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which often contains a key information when dealing with rearrangement-invariant structures.
We finally characterize when %〈α〉 is a rearrangement-invariant norm and illustrate the general
results obtained on examples.
In Section 4, we focus on mutual relations between the spaces X〈α〉. The results are mostly
formulated either as norm inequalities or continuous embeddings. We point out that the two
above-mentioned scales are linked in an interesting way. While X〈α〉 is always continuously em-
bedded into X, the converse is true if and only if the Hardy averaging operator is bounded on the
subcone of non-increasing functions of the representation space of X{ 1α}. Among corresponding
examples we discover a new type of a function space.
In Section 5, we present two independent ways of bridging a gap between a Lebesgue space
and the related, slightly smaller Zygmund class, both over the same finite measure space. We
employ here the new spaces from Section 4 to construct a one-parameter path of function spaces
bridging the two mentioned spaces and compare it to the natural well-known one. We provide
a comprehensive information about all possible embeddings between spaces belonging to both
scales.
In the last section, we study associate structures of X〈α〉 when X is a classical Lorentz space.
For this purpose, we drop the requirement that X has to be a rearrangement-invariant space.
This relaxation is possible due to the special technical nature of classical Lorentz spaces. We
reduce the problem to a question of quantifying the operator norm of a certain continuous
embedding. A key idea of this technique is that a generic function plays, for a time being, the
role of a weight.
2. Preliminaries
In this section, we collect definitions of objects of our study, fix notation and give a survey of
concepts and results from functional analysis and theory of function spaces that will be used in
the subsequent parts of the paper. Our standard general reference is [5] and [23], where more
details can be found.
Let (R, µ) be a non-atomic σ-finite measure space with µ(R) ∈ (0,∞]. We denote byM (R, µ)
the set of all µ-measurable functions on R whose values lie in [−∞,∞], by M+(R, µ) the
set of all functions in M (R, µ) whose values lie in [0,∞], and by M0(R, µ) the set of all
functions in M (R, µ) that are finite µ-a.e. on R. By M+(0, µ(R)) we denote the set of all
m-measurable functions on the interval (0, µ(R)) whose values lie in [0,∞], where m denotes
the one-dimensional Lebesgue measure. We use the symbol M0(0, µ(R)) in an analogous way.
For u ∈M (R, µ), the function u∗ : [0, µ(R))→ [0,∞], defined by
u∗(t) = inf{λ ≥ 0 : µ({x ∈ R : |u(x)| > λ}) ≤ t} for t ∈ [0, µ(R)),
is called the non-increasing rearrangement of u. The function u∗∗ : (0, µ(R)) → [0,∞], defined
by
u∗∗(t) =
1
t
∫ t
0
u∗(s) ds for t ∈ (0, µ(R)),
is called the maximal non-increasing rearrangement of u.
Remark 2.1. Assume that u, v ∈M (R, µ), {un}∞n=1 ⊂M (R, µ), α ∈ (0,∞) and a ∈ R. Then
• u∗, u∗∗ are non-negative and non-increasing on (0, µ(R)), u∗∗ is continuous,
• u∗ ≡ 0 if and only if u∗∗ ≡ 0, which in turn holds if and only if u = 0 µ-a.e. on R,
• if 0 ≤ v ≤ u µ-a.e. on R, then v∗ ≤ u∗ and v∗∗ ≤ u∗∗, (au)∗ = |a|u∗, (au)∗∗ = |a|u∗∗ and
if 0 ≤ un ↗ u µ-a.e. on R, then u∗∗n ↗ u∗∗,
• u∗(t) ≤ u∗∗(t) for t ∈ (0, µ(R)),
• (u∗)α = (|u|α)∗.
If, moreover, either u, v ∈M0(R, µ) or u, v ∈M+(R, µ), then
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• (u+ v)∗∗(t) ≤ u∗∗(t) + v∗∗(t) for t ∈ (0, µ(R)),
• (u+ v)∗(s+ t) ≤ u∗(s) + v∗(t) for s, t, s+ t ∈ [0, µ(R)).
Definition 2.2 (continuous embedding). Let X,Y be two quasinormed linear spaces and let
X ⊂ Y . We say that the space X is continuously embedded into the space Y, denoted X ↪→ Y ,
if there exists a constant C ∈ (0,∞) such that
‖u‖Y ≤ C ‖u‖X for every u ∈M (R, µ).
We denote by χE the characteristic function of a set E. If A,B are two non-negative quantities,
we write A . B if there exists a positive constant c independent of adequate parameters involved
in A and B such that A ≤ cB. When A . B and simultaneously B . A, we write A ≈ B. The
convention 0 · ∞ = 0 applies.
Notation 2.3. If % : M+(R, µ)→ [0,∞] is a functional, then we denote by X% the collection of
all functions f ∈M0(R, µ) such that ‖f‖X% = %(|f |) <∞.
If % : M+(R, µ) → [0,∞] and σ : M+(R, µ) → [0,∞], then by X% = Xσ we shall mean that
X% and Xσ are equal in the set-theoretical sense and there exist positive constants c, C such
that c%(f) ≤ σ(f) ≤ C%(f) for every f ∈M+(R, µ). In such case we shall say that X% and Xσ
are equivalent.
Definition 2.4. We say that a functional % : M+(R, µ) → [0,∞] is a rearrangement-invariant
norm (an r.i. norm for short) if, for all f , g and {fn}∞n=1 in M+(R, µ), for every λ ∈ [0,∞) and
for every µ-measurable subset E of R, the following six properties are satisfied:
(P1) %(f) = 0⇔ f = 0 µ-a.e. on R; %(λf) = λ%(f); %(f + g) ≤ %(f) + %(g);
(P2) g ≤ f µ-a.e. on R ⇒ %(g) ≤ %(f);
(P3) fn ↗ f µ-a.e. on R ⇒ %(fn)↗ %(f);
(P4) µ(E) <∞⇒ %(χE) <∞;
(P5) µ(E) < ∞ ⇒ ∫E f dµ ≤ CE%(f) for some constant CE ∈ (0,∞) possibly depending on
E and % but independent of f ;
(P6) %(f) = %(g) whenever f∗ = g∗.
We say that % : M+(R, µ)→ [0,∞] is a rearrangement-invariant quasinorm (an r.i. quasinorm
for short) if it satisfies (P2), (P3), (P4) and (P6), and (P1) replaced by its weakened modification
(Q1), where
(Q1) %(f) = 0⇔ f = 0 µ-a.e. on R, %(λf) = λ%(f) and there exists C ∈ (0,∞) such that
%(f + g) ≤ C(%(f) + %(g)) for every f, g ∈M+(R, µ).
The infimum over all such constants C is called the modulus of concavity of % (cf. [21]).
For an r.i. quasinorm % and X = X% we denote ‖f‖X = %(|f |) for f ∈M (R, µ). We then say
that X is a rearrangement-invariant quasi-Banach function space (a quasi-r.i. space for short)
over (R, µ). In case % is an r.i. norm, we call X a rearrangement-invariant Banach function
space (an r.i. space for short) over (R, µ).
It is worth noticing that the expression ‖f‖X is defined for every f ∈M (R, µ) (although it
might be infinite) and that ‖f‖X <∞ if and only if f ∈ X.
A pivotal example of an r.i. space is the Lebesgue space.
Definition 2.5. Let p ∈ (0,∞]. Then we define the functional %p on M+(R, µ) by
%p(f) =
{(∫
R f
p dµ
) 1
p if p ∈ (0,∞),
µ- ess supx∈R f(x) if p =∞.
We shall denote Lp = X%p .
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Note that Lp is a quasi-r.i. space for every p ∈ (0,∞] and it is an r.i. space if and only if
p ∈ [1,∞].
Definition 2.6. Let % : M+(R, µ)→ [0,∞] be a functional satisfying (P6). Then the function
ϕ : [0, µ(R)) → [0,∞] given by ϕ(t) = %(χE), where E is any µ-measurable subset of R such
that µ(E) = t, is well defined, and will be called the fundamental function of %. We also say
that ϕ is the fundamental function of X, where X = X%.
Definition 2.7. Let % : M+(R, µ) → [0,∞] be a functional. Then we define another such
functional, %′ : M+(R, µ)→ [0,∞], by
%′(f) = sup
{∫
R
fg dµ : g ∈M+(R, µ), %(g) ≤ 1
}
.
Then %′ is called the associate functional of %. If X = X%, then we write X ′ = X%′ . If % is
an r.i. norm, then so is %′, and it is called the associate norm of % and X ′ is called the associate
space of X.
If p ∈ [1,∞], then %′p = %p′ , where p′ is given by
p′ =

∞ if p = 1,
p
p−1 if p ∈ (1,∞),
1 if p =∞.
If % : M+(R, µ)→ [0,∞] is a functional, then the Ho¨lder inequality∫ µ(R)
0
fg dµ ≤ %(f)%′(g) (2.1)
holds for every f, g ∈M+(R, µ) such that %(f) < ∞ and %′(g) < ∞. In the case when % is an
r.i. norm, the inequality (2.1) holds for any f, g ∈M+(R, µ).
Remark 2.8. It was shown in [16, Theorem 3.1], see also [14, Remark 2.3], that if a functional
% : M+(R, µ)→ [0,∞] satisfies at least (P4) and (P5), then %′ satisfies (P1)–(P5).
Assume that % is an r.i. norm over (R, µ). Then there exists a uniquely defined r.i. norm % over
((0, µ(R)),m) such that %(f) = %(f∗) for every f ∈M+(R, µ). We will call % the representation
norm of %. We denote X = X% and we write ‖h‖X = %(|h|) for every h ∈M (R, µ).
Definition 2.9. We say that the functions u, v ∈M (R, µ) are in the Hardy–Littlewood–Po´lya
relation, a fact we denote by u ≺ v, if, for every t ∈ [0, µ(R)), one has∫ t
0
u∗(s) ds ≤
∫ t
0
v∗(s) ds.
The Hardy–Littlewood–Po´lya principle states that if u, v ∈ M (R, µ) satisfy u ≺ v and
% : M+(R, µ)→ [0,∞] is an r.i. norm, then
%(|u|) ≤ %(|v|).
Although Lebesgue spaces play a primary role in analysis, there are other scales of function
spaces that are also of interest. Lebesgue spaces have been generalized in many ways, two of
the most important ones being represented by Lorentz spaces and Orlicz spaces. We shall recall
definitions and basic properties of these spaces. For proofs and more details see [5] or [23].
Definition 2.10. Assume that p, q ∈ (0,∞]. We define the functionals %p,q and %(p,q) on
M+(R, µ) by
%p,q(f) = %q
(
s
1
p
− 1
q f∗(s)
)
and %(p,q)(f) = %q
(
s
1
p
− 1
q f∗∗(s)
)
.
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We shall denote Lp,q = X%p,q and L
(p,q) = X%(p,q) . These spaces (both types) are called Lorentz
spaces.
Obviously (cf. Remark 2.1), one has L(p,q) ↪→ Lp,q for any choice of p, q. Moreover,
Lp,q = L(p,q) if p ∈ (1,∞].
It will be useful to recall that Lp,p = Lp for every p ∈ (0,∞] and that Lp,q ↪→ Lp,r whenever
p ∈ (0,∞] and 0 < q ≤ r ≤ ∞. If either p ∈ (0,∞) and q ∈ (0,∞] or p = q =∞, then Lp,q is a
quasi-r.i. space. If one of the conditions
p ∈ (1,∞), q ∈ [1,∞],
p = q = 1,
p = q =∞,
holds, then Lp,q is equivalent to an r.i. space.
Remark 2.11. A quasi-r.i. space may, or may not, satisfy (P5). A typical example of a quasi-
r.i. space which does not satisfy (P5) is Lp with p ∈ (0, 1). On the other hand a typical example
of a quasi-r.i. space which is not an r.i. space but satisfies (P5) nevertheless is the Lorentz space
Lp,q with p ∈ (1,∞) and q ∈ (0, 1).
Definition 2.12. Let µ(R) < ∞, let p, q ∈ (0,∞] and let α ∈ R. We define the functionals
%p,q;α and %(p,q;α) on M+(R, µ) by%p,q;α(f) = %q
(
s
1
p
− 1
q logα
(
eµ(R)
s
)
f∗(s)
)
,
%(p,q;α)(f) = %q
(
s
1
p
− 1
q logα
(
eµ(R)
s
)
f∗∗(s)
)
.
We shall denote Lp,q;α = X%p,q;α and L
(p,q;α) = X%(p,q;α) . We call L
p,q;α and L(p,q;α) Lorentz–
Zygmund spaces.
If one of the following conditions
p ∈ (1,∞), q ∈ [1,∞],
p = 1, q = 1, α ∈ [0,∞),
p =∞, q =∞, α ∈ (−∞, 0],
p =∞, q ∈ [1,∞), α ∈ (−∞,−1q ),
is satisfied, then Lp,q;α is equivalent to an r.i. space. Lorentz–Zygmund spaces were introduced
in [4], further details can be found for instance in [22] or [15]. They contain many interesting
nontrivial function spaces which have important applications, mainly in various limiting or
critical situations, see e.g. [6].
Definition 2.13. Let p ∈ (0,∞] and let w be a weight on (0, µ(R)) (that is, w ∈M+(0, µ(R))).
Then we define the functionals %Λp(w) and %Γp(w) on M+(R, µ) by
%Λp(w)(f) =

(∫ µ(R)
0 f
∗(t)pw(t) dt
) 1
p
if p ∈ (0,∞),
m- ess supt∈(0,µ(R)) f∗(t)w(t) if p =∞
and
%Γp(w)(f) =

(∫ µ(R)
0 f
∗∗(t)pw(t) dt
) 1
p
if p ∈ (0,∞),
m- ess supt∈(0,µ(R)) f∗∗(t)w(t) if p =∞.
We write Λp(w) = X%Λp(w) and Γ
p(w) = X%Γp(w) . Then Λ
p(w) and Γp(w) are called classical
Lorentz spaces.
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The question of the (quasi)normability of classical Lorentz spaces is complicated, details can
be found either scattered in literature or surveyed in [23, Section 10.2]. Note that Λq(t
q
p
−1
) = Lp,q
and Γq(t
q
p
−1
) = L(p,q).
A generalization of Lebesgue spaces in a different direction is provided by Orlicz spaces.
Definition 2.14. We say that a function A : [0,∞] → [0,∞] is a Young function if it is left
continuous, increasing and convex on [0,∞], satisfying A(0) = 0, and such that A is not constant
in (0,∞). Then
A(t) =
∫ t
0
a(τ)dτ for t ∈ [0,∞],
for some non-decreasing, left-continuous function a : [0,∞)→ [0,∞] which is neither identically
equal to 0, nor to ∞. We then define the functional %A on M+(R, µ) by
%A(f) = inf
{
λ ∈ (0,∞) :
∫
R
A
(
f
λ
)
dµ ≤ 1
}
.
The corresponding space LA = X%A is called the Orlicz space.
In particular, LA = Lp if A(t) = tp for some p ∈ [1,∞), and LA = L∞ if A =∞χ(1,∞).
If µ(R) < ∞ and either p ∈ (1,∞) and α ∈ R or p = 1 and α ∈ [0,∞), then we denote
by Lp(logL)α the Orlicz space associated with a Young function equivalent to tp(log t)αp near
infinity. If β ∈ (0,∞), then we will denote by expLβ the Orlicz space built upon a Young function
equivalent to et
β
near infinity. Let us recall that Lp(logL)α = Lp,p;α and expLβ = L
∞,∞,− 1
β .
We will now define a specific functional, built upon a given norm, that will be useful in the
sequel.
Definition 2.15. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ (0,∞). We
then define the functional %{α} on M+(R, µ) by
%{α}(f) = %(fα)
1
α .
If X = X%, then we denote X
{α} = X%{α} .
It will be useful to note that if b ∈ (0,∞) and h ∈M+(0, b) is non-increasing, then∫ b
0
h(t) dt ≤ 2
∫ b
2
0
h(t) dt. (2.2)
3. Basic functional properties of the scale
In this section, we introduce the scale of function spaces which constitutes the main object of
study in this paper.
Definition 3.1. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ (0,∞). We
then define the functional %〈α〉 on M+(R, µ) by
%〈α〉(f) = %
(
((fα)∗∗)
1
α
)
.
If X = X%, then we denote X
〈α〉 = X%〈α〉 in accordance with Notation 2.3.
We begin by observing a basic relation between X and X〈α〉.
Proposition 3.2. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ (0,∞).
Then %(f) ≤ %〈α〉(f) for every f ∈M+(R, µ).
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Proof. Since % is an r.i. norm, we know that there exists its unique representation norm %.
Thus, using the properties of rearrangements collected in Remark 2.1, elementary inequalities
and (P2) for %, we get, for every f ∈M (R, µ),
%(f) = %(f∗) = %(((f∗)α)
1
α ) = %(((fα)∗)
1
α ) ≤ %(((fα)∗∗) 1α ) = %〈α〉(f),
and the assertion follows. 
Our next aim is to investigate when, for a given r.i. norm %, the functional %〈α〉 is at least a
quasinorm.
Theorem 3.3. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ (0,∞). Then
%〈α〉 satisfies (P2), (P3), (P6) and (Q1).
Proof. First, note that %〈α〉 obviously satisfies (P6). Since % is an r.i. norm, we know that
there exists its unique representation norm %. Properties (P2) and (P3) for %〈α〉 follow readily
from their counterparts for %, using also elementary properties of powers and rearrangements
(see Remark 2.1). To prove (Q1) for %〈α〉, let us first show the positive homogeneity. Let
f ∈ M+(R, µ) and c ≥ 0. Using the positive homogeneity of the maximal non-increasing
rearrangement mentioned in Remark 2.1 and of %, we have
%〈α〉(cf) = %
(
(((cf)α)∗∗)
1
α
)
= c%
(
((fα)∗∗)
1
α
)
= c%〈α〉(f).
Now let us turn our attention to the subadditivity of %〈α〉. Let f, g ∈ M+(R, µ). We shall
distinguish two cases according to whether α ∈ (0, 1) or α ∈ [1,∞) and treat them separately.
Assume first that α ∈ [1,∞). Then, using the definition of %〈α〉, elementary inequalities, subad-
ditivity, monotonicity and positive homogeneity of the maximal non-increasing rearrangement,
(P1) and (P2) for %, we get
%〈α〉(f + g) = %
(
(((f + g)α)∗∗)
1
α
)
≤ %
(((
2α−1(fα + gα)
)∗∗) 1α)
≤ 21− 1α %
(
((fα)∗∗)
1
α + ((gα)∗∗)
1
α
)
≤ 21− 1α
(
%〈α〉(f) + %〈α〉(g)
)
.
Now assume that α ∈ (0, 1). Then, using analogous principles, we obtain
%〈α〉(f + g) = %
(
(((f + g)α)∗∗)
1
α
)
≤ %
(
((fα)∗∗ + (gα)∗∗)
1
α
)
≤ %
(
2
1
α
−1
(
((fα)∗∗)
1
α + ((gα)∗∗)
1
α
))
≤ 2 1α−1
(
%〈α〉(f) + %〈α〉(g)
)
.
Altogether, we get, in each case,
%〈α〉(f + g) ≤ 2| 1α−1|
(
%〈α〉(f) + %〈α〉(g)
)
.
It remains to notice that it follows from Remark 2.1 and (P1) for % that, for f ∈M+(R, µ),
%〈α〉(f) = 0 ⇔ %
(
((fα)∗∗)
1
α
)
= 0 ⇔ f = 0 µ-a.e. on R.
The proof is complete. 
Remark 3.4. Under the assumptions of Theorem 3.3, the functional %〈α〉 may, or may not,
satisfy (P4). We shall come back to this question in more detail in Theorem 3.9 below.
Our next aim is to point out that much more can be said when α ≥ 1. To this end we shall
need the following useful general principle of independent interest.
BASIC FUNCTIONAL PROPERTIES OF CERTAIN SCALE OF REARRANGEMENT-INVARIANT SPACES 9
Proposition 3.5. Let h : (0, µ(R))→ [0,∞) be right-continuous and non-increasing. Then, for
every fixed t ∈ (0, µ(R)), the operator
u 7−→
∫ t
0
u∗(s)h(s) ds
is subadditive both on M+(R, µ) and on M0(R, µ).
Proof. Fix t ∈ (0, µ(R)) and let us represent h as
h(s) = c+
∫ µ(R)
s
dν for s ∈ (0, µ(R)),
where c is a constant and ν is a Lebesgue-Stieltjes measure on (0, µ(R)). Then, by the Fubini
theorem, we have∫ t
0
u∗(s)h(s) ds = c
∫ t
0
u∗(s) ds+
∫ t
0
u∗(s)
∫ t
s
dν(y) ds+
∫ t
0
u∗(s)
∫ µ(R)
t
dν(y) ds
= c
∫ t
0
u∗(s) ds+
∫ t
0
∫ y
0
u∗(s) ds dν(y) +
∫ µ(R)
t
dν(y)
∫ t
0
u∗(s) ds
=
(
c+
∫ µ(R)
t
dν(y)
)
tu∗∗(t) +
∫ t
0
yu∗∗(y) dν(y),
which is subadditive by Remark 2.1. 
Theorem 3.6. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ [1,∞). Then
%〈α〉 satisfies (P1).
Proof. In view of Theorem 3.3 it only remains to show that %〈α〉 satisfies the triangle inequality.
This is clear if α = 1, so let us assume that α ∈ (1,∞). Suppose that f, g ∈M+(R, µ) and fix
t ∈ (0, µ(R)). If f+g is equal to zero µ-almost everywhere on R, then there is nothing to prove.
Assume this is not the case. The function (f + g)∗ (s)α−1 is non-increasing and right-continuous
in s on (0, µ(R)). Therefore, by Proposition 3.5 applied to h = ((f + g)∗)α−1 followed by the
double use of the Ho¨lder inequality (2.1) with % α
α−1
and %α, we get∫ t
0
(f + g)∗ (s)α ds =
∫ t
0
(f + g)∗ (s)α−1 (f + g)∗ (s) ds
≤
∫ t
0
(f + g)∗ (s)α−1 (f∗(s) + g∗(s)) ds
=
∫ t
0
(f + g)∗ (s)α−1f∗(s) ds+
∫ t
0
(f + g)∗ (s)α−1g∗(s) ds
≤
(∫ t
0
(f + g)∗ (s)α ds
)α−1
α
(∫ t
0
f∗(s)α ds
) 1
α
+
(∫ t
0
(f + g)∗ (s)α ds
)α−1
α
(∫ t
0
g∗(s)α ds
) 1
α
=
(∫ t
0
(f + g)∗ (s)α ds
)1− 1
α
((∫ t
0
f∗(s)α ds
) 1
α
+
(∫ t
0
g∗(s)α ds
) 1
α
)
.
Assume that for every t ∈ (0, µ(R)) one has ∫ t0 (f + g)∗ (s)α ds < ∞. Since f + g is not equal
to the zero function µ-almost everywhere on R,
∫ t
0 (f + g)
∗ (s)α ds is positive regardless of t.
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Hence, dividing, we get(∫ t
0
(f + g)∗ (s)α ds
) 1
α
≤
(∫ t
0
f∗(s)α ds
) 1
α
+
(∫ t
0
g∗(s)α ds
) 1
α
for every t ∈ (0, µ(R)).
Multiplying both sides by t−
1
α , we arrive at pointwise estimate
((f + g)α)∗∗ (t)
1
α ≤ (fα)∗∗ (t) 1α + (gα)∗∗ (t) 1α for every t ∈ (0, µ(R)).
Using (P2) and (P1) for %, we finally obtain
%〈α〉(f + g) ≤ %〈α〉(f) + %〈α〉(g),
establishing the statement. If, for some t ∈ (0, µ(R)), one has ∫ t0 (f + g)∗ (s)α ds =∞, then, by
Remark 2.1 and a change of variables, we get∫ t
0
(f + g)∗ (s)α ds ≤
∫ t
0
(
f∗( s2) + g
∗( s2)
)α
ds = 2
∫ t
2
0
(f∗(τ) + g∗(τ))α dτ
≤ 2
∫ t
0
(f∗(τ) + g∗(τ))α dτ ≤ 2α
∫ t
0
(f∗(τ)α + g∗(τ)α) dτ,
so at least one of the terms
∫ t
0 f
∗(s)α ds,
∫ t
0 g
∗(s)α ds must be infinite. Assume with no loss of
generality that
∫ t
0 f
∗(s)α ds =∞. Then, by monotonicity of f∗, we conclude that (fα)∗∗(s) =∞
for every s ∈ (0, t). Consequently %〈α〉(f) =∞, the more so %〈α〉(f) + %〈α〉(g) =∞, whence the
assertion holds, again. The proof is complete. 
One of the most important characteristics of any rearrangement-invariant structure is its
fundamental function. We focus on it in the next theorem.
Theorem 3.7 (fundamental function). Let % be a rearrangement-invariant norm over (R, µ)
and let α ∈ (0,∞). Let ϕ〈α〉 denote the fundamental function of %〈α〉. Then
ϕ〈α〉 (a) ≈ a 1α %
(
t−
1
αχ(a,µ(R)) (t)
)
for a ∈
(
0, µ(R)2
)
with constants of equivalence depending only on α.
Proof. Fix a ∈ (0, µ(R)). Let E ⊂ R such that µ(E) = a. Then
(χE)
∗∗ (t) = χ(0,a] (t) +
a
t
χ(a,µ(R)) (t) for t ∈ (0, µ(R)).
Thus,
(χE)
∗∗ (t)
1
α = χ(0,a] (t) + a
1
α t−
1
αχ(a,µ(R)) (t) for t ∈ (0, µ(R)).
Consequently,
ϕ〈α〉 (a) = %
(
(χE)
∗∗ (t)
1
α
)
= %
(
χ(0,a] (t) + a
1
α t−
1
αχ(a,µ(R)) (t)
)
. (3.1)
Since all terms are non-negative, using (P2) and positive homogeneity for %, we immediately
obtain the lower bound, namely
ϕ〈α〉 (a) ≥ a 1α %
(
t−
1
αχ(a,µ(R)) (t)
)
. (3.2)
We will prove the upper bound. We get from (3.1) and (P1) for %
ϕ〈α〉 (a) ≤ % (χ(0,a])+ a 1α %(t− 1αχ(a,µ(R)) (t)) . (3.3)
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Next we will show that for a close to zero the first summand on the right in (3.3) is negligible.
To this end, assume that a ∈
(
0, µ(R)2
)
. Then, by positive homogeneity, (P2) and (P6) for %,
we have
%
(
t−
1
αχ(a,µ(R))(t)
)
≥ %
(
t−
1
αχ(a,2a](t)
)
≥ (2a)− 1α % (χ(a,2a]) = (2a)− 1α % (χ(0,a]) .
Plugging this into (3.3) and combining it with (3.2), we get
a
1
α %
(
t−
1
αχ(a,µ(R)) (t)
)
≤ ϕ〈α〉(a) ≤
(
1 + 2
1
α
)
a
1
α %
(
t−
1
αχ(a,µ(R)) (t)
)
,
establishing the claim. 
Remark 3.8. In Theorem 3.7, the case µ(R) = ∞ is a possibility (then the equivalence holds
for every a ∈ (0,∞)). If µ(R) < ∞, then, for a close to µ(R), the result is clearly wrong. In
such case, the best upper bound is given by (3.3).
Theorem 3.9. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ (0,∞). Then
the following statements are equivalent:
(a) %〈α〉 satisfies (P4),
(b) either µ(R) <∞ or µ(R) =∞ and
%
(
t−
1
αχ(a0,∞)(t)
)
<∞ for some a0 ∈ (0,∞), (3.4)
(c) either µ(R) <∞ or µ(R) =∞ and
%
(
t−
1
αχ(a,∞)(t)
)
<∞ for every a ∈ (0,∞). (3.5)
Proof. (a) ⇒ (b) Assume that µ(R) =∞ and (3.4) is false. Let E be a µ-measurable subset
of R such that µ(E) <∞. Let ϕ〈α〉 be the fundamental function of %〈α〉. Then, by Theorem 3.7,
%〈α〉(χE) = ϕ〈α〉(µ(E)) ≈ µ(E) 1α %
(
t−
1
αχ(µ(E),∞)(t)
)
, (3.6)
which is infinite thanks to the negation of (3.4). Consequently, %〈α〉 does not satisfy (P4).
(b) ⇒ (c) If µ(R) <∞, the implication is trivial. Assume that µ(R) =∞ and a ∈ (0,∞).
If a ∈ [a0,∞), then, thanks to (P2) for %, (3.5) follows immediately from (3.4). Let a ∈ (0, a0).
By (P1) and (P2) for %,
%
(
t−
1
αχ(a,∞)(t)
)
≤
(
%
(
t−
1
αχ(a,a0)(t)
)
+ %
(
t−
1
αχ(a0,∞)(t)
))
≤ a− 1α % (χ(a,a0)(t))+ %(t− 1αχ(a0,∞)(t)) ,
which is finite by (P4) for % and (3.4). This establishes (c).
(c) ⇒ (a) Assume first that µ(R) = ∞ and that (3.5) holds. Let E be a µ-measurable
subset of R such that µ(E) <∞. We know from (3.6) that
%〈α〉(χE) ≈ µ(E) 1α %
(
t−
1
αχ(µ(E),∞)(t)
)
,
which in turn is finite by (3.5), so the claim follows. Now assume that µ(R) <∞. Then, by the
very definition of %〈α〉, (P2) for %〈α〉 and (P4) for %, we have
%〈α〉(χE) ≤ %〈α〉(χR) = %
(
χ(0,µ(R))
)
<∞,
proving the claim again. The proof is complete. 
Remark 3.10. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ (0,∞). Assume
that either µ(R) <∞ or µ(R) =∞ and (3.4) holds. Then, by Theorems 3.3 and 3.9, %〈α〉 is an
r.i. quasinorm.
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Remark 3.11. Let % be a rearrangement-invariant norm over (R, µ), X = X% and α ∈ (0,∞).
Then one always has 0 ∈ X〈α〉, where 0 stands for the function which is equal to zero µ-a.e. on
R. In exceptional cases it may happen that 0 is the only element of X〈α〉. In such cases we
shall say that X〈α〉 is trivial. Clearly, X〈α〉 is non-trivial if and only if %〈α〉 satisfies (P4). It thus
follows from Theorem 3.9 that X〈α〉 is non-trivial if and only if either µ(R) <∞ or µ(R) =∞
and (3.4) holds.
We shall now apply the results obtained to Lebesgue and Lorentz spaces.
Proposition 3.12 (Lebesgue spaces). Let p ∈ [1,∞] and α ∈ (0,∞). Then (Lp)〈α〉 is non-trivial
if and only if either µ(R) <∞ or α ∈ (0, p).
Proof. According to Remark 3.11, (Lp)〈α〉 is non-trivial if and only if either µ(R) < ∞ or
µ(R) = ∞ and there exists an a ∈ (0,∞) such that ‖t− 1αχ(a,∞)‖Lp(0,∞) < ∞. This, in turn, is
true if and only if α ∈ (0, p). 
Proposition 3.13 (Lorentz spaces). Let either p = q = 1 or p = q = ∞ or p ∈ (1,∞),
q ∈ [1,∞]. Let α ∈ (0,∞). Then (Lp,q)〈α〉 is non-trivial if and only if one of the following
conditions holds:
• µ(R) <∞,
• α ∈ (0, p) and q ∈ [1,∞),
• α ∈ (0, p] and q =∞.
Proof. By Remark 3.11 once again, (Lp,q)〈α〉 is non-trivial if and only if either µ(R) < ∞ or
µ(R) =∞ and there exists an a ∈ (0,∞) such that ‖t− 1αχ(a,∞)(t)‖Lp,q(0,∞) <∞. Assume that
µ(R) =∞ and q ∈ [1,∞). Then∥∥∥t− 1αχ(a,∞)(t)∥∥∥q
Lp,q(0,∞)
=
∫ ∞
0
(
t
1
p (t+ a)−
1
α
)q dt
t
,
which converges if and only if α ∈ (0, p). Now assume that µ(R) =∞ and q =∞. Then∥∥∥t− 1αχ(a,∞)(t)∥∥∥
Lp,∞(0,∞)
= ess supt∈(0,∞) t
1
p (t+ a)−
1
α ,
which is finite if and only if α ∈ (0, p]. The proof is complete. 
Theorem 3.14. Let % be a rearrangement-invariant norm over (R, µ) and let α ∈ [1,∞). Then
%〈α〉 is an r.i. norm if and only if either µ(R) <∞ or µ(R) =∞ and (3.4) holds.
Proof. Assume that either µ(R) < ∞ or µ(R) = ∞ and (3.4) holds. Then property (P1) for
%〈α〉 follows from Theorem 3.6, properties (P2), (P3) and (P6) from Theorem 3.3 and property
(P4) from Theorem 3.9. It remains to verify property (P5). To this end, let E ⊂ R be
a µ-measurable set such that µ(E) < ∞ and let f ∈ M+(R, µ). Then, by (P5) for % and
Proposition 3.2, ∫
E
f dµ ≤ CE%(f) ≤ CE%〈α〉(f).
Conversely, assume that %〈α〉 is an r.i. norm. Then it satisfies (P4). Hence, the conclusion
follows from Theorem 3.9. The proof is complete. 
We shall return to the question of necessity of the assumption α ∈ [1,∞) in Theorem 3.14 in
the subsequent section in Remark 4.6.
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4. Embeddings
Our next aim is to study embedding relations between the structures of the form X〈α〉, where
X = X% for some given functional % and X
〈α〉 = X%〈α〉 . This fact will entail a slight change of
our point of view. So far our main focus was concentrated on norms whereas from this section
on the main object of our research will be spaces. In correspondence with this intention we
shall, from this section on, mostly work with X, X〈α〉 and X rather than with %, %〈α〉 and %,
respectively.
We begin with a simple nesting property.
Proposition 4.1. Let X be a rearrangement-invariant space over (R, µ), α1, α2 ∈ (0,∞) and
α1 ≤ α2. Then ‖f‖X〈α1〉 ≤ ‖f‖X〈α2〉 for every f ∈M (R, µ).
Proof. The function t 7→ t
α2
α1 is convex on (0, µ(R)). Hence, by Jensen’s inequality and (P2)
for ‖ · ‖X(0,µ(R)) restricted to non-negative functions, we have
‖f‖X〈α1〉 =
∥∥∥∥∥
(
1
t
∫ t
0
f∗(s)α1 ds
) 1
α1
∥∥∥∥∥
X(0,µ(R))
≤
∥∥∥∥∥
(
1
t
∫ t
0
f∗(s)α2 ds
) 1
α2
∥∥∥∥∥
X(0,µ(R))
= ‖f‖X〈α2〉 .

We next point out certain stability property with respect to continuous embeddings.
Proposition 4.2. Let X,Y be rearrangement-invariant spaces over (R, µ) such that ‖f‖X ≤
‖f‖Y for every f ∈ M (R, µ) and let α ∈ (0,∞). Then ‖f‖X〈α〉 ≤ ‖f‖Y 〈α〉 for every f ∈
M (R, µ).
Proof. The assertion follows immediately from the definitions. 
Remark 4.3. It follows from Remark 3.2 that X〈α〉 ↪→ X for every r.i. space X and every
α ∈ (0,∞). We shall now investigate the question, under which additional conditions the
converse embedding, namely X ↪→ X〈α〉, holds. In view of Remark 3.2, in such case we in fact
have X = X〈α〉. The question of characterizing such situations is of a considerable interest in
applications, see e.g. [12, proof of Theorem 3.1].
We start by pointing out that an interesting and useful characterization is available, expressed
in terms of boundedness of the Hardy averaging operator on an appropriate space involving
functions defined on an interval. For h ∈M+(0, µ(R)), we define the averaged function, Ah, by
Ah(t) =
1
t
∫ t
0
h(s) ds for t ∈ (0, µ(R)).
By A we denote the operator which associates every admissible function h with Ah. This
operator is then called the Hardy averaging operator.
Theorem 4.4. Let X be a rearrangement-invariant space over (R, µ) and let α ∈ (0,∞). Then
X ↪→ X〈α〉 if and only if there exists a positive constant κ such that
‖Ah‖
X{ 1α}(0,µ(R)) ≤ κ‖h‖X{ 1α}(0,µ(R)) (4.1)
for every non-increasing h ∈M+(0, µ(R)). Moreover, if κ is the optimal constant in (4.1) and
c is the norm of the embedding X ↪→ X〈α〉, then κ = cα.
Proof. The embedding X ↪→ X〈α〉 holds if and only if there exists a positive constant c such
that
‖f‖X〈α〉 ≤ c‖f‖X for every f ∈M (R, µ),
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that is, ∥∥∥∥∥
(
1
t
∫ t
0
f∗(s)α ds
) 1
α
∥∥∥∥∥
X(0,µ(R))
≤ c‖f∗‖X(0,µ(R)) for every f ∈M (R, µ),
A simple substitution shows that the last inequality is equivalent to saying that∥∥∥∥∥
(
1
t
∫ t
0
g∗(s) ds
) 1
α
∥∥∥∥∥
X(0,µ(R))
≤ c‖(g∗) 1α ‖X(0,µ(R)) for every g ∈M (R, µ),
Raising this to α we get
‖Ag∗‖
X{ 1α}(0,µ(R)) ≤ c
α‖g∗‖
X{ 1α}(0,µ(R)) for every g ∈M (R, µ),
and it just remains to realize that, given a non-increasing h ∈M+(0, µ(R)), we can always find
a function g ∈M (R, µ) such that g∗ = h thanks to the fact that the (R, µ) is non-atomic (see
e.g. [5, Corollary 7.8] or [20, Lemma 2.2]). 
Theorem 4.5. Let X be a rearrangement-invariant space over (R, µ) and let α ∈ (0, 1). Then
‖f‖X〈α〉 ≤
(
1
1− α
) 1
α
‖f‖X for every f ∈M (R, µ).
Proof. Assume that f ∈M (R, µ) and fix t ∈ (0, µ(R)). The classical Hardy inequality asserts
that ∫ t
0
(
1
s
∫ s
0
h(τ) dτ
) 1
α
ds ≤
(
1
1− α
) 1
α
∫ t
0
h(s)
1
α ds for every h ∈M+(0, µ(R)).
Applying this, in particular, to h = (|f |α)∗, we obtain∫ t
0
(
1
s
∫ s
0
f∗(τ)α dτ
) 1
α
ds ≤
(
1
1− α
) 1
α
∫ t
0
f∗(s) ds.
Both the functions s 7→ (1s ∫ s0 f∗(τ)α dτ) 1α and s 7→ f∗(s) are obviously non-increasing. Thus,
we get, by the Hardy–Littlewood–Po´lya principle,∥∥∥∥∥
(
1
s
∫ s
0
f∗(τ)α dτ
) 1
α
∥∥∥∥∥
X(0,µ(R))
≤
(
1
1− α
) 1
α
‖f∗‖X(0,µ(R)),
and the assertion follows. 
Remark 4.6. IfX is a rearrangement-invariant space over (R, µ) and α ∈ (0, 1), thenX = X〈α〉.
Indeed, by Proposition 3.2 and Theorem 4.5, we have
‖f‖X ≤ ‖f‖X〈α〉 ≤
(
1
1− α
) 1
α
‖f‖X for every f ∈M (R, µ).
In particular, X〈α〉 is equivalent to a rearrangement-invariant space. For α ∈ [1,∞), this is not
necessarily true. Note that this fact complements the result of Theorem 3.14.
We shall now give several examples describing the action of the operation X 7→ X〈α〉 on some
important scales of function spaces.
Example 4.7 (Lebesgue spaces). Let p ∈ [1,∞] and α ∈ (0,∞). Then
(Lp)〈α〉 = Lp if and only if α ∈ (0, p).
In particular,
(L∞)〈α〉 = L∞ for any α ∈ (0,∞).
BASIC FUNCTIONAL PROPERTIES OF CERTAIN SCALE OF REARRANGEMENT-INVARIANT SPACES 15
Indeed, if X = Lp and α ∈ (0,∞), then a simple calculation shows that
X
{ 1α}(0, µ(R)) = L pα (0, µ(R)).
Hence the condition (4.1) is satisfied if and only if the Hardy averaging operator is bounded
from L
p
α (0, µ(R)) into itself, which is known to be true if and only if pα > 1. The claim thus
follows from Theorem 4.4 and Proposition 3.2.
We shall now turn our attention to the cases when α ∈ [p,∞), in which, interestingly, the
situation is considerably different. To begin, note that, unlikely in the subcritical case α ∈ (0, p),
in both the critical case α = p and the supercritical case α ∈ (p,∞) we have to assume that
µ(R) is finite. This is caused by the fact, which follows from Proposition 3.12, that if µ(R) =∞
and α ∈ [p,∞), then (Lp)〈α〉 is trivial.
Example 4.8 (Lebesgue spaces, critical and supercritical cases). Let µ(R) < ∞, p ∈ [1,∞)
and α ∈ [p,∞). Then
(Lp)〈α〉 =
{
Lp(logL)
1
p if α = p,
Lα if α ∈ (p,∞). (4.2)
To prove the first claim in (4.2), it suffices, in view of the above-mentioned relations, to show
that the functionals f 7→ ‖f‖(Lp)〈α〉 and f 7→ ‖f‖Lp,p; 1p are comparable on M (R, µ). To this
end, we note that, by the Fubini theorem, we have, for every f ∈M (R, µ),
‖f‖(Lp)〈α〉 =
∥∥∥((|f |p)∗∗) 1p∥∥∥
Lp(0,µ(R))
=
(∫ µ(R)
0
1
t
∫ t
0
f∗(s)p ds dt
) 1
p
=
(∫ µ(R)
0
f∗(s)p log µ(R)s ds
) 1
p
.
Thus,
‖f‖(Lp)〈p〉 ≤ ‖f‖Lp,p; 1p .
On the other hand, by changing variables and using the monotonicity of f∗, we get
‖f‖(Lp)〈p〉 ≥
(∫ µ(R)
e
0
f∗(s)p log µ(R)s ds
) 1
p
≥
(
1
e
∫ µ(R)
0
f∗
(
s
e
)p
log eµ(R)s ds
) 1
p
≥
(
1
e
∫ µ(R)
0
f∗ (s)p log eµ(R)s ds
) 1
p
= e
− 1
p ‖f‖
L
p,p; 1p
.
Altogether,
e
− 1
p ‖f‖
L
p,p; 1p
≤ ‖f‖(Lp)〈p〉 ≤ ‖f‖Lp,p; 1p ,
which yields the desired relation. Now assume that α ∈ (p,∞). In order to prove the second
claim in (4.2), we now have to verify that the functionals f 7→ ‖f‖(Lp)〈α〉 and f 7→ ‖f‖Lα are
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comparable on M (R, µ). One has
‖f‖(Lp)〈α〉 =
(∫ µ(R)
0
(
1
t
∫ t
0
f∗(s)α ds
) p
α
dt
) 1
p
≤
(∫ µ(R)
0
f∗(s)α ds
) 1
α
(∫ µ(R)
0
t−
p
α dt
) 1
p
=
(
α
α− p
) 1
p
µ(R)
1
p
− 1
α
(∫ µ(R)
0
f∗(s)α ds
) 1
α
.
Conversely, using (2.2), we get
‖f‖(Lp)〈α〉 ≥
(∫ µ(R)
µ(R)
2
(
1
t
∫ t
0
f∗(s)α ds
) p
α
dt
) 1
p
≥
(∫ µ(R)
2
0
f∗(s)α ds
) 1
α
(∫ µ(R)
µ(R)
2
t−
p
α dt
) 1
p
≥
(
α
α− p
) 1
p (
1− 2 p−αα
) 1
p
µ(R)
1
p
− 1
α
(∫ µ(R)
2
0
f∗(s)α ds
) 1
α
≥
(
α
α− p
) 1
p
2−
1
α
(
1− 2 p−αα
) 1
p
µ(R)
1
p
− 1
α
(∫ µ(R)
0
f∗(s)α ds
) 1
α
,
and the second claim in (4.2) follows on combining the last two estimates.
Example 4.9 (Lorentz spaces). Let either p = q = 1 or p = q = ∞ or p ∈ (1,∞), q ∈ [1,∞].
Let α ∈ (0,∞). If µ(R) <∞, then
(Lp,q)〈α〉 =

Lp,q if α ∈ (0, p),
Yp,q if α = p,
Lα if α ∈ (p,∞),
(4.3)
where Yp,q is the collection of all f ∈M0(R, µ) such that ‖f‖Yp,q <∞, where
‖f‖Yp,q =

(∫ µ(R)
0
(∫ t
0 f
∗(s)p ds
) q
p dt
t
) 1
q
if q ∈ [1,∞),
‖f‖Lp if q =∞
(4.4)
for f ∈M (R, µ). If µ(R) =∞, then
(Lp,q)〈α〉 =

Lp,q if α ∈ (0, p),
Lp if α = p and q =∞,
{0} if either α = p and q ∈ [1,∞) or α ∈ (p,∞).
(4.5)
Indeed, if X = Lp,q and α ∈ (0,∞), then a simple calculation shows that
X
{ 1α}(0, µ(R)) = L pα , qα (0, µ(R)).
Assume first that α ∈ (0, p). Then it is known ( cf. e.g. [5, Chapter 4, Lemma 4.5]) that there
exists a constant κ such that
‖Ah‖
L
p
α ,
q
α (0,µ(R))
≤ κ‖h‖
L
p
α ,
q
α (0,µ(R))
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for every non-increasing h ∈ M+(0, µ(R)). This is true regardless of the finiteness of µ(R),
hence the first claims in both (4.3) and (4.5) follow from Theorem 4.4 and Proposition 3.2. If
α = p, q ∈ [1,∞) and µ(R) < ∞, then the second claim in (4.3) follows straightforward from
the definitions. If α = p and q =∞, then we have, for every f ∈M (R, µ),
‖f‖(Lp,∞)〈p〉 = sup
t∈(0,µ(R))
t
1
p
(
1
t
∫ t
0
f∗(s)p ds
) 1
p
= sup
t∈(0,µ(R))
(∫ t
0
f∗(s)p ds
) 1
p
=
(∫ µ(R)
0
f∗(s)p ds
) 1
p
= ‖f‖Lp ,
again regardless of the finiteness of µ(R). We have thus verified the second claims in (4.3)
and (4.5). Assume that µ(R) <∞ and α ∈ (p,∞). Then
‖f‖(Lp,q)〈α〉 =
∥∥∥∥∥t 1p− 1α− 1q
(∫ t
0
f∗(s)α ds
) 1
α
∥∥∥∥∥
Lq(0,µ(R))
≤
(∫ µ(R)
0
f∗(s)α ds
) 1
α ∥∥∥t 1p− 1α− 1q ∥∥∥
Lq(0,µ(R))
= Cp,q,α‖f‖Lα(0,µ(R))
and, at the same time,
‖f‖(Lp,q)〈α〉 ≥
∥∥∥∥∥t 1p− 1α− 1q
(∫ t
0
f∗(s)α ds
) 1
α
∥∥∥∥∥
Lq(
µ(R)
2
,µ(R))
≥
(∫ µ(R)
2
0
f∗(s)α ds
) 1
α ∥∥∥t 1p− 1α− 1qχ
(
µ(R)
2
,µ(R))
(t)
∥∥∥
Lq(0,µ(R))
≥ cp,q,α‖f‖Lα(0,µ(R))
in which cp,q,α and Cp,q,α are finite positive constants depending only on the indicated pa-
rameters. This shows the third claim in (4.3). Finally, the third claim in (4.5) follows from
Proposition 3.13.
Note that when q = p, we recover the information from Example 4.8.
The spaces Yp,q that surfaced in the course of Example 4.9 are of independent interest. It
turns out that for a fixed p ∈ [1,∞), the family {Yp,q : q ∈ [p,∞]} forms an important scale
of function spaces that are not directly comparable to customary function spaces. Moreover,
it represents a certain bridge from Lp to Lp(logL)
1
p . This issue will be discussed in the next
section in detail.
5. Two ways of bridging the gap
We shall assume throughout this section that µ(R) < ∞. It follows from the results in the
previous section that, for any p ∈ [1,∞), the spaces Lp and Lp(logL) 1p can be bridged by the
scale of spaces Yp,q defined by (4.4), as q is ranging from p to ∞. The endpoint space of this
scale obtained by putting q = p gives Lp(logL)
1
p , while, on the other side, setting q = ∞ we
get the opposite endpoint, namely Lp. Since there is another natural bridge between these two
spaces represented by the scale of Lorentz–Zygmund spaces {Lp,p;α : α ∈ [0, 1p ]} in which the
endpoint α = 0 corresponds to Lp and the endpoint α = 1p corresponds to L
p(logL)
1
p , it is of
interest to investigate which relations hold between the spaces taking part in the two scales.
Consider the diagram:
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The answer to this question is provided by the following result which gives us a precise image
of the positioning of a space Yp,q with respect to the scale {Lp,p;α : α ∈ [0, 1p ]}.
Theorem 5.1. Assume that µ(R) <∞. Let p ∈ [1,∞), q ∈ (p,∞) and α ∈ (0, 1q ). Then
L
p,p; 1
q ↪→ Yp,q ↪→ Lp,p;α, (5.1)
and neither of the embeddings in (5.1) can be reversed.
Proof. To simplify the calculations, let us assume, without loss of generality, that µ(R) = 1. It
follows straightaway from definitions that, given α ∈ (0,∞), the embedding Lp,p;α ↪→ Yp,q holds
if and only if there exists C > 0 such that the inequality(∫ 1
0
(∫ t
0
f∗(s)p ds
) q
p dt
t
) 1
q
≤ C
(∫ 1
0
f∗(t)p
(
log
e
t
)αp
dt
) 1
p
(5.2)
is satisfied for every f ∈ M (R, µ). As we already know (see the proof of Theorem 4.4), given
such f ∈ M (R, µ), there always exists g ∈ M (R, µ) satisfying (f∗)p = g∗. Therefore, (5.2)
holds if and only if(∫ 1
0
(∫ t
0
g∗(t) ds
) q
p dt
t
) 1
q
≤ C
(∫ 1
0
g∗(t)
(
log
e
t
)αp
dt
) 1
p
for every g ∈M (R, µ). In turn, on raising both sides of the last inequality to p, we see that (5.2)
holds if and only if (∫ 1
0
(∫ t
0
g∗(t) ds
) q
p dt
t
) p
q
≤ Cp
∫ 1
0
g∗(t)
(
log
e
t
)αp
dt
for every g ∈M (R, µ). However, the last inequality represents the continuous embedding
Λ1(v) ↪→ Γ qp (w), (5.3)
where v(t) = (log et )
αp and w(t) = t
q
p
−1
for t ∈ (0, 1). Necessary and sufficient conditions
for (5.3) to hold are known, see e.g. [23, Theorem 10.3.12(ii)]. After modifying the result to the
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case when µ(R) = 1, we obtain that (5.3) is true if and only if both the conditions
sup
t∈(0,1)
(∫ t
0
w(s) ds
) p
q
(∫ t
0
v(s) ds
)−1
<∞ (5.4)
and
sup
t∈(0,1)
t
(∫ 1
t
w(s)
s
q
p
ds
) p
q
(∫ t
0
v(s) ds
)−1
<∞ (5.5)
are satisfied. On inserting for v and w and performing a simple calculation we see that (5.4)
amounts to
sup
t∈(0,1)
(
log
e
t
)−αp
<∞,
which is clearly true for any α ∈ (0,∞), while (5.5) turns into
sup
t∈(0,1)
(
log
e
t
) p
q
−αp
<∞,
which is satisfied if and only if α ∈ [1q ,∞). We have a twofold use for this result. First, on
taking α = 1q , we obtain that the first embedding in (5.1) is true. Second, it follows from here
that the second embedding in (5.1) cannot be reversed.
Using the similar argumentation as in the first part of the proof we can verify that, given
α ∈ (0,∞), the embedding Yp,q ↪→ Lp,p;α is equivalent to
Γ
q
p (w) ↪→ Λ1(v) (5.6)
with v(t) = (log et )
αp and w(t) = t
q
p
−1
for t ∈ (0, 1). By an appropriate modification of [23,
Theorem 10.3.17(ii)] (and observing that the non-degeneracy assumptions of that theorem are
satisfied), we obtain that (5.6) is satisfied if and only if
∫ 1
0
t
q
q−p+
q
p
−1
(
supy∈(t,1)
(
log ey
) αpq
q−p
)
t
q
p log 1t(
t
q
p + t
q
p log 1t
) p
q−p+2
dt <∞.
Performing the calculation, we conclude that this condition is satisfied if and only if α ∈ (0, 1q ).
Again, this tells us two things: the second embedding in (5.1) holds and, at the same time, the
first embedding in (5.1) cannot be reversed. The proof is complete. 
6. Associate space
One of the most important problems concerning any rearrangement-invariant structure is the
characterization of its associate space (see Definition 2.7). There is plenty of motivation for such
research as duality techniques constitute generally an indispensable tool in many applications
of function spaces.
In the case of X〈α〉 with general r.i. space X, the task of nailing down its associate space can
be very difficult, if not impossible. We shall show, however, that at least in the particular case
when X is a classical Lorentz space of type Λ, a characterization is possible. The idea is based
on the fact that, using an appropriate change of variables, the norm in the associate space can
be shown to be equivalent to a power of the norm of a certain continuous embedding between
classical Lorentz spaces of types Γ and Λ.
While the theory of spaces X〈α〉 developed in the preceding sections is restricted to the case
when X is an r.i. space, for the investigation of associate spaces of the spaces (Λq(w))〈α〉 we can
afford a more general approach. A restriction to the cases when Λq(w) is an r.i. space would
narrow the field of examples to rather exceptional cases, since Λq(w) is an r.i. space only if it
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coincides with Γq(w) - see [24, 7, 8, 13, 23]. However, it turns out that such restriction is not
necessary. The functionals %Λp(w) are defined through the non-increasing rearrangement of a
function, whence there is a natural way of defining (%Λp(w))
〈α〉 for any positive α, regardless
of whether the original functional is a norm or not. At the same time, in Definition 2.7 we
introduced the associate functional %′ for any non-negative functional % acting on M+(R, µ).
Definition 6.1. Let q ∈ (0,∞), α ∈ (0,∞) and w ∈ M+(0, µ(R)). We then define the set
(Λq(w))〈α〉 as the collection of all functions f ∈M0(R, µ) such that %〈α〉Λq(w)(|f |) <∞, in which
%
〈α〉
Λq(w)(f) =
(∫ µ(R)
0
(
1
t
∫ t
0
f∗(s)α ds
) q
α
w(t) dt
) 1
q
for f ∈M+(R, µ).
Let us note that in the case when Λq(w) is an r.i. space the definition of %
〈α〉
Λq(w) coincides with
the one given before. Now we are in a position to present the main result of this section.
Theorem 6.2. Let q ∈ (0,∞), α ∈ (0,∞) and let w ∈ M+(0, b), where b = µ(R) (here b can
be either finite or infinite). Moreover, let w satisfy the non-degeneracy conditions∫ b
0
w(s)
(s+ 1)
q
α
ds <∞,
∫ 1
0
w(s)
s
q
α
ds =∞,
and, in case when b =∞, also ∫ ∞
1
w(s) ds =∞.
Let X = Λq(w).
(i) If q ∈ (0, 1] and α ∈ (0, 1], then
‖g‖(X〈α〉)′ = sup
t∈(0,b)
tg∗∗(t)(∫ t
0 w(s) ds+ t
q
α
∫ b
t w(s)s
− q
α ds
) 1
q
.
(ii) If q ∈ (1,∞) and α ∈ (0, 1], then
‖g‖(X〈α〉)′ ≈
∫ b
0
t
q′+q
α
−1 supy∈(t,b) y
q′− q′
α g∗∗(y)q′
∫ t
0 w(s) ds
∫ b
t w(s)s
− q
α ds(∫ t
0 w(s) ds+ t
q
α
∫ b
t w(s)s
− q
α ds
)q′+1 dt

1
q′
.
(iii) If q ∈ (0, 1] and α ∈ (1,∞), then
‖g‖(X〈α〉)′ ≈ sup
t∈(0,b)
tg∗∗(t) + t
1
α
(∫ b
t g
∗∗(s)
1
α−1 g∗(s) ds
)1− 1
α
(∫ t
0 w(s) ds+ t
q
α
∫ b
t w(s)s
− q
α ds
) 1
q
.
(iv) If q ∈ (1,∞) and α ∈ (1,∞), then
‖g‖(X〈α〉)′ ≈
∫ b
0
(
(tg∗∗(t))
α
α−1 + t
1
α−1
∫ b
t g
∗∗(s)
1
α−1 g∗(s) ds
) q′(α−1)
α
−1
(tg∗∗(t))
1
α−1 g∗(t)(∫ t
0 w(s) ds+ t
q
α
∫ b
t w(s)s
− q
α ds
)q′−1 dt

1
q′
.
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Proof. Our point of departure will be the definition of the associate space. We have
‖g‖(X〈α〉)′ = sup‖h‖
X〈α〉≤1
∫ b
0
g∗(t)h∗(t) dt,
that is,
‖g‖(X〈α〉)′ = sup
h6≡0
∫ b
0 g
∗(t)h∗(t) dt(∫ b
0
(
1
t
∫ t
0 h
∗(s)α ds
) q
α
w(t) dt
) 1
q
. (6.1)
As already mentioned in the proof of Theorem 4.4, for every h ∈ M (R, µ) there exists f ∈
M (R, µ) such that h∗ = (f∗)
1
α . Hence, using the substitution h∗ 7→ (f∗) 1α in (6.1), we conclude
that
‖g‖(X〈α〉)′ = sup
f 6≡0
∫ b
0 g
∗(t)f∗(t)
1
α dt(∫ b
0
(
1
t
∫ t
0 f
∗(s) ds
) q
α
w(t) dt
) 1
q
.
Raising both terms in the ratio to α we get
‖g‖(X〈α〉)′ =
supf 6≡0
(∫ b
0 g
∗(t)f∗(t)
1
α dt
)α
(∫ b
0
(
1
t
∫ t
0 f
∗(s) ds
) q
α
w(t) dt
)α
q

1
α
.
This, however, can be represented as
‖g‖(X〈α〉)′ =
(
sup
f 6≡0
‖f‖
Λ
1
α (g∗)
‖f‖
Γ
q
α (w)
) 1
α
. (6.2)
The quantity in brackets at the right hand side of (6.2) is equal to the operator norm of the
continuous embedding
Γ
q
α (w) ↪→ Λ 1α (g∗).
Assume that q ∈ (0, 1] and α ∈ (0, 1]. Then, by [23, Theorem 10.3.17(i)], we obtain that
sup
f 6≡0
‖f‖
Λ
1
α (g∗)
‖f‖
Γ
q
α (w)
= sup
t∈(0,b)
(∫ t
0 g
∗(s) ds
)α
(∫ t
0 w(s) ds+ t
q
α
∫ b
t w(s)s
− q
α ds
)α
q
.
Raising both sides of the last relation to 1α and plugging it into (6.2), we establish the assertion
in the case (i).
The proof is analogous in all the remaining cases and it is based on parts (ii), (iii) and (iv)
of [23, Theorem 10.3.17]. 
Remark 6.3. As a special case of Theorem 6.2, we obtain the characterization of (X〈α〉)′ when
X is a Lorentz–Zygmund space.
Remark 6.4. It is worth noticing that in some particular cases one can obtain the result of
Theorem 6.2 directly. Namely, if X〈α〉 = X, then obviously (X〈α〉)′ = X ′. This applies for
example when α ∈ (0, 1) and q, w are such that Λq(w) is an r.i. space, since then we can use
Remark 4.6.
22 HANA TURCˇINOVA´
References
[1] D.R. Adams, Traces of potentials arising from translation invariant operators, Ann. Sc. Norm. Super. Pisa
25 (1971), 203–217.
[2] D.R. Adams, A trace inequality for generalized potentials, Stud. Math. 48 (1973), 99–105.
[3] A. Alberico, A. Cianchi and C. Sbordone, Continuity properties of solutions to the p-Laplace system, Adv.
Calc. Var. 10 (2017), 1–24.
[4] C. Bennett and K. Rudnick, On Lorentz–Zygmund spaces, Dissert. Math. 175 (1980), 1–72.
[5] C. Bennett and R. Sharpley, Interpolation of Operators, Pure and Applied Mathematics Vol. 129, Academic
Press, Boston 1988.
[6] H. Bre´zis and S. Wainger, A note on limiting cases of Sobolev embeddings and convolution inequalities,
Comm. Partial Diff. Eq. 5 (1980), 773–789.
[7] M. Carro, A. Garc´ıa del Amo and J. Soria, Weak-type weights and normable Lorentz spaces, Proc. Amer.
Math. Soc. 124 (1996), 849–857.
[8] M. Carro, L. Pick, J. Soria and V. Stepanov, On embeddings between classical Lorentz spaces, Math. Ineq.
Appl 4 (2001), 397–428.
[9] A. Cianchi and L. Pick, Optimal Sobolev trace embeddings, Trans. Amer. Math. Soc. 368 (2016), 8349–8382.
[10] A. Cianchi, L. Pick and L. Slav´ıkova´, Higher-order Sobolev embeddings and isoperimetric inequalities, Adv.
Math. 273 (2015), 568–650.
[11] A. Cianchi, L. Pick and L. Slav´ıkova´, Sobolev embeddings, rearrangement-invariant spaces and Frostman
measures, Ann. Inst. H. Poincare´ Anal. Non Line´aire 37 (2020), no. 1, 105–144.
[12] A. Cianchi, L. Pick and L. Slav´ıkova´, Sobolev embeddings in Orlicz and Lorentz spaces with measures, J.
Math. Anal. Appl. 485 (2020), no. 2, 123827.
[13] M. C´wikel, A. Kamin´ska, L. Maligranda and L. Pick, Are generalized Lorentz “spaces” really spaces?, Proc.
Amer. Math. Soc. 132 (2004), no. 12, 3615–3625.
[14] D.E. Edmunds, R. Kerman and L. Pick, Optimal Sobolev imbeddings involving rearrangement-invariant
quasinorms, J. Funct. Anal. 170 (2000), 307–355.
[15] W.D. Evans, A. Gogatishvili and B. Opic, Weighted inequalities involving %-quasiconcave operators, World
Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2018. xv+140 pp.
[16] A. Gogatishvili and F. Soudsky´, Normability of Lorentz spaces - an alternative approach, Czechoslovak
Math. J. 64 (139) (2014), 581–597.
[17] L. Maligranda and L.-E. Persson, Generalized duality of some Banach function spaces, Nederl. Akad.
Wetensch. Indag. Math. 51 (1989), 323–338.
[18] V.G. Maz’ya, Certain integral inequalities for functions of many variables, Problems in Mathematical Anal-
ysis 3 LGU, Leningrad, 1972, 33–68 (in Russian). English translation: J. Sov. Math. 1 (1973), 205–234.
[19] V.G. Maz’ya, Capacity-estimates for “fractional” norms, Zap. Nauchn. Semin. Leningr. Otd. Mat. Int.
Steklova 70 (1977), 161–168 (in Russian). English translation: J. Sov. Math. 23 (1983), 1997–2003.
[20] V. Musil and R. O
,
lhava, Interpolation theorem for Marcinkiewicz spaces with applications to Lorentz gamma
spaces, Math. Nachr. 292 (2019), 1106–1121.
[21] A. Nekvinda and D. Pesˇa, On the properties of quasi-Banach function spaces, preprint, 2020.
[22] B. Opic and L. Pick, On generalized Lorentz-Zygmund spaces, Math. Ineq. Appl. 2 (1999), 391–467.
[23] L. Pick, A. Kufner, O. John and S. Fucˇ´ık, Function Spaces, Volume 1, 2nd Revised and Extended Edition,
De Gruyter Series in Nonlinear Analysis and Applications 14, De Gruyter, Berlin 2013.
[24] E. Sawyer, Boundedness of classical operators on classical Lorentz spaces, Studia Math. 96 (1990), 145–158.
[25] G. Talenti, The art of rearranging, Milan J. Math. 84 (2016), 105–157.
E-mail address, H. Turcˇinova´: turcinova@karlin.mff.cuni.cz
Department of Mathematical Analysis, Faculty of Mathematics and Physics, Charles Univer-
sity, Sokolovska´ 83, 186 00 Praha 8, Czech Republic
