In this paper, we propose to employ a characteristic function based non-Gaussianity measure as a one-unit contrast function for independent component analysis. This non-Gaussianity measure is a weighted distance between the characteristic function of a random variable and a Gaussian characteristic function at some adequately chosen sample points. Independent component analysis of an observed random vector is performed by optimizing the above mentioned contrast function (for different units) using a fixed-point algorithm. Moreover, in order to obtain a better separation performance, we employ a mechanism to choose appropriate sample points from an initially selected sample vector. Finally, some computer simulations are presented to demonstrate the validity and effectiveness of the proposed method.
Introduction
In the problem of blind source separation (BSS), we observe m signals x(k) = [x 1 (k), x 2 
(k), · · · , x m (k)]
T at different sensors that are generated by the following multi-input multioutput system x(k) = As(k) + ν ν ν(k),
where k is a (discrete) time index, A ∈ R m×n is a full rank mixing matrix, s(k) = [s 1 (k), s 2 
(k), · · · , s n (k)]
T is the vector of original source signals, and ν ν ν(k) = [ν 1 (k), ν 2 (k), · · · , ν m (k)]
T denotes the vector of (Gaussian) noise signals present at m sensors. The objective of BSS is to estimate the input vector s(k), given only the observed vector x(k), and certain assumptions about the statistics of sources. The primary task in BSS is to obtain a de-mixing matrix W ∈ R n×m that estimates the pseudo-inverse (A †) of the mixing matrix with the exceptions of some scaling and permutation ambiguities [1] . The output of this de-mixing system can be written as y(k) = Wx(k) = WAs(k) + Wν ν ν(k), (2) = Hs(k) + Wν ν ν(k),
where H = WA ∈ R n×n is the global transformation matrix from s(k) toȳ(k). Once an unbiased estimate of A † is available, we can employ some auxiliary filters or optimal nonlinear estimators in order to reconstruct the sources from the observed data (in the presence of noise) [1] , [2] . Independent component analysis (ICA) (see [1] ) is a statistical technique that can be used for BSS, provided the sources are statistically independent and at most one source is Gaussian. Although, there exist many approaches for ICA, our main concern in this paper is ICA by maximizing non-Gaussianity. The maximum non-Gaussianity approach is based on the Central Limit Theorem (CLT), which states that ifx p is a sum of n independent non-Gaussian components {s i } n i=1 , then its probability density function (pdf) is closer to a Gaussian as compared to the pdf of each individual component. This implies that we can extract the independent components s i by making the pdf of each outputȳ i as far as possible from the Gaussian distribution.
In order to implement the maximum non-Gaussianity approach, we require some quantitative measure of nonGaussianity such as negentropy. The well known FastICA algorithm (see [3] ) maximizes certain approximations of negentropy in order to perform ICA. Although, practically any smooth non-quadratic function can be employed for this purpose [4] , the optimal nonlinear functions depend on the (unknown) pdfs of sources [3] . This implies that if some preselected (parametric) nonlinearity differs considerably from the optimal function, the FastICA algorithm may perform poorly for these sources.
It is therefore necessary to employ some direct measure of non-Gaussianity that works well for signals with wide range of pdfs. In this paper, we propose to utilize an empirical characteristic function (ecf) based non-Gaussianity measure (contrast function) in order to perform ICA. It may be noted that the ecf, being the Fourier-Stieltjes transform of the empirical distribution, retains all the information about the data. Consequently, the estimation methods based on the ecf can be made as efficient as the likelihood-based approaches [5] . In ICA estimation, the ecf has already been used in [6] to construct an objective function for measuring statistical independence between random variables. In this contribution, we employ the ecf to (directly) measure the distance of an arbitrary empirical distribution from the Gaussian distribution (at some adequately chosen sample points). Such a contrast function can be easily maximized by using a fixed-point algorithm. Furthermore, we also suggest a procedure for choosing appropriate sample points (from an initially chosen sample vector) in order to ob-tain somewhat better separation performance. Finally, some simulation results are given in order to show that the proposed approach works well for both symmetric and asymmetric distributions.
Pre-Whitening
Pre-whitening is a commonly employed pre-processing technique in many ICA algorithms including JADE [7] and FastICA [3] . It is mainly used to reduce the complexity of the BSS problem. Considering the noisy mixture model given by Eq. (1), a robust pre-whitening stage linearly transform the observed vector into another n-dimensional vector x(k) = Qx(k), given by
where Q ∈ R n×m is a whitening matrix, ν ν ν(k) = Qν ν ν(k) is the transformed noise vector, and A = QA ∈ R n×n is an orthogonal matrix i.e. AA T = I n . Therefore, in order to achieve BSS, we are now required to obtain an orthogonal de-mixing matrix W that estimates A −1 = A T . The corresponding output vector is given by
In general, we need to estimate the noise covariance matrix C ν ν ν = Eν ν νν ν ν T , and number of sources n in order to perform the above mentioned robust pre-whitening [8] , [9] . However, for simplicity, we assume that m = n, and C ν ν ν is known. In this case, a robust pre-whitening matrix can be obtained as [10] 
where C x = Exx T is the covariance matrix of x. This allows us to compare the statistical efficiency of different contrast functions (independent of the pre-whitening step) in the subsequent separation stage. It can be easily seen from Eq. (4) that the covariance matrix C x of the transformed vector x is given by
where C ν ν ν = QC ν ν ν Q T is the covariance matrix of ν ν ν.
ICA by Maximizing Non-Gaussianity
ICA is usually achieved by minimizing a contrast function that attains its minimum value when the output sig-
become mutually statistical independent, where w T i denotes the ith row of the de-mixing matrix. A natural choice for such a contrast function is mutual information, which is considered as the most satisfying information-theoretic measure of statistical dependence between random variables. In case of the output vector given by Eq. (5) (with WW T = I n ), it leads to the following contrast function [1] 
where H(y i ) = −E log(q i (y i )) is the entropy of y i , q i (y i ) is the pdf of y i , and H(x) is the entropy of x. After some simple manipulations, we can write Eq. (8) as [3] l(y,
where J(y i ) is the negentropy of y i and C is some irrelevant constant. Negentropy of a random variable u is defined as
where u gauss denotes a Gaussian random variable with the same variance as u. Negentropy is a measure of nonGaussianity in the sense that it is always nonnegative, and attains its minimum value (of 0) if and only if u has a Gaussian pdf. Therefore, in the light of CLT, Eq. (9) implies that ICA by minimization of mutual information is equivalent to finding directions in which the outputs y i are uncorrelated and maximally non-Gaussian. Finally, it may be noted that negentropy is difficult to estimate from its definition since it requires an estimate of the pdf. However, we can still perform consistent ICA estimation by replacing negentropy by any other (good) measure of non-Gaussianity. The FastICA algorithm, for instance, employs certain simpler approximations of negentropy to perform ICA. These approximations can be written as [4] 
where G is any smooth no-quadratic function. Some choices of these nonlinear functions include log cosh(u), exp(−u 2 ), u 4 , and u 3 . Nevertheless, the best performance is obtained if we choose G proportional to the log of the pdf of u [3] . This implies that any fixed general purpose function may not work well for all the pdfs. We can overcome this drawback by employing more than one (appropriate) nonlinearities or utilize a non-Gaussianity measure that works well for different pdfs.
The Proposed Approach

A Characteristic Function Based Non-Gaussianity Measure
The characteristic function (cf) of a random variable u is defined as the Fourier-Stieltjes transform of its cumulative distribution function (cdf),
where j = √ −1, λ is a real valued frequency parameter, and F(u) is the cdf of u. The cf can be easily estimated from the data by replacing it with the ecf. Given N independent samples {u(k)} N k=1 , the ecf is defined as
From the above equation, we see that c N (u, λ) is a sum of bounded i.i.d. random variables. Therefore, it follows from the strong law of large numbers that c N (u, λ) converges almost surely to c(u, λ) for every λ. This implies that c N (u, λ) is a consistent estimate of c(u, λ) ∀λ. Furthermore, it is shown in [11] that as a random process,
) converges weakly to a zero mean complex Gaussian process satisfying Y(λ) = Y(−λ) and
In order to measure non-Gaussianity by ecf, we note that c N (u, λ) is the Fourier-Stieltjes transform of the empirical cdf F N (u) = P(u)/N, where P(u) is the number of u(i) ≤ u with 1 ≤ i ≤ N. This implies that there exists a one-one correspondence between F N (u) and c N (u, λ). More specifically, if u 1 and u 2 are two random variables then we have
Consequently, we can utilize a distance measure in the ecf domain to determine how far two distributions are from each other. In particular, we employ a weighted distance between c N (u, λ) and c(u gauss , λ) in order to obtain a non-Gaussianity measure. Here, c(u gauss , λ) = exp(−λ 2 /2) is the cf of the Gaussian distribution and we have assumed that both u and u gauss have unit variances.
Such a distance measure, in comparison to approximations of negentropy given by Eq. (11), is expected to work for wider range of pdfs. For instance, it is possible to observe a non-Gaussian random variable u that has a zero kurtosis value but nonzero higher order cumulants (or the pdf of u is asymmetric). For these signals, kurtosis will not work as a measure of non-Gaussianity. On the other hand, as indicated above, c N (u, λ) becomes equal to c(u gauss , λ) ∀λ only when u has a Gaussian pdf.
If we use an L 2 type distance measure, the resulting test statistics can be written as [12] 
where β(λ) is a nonnegative integrable weight function. More importantly, the test statistics of the form given by Eq. (15) have shown to be consistent against general alternatives [12] . The weight function in Eq. (15) is chosen so that the integral remains bounded and yields a closed form expression. A convenient choice for such a weight function is the pdf of a standard Gaussian distribution i.e.
With this weight function, we can write the test statistics given by Eq. (15) as (see [5] )
The above statistics can now be employed as a nonGaussianity measure in order to perform ICA. More specifically, assuming that the observed vector is already prewhitened, we can obtain a de-mixing matrix by maximizing the following objective function with respect to W
A simple gradient algorithm can be used for this purpose. However, it may be noted that an optimization of the above objective function will be computationally complex since an evaluation of the test statistics
computations in each iteration. We can overcome this drawback by choosing some other simple weight function that corresponds to taking the distance T N (.) at some finite number of sample points. Nevertheless, we demonstrate the significance of T G N (u) by plotting Φ G N (y) in case of 2 × 2 orthogonal mixing. A 2 × 2 orthogonal matrix is completely specified by a single parameter θ and can be written as
.
Sources with different pdfs are mixed together using an orthogonal matrix with θ 0 = 0.75. Figure 1 shows the plots of Φ G N (y) as a function of θ for four different types of pdfs including Uniform, Laplace, Poisson(0.5), and Rayleigh (1) distributions. The first two are symmetric distributions, while the others are asymmetric. Moreover, the Poisson distribution is also not absolutely continuous. From Fig. 1 , it is evident that for all these different kind of distributions, the objective function given by Eq. (18) exhibits a unique maxima (between 0 and π/2) at the correct location.
In an attempt to reduce the computational complexity, we consider the following simple weight function
where δ(.) is the delta function and
are some appropriately chosen M sample points. By substituting the above weight function in Eq. (15), we get the following sum of squares test statistics
where
T is the vector of sample points. The above equation can also be written as 
where c N (u, λ i ) and c N (u, λ i ) are the real and imaginary parts of c N (u, λ i ), respectively, i.e.
The criterion given by Eq. (20) can be considered as a special case of weighted sum of squares test statistics [13] with weighting matrix equal to Identity. We can also utilize a similar statistics by obtaining the weighting matrix from an estimate of the covariance structure given by Eq. (14) . However, for simplicity we avoid the estimate of such a matrix. This approach is justified if N is sufficiently large or the sample points are chosen adequately. In Sect. 4.3, we consider the effect of choosing different sample points on the (separation) performance for some distributions.
Next, we slightly modify the distance measure given by Eq. (20) in an attempt to remove the effect of additive Gaussian noise. In order to do so, let us consider that the observed random variable contains a noise component η i.e. u = u 1 + η. Assuming that u 1 and η are statistically independent, the cf of u is given by
where σ 
Finally, we summarize the characteristics of the above
On the other hand, the converse of this statement is not true in general, since there may exist two different pdfs for which the corresponding cfs match at certain points. This situation can be avoided by choosing a sufficient number of sample points or using the test statistics given by Eq. (15) , which takes in to account the whole real line. Furthermore, the test statistics given above is robust against any Gaussian noise i.e. T
Optimization Method
Based on the above formulation, we employ the nonGaussianity measure T S 1 N (y i , λ λ λ) as a one-unit contrast function in order to obtain a single independent component. In particular, we derive a simple fixed-point iterative algorithm for maximizing T S 1 N (y i , λ λ λ) under the constraint w i = 1. Such a constraint optimization problem can easily be solved by using the method of Lagrange multipliers.
To begin with, we define the Lagrangian as
where τ is the Lagrange multiplier that is computed so as to satisfy the constraint equation. According to the Lagrange conditions, the optima of the constraint optimization problem are obtained at the points where the gradient of L(w i , λ λ λ) is zero. After some simple calculations, we can write the gradient of L(w i , λ λ λ) as
where the four quantities α 1 , α 2 , g 1 , and g 2 are defined as
The Lagrange multiplier τ can easily be computed from Eq. (27) and is given by
In order to solve the problem by an approximate Newton method, we evaluate the Jacobian of L(w i , λ λ λ) at the optimum w * i . After some straight forward calculations, and using the approximations E{xx T cos(λ p y i )} ≈ E cos(λ p y i )I n and E{xx T sin(λ p y i )} ≈ E sin(λ p y i )I n [3] , the Jacobian matrix can be written in the following form
where f (λ λ λ, s i ) denotes certain statistics of the ith source. By applying the matrix inversion lemma to Eq. (33), and estimating w * i with its current value w i , the inverse of the Jacobian matrix is given by
The approximate Newton iteration is then obtained as
It can be easily seen that if τ is chosen as in Eq. (32) then we have w T i ∇ w i L(w i , λ λ λ) = 0. Therefore, the second term in Eq. (34) can be eliminated from the above iteration. Consequently, the approximate Newton iteration reduces to the following fixed-point algorithm
where an explicit normalization of the weight vector avoids the computation of τ. In order to implement the above algorithm, we replace the expectations in Eq. (36) by their sample estimates. Moreover, the iterations are carried out repeatedly until a convergence condition is satisfied. Convergence of the above algorithm implies that the old and new vector becomes almost identical i.e. their dot product is near to unity. Table 1 The fixed-point algorithm for obtaining p ≤ n independent components with symmetric orthogonalization.
Centering:
x ← x − Ex 2. Pre-whitening:
The one-unit fixed-point algorithm described by Eqs. (36), (37) is meant to obtain a single independent component. More than one independent components (or rows of the de-mixing matrix) can be estimated by running the same one-unit algorithm several times but ensuring that different weight vectors are orthogonal to each other. A deflation approach or a symmetric orthogonalization approach can be employed for this purpose [3] . In Table 1 , we present a detailed version of the fixed-point algorithm for obtaining p ≤ n independent components with symmetric orthogonalization.
Choice of Sample Points
It may be noted that the non-Gaussianity measure given by Eq. (25) is only defined at some finite set of sample points. An adequate choice of these sample points can increase the efficiency of the corresponding optimization algorithm. This can be easily observed by noticing that each λ p (in Eq. (25)) measures certain statistics of the output y i . However, we know that depending on the probability distribution of y i , some nonlinear functions are more efficient measures of non-Gaussianity as compared to others. For example, a sign function is a better choice for super-Gaussian signals, while for sub-Gaussian signals, a cubic function is an adequate nonlinearity (see [1] ). It is therefore important to choose the sample points so as to capture the most efficient statistics for a particular probability distribution. To illustrate this, let us consider a special case when M = 1, and the sources are symmetric so that we only utilize the first term in Eq. (25). The distance measure given by Eq. (25) then becomes equivalent to a one-unit contrast function of the form given by Eq. (11) with
This family of contrast functions is analyzed mathematically in [14] . In particular, the trace of the asymptotic covariance matrix of the estimator w i can be written as [14] V where g (.) is the derivative of G, and C 1 (A) is an irrelevant constant depending on the mixing matrix A. With G(s i ) = cos(λs i ), we have
In Fig. 2 , we plot V G (λ)/C 1 (A) for two well known distributions including the Laplace distribution and the Uniform distribution. The cfs of these distributions (with zero means and unit variances) are given by
From Fig. 2 , we note that in case of a Laplace distribution, the asymptotic variance decreases sharply and reaches its minimum value as λ is increased from 0 to 2. Although, for λ > 2 the asymptotic variance increases again, it remains close to its minimum value in the neighborhood of λ = 2. On the other hand, for a Uniform distribution, the asymptotic variance is minimized by choosing a very small value of λ near the origin. In addition to this, the asymptotic variance now increases as λ is made large.
From the above examples, it is evident that a good choice of λ depends on the pdfs of sources. In general, a relatively large λ is preferable for super-Gaussian signals as compared to sub-Gaussian signals. Pursuing this further, we can improve the separation performance by selecting appropriate sample points from some initially chosen sample vector. Such a selection can be (roughly) made by considering the cf of the output y i . As shown in Fig. 3 , the cf of a super-Gaussian (kurtosis> 0) / sub-Gaussian (kurtosis< 0) random variable usually decays slower / faster than a Gaussian cf. Therefore, in general, we will use sample points in a limited range around zero i.e. 0 < λ i ≤ 1. However, if c N (y i , λ p )| 1<λ p ≤2 is sufficiently larger than exp(−λ 2 p /2), we also add λ p to the sample vector.
In case of asymmetric distributions, the situation is somewhat more complicated since sine and cosine functions measure two different characteristics of a distribution. Nevertheless, we have found through computer simulations that in case of asymmetric distributions, sample points in a small range around zero yields good performance. It may be noted that for analytic cfs, it is sufficient to choose the sample points within a finite neighborhood of zero [11] . An analytic cf corresponds to a distribution whose moments of all orders exist, and is completely determined by its values in any finite interval containing zero. In addition to this, the variance of the ecf estimator is comparatively small for values of λ close to zero.
In the light of above discussion, we initially select sample points such that 0 < λ p ≤ 1. Subsequently, more sample points are added provided |c N (y i , λ p )| is sufficiently small and c N (y i , λ p ) is larger than exp(−λ 
where y io = w T i As is the noiseless output, and
is the cf of the noise component w T i ν ν ν. We note that if the variance σ 2 w T i ν ν ν of this noise component is high, c(y i , λ) will approach to zero (especially for large values of λ) irrespective of c(y io , λ). In order to avoid this, we will employ the studentized formc N (u, λ) = c N (u, λ/σ y i ) [15] so that the sample points automatically become small in the case when σ 2 w T i ν ν ν is large. Moreover, only those sample points are considered for which the corresponding (estimated) noiseless characteristic function is above a threshold value i.e.
where is an empirically chosen threshold parameter.
Simulation Results
In this section, we give some simulation results in order to demonstrate the effectiveness of the proposed method. As described previously, we consider the noisy mixture model given by Eq. (4). This is equivalent to assuming that an estimate of the noise covariance matrix is available so that we can perform the robust pre-whitening as described in Sect. 2. The separation performance is evaluated by the following performance index
where h i j is the i jth element of the global transformation matrix H. The above performance index effectively measures the inverse of the average output signal to noise ratio. Therefore, a small value of PI implies a good separation performance.
Experiment 1
In the first computer simulation, we evaluate the performance of the proposed approach in the presence of Gaussian noise. Five sources are mixed together using a randomly chosen mixing matrix A ∈ R 5×5 . The covariance matrix of the noise vector is given by
A comparison of the proposed method is performed with the modified FastICA algorithm [10] in which Gaussian moments (defined as the expectations of Gaussian functions or their derivatives / integrals) are used as one-unit contrast functions in order to obtain an unbiased estimate of W in the presence of Gaussian noise. The modified one-unit algorithm (with bias removal) can be written as
where some choices for the nonlinearities h k include [10] 
For ease of reference, we call the above algorithm as MFastICA (h i ) i.e. Modified FastICA algorithm with nonlinearity h i . The results of this simulation are shown in Fig. 4 . In particular, Fig. 4(a) plots the evolution of performance index (averaged over 100 realizations) for various methods when sources are generated from the Uniform distribution. Figure 4(b) shows the same plot for Laplace distributed sources. From these figures, we see that the proposed approach gives a slightly better performance as compared to M-FastICA with different nonlinear functions.
Experiment 2
In the next simulation, we would like to separate sources consisting of signals with asymmetric distributions. In this computer experiment, we compare our approach with the standard FastICA algorithm (with different nonlinear functions). Again, we mix five sources by using a randomly chosen mixing matrix. Figure 5(a) shows the evolution of performance index for various methods when sources are distributed according to Rayleigh(1) distribution. It is a skewed distribution, which in employed for instance in communications to model the envelope of the fading channel. Similarly, Fig. 5(b) displays the evolution of performance index when sources are generated from Poisson(0.5) distribution. As mentioned earlier, the Poisson distribution, in addition to be skewed, is also not absolutely continuous.
From Fig. 5 , we see that the odd nonlinearities may perform poorly for the above mentioned sources. Although, in case of Poisson(0.5) distribution, the cubic nonlinearity gives satisfactory results, its performance is much inferior to that of the ecf based non-Gaussianity measure and the skew nonlinearity. From this simulation, we observe that only a single nonlinearity may not work well for all the pdfs. Even though, the skew function performed very well for the asymmetric sources, we donot expect it to work for symmetric distributions. On the other hand, the ecf based nonGaussianity measure has the potential to work for many different pdfs. 
Experiment 3
In this simulation, we generate five identically distributed (statistically independent) signals each having the following probability distribution
where p(u Laplace ) and p(u Uniform ) denotes the pdfs of a Laplace distribution and a Uniform distribution, respectively, and 0 ≤ ρ ≤ 1. It can be easily seen that p(u) becomes a Uniform distribution for ρ = 0, while for ρ = 1, p(u) is a Laplace distribution. However, for other values of ρ, the above distribution is a mixture of Laplace distribution and Uniform distribution, and may not represent some well defined pdf. In this experiment, we observe the effect of varying the parameter ρ on the performance of different contrast functions. The results of this experiment are plotted in Fig. 6 . From Fig. 6(a) , we see that all the algorithms work well for ρ = 0. However, as the value of ρ is increased, the performance of FastICA is degraded. This can be easily observed from Fig. 6(c) , which plots the evolution of performance index for ρ = 0.4. These results show that the parametric nonlinearities may perform poorly if the underlying assumptions about the probability distributions are not met. However, if we adequately choose the sample points in the ecf based non-Gaussianity measure, we can obtain an improved separation performance for signals with wide range of pdfs.
Conclusion
In this paper, we have employed an ecf based nonGaussianity measure as a one-unit contrast function in order to extract statistically independent signals from their linear mixtures. This objective function is optimized by employing a simple fixed-point algorithm. Some computer simulations are presented in order to compare the separation performance of different non-Gaussianity measures. These simulation results show that provided the sample points are chosen properly, the ecf based contrast function has the potential to work well for wide class of probability distributions. The selection of adequate sample points can be avoided if we utilize the non-Gaussianity measured described by Eq. (15), since it considers the whole frequency range. Obtaining an efficient algorithm for the optimization of this measure (objective function) is a task of future work.
