A simple proof of Donsker-Varadhan's large deviation principle (LDP) for occupation measure of Markov process, valued in R, with the discrete time is given. A proof is based on a new version of Dupui-Ellis's large deviation principle for two-dimensional occupation measures. In our setting, an existence of the invariant measure does not assumed. This condition is replaced (from point of view of applications) on more natural one. It is given an example of Markov process, defined by non linear recursion, for which sufficient conditions of existing the large deviation principle are easy verified.
Introduce a metric space (S, ρ) (S is space of probability measures on R, ρ is LevyProkhorov's metric. µ(dx), (1.2) where N is set of compactly supported continuous functions. Level sets of J(µ), µ ∈ S are compacts in (S, ρ).
Theorem. (Donsker, Varadhan). Assume (F), (I), (H * ), and (RM)
.
2.
Here and in the sequel the following notations are used
dy)γ(dx), ∀γ ∈ S
and S γγ for designating of a set of probability measures on R 2 with the same marginals γ. Let λ ∈ S µµ . Following Donsker and Varadhan, a value It would be noted that the inequality J(µ) ≤ J (µ) is obvious while the proof of the opposite one, even for the compact case, (see Donsker and Varadhan [2] ), seems sufficiently complicated. Later, Donsker and Varadhan have establish the LDP, avoiding the identity J(µ) ≡ J (µ) and using Varadhan's contraction principle [3] and the LDP of occupation measures for, so called, "third level", [4] .
H(λ|λ
3. The aim of this paper is to obtain the LDP not applying neither J(µ) ≡ J (µ) nor the result for the "third level". Our proof is based on a new version of Dupui-Ellis's large deviation principle for two-dimensional occupation measures. In the present paper, instead of (I) and (RM) we introduce assumptions:
(I') there exists a probability measure on R 2 λ = λ (dx, dy), obeying the same marginals, say, α = α(dx), such that λ ∼ λ (RM') transition probabilities π(x, dy) and π (x, dy) (λ (dx, dy) = π (x, dy)α(dx)) obey conditional densities with respect to some σ-finite measure l = l(dx), say, p(y|x) and p (y|x) such that for every
In this paper, ξ 0 is a random variable distributed with α 0 = α 0 (dx) for which the following condition is assumed
We give new proof of Donsker-Varadhan's type theorem. (RM') and (H 0 ), the family (π n , n ≥ 1) obeys the LDP in the metric space (S, ρ) with rate function
4. We derive the statement of this theorem by using Varadhan's contraction principle and LDP for two-dimensional occupation measures π
( 
(1.7)
The exponential tightness for the family (π 
On the other hand by virtue of the local LDP for the original sequence with the local rate function I(λ) from (1.7) and obvious inequalities lim inf n ≤ lim infñ ≤ lim supñ ≤ lim sup n , we arrive to an identityJ
, what in turn implies that J 2 (λ) is rate function (the same method has been used in [10] ). The upper and lower bounds from (1) and (2) are checked also by using Puhalskii theorem (see (1.8) ). Other approaches for proving LDP for (π n ) and (π 2 n ) can be found in Akosta [11] , Gärtner [12] , Orey and Pelikan [13] , Veretennikov [14] .
6. As was mentioned above, (1.8) is implied by Theorems 3.1 and 4.1, which give us the upper and lower bounds in the local LDP for the family (π 2 n , n ≥ 1). A proof of the lower bound requires only conditions (I') (RM'). It uses a change of probability measures, proposed by Donsker and Varadhan in [1] , [2] and a regularization method borrowed from recent Wu's paper [15] . Other approach can be found in Jain [16] .
A proof for the upper bound in the local LDP requires condition (F) and the exponential tightness for family (π 2 n , n ≥ 1).
Exponential tightness.
Due to Definition 1, (1.6) has to be verified. To this end, we need a few auxiliary results.
Letting γ = γ(y), y ≥ 0 a positive decreasing function such that lim y→∞ γ(y) = 0, put
The set K 2 j is tight and, by virtue of Prokhorov's theorem (see e.g. [17] ), is relatively compact. Since {x, y :
Proof: Taking defined in (2.1) compact K 2 j and noticing that {π
Lemma 2.2. For every measurable sets
Proof: The required statement follows from obvious inequalities:
Proof: Put
where w(x) is the function from (H * ). Show that with such γ(y) (2.3) holds. In fact, by virtue of (H 0 ) and Chernoff's inequality
Therefore by virtue of Lemmas 2.1 and 2.2, the exponential tightness of (π 2 n , n ≥ 1) takes place provided that
, where v(x) is from (H * ). Due to Markovian property
From the definition of Z n and w(x) (see (H * )), it follows
Evaluate now from below the value log Z n on a set
Hence, we arrive to
that is (2.7) holds.
Corollary.
3. Upper bound for local LDP. 
where
Proof of this theorem is based on a sequence of auxiliary results formulated below as lemmas.
Let P and Q be probability measures on measurable space (Ω, F) and let U m (Q) = {u(ω) : Ω u(ω)dQ = 1} be a set of non negative F-measurable functions. Due to (1.3), the conditional entropy H(P |Q) of measure P with respect to measure Q is defined as:
It is clear, V (x) is convex non negative continuous function and the following formula holds
It is well known (see Donsker and Varadhan [2] ) that
) and any function u ∈ U m (Q) we have G(u) = Ω h log udQ = Ω (h log u + 1 − u)dQ and, since for
If P Q fails, denote by P s the singular part of P with respect to Q. Then one can choose a set Γ such that Q(Γ) = 0 and
(ω) and
Evidently h N ∈ U m (Q) and also
Since lim N c N = 1, by Lebesgue dominated theorem we have
and by Beppo-Levy's theorem
Let N be fixed. Choose a sequence of continuous function u N,n , n ≥ 1 such that
Thus, for any ε > 0 there exists a function
The last means that under P Q the required result holds.
Lemma 3.2. Let λ αβ and λ µν be probability measures from S 2 with marginals α, β and µ, ν respectively. Then
and for any δ > 0
Proof: Put F αβ and F µν distribution functions corresponding to measures λ αβ and λ µν respectively. By the definition of Levy-Prokhorov's metric
By the triangular inequality
Let ν 1 , ν 2 be probability measures from S 2 and F 1 , F 2 their distribution functions respectively. Put a = ρ 2 (ν 1 , ν 2 ) and x = (x 1 , x 2 ).
Lemma 3.3. For compactly supported and continuously differentiable (by
Proof: Integrating by parts, we obtain
Due to the property of Levy-Prokhorov's metric, we have
, that is the required result holds with F = F 1 :
For F = F 2 , the proof is similar.
is compactly supported and continuous only, then, approximating it sup x∈R |f (x) − f ε (x)| ≤ ε/2, where for each ε function f ε (x) satisfies assumptions of the lemma, we get
The next lemma plays substantial role in proving Theorem 3.1.
Lemma 3.4. Assume (F), (H * ), and (H 0 ). Then, for every
By virtue of (F) u(x, y) is continuous bounded function such that
what implies EZ n = 1 and in turn an obvious inequality
Evaluate now from bellow, on the set A(n, i, q), the value of log Z n :
Choosing non negative continuous function
Denote by F (x, y) the distribution function corresponding to λ(dx, dy). By the corollary to Lemma 3.3, the following estimates (on A(n, i, q)) hold:
where f ε (x, y) is "ε/2-approximation" of φ i (x, y) log u(x, y);
These estimates and (3.2) imply an inequality
corresponding to which 
Thus, by virtue of sup u∈U c R 2 log u(x, y)λ(dx, dy) = H(λ|λ
Assume λ from S 2 has the same marginals. Put
The required result follows from Lemma 3.4, the corollary to Theorem 2.1, and Lemma 2.2, which, under Ω \ B(n, i, q) ).
Lower bound for local LDP. Theorem 4.1 Assume (I') and (RM')
. Then for every λ from S 2 and δ > 0 lim inf
Proof of this theorem consists in a few steps formulated below as lemmas.
Lemma 4.1. Assume (I') and (RM'). Then α ∼ l.
Proof: By virtue of (I') and (RM') we get 
Lemma 4.2 Assume (I') and (RM'). Then p(x|y)
Proof: By virtue of (I') λ ∼ λ
The first statement holds, since for every x we have π(x, dy) = p(y|x)l(dy). To prove the second, show that
Thereby λ (A) = 0 implies (l × α)(A) = 0, that is (l × α) λ -a.s. and the required inequality holds. 
Lemma 4.3 Assume (I') and (RM'). If H(λ|λ
Then η is µ-ergodic process.
Proof: By Theorem 4 (see §1, Ch. 4 [18] ), µ-ergodicity of η holds provided that an equation
obeys unique µ-a.s. (to within a multiplicative constant) bounded solution. Let f (x) be some solution of (4.2). Show that
Since µ is invariant measure we have
and, thus
The last means
where a + = max(0, a) and a − = − min(a, 0). By Lemma 4.1 l ∼ µ. Thereby the violation of (4.3) contradicts to (4.5). Thus, (4.3) holds.
If f 1 (x) and f 2 (x) are solutions of (4.2), then for any constants c 1 and c 2 the function f (x) = c 1 f 1 (x) + c 2 f 2 (x) is solution of (4.2) too. Constants c 1 and c 2 can be chosen such that to violate (4.3). Thus (4.2) obeys the desired unique solution.
Lemma 4.5. Assume (I') and (RM'). For every λ from S µµ with H(λ|λ
and
Proof: Let λ be the measure, involving in (I'), with both marginals α. Put
and note that λ ε obeys the same marginals (1 − ε)µ + εα = µ(ε).
Proof of (4.6). Let λ 3) ) and λ
. Proof of (4.7): Evidently µ µ(ε) and α µ(ε). Denote by
Due to the definition of the conditional entropy (3.1) we obtain 
The last and (3.1) imply
(4.12)
Proof of (4.8): It is clear that the total variation ||λ
Proof of (4.9): Due to (4.12), lim sup ε→0 H(λ ε |λ
is derived from (4.10) by Fatou's lemma. The proof of Theorem 4.1: It is clear that only the case J 2 (λ) < ∞ has to be checked. We use the fact that in this case
Presuppose first that
and denote by
Let us define, on a mesurable space (
is the Borel σ-algebra), probability measures Q and Q µ , where Q is the distribution of the original Markov process ξ and Q µ corresponds to a stationary Markov process with the marginal distribution µ and the transition probability 
Qn
, n = 0, 1, ... is given by the formula:
Lebesgue's decomposition of Q n with respect to Q µ n implies an inequality: for each ∆ from B(R n+1 )
Introduce now occupation measures π
and define sets
Then, taking into account (4.17), we find
Then, accordingly to an arbitrariness of β, the required lower bound holds. The first part of (4.19) takes place since, as it was mentioned above, µ α 0 . The second part is implied by the ergodicity of (x k , Q µ ) k≥0 as long as the two-dimensional distribution of it is λ and so, due to Birkhoff-Khinchin's theorem, lim n ρ , dy) and so, due to Birkhoff-Khinchin's theorem, the last part holds too.
Thus, under (4.13), the lower bound holds.
Let the second condition (α 0 ∼ α) in (4.13) be valid and let λ ε and µ(ε) be measures from Lemma 4.5. For these measures, the first part of (4 .13) 
). Accordingly to Lemma 4.5, one can choose ε 0 such that for fixed δ and ε ≤ ε 0 an inequality takes place: ρ 2 (λ, λ ε ) ≤ δ/2. Then, taking into account Lemma 4.5, we arrive to lim inf
that is the required inequality takes place provided that the second part in (4.9) holds. To relinquish on it, introduce, following Donsker and Varadhan [1] , a new Markov process
It has the same transition probability π(x, dy) and initial distribution α
Hence and by virtue of (H 0 ), it follows that α 1 0 ∼ l and so, by Lemma 4.1 α 0 ∼ α. Therefore, by the previous proof, the lower bound holds for π 2 n (ξ 1 ), where
The required result now follows from (4.20) and the fact that the total variation ||π
Proof of Theorem 1.2.
By Theorem 2.1 the family (π 2 n ) is exponentially tight. Then by (1.8) (Puhalskii's theorem) there exists a subsequence (π 2 n ), obeying the LDP with the rate functioñ J 2 (λ) and so, for δ > 0 the upper and lower bounds hold: ). Thereby {1., 2.} =⇒ {(F)}. As λ , one can take the two-dimensional distribution of a stationary Gaussian Markov process (ξ k ) k≥0 defined by a linear recursion ξ k+1 = aξ k + ζ k+1 , where (ζ k ) k≥1 is i.i. )dyα(dx) and so, λ ∼ λ )
. Then, correspondingly to 1., 2. 
)dy.
Hence and due to 2. we arrive to an inequality:
w(x) ≥ − log r 3 + c|x| − log 
