Abstract-The paper introduces a framework and implementation of an integrated connectionist system, where the features and the parameters of an evolving spiking neural network are optimised together using a quantum representation of the features and a quantum inspired evolutionary algorithm for optimisation. The proposed model is applied on ecological data modeling problem demonstrating a significantly better classification accuracy than traditional neural network approaches and a more appropriate feature subset selected from a larger initial number of features. Results are compared to a Naive Bayesian Classifier.
I. INTRODUCTION
R ECENTLY spiking neural networks (SNN) [1], [2] have been developed as biologically plausible connectionist models, which use trains of spikes for internal information representation. Today many applications using SNN receive a lot of research attention, some of them demonstrating very promising results on solving important real world problems. Based on [3] an evolving spiking neural network was proposed and applied to audio-visual pattern recognition [4] , [5] . A similar type of network was later used in the context of a taste recognition task [6] . Other applications include e.g. neural based word recognition using liquid states [7] , neural associative memory [8] and function approximation [9] , just to name a few.
With encouraging results spiking neural networks were presented in the context of a feature selection problem [10] . In this work a state-of-art optimisation algorithm, namely the Versatile Quantum-inspired Evolutionary Algorithm (vQEA) [11] , was combined with an Evolving Spiking Neural Network (eSNN) [4] . Implementing quantum principles vQEA evolves in parallel a number of independent probability vectors, which may interact at certain intervals with each other, forming a multi-model Estimation of Distribution Algorithm (EDAs) [12] . Following the wrapper approach, vQEA was used to identify relevant feature subsets and simultaneously evolve an optimal eSNN parameter setting. We will refer to this extended architecture as the Quantuminspired SNN (QiSNN) framework during the course of Nikola Kasabov and Stefan Schliebs are with the Knowledge Engineering and Discovery Research Institute (KEDRI), Auckland University of Technology, New Zealand (e-mail: nkasabov@aut.ac.nz.sschlieb@aut.ac.nz; http://www.kedri.info ).
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978-1-4244-3553-1/09/$25.00 ©2009 IEEE this paper. Applied to carefully designed benchmark data, containing irrelevant and redundant features of varying information quality, the QiSNN-based feature selection led to excellent classification results and an accurate detection of relevant information in the dataset.
This study intends to apply QiSNN on an ecological modeling problem. Meteorological data, such as monthly and seasonal temperature, rain fall and soil moisture recordings for different geographical sites, were compiled from published results. Furthermore for each global site the presence or absence of the Mediterranean fruit-fly (a serious fruit pest) was determined. Motivated by only inadequate results [13] - [15] using a different method, namely the Multi-layer Perceptron (MLP), this study aims towards the identification of important features relevant for predicting the presence/absence of this insect species. The obtained results may be also of importance to evaluate the risk of invasion of certain species into specific geographical regions.
In the following sections we will first present the QiSNN framework, explain the experimental setup along with a description of the data used, followed by an analysis and discussion of the obtained results.
II. FRAMEWORK AND IMPLEMENTATION OF QISNN
Based on our previous results on eSNN and quantum inspired evolutionary algorithms [3] , [5] , [12] , [16] , here we propose and explore an integrative quantum inspired feature selection using the eSNN architecture, tightly coupled with the learning environment (the data).
A. eSNN Architecture
The eSNN architecture uses a computationally very simple and efficient spiking neural model, in which early spikes, received by a neuron, are stronger weighted than later ones. The model was inspired by the neural processing of the human eye, which performs a very fast image processing. Experiments have shown that a primate only needs several hundreds of milliseconds to make reliable decisions about images that were presented in a test scenario [17] . Since it is known that neural image recognition involves several succeeding layers of neurons, these experiments suggested that only very few spikes could be involved in the neural chain of image processing. In [18] a mathematical definition of these neurons was attempted and tested on some face recognition tasks, reporting encouraging experimental results. The same model was later used by [4] , [19] to perform audio-visual face recognition.
Similar to other SNN appro aches a specific neural mod el, a learning method, a network arch itecture and an encoding from real values into spike trains needs to be defined in the eSNN method. The neural model is given by the dynamics of the post-synaptic potential (PSP) of a neuron i : 
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end if 12: of output neurons it is possible to accumulate knowledge as it becomes available . Hence a trained network is able to learn new data without the need ofre-training already learned samples. The procedure is described in detail in Algorithm 1.
Encoding of input values seems to be a critical factor in all SNN appro aches. Several encoding mechanisms for SNN have been proposed, such as frequency mappings, Poisson pro cesses and rank order encoding. Another approach is the population encoding which distributes a single input value to mult iple neurons and hence may cause the excitation and firing of several responding neurons. Our implementation is based on arrays of receptive fields as described in [20] , cf. fires a spike when its potential has reached a certain threshold (). After emitting a spike the potential is reset to P S Pi = 0. Each neuron is allow ed to emit only a single spike at most. The threshold () = c PSP max is set to a fraction C E (0,1) of the maximal potential PSP max possible by a neuron . In Figure 1 the change of the PSP for this neural model is presented, when a series of input spikes (stimuli) are presented to the different synapses of this neuron. An evolving neural network architecture using the above model along with a learning algorithm was propo sed in [4] , [5] . The method succes sively creates a repository of trained output neurons during the presentation of training samples. For each training sampl e a new neuron is trained and then comp ared to the ones already stored in the repository. If a trained neuron is considered to be too similar (in terms of its we ight vector) to the ones in the repository (according to a specified similarity threshold s ), the neuron will be merged with the most similar one. Otherwise the trained neuron is added to the repository as a new output neuron. The merging is implemented as the (runn ing) average of the connection weights, and the (running) average of the two firing threshold. Because of the incremental evolution (_~I_~~/) CI.,,'
::: _~I==~~: } CI",2 Fig. 3 . eSNN architecture -Each input variable is translated into trains of spikes. The resulting spike sequence invokes a spiking neural network and a repository of output neurons is successively generated during the training process.
B. Versatile Quantum-inspired Evolutionary Algorithm
In this study eSNN was used to address feature subset selection (FSS) problems following the well known wrapper approach. A wrapper contains a general optimisation algorithm interacting with an induction method (classifier), also cf Figure 5 . The optimisation task consists in a proper identification of an optimal feature subset, which maximizes the classification accuracy determined by the inductor. The eSNN architecture operates as the induction method in this paper. Due to its interesting properties in terms of solution quality and convergence speed we decided for the previously proposed Versatile Quantum-inspired Evolutionary Algorithm (vQEA) [11] as the optimisation algorithm. The method evolves in parallel a number of independent probability vectors, which interact at certain intervals with each other, forming a multi-model Estimation of Distribution Algorithm (EDA) [12] . The use of a multiple probabilistic model is the main characteristic of vQEA, allowing a dynamical adaptation of the learning speed, which leads to a smooth convergence behavior. Furthermore it was shown that the multi-model works as a buffer against a finite number of decision errors. In previous work vQEA has been compared to Genetic Algorithms and a number of first level EDAs on several benchmark problems [11] . It has been shown that this approach performs well on epistatic problems, is very robust to noise, and needs only minimal fine-tuning of its parameters . In fact the standard setting for vQEA is suitable for a large range of different problem sizes and classes. Finally vQEA is a binary optimiser and fits well to the feature selection problem we want to apply it on.
e. Integrated Parameter Optimisation
Manual fine-tuning the neuronal parameters can quickly become a challenging task [19] . To solve this problem the idea of the simultaneous optimisation of the two combinatorial search problems of FSS and learning of parameters for the induction algorithm was proposed [21] . The selection of the fitness function was identified to be a crucial step for the successful application of such an embedded approach. In the early phase of the optimisation the parameter configurations are selected randomly. As a result it is very likely that a setting is selected for which the classifier is unable to respond to any input presented, which corresponds to flat areas in the fitness landscape. Hence a configuration that will allow the network to fire (even if not correctly) represents a huge (local) attractor in the search space, which could be difficult to escape in later iterations of the search. In [21] a linear combination of several sub-criteria was used to avoid a too rugged fitness landscape. Nevertheless we can not confirm, that the use of much simpler fitness functions led to any problems in our experiments. Using the classification accuracy on testing samples seemed to work well as it is presented later in this paper. All parameters modulation factor mi, similarity threshold si, PSP fraction ci, Vt E L of eSNN were included in the search space of vQEA. Due to its binary nature vQEA requires the conversion of bit strings into real values. As we will see later in the experimental analysis a small number of Grey-coded bits is sufficient to approximate meaningful parameter configurations of the eSNN method. In Figure 4 the structure of a chromosome as it is used in vQEA applied on eSNN is depicted.
The complete QiSNN framework used in this study is summarized in Figure 5 .
III. A CASE STUDY FROM ECOLOGICAL MODELING
Here we illustrate the inherent suitability of the QiSNN framework from Figure 5 to obtain better solutions of ecological problems characterised by large and changing data sets, large number of variables, and inadequate results obtained to date [13] - [15] .
A. Data
That knowledge is important so that locations where a species that has potential to cause great environmental harm and might establish a new damaging population can be predicted. The usual approach to determine the importance of a range of environmental variables that explain the global distribution of a species is to train or fit a model to its known distribution using environmental parameters measured in areas where the species is present and where it is absent. In this study, meteorological data that comprised 68 monthly and seasonal temperature, rainfall and soil moisture variables for 206 global geographic sites were compiled from published records. These variables were correlated to global locations where the Mediterranean fruit-fly (Ceratitis capitata), a serious invasive species and fruit pest, were recorded at the time of the study, as either present or absent [22] . The dataset is balanced having equal number of samples for each of the two classes. Previous use of MLP on the data results in a classification accuracy of approximately 71% [14] .
B. Experiments
In the proposed framework a number of parameter choices have to be made. For vQEA we chose a population structure of ten individuals organized in a single group, which is globally synchronized every generation. This setting was reported to be generally superior for a number of different benchmark problems [12] . The learning rate was set to () == 7r /200 and the algorithm was allowed to evolve over a total number of 4000 generations. In order to guarantee statistical relevance 30 independent runs were performed, using a different random seed for each of them.
Additional to the feature space, vQEA was used to optimise the parameter space of the eSNN architecture. For each class l E L three parameters exist: The modulation factor mi, the similarity threshold si, and the proportion factor ci. Since the data represents a two-class problem, six parameters are involved in the eSNN structure. The binary character of vQEA requires the conversion of bit strings into real values. In the experiments we found four bits per variable enough to offer sufficient flexibility for the parameter space. For the conversion itself a Grey code was used.
In terms of the population encoding for eSNN we found that especially the number of receptive fields needs careful consideration, since it affects the resolution for distinguishing between different input variables. After some preliminary experiments we decided for 10 receptive fields, the centers uniformly distributed over the interval [0,1], and the variance controlling parameter j3 == 1.5.
In every generation the 206 samples of the dataset were randomly shuffled and divided into a training and testing set, according to a ratio of 75% (154 training and 52 testing samples). The chromosome of each individual in the population was translated into the corresponding parameter and feature space, resulting in the generation of a fully parameterized, but untrained eSNN and a feature subset. The created eSNN of each individual was then independently trained and tested on the appropriate data subsets. For the computation of the classification error we determined the ratio between correctly classified samples and the total number of testing samples.
In order to allow a comparison of the results we have also applied a traditional classification method on the same dataset by exchanging the eSNN classifier for the classical Naive Bayesian Classifier (NBC). Using NBC in the wrapper approach is very common and was explored by many authors previously, e.g. [23] . Apart from the discretization of the dataset, which is a requirement for NBC, all parameters as the training ratio and classification error metric were kept unchanged. For vQEA the learning rate was adapted to be () == 7r /100, which we found to be in favour for the overall performance of the feature selection using NBC and the convergence speed.
C. Results
In Figure 6a and 6b the evolution through vQEA of the average best feature subset in every generation is presented using eSNN and NBC respectively as classifiers. The color of a point in this diagram reflects how often a specific feature was selected at a certain generation. The lighter the color the more often the corresponding feature was selected at the given generation. It can clearly be seen that a large number of features have been discarded during the evolutionary process. Many features have been identified to be irrelevant by both algorithms, although also significant differences between the evolved feature subsets can be noticed.
The eSNN classifier appears to be rather consistent in discarding features, since most of the 30 independent runs have agreed at least about the irrelevant features, hence many black columns appear in the diagram. The situation is different for features, that have been identified as relevant in most of the runs. In a small number of runs exactly these features were considered to be irrelevant, as reflected by the light gray columns in Figure 6a . For these features several hypothesis can be derived. We emphasize that the features for which the classifiers are undecided may be not important, but also not misleading during the evolutionary search. Hence they are randomly included in the final feature subset by any of the runs performed. It is also likely that some features are equally relevant (redundant features), so at least one of them will be selected as a representative of these features by the algorithm. Different runs will most likely select a different feature, thus the final subset is varying. We also believe that some features are present conditional to the presence/absence of others. Hence the average evolved feature subset can not be consistent in all runs and the ecological analysis of the feature subset should include all features that have been selected more frequent than a certain percentage in all runs performed.
In case of NBC a rather opposite situation can be observed. Some features are clearly found to be relevant in all 30 runs, which is in contrast to the results obtained by eSNN. But for many other features no definite decision can be 
D. Ecological Point of View
Using the eSNN classifier on average only 14 features were selected in a particular evolutionary run, but since the evolved feature subsets were not identical in all of the runs and the presence/absence of features is also to be expected conditional to the presence/absence of other features, we have decided to include all features into the ecological analysis, that have been selected by at least 20% of the 30 independent runs. Thus in the case of eSNN the analysis indicates 25 variables that were considered as being involved in the determination of the classification outcome after the evolution of 4000 generations. Table I summarizes the final feature subsets obtained by each of the classification methods. A feature is marked as rejected when at least 20% of all performed runs have discarded this feature at the end of the evolutionary run. If a feature was selected in 80% or more of all runs, it is marked as selected. Otherwise features have been labeled as "undecided" in the table. As mentioned earlier the table reflects the fact that eSNN is more consistent in rejecting features than NBC. For this reason we have concentrated our ecological analysis on the results of eSNN only. The features included in this analysis are presented by the two columns ("Undecided" and "Select") corresponding to the eSNN method in Table I .
Winter (TWIN2, TWIN3, TWINTER) and early spring (TSPRl) temperatures, and early summer rainfall (RSUMRl) were particularly strong features along with the degree-days (DDS and DD15). Degree-days are the accumulated number in an evolutionary algorithm. Figure 8 presents the evolution of the parameters of the eSNN architecture. All three pairs display a steady trend and evolve constantly towards a certain optimum, not reporting too much variability. We take this as an indicator that vQEA indeed controlled these parameters carefully. made, since some of the runs reported a given feature to be relevant, but on the same time an almost equal number of runs reported the exact opposite (reflected by the gray columns in Figure 6b ). The explanations given earlier about redundant and conditional features are true for NBC, too. The average number of features selected decreases steadily in later generations, but the trend in Figure 6c suggests the evolution for both algorithms is not completely finished, yet. After 4000 generations on average 14 features have been identified to be relevant using eSNN, 18 in the case of NBC. We will analyze these features from an ecological point of view in the next section.
The average accuracy reported by the best individual in the population after the evolution of 4000 generations, was constantly above 80% for both tested classifiers, NBC displaying a slightly higher variance during the evolutionary run compared to eSNN. It has to be noted that there is a difference about the way NBC and eSNN classify a test sample: While NBC always reports an answer (either class oor class 1), eSNN is also able to deny classification (either class 0, class 1 or undecided). The latter case is considered to be a miss-classification of the presented sample. Hence the classification accuracy of NBC is at a very high level at the beginning of the evolutionary run, since a random classification would already correspond to an accuracy of approx. 50%. While eSNN denies to report an answer for most presented test samples at the early stage of the optimisation, its classification accuracy starts at a much lower level than NBC. In later generations the accuracies of both algorithms can be compared fairly. Once more the overall trend suggests that the evolutionary optimisation could have been continued, expecting further improvement of classification accuracy. This is especially obvious for the eSNN based feature selection, but also in the case of NBC a small positive trend is noticeable.
We were interested how strong the classification accuracy is dependent on the feature number for each of the tested algorithms. In Figure 7 this dependence is investigated for both classifiers. Each point in the diagram corresponds to a tuple (accuracy, feature number) obtained from the generational best individual of every generation. The color indicates the generation itself, the lighter the color the later the generation in which a given tuple was obtained. In the case of eSNN (cf. Figure 7a) a strong relationship between feature number and accuracy can be observed. Even for small decreases of the feature number significant accuracy improvements arc reported. Since the evolutionary search is driven by the classification accuracy only, solutions having a small number of features represent a strong attractor in the search space.
In the case of NBC (cf. Figure 7b ) smaller feature subsets are also rewarded by higher classification accuracy. Nevertheless this award is less obvious compared to the one observed in eSNN. Thus the fitness landscape (in terms of feature number) represented by NBC appears to be more flat than the one represented by eSNN. It is noteworthy that flat fitness landscapes are an undesired property of any fitness function Accuracy in Dependence of Feature Number Accuracy in Depende nce of Feature Number of degrees of temperature above a threshold temperature (5°a nd 15°in this case) over time (in this dataset over the whole year) . It would be expected that the latter two variables would be closely correlated. These results correspond to other analysis where more conventional statistical and machine learning methods were used to identify the contribution of environ mental variables to C. capitata presence or absence [24] . While there is no indication from this analysis whether the features have a negative or positive effect on the distribution of the species, it is known that C. capitata is limited by the severity of temperatures in the winter and early spring and extremes of wet or dry conditions in the summer [25] .
The accuracy of the resulting model on the test set, however, is not only higher than that for the model using the full feature set, but also higher than that found by [24] using a range of conventional models . The clear potential for further improvement of classification accuracy with model refinement, as well as automatic optimisation of parameters, makes this an extremely useful approach for the analysis and modelling of complex, noisy ecological data.
lower numbers of features receive only little fitness rewards, eSNN reported a clear correlation betw een classification accuracy and feature number. As a result eSNN was capable of decreasing the feature number not only faster than NBC , but was also more consistent in excluding features from the optimisation process. NBC on the other hand appeared to be more consistent in selecting features , while being less consistent in reject ing them . The obtained feature subsets were analyzed by an ecological expert and found to be coherent with current knowledge in this area . In a previous analysis in which conventional statistical methods were applied on this dataset without performing any feature selection beforehand, a worse classification accuracy was reported.
Further development of the QiSNN framework is planned, where the presence/absence of spikes at a given time in a QiSNN will also be represented probabilistically with the use of quantum-inspired representation as suggested in [26] , [27] . Also the rather strong disagreement of the investigated algorithms will be part of the future work .
R EFEREN CES

IV. CO NCL US IO N AND F UT UR E DIR ECTIO NS
In this study we have presented an extension of eSNN with a quantum-inspired evolutionary algorithm, which simultaneously evolves an optimal feature subset along with an optimal parameter configuration for eSNN . We call this framework QiSNN . We have used the already tested and published Versatile Quantum-inspired Evolutionary Algorithm. The framework was applied on an ecological data modeling problem and results have been compared to the traditional Naive Bayesian Classifier. Although no significant difference in terms of accuracy between the two classification methods was obtained, some important experimental observations were made . While NBC represented a rather flat fitness landscape in the evolutionary algorithm in which 
