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1. INTRODUCTION 
In [l, Ch. 71 Bellman considers the Emden-Fowler differential equation 
g(t) = t++yp(t))l+” (t > 0) (1.1) 
with v positive and (II real. For the proper solutions of this equation, i.e., for the 
solutions that are defined, nonnegative, and continuous for t > to , he derives 
the asymptotic behaviour as t tends to CO. An interesting feature of the results 
is the dependence of the asymptotic formulas on 01. It turns out that these 
formulas change essentially when c11 passes the values zero and unity. In order 
to get some insight into the way in which this alteration occurs at 01 = 0, we 
elaborate the following program: 
If v is a fixed positive number, then asymptotic formulas (as t + co) for 
for the proper solutions which hold uniformly with respect to 01 (in a neigh- 
borhood of 01 = 0) are to be derived. 
Let us introduce new variables by the substitution 
t = es, p(t) = e%(s), 0.4 
in (l.l), which yields the autonomous equation: 
u”(s) + uu’(s) + bu(s) = (u(s))l+“, (1.3) 
with a = 201 - 1, 6 = (Y(CL - 1). Equation (1.3) corresponds to the system: 
d = v, v’ = - bu - av + d+v. (1.4) 
Here the prime denotes differentiation with respect to s. Considering v as 
a function of U, we find from (1.4) 
v 2 + av + bu = ulfv. (1.5) 
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We observe that the origin in the (u, CJ) plane is always a singular point of (1.4). 
If b > 0, there is another singular point, i.e., (u, V) = (bllY, 0), which cor- 
responds to the solution p(t) = brlYta of (1.1). 
In Section 2 we shall prove that all proper solutions tend to a singular 
point of (1.4) as s -+ co. This property might enable us to apply the theory of 
Poincare-Liapunov in order to find the asymptotic behaviour of the proper 
solutions. However, for OL = 0 the origin is not an elementary singular point 
and so the theory is not directly applicable. Furthermore we want to derive 
formulas which hold uniformly in the vicinity of the origin. Therefore we 
shall not apply the method of Poincare-Liapunov, but instead we transform 
(1.4) into a quadratic system. In fact, if 
x = u*, Y= f +a, 
then (1.4) becomes 
x’ = vx(y - a), y’ = x - y(y - 1). 
If we consider y as a function of x, we obtain 
vx(y - a) g = x - y(y - 1). 
(1.6) 
(1.7) 
(1.8) 
We shall prove in Section 3 that, apart from time translation, for 0 < 01 < 1, 
(1.4) and (1.7) have at most one proper solution. It follows that there is, 
for 0 < (11 < 1, at most one solution of (1.8) with y -+ 0, y < 0 as x + 0, 
x > 0. In Section 4 we shall try to find a solution of (1.8) of the form 
y(x) = f a,xn. U-9) 
n=1 
By equating coefficients of equal powers of x in (1.8) we can calculate the 
coefficients a, and prove that, if OL > 0, series (1.9) has a positive radius of 
convergence. However, this radius of convergence tends to zero if 01 tends to 
0, and for c1 = 0 (1.9) converges only for x = 0. We see that power series 
substitution is not very suitable for calculating uniformly asymptotic formulas. 
Nevertheless, in Section 5 we show, that series (1.9) is a uniformly asymptotic 
expansion of the proper solution of (1.8) with 0 < 01 Q 1. We shall prove 
this fact by what we call the test-function method. After having found an 
asymptotic formula for the solution of (1.8), we can find an asymptotic for- 
mula for the solution of (1.7) by substituting (1.9) in the first equation of ( 1.7). 
This will be done in Section 6. In Section 7 a brief description is given 
for the calculations in the case OL < 0. A survey of the results obtained can 
be found in Section 8. 
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2. THE CONVERGENCE OF PROPER SOLUTIONS 
In this section we show that proper solutions of (1.4) tend to a singular 
point in the (u, v) plane. First, if (u, V) is a solution of (1.4) then the functions 
u and v must be monotonic for large s. To see this, consider the function u 
and suppose b 6 0. If U’(S) = 0 f or some s, then it follows from (1.3) that 
U”(S) > 0. So the only stationary points are minima. This implies the mono- 
tonicity for large s. If b > 0 and U’(S) = 0 for some s, there are three pos- 
sibilities: firstly, if U(S) > bliY, then U”(S) is positive and the stationary point 
is a minimum. The next stationary point, if any, would be a minimum too, 
which is impossible. Secondly, if U(S) < bliY, the argument is analogous. 
Finally, in the case U(S) = @iv, the solution is the constant one corresponding 
to the singular point (Vi”, 0). In order to prove that v is monotonic for large s 
we use the equality v” = [(I + V) uV - b] v - av’, which is a consequence 
of (1.4). Since u is monotonic for large s, the term [( 1 + V) uy - b] v will be 
eventually of fixed sign. So all possible stationary points will ultimately be of 
the same kind (maxima or minima). Hence the result follows. 
Next we prove that U(S) is bounded if (u, v) is a proper solution of (1.4). 
If not, we can conclude from the foregoing that U(S) -+ co (s --+ co) and that 
v(s) > 0 (s > s,,). We then consider v as a function of u. From (1.5) we shall 
deduce 
v > Ku1+“i2 (u > 4 (2.1) 
for some positive K, but this inequality is impossible if u is a proper solution 
([l, Ch. 51). In order to derive (2.1), assume first that a < 0. In this case (1.5) 
implies v(dv/du) > 4 zll+” (U > u2). By quadrature we obtain 
v2 > Kluz+v + K, , hence (2.1). If a > 0 we have v(dv/du) < 2~l+~ (U > us) 
and it follows that v < Ku1+~12 (U > ~a). Inserting this inequality into (1.5) 
we get v(dv/du) > u r+v - bu - aKlu1+~/2 > K2u1+v, (U > uq) which yields 
(2.1) by the same argument as in the case a < 0. 
Finally we prove that proper solutions of (1.4) tend to a singular point in 
the (u, v) plane. Since the function U(S) is bounded and monotonic for large s, 
it tends to a limit as t tends to co. Moreover, since v is monotonic for large s 
it follows that v -+ 0. Then, by (1.4), we observe that v’(s) has a limit as s 
tends to co and, since v is bounded, this limit must be zero. So, again by (1.4) 
v and ul+v - bu both tend to 0. This concludes the proof. 
Now we can find the asymptotic behaviour of the proper solutions for 
OL # 0 and 01 f 1 by studying the singular points and using the theory of 
Poincare-Liapunov. The formulas obtained can be improved by iteration 
methods. This leads to results derived by Bellman in a different way. For 
01 = 0 or 01 = 1 the method cannot be directly employed, the origin being a 
non elementary singular point. Since application of the Poincare-Liapunov 
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theory and improvement of the asymptotic formulas are standard techniques 
we shall not carry them out here. 
Instead we give a different method which will enable us to treat the cases 
LX = 0 and 01 = 1 as well as to find uniformly asymptotic formulas. We shall 
pursue this method in detail for the case 0 < (II < 1 and give only a short 
description of the case 01 < 0. 
3. THE UNIQUENESS OF THE PROPER SOLUTIONS FOR 0 < a < 1 
If (u(s), V(S)) is a proper solution, this will also be the case for (U(S - sa), 
w(s - so)), because the system (1.4) is autonomous. Having found one proper 
solution of (1.4), a manifold of solutions can be obtained by varying s, . 
In the phase plane the solutions of this manifold coincide. They are distin- 
guished only by different starting points on the trajectory. We will refer to 
such a manifold as an essential solution of (1.4). An essential solution therefore 
corresponds to a trajectory in the phase plane. In this section we shall prove 
that in the case 0 < 01 < 1 there exists at most one essential solution. 
If F(x, y) is a real valued continuously differentiable function in a domain S 
of the (x, y) plane, the solutions of the differential equation y’ = F(x, y) 
are said to diverge in S for decreasing X, if for any pair of solutions y1 , ys 
with yi > ys the difference yi - ys increases when x decreases, with (x, yr) 
and (x, ya) in S. The following almost trivial property yields a simple criterion 
for divergence. The solutions of the equation y’ = F(x, y) diverge in S for 
decreasing x, if for fixed x the function F(x, y) is decreasing with respect to y. 
In fact, if yr > ya , then (yr - ya)’ = F(x, yi) - F(x, ys) < 0. In our case we 
have dv/du =F(u, V) with F(u, v) = - a + (u” - b) u/v and, as for the 
trajectories corresponding to proper solutions v < 0 (u > 0) must hold for 
large s, we suppose S to be the quadrant in which u > 0, v < 0. Now, since 
b < 0, we have aF/av < 0 in S, so the solutions of (1.5) diverge if u decreases. 
This implies the required uniqueness. 
For convenience in further calculations we introduce new variables by the 
substitution 
uv = x, +=y. 
Then (1.4) becomes a rational system, i.e., 
x’ = vx(y - a), y’=x-y(y- 
The prime denotes differentiation with respect to s. 
Equation (3.2) implies 
yx(y - a) g = x - y(y - 1). 
(3.1) 
1). (3.2) 
(3.3) 
4=‘9/30/3-I4 
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In the following sections we shall look for solutions of (3.3) with y -+O, 
y < 0 as x --+ 0, x > 0. From the foregoing it follows that there is at most 
one solution of this kind in the case 0 < OL < 1, since y -+ 0, y > 0 (X + 0, 
x > 0) implies z, -+ 0, v < 0 (U + 0, u > 0). If we have found such a solu- 
tion, we can use the first equation of (3.2) to express x (and hence u and p) 
as a function of s. 
4. THE SOLUTION IN THE FORM OF A POWER SERIES 
Considering (3.3), we try to find a solution of the form 
y(x) = .f a,xn. (4.1) 
?Z=l 
Equating the coefficients of equal powers of x, we find that the numbers a,, can 
be calculated successively by the relations 
a, = - (1 + al+’ 
(4.2) 
m-1 
a,,, = (am + 1)-l (4 vm + 1) c q&-k , 
k=l 
We have to prove that series (4.1) h as a positive radius of convergence. If 
OL > 0, then (~rvm + 1)-l (+ urn + 1) has a finite upper bound M. Conse- 
quently, the coefficients a, are dominated by positive numbers b, defined by 
the relations 
b, = I al I 
m-1 
b, = M c bbm-, , 
k=l 
(m = 2, 3,...). 
The function +(x) = CF bnxn can be calculated from these formulas 
and it easily follows that (b(x) and hence Cy anxn is analytic for 
1 x 1 < (1 + w)/(4M). (Of course we are interested in positive values of x 
only, since x = u”.) However, since M + co (a -+ 0), we have only proved 
convergence in a region which shrinks to the point x = 0 as a tends to 0. 
Moreover, the argument does not hold for 01 = 0, since in that case the 
quantity (orvm + 1)-l (Burn + 1) is not bounded. Actually, the radius of 
convergence decreases to zero as (Y tends to 0 and equals zero for o( = 0, 
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according to the following calculations. By the substitution d, = (- l)m a, 
we get 
dI = (1 + LW)-’ 
m-1 
d,,, = (wm + 1))’ (4 vm + 1) c GL-, (m = 2, 3,...). 
k=l 
The numbers d, are obviously positive and the inequality d, 2 (wm + 1)-l. 
(4 vm + 1) dI d,+ (m = 2, 3,...) holds. Defining m, by m, = max(2, [I/(W)]) 
we obtain for m > m, 
The first product in the last member does not depend on m. For the second 
product in the last member we have 1 < C&V. Therefore, this product is not 
less than (4~)-(+~0). This implies d, 3 K(a) (i dI/a)m, where K(U) does not 
depend on m. Hence the radius of convergence of (4.1) does not exceed 4oI/d, , 
and consequently tends to zero as 01 tends to 0. Furthermore, the radius of 
convergence is increasing with respect to (Y, since the numbers d, decrease, 
and hence, for 01 = 0, the radius of convergence equals zero. 
Owing to these facts, the method of power series substitution is not very 
suitable for calculations of uniformly asymptotic formulas, and the determi- 
nation of the asymptotic behaviour for OL = 0 is impossible in this way. 
In the next section we shall employ a different method, by which we shall 
prove the existence of a solution of (3.3) satisfying y + 0, y < 0 (X -+ 0, 
x > 0). Series (4.1), with coefficients calculated by (4.2), will turn out to be a 
uniformly asymptotic expansion of this solution for 0 < 01 < 1. 
5. THE TEST-FUNCTION METHOD 
The method mentioned at the end of the previous section is based on 
the following lemma. 
LEMMA. IfF(x, y) is continuously dz~erentiuble on (0, x0] x (0, y,,) and if 
v-(x) and v+(x) are continuously dzJl&ntiable on (0, x0] satisfying in this 
interval 
(1) 0 < 944 < v+(x) < Yo 9 
(2) Y%‘(x) <Q, %W P+w > q% F+(4), 
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then there exists on (0, x,,] a solution y(x) of the dayerential equation 
y’(x) = F(x, y(x)) which satisfies y-(x) <y(x) < F+(X) (0 < x < x0). 
Proof. We denote by v( x; x*, y*) the solution of y’(x) = F(x, y(x)) 
passing through the point (x*, y*). This function is continuous with respect 
to each of its arguments. Now we choose a decreasing sequence {~~}~r with 
x1 < x0 which tends to zero as n + co. Then we can define a sequence of 
intervals I, by 
X” 
FIGURE 1 
We have I, = [~Jx,,), ~+(~a)] and I, CI,-, (n = 1,2,...). So there exists a 
number yr E nn I, and it is easily seen that the solution y  = 9(x; x0 , yJ 
satisfies the required inequality for 0 < x < x,, . 
Remarks : 
(1) x,, and y0 may be infinite. 
(2) The proof of the lemma is inspired by the proof of an analogous one 
in [2, Ch. 9.31. 
The functions vp- and v+ are called test functions. By a suitable choice of 
these functions one can give estimates of the solutions of the differential 
equation. We define the operator T on the set of functions continuously 
differentiable on some interval (0, x,,] as follows: 
Ty(x) = vx( y  - CX) 2 - x + y( y  - 1). 
The lemma can now be restated. 
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If on some interval (0, x0] there exist continuously differentiable functions 
up- and v+ satisfying, on this interval, the conditions 
(1) P)-(x) < P+c4 < 0 
(2) TV+(X) < 0 < %4x) 
then there exists a solution y(x) of (3.3) satisfying q~.(-(x) <y(x) < y+(x) 
(0 < x < x,,). We shall look for test functions of the form 
N+l 
cp(4 = 1 %lxn 
?&=l 
where the CX~‘s are continuous functions of 01 in [0, I] and independent of x. 
We have 
N+l 
with 
Ep(x) = c z&x" + XN+2P(a, x), 
PZ=l 
b, = - 1 - (1 + @) 011 )
P-1) 
n-1 
b, = (-$ vn + 1) c %&%-k - (m + 1) a, (?z = I,..., N -j- 1). 
k=l 
Now P(,, x), being of the form Cf=,, c,(a) LP with cn(ol) continuous, is con- 
tinuous in some rectangle [0, l] x [0, x1]. Therefore, P(cy, X) is bounded on 
this set and hence we have 
N+l 
Tip(x) = c b,xn + O(XN+2) (0 < a < I,0 < x < Xl). 
12=1 
We choose cur ,..., 01~ so as tomake b, = *** = b, = 0. Then 01, = a, where 
the numbers a, are given by (4.2). Now we have 
TV(X) = bN+lXN+l + O(XN’2) (0 < (II < 1,o < X < X1). 
For p+(x) we choose aN+l = u+~+~ such that bN+r = - 1. Then TV+(X) < 0 
(0 < x < x2) holds for some x2 independent of (Y. Similarly for p)-(x) we 
choose OI~+~ = ~-~+r, so as to make b,,, = 1, and then Z’q~(x) > 0 
(0 < x < x3) holds. Obviously, by (5.1), v-(x) < p+(x). Since 
a, = - (1 + CUJ-’ < - (1 + v)-’ 
we have for some xq , independent of (Y, v+(x) < 0 (0 < x < x,J. Therefore, 
with x,, = min(x i , x2 , x3 , x4) the functions r+ and v+ satisfy the conditions 
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required for test functions. Hence there exists a solution y(x) of (3.3) with 
v-(x) -C y(x) < v+(x) (0 < x < x,,). Owing to the boundedness of u+N+r this 
implies 
y(x)= f a,x”+O(XN+l) (O<X<&J,O<~G1) (5.2) 
k=l 
which is a uniform estimate. For each N we have constructed a solution (3.3) 
satisfying (5.2). But on account of the uniqueness, proved in Section 3, this 
must be the same solution for each N. For this solution, therefore, C a,# 
is a uniformly asymptotic series for 0 < 01 < 1. So the assertions, made at 
the end of the previous section are proved. 
6. ASYMPTOTIC FORMULAS OF x(s) As s TENDS TO co 
In the preceding sections we showed the existence and the uniqueness of 
a function y(x) corresponding to a proper solution of (3.2). We can find the 
proper solutions themselves by integrating the first equation of (3.2): 
x’(s) = vx(s) {y(x(s)) - u>. (6-l) 
A positive number x0 may be chosen independently of LX, so that for all 
4 E (0, x0) there exists exactly one solution of (6.1), i.e., exactly one proper 
solution of (3.2) satisfying x(0) = Q. The initial value y(O) is determined by 
the requirement that the solution be proper, i.e., by y(O) = y(x(0)). In 
this section we shall assume the initial value 4 to be fixed and independent 
of 0~. Since y(x) is negative it follows, from (6.1), that x(s) is strictly decreasing. 
Therefore we may consider s as a function of x and write 
ds 1 
v dx = x(y(x) - u) 
instead of (6.1). I nserting asymptotic information about y(x) [i.e., formula 
(5.2)] into (6.2) we obtain an asymptotic formula expressing ds/dx in terms 
of x. By quadrature we find s expressed in x by an asymptotic formula. After 
that, we only have to invert that formula in order to get the behaviour of 
x(s) as s -+ co. 
Proceeding in this way we obtain by the substitution 
y(x) = x + (1 + v) x2 + w-7 (x-+ a> 
for u = 0: 
us=%-1-1 +v)logx+c(o)+o(x) (x+0) (6.3) 
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C(0) is a constant depending on the initial value Q. Inverting this formula 
we get: 
.%+0(S) (s--too) 
(6.4) 
where VT = (1 + V) log v + C(0). For fixed OL > 0, substituting 
y(x) = - (1 + CW)-l x + 0(x2), we obtain 
x(s) = Be-““s 1 + 
( 
$yyy) + O(f+S)) (s--t co). (6.5) 
A uniformly asymptotic formula for 0 < 01 < 1 requires more calculation, 
which we now present. 
Inserting y(x) = six + aax2 + 0(x3) in (6.2) we get 
ds 1 
Y&i= 
a2x 
x(a,x - a) - (UIX - a)” + O(l) (0 < x < x0,0 < (Y < 1). 
Since 
a, = - (1 + mJ)-’ = - 1 + CW + O(a2), 
a2 = (1 + v) (1 + W)-s (1 + 2cW)-1 = 1 + v + O(ar), 
we have 
ds 1 1 
( 
1 
V&=a x+,-x 1 
Using 
we obtain 
vs = C(a) + M-1 log 1 + E - (1 + v) log(x + CX) -
( 5) f& + O(x), 
VW 
where C(a) depends on LY and on the initial value 4. The 0 term in (6.6) is 
uniform with respect to a: and Q, if 0 < OL < 1, 0 < Q < p. . Substituting 
s = 0, x = p we observe that C(a) is bounded for 0 < OL < 1. From (6.6) 
we obtain 
pus = ( 1 + x exp[olC(ol) - ol(l + V) log(x + f~) - cy2(x + a)--’ + O(owc)]. *) 
(6.7) 
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Using this result we will prove that the expression &(eoru8 - 1) x tends to 
a limit as s tends to co, uniformly with respect to (Y. In fact 
where 
x(F - 1)~l = Tl + T,, 
arc(a) - ol(l + V) log(x + a) - & + O(a)] - 1 f 
and 
T, = exp 
[ 
olC(ol) - ol(l + V) Iog(x + LX) - & + O(W)] . 
We have 
Tl = ~a-‘{ 1 - a( 1 + V) log@ + LX) + O(a) - l> 
= - (1 + V) x log@ + a) + O(X) = 0(X log X) 
(0 < a d 1,o < X d X0) 
and 
T, = ey(@) exp [-,(I Ty)log(l +$) +$+064] 
where 
Since 
y(a) = a(C(a) - 1) - ar(1 + V) log 01. 
a log (1 + $) = O(x) and --$ = O(x) 
hold uniformly with respect to 01, we get T, = ey(Or) + O(x). Hence we have 
found 
a-l(euvs - 1) x = eY(=)[l + 0(x log x)], 
that is 
x = oleY’“’ [l + 0(x log x)] ps - 1 (0 < Q < l,o < X < x0). 
We choose q sufficiently small so as to make the 0 term less than 4 for x < q. 
Then we get, [because x(s) is increasing] x(s) < &/(eavs - 1) = O(+) 
uniform with respect to CL Finally we have 
x(s) = 5 [l + 0 py] (s > sg ) 0 < a < 1). (6.8) 
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Remark. 
The foregoing calculations do not imply that x(s) depends continuously 
on a although this is true. In order to show that x(s) depends continuously 
on 01, we have to prove that y(x), [henceforth referred to as y(x, a)] is con- 
tinuous with respect to a. For ~1 > 0 the continuous dependence on a is not 
difficult to prove, owing to the convergence of the power series of Section 4. 
As to the case 01 = 0, we can show thaty(x, a) - y(x, 0) = O(w) (0 < a < 1, 
0 < x < xa) by introducing the function 0(x, a) = a-‘[y(x, a) - y(x, O)]. 
For this function we can derive a differential equation, considering y(x, 0) 
as a known function. We are able to apply the test-function method to that 
equation in exactly the same way as in the previous section. Then it turns 
out that the solution ti satisfying 0(x, a) --f 0 (x -+ 0) (which we know exists) 
possesses a uniformly asymptotic expansion: 
0(x, a) M f d,x” (x --+ 0,o < a < 1) (6-g) 
n=l 
where, evidently from the uniqueness of asymptotic expansion, 
d, = a”{uJa) - an(O)}. 
By this result we can easily prove the continuous dependence of x(s) on a. 
As a further consequence of (6.9) we can derive an asymptotic formula for 
y(a) as a tends to 0. Actually, considering s = s(x, a) as a function of x and a, 
one can show by (6.9) that 
v[s(X, a) - s(x, 0)] = i [f- - 1 08 (1 + f)] + (1 + 4 1% (1 + %) 
+ --& + O(a log 4. 
Combining this result with (6.3) and (6.6) we get 
C(a) - C(0) = O(a log X) + O(X). 
Since this result is uniform, we are allowed to put x = a, which yields 
C(a) = C(0) + O(a log a). So we have 
Y(a)=-(l+~)aloga+Kva+O(a210ga) 
where K = +(C(O) - 1). 
(6.10) 
Finally, from (6.9) one can easily derive, for 4 sufficiently small, the inequal- 
ity x(s, a) < x(s, 0) (a > 0, s > 0). 
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7. THE CASE 01 < 0 
If OL < 0 there are two singularities in the (II, w) plane, the origin and the 
point (P, 0), h w ere b = CC(CX - 1). The origin is an unstable node, so there 
are no solutions tending to it. On the other hand there are two essential solu- 
tions which converge to (bllY, 0), this point being a saddlepoint. In both cases 
we have to notice that the singular points themselves are also solutions. In 
the phase plane for each c the line u = c has just one point of intersection 
with one of the two solutions tending to (b1/Y, 0). This implies that there is 
exactly one proper solution for each initial value u(0) = p. We now want to 
find a uniformly asymptotic formula for the proper solution if the initial 
value u(0) =p is fixed and if 1 OL 1 is small. Therefore we have to consider 
the solution with u > P/Y, v < 0. Again we use the transformation (3.1) in 
order to obtain the system (3.2). The singular point (Pi“, 0) corresponds to 
the point (b, CX) in the (x, y) pl ane. The assumption u > N’, v < 0 yields 
x > b, y < 01. We introduce variables (5,~) by 
x=t+b, y=rl+a. (7.1) 
Then (3.2) becomes 
r’ = 45 + 4 ‘I, ?I’ = t - rl(rl + 4. (7.2) 
where a = 2~4 - 1, b = a(01 - 1). 
Equations (7.2) imply 
(7.3) 
To this differential equation we can again apply the test-function method, 
assuming .$ > 0, 17 < 0. Then we obtain a solution which has a uniformly 
asymptotic series of the form 
for some 5, > 0, 01~ < 0. Here b, is the negative root of equation 
vbh2 + ah - 1 = 0. For n > 2, b,( OL is e ermined by a recurrence relation. ) d t
Since the asymptotic series is uniform, we have b,(a) = ~(0) + O(a). From 
(7.4) we can derive a uniformly asymptotic formula expressing [ as a function 
of s in the same way as was done in the preceding section. Then we get 
for some u,, < 0, so > 0. Here x(a) satisfies the asymptotic formula 
X(“) = 1 + (1 + v> 01 log(- a> + O(@g. 
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8. THE RESULTS MPRRSSRD IN TERMS OF THE ORIGINAL VARIABLES 
From the preceding sections we infer the following facts. For a < 1 there 
exists for every positive initial value p( 1) = p exactly one proper solution of 
(1.1). If p is sufficiently small, the proper solution satisfies the asymptotic 
formulas (8.1), (8.2), (8.3), and (8.4) according to the value of 01. 
If 01 = 0 then 
p(t) =(v log t)-VJ [ 1+ i$f k$?$ - c + i!d$ (!!)" 
log t 
+ (c - ;) (+)” +$j$ + 0 (&)I (t -+ 0~)). (8.1) 
The constant C depends on the initial value p. For fixed a E (0, l] we have 
p(t) = A + av(;Ta”) t-OLv + O(t-2.“) (t -+ cQ>, (8.2) 
where A depends on q and a. 
If 0 < 01 < 1 then for fixed p(l) = p the formula 
p(t, a) = (F)-“‘#(a) [I + 0 (w)] (t--t co) (8.3) 
is uniform with respect to (II. According to (6.10) the function #(a) satisfies the 
asymptotic formula 
#(a) = 1 - (1 + +, a log 01 + Ka + ; (1 + +, (LX log a)” 
+ O(a2 log a) (a -+ 0). 
For fixed p( 1) = p, the proper solution satisfies 
p(t) = W”P [l + & 11 + 0 (=)/I”’ (t * a), (8.4) 
uniformly for a,, < a < 0. Here q, is some negative constant, 
b = a(a - l), 
p = Q 4(2a - 1 - dl + 4(1 + V) b) = 1 + O(a) (a -5 0) 
and 
x(a) = 1 + (1 + 4 a hid- a) + O(a) (a + 0). 
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