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VI. CONCLUSION
We have analyzed the problem of constructing a linear classifier for a finite set X of linearly separable vectors by partially supervised leaming. The proposed learning algorithm consists of two major operations: sample selection and classifier construction. In both operations, only the classification information about the sample set is used. The primary goal of the leaming system is to identify the membership of those vectors outside the sample set.
The key issue in the design of a partially supervised learning algorithm is sample selection. The following factors should be considered in the evaluation of a sample selection algorithm: 1) the size of the sample set, 2) the classification error, and 3) the computational complexity. We have shown that the sample set selected by our algorithm is minimal for R' and R2 in the worst case, and the classifier derived from such a sample set produces no classification errors. The main disadvantage of our approach is the high computational cost as it requires the solution of O(1XI3) linear programming problems in the worst case.
In this study, we have only demonstrated how linearly separable problems can be solved by partially supervised learning. It would be useful to extend our framework to deal with more complicated systems.
Comments on "Parallel Algorithms for Hierarchical Clustering and Cluster Validity"

Fionn Murtagh
Abstract-The purpose of this correspondence is to indicate that stateof-the-art hierarchical clustering algorithms have 0 n time complexity and should be referred to in preference to the O(n ) algorithms, which were described in many texts in the 1970's. We also point out some further references in the parallelizing of hierarchic clustering algorithms.
Index Terms-Computational complexity, hierarchical clustering.
Li [6] describes parallel implementations of hierarchical clustering algorithms that achieve O( n 2 ) computational time complexity and thereby improve on the baseline of sequential implementations. The latter are stated to be O(n3), with the exception of the single link method. It is inappropriate to use as one's baseline implementations, which could only be described as 1970's vintage. Surely, it should have been noted that O ( n 2 ) time implementations exist for most of the widely known hierarchical clustering methods.
Average time implementations that come close to O ( n ) are also known. Rohlf [13] discusses an O ( n log log n ) expected time algorithm for the minimal spanning tree, which can subsequently be converted to a single link hierarchic clustering in O ( n 2 ) time [12] . Bentley et al. [l] discuss an O ( n ) expected time algorithm for the minimal spanning tree. In [8] , an O ( n ) expected time algorithm is discussed for hierarchic clustering using the median method.
One could practically say that Sibson [14] and Defays [4] are part of the prehistory of clustering. At any rate, their O ( n 2 ) implementations of the single link method and of a (nonunique) complete link method, respectively, have been very widely cited. Drawing on initial work (e.g., [5] , [ll] ) in the quarterly journal Les Cahiers de I'AnaZyse des Donntes (J. P. Benztcri, Ed.), Murtagh [7] , [9] , [lo] described implementations that required O ( n 2 ) time and either O ( n 2 ) or O ( n ) storage for most of the most widely used hierarchical clustering methods. These storage requirements refer, respectively, to whether dissimilarities or the initial data only need to be stored.
These implementations are based on the quite powerful ideas of constructing nearest neighbor chains and carrying out agglomerations whenever reciprocal nearest neighbors are encountered. The theoretical possibility of a hierarchical clustering criterion allowing such an agglomeration of reciprocal nearest neighbors to take place, without untoward nonlocal effects, is provided by the so-called reducibility property. This property of clustering criteria was first enunciated in [2] and is discussed in [lo] and elsewhere. It asserts that a newly agglomerated pair of objects cannot be closer to any third-party object than the constituent objects had been. Whether or not this is always verified depends on the clustering criterion used.
In [3] , [7] , [9] , and [lo] , one finds discussions of O ( n 2 ) time and O( n ) space implementations of Ward's minimum variance (or error sum of squares) method and of the centroid and median methods. The latter two methods are termed the UPGMC and WPGMC methods by Sneath and Sokal [15] . Now, a problem with the cluster criteria Manuscript received February 8, 1991; revised July 6, 1991 used by these latter two methods is that the reducibility property is not satisfied by them. This means that the hierarchy constructed may not be unique as a result of inversions or reversals (nonmonotonic variation) in the clustering criterion value determined in the sequence of agglomerations. Murtagh [9] describes O ( n 2 ) time and O ( n 2 ) space implementations for the single link method, the complete link method, and for the weighted and unweighted group average methods (WPGMA and UPGMA). This approach is quite general vis a vis the dissimilarity used and can also be used for hierarchical clustering methods other than those mentioned. Day and Edelsbrunner [3] prove the exact O ( n Z ) time complexity of the centroid and median methods using an argument related to the combinatorial problem of optimally packing hyperspheres into an m -dimensional volume. They also address the question of metrics; results are valid in a wide class of distances including those associated with the Minkowski metrics.
The construction and maintenance of the nearest neighbor chain, as well as the carrying out of agglomerations whenever reciprocal nearest neighbors meet, both offer possibilities for parallelization. Implementations on a SIMD machine were described by Willett [16] .
Further work in the area of parallel implementations of clustering algorithms is referenced in this paper.
Good work [6] becomes more convincing if state-of-the-art, rather than superseded, results are addressed at all times.
