Combined emission/absorption and reflection/transmission volume rendering is able to display poorly segmented structures from 3-d medical image sequences. Visual cues such as shading and colour let the user distinguish structures in the 3-d display that are incompletely extracted by threshold segmentation. In order to be truly helpful, analysed information needs to be quantified and transferred back into the data. We extend our previously presented scheme for such display by establishing a communication between visual analysis and the display process. The main tool is a selective 3-d picking device. For being useful on a rather rough segmentation, the device itself and the display offer facilities for object selection. Selective intersection planes let the user discard information prior to choosing a tissue of interest. Subsequently, a picking is carried out on the 2-d display by casting a ray into the volume. The picking device is made pre-selective using already existing segmentation information. Thus, objects can be picked that are visible behind semi-transparent surfaces of other structures. Information generated by a later connected-component analysis can then be integrated into the data. Data examination is continued on an improved display letting the user actively participate in the analysis process. Results of this display-andinteraction scheme proved to be very effective. The viewer's ability to extract relevant information from a complex scene is combined with the computer's ability to quantify this information. The approach introduces 3-d computer graphics methods into user-guided image analysis creating an analysis-synthesis cycle for interactive 3-d segmentation.
INTRODUCTION
Medical information from radiological images represent three-dimensional patient-specific information. Radiological information, however, is not a unique mapping from anatomical or physiological properties into an image function. Images represent a measurement of parameters that are deemed clinically useful because of an -often non-unique -relationship to anatomical or physiological features. Although some imaging modalities, such as MR imaging, produce very realistic mappings of anatomy, it should always be clear that it still is not anatomy which is measured. Images need to be interpreted and, if interpretation is carried out by the computer, results have to be confirmed by the radiologist.
Three-dimensional visualisation may serve several purposes in this context. It may simply be a means by which information from images is transmitted to the viewer in a natural fashion. In this case, the image needs to be interpreted implicitly or explicitly prior to display. Otherwise, a differentiation between clinically useful information and other content of the image as well as further classification of anatomical or pathological information is not possible. Subsequent display of analysed information reduces the information such that shape information and spatial relationships are recognisable in a twodimensional display. The usefulness of such a rendition is measured by the ability to suppress uninteresting features, to enhance the extracted information and to visualise the three-dimensional nature of the data.
Surface and volume rendering methods were introduced for producing realistic renderings from interpreted medical image data"2'3'4'5'6. Because of the development of fast rendering methods5, even a sequence of 3-d renderings may be produced of the scene moving in space in order to improve the recognisability of shape and spatial relationships from display.
Such rendering scheme is always preceeded mage interpretation. Image interpretation requires an analysis on twodimensional images because information about the data does not suffice for creating a 3-d display. The display of 3-d spatial relationships, which may be helpful for analysing the data, is impossible. For extending the analytical capabilities of 3-d visualisation, we previously presented a method for displaying non-analysed data. It is intended to enable interactive interpretation of images from 3-d display7. Our method is able to display of 3-d depth cues such as surface curvature or object classification even though objects may only partially classified.
The rendering algorithm is based on back-to-front voxel projection. An operator decides for each voxel the kind of display action that is to be carried out. The display of voxels depends on the classification that is evaluated locally based on function value and derivative. Background, object or surface voxels are the three possible classifications. The combination of EA volume rendering and RT volume rendering enabled a display which made objects recognisable, even if they were incompletely classified.
Recognition of objects from partial classification puts much of the burden of image interpretation on the viewer. A quantitative analysis of such objects may still not be possible because many voxels are misclassified. Visualisation can only be a part of a comprehensive analysis scheme, where 3-d display simplifies differentiation of voxels into classes of objects. For being truly useful, the method needs to be extended as to be able to integrate the knowledge extracted from the display back into the data. Adding the ability for segmenting data based on the display and for transferring the segmentation information into the data is the purpose of the work which is presented in this paper.
DATA STRUCTURE AND BTF DISPLAY
Volume rendering is carried out on a three-dimensional data set consisting of cubic or non-cubic voxels. Each voxel consists of a group of elements containing . its function value.
. the x-, y-and z-component of its surface normal.
S the length ofthe gradient. S an optional class identifier.
The display operation is carried out as back-to-front projection from 3-d world space into 2-d screen space (see fig. 1 ).
Prior to projection, a voxel mask is generated that circumscribes a voxel's projection into screen space. Projecting this mask rather than a single pixel for each voxel prevents the generation of holes during projection (see Toennies, Bock7 for details). After a voxel is read from the voxel cube, a visualisation operator is applied for deciding the kind of display action that shall be carried out. The operator is capable of initiating three different actions depending on the voxel's classification:
• A voxel may be part of the background. In this case no further action is taken.
• A voxel may be part of a surface. In this case, opacity is set to a surface-specific value and the reflected part of incoming light is modulated using an illumination model on the surface curvature.
• A voxel may be part of an object. In this case, object specific emission and absorption of possibly coloured light is computed and added to the output buffer.
Surfaces and object memberships depend on the voxel's function value and its gradient. A range for each object is specified by the user. Parts of surfaces may be rendered even though a complete surface defmition is not given. Different objects or surfaces may be specified and displayed in the same data set. Surfaces generally do not have a colour assigned to it because a surface, being at the transition between two different structures, cannot be attributed unambiguously to one of the two structures. Colouring surfaces without prior classification may lead to ambiguous results. Objects, however, may very well have a colour assigned to them making it easier to differentiate between various objects in the same display.
3-d world space

INTERSECTION PLANES AND MOVIE LOOPS
The rendition of a 3-d voxel set, using the method above, will give the experienced viewer some hints regarding the contents of the data. However, a classification based on the frmnction value is rarely unique. Further improvement can be expected, if the viewer is allowed to point on structures in the image, names them, and then let the computer search for connected voxels in the 3-d data set. Such action may require removal ofparts of the data in order to generate a display where 3-d relationships are distinguishable on the 2-d image. The intersection plane is defmed by three points. The user specifies the first two of them on a display of the data set. This gives the orientation in the xy-plane of world space. For defmmg a tilt angle around the x-axis, a third point is specified on an extra window displaying a cube whose sides coincide with the xy-xz-, and yzplanes in world space and where the already specified line is displayed (see fig. 2 ). Subsequently, the direction of the plane normal has to be established. Voxels in front of the intersection plane -i.e., in the direction of the surface normal -will be removed while those behind the intersection plane will remain unchanged.
The parameters of the plane equation are passed to the visualisation operator. Additionally to its other decisions the operator decides in the presence of the intersection plane
• for voxels between intersection plane and the viewing position (i.e., in front of the intersection plane): To assign to them a background voxel classification requiring no further action.
• for voxels behind the intersection plane: To process them normally.
• for voxels on the intersection plane: To view them as intersected voxels.
The latter requires some further explanation. Intersection voxels are those, whose distance from the intersection plane is less than the diameter of a voxel. This is necessary because only few voxels will lay exactly with their centre on the intersection plane. The above mentioned defmition of intersected voxels prevents the development of holes at the cost of several voxels possibly being projected on the same location of the intersection plane. specification of the first two points on the 2-display the third point uniquely defines intersection plane 4$ Fig. 2 : The first two points of the intersection plane are specified on the original display. Subsequently, the third point and the direction of the plane normal a given on the display of a cube, where the plane is displayed with a 0°-tilt-angle. Intersected voxels are treated like background voxels, if they are classified as such. Otherwise, an intersection plane will hide everything which lays behind it. All the other voxels forming the intersection plane will be displayed with their original grey value, since the dissection should give the impression of cutting into the volume. The grey values are shaded according to the orientation of the intersection plane with respect to viewing and illumination positions as to give a realistic impression when the structure is rotated.
Several intersection planes may be defmed together in order to cut appropriate portions of the 3-d scene out of the whole data set. As there might be already a classification of structures by function value, we can also make the intersection plane selective. In this case, a set of explicitly defmed objects are not intersected, therefore sticking out of the intersection plane. This further enhances the analysis capabilities of the visualisation tool. the loop. Subsequently, images are created and displayed for the movie loop.
If the visualisation operator contains an intersection plane, then two different modes are possible for applying the intersection. If the plane is defined in object space, then it moves with the object. If the object is transformed, the intersection planes are transformed accordingly. This enables the display of the intersected structure as seen from different points of view. If the plane is defmed in device space, then the movie loop causes the voxel cube to be moved through the plane because transformations are not applied to the intersection planes. Intersection planes in device space enable the assessment of the shape of structures as they are moved through the planes. This is particularly useful for a combination of translations and a selective intersection plane. In this case, the viewer sees the varying intersection shape of a structure while it is moved through the plane. 4 
3-D OBJECT SELECTION AND SEGMENTATION
The operations described in the previous section support the process of identifying structures of interest in the data set. They do not incorporate the knowledge into the data. This is the purpose of the 3-d segmentation module. A continuing interpretation loop is defmed, consisting of 3-d display, analysis and subsequent incorporation of knowledge into the data set (see fig. 4 ). Improvement of the data display through interpretation is continued until the quality of segmentation suffices for quantitative analysis (e.g., for volumetric measurements).
Integrating intersection planes into the existing visualisation tool is easy, because of the way of using a freely definable operator for deciding on the kind of visualisation action. We only add the new operation ,,intersection" before those structures that shall be intersected (see fig.  3 ). If the complete data set shall be intersected, then the intersection plane has to be inserted behind the foreground / background decision, in order to prevent complete opacity at background voxels.
Movie loops
Although not being suitable for interaction we included a tool for creating movie loops for enhancing the display of intersected data sets. The movie tool consists of a simple user interface, where rotation angles and translation vectors are specified for transforming the scene during For this purpose, we developed a 3-d picking device for selecting objects in the data set on the screen. Picking may be followed by a connected component analysis in order to fmd and segment the selected object in the data set. The knowledge on the segmented object can be integrated as a classification into the data set. The classification, in turn, serves as additional information for further renditions ofthe data.
Picking structures on the display
Picking takes place on a display ofthe data set. The range of function values, that the object of interest is expected to have, is specified by the user such that the object can be distinguished, e.g., by colour, from background. Intersection planes are defmed if necessary in order to make the structure of interest visible. The user then selects the object by a mouse click at a location in screen space where he sees the object. This defmes origin of a ray in device space. Its direction is orthogonal to the screen space co-ordinate system. For fmdmg the voxel being hit by the ray, the ray is digitised in object space using a digital differential analyser algorithm8 (see fig. 5 ).
The first voxel, that is hit by the ray and that fulfils a given qualification condition, is utilised as a seed voxel for connected component analysis. The qualifying condition may be any requirement which can be evaluated locally on the 3-d data set. It may be, e.g.,
. the first non-background voxel. . the first voxel in a specific range of function values. . the first voxel that is member of a given object class.
Using this strategy, we are able to select structures that are not the first being hit by the ray. This is useful, if several structures are visualised in a semi-transparent mode and some inner object shall be selected that is visible through other In order to give a fast feedback as to whether a qualified structure is found on the path of the ray, an object buffer is created. For each pixel in screen space, the object buffer contains information on objects that are visible at this location. The object buffer is created during visualisation when voxel are projected onto locations in screen space. When a screen space location is picked, the object buffer is consulted and immediate feedback is given to the user as to whether the picked object can be found on a ray originating at this location. y device space co-oordinate system objects.
Connected component analysis
After picking a seed voxel, segmentation is carried out by connected-component analysis based on a 27-voxel-neighbourhood. Voxels are included in the segment, if they fulfil the same qualification conditions than that for the seed voxel and if there is a path of neighboured voxels to the seed voxel that consists of voxels also fulfilling this condition.
The connected-component module assigns a unique class identifier to all voxels found to be connected to the seed voxel and returns the number of voxels that are part of the segment. After carrying out the connected component analysis, the number of voxels belonging to the segmented structure is displayed. This information can be used for deciding whether the selected voxel set has the expected size. If the analysis is found to be successful, the segmented structure can be given a name. The already defmed class identifier is included into the data set. It can be used to further qualify the display.
RESULTS
The visualisation and analysis method was applied to 3-d CT data sets. Fig. 6 shows two visualisations of such data set before any further analysis was carried out. Three different structures, the bone, the cerebro-spinal fluid, and a large lesion, were qualified by their function value. The goal was to separate the ventricular system and the lesion. As the function value is a rather poor qualifier for all structures except for the bone, further analysis had to carried out.
With intersection planes, as shown in figs. 7 and 8, both, the ventricular system and the lesion was easier visible although it was clear that both structures were not separated from other structures with the same function value. Fortunately, it appeared that they were geometrically separate from these other structures. Therefore, picking was expected to be successful. After applying this method followed by connected-component-analysis, we received the desired results as shown on the right sides of the two figures.
The computation time on a SUN 4/10 for a display of the data set (117 slices with 256*256 voxels per slice) was 32 seconds. If intersection planes were included, the computation time increased, depending on the number of intersection planes, to 37.55 seconds for one to three planes.
Picking and subsequent ray digitisation was not very time-consuming taking 0.7 to 1.0 seconds. However, the computation of the object buffer took up to 3 minutes because objects were assigned bit positions in the object byte. The bit opera- lions slowed down the computation time considerably. Because of the relatively fast digitisation, we will probably cease using the object buffer.
CONCLUSIONS
We presented a fast visualisation method for display of data at different stages of analysis. The data structure and visualisation concept is defmed such, that interaction features were easy to integrate. We allow a user-specified preparation of the data by interactive analysis that makes full use of the radiologist's ability to perceive and interpret 3-d medical image data. This is a first steps towards integrating synthesis and analysis of radiological data in a repetitive cycle, where data may be displayed at any state of analysis and where the display supports further data interpretation. 
