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Protein–protein electron transfer (ET) plays an essential role in all redox chains. Earlier studies which used cross-linking and increased
solution viscosity indicated that the rate of many ET reactions is limited (i.e., gated) by conformational reorientations at the surface interface.
These results are later supported by structural studies using NMR and molecular modelling. New insights into conformational gating have
also come from electrochemical experiments in which proteins are noncovalently adsorbed on the electrode surface. These systems have the
advantage that it is relatively easy to vary systematically the driving force and electronic coupling. In this review we summarize the current
knowledge obtained from these electrochemical experiments and compare it with some of the results obtained for protein–protein ET.D 2003 Elsevier Science B.V. All rights reserved.Keywords: Protein–protein electron transfer; Electrochemistry; Self-assembled monolayer; Marcus theory; Gated electron transfer; Azurin; Cytochrome c1. Introduction
Protein-mediated electron transfer (ET) plays a key role
in almost all reactions in photosynthesis and metabolism. In
general, either the oxidation of fuel (metabolism) or water
(after absorption of light energy; photosynthesis) generates
electrons with a relatively low reduction potential. Via a
series of well-controlled ET reactions, the electrochemical
energy is converted into a trans-membrane proton gradient
or used to reduce a range of (metabolic and nonmetabolic)
substrates. A redox-chain consists of a number of proteins
and, consequently, the electron is transported between
enzymes, which means that many of the ET reactions occur
across the protein–protein interface. Electrons are also
transported across protein–domain interfaces. For instance,
in mitochondrial cytochrome bc1 (Complex III), the Rieske
iron–sulfur protein domain shuttles between the quinol
binding site and cytochrome c1, while transferring electrons
between the two [1–3].
Some interfacial ET reactions are known to be rate-
limited by conformational reorganisation or reorientation
at the surface interface. Over the last 5 years, a number of
electrochemical experiments in which a protein is adsorbed
onto an electrode have been reported, which suggests that0005-2728/03/$ - see front matter D 2003 Elsevier Science B.V. All rights reserv
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an electrode–protein interface. After a brief introduction
into the theory of ET and some examples of ET in protein
complexes, the current knowledge of electrode–protein
systems will be reviewed.
1.1. Marcus theory
For the last two decades, much of our understanding of
ET reactions is based on the Marcus theory [4]. Most
protein-mediated ET processes occur over distances well
above the van der Waals contact, with the protein matrix
providing a weak donor–acceptor mixing, giving generally
a non-adiabatic ET mechanism. The semi-classical Marcus
theory (as is extensively reviewed in many references, such
as Refs. [5–7]) predicts that in this case the ET rate is
governed by the driving force of the reaction (DG0), the
nuclear reorganisation energy (k) and the electronic cou-
pling (HDA) between electron donor (D) and acceptor (A) at
the transition state, and can be expressed as,
k ¼ 2p
h
H2DAﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4pkRT
p eðDG
0þkÞ2
4kRT ð1Þ
Over the last decade, a broad range of theoretical
approaches (either (semi-)empirical or electronic structural
models) have been developed to predict HDA in proteins [6–
10]. The most simple one is the square-barrier model, which
treats the protein as an ‘organic’ glass in which HDA decaysed.
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protein in mediating ET is given by the tunnelling parameter
b, expressed as,
H2DA ¼ ðH0DAÞ2expðb ðrDA  r0ÞÞ ð2Þ
in which HDA
0 is the electronic coupling at the van der Waals
distance (r0) and rDA is the distance between the donor and
acceptor [8]. b ranges between 0.8 and 1.6 A˚ 1 and is
dependent on the structure of the protein [11,12].
1.2. Gated ET
In many cases the ET reaction is coupled to a non-ET
reaction (see Fig. 1). To describe the kinetics of a coupled
ET reaction, a distinction must be made between concerted
and sequential reactions. In concerted processes, both reac-
tions occur in a single event. To describe the kinetics of
concerted reactions, extensions to the Marcus theory have
been developed [13,14]. In sequential processes, both reac-
tions occur independently one after the other and the overall
rate is controlled by the slowest reaction. When an ET
reaction is preceded by a rate-limiting non-ET reaction that
is coupled to the ET, this is generally referred to as gated ET.
The black part in Fig. 1 represents a gated reduction going
from Ox* to Red if k1bk0 (note that the reverse reaction is
not gated).
There is some divergence in literature about the nomen-
clature of an ET reaction that is rate-limited by conforma-
tional reorientation. Usually, conformational reorientations
are not coupled to the ET reactions [i.e., the equilibrium
constants of the non-ET reactions are independent of the
oxidation state of the protein, KOX =KRED (Fig. 1)]. Con-
formational reorientations can be seen as a probability
distribution (i.e., statistical) which will only affect the ET
kinetics and not the thermodynamics. Still, interpreting the
word ‘gate’ as a ‘barrier that can be opened and closed’, IOx Red
Ox* Red*
E 0
E 0 *
Kox K red
k0
k0*
k
-1 k1k1 k -1
Fig. 1. A scheme of a coupled ET reaction.will refer to ET reactions of which the rate is limited by
conformational reorganisation as conformationally gated
ET.2. Protein–protein ET
Examples of conformationally gated ET in protein com-
plexes have been known for over a decade (see for instance
Refs. [15–18]). Kostic´ et al. have been studying the effects
of interfacial mobility on the ET rate by varying the solution
viscosity [19–23]. A viscous solution decreases the diffu-
sion of (macro)molecules and could influence the rate of
configurational rearrangement. Increasing the viscosity
indeed lowers the ET rate between preformed complexes
of zinc cytochrome c and several blue copper proteins.
Similar viscosity effects have been found for ET between
other proteins or protein domains [24–29].
Another technique that gave insight into protein-medi-
ated interfacial ET is cross-linking. Cross-linking has been
used as a general method to study the relative orientation of
proteins within the transient ET complex. For instance, in
the cross-linked complex of cytochrome c and cytochrome
c peroxidase or oxidase, the interfacial ET is reported to be
retained or only partly perturbed [17,30–32]. However, in
some other cases it is found that cross-linking decreases or
even abolishes interfacial ET. When cytochrome f and
plastocyanin are cross-linked the interfacial ET rate drops
by more than five orders of magnitude [33]. Recently, the
group of Canters used different sized linkers to cross-link
two azurin molecules and measured the interfacial ET rate
within a dimer and between dimers [34,35]. Crystal struc-
tures of the dimers with different linkers are also deter-
mined and it could be concluded that short linkers, even
when used in an optimal position according to crystal
structures of protein complexes, impair surface reorganisa-
tion which is necessary to sample the configurational space
and optimise ET. Longer linkers allow the complex to
retain the interfacial mobility and faster ET rates can be
observed.
Recently, results were published that illustrate a third
technique which can be used to establish if an interfacial ET
reaction is gated. In this study, mutants were made of the
Rieske iron–sulfur protein in the cytochrome bc1 complex
[36]. As mentioned above, the Rieske protein domain
shuttles between the cytochrome c1 and the quinol binding
domains. The ET reaction between the Rieske protein
mutants and the cytochrome c1 domains was established
for the so-called c1 state, in which the Rieske protein is
bound to the cytochrome c1. Although the mutation alters
the reduction potential of the Rieske protein considerably
(up to 160 mV), and thus the driving force of the ET
reaction, the interfacial ET rate was relatively unaltered.
Combined with the fact that no pH dependence was
observed, it was concluded that the ET is conformationally
gated.
Fig. 3. Schematic energy landscapes, which plot the binding energy as a
function of conformational coordinate for two proteins (or a protein and an
electrode) which exhibited non-gated ET (left), two-state gated ET (middle)
and dynamically gated ET (right). The shaded areas represent the
conformation in which the protein complex is ET active. Figure based on
Fig. 11 in Ref. [46].
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gest surface reorientation is involved in interfacial ET, they
do not provide any detailed structural data. Crystal struc-
tures of protein complexes are very informative, but do not
provide information about mobility at the protein–protein
interface. Mapping protein–protein interactions with NMR
spectroscopy is becoming increasingly important and is a
perfect tool to study the structure and dynamics of transient
protein complexes [37]. ET protein complexes studied with
NMR are cytochrome f/plastocyanin [38,39], cytochrome
b5/cytochrome c [40], cytochrome c peroxidase/iso-1 cyto-
chrome c [41] and cytochrome f/cytochrome c6 [42]. In
three of these five studies [38,40,41], the results indicate
that the protein–protein interface is dynamic. An illustrative
example is provided by the plant cytochrome f/plastocyanin
complex in which the NMR data, analysed by restrained
rigid-body molecular dynamics, suggest the presence of two
distinct complexes. It was proposed that the initial inter-
action between the redox-partners is directed by electrostatic
interactions, but that electrostatic as well as short-range
interactions are responsible for a surface reorganisation that
results in a complex that is optimal for ET (see Figs. 2 and
3, middle). This is in agreement with earlier studies which
showed that when the electrostatic interaction is weakened
by increasing the ionic strength from 5 to 40 mM, the ET
rate increases [43]. Ionic strengths >40 mM resulted in
dissociation of the complex and a decrease in ET rate. In
fact, more than a decade ago, similar studies prompted
Hazzard et al. [17,18] to suggest that the formation of an
electrostatic complex between cytochrome c and cyto-
chrome c peroxidase is followed by a conformational
reorganisation that precedes ET.
Brownian dynamic simulations and ET pathway calcu-
lations were used to model the experimental results obtained
for the ET reaction between cytochrome b5 and myoglobin/
hemoglobin [44–47]. These simulations provided a model
in which the above described two conformations are
extended into many different conformations with similar
binding energy (see Fig. 3, right). This view has recently
been supported by NMR experiments [48]. In the ‘dynamic
docking’ model only one or a few of the many conforma-
tions are ET active so that the overall reaction will beFig. 2. A schematic representation of gated ET between two proteins or a
protein and an electrode.entropically controlled (i.e., small activation energy, EA,
and therefore temperature-insensitive) [46,47].3. Interfacial ET in electrochemistry
Electrochemical techniques for measuring ET rates are
particularly informative when the redox system is adsorbed
on the electrode (like protein film voltammetry [49,50] and
some types of spectroelectrochemistry [51]). These techni-
ques have the advantage that interpretation of the data is not
complicated by diffusion effects. In this way it is similar to
the experiments in which a protein–protein complex is
formed prior to initiating ET by, for instance, a laser pulse.
With electrochemistry, ET to and from the protein can be
induced by altering the electrode potential. In order to study
ET kinetics between the electrode and the adsorbed proteins,
the use of mediators is to be avoided since this would
introduce an extra ET reaction. There are two main methods
by which ET can be detected: measuring the current
(voltammetry) and/or using a spectroscopic method that is
sensitive to the oxidation state of the protein (spectroelec-
trochemistry).
3.1. Varying the electronic coupling
The electronic coupling between the adsorbed protein
and the electrode can be varied using different self-
assembled monolayers (SAMs, see Fig. 4). The most
commonly used SAMs are constructed by treating a clean
metal surface (usually gold or silver) with a thiol-compound
(for instance HS-(CH2)n-X, in which ‘n’ determines the
Fig. 4. A schematic representation of ET between an electrode and an
adsorbed redox-protein bridged by a SAM.
Fig. 5. Logarithmic plot of the observed ET rate constants (at DG0 = 0) of
horse cytochrome c (top and middle) and azurin (bottom) as a function of
the number of methylene groups of indicated alkanethiol SAMs. Data are
taken from Refs. [54,55] (top), [57,58] (middle) and [61] (bottom). The
dotted lines have a slope between b= 1 and 1.3 per CH2. The solid lines
represent simulations which take into account that the ET reaction is gated.
Closed symbols are measured in H2O and open symbols in D2O.
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thiol terminus forms a relatively stable bond with the metal,
various head groups can be used to optimise protein binding
without disturbing the formation of the SAM. One of the
first proteins to be adsorbed onto gold electrodes using
SAMs of different chain lengths was cytochrome c [53,54].
At low ionic strength, cytochrome c is strongly adsorbed by
SAMs with a carboxylic acid head group (HOOC(CH2)nS-
Au). Initially, relatively slow cyclic voltammetry (up to 200
mV s 1) was used which limited the ET rate that could be
measured to k0 < 2 s
 1 (ET rates are usually reported as k0,
which represents the ET rate at DG0 = 0) [54]. Later, Niki et
al. continued this work using a faster spectroscopic techni-
que and measured the ET rate for n = 2–11 [55,56]. For long
chain lengths (n>9, i.e., weak electronic coupling), they
found that the ET rate exponentially decreased with distance
(see Fig. 5, top), in accordance with the square barrier (Eq.
(2)) and other models. The tunnelling parameter (b = 1.09
per CH2 unit) agreed well with previous work. Similar
behaviour has been reported for cytochrome c on silver
[57,58] although the ET rates are an order of magnitude
lower (Fig. 5, top and middle). This difference might be
partly due to the fact that different spectroscopic methods
were used. Cytochrome c adsorbed on a SAM of N-
acetylcystein showed a rate of k0c 800 s
 1 with voltam-
metry, while a rate of 2100F 300 s 1 was found spectro-
scopically [59]. ET rates are also known to be dependent on
the type of metal used as electrode. Finklea et al. [60] found
differences in ET rates for Ru compounds adsorbed on
HOOC(CH2)15SH SAMs on either Pt, Au or Ag. The
measured reorganisation energy of the Ru-compounds was
the same for the three metals, but k0 differed. The difference
between Au and Ag has been attributed to their difference in
the electronic heat constants [60].
For shorter chain lengths (n < 9) the ET rate for cyto-
chrome c on both Au and Ag did not increase exponentially
as expected, but levelled off (at k0f 3 103 s 1 for gold). A
similar behaviour was observed with a blue copper protein,
azurin, for chain lengths n < 9 (Fig. 5, bottom) [61]. These
results are consistent with the notion that the ET to and from
Fig. 6. Top: ET rate (for oxidation and reduction) as a function of over-
potential (g= nFDG0 (in V)) based on the DOS-Marcus theory with T= 273
K, k= 0.2 eVand k0 = 1000 s
 1. Bottom: Theoretical Tafel plots ([kox + kred]
(log scale) versus g= nFDG0 (in V)) based on the DOS-Marcus theory with
T= 273 K, k0 = 1000 s
 1 and k as shown.
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reaction is relatively fast and does not play a role. When
the ET is fast (n < 9) a preceding non-ET reaction starts to
limit the observed ET rate and the reaction becomes gated.
3.2. Varying the driving force
In electrochemistry, one of the partners (the electrode)
has a continuum of electronic states. When the Marcus
theory (Eq. (1)) is extended to account for the density of
states (DOS) of the electrode, the following equation can be
derived [52,62–64],
kox=red ¼ kmax
ﬃﬃﬃﬃﬃﬃﬃﬃ
RT
4pk
r
Z l
l
exp  kFFðE  E
0Þ
RT
 x
 2
RT
4k
 !
expðxÞ þ 1 dx
ð3Þ
in which E0 is the reduction potential of the adsorbed redox
site, E is the applied potential and kmax is the maximum
ET rate observed (at ADG0A [ =F(EE0)]Hk) and x is
(EEi)F/RT for kred and (EiE)F/RT for kox in which Ei
is the potential of a specific Fermi level in the electrode. As
expected from Eq. (1), kmax~HDA2 [52,62–64]. Eq. (3)
predicts that the ET rate for DG0 close to 0 increases
exponentially with driving force and starts to levels off
when DG0 exceeds the reorganisation energy, k, to reach
kmax (see Fig. 6). Note that for the DOS-Marcus equation,
the inverted region (at DG0>k) of the Marcus theory does
not result in the well-known decrease in ET rate. Instead,
the inverted region in the DOS-Marcus equation results in a
levelling off of the ET rate.
The blue copper protein azurin adsorbs on methane-
terminated SAMs (CH3-(CH2)n-S-Au) [65] as well as pyro-
lytic graphite edge (PGE) electrodes [63]. On methane-
terminated SAMs the azurin layer is sufficiently stable to
use scanning tunnelling microscopy in air, which shows that
azurin is densely packed on the electrode surface [61]. Both
Chi et al. [61] and I [66] measured the ET rate of azurin as a
function of driving force. Chi et al. [61] measured the ET
rates directly by pulse chrono-amperometry, while I [66]
used square-wave voltammetry (SWV). In chrono-amper-
ometry a voltage jump is applied to the electrode and the
current is measured against time. In SWV, alternating
voltage steps are applied with a certain amplitude and
frequency. The amplitude can be compared with the magni-
tude of the voltage jump of chrono-amperometry, while the
frequency is analogous to the time trace. SWV is a very
sensitive method and has the advantage that it allows for
more accurate correction of capacitive-charging currents
than chrono-amperometry. However, it has the disadvantage
that the analysis procedure is more elaborate and that it is
not possible to compare the experimental data directly with
theoretical Tafel plots. Nonetheless, with both techniques it
was clearly observed that the results did not obey the DOS-Marcus theory, unless very low values for k (0.01 < k < 0.25
eV) were proposed [61,66]. This was especially true when
azurin was adsorbed directly onto a PGE electrode [66].
Increasing the driving force from 0 to 0.3 eV on either side
only increased the observed ET rate by a factor of 3 (from
f 2 103 to f 6 103 s 1 at high ionic strength). The
DOS-Marcus equation predicts that for k = 0.7 eV (a reason-
able value for azurin [67]), the ET rate should have increased
more than 500-fold (see Fig. 6). Again, these results corre-
spond to the notion that the ET is gated by a preceding
reaction, which limits the maximum ET rate.
Using SWV, gating effects were also observed for two
fumarate reductases adsorbed on PGE electrodes [68].
Rusling et al. used SWV to determine the ET rate for a
system in which proteins are adsorbed on the electrode
within thin surfactant films [49,69–71]. Their results with
myoglobin indicate that the ET rate levels off at driving
forces of 0.2–0.4 V, and good fits could be obtained with
the DOS-Marcus theory using reorganisation energies
between 0.2 and 0.4 eV [69]. However, these energies
are much lower than previously estimated for myoglobin
in aqueous solutions. Although the authors attributed the
lower k to the influence of the hydrophobic medium
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be that the ET rate at high driving force levels off as a
result of gating, similar to that observed for azurin. Simple
gating models can predict Tafel plots that are remarkably
similar to those calculated with the DOS-Marcus theory
using low k values [66]. The ET rate as a function of
driving force has also been measured for cytochrome c
adsorbed on HOOC(CH2)16S(-Ag) [58,72]. Analysis of the
data indicates a reorganisation energy of 0.22 eV which is
lower than reported for cytochromes in solution (f 0.6
eV) [73]. For this system the low reorganisation energy is
attributed to the exclusion of water at the electrode–
protein interface [58,72]. Similarly to the case of myoglo-
bin just described, the determined reorganisation energy
might be at fault if the ET rate at high overpotential is
limited by a preceding non-ET reaction. However, in this
case it was shown that the maximum ET rate at high
overpotential (c 4 s 1 with n = 16) is much lower than the
ET rate determined with short SAMs (c 102 s 1), indicat-
ing that either (a) gating does not influences the ET rate in
this system (and k is indeed lower) or (b) electric field
effects influence the interfacial ET kinetics (see below).
3.3. Varying the driving force in enzymes
A lot of work has been done with different redox
enzymes. Among the enzymes that are studied are laccases
[74], peroxidases [75–78], hydrogenases [79–81], reduc-
tases [82–84] and dehydrogenases [85,86]. Gorton, Ikeda
and coworkers specifically probe the potential application as
biosensors [74,77,78,86–88]. Armstrong and coworkers use
voltammetry to investigate the catalytic mechanism of
several redox enzymes [80–85]. It would exceed the pur-
pose of this review to extensively cover this area. Also,
enzymes that are covalently linked (or ‘wired’) to electrodes
or enzymes that are localized onto the electrode by a dialysis
membrane are not reviewed here. Neither are systems
reviewed in which protein layers are stabilized via affinity
interactions, like anti-body recognition. For these systems I
refer to another review [89].
The ET rate to or from an enzyme will be dependent on
the interfacial ET rate and the turnover number of the
enzyme. Were a catalytic site of an enzyme able to pro-
duce or consume electrons with a rate that is much faster
than the interfacial ET, the measured current would be
equal to the interfacial ET rate. However, in most of the
studies with enzymes the catalytic turnover seems to be the
limiting kinetic step (for at least part of the adsorbed
enzyme, see below). Only in few cases is the condition
unambiguously met that the catalytic turnover is much
faster than the interfacial ET. The group of Dutton
adsorbed cytochrome c mixed with cytochrome c oxidase
on SAM-modified gold electrodes [90]. In this system the
electrons are initially transferred to cytochrome c and, after
a second interfacial ET step, consumed by cytochrome c
oxidase. The ET rate for cytochrome c (20 s 1) was muchlower than the turnover number of cytochrome c oxidase.
However, since this is a rather complex system with
multiple ET reactions, it is difficult to draw any con-
clusions about the interfacial ET.
For a fumarate reductase adsorbed on PGE it was shown
that the maximum ET rate at high overpotential was similar
to the maximum observed turnover number determined in
an identical electrochemical setup [68,82]. This could mean
that the electrochemical turnover is limited by the interfacial
ET. However, turnover numbers in classical enzyme assays
are also within the same order of magnitude, making an
unambiguous conclusion impossible.4. The nature of gating
It is clear that the interfacial ET in many electrode–
protein systems does not obey Marcus theory (Eqs. (2) and
(3)) and, therefore, seems to be gated. For protein–protein
systems, it could be shown by NMR experiments and
molecular dynamics simulations that the gating was due to
conformational reorganisation at the surface interface. How-
ever, these experiments are very difficult for electrode–
protein systems and none is reported yet. Still, a range of
experiments show that proteins adsorb in a range of con-
formations at an electrode.
4.1. Thermodynamic dispersion
In an analysis of peroxidase activity on graphite electro-
des, it was shown that only part of the adsorbed active
enzymes exchanges electrons directly with the electrode
[77,91,92]. The total amount of adsorbed peroxidase on the
electrode can be determined by supplying two substrates of
the enzyme, i.e., peroxide and a one-electron substrate. The
latter substrate also acts as a mediator; the peroxidase
oxidises the substrate, which is reduced by the electrode.
If only peroxide is supplied, the enzyme has to be directly
reduced by the electrode. In an approach developed by
Lindgren et al., these properties can be used to determine
which fraction of the total adsorbed peroxidase is able to
exchange electron directly with the electrode (and which
part needs an mediator to exchange electrons) [77,91,92].
They found that only f 50% of the peroxidase was capable
of direct ET with the electrode, which suggests that the
enzyme is adsorbed in different orientations or conforma-
tions, which do not interconvert on the timescale of the
experiment.
Recently, this hypothesis was extended into a model
which assumes that the adsorbed enzymes exhibit a dis-
tribution of orientations, which results in a distribution of
distances between the electrode and the redox site of the
adsorbed enzyme [93]. Assuming that each distance within
certain limits occurs with an equal probability, Eq. (2) can
be used to calculate the overall effect on the ET kinetics.
For enzymes with redox sites far from the electrode, the
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over. However, the ET kinetics will increase exponentially
with DG0 until k is approached (see above). In short,
increasing the driving force increases the number of
proteins that participate in catalytic turnover. It was shown
that this model predicts the situation in which the current
increases linearly with driving force, in contrast to the
wave shape of an ideal system. Significantly, this linear
behaviour has been found in a number of cases [79,93–
95], although in most cases it is found on top of the
expected sigmoidal wave, and it is therefore less obvious
[82,84,96–101]. This combination of the sigmoidal wave
and the linear slope is also predicted by the model. Again,
these results suggest that proteins adsorb onto electrodes in
multiple orientations, which do not interconvert on the
timescale of the experiments.
Myoglobin [49], cytochrome c [102,103] and azurin
[104] give reduction and oxidation peaks in their cyclic
voltammograms that are broader than theory predicts. This
has been attributed to a distribution of reduction potentials
when adsorbed on electrodes. Furthermore, electrochemical
impedance spectroscopy suggests that cytochrome c exhib-
its a distribution of ET rates [102]. Finally, Murgida and
Hildebrandt [105] and Rivas et al. [106] performed surface-
enhanced resonance Raman experiments and observed two
distinctive species (B1 and B2) of cytochrome c on both
hydrophilic and hydrophobic surfaces.
4.2. Kinetic dispersion
It is clear that many, if not all, proteins adopt a range of
conformations or orientations when adsorbed onto an elec-
trode. However, such a distribution of conformations, ther-
modynamic in origin, cannot explain the kinetic gating
effects described in Section 3. It is important to realize that
even if a protein layer on an electrode exhibits a distribution
of ET rates, the observed ET rate will still exponentially
increase with driving force as long as the driving force is
below the reorganisation energy. In other words, the Tafel
plots will be indistinguishable as to whether or not a
distribution of ET rates exists. Only when a second reaction
is involved, like catalytic turnover, does a distribution of ET
rates influence the observed voltammetry.
In order to explain the gating effects, models have been
proposed in which the proteins are adsorbed on electrodes in
at least two conformations as depicted in Fig. 1, of which
only one is electrochemically active, i.e., k0*= 0 (see for
instance Refs. [55,56]). This model is analogous to those
proposed for conformationally gated protein–protein ET
(see Figs. 2 and 3, middle).
For Fig. 1 to be consistent with the observed gating
effects, k1 must be bk 1 and k1bk0, so that the con-
centration of the active species (top species in Fig. 1) is
low and ET almost only proceeds after the protein is
‘activated’ by rate k1. In other words, the inactive species
is the thermodynamically favoured state, which has toconvert transiently to the active state prior to ET. Note
that it will be unlikely that this transient state(s) can be
detected spectroscopically.
It has been further suggested that the two conformations
in Fig. 1 represent two different orientations in which the
proteins are adsorbed on the surface (see Fig. 2) [56].
These interconvertible orientations will have to exist in
parallel with the already mentioned non-exchanging con-
formations (Section 4.1). This hypothesis is supported by
experiments in which the viscosity of the electrolyte
solution is increased. For cytochrome c adsorbed on
HOOC(CH2)nSH SAMs (n < 9), the gated ET rate
decreases when the viscosity is increased [107]. Further-
more, both Arnold et al. [108] and El Kasmi et al. [109]
showed that the headgroup of the SAM has a big effect on
the observed ET rate at small chain length (n < 10). Mixing
hydroxy and methyl headgroups with carboxylic head-
groups increases the ET rate up to 20 times. Decreasing
the charged headgroups will decrease the electrostatic
interaction between the electrode and cytochrome c. If
changes in the orientation involve the making and breaking
of salt-bridges, an increase in interfacial mobility is
expected. These results are analogous to the ET between
plastocyanin and cytochrome f, which is faster when the
salt concentration is increased from 5 to 40 mM (see
above) [43].
With Ag-surface-enhanced resonance Raman spectro-
scopy, the ET reaction was also found to exhibit a kinetic
H/D isotope effect that increases from 1 to 4 [kET(H)/
kET(D)] upon decreasing the SAM chain length (see Fig. 5,
middle) [57,58]. The kinetic isotope effect becomes stron-
ger at shorter chain-length, indicating that the energy
barrier of a hydrogen-bond reorganisation is raised by
the electric field, which increases upon reducing the
distance to the electrode. No isotope effect is seen with
cytochrome c in solution, which implies that this effect is
specifically related with protein adsorption. Although the
authors favoured the hypothesis that the isotope effect
corresponded to the rearrangement of the interior H-bond
network in the heme pocket of cytochrome c, it could also
be connected with a surface-conformational rearrangement.
Hydrogen bonds will likely be present between the
adsorbed protein and the carboxylic acid headgroups,
which will have to be rearranged if the protein reorientates
on the surface. For glassy carbon electrodes, evidence has
been provided that the orientation (and therefore ET
activity) of cytochrome c could be influenced by the
applied electric field [110].
The nature of the gating reaction has been probed for
azurin by varying pH, H2O/D2O, ionic strength, viscosity
and temperature [66]. Azurin has the rare property that its
binding to electrodes is hydrophobic in nature. This allows
the use of buffers with a range of ionic strengths (up to 2 M)
[66,104]. Increasing the ionic strength from 0.1 to 2.0 M did
not significantly change the observed maximum ET rate at
high overpotential [66]. At I = 2 M it is unlikely that the
L.J.C. Jeuken / Biochimica et Biophysica Acta 1604 (2003) 67–7674double layer or the electric field influences the results.
Furthermore, and in contrast to cytochrome c, neither the
pH, H/D isotopes nor viscosity had a significant effect on
the observed ET rate constant.
The temperature dependence of the gated ET rate of
azurin has been analysed with the Ahrrenius equation (and
Eyring equations). Since temperature only had a very minor
effect on the observed rate constants, the activation energy,
EA, was calculated to be less than 20 kJ mol
 1. These
energies suggest that the gating reaction is entropically
controlled and that the ET-active conformation of the
protein is highly ordered compared to the thermodynami-
cally favoured conformations. This is similar to the dynamic
docking model proposed for protein–protein interfacial ET
(Fig. 3, right) [46,47]. Since no significant viscosity effect is
observed, the ordered ET-active state must have a surface
orientation that is only slightly different from the ET-
inactive state(s).
For the sake of clarity, the thermodynamic and kinetic
dispersions have been separated in the above sections.
However, analysis of peak broadening and reduction poten-
tials of azurin and a ferredoxin at different type of electrodes
and voltammetric scan rates suggest that both dispersions
are mixed [104]. The results suggests that azurin and
ferredoxin adsorb in different conformations, each with
different reduction potentials. However, these conforma-
tions are not completely static but interconvert with rates
between < 10 3 and >10 1 s 1. This has been confirmed
by recent temperature studies in which azurin and ferredoxin
show nearly ideal peak shapes at temperatures above 20 jC,
but peak broadening is increasingly introduced at temper-
atures below 0 jC [111]. A model can be proposed that is
even more complex than that shown in Fig. 3 (right).
Proteins adsorb in a distribution of conformations that
interconvert with rates ranging from < 10 3 to >103 s 1.
Each of these conformations has a different reduction
potential as well as a different electronic coupling with the
electrode. Most of the conformations are ET inactive. For
ET to occur the adsorbed protein has to reconfigure into one
of the many ET active conformations, wherein each has a
different electronic coupling (and thus different ET rate).5. Physiological relevance
Almost all electrochemical systems that have been thor-
oughly investigated so far suggest that proteins adsorb in
multiple conformations on organic surfaces and that interfa-
cial ET is gated, most likely by conformational reorganisa-
tion. This prompts the question as to how the electrochemical
systems relate to physiological protein–protein ET reactions
since in electrochemistry one of the partners has been
replaced by an electrode. In all cases described here, the
electrode surface contains organic groups and can, to some
degree, be compared to a protein surface. However, specific
interactions that exist between protein partners are not presentbetween an electrode and an adsorbed protein (adsorption is
a-specific). Mei et al. [26] showed that the physiological ET
between yeast cytochrome c and cytochrome c peroxidase is
not gated, but that the same reaction is under the control of
configurational gating if the yeast cytochrome c peroxidase is
replaced by that of horse. Could it be that due to the inherent
complexity of proteins, interfacial ET is conformationally
gated unless specific interactions are present? In this respect it
is important to note that many protein–protein ET rates
reported in the literature are not from physiological relevant
partners.
Electric field and double layer effects are usually mini-
mized in electrochemical experiments by using ionic
strengths higher that 0.1 M, which will usually shield
effects for the adsorbed proteins. However, in at least one
case (cytochrome c on carboxylic-acid terminated SAMs
[57,58]) it has been shown that the electric field generated
by the electrode can significantly influence the ET kinetics.
Except for photosynthetic charge separation, little has been
published about electric field effects on protein ET. For
cytochrome c oxidase, it has been reported that the oxida-
tion state influences the way cytochrome c binds and,
consequently, the ET kinetics [32], although this remains
a point of discussion (i.e., see for instance Ref. [112]). Still,
it is conceivable that changes in oxidation states affect the
local electric fields and thereby complex formation. More
work in this direction is necessary to determine how
important the electric field is for interfacial protein–protein
ET.
It could be argued that if the interfacial ET is rate-
limiting in a redox chain, evolution might have produced
specific protein–protein interactions that minimize the con-
trol of configurational gating. Cytochrome c and cyto-
chrome c oxidase, for which a turnover of 2000 electrons/
s is observed in the bacterial enzymes (see Refs. [113,114]
for reviews), require fast interfacial ET for optimal activity.
Indeed, rapid interfacial ET reactions of >6 104 s 1 are
observed, which are independent of ionic strength, suggest-
ing that this reaction is ungated (no viscosity experiments
are reported) [115–117]. Interestingly, in most of these
studies the protein partners that are used come from differ-
ent organisms, arguing against the importance of specific
protein–protein interactions to avoid conformational gating.
On the other hand, Wang et al. [118] showed that when one
of the aspartic acids on cytochrome c oxidase is replaced by
an asparagine, a dependence on ionic strength is introduced,
which suggests that ET to this mutant is conformationally
gated. This confirms that care has to taken when analysing
ET results from protein partners of different organisms or
nonphysiological ET reactions.Acknowledgements
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