Mitigating memory requirements for random trees/ferns by De Vleeschouwer, Christophe et al.
Available at:
http://hdl.handle.net/2078.1/167990
[Downloaded 2019/04/19 at 01:53:35 ]
"Mitigating memory requirements for random trees/ferns"
De Vleeschouwer, Christophe ; Legrand, Anthony ; Jacques, Laurent ; Hebert, Martial
Abstract
Randomized sets of binary tests have appeared to be quite effective in solving
a variety of image processing and vision problems. The exponential growth
of their memory usage with the size of the sets however hampers their
implementation on the memory-constrained hardware generally available on low-
power embedded systems. Our paper addresses this limitation by formulating the
conventional semi-naive Bayesian ensemble decision rule in terms of posterior
class probabilities, instead of class conditional distributions of binary tests
realizations. Subsequent clustering of the posterior class distributions computed
at training allows for sharp reduction of large binary tests sets memory footprint,
while preserving their high accuracy. Our validation considers a smart metering
applicative scenario, and demonstrates that up to 80% of the memory usage can
be saved, at constant accuracy.
Document type : Communication à un colloque (Conference Paper)
Référence bibliographique
De Vleeschouwer, Christophe ; Legrand, Anthony ; Jacques, Laurent ; Hebert, Martial. Mitigating
memory requirements for random trees/ferns.IEEE International Conference on Image Processing
(Montréal, du 27/09/2015 au 30/09/2015). In: Proceedings of the IEEE International Conference
on Image Processing, 2015
DOI : 10.1109/ICIP.2015.7350793
MITIGATING MEMORY REQUIREMENTS FOR RANDOM TREES/FERNS
C. De Vleeschouwer, A. Legrand, L. Jacques∗
Universite´ catholique de Louvain
ICTEAM Institute, Belgium
Martial Hebert
Carnegie Mellon University
The Robotics Institute, USA
ABSTRACT
Randomized sets of binary tests have appeared to be quite effective
in solving a variety of image processing and vision problems. The
exponential growth of their memory usage with the size of the sets
however hampers their implementation on the memory-constrained
hardware generally available on low-power embedded systems. Our
paper addresses this limitation by formulating the conventional
semi-naive Bayesian ensemble decision rule in terms of posterior
class probabilities, instead of class conditional distributions of
binary tests realizations. Subsequent clustering of the posterior class
distributions computed at training allows for sharp reduction of
large binary tests sets memory footprint, while preserving their high
accuracy. Our validation considers a smart metering applicative
scenario, and demonstrates that up to 80% of the memory usage
can be saved, at constant accuracy.
Index Terms— Random ferns, random trees, memory usage.
I. INTRODUCTION AND POSITIONING
In the last decade, random forests have emerged as effective
and versatile ensemble-based decision systems [1], [2], [3], [4].
Their versatility arises from the arbitrary deﬁnition of application-
dependent attributes to support the binary partition in the tree nodes
[3], [5], but also from the fact that the leaves of the trees can
be mapped to an arbitrary space, including a continuous space
for regression [6], [7], a topologically structured label space for
label correlation exploitation [5], or even a Hough space to detect
speciﬁc conﬁgurations of a parametric signal [8]. The accuracy
and the good generalization properties of random forests have
been demonstrated in a broad variety of applications and scenarios,
including image classiﬁcation [9], [10], [11], [12], pose, action, and
defect recognition [13], [14], [15], keypoints matching [16], [17],
or image enhancement [18], to name a few. Our paper primarily
investigates how random forests can be embedded in a resource-
constraint hardware platform. In this introduction, we ﬁrst review
the main factors affecting the forests hardware resources. We then
survey some works related to their efﬁcient implementation, before
presenting our contribution and the outline of the paper.
I-A. Random forest resources
This paragraph reviews a number of factors affecting the com-
putational and memory resources of a random forest.
A ﬁrst one is certainly the number of tests, which depends
both on the depth and the number of tree models. Since the
trees are trained and evaluated independently, both the memory
and computational resources increase linearly with the number
of trees in the forest. In contrast, increasing the tree depth by
one doubles the number of leaves and associated parameters, but
has negligible effect on the run-time speed [19]. In terms of
decision accuracy, previous works have shown that the ensemble
performances tend to saturate beyond a sufﬁcient number of tree
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structures, typically beyond (a few) hundred(s) of trees [20], [19],
while increasing the depth is known to signiﬁcantly increase the
accuracy [10], [14], as long as enough training samples are available
to estimate the increased number of parameters. Hence, deeper
trees are recommended since they can handle more variations in
the image at hand, without much of a slow-down. This decision
accuracy improvement is however obtained at the cost of additional
training resources, and of an exponential growth of the number of
leaves, and associated memory resources.
A second important factor affecting the random trees resources
consists in the strategy adopted to turn the multiple trees outcomes
into a single and joint decision, since it directly impacts the amount
of parameters and thus the memory associated to each leave of
the trees. In the training phase, each tree evaluates the training
input samples, and learns either the majority class or the class
posterior distributions in each one of its leaves. During testing,
either majority voting or class posterior distributions averaging has
long been used to infer the ensemble decision from the trees outputs
[2], [9], [10]. A Semi-Naive Bayesian inference has recently been
demonstrated to signiﬁcantly outperform those approaches[19],
based on the product of class conditional probabilities. In our exper-
iments, we naturally rely on this Semi-Naive Bayesian formulation
to combine the outcomes of the trees. Not using a majority vote
strategy means that a class conditional distribution, whose memory
footprint increases exponentially with the depth of the tree, should
be stored for each class.
A third and last factor impacting the complexity lies in the
strategy adopted to deﬁne the tests in the nodes of the ensemble
of trees. In his seminal work [2], Breiman recommends bagging
and random feature selection at each node to construct a collection
of diverse whilst accurate decision trees. Most recent works have
abandoned bagging, but still randomize both the attributes and the
cut-point choices to deﬁne the binary test in a tree node. Typically,
entropy-based criterions are considered to select the binary test that
provides the highest information gain, among R randomly chosen
tests. In the extreme case, i.e., when R = 1, totally randomized
trees are built. Extreme randomization offers fast training compared
to other ensemble methods, and has been shown to be remarkably
accurate in a variety of tasks, e.g., [9], [10], as long as a reasonable
amount of structures are considered in the ensemble of decision
structures [3]. Extreme randomization builds structures that are
independent of the learning samples, and makes thus the selection
of a child node binary test independent of the tests adopted for its
parents. This obviously questions the relevance of the hierarchical
tree structure. This point has been investigated in [19], where the
authors observe that replacing the hierarchical structure of the tree
by a ﬂat one does not affect the decision accuracy. Those ﬂat
structures, named ferns, offer data independent processing time, and
more regular memory access patterns. Hence, they generally lead
to a runtime improvement, while mostly preserving the decision
accuracy [21]. For this reason, whilst our contributions remain
valid for hierarchical trees, most of the descriptions and validations
provided in our paper deal with random ferns.
As a conclusion, despite their numerous advantages, a funda-
mental drawback of random trees/ferns lies in their exponential
growth of memory usage with the depth of the trees [22]. This ex-
ponential growth poses a problem for implementing high-accuracy
tree models on memory-constrained hardware such as embedded
processors, because (i) deep trees or large ferns are required to
achieve high-accuracy, and (ii) storage of the class conditional
distributions of tree leaves or fern values is required to implement
accurate ensemble inference strategy.
I-B. Related works
Several previous works have attempted to mitigate the imple-
mentation issues raised by random forests.
In [23], the authors implement decision trees on a GPU. They
ﬁrst map the data structure describing a decision forest to a 2D
texture array, and then evaluate the tree decisions and compute the
leaves histograms using a combination of pixel shaders and vertex
shaders. They do not present any new theory but concentrate on
leveraging the full parallelism of the GPU, which yields a two
orders of magnitude performance increase over a standard CPU
implementation. However, their work relies on strong parallelisation
and large size memory, and is thus not suited to embedded systems.
The work in [24] points out the fact that applying hardware
acceleration to random forests is challenging when the decision
trees vary signiﬁcantly in terms of shape and depth. This is because
the irregularities in tree sizes and structures complicate the memory
accesses, and make the time to process a sample data dependent.
The authors also observe that a random forest is a real memory
guzzler: the limited memory ressources of the FPGA constrain the
trees depth. As a consequence, they recommend the use of compact
random forests, composed of many, small trees rather than fewer,
deep trees. As explained above, this penalizes the decision accuracy.
To limit the memory consumption, [25] introduces the notion of
decision jungles, by extending the tree structure to a rooted directed
acyclic graph (DAG). The main advantage of DAG is the capacity
to bound memory consumption, by specifying a maximal width at
each layer in the DAG. Their practical implementation requires the
use of learning algorithms that, within each level, jointly optimize
an objective function over both the structure of the graph and the
nodes binary tests features. At constant memory usage, the DAG
structure has been shown to improve generalization compared to
traditional trees when the number of structures is reduced [25],
but no gain in accuracy has been reported when the number of
structures increases at levels recommended in [3], [19].
I-C. Contribution and outline
In this paper, we present a solution to mitigate the explosion
of memory requirements induced by high-accuracy ensembles of
trees/ferns. We ﬁrst express the conventional semi-naive Bayesian
ensemble decision rule in terms of posterior class probabilities,
instead of class conditional distributions. The main idea of our
contribution then consists in clustering the class posteriors distri-
butions learned for each leave of a tree or, equivalently, for each
value of a fern, so that each class posterior can be approximated
by its cluster center. Hence, despite the number of class posteriors
increases exponentially with the size of the fern or the depth of
the tree, we can limit the memory footprint to one distribution per
cluster. Our experiments reveal that the resulting approximation of
the class posteriors does not cause a sharp decrease of the ensemble
accuracy. They also demonstrate that signiﬁcantly improved mem-
ory/accuracy trade-offs are achieved when combining larger ferns
(or deeper trees) with class posteriors probabilities clustering.
The paper is organized as follows. Section II reviews the
random ferns principle, and quantiﬁes their memory requirements.
Section III presents our contribution, which restricts memory re-
quirements to the storage of class posteriors centroids distributions,
in addition to a compact look-up table assigning a centroid index to
each fern value (tree leave). Section IV validates our approach in
terms of memory/accuracy trade-offs, in the context of a low-power
smart metering system. It demonstrates the advantage of clustering
the posteriors globally, i.e. jointly for all ferns, compared to deﬁning
clusters on a fern basis. Section V concludes.
II. MEMORY USAGE IN FERNS/TREES
To motivate our contribution, it is important to quantify the mem-
ory consumption associated to an ensemble of random classiﬁers.
Without loss of generality, we restrict our developments to random
ferns (RF) [19], and show that memory consumption is dominated
by the class conditional distributions of ferns.
II-A. Ferns deﬁnition
This section reviews the principle underlying the classiﬁcation
with an ensemble of random sets of binary tests. The approach
considers N ∈ N sets of S ∈ N binary tests that are randomly
selected, to deﬁne N ﬂat structures, named ferns. Generalization
to hierarchical tree structures is straightforward. Hence, in the rest
of the paper, we only consider the fern paradigm.
As in [19], let C ∈ C denote the random variable that represents
the class of an image sample, and C = {ci : 0 < i ≤ H} be the
set of H ∈ N classes ci. Given the ensemble of N ferns F =
{Fk ∈ {0, 1}S : 1 ≤ k ≤ N}, the sample class MAP estimate cˆ
is deﬁned by:
cˆ = argmax
ci
P (C = ci|F1, · · · , FN ). (1)
If we admit a uniform prior P (C = ci) = 1/H , Bayes’ formula
yields:
cˆ = argmax
ci
P (F1, · · · , FN |C = ci). (2)
Learning and handling the joint probability in (2) is not feasible
for large N×S products since it would require to compute and store
2NS entries for each class. To keep the conditional probabilities
tractable while accounting for some binary tests dependencies, the
semi-naive Bayesian approach proposed in [19] assumes indepen-
dence between the ferns, but accounts for dependencies between
the binary tests belonging to the same fern. The joint conditional
probability is approximated by:
P (F1, · · · , FN |C = ci) =
N∏
k=1
P (Fk|C = ci), (3)
where Fk denotes the kth fern, and the class conditional distribution
of each fern is simply learnt based on the accumulation of the
observations, as detailed in [19].
II-B. Memory consumption
In terms of memory, Random Ferns have to store (i) the list
of binary tests composing each fern, and (ii) the class conditional
distributions of all ferns.
In practical cases, the memory required to store the conditional
distributions is by far larger than the one needed for the binary
tests parameters. This is especially true when considering large
size ferns, since the amount of tests parameters increases pro-
portionally to the fern size S while, in contrast, the dimension
of the class conditional distributions grows exponentially with
S. Speciﬁcally, letting B denote the number of bits required to
quantize the probability values, the class conditional distributions
memory requirement for each fern becomes B × H × 2S . As
an illustrative example, in the metering use case considered in
Section IV, H = 10, B is set to 8, and S ranges between 6 (low
classiﬁcation accuracy) and 10 (high classiﬁcation accuracy). It
means that the class conditional distribution memory consumption
ranges between 5 and 82 kbits per fern. In comparison, assuming
that the application works on normalized 32 × 16 digit images,
each binary test spends 18 bits to deﬁne the position of the pixels
involved in the test, which means between 108 (S = 6) and 180
(S = 10) bits per fern. In absolute terms, 82 kbits/ferns means
more than 1 MBytes for 100 ferns. This requirement obviously
increases with S, H and B, and is prohibitive for low-power
memory constrained embedded systems1.
This tends to encourage the use of small ferns. This conclusion
is in line with the literature since, under strict memory constraints,
[19] has shown that the best classiﬁcation rates are obtained by
using many small ferns, mainly because -under memory constraint-
the number of ferns sharply decreases when their size increases.
However, several works have shown that using small size ferns
penalizes the classiﬁcation decision since the accuracy tends to
saturate beyond a sufﬁcient number of ferns (see Fig. 7 in [19]),
at a level that decreases with the size of the structure (see Fig. 4
in [10], or Fig. 2(b) in our validation). Hence, as long as there are
enough of them, large ferns are more accurate than shorter ones.
This is mainly because they are able to capture a larger variety of
class-speciﬁc image conﬁgurations, by exploiting the dependencies
between a larger number of binary tests. We conclude that the
memory constraint prevents the implementation of high-accuracy
random ferns on low-power embedded platforms.
III. POSTERIOR DISTRIBUTIONS CLUSTERING
The contribution presented in this section fundamentally aims at
mitigating the memory consumption when handling large ferns (or,
equivalently, deep trees). It formulates the random ferns decision
rule in terms of class posteriors (instead of class conditionals), and
then aggregates those class posteriors distributions into a limited
number of clusters to reduce the storage requirements.
III-A. Class posteriors clusters
Under the same uniform prior assumption than the one adopted
to derive (2), we use Bayes’ formula to develop each factor in (3),
and ﬁnd
cˆ = argmax
ci
N∏
k=1
P (C = ci|Fk). (4)
Hence, handling the class posteriors P (C = ci|Fk) as in (3) is
equivalent to maintaining and manipulating the class conditional
distributions P (Fk|C = ci). Despite the storage requirement is
obviously the same for both sets of distributions, this observation
turns the storage of H vectors of dimension 2S into a storage
of 2S vectors of dimension H . When the fern size S increases,
the class posteriors deﬁne a very large set of constant-dimension
probability distributions, while the class conditional distributions
increase exponentially in dimension. Using class posteriors replaces
thus the explosion of distribution dimension by an explosion of the
number of distributions.
Among the huge set of class posterior distributions resulting
from the combination of random binary partitioning, one might
expect to observe similar vectors, reﬂecting a limited number of
class posterior trends. This suggests to group the class posteriors
into a limited number of clusters K, and to approximate each
class posterior by the mean of its cluster, i.e., we reduce the
dimensionality of the vectors set. In that way, only the K mean
distributions need to be stored, in addition to the table assigning
each fern value to its associated cluster. In practice, the clusters
can be computed either on a fern basis, or globally for all ferns.
In the following, we use the variable K to denote the number of
clusters when they are computed independently on each fern, and
Kg when we refer to the clusters that are computed globally, to
approximate the posteriors observed for all ferns.
The clustering reduces the above N× [B×H×2S ] class poste-
riors memory footprint to either N× [K×B×H+2S× log2(K)]
1Off-the-shelf low power ARM Cortex M3 or M4 embed memories
ranging from 16 to 180 kB, see STM32L1 or ATSAM4 series.
or Kg × B × H + N × 2S × log2(Kg), depending on whether
we consider fern-based or global clustering, respectively. Here, we
assume that the cluster indices are encoded with constant-length
codewords of length log2(K) or log2(Kg). This is an upper bound
since some clusters might be more popular than others, thereby
reducing the actual entropy of the cluster indice variable.
From those formulas, we observe that the clustering strategy,
either global or fern-based, makes the exponential growth of mem-
ory induced by the increase of S (see the 2S factor) independent
of the number of class H . This makes it especially appealing for
problems with large number of classes or when the output space
has to approximate a continuous space.
III-B. K-means clustering
Formally, for a given fern, let vj ∈ RH+ denote the distribution
associated to the jth fern value, i.e., (vj)i = P (C = ci|F = fj).
As told in Section II-A, this vector is derived from the accumulation
of the observations of the fern realizations over the set of training
samples. Speciﬁcally, let nij be the number of training samples
of class ci that evaluate to the jth fern value fj . We also deﬁne
nj =
∑
i n
i
j , to denote the number of training samples that evaluate
to fj . To prevent issues related to the fact that no training sample
of one class might evaluate to some fern value, similarly to [19],
we introduce a regularization term R = 0.1 while estimating the
probability distribution vj . Hence, we have
(vj)i =
nij +R
nj +H ×R, (5)
with H denoting the number of classes. From the training stage,
we also record an estimate of the frequency wj at which each fern
value fj is observed among the training samples, and write:
wj =
nj +H ×R∑
i(ni +H ×R)
. (6)
Consider now the problem of clustering the 2S distributions vj
into K clusters with K < 2S . Assuming that the set {mk ∈ RH+ :
1 ≤ k ≤ K} denotes the K initial cluster centroids, the K-means
algorithm iterates between the following two steps [26]:
(i) Centroid assignment. Given the 2-distance d : RH+ ×
RH+ → R+, we form the class Mk = {vj : d(vj ,mk) ≤
d(vj ,mk′), ∀k′ = k}.
(ii) Centroid update. We update the centroid as the average of the
class posteriors assigned to the cluster, weighted by their respective
occurence frequencies wj , so as to minimize the expected mean
squared error on the training set, i.e.,
mk ← (|Mk|)−1
∑
vi∈Mk wi.vi,
where |A| is the cardinality of a set A.
Alternating between these two steps until convergence minimizes
the squared approximation error of the set reduction. Notice that the
initialization is not a critical component of our clustering problem.
Indeed, since the clustering is only considered during the training
stage, it has no impact on the run-time performances. Hence, one
can simply run the clustering multiple times, starting with different
random initialization seeds, and select the convergence point that
minimizes the approximation error.
When the class posterior distributions of each fern are clustered
independently, the above processing is repeated N times, to deﬁne
N ×K centroids.
As an alternative, we have also considered the global joint
clustering of the whole set of distributions associated to the N
ferns. The extension of the fern-based clustering to a global one is
trivial, and simply consists in clustering the N × 2S distributions
associated to the N ferns into Kg clusters. As conﬁrmed by our
experiments, computing a single set of class posteriors centroids for
the whole set of ferns is able to save even more memory compared
to using N distinct set of centroids (one for each fern).
IV. VALIDATION
IV-A. Use case
We consider the optical recognition of digits with an ultra
low-power vision system. The ultra low power constraint arises
from the fact that the system has to run for years on a battery,
without recharging. Such applicative scenario is for exemple rel-
evant for easy deployment of smart metering systems, to monitor
water/gas/electricity consumption from remote meter reading.
Random ferns are envisioned as an alternative to conventional
SVM approaches in this context because, despite their excellent
performances, (i) polynomial kernel SVMs trained on raw pixels are
known to be impractical as they have a huge complexity at runtime
[27], and (ii) linear SVM require the extraction of appropriate
features to compete with state-of-the-art in terms of accuracy [27],
[28], [29], which implies some additional data processing (and thus
some energy). In contrast, random ferns only require N × S raw
pixels comparisons, and (N − 1)×H additions when the products
of probabilities are implemented based on sums of logarithms. This
means about 20 times less operations than what is required by the
most efﬁcient linear SVM solution, proposed in [27], based on
histograms-of-gradients. The gain in instructions numbers will be
even higher on most platforms since random ferns only require pixel
value comparisons where SVMs need multiply-add operations.
This gain in number of instructions largely impacts the system
power consumption, since data processing tends to consume more
energy than image capture on modern ultra-low power vision
systems. Typically, a state-of-the-art ultra-low power image sensors
consumes as little as 17 pJ/pixel, which means about 0.5 μJ for
a 30 kpixels image [30]. In contrast, ultra-low power processors
require 8-15 pJ/instruction [31], [32], which means around 1 μJ to
recognize the ten digits in a typical meter image with our ferns,
assuming that each operation corresponds to 4 to 5 instructions.
Those ﬁgures are based on a relatively small RAM memory (32
kB for program + 32 kB for data), and are expected to increase
with larger memory sizes. They however demonstrate the relevance
of reducing data processing needs, and motivate solutions that can
live with less than one hundred kB of embedded memory, i.e. below
the upper limit offered by off-the-shelf low-power microcontrollers.
The experiments below show that our proposed class posterior
distributions clustering effectively reduces memory requirements
to those ranges, while preserving decision accuracy.
IV-B. Results
Our application assumes that the bounding boxes surrounding
the digits to recognize are deﬁned through prior calibration. Hence,
the observed digits are only affected by distortions that are related
to the placement of the camera (projective distortion), to the
calibration of the system (rotation, scaling, and shifting of the digit
inside the bounding box), and to the quality of the acquisition itself
(blurring and noise due to lightning). In our validation, without
loss of relevance w.r.t. our memory usage question, we consider
a synthetic dataset, emulating the expected distortions by trans-
forming digits printed in a 42×24 image. Transformations include
rotations by angles ∈ [−6◦,+6◦], scaling by factors ∈ [0.8, 1.2],
horizontal and vertical shifts by vectors ∈ [−4, 4]×[−4, 4], blurring
by a Gaussian ﬁlter with σ ∈ [0.5, 2], and projective transforms
(approximated by moving independently the corners of the digit
image by vectors ∈ [−5, 5]×[−5, 5]). Examples of distorted images
are provides in Figure 1.
Fig. 1: Dataset image samples, obtained by combining multiple distortions.
We have run a ten-fold cross validation to measure the accuracy
obtained for different random ferns parameters B, N, S, and K.
In Figure 2, we consider the conventional random ferns algo-
rithm. On the left, Figure 2(a) presents the accuracy as a function
of the number of bits B used to quantize the probability values.
We observe that the accuracy tends to saturate beyond B=8. Hence,
B has been set to 8 in all our remaining experiments. On the right,
Figure 2(b) conﬁrms that increasing the number of structures in
the ensemble is not sufﬁcient to achieve high decision accuracies.
As expected, high-accuracy can only be obtained by increasing the
size of the ferns. This conﬁrms the relevance of our study since
large ferns size means huge memory usage (exponential growth).
2 4 6 8 10 12 14 16
40
50
60
70
80
90
100
B, number of bits to quantize probabilities
M
ea
n 
ac
cu
ra
cy
 (%
)
(N=50, S=5)
(N=100, S=5)
(N=400, S=5)
(N=50, S=10)
(N=100, S=10)
(N=400, S=10)
(a)
0 100 200 300 400
60
70
80
90
100
N, number of random ferns
M
ea
n 
ac
cu
ra
cy
 (%
)
(S=5)
(S=10)
(b)
Fig. 2: Accuracy of conventional random ferns as a function of quantization
depth B (a), and number of ferns N (b), for different fern sizes S.
Figure 3 compares the accuracy/memory trade-offs obtained with
the conventional algorithm (blue and red solid lines, with K = 2S)
to the one obtained based on our proposed clusterization strategy
(red dashed lines for K fern-based clusters, and green solid line for
Kg global clusters). We observe that the global clustering strategy
achieves the best accuracy/memory trade-offs. It achieves up to 5%
higher accuracy at constant memory usage, compared to conven-
tional random ferns. It also signiﬁcantly reduces memory usage at
constant accuracy. For high-accuracy models (see Figure 3(b)), it
can save as much as 80% of memory usage, at constant accuracy.
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Fig. 3: Accuracy as a function of the total (tests+class posteriors) memory
usage, for different fern size S and number of clusters. K refers to the
number of fern-based clusters, while Kg denotes the number of global
clusters, computed for the whole set of ferns. Red and blue solid lines
denote the standard algorithm.
V. CONCLUSION
This paper has turned the class conditionals decision rule
generally adopted for random ferns/trees into an equivalent class
posteriors rule. It has then proposed to cluster the class posterior
probabilities associated to the realisation of a set of weak binary
tests, so as to implement ensemble of randomized trees or ferns
classiﬁer under severe memory constraints. The approach appears to
be both ﬂexible and effective, and unbolt the lock for implementing
high-accuracy tree models on memory-constrained hardware such
as embedded or mobile processors.
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