A DNN architecture called GPRInvNet is proposed to tackle the challenge of mapping Ground Penetrating Radar (GPR) B-Scan data to complex permittivity maps of subsurface structure. GPRInvNet consists of a trace-to-trace encoder and a decoder. It is specially designed to take account of the characteristics of GPR inversion when faced with complex GPR B-Scan data as well as addressing the spatial alignment issue between time-series B-Scan data and spatial permittivity maps. It fuses features from several adjacent traces on the B-Scan data to enhance each trace, and then further condense the features of each trace separately. The sensitive zone on the permittivity map spatially aligned to the enhanced trace is reconstructed accurately. GPRInvNet has been utilized to reconstruct the permittivity map of tunnel linings. A diverse range of dielectric models of tunnel lining containing complex defects has been reconstructed using GPRInvNet, and results demonstrate that GPRInvNet is capable of effectively reconstructing complex tunnel lining defects with clear boundaries. Comparative results with existing baseline methods also demonstrate the superiority of the GPRInvNet. To generalize GPRInvNet to real GPR data, we integrated background noise patches recorded form a practical model testing into synthetic GPR data to train GPRInvNet. The model testing has been conducted for validation, and experimental results show that GPRInvNet achieves satisfactory results on real data.
I. INTRODUCTION
ROUND penetrating radar (GPR) has been extensively used in many applications, such as glaciology, archaeology, and civil and geotechnical engineering. For example, it has been used for geological surveys, buried object detection, and detection of subsurface structures [1] - [3] . Among these applications, the non-destructive inspection of tunnel lining structure is popular [4] - [5] . GPR transmits an electromagnetic wave into the tunnel lining structure and receives echoes to form B-scan images, from which the structural condition of the tunnel lining can be deduced [6] - [7] . The inspection of the structural condition of tunnel lining is of great importance to the safe operation of tunnels [8] . However, due to geological and environmental factors, ageing, increased loading, man-made impacts, and irregular construction, tunnel linings progressively deteriorate, which leads to many defects, such as lining voids, cracks, delamination, lining leakage, and non-compactness of concrete. These covert defects, which are generally inside the tunnel lining, may reduce the bearing capacity of the lining, affect normal operation, shorten tunnel durability, or even induce incidents [9] - [10] . Several incidents have occurred due to the deterioration of tunnel lining structures, such as the Big Dig ceiling collapse in 2006 in Boston and the Sasago Tunnel collapse in 2012 in Tokyo [11] .
The translation of the electromagnetic information stored in the B-Scan into inner-defect related information, such as locations, shapes, and dielectric properties, is of great importance for tunnel lining defect inspection. There are a number of existing methods for GPR inversion which aim to map the dielectric distribution of the structure to be detected based on the recorded GPR data [12] . These methods mainly include common-midpoint velocity analysis [13] , ray-based methods [14] , reverse-time migration (RTM) [15] , tomography approaches [16] , and full-waveform inversion (FWI) methods [17] - [18] . Among these methods, FWI is the state-of-art solution to qualitatively and quantitatively reconstruct images of structures. It directly employs the entire received waveforms to match with the forward modeled data; it then reconstructs the dielectric distributions of the structures by minimizing the misfit between these two sets of data [19] - [20] . FWI originated B. Liu, Y. Ren in the field of seismic exploration [21] and has been rapidly employed for processing radar data since [22] . In tunnel liningrelated applications, some developments of FWI have been presented to further improve performance, including a truncated Newton method based on GPR FWI with structural constraints [23] , a multi-scale inversion strategy and biparametric FWI method [24] , and a combination of improved FWI and RTM [25] . However, because tunnel lining defects always have irregular geometries and complex distributions, the received subsurface GPR data are generally interlaced and accompanied by discontinuous and distorted echoes. Furthermore, some strong echoes induced by the steel rebar in tunnel linings may mask the signature of defects. In such cases, the B-scan images commonly show "pseudo-hyperbolic" morphologies or clutter [24] . Thus, it is challenging for traditional FWI to precisely reconstruct the dielectric distribution of the target. The location of defects may be wrongly computed, notwithstanding the considerable computational cost of FWI methods. In recent years, deep neural networks (DNNs) have demonstrated extraordinary abilities in applications related to image classification [26] - [27] , object detection [28] , semantic segmentation (pixel-level prediction) [29] - [30] , and image synthesis [31] . DNNs automatically learn high-level features from training data and then estimate a nonlinear mapping between input image data and various data domains, such as labels, text, or other images. Accordingly, some end-to-end deep learning-based inversion methods have been introduced to invert the velocity or impedance from seismic data. Das et al. utilized a 1D convolutional neural network (CNN) to predict high-resolution impedance [32] . Araya-Polo et al. proposed GeoDNN for seismic tomography [33] . Alfarraj et al. proposed a semi-supervised framework for impedance inversion based on convolutional and recurrent neural networks [34] . For velocity inversion, Zhang et al. developed an end-to-end framework called VelocityGAN to reconstruct subsurface velocity directly from raw seismic waveform data [35] . Wu et al. designed InversionNet, which follows the auto-encoder architecture to map seismic data to a corresponding velocity model [36] . In our previous study, we proposed the DNN-based SeisInvNet model to address weak spatial correspondence, the uncertain reflection-reception relationship between seismic data and velocity model, and the time-varying problem of seismic data [37] . SeisInvNet can recover the details of interfaces and accurately reconstruct the velocity model.
Because GPR and seismology are both wave-based geophysical techniques, these state-of-the-art methods for seismic inversion bring new perspectives for addressing the GPR inversion problem. However, it may not be an optimal choice to directly utilize existing DNNs designed for seismic inversion to process GPR data. First, because defects usually have irregular geometry and inhomogeneous distributions, the rebar or complex dielectric distributions in the tunnel lining may mask the effective GPR signals reflected by the defects. In such cases, the GPR data of the tunnel lining is usually more complex than the seismic data. Therefore, the DNNs for GPR data inversion should have strong abilities to extract effective features from complex data. Secondly, GPR data has unique spatial alignment characteristics: unlike the seismic case, the relation between the reflection and reception [37] of GPR is relatively certain as it has one transmitter and one receiver. Additionally, as the electromagnetic waves of GPR show a faster decay than seismic waves, most of the useful signals induced by one defect are captured in several adjacent GPR traces rather than the traces far from the defect. Therefore, to accurately reconstruct the local details of the permittivity map using DNNs, it is better to make full use of the information extracted from adjacent GPR traces rather than the global context, which avoids learning from ineffective information.
So far, little progress has been made in DNN-based GPR data inversion. Most existing studies have adopted DNNs to process GPR B-Scan data for the detection of buried object [38] and rebars [39] , identification of subgrade defects [40] , or reconstruction of concealed crack profiles in pavements [41] . These methods were focused on the tasks of classification or object detection in GPR B-Scan images, where the output is class labels or locations of defects in the B-scan images rather than the subsurface images of the structures. In terms of mapping a GPR B-Scan image to a subsurface image, to the best of our knowledge, the only study published so far was by Alvarez et al., who adopted some deep learning networks for GPR image-to-image translation [42] . Three widespread DNNs, Enc-Dec, U-Net, and generative adversarial network (GAN), were employed to reconstruct subsurface images of concrete sewer pipes from GPR B-Scan images. The methods were validated using synthetic data, and the results indicated the feasibility of utilizing DNNs to map a GPR image to a subsurface image of a structure. This study successfully reconstructed subsurface images containing defects with regular geometries (triangles, circles, and rectangles). However, the dielectric properties of the structure were not reconstructed.
To accurately invert dielectric properties of the tunnel lining and reconstruct complex defects with irregular geometries, an end-to-end DNN framework is proposed in this study. The proposed framework is called GPRInvNet, which consists of a specially designed "trace-to-trace" encoding process and a decoding process. The encoder enhances the features of each GPR trace using the information extracted from its adjacent traces. Then, we condense the features of each trace one-by-one to generate a group of features that spatially correspond to its own sensitive zone on the permittivity map. By doing so, we can extract effective features from complex B-Scan data and retain the spatial alignment between the input and output. GPRInvNet was first validated on a synthetic GPR dataset. A diverse range of dielectric models containing complex defects has been reconstructed using GPRInvNet, and a comprehensive comparative analysis has been performed. Furthermore, to apply our model to real GPR data, we integrated background noise patches recorded form the real world into synthetic GPR data to train our GPRInvNet. The experimental results demonstrate that our method provides good results on real GPR data.
The main contributions of this study are as follows: 1) We propose GPRInvNet to accurately invert dielectric images directly from GPR data. To the best of our knowledge, this is the first deep learning-based network specifically designed for GPR data inversion.
2) We successfully apply GPRInvNet to reconstruct permittivity maps of tunnel linings containing complex defects. Comparative validation results demonstrate the superior performance of the proposed model against other baseline models.
3) We present a method to generalize GPRInvNet to real data. The experimental results for model testing show that method achieves satisfactory results on real data.
II. RELATED WORKS

A. Seismic Inversion
DNNs have been extensively exploited in seismology. Because GPR and seismology are both wave-based geophysical techniques, they share similar properties from a data processing perspective. Therefore, in this section, we introduce related works in the area of seismic inversion. Different approaches based on deep learning have been proposed recently for seismic inversion. Seismic inversion has been attempted using CNNs [32] , recurrent neural networks [34] and GANs [35] . Furthermore, some DNN improvements have also been presented, such as GeoDNN [33] , VelocityGAN [35] , and InversionNet [36] .
In our previous study, we proposed SeisInvNet [37] to accurately invert the subsurface velocity distribution from observation data collected from the ground surface. To tackle the challenges in mapping the time-series seismic wave signals to spatial images, SeisInvNet utilizes convolutional layers to encode the observation setup, neighborhood information, and global context of a single-shot seismic profile into one single seismic trace, which forms an embedding vector. Each embedding vector, which contains a variety of seismic information, is then fused via fully connected layers to form a spatially aligned feature map of different seismic traces. Then, the velocity model is reconstructed from all feature maps by a CNN called the Velocity Model Decoder. These DNN-based methods provide new perspectives for the GPR inversion problem.
B. DNNs for GPR image to sub-surface image transformation
So far, studies employing DNNs to map a GPR B-Scan image to a subsurface image have been rare. To the best of our knowledge, the only published study so far was by Alvarez et al. [42] . In their paper, three different state-of-the-art deep learning architectures were employed to reconstruct subsurface images of concrete sewer pipes from B-Scan images. The architectures of the three DNNs, including encoder-decoder (Enc-Dec), U-Net, and Generation Aggressive Network (GAN), are identical to the architectures implemented in [43] . They also evaluated and compared the use of different loss metrics. The validations were conducted on synthetic data. The synthetic GPR B-Scan data and sub-surface permittivity map were reformatted into image pairs. Specifically, each GPR B-Scan was reformatted to an image with size 125×125 pixels, which corresponds to a concrete segment with the dimensions of 250×250 mm.
Comparative studies have demonstrated that Enc-Dec networks using a differential structural similarity (DSSIM) loss function slightly outperform U-Net and GAN for this GPR image to image transformation. The Enc-Dec network implemented in their paper consisted of an encoder and a corresponding decoder. Each convolutional layer employs a 4×4 convolutional filter with a stride of 2 for downsampling the input image. Subsurface images containing defects with regular geometries (triangles, circles, and rectangles) have been reconstructed effectively. This work demonstrates the feasibility of utilizing DNNs to map a GPR image to a subsurface image. Although the permittivity maps of the subsurface structure have not been reconstructed in their study, it still provides a base for further exploring the application of deep learning for GPR inversion.
III. METHODOLOGY
A. Characteristics of DNN-based GPR inversion task
The DNN-based inversion method is a data-driven non-linear mapping problem [35] . The aim is to find the transformation H: P→D (1) that reconstructs a permittivity map of the tunnel lining structure P i from the corresponding GPR B-Scan D i , where i∈ [1,N] ( at different detection distances along the width direction of the permittivity map. The schematic is shown in Fig. 1 . The challenges of DNN-based GPR inversion are two-fold. First, because the tunnel lining may contain rebar, the dielectric distribution is usually inhomogeneous. Consequently, the GPR B-Scan data of the tunnel lining are very complex. In particular, the rebar inside the tunnel lining may mask the effective GPR echoes from defects, which manifests in the B-Scan as clutter, as can be seen in Fig. 2 . Moreover, tunnel lining defects always have irregular geometries, and defects with different shapes may contribute to similar B-Scan profiles under the impact of multiple waves and scattering. In such cases, it is challenging to accurately reconstruct the details of the tunnel lining defects with different shapes, especially those under rebar. Thus, a network with strong feature extracting capacity is required to make full use of the input data and to learn effective features from the complex B-Scan images. Secondly, there is no specific spatial alignment between the input (GPR B-Scan) and output (relative permittivity model) images. This is particularly significant in DNN-based inversion, as most existing DNN methods are designed for spatially aligned data pairs. Generally speaking, the position at which a hyperbolic echo exists on a GPR profile may not correspond to any abnormalities in the dielectric model. As can be seen in Fig. 2 , the echo induced by the multiple reflection of rebar does not align to any abnormality on the dielectric model. On the contrary, the signals induced by a defect in the dielectric model are always observed not only in its corresponding trace, but also in several adjacent GPR traces. That is to say, the dielectric model at one location is not only related to the corresponding GPR trace, but also to several adjacent GPR traces. Some end-to-end DNN frameworks designed for image synthesis, such as Enc-Dec, U-Net, and GAN, can be employed to map GPR B-Scan data to a permittivity image. However, the existing networks were all originally designed for images pairs that are spatially aligned, such as photos and medical images. These networks employ fixed convolutional kernels and encode the input data into a feature vector, from which the decoder reconstructs the output [37] . With the increase of the dimension in the feature maps, the spatial features may be gradually lost, which may mean the details or boundaries cannot be reconstructed accurately [44] . For GPR data without a specific spatial alignment, existing DNNs may not be the optimal choice, and a deep learning network that explicitly considers the characteristics of GPR data may be preferable. 
B. Architecture of GPRInvNet
In this paper, we propose a novel DNN architecture for GPR inversion called GPRInvNet, which is able to make full use of the information in the B-Scan and retain the spatial alignment between input and output. The idea of GPRInvNet is inspired by SeisInvNet, which was proposed by us [37] , but we improved the network to take specific account of the characteristics of GPR data. Considering the complexity of a GPR B-Scan of tunnel lining, we increased the feature extraction component of the network to extract features from the complex B-Scan data as well as enhancing the information of each trace using the information of its adjacent traces. Additionally, given the special spatial alignment characteristics between the GPR data and the permittivity map, we separately condense the features of each trace, which is spatially aligned to a column of the permittivity map. Then, each column of the permittivity map is reconstructed accurately from the features of each trace. The whole permittivity map can be obtained by splicing all the slices of the permittivity map. Fig. 3 shows the architecture of GPRInvNet. GPRInvNet consists of a specially designed encoder and a corresponding decoder. The decoder is topologically identical to the decoder component in SeisInvNet [37] . The key component of GPRInvNet lies in its encoder, which is described as a "traceto-trace" encoder. In the encoding process, we first employ multiple convolutional layers to enrich the information of each GPR trace without compressing its spatial dimension. We have increased the number of convolutional layers as per the GPR data to enhance the capacity of feature extraction. This allows the network to make full use of the information from adjacent traces and automatically learn features from complex B-Scan data. Moreover, because the GPR signals based on electromagnetic waves show a faster decay in amplitude compared with the seismic waves, the useful signals that can be observed in adjacent traces may not be detected in remote traces. Therefore, we only fuse the effective information from the neighboring traces rather than extracting global context from Fig. 3 . Architecture of GPRInvNet. D i with dimension of T×R×1 is the input B-Scan data, F i with dimension of T×R×E is the feature maps after convolutional layers, a group of features Fr i spatially aligned to Dr i contains information extracted from the adjacent traces of Dr i . G i with dimension of C×R×E is formed by separately condensoing each column of F i using fully connected layers, and Gr i corresponding to the compressed features of Fr i . Pr i is a part of permittivity map spatially aligned to Gr i , and the output of the network P i with dimension of H×W×1 is the reconstructed permittivity map from D i . the entire B-Scan, which prevents our network from learning ineffective features.
After features have been enhanced, several fully connected layers are utilized in the encoding process to condense the features of each trace separately. We artificially align the enhanced features of each trace to a column of the permittivity map. In this paper, we use the term "sensitive zone" to refer to the column of the permittivity map spatially aligning to the enhanced features of each trace. This operation allows our network to accurately reconstruct the details of its sensitive zone.
In the decoding process, we reconstruct the high-quality sensitive zone of each trace and splice all the inverted sensitive zones together to form a permittivity map. GPRInvNet can make the best use of the GPR data, accurately reconstruct the shapes and details of the defects, and generate high-quality dielectric images directly from raw GPR data. Moreover, as we encode the feature trace by trace, the permittivity map can be reconstructed column by column. GPRInvNet is not constrained by the number of traces, and it is capable of inverting B-Scan with an arbitrary number of GPR traces.
The architecture of GPRInvNet as well as its implementation will be described in this section. As the trace-to-trace encoder is specially designed for GPR data inversion, we will introduce the encoding process in detail. However, the decoder is conventional, and it is topologically identical to the decoder component in SeisInvNet. Therefore, we will only briefly present the decoder and the loss function of the network.
C. Trace-to-trace Encoder:
In this paper, we describe the encoder of GPRInvNet as a trace-to-trace encoder. This is because it enriches the information of each trace and condenses the features of each trace separately. The encoder consists of 5 convolutional layers and 5 fully connected layers.
The convolutional layers are employed to generate a feature map F, which not only has the same dimension as the input B-Scan, but also contains knowledge extracted from several adjacent GPR traces. This is inspired by the fact that the echoes of one abnormality are often mainly observed in several adjacent traces of the GPR B-Scan. To be specific, 5×5 convolutional kernels with stride 1 are employed in each layer to extract adjacent information from a GPR B-Scan D i T×R×1. We also tried 3×3 and 7×7 convolutional kernels, but the results are underperformed those employing 5×5 convolutional kernels. After 5 convolutional layers, a feature map F i T×R×E with the same spatial dimensions as the input GPR B-Scans D i T×R×1 is generated. Here, F i T×R×E signifies the feature maps encoded from the ith GPR B-Scan, and E denotes the number of feature channels. The feature map F has the same dimension as the input, but the feature at each position contains its neighborhood information. For the GPR data of each trace D i r with dimension [T; 1], the convolutional layers convert it into a feature vector F i r with dimensions [T; E]. Each F i r is spatially aligned to a column of the permittivity map to be inverted. The feature map F i T×R×E can be treated as R columns of feature vectors of the rth GPR trace F i r.
Unlike SeisInvNet which encodes the embedded features into a feature map, GPRInvNet encodes the features of each trace separately and splice the features of all the traces to form a group of feature maps. This is implemented by using the fully connected layers to separately condense the feature vector of each trace F i r. The design of the fully connected layers in GPRInvNet arose from the need to maintain the spatial alignment between the input B-Scan and output permittivity map. For each encoded GPR trace F i r with dimensions [T; E], we adopt five fully connected layers to fuse the time dimensional features of each trace and combine them into features maps with dimensions [C; E]. Each fully connected layer includes activation and batch normalization operations. The fully connected layers are implemented for all R feature vectors of the feature map F i T×R×E. In this way, new feature maps G i C×R×E, which have the same dimension ratio as the permittivity map P i , are generated. The rth column vector of this new feature map is denoted as G i r, where G i r is of size C×E. We artificially enforce each G i r to be spatially aligned to a column of the permittivity map to be inverted.
Our trace-to-trace encoder has two benefits for GPR inversion in comparison to existing networks: (1) it makes the best use of the raw GPR data by using the convolutional layers to enhance the effective information of each trace from its adjacent traces, and (2) it retains the spatial alignment between the B-Scan and permittivity map by encoding the features of each trace separately.
D. Decoder and loss function:
In the encoder, feature maps G i C×R×E with the same dimension ratio as the permittivity map to be inverted P i H×W are generated. More importantly, the features of each GPR trace G i r are spatial aligned to sensitive zones in the permittivity map P i r*, where r*∈ [1,W] . With these features, it is easy to accurately reconstruct high-quality dielectric images.
The decoder employed in this study is similar to that of SeisInvNet [37] . We adjust the parameters of the decoder network on the basis of the permittivity map to be reconstructed. It consists of a 4×4 up-convolution, six 3×3 convolutions, and one up-sampling operation. A 4×4 up-convolution with stride 2 is first deployed to enlarge the dimension of the feature maps. This is followed by a 3×3 convolution with stride 1 to stabilize the information. Then, we utilize an up-sampling operation to form feature maps with the same dimension as the permittivity map. Finally, four 3×3 convolutional kernels with stride 1 are added to condense the dimension of the feature channels. Dropout has been employed to randomly abandon some feature maps to avoid over-fitting and improve the robustness of the network. In principle, each feature map G i r with size C×E is utilized to accurately invert a small piece of permittivity model P i r*, which has size H×1. The whole permittivity map P i is reconstructed accurately by splicing all P i r* together. Regarding the loss function, we employ a combination of the L2 norm and multi-scale structural similarity (MSSIM) to minimize the misfit between the input and output images. The loss function is calculated following [37] , [45] :
where D and P are the inversion result and ground truth for ith data pair, respectively, x((h,w) ,r) and y((h,w),r) are the two corresponding windows centered on (h,w) with size r, where h ∈[1,H], w∈ [1,W] . R is the total number of scales. λr is the weight of scale r. By minimizing the norm metric and maximizing MSSIM simultaneously, we optimize the model in both structural similarity and per pixel error in the output image.
IV. NUMERICAL SIMULATION
A. Building the Dataset
To provide sufficient data for training GPRInvNet, numerical simulations were conducted to generate synthetic data for the common types of tunnel lining defects, including lining voids, cracks, lining-rock delamination, leakages, and noncompactness of concrete. The dataset basically covers the common types of tunnel lining defects with irregular shapes. More specifically, it consists of four categories with different configurations of defects: (1) tunnel lining (concrete and rock) containing only rebar or one defect (lining voids, cracks, liningrock delamination, or non-compactness); (2) tunnel lining with both rebar layer and one defect; (3) tunnel lining containing multiple defects; and (4) tunnel lining with rebar layer and multiple defects. For each category, we considered both air and water as media of the defects, and permitivities for the ground and concrete were chosen from a range. In total, a dataset with 432,000 pairs of data was built. Each data pair included a GPR B-Scan as the input and a permittivity model as the ground truth. There were five different media involved: air, surrounding rock, concrete, water, and rebar. The parameters utilized in the simulation are listed in Table I , which are selected and modified from [46] .
The GPR modeling was performed based on finite difference time domain (FDTD) methods using in-house MATLAB code. In the numerical simulation, a permittivity model with width 2.0 m and depth 0.7m was built. A convolutional perfectly matched layer (CPML) was employed to mitigate the impact of boundary effects. The spatial size of the FDTD forward grid was 0.01 m, and the CPMLs occupied 10 meshes. Thus, each permittivity map consisted of 90×220 meshes, which includes 70×200 meshes of the tunnel lining and outer 10 meshes of the CPMLs surrounding the tunnel lining. The source wavelet was the Ricker wavelet with center frequency 600 MHz, and a total of 99 traces of data were obtained from each model. The total time step was 800 with a time window of 2.3587e -11 s.
One of the main contributions of this study is the reconstruction of the permittivity map of various tunnel lining defects with irregular geometries. Hence, the shapes of the simulated lining defects are relatively irregular to show the applicability of our proposed GPRInvNet for inverting various shapes of defects. During the simulation, we first modeled the background that included concrete, surrounding rock, and rebar. The interfaces of the surrounding rock were generated by fitting randomly deployed nodes at the bottom of the model using the secondary spline curves. The rebar layer was located in the range of 5 to 25 cm with intervals randomly selected from 15 cm to 30 cm. To simulate practical conditions in the tunnel lining as closely as possible, the dielectric parameters of the concrete and rock were randomly selected from the ranges listed in Table I. After the background was modeled, we generated the common types of tunnel lining defects with irregular shapes by fitting the constraint nodes using spline curves. The sizes of the voids were from 16×5 cm to 60×40 cm, and the lengths of the cracks were from 20 to 60 cm. To simulate the lining-rock delamination defect, we first randomly located its position along the interface between concrete and rock. Then, the same method for modeling the void defect was employed to form delamination defects with sizes ranging from 16×5 cm to 100×40 cm. For the non-compactness defects, a section with size ranging from 20×20 cm to 60×60 cm was randomly selected; then, many small voids were generated within the selected section. All defects were randomly distributed in the permittivity map.
B. Experimental Process
We randomly assigned each configuration of defects to the training data, validation data, and testing data with ratio 10:1:1. Thus, a dataset with a total of 432,000 data pairs was randomly divided into three sub-datasets, including 360,000 for training, 36,000 for validation, and 36,000 for testing. Each B-Scan Di was of size of 800×90, and the corresponding permittivity model Pi had dimensions 90×220. The outer 10 layers of Pi are CPMLs which were cropped from the permittivity model. Finally, we obtained an output permittivity model with dimensions 70×200, which corresponds to a tunnel lining of 0.7×2 m.
The details of each layer of GPRInvNet in this study are listed in Table II . The experiments were conducted on an Intel Xeon (R) Gold 5118 CPU workstation with 64 GB RAM and a GTX 1080 Ti GPU. GPRInvNet was implemented based on Pytorch [47] . To optimize GPRInvNet, an Adam optimizer with batch size 12 was applied with learning rate of 5e -5 . The dropout rate in the decoder was 0.2. GPRInvNet had 2,041,326 parameters and could be trained end-to-end. The models were trained for 100 epochs, which was observed to be more than sufficient to ensure convergence. Following convention, we saved the parameters that performed best on the validation set and conducted experiments on the validation and test sets.
To quantitatively evaluate the performance of GPRInvNet, a series of metrics were employed. We quantified the misfit error of the inversion results based on mean average error (MAE) and mean square error (MSE) [37] . We also measured the similarity of the local structures by MSSIM [45] and SSIM [48] .
C. Comparative study and results
To verify the superiority of the proposed method in reconstructing the permittivity map of a tunnel lining containing complex internal defects, a comparative study was performed based on synthetic GPR data. We chose both physics-driven and data-driven methods as our baselines. GPRInvNet was compared against the DNN-based model Enc-Dec as well as the widely used physics-driven method FWI. All methods were tested on the same testing dataset, and some comparative results are shown in Fig. 4 and 
D. Comparison with Enc-Dec Network
The Enc-Dec network, which was initially developed for image segmentation, was employed for mapping the GPR B-Scan image to the subsurface image of concrete in [42] . The image-to-image translation is similar to the inversion task, except that the inversion provides not only a subsurface image but also permittivity values. The Enc-Dec network outperforms U-Net and GAN for imaging the subsurface defects according to aforementioned paper. Therefore, the Enc-Dec network was chosen as a baseline model.
Enc-Dec in this study had the same architecture as in [35] , [36] . It consists of an encoder and a corresponding decoder. Each convolutional layer employs a 4×4 convolutional filter with a stride of 2 for downsampling the input image, batch normalization, and element-wise rectified-linear non-linearity (ReLU) to extract features from GPR B-Scan images. Accordingly, the decoder recovers the defects from the embedding vector. 4×4 transposed convolutions with stride 2 were employed to upsample the vector. The loss function was DSSIM [42] , and we set the initial learning rate as 5e -5 .
Both Enc-Dec and GPRInvNet were trained on the same dataset for 100 epochs. To maintain sufficient physical information in the input and output data, we directly employed the raw data pairs to train the network rather than reformatting them into images. Thus, the input and output of the Enc-Dec network in this study were both data containing concrete physics meaning rather than pixels in the images. The input B-Scan data was resized into a matrix with dimensions [256, 128] , and the output permittivity maps were resized from [128, 256] to [90, 220] . As can be seen from Fig. 4 , Enc-Dec was capable of reconstructing the interfaces between rock and concrete as well as some simple defects, such as cracks, voids, and delamination without rebar. However, the reconstructed defects typically had blurred boundaries. More importantly, it could not reconstruct rebar, as shown in Fig. 4 (a-3) . In contrast, GPRInvNet successfully reconstructed the rebar and tunnel lining defects with relatively clear boundaries. The shapes of anhydrous cracks, anhydrous voids, water-bearing cracks, rebar, and surrounding rocks reconstructed by GPRInvNet were highly consistent with the ground truths.
For tunnel linings with complex defects, such as noncompactness, defects under the rebar, etc., GPRInvNet clearly outperformed Enc-Dec. As can be seen in Figs. 5 (b) and (c), Enc-Dec failed to recover the rebar. This is probably because the size of each rebar is very small, so Enc-Dec failed to learn the features of rebar during the feature extraction process. For the non-compactness ( Fig. 5 (a) ) and water-bearing noncompactness defects under rebar ( Fig. 5 (d) ), because the honeycomb obstructed the propagation of electromagnetic waves, neither method could perfectly recover the shapes of defects. As shown in Figs. 5 (a) and (d), Enc-Dec could only partially recover the defect with a very blurry region. In contrast, GPRInvNet successfully provided complete profiles of the complex non-compactness defects ( Fig. 5 (a-4) ) even if the defects were below the rebar ( Fig. 5 (d-4) ). Although the shapes of the complex defects reconstructed by GPRInvNet were not completely consistent with the ground truths, it still provided the best inversion results.
To quantitatively evaluate the performances of the two DNNbased methods, the evaluation metrics on the validation set and test set are listed in Table III . In general, GPRInvNet achieved the best performance. On the test set, the MAE, MES, SSIM, and MSSIM of GPRInvNet were 0.00286, 0.000374, 0.973784, and 0.980623, respectively. They are obviously better than Enc-Dec's, which were 0.004895, 0.002515, 0.949639, and 0.858237. In general, GPRInvN showed consistent superiority according to all evaluation metrics compared.
Therefore, GPRInvNet outperformed Enc-Dec in GPR inversion. The shapes and details of the defects reconstructed by GPRInvNet are obviously better than those reconstructed by Enc-Dec. This is due to the specially designed encoding approach of GPRInvNet, which can make full use of the information during extraction of the feature map as well as retaining the spatial alignment between the input and output. On the contrary, Enc-Dec employs a fixed convolutional kernel to extract the feature map as well as compressing the dimension. This may lose detailed information, such as the features of small-sized rebars and the boundaries of defects. Moreover, Enc-Dec decodes the permittivity map from the vector, which may contribute to the loss of spatial information. E. Comparison with conversational FWI FWI reconstructs dielectric properties using all received waveforms by minimizing the difference between the forward modeling waveform and observed waveform [13] . To demonstrate the superiority of GPRInvNet, a comparative study against the widely-used FWI was performed and is reported in this section. As we can see from Fig. 4 , FWI can roughly determine the approximate distribution of cracks, voids, and delamination in non-reinforced concrete with blurred boundaries. The inversion results of the anhydrous defects ( Fig.  4 (a-2) ) are slightly better than those of the water-bearing defects (Figs. 4 (c-2) and (d-2) ). However, FWI completely missed the surrounding rock and defects under rebar, as shown in Fig. 4 (b-2) . In contrast, GPRInvNet could still reconstruct the defects under rebar.
For the complex defects, FWI provided the best inversion results in reconstructing the anhydrous non-compactness. However, it still underperformed GPRInvNet. Comparing Fig.  5 (a-2) with Fig. 5 (a-4) , FWI tends to present blurred profiles of non-compactness defects, while GPRInvNet provides relatively accurate detailed structures. For defects under rebar, it is apparent that FWI fails to reconstruct both anhydrous defects and water-bearing defects deployed in reinforced concrete, as is shown in Figs. 5 (b-2) , (c-2), and (d-2). This is probably due to the mask of rebar on the defects; most electromagnetic waves are reflected by rebar. In such situations, FWI could rarely achieve optimal parameters. However, GPRInvNet provided more satisfying results and clear boundaries of defects, even if the defects were under the rebar. Thus, the overall performance of GPRInvNet is better than that of the traditional FWI.
In terms of the computational cost, FWI took approximately 20 min to complete inversion for a single B-Scan image. In contrast, a well-trained GPRInvNet is capable of inverting one image within approximately 0.027 sec. Although training the neural network is a computationally intensive process, it takes place only once. The well-trained GPRInvNet can be used with near-real-time speed for GPR inversion.
F. Comparison of permittivity values
To further analyze the inversion effects, we compared the permittivity values of the aforementioned methods. The relative permittivity values were extracted along the cutting lines. The cutting lines were numbered from I to IV, as shown in Fig. 4 and Fig. 5 . The relative permittivity values along the cutting lines of Fig. 4 and Fig. 5 are shown in Fig. 6 and Fig. 7 respectively.
As shown in Fig. 6 and Fig. 7 , the inversion curves of permittivity through GPRInvNet are essentially the same as those of the ground truth, except that the amplitude is slightly different. Compared with Enc-Dec and FWI, we can find that for all the common defects, the oscillation of permittivity reconstructed by GPRInvNet is effectively alleviated and closer to the real values. Taking the line IV in Fig. 7 as an example, GPRInvNet successfully predicted the variation of permittivity at a depth of 40 cm, while the remaining methods mis-detected it. FWI gave the worst results, as shown in Fig. 6 and Fig. 7 (pink line). It can be observed that the relative permittivity values of defects under rebar and water-bearing defects predicted by FWI are always away from the true values. Compared with the DNN-based method, the permittivity curves reconstructed using traditional FWI show great fluctuations. The performance of Enc-Dec was better than that of FWI, but it still underperformed GPRInvNet. For some water-bearing defects, the results of Enc-Deck differed greatly from the real results in terms of the general trend of permittivity change ( Fig.  7 ; Line IV). Moreover, Enc-Dec failed to reconstruct the permittivity of rebar. Therefore, the overall performance of GPRInvNet was better than that of Enc-Dec as well as the widely used FWI method. We also looked closer at the permittivity measured for different filling materials and compared the inversion results at pixel level. The inverted results with maximum error for anhydrous defects lie in Fig. 7 Line I at a depth of 20 cm. The relative permittivity of the anhydrous defects inverted by GPRInvNet was approximately 2, which is close to the true value of 1, while at the same location, the inverted permittivity values by Enc-Dec and FWI were 4 and 5, respectively.
For GPRInvNet, the inverted value of rebar with the maximum deviation can be found in Line IV of Fig. 7 . The inverted value is 296, which is quite close to the true value of 300 in the simulation. In contrast, the result of rebar provided by FWI with the best performance was 70, and Enc-Dec totally failed in recognizing rebar. For the water-bearing defects, the results reconstructed using GPRInvNet were also close to the true values. For example, the true relative permittivity at a depth of 10 cm in Fig.7 Line IV is 80. The permittivity provided by GPRInvNet was approximately 78, while the result of Enc-Dec was 68. Even for the water-bearing defects below the rebar (Line IV at a depth of 40 cm), only GPRInvNet predicted the variation of the permittivity. Although the predicted value of 40 was smaller than the true value, it still performed better than other methods. In general, we can come to the conclusion that GPRInvNet outperform other methods in quantitatively inverting permittivity values.
V. EXPERIMENTS ON REAL DATA
The previous section demonstrated the superiority of GPRInvNet on synthetic data. The question remains of can it be used for real data? Real GPR data is much more complex, and currently there is no available real data for training a data-driven DNN model. In this section, a method is presented to generalize the trained GPRInvNet using synthetic data on real data. A model experiment was performed to validate the feasibility.
A. Model testing
To validate the performance of GPRInvNet on real data, model testing was conducted. A concrete experimental model with approximate dimensions of 4×2×0.7m (length×width×height) was built, as shown in Fig. 8 . In the middle part of the concrete model did not contain any defects, which is called as a non-defect zone in this study. The remaining part of the model was divided into several zones with approximate dimensions of 0.7×0.7×0.7m for different experiments. For our experiment, we deployed rebar, cracks, and voids in different zones of the concrete. A hollow acrylic box with dimensions 400×600×20 mm was deployed in the concrete as the anhydrous crack ( Fig. 8 (a) ). A waterproof plastic box with dimensions 400×600×200 mm was utilized as a void ( Fig. 8 (b) ). We filled it up with water to simulate waterbearing defects. The crack defect was deployed on the superficial layer at a depth of approximately 20 cm. The waterbearing defect was placed on the bottom of the model. There were four rebars with a diameter of 16 mm in the concrete model, which were located at intervals of approximately 15 cm. We also made the distance between two defects large enough to avoid interference of two signals as well as to mitigate the impact of movement during the pouring of concrete. Three of them were at a depth of approximately 15 cm, and the remaining one was located at a depth of 20 cm. The experiments were carried out 41 days after the concrete model was formed. To penetrate the concrete with depth of 0.7m, we utilized MALA Impluse Radar with the central frequency of 600 MHz in our experiment, as shown in Fig. 8 . The instrument integrates an antenna with its logger and transmits the recorded data via WiFi to a tablet PC. The data can be displayed in real-time in the format of B-Scan images. The logged data can also be imported to a computer and be further analyzed with professional software. We set the sampling point to 512 under the "Wheel" mode. The trace interval was 0.02 m. 
B. Data processing
Due to the inhomogeneity of the practical structure to be detected and the impact of noises in the real environment, the detected real GPR B-Scan was more complicated than the synthetic data. We logged GPR B-Scan data from the nondefect zone of the concrete experimental model as background noise. Then we added the background noise of real data recorded form the concrete model into the synthetic B-Scan data to train GPRInvNet. Therefore, in our experiment, not only the B-Scan data with defects but also those without any defects in the concrete were recorded. The B-Scan data containing defects were only for testing, and the B-Scan containing background noise were employed in the training process of GPRInvNet.
Before we integrated real data into the synthetic B-Scan data, data preprocessing was performed on real data. The preprocessing included several operations, such as static correction, direct component removal, gain adjusting, background removal, filtering, and averaging. The B-Scan images for the rebar and defects after preprocessing are shown in Fig. 9 . The real B-Scan data containing only background noise were preprocessed. After that, we employed interpolation to enlarge the dimension of the real data and a sliding window to randomly crop the background noise patches. A total of 187 background noise patches with dimensions 800×99 were obtained at this step. Then we performed amplitude normalization for both background noise patches and synthetic data. During the normalization, the maximum amplitudes of the B-Scan were multiplied by a weight coefficient, which was randomly selected in the range of 0.5 to 2, so as to increase the diversity of the data. Finally, the data of normalized background noise patches and synthetic B-Scan images were added per pixel to form a new B-Scan with noises. Fig. 10 depicts some of the data with and without background noise.
GPRInvNet was retrained on the new dataset for 100 epochs. By adding the real background patches with synthetic data in the training and validation data sets, we hoped that GPRInvNet would learn information, such as the inhomogeneity of the practical medium and the interference of noise in the real environment. Note that there was no real data in the new training dataset, and GPRInvNet was never trained using real data depicting hyperbolic echoes induced by defects.
C. Experimental results and analysis
We tested the retrained GPRInvNet on real B-Scan data of the defects. The performances of GPRInvNet, Enc-Dec, and FWI were compared. The comparative results of different methods are shown in Fig. 11 . The inversion results for anhydrous cracks are presented in Fig. 11 (a) . While Fig. 11 (b) and (c) depict the inversion results for rebar and water-bearing void, respectively.
As can be seen in Fig. 11 , the overall performance of GPRInvNet was better than that of Enc-Dec and FWI, even for the real data. The shapes of rebar, anhydrous crack, and waterbearing void inverted using GPRInvNet were almost identical to the ground truths. GPRInvNet successfully reconstructed the locations and profiles of the four rebars ( Fig. 11 (a-4) ). On the contrary, Enc-Dec completely missed the rebar layer ( Fig. 11  (a-3) ), and FWI could only determine the approximate distribution range of rebar rather than their shapes ( Fig. 11 (a-2) ). Meanwhile, the water-bearing defect was well reconstructed by GPRInvNet, as shown in Fig. 11 (b-4) . Enc-Dec only reconstructed part of the defect, while FWI completely missed the water-bearing defect on the bottom of the model. For the anhydrous crack, all three methods were capable of inverting the profile of the defect, as can be seen in Fig. 11 (c) , though the shape of the crack reconstructed by GPRInvNet was closer to the true model. For the rebar and water-bearing defects, GPRInvNet obviously outperformed the other two methods. Although the boundaries of the inverted defects were slightly blurred due to inhomogeneity of the concrete in the experiment, GPRInvNet could still provide rough profiles for these common types of defects.
Overall, GPRInvNet provided the best performance, especially for rebar and water-bearing defects. Moreover, the experimental results indicate that GPRInvNet trained only on synthetic data could be generalized on real GPR data by adding real background patches into the training dataset. 
VI. CONCLUSION
In this paper, a novel DNN-based architecture called GPRInvNet was proposed for reconstructing high-quality relative permittivity maps of tunnel lining from GPR data. GPRInvNet includes a specially designed encoder for GPR data to make full use of the GPR recording as well as to retain the spatial alignment between the B-Scan and permittivity map. It has clear potential significance in improving the reconstruction of tunnel lining defects and assessing the status of complex lining defects. Furthermore, the network has the potential to be employed for inverting GPR data in other GPR related applications, provided sufficient training data is available.
GPRInvNet was first validated based on synthetic GPR data; we successfully applied GPRInvNet to reconstruct a permittivity map of tunnel linings containing complex defects with irregular geometries. It is capable of effectively reconstructing the dielectric properties and shapes of common types of tunnel lining defects with clear boundaries. Comparative results demonstrate that GPRInvNet outperforms existing baseline methods.
The performance of GPRInvNet was also verified by experiments on real GPR data. A method was introduced to transfer GPRInvNet, which is trained starting from purely synthetic data, to real GPR data. Experimental results validated that GPRInvNet effectively inverted the tunnel lining defects, particularly rebar and water-bearing defects, based on real data. It was also shown that GPRInvNet generalized well to real GPR data by adding some background GPR acquisitions to the pool of training data.
However, due to the complexity of real GPR data, only rough profiles of the defects could be reconstructed. And we did not perform validation using field experiments. This issue merits further research.
