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ABSTRACT
We have used observational spectroscopic data of star-forming regions compiled from the
literature and photoionization models to analyse the neon ionic abundances obtained using both
optical and mid-infrared emission lines. Comparing Ne++/H+ ionic abundances from distinct
methods, we have found that, on average, the abundances obtained via infrared emission lines
are higher than those obtained via optical lines, by a factor of 4. Photoionization models with
abundance variations along the radius of the hypothetical nebula provide a possible explanation
for a large part of the difference between ionic abundances via optical and infrared emission
lines. The ionization correction factor (ICF) for the neon is obtained from direct determinations
of ionic fractions using infrared emission lines. We derive a constant Ne/O ratio (log Ne/O ≈
−0.70) for a large range of metallicities, independently of the ICF used to compute the neon
total abundance.
Key words: galaxies: abundances – galaxies: evolution – galaxies: formation – galaxies:
general – galaxies: ISM.
1 IN T RO D U C T I O N
The gas phase metallicity determinations in star-forming regions
have been used to study the cosmic evolution of galaxies as well as
to provide observational constraints on model parameters of galaxy
formation.
In particular, oxygen is the element most widely used for this
purpose, because prominent emission lines from their main ionic
stages are present in the optical spectra of star-forming regions
(e.g. Kennicutt, Bresolin & Garnett 2003; Krabbe & Copetti 2006;
Ha¨gele et al. 2008). For the remaining elements with bright emission
lines (e.g. N, S, Ne and Ar), not all their ionic stages are observed
in the optical spectrum. Thus, their total abundances can only be
calculated by using ionization correction factors (ICFs), as proposed
by Peimbert & Costero (1969).
Among the α-elements, Ne is found to be of great importance
because it is one of the noble gases and it does not combine with
itself or with other chemical species in the formation of molecules,
and thus dust grains. This makes the abundance determination of
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this element quite suitable for the study of the chemical evolution of
star-forming regions, because it does not depend on depletion factors
on to dust grains. It is accepted that Ne and O are mainly produced
in stars more massive than 10 M¯ (see Woosley & Weaver 1995).
Therefore, it is expected that the abundances of Ne and O should
closely trace one another (Crockett et al. 2006), and a constant
Ne/O abundance ratio over a wide range of O/H abundance should
be found. However, the recent deep spectroscopy of a large sample
of low-metallicity emission-line galaxies (ELGs) by Guseva et al.
(2011) has revealed a slight increase of Ne/O with O/H. Similar
results have also been found by Wang & Liu (2008), using the
O and Ne abundances of a sample of planetary nebulae and H II
regions. In contrast, Pe´rez-Montero et al. (2007) have derived a
new ICF for Ne, using a photoionization model grid. For the high-
metallicity regime, they have found a slight decrease in Ne/O with
O/H for a large sample of star-forming regions.
In any case, the derivation of the total Ne abundance has been
shown to be uncertain because of the difficulties in estimating
its ICF. The estimation of the total Ne abundance in the optical
is performed via the observation of the [Ne III]λ3869 Å emission
line, which is mainly present in star-forming regions with a high-
ionization degree. Usually, an ICF(Ne++) is assumed that is a
C° 2013 The Authors
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function of the O/O++ ratio, also derived from optical emission
lines. However, the optical [Ne III] line is rarely observed in metal-
rich objects (see Bresolin et al. 2005), where most of the Ne is in
the form of Ne+, so the ICFs are not well constrained in this regime
(Kennicutt et al. 2003). This problem can be alleviated by the use
of infrared (IR) fine-structure lines (Vermeij & van der Hulst 2002).
In this context, both the Infrared Space Observatory (ISO; Kessler
et al. 1996) and the Spitzer Space Telescope have allowed the ob-
servation of bright mid-IR emission lines in star-forming regions,
such as [Ne II]12.81µm and [Ne III]15.56µm, and the determination
of the total Ne abundance simply by summing the corresponding
ionic fractions. For instance, Vermeij & van der Hulst (2002) have
used the optical and mid-IR data of H II regions located in the
Magellanic Clouds (see also Vermeij et al. 2002) to determine the
O, S and Ne abundances in these objects. They found large discrep-
ancies between the Ne++ abundances obtained via IR lines with
those obtained using optical temperature determinations. They have
pointed out that the classical approximation, ICF(Ne++) = O/O++
(Peimbert & Costero 1969), seems to underestimate the true Ne
abundance (see also Pe´rez-Montero et al. 2007). However, be-
cause of the large scatter and uncertainty in the Ne++ ionic
fraction of their data, no conclusion could be drawn about the
reliability of the optical ICF for Ne. The same results were ob-
tained by Kennicutt et al. (2003), who combined the ionic abun-
dances derived by Vermeij & van der Hulst (2002) and Willner
& Nelson-Patel (2002) for H II regions located in M33. How-
ever, they were not able to derive a functional form for the
ICF(Ne++), because of the large scatter of the available data and the
very few measurements for low-ionization regions. Fortunately, a
large number of mid-IR and optical data of star-forming regions
are currently available in the literature. This enables us to make
a direct determination of the optical ICF for Ne and a comparison
among abundances obtained from distinct methods, yielding a more
reliable conclusion about the total Ne abundance.
Our main goal in this paper is to examine the Ne abundance
of star-forming regions, investigating the abundance discrepancy
found by using different methods and obtaining a reliable ICF in
the optical for this element. To do this, we have compiled observed
optical and IR emission-line fluxes from the literature to derive the
Ne ionic abundances. A photoionization model grid was also used
in this analysis. The paper is organized as follows. In Section 2, we
describe the observational data used in the paper, and we perform
an analysis of the selected sample. We give a description of the
photoionization models in Section 3. We present the procedures to
determine the ionic abundances in Section 4. We compare the neon
ionic abundances obtained from distinct methods in Section 5. In
Section 6, we present the ICFs computed for Ne++ and applied to
the data set. We give our conclusions of the outcomes in Section 7.
2 O B S E RVAT I O NA L DATA
2.1 Sample description
The optical and IR emission-line fluxes of a sample of ELGs –
including H II galaxies, Wolf–Rayet galaxies, blue compact galaxies
(BCGs) and dwarf galaxies (DGs) – and H II regions were compiled
from the literature. Their emission-line intensities were already
reddening corrected in the studies from which we have taken the
data. For most of the data, this was done by using the ratio Hα/Hβ. In
some cases, where Hα was not present in the spectra, the reddening
coefficient was obtained from another hydrogen line (e.g. the data
of Crockett et al. 2006).
The selection criterion was the presence of flux measurements
of the optical [O II]λ3727, [Ne III]λ3869, Hβ and [O III]λ5007 emis-
sion lines. We have also compiled the line intensities of [O III]λ4363,
Hα, [N II](λ5755,λ6548,λ6584) and [S III](λ6717,λ6731) when they
were available. Regarding mid-IR emission lines, we selected 50
ELGs and 93 H II regions located in the Magellanic Clouds, M101,
M33 and M83. whose [Ne II]12.81 µm and [Ne III]15.56 µm emis-
sion lines had been measured. The optical data were obtained by
the use of long-slit, echelle and multi-object spectroscopy (MOS),
while the IR data were obtained with the ISO and Spitzer.
In the optical, we used the [O III]λ5007/Hβ versus [N II]λ6584/Hα
and [O III]λ5007/Hβ versus [S II](λ6716+λ6731)/Hα diagnostic di-
agrams (Fig. 1) to distinguish objects ionized by massive stars from
those containing an active galactic nucleus (AGN) and/or gas ex-
cited by shocks. To separate the distinct classes of objects, we used
the criteria proposed by Kewley et al. (2006), where all objects with
log [O III]λ5007/Hβ < 0.61/[log[N II]λ6584/Hα −0.05] + 1.3 and
log[O III]λ5007/Hβ < 0.72/[log[S II]λ(6717+λ6731)/Hα − 0.32] +
1.3 have massive stars as their main ionization mechanism. From
this analysis, we discarded 15 objects, yielding a sample with 522
ELGs and 212 H II regions.
Because of the non-homogeneity of the compiled data, according
to the available emission lines measured for each object, we divided
the sample into five groups, as follows.
Group A: optical emission lines, including those needed to di-
rectly estimate the electron temperatures and abundances.
Group B: [O II]λ3727, [Ne III]λ3869, Hβ, [O III]λ5007 (the opti-
cal selection criterion) and [O III]λ4363.
Group C: optical emission lines, except for those sensitive to the
temperature, that is, [O III]λ4363, [O II]λ7325 and [N II]λ5755.
Group D: only the [O II]λ3727, [Ne III]λ3869, Hβ and
[O III]λ5007 emission lines (just fulfilling the optical selection cri-
terion).
Group E: the IR emission lines.
Table 1 lists the bibliographic references of the sample, the num-
ber of objects taken from each work, their nature, the observational
technique used during the data acquisition and the group(s) to which
the data belong. The objects in the A, B and E groups allow the com-
putation of the ionic abundances and the ICFs from several methods
used in this paper, while the ones in the C and D groups only enable a
more accurate comparison between the data and the photoionization
models to obtain a theoretical neon ICF.
To investigate the discrepancy between the neon ionic abundances
from optical and IR emission lines, we selected the objects in our
sample for which we can obtain a direct estimation of, at least,
an electron temperature. These belonging to the optical groups A
and B, and also to the IR group E. The subsample contains 23
objects, as listed in Table 2, together with the corresponding optical
and IR references. It is worth emphasizing that for the objects in
this subsample only, we can estimate the oxygen and neon ionic
abundances via optical lines and the neon ones via IR lines.
For the H II regions located in the Magellanic Clouds, we have
converted the Brβ fluxes, directly measured from the observations
by Vermeij & van der Hulst (2002), into Hβ fluxes, using the emis-
sivities of Storey & Hummer (1995). We did not use the Huα emis-
sion line at 10.52 µm, even though it is the closest hydrogen line to
the mid-IR Ne lines, because for our compiled sample it is generally
blended with an H2 emission line. For the remaining sources, we
considered the observed Hβ fluxes. A similar procedure was carried
out by Wu et al. (2008) in their study of elemental abundances of
BCGs using Spitzer observations.
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/432/3/2512/2908430 by guest on 27 August 2019
2514 O. L. Dors Jr et al.
Figure 1. Diagnostic diagrams for [O III]λ5007/Hβ versus [N II]λ6584/Hα (left) and [O III]λ5007/Hβ versus [S II](λ6716+λ6731)/Hα (right). The solid lines,
taken from Kewley et al. (2006), separate objects ionized by massive stars from those containing active nuclei and/or shock-excited gas, as indicated. The black
squares represent H II regions and the red squares denote the ELGs compiled from the literature.
2.2 Analysis of the sample
Over the years, several authors have compiled the spectroscopy
data of star-forming regions from the literature in order to derive
correlations between the macroscopic properties of these objects
(e.g. Pilyugin, Vı´lchez & Contini 2004), or they have suggested
oxygen abundance calibrations using strong emission lines (e.g.
Nagao, Maiolino & Marconi 2006; Pe´rez-Montero & Contini 2009).
However, the use of data sets obtained with different instrumentation
and observational techniques, and including different objects, such
as whole galaxies, galaxy nuclei and individual H II regions (i.e. non-
homogeneous data), could lead to biased results. In what follows, we
investigate the possible sources of biases introduced in the present
study because of the heterogeneity of our data set.
2.2.1 Aperture effects
Differences between the measurement apertures used in the optical
and IR observations could contribute significantly to the discrep-
ancies found between the optical and IR abundance determinations
(Vermeij & van der Hulst 2002). This is because many physical
properties (e.g. stellar populations, metallicity, extinction) of galax-
ies vary with the galactocentric radius (Moustakas & Kennicutt
2006a) or along nebulae (Oey et al. 2000). Kewley, Jansen & Geller
(2005) have presented a detailed analysis of the effect of aperture
size on the star formation rate, metallicity and reddening determi-
nations for galaxies selected from the Nearby Field Galaxy Survey.
They have found that systematic and random errors from aperture
effects can arise if fibres capture less than 20 per cent of the galaxy
light. Most of the star-forming regions in our sample can be treated
as point sources, and almost all the object extensions are observed.
Therefore, this effect is negligible for these objects. For the spa-
tially resolved Magellanic H II regions in our sample (see Table 2),
this effect could play a more important role, as already pointed
out by Vermeij & van der Hulst (2002). However, because our aim
is to study the discrepancy found for the Ne++ ionic abundances,
and because this ion is not expected to be formed in the extended
low-surface brightness zones around star-forming regions, aperture
effects are not an important factor.
2.2.2 Reddening correction
There are several ways to determine the reddening correction to
be applied to the observed emission-line fluxes, depending on the
available information and the ad hoc assumptions (e.g. the use of
different ratios involving hydrogen emission-line fluxes, the use of
different extinction curves and the use of a wide spectral range). All
these facts could introduce some bias in our results. To investigate
this effect, in Fig. 2 we plot the Hα/Hβ ratios against the ionization
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Table 1. Bibliographic references for the compiled sample.
ID Reference Object type Number Technique Group
1 Lee, Salzer & Melbourne (2004) KISS galaxy 13 Long-slit A
2 Vı´lchez & Iglesias-Pa´ramo (2003) DG 4 Long-slit A
3 Ha¨gele et al. (2006) H II galaxy 3 Long-slit A
4 Ha¨gele et al. (2008) H II galaxy 6 Long-slit A
5 Ha¨gele et al. (2011) H II galaxy 2 Long-slit A
6 Skillman, Terlevich & Melnick (1989) DG 2 Long-slit A
7 Thuan & Izotov (2005) BCG 26 Long-slit B
8 Masegosa, Moles & Campos-Aguilar (1994) H II galaxy 99 Long-slit A
9 Papaderos et al. (2008) H II galaxy 24 Long-slit A
10 Kobulnicky, Kennicutt & Pizagno (1999) H II galaxy 7 Long-slit A
11 Izotov, Chaffee & Green (2001) BCG 2 Long-slit A
12 Izotov & Thuan (2004)a BCG 33 Long-slit A
13 Izotov & Thuan (1998)a BCG 17 Long-slit A
14 Izotov et al. (2006b)a H II galaxy 1 Long-slit A
15 Izotov, Thuan & Lipovetsky (1997)a BCG 28 Long-slit A
16 Izotov, Thuan & Lipovetsky (1994)a BCG 10 Long-slit A
17 Izotov et al. (2006a) BCG 125 Long-slit A
18 Bergvall & ¨Ostlin (2002)a BCG 3 Long-slit A
19 Guseva, Izotov & Thuan (2000)a W–R galaxy 8 Long-slit A
20 Guseva et al. (2011) H II galaxy 59 Long-slit A
21 Guseva et al. (2007)a H II galaxy 33 Long-slit B
22 Lo´pez-Sa´nchez & Esteban (2009) W–R galaxy 17 Long-slit A
23 Kobulnicky et al. (1997) H IIR 3 Long-slit A
24 Garnett et al. (1997) H II region 7 Long-slit A
25 Kennicutt et al. (2003) H II region 20 Long-slit/echelle A
26 van Zee et al. (1998) H II region 58 Long-slit C
27 Vı´lchez et al. (1988) H II region 4 Long-slit A, C
28 Kwitter & Aller (1981) H II region 6 Slit A, C
29 Bresolin et al. (2009) H II region 28 MOS A, C
30 Lee & Skillman (2004) H II region 15 Long-slit A, C
31 Bresolin, Garnett & Kennicutt (2004) H II region 8 MOS C
32 McCall, Rybski & Shields (1985) H II region 20 Long-slit A, C, D
33 van Zee (2000) H II region 2 Long-slit A
34 Bresolin (2011) H II region 19 MOS D
35 Esteban et al. (2009) H II region 9 Long-slit A, C
36 Crockett et al. (2006) H II region 10 Long-slit B, D
37 Torres-Peimbert, Peimbert & Fierro (1989)a H II region 3 Long-slit A, C
38 Engelbracht et al. (2008) H II galaxy 41 Spitzer E
39 Wu et al. (2008) BCG 9 Spitzer E
40 Gordon et al. (2008) H II region 7 Spitzer E
41 Vermeij et al. (2002)a H II region 7 ISO A, C, E
42 Lebouteiller et al. (2008) H II region 31 Spitzer E
43 Rubin et al. (2008) H II region 24 Spitzer E
44 Rubin et al. (2007) H II region 24 Spitzer E
aThese are the papers from which the Hβ fluxes were obtained in order to compute the neon ionic abundances.
degree parametrized by the [O III]λ5007/[O III]λ3727 ratio (e.g. Dors
& Copetti 2003; Morisset et al. 2004) for the objects belonging to
our sample. In this figure, we can see very few points (∼3 per cent
of ELGs and ∼6 per cent of H II regions) out of the range of the ex-
pected values of the Hα/Hβ ratio, considering the theoretical values
of Storey & Hummer (1995) for temperatures between 5000 and
20 000 K, which are typical values for star-forming regions. Thus,
we can conclude that the differences in the reddening correction do
not affect any statistical result obtained in this work.
2.2.3 Instrumentation and observational techniques
The data compiled from the literature were acquired using different
instrumentation and observational techniques. This could yield an
additional scatter in the abundance determinations computed in this
work, which might lead to biased results. For example, if emission
lines with a broad component are present in low-resolution spectra
these will not be detected, and several physical properties obtained
from these lines will be unreliable, such as abundance determina-
tions (see Ha¨gele et al. 2013, and references therein). Also, the heavy
element abundance determinations from spectra with low signal-to-
noise ratios can be overestimated (Wesson, Stock & Scicluna 2012).
However, discrepancies in emission-line ratios estimated for a given
object observed using different techniques, ranging from about 0.03
to 0.1 dex (Dors & Copetti 2005), translate into a few per cent in the
uncertainties of ionic abundance determinations. For example, if
this discrepancy in the line ratio [O III](λ5007+λ4959)/λ4363 is
0.06 dex, the electron temperature derived using the different ob-
servations differs by about 400 K, yielding a log(Ne/O) variation
of about 0.1 dex. This value is of the order of the intrinsic scatter
found for uniform samples studied using data obtained with the
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/432/3/2512/2908430 by guest on 27 August 2019
2516 O. L. Dors Jr et al.
Table 2. Objects with neon abundances deter-
mined via optical and IR emission-line intensities.
Referencea
Object Optical IR
ELGs
I Zw 18 15 38
Haro 11 18 38
UM 420 13 38
Mrk 1450 16 38
NGC 4861 15 38
UM 448 13 38
Mrk 930 13 38
Mrk 162 13 38
NGC 1140 12 38
UM 461 13 39
UM 462 13 38
Tol2138-405 21 38
IIZw 40 19 38
SBS 0335–052E 14 38
M101 H II regions
NGC 5455 37 40
NGC 5461 37 40
NGC 5471 37 40
Magellanic H II regions
N160A1 41 41
N160A2 41 41
N157B 41 41
N4A 41 41
N66 41 41
N81 41 41
aThe reference number is according to the ID
listed in Table 1.
same instrumentation (see Kennicutt et al. 2003). When no system-
atic effects in the calibrations and data reduction exist, the physical
properties derived using data obtained with different observational
techniques should be the same. For example, the physical parame-
ters estimated for the star-forming knots of Haro 15 are in very good
agreement when derived using long-slit and echelle data (Lo´pez-
Sa´nchez & Esteban 2009; Ha¨gele et al. 2012).
2.2.4 Nature of the sources
Our sample is composed of objects with different morphology and
sizes, and yet they all have young and massive stellar clusters as their
main ionization sources. The shape of the emission-line spectra of
the objects in our sample is dominated by the ionizing fluxes from
these massive stars. Therefore, the same measurement and analysis
techniques can be applied to derive the temperatures, densities and
chemical composition of their interstellar gas (Ha¨gele et al. 2006).
In general, the H II regions and ELGs are located in the same zone
in diagnostic diagrams (e.g. Baldwin, Phillips & Terlevich 1981),
implying that similar ionization mechanisms are taking place in
these two different types of object (see Fig. 1). Other ionizing
mechanisms could be present, according to the evolutionary stages
and the nature of the objects, such as galactic winds resulting from
supernovae (e.g. Tang et al. 2009), the contribution to the hydrogen
emission fluxes by diffuse ionized gas (e.g. Calzetti et al. 2004;
Moustakas & Kennicutt 2006b; Oey et al. 2007) and/or the presence
of obscured AGNs (Kewley et al. 2001), or even the effects of the
presence of multiple kinematical components in the emission-line
profiles (e.g. Firpo et al. 2010, 2011; Ha¨gele et al. 2010; Amorı´n
et al. 2012, and references therein). The statistical contribution of
these mechanisms is similar for the different types of object, and
they do not yield any bias on the physical conditions of the objects
obtained in the present work.
3 PH OTO I O N I Z AT I O N M O D E L S
To estimate the ICF for Ne using photoionization models, we
compared the results of a grid of models performed using the
CLOUDY/8.0 code (Ferland et al. 1998) with the observational data
sample. We used data from the groups A, B, C, D and E, which
include all objects with optical and IR emission lines available
(i.e. 734 objects). For the comparison, we used the diagnostic
diagrams [O III]λ5007/[O II]λ3727 versus [N II]λ6584/[O II]λ3727,
[Ne III]λ3869/Hβ versus [O II]λ3727/Hβ, [N II]λ6584/Hα ver-
sus [S II]λ6720/Hα and [Ne III]15.56 µm/[Ne II]12.81 µm versus
[O III]λ5007/[O II]λ3727 (see Fig. 3). The ICF values were obtained
from the model results, which better reproduce the observational
data.
The model grid was built following the same procedures as Dors
et al. (2011), with metallicities of Z = 2.0, 1.0, 0.6, 0.4, 0.02 and
0.01 Z¯, and the logarithm of the ionization parameter U from −3.5
to −1.5 dex, with a step of −0.5 dex. For each model, the ionizing
source was assumed to be a stellar cluster with a spectral energy
distribution obtained from the stellar population synthesis code
STARBURST99 (Leitherer al. 1999), with an upper mass limit of
100 M¯ and an age of 1 Myr. For the hypothetical nebula, we
adopted a constant electron density Ne = 200 cm−3, a plane-parallel
geometry and a solar abundance ratio log(Ne/O) = −0.61 (oxy-
gen from Allende Prieto, Lambert & Asplund 2001 and Ne from
Grevesse & Sauval 1998). In the models with Z = 2 Z¯, a value
of log(Ne/O) = −1.0 was assumed, in order to fit the data in this
high-metallicity regime. This value is about the same as that found
by Pe´rez-Montero et al. (2007) for very high metallicities. A com-
plete description of the photoionization models has been presented
by Dors et al. (2011).
Fig. 3 shows the diagnostic diagrams containing the observed
emission-line intensities and the photoionization model results. The
typical errors of the observational emission-line ratios are about
10 per cent. It can be seen that the majority of the observational
data fall within the regions occupied by the models when all the
considered emission lines are in the optical range (see both upper
panels and the lower-left panel). However, in lower-right panel of
Fig. 3, it can be seen that the models produce lower values of the
intensity line ratio [Ne III]15.56 µm/[Ne II]12.81 µm. This problem
was pointed out by Pe´rez-Montero & Vı´lchez (2009) and Morisset
et al. (2004), who found similar results from photoionization model
grids built assuming different atmosphere models as photoioniza-
tion sources. They concluded that this effect could not be the result
of uncertainties in stellar atmosphere models and must be because
of problems in the atomic data of the mid-IR lines.
4 D E T E R M I NAT I O N O F I O N I C A BU N DA N C E S
We have considered two methods to determine the Ne++, Ne+, O+
and O++ ionic abundances in our sample: the method that uses
direct estimations of the electron temperatures (which we call the
visible-lines method) and the method that uses IR emission lines
(which we call the IR-lines method).
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Figure 2. Hα/Hβ versus [O III]λ5007/[O III]λ3727. The black and red squares represent the H II regions and ELGs, respectively, compiled from the
literature. All data were reddening corrected in the works from which we have taken the data. The lines represent the theoretical values for the
low-density recombination case B Balmer decrement Hα/Hβ = 3.10, 2.86 and 2.69 for temperatures of 5000, 10 000 and 20 000 K, respectively
(Osterbrock 1989; Storey & Hummer 1995).
4.1 Visible-lines method
For those objects with the appropriate optical emission-line mea-
surements, we calculated the electron temperature (Te) from the
observed line-intensity ratio RO3 = [O III](λ4959 + λ5007)/λ4363
for the high-ionization zone (referred to as t3). To do this, we used
the fitting function derived by Ha¨gele et al. (2008) based on the
TEMDEN routine of the nebular package of the IRAF:1
t3 = 0.8254 − 0.0002415RO3 + 47.77
RO3
. (1)
Here, t is in units of 104 K. The electron density (Ne) was computed
from the ratio of [S II]λ6716/λ6731 using the TEMDEN routine and
t3 values given by equation (1).
The O++ and Ne++ abundances were computed using t3 and
following the relations given by Pe´rez-Montero et al. (2007):
12 + log
µ
O++
H+
¶
= log
·
I (4959) + I (5007)
I (Hβ)
¸
+ 6.144
+ 1.251
t3
− 0.55 log t3; (2)
1 IRAF is distributed by the National Optical Astronomy Observatories, which
are operated by the Association of Universities for Research in Astronomy,
Inc., under cooperative agreement with the National Science Foundation.
12 + log
µ
Ne++
H+
¶
= log
·
I (3869)
I (Hβ)
¸
+ 6.486
+ 1.558
t3
− 0.504 log t3. (3)
The O+ ionic abundances were computed assuming
Ne = 100 cm−3 and an electron temperature of the low-ionization
zone (referred to as t2) derived from the theoretical relation
t−12 = 0.693 t−13 + 0.281, (4)
which was obtained from the models described by Pe´rez-
Montero & Dı´az (2003). Measurements of the [O II]λ7325 au-
roral emission line, sensitive to the [O II] electron tempera-
ture, are available for only 10–15 per cent of our sample. Be-
cause we use the observational sample in a statistical way, we
prefer to derive all the temperatures following the same pro-
cedure. Besides, almost all the objects present high or mod-
erate excitation degrees: (I[O III]λ4959+λ5007)/(I[O II]λ3727+
I[O III]λ4959+λ5007) ≥ 0.4, as defined by Pilyugin (2001).
Therefore, the impact of the O +/H+ variations on the total oxy-
gen abundance and on the O++/(O++ + O+) ratio (used in the
neon ICF determinations) is small (≈18 per cent) and, from a sta-
tistical point of view, negligible. It is only in those cases where
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Figure 3. Diagnostic diagrams containing observational data taken from the literature (all groups) and the results of the grid of photoionization models
described in this work. The solid lines connect the curves of iso-(O/H), while the dashed lines connect the curves of iso-U. The colour code for the values
of the oxygen abundances (tracer of the metallicity) is the same in all panels and is indicated in the upper-left panel. The solar oxygen abundance refers to
Allende Prieto et al. (2001) and corresponds to 12+log(O/H) = 8.69. The values of log U are indicated in each panel. The points are the observational data.
The typical errors (bars not shown) of the observational emission-line ratio are about 10 per cent.
the [O III]λ4363 and [O II]λ7325 auroral emission lines were not
available that we have computed the O+ ionic abundances, assum-
ing the electron temperature directly estimated from the observed
line-intensity ratio RN2 = [N II](λ6548 + λ6584)/λ5755:
t2 = 0.537 − 0.000253RN2 + 42.13
RN2
(5)
fitting function taken from Ha¨gele et al. (2008). For a few objects
(<1 per cent), t2 was derived using this equation.
To derive the O+ ionic abundances, we used the expression given
by Ha¨gele et al.:
12 + log
µ
O+
H+
¶
= log
·
I (3727)
I (Hβ)
¸
+ 5.992 + 1.583
t2
− 0.681 log t2 + log(1 + 2.3ne). (6)
Here, ne = Ne/(104 cm−3). As pointed out by Ha¨gele et al., the
expressions given above are valid for temperatures from 7000 to
23 000 K. The O+ ionic abundances, calculated using the t2 values
from equations (4) and (5), differ by about 0.2 dex. The data set
used to determine the ionic abundances with this method belongs
to groups A and B and is comprised of 579 objects (∼80 per cent
of the sample). All O+, O++ and Ne++ ionic abundances obtained
with the visible-lines method used in this study have been computed
from this data set.
4.2 Infrared-lines method
The Ne+ and Ne++ ionic fractions can be determined using the
intensities of the [Ne II]12.81 µm and [Ne III]15.56 µm emission
lines, respectively, and following a similar methodology to the one
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presented by Fo¨rster et al. (2001). The ionic abundance of an ele-
ment can be given by
nX+i
nH+
= Iλ(X
+i)Nejλ(H+)
Iλ(H+)Nejλ(X+i )
. (7)
Here, nX+i and nH+ are the densities of the ions X+i and H+, Iλ(X+i)
is the intensity of a given emission line emitted by X+i, Iλ(H+) is the
intensity of a reference hydrogen line, while jλ(X+i ) and jλ(H+) are the
emissivity values given by the IONIC routine of the nebular package
of IRAF, which uses the Ne atomic parameters from Badnell et al.
(2006), Griffin, Mitnik & Badnell (2001), Kaufman & Sugar (1986),
Butler & Zeippen (1994) and Mendoza (1983). These emissivity
values are assumed to be constant in all abundance determinations
because these vary by less than 5 per cent over a large temperature
range (see the pioneering work by Simpson 1975).
Using this method, any error in the determination of these emis-
sivities directly translates in a systematic shift in the derived Ne+
and Ne++ ionic abundances. Taking into account all these assump-
tions, we obtain
Ne+
H+
= I (12.81µm)
I (Hβ) × 1.322 × 10
−4 (8)
and
Ne++
H+
= I (15.56µm)
I (Hβ) × 6.323 × 10
−5. (9)
5 C O MPA R ISO N O F N EO N IO N IC
D E T E R M I NAT I O N S
With the aim of comparing the Ne++/H+ ionic abundances derived
using the visible-lines method with those derived using the IR-lines
method, in Fig. 4 we plot the results for the 23 objects listed in
Table 2. These are the only objects for which we are able to apply
both methods. These objects simultaneously belong to either group
A or B, and to group E. We can see a large discrepancy and scatter.
Comparing the Ne++/H+ ionic abundance determinations obtained
using the visible-lines method with those based on the IR-lines
method, we find discrepancies of about a factor of 4, on average,
with Ne++/H+ being underestimated when using the visible-lines
method (see Fig. 4).
The origin of this discrepancy is uncertain and several expla-
nations have been proposed. Vermeij & van der Hulst (2002) have
compared the optical and IR ionic fractions obtained for a sample of
H II regions located in the Magellanic Clouds. They found consid-
erable discrepancies between the determinations found using these
two methods, which were attributed to the difference in the area of
the sky covered by the IR and optical observations. However, as
discussed above, aperture effects are probably not the origin of this
huge discrepancy regarding a high-excitation ion such as Ne++.
Extinction might noticeably affect the comparison between the
abundances obtained from IR and optical emission lines. The blue
optical [Ne III] emission line is more absorbed by dust than the
mid-IR lines. Hence, if the nebular emission is highly reddened by
dust, the optical line does not trace all the Ne in the inner parts of
the star-forming regions, yielding an optical ionic abundance lower
than that derived from the mid-IR lines. In the same way as for the
Ne emission lines, this effect could be enhanced by the use of Hβ
or Brβ emission lines, instead of Huα, to derive ionic abundances
in the mid-IR. In order to verify the extinction influence on the
emission lines, models with different internal dust abundance were
built. In these, only the effect of grains on the continuous opacity was
Figure 4. Comparison between the ionic abundance of Ne++/H+ derived
using the visible-lines and IR-lines methods. The points represent estima-
tions for the objects presented in Table 2, where squares and triangles are
the estimations made using Hβ and Brβ fluxes, respectively. The solid line
represents the equality of the two estimates. The dashed line is the equality
line shifted by the average of the differences between the ionic abundances.
Typical errors in optical and IR estimations are about 15 and 10 per cent,
respectively (Vermeij & van der Hulst 2002).
considered (i.e. the gas heating by grain emission was not considered
in the calculations). The dust abundance was linearly scaled with
the default value assumed in the CLOUDY code (i.e. log O/H ≈ −4).
The grain model has been described by van Hoof et al. (2001).
Fig. 5 shows the predicted luminosity values (L/Lfree dust) for some
hydrogen and neon emission lines in relation to the ones predicted
by the model that is free of dust (Zdust/Zvan Hoof = 0). We can see
that Hβ, Brβ and Huα have about the same decrease with the dust
abundance, reaching a ∼4 per cent maximum difference in their
luminosities for Zdust/Zvan Hoof = 10. A similar behaviour is found for
the neon emission lines, with a difference of about 6 per cent. Even
though these differences are within the observational measurement
errors, we have used these predicted emission-line intensities to
calculate the Ne++ abundance following the same procedure as
presented in Section 4. The largest difference found in the Ne++
abundances, derived from the IR-lines and the visible-lines methods,
is 0.3 dex. Therefore, this result shows that, at least, the extinction
caused by the internal dust is not the main source of the neon ionic
discrepancy.
To verify if there is an observational correlation between the
extinction and the abundance discrepancy for the 23 objects listed in
Table 2, in Fig. 6 we plot the difference (D) between the Ne++ ionic
abundances obtained using the IR-lines and visible-lines methods
versus the nebular reddening constant [C(Hβ)], which is compiled
from the literature, and has been used by the authors to correct their
observational data. There is no evident correlation between the
discrepancy and the extinction found from the Balmer decrement.
For five objects of our sample (i.e. N81, N4A, N66, N160A1
and N160A2), both Brβ and Hβ fluxes were obtained directly
from spectroscopy observations by Vermeij et al. (2002), Dufour &
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/432/3/2512/2908430 by guest on 27 August 2019
2520 O. L. Dors Jr et al.
Figure 5. Logarithm of the luminosity predicted by our models for some
hydrogen and neon emission lines versus the dust internal abundance, in
relation to the default value assumed in the CLOUDY code (i.e. log O/H ≈ −4.
The grain model has been described by van Hoof et al. (2001). The points
are the results for models considering different dust abundances connected
by the curves. The results for different emission lines are indicated. Here,
Zdust/Zvan Hoof = 0 represents the models free of internal dust.
Figure 6. Differences between Ne++ ionic abundances obtained using the
IR-lines and visible-lines methods, as a function of the nebular reddening
constant C(Hβ) for the majority of the objects listed in Table 2.
Harlow (1977a,b), Heydari-Malayeri, Le Bertre & Magain (1998)
and Heydari-Malayeri et al. (2002). We have used these data,
and [Ne III]15.55 µm from Vermeij et al. (2002), to calculate the
Ne++/H+ ionic abundances of these objects, using both hydrogen
lines. We have found neon ionic estimations in agreement by about
0.2 dex, indicating that dust absorption is not the main source of the
discrepancy, at least for these objects. Further observational support
for this result arises from the data presented by Wu et al. (2008), who
have pointed out that most of the galaxies that they have observed,
which include 50 per cent of the ELGs presented in Table 2, do not
show a strong 9.7-µm silicate feature, and consequently have low
dust extinction. Moreover, as noted in Fig. 4, for the objects where
both Brβ and Hβ fluxes have been measured, the ionic difference is
also found, indicating that the differential absorption of optical and
IR emission lines is not the main cause of the discrepancy. Thus,
we can assume that this effect is negligible for these objects.
As can be seen in Section 3, and has already been noted by Pe´rez-
Montero & Vı´lchez (2009) and Morisset et al. (2004), the pho-
toionization models cannot reproduce diagnostic diagrams based
on Ne mid-IR lines, independently of the stellar atmospheres used.
Therefore, this could be symptomatic of inaccurate atomic data
involving these emission lines and can be on the basis of the dis-
crepancies found when deriving abundances from optical and mid-
IR emission lines. In particular, the atomic parameter that can af-
fect the abundance determinations is the collision strength for the
[Ne III]λ15.56µm emission line. However, it is not probable that the
uncertainties in this parameter are the main cause of the discrepancy
found in our study. Over the years, differences in the neon collision
strength have been found. For example, the collision strength for
[Ne III] 3P1 → 3P2 derived by Blaha (1969) is Ä= 0.581. The Ä val-
ues derived in the IRON project by Butler & Zeippen (1994) range
from 0.481 to 0.778 for temperatures ranging from 103 to 105 K.
Later computations by McLaughlin & Bell (2000) yielded a value
of Ä lower by about 20 per cent than the value proposed by Blaha
(1969). Recently, McLaughlin et al. (2011) have recomputed the
collision strengths for some neon lines using a small-scale 56-level
Breit–Pauli calculation and a large-scale 554-level R-matrix inter-
mediate coupling frame transformation (ICFT). They have shown
that different values of Ä are obtained by the use of these suppo-
sitions, in the sense that for the 56-level Breit–Pauli calculation Ä
ranges from about 0.5 to 1.0 and for the 554-level ICFT it ranges
from about 0.4 to 0.8. It must be noted that these results are in
good agreement with earlier derivations. Nevertheless, even assum-
ing that the collision strength for the [Ne III]λ15.56µm emission
line can vary by a factor of 2, it is not enough to conciliate the ionic
abundance discrepancy.
Finally, another supposition is the presence of electron tempera-
ture fluctuation amplitude inside the ionized gas. This can lead to an
underestimation of the ionic abundances obtained via optical col-
lisionally excited lines when these fluctuations are not considered,
because these lines are strongly dependent on the electron tem-
perature (e.g. Peimbert 1967, 2003; Krabbe & Copetti 2005). This
problem can be alleviated using abundances based on IR emission
lines, whose fine-structure transitions have a weak dependence on
the electron temperature (e.g. Dinerstein, Lester & Werner 1985;
Rubin et al. 2001; Nollenberg et al. 2002; Garnett et al. 2004).
Because the electron temperatures are related to the chemical com-
position of the emitting gas, temperature fluctuations are essentially
equivalent to abundance variations across the nebula (Kingdon &
Ferland 1998).
To test the effect of the presence of temperature fluctuations
and/or abundance variations, we built a grid of photoionization
models using CLOUDY. These models are similar to the models de-
scribed in Section 3 and presented in Fig. 3, but considering the
presence of chemical inhomogeneities in the theoretical nebula and
spherical geometry. The plane-parallel geometry assumed in the
models described in Section 3 cannot be used to test variations
along the radius of the hypothetical nebulae, because this makes
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Figure 7. Results of photoionization models considering abundance vari-
ations along the radius of the nebula. The Ne++/H+ ionic abundances are
obtained using the visible-lines and IR-lines methods (dashed and solid
lines, respectively) as a function of the period P of the abundance variations.
the inner radius much larger than the thickness of the cloud and the
results about independent on electron temperature fluctuation am-
plitude. In this case, we have considered a nebula with Z = Z¯, with
an inner radius of 4 pc and an outer radius where the temperature
falls below 4000 K (≈30 pc), and a number of hydrogen-ionizing
photons emitted by the ionizing star cluster of 1050 s−1. It was as-
sumed that the metallicity varies along the radius of the nebula as a
sine wave, with period P ranging from 0.01 to 2 pc, including 0.01,
0.1, 0.25, 0.5 and 1 pc. Also, a model with no variations and solar
abundance was considered. We have considered a set of models with
an abundance amplitude of 0.8 dex, which takes metallicity values
between 2 × Z¯ and 0.3 × Z¯. Kingdon & Ferland (1995) built
grids of photoionization models using similar sine wave variations
but applied to the total hydrogen density across the nebula.
We have used the emission-line intensities given by our models
for each value of P to calculate the Ne++/H+ ionic abundances.
We have applied the visible-lines and IR-lines methods, following
the same procedure as described in Section 4. Thus, we obtain two
estimations of Ne++/H+ for each model. Fig. 7 shows these esti-
mated values of Ne++/H+ plotted as a function of the period P of
the abundance variations. As can be seen when no variations are
considered, the Ne++/H+ ionic abundances estimated by each
method differ by less than 0.1 dex, which is within the errors of the
methods. When abundance variations are present, the differences
could reach about 0.5 dex, with the ionic abundances obtained with
the IR-lines method being largest. This value is very similar to the
value found in Fig. 4 between the estimated Ne ionic abundances
derived by applying the visible-lines and IR-lines methods to the ob-
servational data. Moreover, these differences, as expected, depend
on the metallicity amplitude of the models, increasing (decreas-
ing) with an increment (decrement) in the amplitude (models not
shown). Therefore, the temperature fluctuations studied through the
abundance variations across the nebula could be a possible expla-
nation for the discrepancy between the estimated Ne abundances by
these two methods. In Fig. 8 (bottom panel), we have plotted the
temperature structure2 of our models with P = 2 and 0.01 pc, and no
fluctuations versus the radius normalized to the outermost radius.
In this figure, we also show, for each P, the values of the tempera-
ture fluctuation parameter (t2), as defined by Peimbert (1967), and
2 In the CLOUDY code, the nebula is divided into concentric zones, with the
physical conditions across them about constant. This causes the zone number
in each computed model to vary. The electron temperatures of these zones
are shown in Fig. 8. See the CLOUDY manual for more details.
Figure 8. Temperature structure of the theoretical nebula from our pho-
toionization models. For each model, R/Ro is the radius normalized to the
outermost radius (Ro). In the bottom panel, the curves represent the results
of models with different values of P (i.e. the period of the sine wave in
which the metallicity varies along the radius of the nebula), as indicated. In
the top panel, the curves represent the results of models with no abundance
variations but with different distances between the central ionizing source
and the inner face of the gas, represented by d, as indicated. We show t2, as
defined by Peimbert (1967), and the electron temperature t3 for each of the
models.
the electron temperature t3, using the predicted values of RO3 and
equation (1).
As expected, we have found that abundance variations translate
into temperature fluctuations. As can be seen in Fig. 8, t3 decreases
when larger values of P are assumed. However, the average temper-
ature weighted by the electron density over the volume of the nebula
hTi (not shown), as defined by Peimbert (1967), is about constant
with P. The model with P = 0.01 pc shows a constant temperature
fluctuation amplitude of about 9000 K, while the amplitude shown
by the model with P = 2 pc decreases with the radius. Interestingly,
when no fluctuations are considered, the t2 value is about the same
found as that in some H II regions (e.g. Krabbe & Copetti 2002) and
H II galaxies (e.g. Ha¨gele et al. 2006). However, the t2 values that
explain the differences found when comparing ionic abundances
obtained via recombination and collisional excited emission lines
(e.g. Peimbert 2003; Garcı´a-Rojas et al. 2006) are in good agreement
with those given by the models with P different from zero. Copetti
(2006) have carried out a more detailed study of spatial electron
temperature fluctuations in ionized nebulae from photoionization
models.
Over several decades, observations have failed to find direct ev-
idence of chemical inhomogeneities in H II regions (e.g. Krabbe &
Copetti 2002; Garcı´a-Rojas et al. 2006; Lebouteiller et al. 2008;
Oliveira, Copetti & Krabbe 2008) and in planetary nebulae (e.g.
Liu et al. 2000; Rubin, Bhatt & Dufour 2002; Krabbe & Copetti
2005). Thus, another source of temperature fluctuations could be the
presence of density variations in the gas. Rubin (1989) has shown
that large-scale variations in electron density in the gas do cause
electron temperature fluctuations. Consider the H II region models
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of Rubin (1985), who pointed out that if Ne varies by a factor of
about 10, the electron temperature can range up to 2000 K (see also
Kingdon & Ferland 1995). Recently, Mesa-Delgado et al. (2012)
have presented results from the integral field spectroscopy of a re-
gion near to the Trapezium Cluster. They found the presence of
high-density gas (Ne ≈ 4 × 105 cm−3), with values much higher
than the typical values obtained for either galactic or extragalactic
regions (see Copetti et al. 2000). Unfortunately, a larger number
of observations, such as those by Mesa-Delgado et al. (2012), are
needed to confirm the high-scale density fluctuations in ionized
nebulae.
Another likely reason for the presence temperature fluctuations
is different proximities of gas to the ionizing O stars, because
these are mainly responsible for the ionization structure. To test
this, we have built models considering different distances, d, be-
tween the central ionizing source and the inner face of the gas,
where d ranged from 0.1 to 7 pc. These values are consistent
with the values used by Simpson et al. (1997) in a study of
the Galactic H II region G0.18–0.04. Again, the predicted emis-
sion lines were used to calculate the Ne++/H+ ionic abundances,
by applying the visible-lines and IR-lines methods, following the
same procedure as described in Section 4. We found a 0.0–0.2 dex
difference in Ne++/H+. Fig. 8 (top panel) shows the tempera-
ture structure of the models. We can see a hot region very near
to the central star, but this region is too small to affect the de-
rived abundances; we do not obtain any significant changes in the
models in either the t2 or t3 values. Models with a more compli-
cated geometry, with many stars distributed through the gas (e.g.
Ercolano, Bastian & Stasin´ska 2007), might cause temperature vari-
ations, and consequently might help to explain the Ne++/H+ ionic
discrepancies.
6 N E O N IO N I Z ATI O N C O R R E C T I O N FAC TO R S
6.1 Determinations of ionization correction factors
The ICFs represent the unseen ionization stages of each element.
For Ne++, the ICF is defined as
ICF(Ne++) = Ne/Ne++. (10)
The ICF for Ne++ can be directly computed using only
[Ne II]12.81 µm and [Ne III]15.56 µm emission-line fluxes. Assum-
ing that the total Ne abundance is
Ne
H
≈ Ne
+
H+
+ Ne
++
H+
, (11)
and using equation (10), we have obtained
ICF(Ne++) = 1 + Ne
+
Ne++
. (12)
Using equations (8) and (9), we have found
ICF(Ne++) = 1 + 2.10 × F[Ne II]λ12.81µm
F[Ne III]λ15.56µm
. (13)
Therefore, to estimate the Ne ICF using the IR lines, it is not
necessary to use hydrogen emission-line fluxes. Thus, we have been
able to use all the objects belonging to group E (143 objects). Fig. 9
shows a histogram containing the ICF values lower than 10. It can be
seen that almost all the ICF values (≈85 per cent) are lower than 5.
Very high values (>10) are also found. The objects that present the
largest ICF values are IC 342 (≈257), NGC 5236 and 5253 (≈58),
Searle 5 (≈55), NGC 3628 (≈45) and NGC 2903 (≈32). Also, high
Figure 9. Histogram containing the values of the ICF(Ne++) obtained using
the IR emission-line intensities and equation (13) for the objects belonging
to group E and with ICF values lower than 10.
ICFs have been obtained from the data of some H II regions in M83,
observed by Rubin et al. (2007). These values (not shown) could
reflect the presence of cool ionizing sources in these objects.
A classical way to determine the neon ICF takes advantage of its
relation with the ionic oxygen O++/(O+ + O++) ratio. From a fit
in our photoionized model results presented in Section 3, we have
obtained
ICF(Ne++)model = 0.741 − 0.08x +
0.393
x
, (14)
where x = O++/(O+ + O++). This relation is shown in Fig. 10.
This figure also shows the ICFs obtained using the photoionization
models of Pe´rez-Montero et al. (2007) and Izotov et al. (2006a), the
Figure 10. Relation between ICF(Ne++) and x = O++/(O+ + O++) ionic
abundance ratio. Solid lines correspond to our fits to the ICF for Ne and
those found by other authors, as indicated. Points represent the data where
the ICFs were determined via the IR-lines method, as listed in Table 2.
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classical approximation [ICF(Ne++) = O/O++] – where the ionic
abundances are derived both from the visible-lines method and using
our data sample – and the ICFs obtained from the IR-lines method.
Fitting the results from using the ICF obtained with the IR-
lines method and using x obtained with the visible-lines method,
represented by points in Fig. 10, we obtain
ICF(Ne++)IR = 2.382 − 1.301x +
0.05
x
, (15)
valid for x ≥ 0.4. Unfortunately, we only have measurements of the
Ne IR emission-line intensities for 23 objects in our sample, and we
have determined the O++/(O+ + O++) ratio via the visible-lines
method (see Fig. 10). It must be noted that this sample comprises
objects in a large range of metallicity (7.1 < 12 + log (O/H) <
8.50 dex) as well as a large range of ionization degree (0.4 <
O++/(O+ + O++) < 1.0).
6.2 Application of the neon ionization correction factors
To test the differences in the Ne/H total abundance yielded by the
use of different ICFs, we have used the observational data to com-
pute Ne++/H+ ionic abundances with the visible-lines method, and
we have applied different ICFs to obtain the Ne total abundances.
Fig. 11 shows the comparisons between the Ne/H derived using the
ICF from the IR-lines method (equation 15) and those values esti-
mated by applying the ICFs derived by Pe´rez-Montero et al. (2007)
(see Fig. 11a), Izotov et al. (2006a) (see Fig. 11b), the photoioniza-
tion models (equation 14) described in this work (see Fig. 11c) and
the classical approximation, ICF(Ne++) = O/O++ (see Fig. 11d).
Figure 11. Comparison between the total Ne/H abundances obtained from the Ne++/H+ ionic abundances using the visible-lines method and by applying
different ICFs, as indicated. Points represent estimations for the objects belonging to groups A and B. The top panel of each diagram shows the difference
between the estimations using the methods considered. The average value D of this difference and the dispersion are shown in each plot. Solid lines represent
the equality of the two estimates.
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Figure 12. Relation between log(Ne/O) and O/H using the visible-lines method and our two different ICF(Ne++), as indicated. Points represent estimations
for the objects belonging to groups A and B. The solid line represents the Ne/O abundance ratio derived using the oxygen abundance from Allende Prieto et al.
(2001) and neon from Grevesse & Sauval (1998), while the dashed line represents the value derived by Drake & Testa (2005) using the Chandra X-ray spectra
of a sample of nearby solar-like stars. The average and the standard deviation of log(Ne/O), taking into account low- and high-metallicity regimes, are shown
in each plot.
It can be seen that, in general, the expression from the IR-lines
method gives higher ICF values, and consequently higher Ne/H
values, by about 0.08–0.13 dex, than those obtained using the ICFs
from Pe´rez-Montero et al. (2007), from Izotov et al. (2006a) and
from our photoionization models. For low-excitation objects, we
find that the high-metallicity models of Izotov et al. (2006a) are in
agreement with our theoretical relation. Finally, the classical ICF
approximation yields Ne/H values in agreement with the ICFs ob-
tained with the IR-lines method.
6.3 Ne/O versus O/H
A very important issue is the study of the relation between the Ne/O
ratio and the total oxygen abundance, for which there is not yet a
consensus. Using the oxygen and neon abundances of a sample of
planetary nebulae and H II regions, Wang & Liu (2008) have found
that the Ne/O ratio increases with O/H in both types of nebulae. A
similar result was found by Guseva et al. (2011) and Izotov et al.
(2006a) for a large sample of low-metallicity ELGs. For a large
sample of star-forming regions, using a photoionization model grid
to derive the Ne ICF, Pe´rez-Montero et al. (2007) have found that
the Ne/O behaviour agrees with the assumption of a constant value
for the low-metallicity regime [12+log(O/H) < 8.2] but shows
a slight decrease for the high-metallicity regime [12+log(O/H) >
8.2]. Moreover, using the mid-IR derivations of the neon abundances
of a sample of H II regions located in M33, Willner & Nelson-Patel
(2002) have obtained a flat neon abundance gradient as a function
of the galactocentric radius, as well as a decrement of the Ne/O ratio
when O/H increases.
To investigate this issue, we have applied the different ICFs for
Ne, shown in Fig. 10, to the ionic Ne++ abundances estimated using
the visible-lines method, in order to obtain the total Ne abundances
for the compiled sample. We have combined these values with the
total oxygen abundances to estimate the Ne/O ratio. Figs 12 and 13
show these values as a function of 12+log(O/H) for our ICFs and
for those from the literature, respectively. In these figures, we also
show the logarithm of the average Ne/O value derived using the
different ICFs, and their standard deviations. These average values
are consistent in all cases with the adopted solar value. From a vi-
sual inspection of the distributions of our observational sample in
these diagrams, it can be seen that there is a flat relation between
the logarithms of the Ne/O and O/H ratios for the whole metallicity
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Figure 13. As Fig. 12, but for the ICF(Ne++) from the literature, as indicated.
Table 3. Coefficients of the linear regressions log(Ne/O) = a × [12+log(O/H)] + b fitted to
the data plotted in Figs 12 and 13. Columns 2 and 3 list the slope and the constant coefficient,
respectively, together with their formal errors. Columns 4 and 5 are the mean values of log(Ne/O)
for the high- and low-metallicity regimes considered.
log(hNe/Oi)
ICF(Ne++) a b High Z Low Z
IR-lines method +0.02 ± 0.01 −0.77 ± 0.11 −0.63 ± 0.11 −0.62 ± 0.08
Photoionization models −0.02 ± 0.01 −0.53 ± 0.10 −0.74 ± 0.13 −0.70 ± 0.09
Izotov et al. (2006a) +0.06 ± 0.01 −1.17 ± 0.12 −0.70 ± 0.12 −0.75 ± 0.10
Pe´rez-Montero et al. (2007) −0.08 ± 0.01 −0.08 ± 0.14 −0.83 ± 0.13 −0.75 ± 0.13
ICF(Ne++) = O/O++ +0.04 ± 0.01 −1.06 ± 0.12 −0.64 ± 0.11 −0.65 ± 0.09
range studied, from about 7 to 8.5 dex. We have also performed
a fit to these data, assuming a linear regression with slope a and
the regression constant b, and without taking into account the in-
dividual errors. In Table 3, we list the coefficients of the fittings.
We obtain null, positive and negative slopes for the different ICFs.
However, in all cases, these slopes are close to zero. In the worst
case, a = −0.08, a metallicity variation equal to the complete metal-
licity range (1.5 dex, equivalent to a factor of about 32) implies a
variation of the Ne/O ratio equal to 0.12 dex (equivalent to a factor
of about 1.3). This Ne/O variation is very similar to the standard
deviation of the data. We have also analysed the statistical depen-
dence of Ne/O with O/H using the Spearman rank correlation on
the data. We have found that Ne/O is statistically constant, inde-
pendent of the metallicity value. In another test, we considered the
different metallicity regimes. We computed the average Ne/O value
for the high [12+log(O/H) >8.2] and low [12+log(O/H) < 8.2]
metallicity regime for each considered ICF. We list these results in
Table 3. No variation of Ne/O with O/H is noted for these different
regimes and for each ICF. Therefore, we can conclude that Ne/O
and the metallicity have a flat relation for this sample. This flat
Ne/O versus O/H behaviour for the whole range of O/H analysed
is a robust test of nucleosynthesis prediction and supports a very
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limited (if any) oxygen depletion in dust. The oxygen abundances
in grains are poorly understood. For example, Izotov et al. (2006a)
have suggested that the slight increase of Ne/O with the metallicity
is the result of a depletion of about 20 per cent of O on to grains.
Also, for three objects in a large range of metallicity, Peimbert &
Peimbert (2010) have found an increasing depletion of O atoms, of
about 0.1 dex, with increasing O/H. From our data, we have derived
a dispersion of Ne/O for a fixed O/H value of ∼0.10 dex. Therefore,
no conclusion can be obtained about the oxygen depletion on dust.
However, it must be noted that the scatter of Ne/O increases with
the metallicity, giving the distribution of the data a triangular-like
shape. This result was also found by Kennicutt et al. (2003) for H II
regions in M101, NGC 2403 and dwarf irregular galaxies. They
have argued that this effect can reflect high sensitivity to the local
radiation field, because Ne++ and O++ become minor constituents
of the nebular material when O+/O increases, which is equivalent
to a metallicity increment. As the metallicity of the gas material
increases, the electron temperature decreases, and thus the Ne++
and O++ emission-line intensities become weak. Therefore, the
increment of scatter going to higher abundances should be a normal
behaviour, admitting that errors in the measurements of the sensitive
lines are found to be larger (statistically) for higher abundance H II
regions. In fact, the triangular shape mentioned is probably just
a product of this. We have also tested the dependence of Ne/O
on the temperature fluctuations, because neon and oxygen have
slightly different temperature coefficients. Using the earlier results
of the models and computing Ne/H and O/H following the same
procedure described in Section 4, we have found that log(Ne/O)
is −0.53 and −0.36 for P = 0.0 and 0.01 pc, respectively. Thus,
temperature fluctuations would not be a source of systematic errors
in the Ne/O derivation.
Finally, we have tested the Ne/O dependence on the ionization
degree x = O++/(O+ + O++). To do this, we used the compiled
sample to obtain the Ne/O abundances via the visible-lines method
and the x values. The ICF for Ne from the IR-lines method (equation
15) was considered. In Fig. 14 (bottom panel), we can see that higher
Ne/O values are found for objects with high excitation. This result
is independent of the ICF considered. Although the neon ICF and
O/H ratio decrease with x, the behaviour of the Ne/O ratio is a result
of the increment in Ne++/H+ with x, as can be seen in Fig. 14 (top
panel).
7 C O N C L U S I O N S
In this paper, we have shown that the ionic fractions Ne++/H+
obtained using the optical direct detections of the electron
Figure 14. The bottom panel shows the relation between log(Ne/O) and the ionization degree x = O++/(O+ + O++) obtained using the visible-lines method,
the compiled sample and the ICF for Ne from the IR-lines method. Points represent estimations for the objects belonging to groups A and B. The top panel
shows the relation between estimations of 12+log(Ne++)/H+) and x.
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temperature are underestimated by about a factor of 4 in relation
to those estimated by mid-IR emission lines. We have discussed
several possible causes of this discrepancy, including the following.
(i) Different apertures between optical and mid-IR observations,
as already suggested by Vermeij & van der Hulst (2002). This effect
should not be of great importance for most objects of the analysed
sample, which behave as point-like sources. Besides, this effect has
minimum effect in a high-excitation ion such as Ne++.
(ii) Differential extinction effects. Mid-IR emission lines are pos-
sibly tracing a deeper ionization structure than optical ones. Besides,
there are no reliable measurements of the Huα hydrogen recombi-
nation line at 10.52 µm, because it is blended with an H2 line,
so ionic abundances have been derived in relation to Hβ or Brβ
emission lines. We have not found any correlation between the de-
gree of discrepancy and the inner extinction found from the Balmer
decrement.
(iii) Uncertainties in the atomic data related with the IR emis-
sion of both [Ne II] and [Ne III]. These emission lines present some
problems, as shown when inspecting the right lower panel of Fig. 1,
where the observational data and photoionization models are shown.
According to this figure, the models predict systematically lower
values of the mid-IR [Ne III]/[Ne II] emission-line ratio than obser-
vations. This discrepancy has already been found by Morisset et al.
(2004) and Pe´rez-Montero & Vı´lchez (2009), and apparently it is
not related to the shape of the spectral energy distribution used in
the models. The values for the [Ne III]λ15.56μm emission-line col-
lision strength found in the literature over several decades differ by
about 50 per cent. Even when we assume that the collision strength
for [Ne III]λ15.56µm varies by a factor of 2, it is not enough to
conciliate the neon ionic abundance discrepancy.
(iv) Variations of chemical abundances across the nebula. Using
a grid of photoionization models, we have shown that fluctuations
with an amplitude of 0.8 dex in the total abundance (for both O and
Ne) can produce a degree of discrepancy between the ionic Ne++
abundances derived from optical and mid-IR emission lines.
Using ionic Ne abundance estimations from mid-IR emission
lines, we have obtained an expression for the ICF of Ne++ as a func-
tion of the O++/(O++O++) ratio. These ICFs, obtained through the
use of empirical and theoretical derivations of Ne++ from mid-IR
lines, come from a quotient of emissivities and therefore minimize
the impact of points (ii) and (iii) mentioned above, which are more
critical for the abundance in absolute value. We have employed a
large sample of observational spectroscopic data of star-forming
regions, compiled from the literature, to analyse the dependence of
the Ne/O abundance ratio on O/H. We have found that Ne/O is about
constant with O/H (log Ne/O ≈ −0.70) for the whole metallicity
range considered. This result is independent of the approximation
adopted for the ICF, and in all cases the average Ne/O estimated for
our sample is consistent with the adopted solar value.
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