Abstract. The development of a population PK/PD model, an essential component for model-based drug development, is both time-and labor-intensive. A graphical-processing unit (GPU) computing technology has been proposed and used to accelerate many scientific computations. The objective of this study was to develop a hybrid GPU-CPU implementation of parallelized Monte Carlo parametric expectation maximization (MCPEM) estimation algorithm for population PK data analysis. A hybrid GPU-CPU implementation of the MCPEM algorithm (MCPEM GPU ) and identical algorithm that is designed for the single CPU (MCPEM CPU ) were developed using MATLAB in a single computer equipped with dual Xeon 6-Core E5690 CPU and a NVIDIA Tesla C2070 GPU parallel computing card that contained 448 stream processors. Two different PK models with rich/sparse sampling design schemes were used to simulate population data in assessing the performance of MCPEM CPU and MCPEM GPU . Results were analyzed by comparing the parameter estimation and model computation times. Speedup factor was used to assess the relative benefit of parallelized MCPEM GPU over MCPEM CPU in shortening model computation time. The MCPEM GPU consistently achieved shorter computation time than the MCPEM CPU and can offer more than 48-fold speedup using a single GPU card. The novel hybrid GPU-CPU implementation of parallelized MCPEM algorithm developed in this study holds a great promise in serving as the core for the next-generation of modeling software for population PK/PD analysis.
INTRODUCTION
Population pharmacokinetics (PK) and pharmacodynamics (PD) model development is an important step in the model-based drug development approach that can increase the efficiency of drug development. The developed population PK/PD model allows for the integration of PK and PD information into the drug development plan and has the potential to accelerate the evaluation of drugs in humans (1, 2) . Currently, most population PK/PD models have been developed using the nonlinear mixedeffect (NLME) method. However, the population parameters estimated from the most commonly used first-order (FO), firstorder conditional method (FOCE), and Laplacian method (LAP) in NONMEM, a standard population PK/PD data analysis program, are based on model approximation and not true maximum likelihood estimators. Therefore, the statistical properties of maximum likelihood estimators such as the standard error derived from the Fisher information matrix, or the likelihood ratio test for nested models, do not hold for these methods although they are commonly applied in practice for the analysis of population PK/PD data (3) (4) (5) (6) . In recent years, a series of new NLME estimation methods have been developed for population PK/PD modeling. Most notably are the expectation maximization (EM) methods based on exact likelihood functions such as the Monte Carlo parametric expectation maximization (MCPEM) method that developed by Walker and Schumitzky (7, 8) and implemented in S-ADAPT (5, 6) , and the stochastic approximation of expectation maximization (SAEM) methods that first proposed and used in MONOLIX (3) . Because of the absence of linear approximation in these methods, the parameters obtained from MCPEM and SAEM are true maximum likelihood estimates for which all the statistical properties of maximum likelihood can be applied (6) . Both of these methods offer an opportunity to match the sophisticated needs of drug development with state-of-the-art methodology and hold a great promise in serving as the core for the next generation of NLME-modeling software tools for population PK/PD analysis.
Despite the advancement of the NLME methodologies, the development of the population PK/PD model for drug development remains a very time-and labor-intensive process. With the increased model complexity and amount of data processed used in the analysis; population PK/PD model development time is now limiting the impact of the model-and evidence-based drug development approach. Until now, two different approaches have been proposed to improve the efficiency of population PK/PD model development by implementing the NLME estimation method in a highly parallelized supercomputer or distributed computing cluster (9) (10) (11) . However, the most relevant limitation of these approaches is represented by its cost: supercomputers and distributed computing cluster are very expensive. A total 5-year life cycle cost for operating a Cray X1 supercomputer and a distributed computing cluster with a comparable performance is about 54 million US dollars in 2003 (12) . In addition, these machines are not energy-efficient and require significant resources to power and cool down the system.
Recently, a graphical-processing unit (GPU) has been proposed and used to accelerate the scientific computation in many fields including quantum mechanics, medical imaging, and video/audio processing (13) . GPU is a dedicated numerical processor originally designed for rendering complex three-dimensional computer graphics. Compared to a standard central processing unit (CPU), current GPUs have hundreds of numerical processor cores on a single chip and can be programmed to perform many numerical operations simultaneously to achieve extremely high arithmetic intensity for complex numerical analysis. Currently, one of the world's fastest and most power-efficient supercomputers installed at Oak Ridge National Laboratory which can achieve 17.59 Petaflop/s (quadrillions of calculations per second), is powered by GPU-computing technology (14) . Furthermore, the GPU is considered to be one of the more energy-efficient architectures compared to standard CPU computing platform (15) . These unique features make it feasible to implement the state-of-the-art NLME analytical approaches using a low-cost and relatively energy-efficient GPU parallel computing platform. This can substantially decrease the time required to construct a complex population PK/PD models for modelbased drug development. MCPEM is a Monte Carlo EM method where the analytically intractable expectation (E)-step of EM algorithm is computed numerically through Monte Carlo simulation using sampling techniques, and it has been used successfully in developing complex population PK/PD model (16) . One of the unique features of the MCPEM is that the E-step of calculating a conditional mean and variance of individual subjects needed to update the population PK/PD parameters in the maximization (M)-step can be estimated independently (5, 7) . This important characteristic makes MCPEM an ideal NLME method that can take full advantage of the GPU-based parallel computing power to improve the efficiency of complex population PK/PD model development.
The objectives of the present study were to (1) highlight the methodology of first hybrid GPU-CPU implementation of MCPEM method and (2) to compare the performance of this novel hybrid CPU-MCPEM method in population pharmacokinetic data analysis.
METHOD MCPEM and Computing Platform
Data were analyzed by the nonlinear mixed-effects modeling method utilizing the MCPEM algorithm. The theory and detail implementation of the MCPEM algorithm have been described in detail previously (5) (6) (7) 16) . Briefly, in the MCPEM algorithm, likelihood is maximized with respect to the population mean (μ) and variance (Ω) by first evaluating the conditional mean θ i and conditional variance for each subject using fixed values of μ and variance Ω during the expectation step E according to Eqs. (1) and (2), and then followed by evaluating updates to μ and Ω using Eqs. (3) and (4) (the maximization step M) (5,7).
Expectation (E)
Step:
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Where p(y i ,θ|μ,Ω) is the joint likelihood function. The E and M steps were repeated until μ and Ω no longer change. At this point, exact marginal density is maximized and the final population parameters μ and Ω that best describes the data were obtained (5, 7) . For MCPEM algorithm developed in this study, the Monte Carlo integration method with direct sampling is used to evaluate θ i and B i during the expectation step (5). The intra-individual variance was updated according to Vapprox=3 method in S-ADAPT program (17) .
The flow chart of the hybrid GPU-CPU implementation of the MCPEM algorithm (MCPEM GPU ) is shown in Figure 1 and the detail steps are summarized as follow:
1. Program initialization 2. Begin iteration loop from iteration 1 to maximum assigned iteration number 3. For a given iteration, the CPU transfer the observed concentration/dosing data of individual subject and generated random model parameters sets for E calculation to GPU processing card 4. The likelihoods p(y i ,θ|μ,Ω) (in Eq. 1) for each generated random model parameter set θ within an assigned subject are evaluated simultaneously in parallel fashion by the processes cores on the GPU and the results are stored in the local GPU memory 5. After likelihoods p(y i ,θ|μ,Ω) for all generated random model parameter set θ are obtained, these results are transferred back to CPU and used to compute the conditional means θ i and variances B i of each subjects according to Eqs. 1 and 2 in the E-steps of the EM algorithm. Repeat steps 2 and 5 until conditional mean and θ i and variance B i are computed for all subjects. 6. The CPU executes the M step according to Eqs. (3) and (4) using the E-step results of all subjects 7. Repeat steps 2 to 6 until the maximum iteration number is reached.
To evaluate the performance of the MCPEM GPU algorithm developed in this study, an identical MCPEM program that performs the complete analysis on a single CPU (MCPEM CPU ) was developed and generated the results for comparison purposes. Furthermore, parallelized MCPEM algorithm implemented in the NONMEM (MCPEM NONMEM ) with similar settings was used as an external reference to assess the model computation times of MCPEM GPU 
Data
Two simulated model/sampling design scenarios were used for the analysis. The first model/sampling design scenario is a one-compartment PK model with linear elimination process and intensive PK sampling design. The model parameters include the systemic clearance (CL) and the volume of distribution (V c ). Model parameters were randomly selected from a log-normal multivariate distribution with variances ω 2 CL and ω 2 Vc , and off-diagonal elements (covariances) were set to zero. Residual variability of the observed concentrations was described by a proportional error model with a variance parameter (σ 2 ). Therefore, a total of five population parameters were used to describe this PK model: CL, V, ω In order to compare the performance of the MCPEM without the burden of sparse incomplete design in this example, we chose to simulate the data using intensive sampling design that provided sufficient information for the parameter estimations. PK samples were simulated at 0.5, 1, 2, 4, 6, 8, 12, 24, and 48 h after a single IV bolus dose of 100 units. Furthermore, the initial parameters used for model analysis were set close to the true population parameters in order to avoid possible trapping of EM algorithm in local minimum and are shown as follow:
Vc =0.3, and σ 2 =0.1. The second model/sampling design scenario is twocompartment linear PK model with two data points per subjects. This is the similar model that used in our early study to determine parameter assessment of different NLME methods in a sparse data sampling design (6) . The model parameters consist of CL, V c , distribution clearance (Q), and volume of distribution for the peripheral compartment (V p ). Inter-individual variability (ω 2 CL , ω 2 Vc, ω 2 Q , ω 2 Vp ) was described by log-normal distribution and there was no correlation between the model parameters, and proportional error model with a variance parameter (σ 2 ) was used to describe the residual variability. Population parameters used to simulate the data for analysis are as follow:
Vp =0.1, and σ 2 =0.1. For each subject, simulations were performed with an intravenous bolus dose of 1000 unites and data with residual error were simulated at two sampling times from a discrete set of times: 0.1, 0.2, 0.4, 0.7, 1, 2, 4, 7, 10, 20, 40, and 70 times units after drug administration. All possible pairs of times with 66 different combinations were equally represented among the subjects in each simulated trial. This balanced sampling design was expected to provide sufficient information to obtain both inter-subject and residual variability despite the sparse amount of data per subject (6) . The following initial parameters were used for model analysis:
=0.3, and σ 2 =0.1. A MATLAB script was written to drive in batch mode for all model estimation processes. Results were automatically processed in MATLAB. Bias of the parameter estimation from different estimation methods was evaluated by percent relative estimation error (RER) (18) :
where θ k were parameter estimations, and θ ktrue were "true" values of parameters for individual kth simulated trial. θ ktrue for population mean and variance was obtained by computing the mean and variance for the log simulated individual PK parameters for kth simulated trial. θ ktrue for σ 2 =0.1 which was the true value used for data simulation. A boxplot was chosen to visually represent and compare the values of RER. In addition, a mean percent RER (MRER) value was determined using the following equation:
where θ k and θ ktrue represented estimated and "true" values of parameters from kth simulated trial, respectively. K is the total number of simulated trials used to calculate the MRER which is 100 in this analysis. Precision of the parameter estimation were evaluated using mean percent absolute relative estimation error (MARER):
During preliminary analysis, the population parameters achieved consistent stability between 20-30 EM iterations. Hence, the model computation time was defined as the time for the MCPEM algorithm to complete 30 EM iterations and population parameters obtained from the last iteration was used as the final population parameter estimates. In order to compare the computation times of different algorithms, times to complete the model analysis were recorded automatically using MATLAB script function. In addition, a speedup factor (SF) is used to compare the performance of the parallelized MCPEM GPU algorithm with the MCPEM CPU executed in a single CPU (19) :
To compare the effects of different number of random Monte Carlo model parameters (N MC ) used to compute the MCPEM E-steps on the performance of MCPEM GPU , the computation times and SF were assessed using 500, 1,000, 2,000, 5,000, 10,000, and 20,000 random Monte Carlo model parameters. In addition, different numbers of subjects (N SUB ) of 50, 100, 200, and 500 were simulated in each trial for first model/sampling design scenario and used to determine the effect of subject number on MCPEM GPU performance. In a second model/sampling design scenario, different N SUB of 200, 500, and 1,000 were simulated for each individual trial.
RESULTS
For the first model/sampling design scenario with onecompartment linear PK and rich sampling design, both MCPEM CPU and MCPEM GPU algorithm produced identical model parameter estimates regardless of the number of Monte Carlo model parameters sets (N MC ) used for E-Step computation. Bias of the parameter estimations for both algorithms was shown in Fig, 2a and Table I . Using N MC of 1,000 in E-step computation, the MRER was 0.024, 0.011, −3.3, −2.5, and 0.54 for CL, V c , ω The model computation times of MCPEM GPU were consistently shorter than the MCPEM CPU . Using N MC of 1,000 and 100 subjects in each simulated trial, the mean (range) computation times of MCPEM GPU and MCPEM CPU were 0.156 (0.149-0.161) and 1.25 (1.23-1.28) min, respectively. The mean (range) computation times of MCPEM NONMEM were 0.366 (0.317-0.479). The mean computation times to obtain the population parameter estimates from 100 simulated trials with 100 subjects per trial for MCPEM GPU were 0.147, 0.156, 0.176, 0.224, 0.336, and 0.531 min for N MC of 500, 1,000, 2,000, 5,000, 10,000, and 20,000, respectively (Fig. 3a) . The mean computation times for MCPEM CPU were 0.621, 1.25, 2.49, 6.18, 13.0, and 25.7 min for N MC of 500, 1,000, 2,000, 5,000, 10,000, and 20,000, respectively (Fig. 3a) . The corresponding mean SF values were 4.23, 8.01, 14.3, 27.7, 38.8, and 48.4 (Fig. 3a) . The mean computation times for MCPEM NOMEM were 0.274, 0.366, 0.494, 0.939, 1.57, and 2.91 min for N MC of 500, 1,000, 2,000, 5,000, 10,000, and 20,000, respectively. Result for mean model computation times of simulated trial with different number of subjects (N SUB ) is presented in Fig. 3b . Again, the model computation times of MCPEM GPU were consistently shorter than the MCPEM CPU . The mean model computation times of MCPEM GPU with N MC of 1000 were 0.156, 0.311, and 0.776 min for N SUB of 100, 200, and 500, respectively. These compared to the mean computation times of MCPEM CPU of 1.25, 2.48, and 6.23 min. The corresponding mean SF values were 8.01, 7.96, and 8.03 (Fig. 3b) . The mean computation times of MCPEM NOMEM were 0.366, 0.501, and 0.776 min for N SUB of 100, 200, and 500, respectively. For the second model/sampling design scenario with twocompartment linear PK and sparse sampling design, bias and precision of the parameter estimations of MCPEM GPU and MCPEM CPU were shown in Fig. 2b and Table II , and both algorithms produced identical model parameter estimates. For N MC of 1,000 and 10,000, both MCPEM CPU and MCPEM GPU algorithm produced a relatively small bias (less than ±10% of MRER) for most parameter estimation except for ω 
DISCUSSIONS
In this study, the objective was to develop a fast and efficient hybrid GPU-CPU implementation of parallelized MCPEM method (MCPEM GPU ) for analyzing population pharmacokinetic data. Executed with a single GPU card, the developed MCPEM GPU method can offer more than 48-fold speedup and yields identical parameter estimations compared to a CPU-based method that contains analogous serial code (MCPEM CPU ). Therefore, we believe that our objective was achieved. In addition, this article is the first published report to describe the detail hybrid GPU-CPU implementation of parallelized MCPEM algorithm for population data analysis.
Several linear approximation NLME methods such as FO and FOCE method has been used in population PK/PD analysis (20) but these methods may contain considerable errors if the statistical assumptions of these methods were violated (3) (4) (5) . This has motivated the use of the method that can estimate the exact likelihood function, specifically, the Monte Carlo EM algorithm such as MCPEM and SAEM (3, 5, 7, 8) . These exact EM methods has been shown to have great stability in analyzing simple or complex population PK/ PD data and can provide accurate results with sparse or rich data (6, 21, 22) . Traditionally, the population models were developed using these NLME algorithms implemented on a single computer platform, e.g., the population parameters were obtained by analyzing all the individual subjects sequentially from the population in a single computer. Due to the model complexity and number of analyzed subjects in the population, model development using this approach can be very time and resource intensive.
Recent advances in GPU-computing technology make it possible to build an energy-efficient and high power parallel computing platform for developing a population PK/PD model for drug development. GPU is a stream processor that can only process independent data elements from data record, but can process many of them in parallel. A stream is a set of data records that require similar computation. In this sense, the GPU computing is optimized for "data parallelism" and is effectively executed only if numerical computation can be operate in parallel by running the same function (kernel) to each elements of a dataset simultaneously on multiple cores of the GPU. Therefore, not all numerical methods and problems can be effectively solved with GPUcomputing technology. For this reason, the distributed computing approach implemented in standard population PK/PD analysis software such as NONMEM and S-ADAPT which assigned individual subject to different computing node cannot be used in current GPU-computing environment because the early termination of the computation in any subjects (due to differences in number of observation and dosing history) will cause the premature termination of the computation for the remaining subjects in other GPU cores. Among the available NLME algorithms, MCPEM is especially well-suited for GPU-computing because the same kernel function can be used to compute joint likelihood p(y i ,θ|μ,Ω) for each of many simulated Monte Carlo random model parameters sets θ during the E-step in order to obtain conditional mean θ i and variance B i for individual subjects.
The method described in this study was specifically designed to utilize the power of GPU-computing technology for analyzing population data with MCPEM algorithm. In the early phase of development, the computational times of all analysis steps were assessed and evaluated for the feasibility MRER mean percent relative estimation error; MARER mean percent absolute relative estimation error. Total number of simulation trial used for MRER/MARER calculation=100; number of subject for each simulation trial=100; N MC the number of Monte Carlo parameters set used to compute the E-step of the MCPEM algorithm; CL population (typical) clearance; V c population (typical) distribution volume at central compartment; ω of implementing the program code in a GPU-computing platform. The joint likelihood calculation for each generated random model parameter set within an assigned subject during the E-step of MCPEM algorithm was identified as the most computationally intensive and rate-limiting step of the MCPEM algorithm because this calculation has to be performed many times for each subjects and can be analyzed separately and implemented effectively in GPU-computing environment. Consequently, we focused on parallelizing this step on the GPU in order to improve the computing efficiency of the MCPEM method. Because the MCPEM GPU implemented in this study is parallelized within an individual subjects and not among subjects in the population, the computational times of the MCPEM GPU , similar to those observed with MCPEM CPU , was expected to be increased in a linear fashion as the number of subjects in the dataset was increased. Therefore, the SF remained constant and did not change with number of subjects included in the analysis. The Compute Unified Device Architecture (CUDA) is an application programming interface (API) developed by NVIDIA (Santa Clara, CA) for general-purpose computing on CUDAcompatible NVIDIA graphics processor card. The development of CUDA allows scientific researchers to take advantage of GPU's parallel computing power without using any specific graphics APIs (23) . The GPU-computing features described in this study were implemented in MATLAB using Jacket, a software toolbox which translates MATLAB code into CUDAcompatible code that runs on CUDA-enabled GPUs. The parallel analysis steps in this study utilized the GFOR loop construct implemented in Jacket to simultaneously launch and perform the joint likelihood calculation for many generated random model parameter sets within the subject on the GPU (24) . The combination of MATLAB and Jacket is convenient because it allows scientific researchers to rapidly develop prototype programs for GPU-accelerated data analysis using a familiar, highlevel language (MATLAB). While the MATLAB script of our GPU-based method performs well compared to CPU methods, greater time performance improvement may be achieved by using a lower-level GPU-computing platform (e.g., C for CUDA) to implement the method. Also, while the results shown in our study were obtained using only a single GPU card, it is expected that developed MCPEM GPU algorithm can be even more efficient in a multiGPU-computing environment. Further study is ongoing to assess the performance improvement of the MCPEM GPU algorithm can achieve using multiple GPU cards.
In an ideal parallel computing situation, one would expect the time performance difference between calculating likelihoods of many generated random model parameters set (N MC >500) in parallel and analyzing them in serial to be much greater than the 48-fold difference observed in this study. However, there are several factors limiting the time improvement that could achieve with GPU parallelization.
First, the clock speeds of the Xeon X5690 CPU and Tesla C2070 GPU cards used for our analyses are 3.46 GHz and 0.575 GHz, respectively. Thus, a CPU processor core could execute a computation step much faster than a GPU processor. In addition, the developed MCPEM GPU algorithm cannot calculate the likelihood from more than 448 generated random model parameter sets at one time due to the limited number of processor cores in a Tesla C2070 GPU card. Furthermore, several computation steps including the calculation of conditional variance B i for each subject during the E-step of MCPEM cannot be implemented in GPU-computing platform easily without major code modification and has to compute with CPU using a standard serial code, and this limit the ability of MCPEM GPU to achieve higher SF value. Lastly, it is possible that the necessary memory transfers to and from the GPU card in MCPEM GPU algorithm would also generate additional time costs compared to a CPU-based method. However, the parallelized steps of our MCPEM GPU algorithm occurred within the same subjects and only the simulated Monte Carlo parameters and its corresponding joint likelihood estimation were transferred between CPU and GPU. In addition, only the data from a single subject was transferred and stored in the GPU memory at a time. Given that the data transfer between GPU and CPU is direct and extremely fast with the rate of about 5 GT/s with Tesla C2070 card used in this study, therefore, it is unlikely that the data transfer between CPU and GPU was the major contributing factor for observed SF in this study.
Due to different programming languages (FORTRAN in NONMEM/S-ADAPT and MATLAB/C++ for MCPEM GPU ) and other factors such as variation of random number generators and other numerical methods used for developing the MCPEM algorithms, it was very difficult to directly compare the model computation times and obtain the meaningful SF of our MCPEM GPU with parallelized MCPEM in NONMEM/S-ADAPT. Nevertheless, the parallelized MCPEM algorithm in NONMEM (MCPEM NONMEM ) was useful to serve as an external reference in assessing the general performance of MCPEM GPU for population data analysis. The MCPEM NONMEM using 10 CPU cores of Intel Xeon CPU X5690 CPU at clock speed of 3.46 GHz achieved comparable model computation times with MCPEM GPU which ran on 448-cores GPU-computing card with 0.575 GHz clock speed. The possible reason of this finding was that the FORTRAN-based MCPEM NONMEM offered much faster numerical computation than the MCPEM GPU which mainly developed with slower MATLAB programming language, and therefore, able to achieve comparable model computation times while ran on less number but faster CPU cores.
To our best knowledge, the compatible ordinary differential equations solver (ODEs) that can be effectively implemented and combined with the developed MCPEM GPU algorithm for complex population PK/PD model development does not exist, and therefore, the performances of the MCPEM GPU algorithm in population PK/PD data analysis that required ODEs solver cannot be assessed in this study. Study is ongoing to develop GPU-based ODEs that can be used with MCPEM GPU for complex population PK/PD model development and more simulated examples will then be used to assess the performance of this GPU-optimized algorithm. In summary, an innovative and first hybrid GPU-CPU implementation of parallelized MCPEM method was developed and consistently achieved shorter computation time than the same MCPEM algorithm executed with a single CPU. This hybrid GPU-CPU MCPEM algorithm holds great promise as the basis for next-generation NLME-modeling software tools for population PK/PD analysis.
