Abstract. The method of Lagrange multipliers relates the critical points of a given function f to the critical points of an auxiliary function F . We establish a cohomological relationship between f and F and use it, in conjunction with the Eagon-Northcott complex, to compute the sum of the Milnor numbers of the critical points in certain situations.
Introduction
Let U be an open subset of R n and let f, f 1 , . . . , f r : U → R be continuously differentiable functions on U . Let Y ⊆ U be the subset defined by f 1 = · · · = f r = 0 and suppose that the matrix (∂f i /∂x j ) i=1,... ,r j=1,... ,n has rank r at every point of Y . The usual theorem of Lagrange multipliers says that a = (a 1 , . . . , a n ) ∈ Y is a critical point of f | Y if and only if there exists b = (b 1 , . . . , b r ) ∈ R r such that (a; b) ∈ U × R r is a critical point of the auxiliary function F = f + r i=1 y i f i : U × R r → R. The point b is unique when it exists.
We establish a closer relation between f and F for algebraic varieties over an arbitrary field K. Let X = Spec(A) be a smooth affine K-scheme of finite type, purely of dimension n, let f, f 1 , . . . , f r ∈ A and put I = (f 1 , . . . , f r ) ⊆ A. Put B = A/I and let Y = Spec(B), a closed subscheme of X. We assume that Y is a smooth K-scheme, purely of codimension r in X. We writef for the image of f ∈ A under the natural map A → B. Let y 1 , . . . , y r be indeterminates and consider X × K A r = Spec(A[ . . , D n−rf ). Since this is assumed to be finite-dimensional, the ideal (D 1f , . . . , D n−rf ) of B has height n − r, therefore has depth n − r as well (Spec(B) smooth implies in particular that B is Cohen-Macaulay). The depth sensitivity of the Koszul complex [5, Theorem 16.8 and Corollary] then implies that all its cohomology in degree < n − r vanishes (and that D 1f , . . . , D n−rf form a regular sequence in B).
Let Ω k A/K be the module of differential k-forms of A over K and let
A/K be exterior differentiation. As a corollary of the proof of Theorem 1.1, we shall obtain the following. 
We write out this isomorphism in a special case. Let X = A n , so that A is the polynomial ring K[x 1 , . . . , x n ] and f, f 1 , . . . , f r ∈ K[x 1 , . . . , x n ]. Let J be the ideal of K[x 1 , . . . , x n ] generated by the (r + 1) × (r + 1)-minors of the matrix     
) the homogeneous part of f i (resp. of f ) of highest degree. For i = 1, . . . , r, Letf i be the homogenization of f i , i. e.,
Using Corollary 1.4 and the Eagon-Northcott complex [2] , we shall prove the following result, which was suggested by a theorem of Katz [4, Théorème 5.4 .1]. Proposition 1.5. Suppose thatf 1 = · · · =f r = 0 defines a smooth complete intersection in P n that intersects the hyperplane x 0 = 0 transversally and that f
(dr+1) = 0 defines a smooth complete intersection in P n−1 . If char(K) > 0, we assume also that (d r+1 , char(K)) = 1. Thenf has only isolated critical points on the variety Y ⊆ A n defined by f 1 = · · · = f r = 0 and dim K H n−r (Ω · B/K , φf ) equals the coefficient of t n−r in the power series expansion at t = 0 of the rational function
An intermediate complex
We reduce Theorem 1.1 to a related statement. Keeping our hypotheses on X and Y , we shall express the complex (Ω · A[y]/K , φ F ) as the total complex associated to a certain double complex and show that the vertical cohomology of this double complex vanishes except in degree r. The intermediate complex referred to in the title of this section will be the horizontal complex associated to this single nonvanishing vertical cohomology group.
We write
and
be the exterior derivatives. For p, q ≥ 0 put
We have
It is straightforward to check from (2.1) and these definitions that (Ω
In coordinate form, we have
is isomorphic to the (cohomological) Koszul complex on A[y] defined by f 1 , . . . , f r . This Koszul complex decomposes into a direct sum of copies (indexed by the monomials in y 1 , . . . , y r ) of the Koszul complex on A defined by f 1 , . . . , f r . We denote this latter Koszul complex by Kos(A; f 1 , . . . , f r ). Our hypothesis that Y is a smooth complete intersection defined by f 1 , . . . , f r implies that f 1 , . . . , f r form a regular sequence in the local ring of X at any point of Y . This gives the following result. Lemma 2.2. The cohomology of the complex Kos(A; f 1 , . . . , f r ) is given by
In view of the remarks preceding the lemma, we get the following. 
Equation (2.4) says that the vertical cohomology of the double complex {C p,q } vanishes except in degree r. Equation (2.5) and standard results in homological algebra relating the vertical cohomology of a double complex to the cohomology of its associated total complex then imply that
for all i, whereδ 1 is the map induced by δ 1 .
We have isomorphisms
A/K be the exterior derivative. By abuse of notation, we denote by d A/K F the element
There is a canonical map
It is straightforward to check that under the isomorphism (2.7), the mapδ 1 on the left-hand side is identified with the mapφ F on the right-hand side. Thus (2.6) gives isomorphisms for all i
The main effort in this paper will be devoted to proving the following. Theorem 2.10. There is an injective quasi-isomorphism of complexes of A-modules
where 
Theorem 1.1 clearly follows from Theorem 2.10 and equation (2.9). The proof of Theorem 2.10 will be carried out in sections 3 and 4. In section 3, we define an iso-
Proof of Theorem 2.10
We begin by using the degree in the y-variables to construct an increasing filtration on the complex (Ω ·
By (2.8) we see that
hence we have a filtered complex. Since
Furthermore, F 0 B[y] = B, so we make the identification
We define a map
by the formula
Proof. It suffices to check equality locally, so we may assume that Ω 1 A/K is a free A-module, of rank n. Then Ω 1 A/K A B is a free B-module of rank n and
We are thus in the situation of Saito [6] . The smooth complete intersection hypothesis implies that the ideal of B generated by the coefficients of (d A B is the unit ideal. The desired conclusion then follows from part (i) of the theorem of [6] .
It follows from Lemma 3.2 that
By a standard result, this is just Ω k B/K . Using the identification (3.1) (with k replaced by k + r), we see that Φ induces an imbeddinḡ
with image in
A B, from which it is easily seen thatΦ is a map of complexes.
ThusΦ is an injective homomorphism of complexes whose image is contained in L · . It only remains to prove that
Thus the proof will be completed by the following result.
Then ξ ∈ im Φ.
Proof. It suffices to check the condition locally, i. e., to show that for any maximal idealm of B, if
can be extended to a basis of (Ω
our k-form ξm can be written as a sum of k-fold exterior products of these basis elements multiplied by elements of Bm. But then (3.6) implies that (d A/K f i ⊗ 1)m must appear in each of these k-fold exterior products, i. e.,
But from the definition 
Completion of the proof
To complete the proof, we show that the inclusion
is a quasi-isomorphism. For this, it suffices to show that the corresponding map of associated graded complexes relative to the filtration F. is a quasi-isomorphism. We write gr d to denote these associated graded complexes.
It is easily seen that
where B[y] (d) denotes the B-module of homogeneous polynomials of degree d in y 1 , . . . , y r . Furthermore, the differential gr(φ F ) of this associated graded complex is given by
(d+k) . It is also easy to see that F. induces the "stupid" filtration on L · , i. e., 
is a quasi-isomorphism is equivalent to the assertion that
is exact for −n ≤ d ≤ 0 and
The definition of L · shows that the sequence
is exact for −n ≤ d ≤ 0. Thus we need to show that the sequence
is exact whenever d > −k. This can be summarized in the following result.
Proof. The complex in question is a complex of A-modules supported on Spec(B). Hence to prove the desired vanishing, we may first localize at a maximal ideal of A containing f 1 , . . . , f r . Thus we may assume that A is a smooth local Kalgebra of dimension n whose maximal ideal m contains f 1 , . . . , f r and that B = A/(f 1 , . . . , f r ) is a smooth local K-algebra of dimension n − r. This implies that there exist f r+1 , . . . , f n ∈ m such that d A/K f 1 , . . . , d A/K f n form a basis for Ω 1 A/K . To simplify notation, we write
Then Ω
and is a free B-module with basis
The differential gr(φ F ) of the complex takes the form
We proceed by induction on r. Suppose r = 1 and let
(d+k) . The condition d > −k implies that ξ is divisible by y 1 , i. e., ξ can be written
(d+k−1) . The condition that ξ be a cocycle is that
Since (4.2) is a basis, we see that this is the case if and only if ξ(i 1 , . . . , i k ) = 0 implies i 1 = 1. Put
so ξ is a coboundary. Now let r ≥ 2 and suppose the proposition is true for r − 1. Let
be a cocycle, i. e.,
Let h be the highest power of y 1 appearing in any term of ξ (in the decomposition corresponding to the basis (4.3)) and let ξ (h) be the sum of all terms of degree h in y 1 . Suppose h > 0. Looking at the terms of degree h + 1 in y 1 in equation (4.4) gives
(d+k−1) and the highest power of y 1 appearing in
We may thus reduce to the case h = 0, i. e., y 1 does not appear in ξ. Equation (4.4) then implies the two equalities
By (4.6) we have
, so the induction hypothesis for r − 1 applies and we conclude that ξ ′ is a coboundary. This means there exists
hence ξ is a coboundary.
Proof of Proposition 1.5
Let f, f 1 , . . . , f r ∈ K[x 1 , . . . , x n ] satisfy the hypotheses of Proposition 1.5 and let Y ⊆ A n be the variety f 1 = · · · = f r = 0. We begin by showing thatf has only isolated critical points on Y . For notational convenience we write
be the ideal generated by f 1 , . . . , f r and let J ⊆ K[x] be the ideal generated by the (r + 1) × (r + 1)-minors of the matrix (1.3). Put
The underlying point set of Z is the set of critical points off on Y . We wish to show it is finite. If not, then dim Z ≥ 1, so dimZ ≥ 1 also, whereZ denotes the closure of Z in P n under the natural compactification by adjoining the hyperplane x 0 = 0 at infinity. This would imply that the intersectionZ ∩{x 0 = 0} is nonempty. We prove that in fact it is empty, therefore Z must be finite. 
and let J ′ be the ideal generated by the (r + 1) × (r + 1)-minors of the matrix (5.1). For a homogeneous ideal Q ⊆ K[x], we denote by V (Q) ⊆ A n the affine variety it defines and bỹ V (Q) ⊆ P n−1 the projective variety it defines. As point sets we havẽ
Suppose there exists a point z ∈Z ∩{x 0 = 0}. By hypothesis, f
(dr) r = 0 defines a smooth complete intersection in P n−1 , so at any set of homogeneous coordinates for the point z the first r rows of the matrix (5.1) are linearly independent. But since all (r + 1)× (r + 1)-minors of (5.1) vanish at any set of homogeneous coordinates for z, the last row must be a linear combination of the first r rows, say,
∂x n when evaluated at homogeneous coordinates for z, where the c i lie in the algebraic closure of K. For j = 1, . . . , n, we then have
when evaluated at homogeneous coordinates for z. Summing these equations over j and using the Euler relation gives
when evaluated at these homogeneous coordinates. Each f
vanishes at z and we are assuming (d r+1 , char(K)) = 1 if char(K) > 0, therefore f (dr+1) vanishes at z also. But this contradicts the hypothesis that
we begin by recalling the definition of the Eagon-Northcott complex [2] . In order to facilitate application of the results of [2, 3] , we describe these complexes homologically, rather than cohomologically. For p = 0, 1, . . . , n − r, let C 
where 1 ≤ i 1 < · · · < i p+r ≤ n and j 1 , . . . , j r+1 are nonnegative integers satisfying
-module homomorphism whose action on basis elements is defined as follows. For p = 1,
For p > 1,
This is the Eagon-Northcott complex associated to the matrix (1.3). We define a grading and filtration on C
· as follows. Let K[x] have the usual grading and define
This defines a grading on C by letting level k of the filtration be the K-span of homogeneous elements of degree ≤ k. It is straighforward to check that δ 1 preserves this filtration. We let (C (1) · ,δ 1 ) be the associated graded complex. It is easily checked that (C · ,δ 1 ) has the form G(t)(1 − t) n−r + H(t)(1 − t)
where G(t), H(t) are polynomials and G(1) equals the coefficient of t n−r in the power series expansion at t = 0 of
Proof. We show that the ideal J ′ has depth n − r. The vanishing of H p (C
· ,δ 1 ) for p > 0 then follows from [2, Theorem 1] and the assertion about the HilbertPoincaré series of H 0 (C (1) · ,δ 1 ) follows from Theorems 1, 2, and the Lemma in [3] . (Note that, in the notation of [3] , we take µ i = d i , ν j = −1, so that the entry in row i, column j of the matrix (5.1) is a homogeneous polynomial of degree µ i + ν j = d i − 1.) In fact, it is shown in [2] that the depth of J ′ is ≤ n − r, so we only need to show that the depth is ≥ n − r.
Since the depth and the height of J ′ are equal, it suffices to show that the height of J ′ is ≥ n− r. We proved at the beginning of this section thatṼ (I ′ + J ′ ) is empty. But this says thatṼ (I ′ ) andṼ (J ′ ) have empty intersection. By hypothesis,Ṽ (I ′ ) is a smooth complete intersection, purely of dimension n−1−r, hence all components ofṼ (J ′ ) must have dimension < r. This implies that all components of V (J ′ ) in A n have dimension ≤ r, i. e., have codimension ≥ n − r. This is equivalent to the assertion that the height of J ′ is ≥ n − r. H 0 (C
· )
· is just the Koszul complex on H 0 (C 
(1 − t di ) G(t)(1 − t) n−r + H(t)(1 − t) n−r+1
(1 − t) n . 
