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LOCAL WEYL MODULES AND FUSION PRODUCTS FOR THE CURRENT
SUPERALGEBRA sl(1|2)[t]
MATHEUS BRITO, LUCAS CALIXTO, AND TIAGO MACEDO
Abstract. We study a class modules, called Chari-Venkatesh modules, for the current superalge-
bra sl(1|2)[t]. This class contains other important modules, such as graded local Weyl, truncated
local Weyl and Demazure-type modules. We prove that Chari-Venkatesh modules can be realized as
fusion products of generalized Kac modules. In particular, this proves Feigin and Loktev’s conjec-
ture, that fusion products are independent of their fusion parameters, in the case where the fusion
factors are generalized Kac modules. As an application of our results, we obtain bases, dimension
and character formulas for Chari-Venkatesh modules.
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Introduction
Representation theory of Lie (super)algebras has been extensively researched for about a century,
in particular, due to its relationship with other scientific fields, such as quantum mechanics. In this
paper, we will study certain classes of finite-dimensional representations for current superalgebras.
Our main goal is to provide a better description of modules known as local Weyl. In order to do
that, we make use of fusion products and Chari-Venkatesh modules.
Local Weyl modules were first defined in [CP01] as modules for the loop algebra associated to
a semisimple finite-dimensional Lie algebra, in analogy with Weyl modules for reductive algebraic
groups over fields of positive characteristics. In fact, Chari and Pressley defined local Weyl modules
via generators and relations, proved that they are universal highest-weight modules, and conjec-
tured that they are in fact the classical limit of certain irreducible modules for the corresponding
quantum affine algebra. Their conjecture was proven in [CP01, Theorem 5] for g = sl(2), in
[CL06, Theorem 1.5.1] for g of type A, in [FL07, Corollary 2(1)] for g simply laced, and in [Nao12,
Corollary 9.5(i)] for the remaining cases.
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Simultaneously, the study of local Weyl modules developed in different directions, as it became
clear that they are related to several other interesting objects. For instance: in [FL04], the definition
of local Weyl modules was generalized to map algebras, and they were related to Catalan numbers;
in [CFK10], they were fit into a categorical viewpoint; in [KN12], they were related to quiver
varieties; and in [BHLW17, SVV17], they were related to decategorification of quantum groups.
In [CLS19], local Weyl modules for map superalgebras were first defined. In that paper, the
authors defined local Weyl modules for map superalgebras g⊗C A where g is a basic classical Lie
superalgebra and A is a finitely-generated unital C-algebra, and proved some of the fundamental
properties of these modules. In [BCM19], the authors extended the definition of local Weyl modules
to map superalgebras g ⊗C A with g being any finite-dimensional simple Lie superalgebra non-
isomorphic to q(n), and fit these local Weyl modules into a categorical framework similar to the
one in [CFK10]. In [FM17] and [Kus18], the authors focused in the study of local Weyl modules for
the current superalgebra osp(1|2)[t]. In [FM17], the authors computed the dimension and characters
of such modules and related them to non-symmetric Macdonald polynomials; and in [Kus18], the
author realized local Weyl modules as certain fusion products, provided generators and relations
for fusion products, studied Demazure-type and truncated Weyl modules.
Our goal in this paper is to deepen the understanding of local Weyl modules and fusion products
for the current superalgebra sl(1|2)[t]. Notice that the Lie superalgebra sl(1|2) is the most funda-
mental simple Lie superalgebra for which the category of finite-dimensional modules is not semisim-
ple. The category of finite-dimensional osp(1|2)-modules, on the other hand, is semisimple, and
thus behaves in many ways like the category of finite-dimensional modules for a finite-dimensional
simple Lie algebra.
An important feature of local Weyl modules in the super setting is their dependence on a choice of
Borel subalgebra for g. This is due to the fact that in the super setting not all Borel subalgebras are
conjugate under the action of the corresponding Weyl group. One concrete example of this fact can
be seen in Section 2. In this section, we describe the structure of generalized Kac modules associated
to a certain Borel subalgebra b(2) (defined in Subsection 1.2). In fact, we describe when these
generalized Kac modules are irreducible (Proposition 2.4), when they are non-zero (Proposition 2.5),
and their g0-module decomposition (Proposition 2.6). This description is important due to the
fact that local Weyl modules associated to b(2) are finite-dimensional [BCM19, Theorem 8.7] (in
contrast to local Weyl modules associated to b(1) or b(3)). Notice that these results generalize Kac’s
description of Kac modules associated to distinguished Borel subalgebras [Kac78, §2.2]. In fact, the
main tool used to describe the structure of generalized Kac modules associated to b(2) is Lemma 2.3,
which works for any finite-dimensional simple Lie superalgebra (not just sl(1|2)).
After that, we fix g = sl(1|2), the Borel subalgebra b(2), and proceed to studying the associated
local Weyl modules in Section 3. In Lemma 3.2, we determine when they are non-zero, and in
Proposition 3.5, we construct a generating set for graded local Weyl modules. This set is proved to
be a basis in Theorem 3.8, using fusion products. An analogous result had been obtained for graded
local Weyl osp(1|2)[t]-modules in [FM17, Corollary 1.8]. In their case, however, irreducible finite-
dimensional osp(1|2)-modules coincide with Kac modules (since the category of finite-dimensional
osp(1|2)-modules is semisimple). In our case, that is, when g = sl(1|2), we are forced to look at
typical and atypical weights, and, in particular, we prove that local Weyl modules can be realized
as fusion products of Kac modules, which are not irreducible if the associated weight is atypical.
LOCAL WEYL MODULES AND FUSION PRODUCTS FOR THE CURRENT SUPERALGEBRA sl(1|2)[t] 3
One should notice that fusion products are also used in [FM17, Kus18], as well as an important
tool used in [CL06, FL07, Nao12] to prove Chari and Pressley’s conjecture. These modules were first
defined in [FL99, Definition 1.7] to be graded versions of tensor products of evaluation modules
evaluated at different points of C (known as fusion parameters). It was conjectured in [FL99,
Conjecture 1.8(i)] that the module structure of a fusion product is independent of the choice of
the fusion parameters. This conjecture has been proven in a few cases. In Corollary 4.14(a), we
prove that fusion products of Kac modules are independent of the fusion parameters. In particular,
this result proves Feigin and Loktev’s conjecture for irreducible finite-dimensional typical sl(1|2)-
modules.
Moreover, we provide generators and relations for the fusion product of Kac modules in Sec-
tion 4. In fact, we define Chari-Venkatesh modules for sl(1|2)[t] in Definition 4.1, prove that they
are isomorphic to certain fusion products of Kac modules in Proposition 4.4 and Theorem 4.12.
As consequences of these results, we obtain bases, dimension and character formulas for Chari-
Venkatesh sl(1|2)[t]-modules in Corollary 4.14. These results generalize [CV15, Theorem 5] (where
g is sl(2)) and [Kus18, Corollary 4.8] (where g is osp(1|2)).
Particular cases of Chari-Venkatesh modules are graded local Weyl modules (see Lemma 4.2(b)).
In particular, Corollary 4.14 yields bases, dimension and character formulas for graded local Weyl
modules. But in Corollary 3.12, we also construct bases, prove dimension and character formulas for
a larger class of local Weyl modules. A key ingredient in the proof of Corollary 3.12 is Lemma 3.9.
Unfortunately, the argument used in the proof of Lemma 3.9 is not valid for all local Weyl sl(1|2)[t]-
modules. However, if one replaces sl(1|2) by osp(1|2), a similar argument would prove Lemma 3.9,
Theorem 3.11 and Corollary 3.12 for all local Weyl osp(1|2)[t]-modules (not just the graded ones),
generalizing [FM17, Corollary 1.8].
We finish the paper with applications of our results to two classes of Chari-Venkatesh modules:
Demazure-type modules and truncated local Weyl modules. In fact, we first describe them in terms
of fusion products (or, equivalently, Chari-Venkatesh modules) in Propositions 5.2 and 5.6, and then
compute bases, dimension and character formulas in Corollaries 5.3 and 5.7. Truncated local Weyl
modules are universal objects in the category of finite-dimensional modules for truncated current
superalgebras (see Proposition 5.8), and Demazure-type modules are expected to be isomorphic to
modules for a certain Borel subgroup of the affine supergroup associated to SL(1|2) generated by
extremal weight vectors (see Proposition 5.4).
Acknowledgment. The authors would like to thank V. Chari for some enlightening conversations.
Notation. Throughout this paper, we will denote by C the set of complex numbers, by Z the
set of integer numbers, by Z≥0 the set of non-negative integers, and by Z>0 the set of positive
integers. Moreover, all vector spaces, algebras and tensor products will be assumed to be taken
over C, unless it is explicitly said otherwise. For a given Lie superalgebra a we let U(a) denote its
universal enveloping superalgebra.
Note on the arXiv version. For the interested reader, the tex file of the arXiv version of this
paper includes hidden details of some straightforward computations and arguments that are omitted
in the pdf file. These details can be displayed by switching the details toggle to true in the tex
file and recompiling.
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1. Generalities on sl(1|2)
The Lie superalgebra g = sl(1|2) is a finite-dimensional simple Lie superalgebra whose elements
are 3× 3-matrices of the form
 a+ d x yz a b
w c d

 , where a, b, c, d, x, y, z, w ∈ C.
Its even and odd parts are given by
g0 =



 a+ d 0 00 a b
0 c d


∣∣∣∣∣∣ a, b, c, d ∈ C

 and g1 = g1 ⊕ g−1,
where
g1 =



 0 x y0 0 0
0 0 0


∣∣∣∣∣∣x, y ∈ C

 and g−1 =



 0 0 0z 0 0
w 0 0


∣∣∣∣∣∣ z, w ∈ C

 .
And its Lie bracket is defined by linearly extending:
[A,B] = AB − (−1)i jBA for all A ∈ gi, B ∈ gj, i, j ∈ Z2.
Moreover, g = g−1 ⊕ g0 ⊕ g1, with g0 = g0, is a Z-grading of g.
Notice that g0 ∼= gl(2) and g
′
0 := [g0, g0]
∼= sl(2). Thus, g0 is a reductive (non-semisimple) Lie
algebra, and we can choose a triangular decomposition g0 = n
−
0 ⊕h⊕n
+
0 corresponding to the usual
triangular decomposition of gl(2), namely:
n−0 = spanC{y2 := E3,2}, n
+
0 = spanC{x2 := E2,3} and h = h
′ ⊕ z,
where
h′ = spanC{h2 := E2,2 − E3,3} and z = spanC{z := 2E1,1 + E2,2 + E3,3}.
In fact, h is a Cartan subalgebra of g0 and z is its center. Moreover, b0 := h ⊕ n
+
0 is a Borel
subalgebra of g0.
A Cartan subalgebra of g is defined to be a Cartan subalgebra of g0. We fix the Cartan subalgebra
h ⊆ g above, as well as a basis for it consisting of {h1 := E1,1 + E2,2, h2}. We also set h3 :=
E1,1 + E3,3.
The adjoint action of h on g induces the root space decomposition g =
⊕
α∈h∗ g
α, where gα :=
{x ∈ g | [h, x] = α(h)x, for all h ∈ h}. The set of roots R := {α ∈ h∗ \ {0} | gα 6= 0}, consists of
±α1 = ±(δ − ε1), ±α2 = ±(ε1 − ε2) and ± α3 = ±(δ − ε2),
where δ, ε1, ε2 are the unique linear maps that satisfy
δ

 a 0 00 b1 0
0 0 b2

 = a, ε1

 a 0 00 b1 0
0 0 b2

 = b1, ε2

 a 0 00 b1 0
0 0 b2

 = b2.
For each λ ∈ h∗, denote λ(hi) by λi, and identify λ with (λ1, λ2) ∈ C
2. (Since {h1, h2} is a basis
for h, every λ ∈ h∗ is uniquely determined by the pair (λ1, λ2) ∈ C
2.) Alternatively, we sometimes
identify λ with (κ|a, b) ∈ C3, where λ = κδ+aε1+bε2. For each λ = (λ1, λ2) ∈ h
∗, let Lgl(λ) denote
the irreducible g0-module with b0-highest weight λ, and Lsl(λ2) denote the irreducible g
′
0-module
with (b0 ∩ g
′
0)-highest weight λ|h′ ∈ (h
′)∗.
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1.1. Distinguished sets of roots. There exist a few choices of simple and positive sets of roots
for g (given that h is fixed). A set of simple roots is called distinguished if it has only one odd root.
Fix the following set of simple roots: Π(1) = {α1, α2} ⊆ R. Since α3 = α1+α2, the set of positive
roots associated to Π(1) is R
+
(1) = {α1, α2, α3}. Also notice that α1 and α3 are isotropic odd roots,
that is, α1(h1) = α3(h3) = 0 and g
α1 , gα3 ⊆ g1. Associated to this choice of simple roots, we have
the triangular decomposition g = n−(1) ⊕ h⊕ n
+
(1), where n
±
(1) :=
⊕
α∈R+
(1)
g±α = g±α1 ⊕ g±α2 ⊕ g±α3 .
Denote by b(1) the associated (positive) Borel subalgebra h⊕ n
+
(1).
1.2. Parabolic set of roots. There is another important choice of simple and positive sets of
roots for g, one that satisfies the following condition: the lowest root of g with respect to this
set of positive roots is even. A root α ∈ R is called lowest if α − β /∈ R for any β ∈ R+.
Choose the set of simple roots to be Π(2) = {−α1, α3}. Since α2 = α3−α1, the set of positive roots
associated to Π(2) is R
+
(2) = {−α1, α2, α3}. Notice that the lowest root of g associated to R
+
(2) is −α2.
Associated to this choice of simple roots, we have the triangular decomposition g = n−(2) ⊕ h⊕ n
+
(2),
where n±(2) :=
⊕
α∈R+
(2)
g±α = g∓α1 ⊕ g±α2 ⊕ g±α3 . Denote by b(2) the associated (positive) Borel
subalgebra h⊕ n+(2).
1.3. Odd reflections. The set of simple roots Π(2) can be obtained from Π(1) by applying an odd
reflection. In this subsection we describe this general construction.
Let R be a set of roots. Given a choice of simple roots Π ⊂ R, to each odd isotropic simple root
α ∈ Π, one can define an odd reflection rα : Π→ R by
rα(β) =


−α, if α = β
β, if α 6= β and α(hβ) = β(hα) = 0
β + α, if either α(hβ) 6= 0 or β(hα) 6= 0.
For instance, if we choose Π = Π(1) and α = α1, we obtain rα1(Π(1)) = Π(2).
Now, if we choose Π = Π(2) and α = α3, then Π(3) = rα3(Π(2)) = {α2,−α3}. Since α2−α3 = −α1,
the set of positive roots associated to Π(3) is R
+
3 = {−α1, α2,−α3}. Thus, the corresponding
triangular decomposition g = n−(3) ⊕ h⊕ n
+
(3) is such that n
±
(3) = n
±
0 ⊕ g∓1. Denote by b(3) the Borel
subalgebra associated to this choice of simple roots, b(3) = h ⊕ n
+
(3). Notice that Π(3) is also a
distinguished set of simple roots, since its only odd root is −α3.
It can be shown that all possible choices of simple roots for g (given that h is fixed) are ±Π(1),
±Π(2) and ±Π(3). Notice that, in the particular cases where Π ∈ {Π(1),Π(2),Π(3)}, the corresponding
Borel subalgebras have the same even part, namely, b0.
2. Generalized Kac modules
Let g = sl(1|2) and h be the Cartan subalgebra of the reductive Lie algebra g0 chosen in Section 1.
Recall that every finite-dimensional g-module is a highest-weight module (with respect to any choice
of Borel subalgebra), with a highest weight λ for some λ ∈ h∗. Given a Borel subalgebra b ⊆ g and
λ ∈ h∗, let Vb(λ) denote the irreducible g-module of highest weight λ, and define
P+b = {λ ∈ h
∗ | Vb(λ) is finite dimensional}.
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Notice that P+b depends on the choice of b. For instance, we have that Vb(1)(δ) is the natural
3-dimensional g-module, and hence δ ∈ P+b(1) . However, δ 6∈ P
+
b(2)
. In fact, there exists an explicit
relation between irreducible g-modules associated to different Borel subalgebras, given by [Ser11,
Lemma 10.2]. In particular, for b(1) and b(2), we have that
Vb(1)(λ)
∼=
{
Vb(2)(λ), if λ1 = 0,
Vb(2)(λ− α1), if λ1 6= 0,
and Vb(2)(λ)
∼=
{
Vb(1)(λ), if λ1 = 0,
Vb(1)(λ+ α1), if λ1 6= 0.
(2.1)
Since δ(h1) 6= 0, by (2.1), there is an isomorphism of g-modules Vb(2)(δ)
∼= Vb(1)(δ + α1). Now,
notice that a highest-weight generator of Vb(1)(δ + α1) also generates a highest-weight submodule
for the Lie subalgebra g′0
∼= sl(2) of highest weight (δ+α1)|h′ . Since (δ+α1)(h2) = −1, we see that
this submodule is not finite dimensional. Thus Vb(2)(δ)
∼= Vb(1)(δ + α1) is not finite dimensional.
We now recall the definition of generalized Kac modules, given in [BCM19, Definition 4.1], for
the particular case where g = sl(1|2). In order to do that, choose a triangular decomposition
g = n− ⊕ h⊕ n+ and, thus, a Borel subalgebra b = h⊕ n+.
Definition 2.1. For each λ ∈ P+b , define the generalized Kac module associated to λ to be the
cyclic g-module
Kb(λ) := U(g)/〈n
+, h− λ(h), yλ2+12 〉,
where the action of g on Kb(λ) is induced from the left multiplication of U(g). Denote by kλ the
image of 1 ∈ U(g) onto the quotient. Notice that kλ is a homogeneous even vector, and that Kb(λ)
is generated by kλ with defining relations
n+kλ = 0, hkλ = λ(h)kλ for all h ∈ h, and y
λ2+1
2 kλ = 0.
It was shown in [BCM19, Proposition 4.8] that the generalized Kac module Kb(λ) is a universal
object in category of finite-dimensional g-modules with b-highest weight λ ∈ h∗. In particular, for
each λ ∈ P+b , we have that Vb(λ) is a quotient of Kb(λ).
In the particular case where b is distinguished, the following result regarding the structure of
Kac modules is known.
Proposition 2.2 ([Kac78, §2.2]). Let λ ∈ P+b , b ∈ {b(1), b(3)}.
(a) Kb(λ) is irreducible if and only if λ is typical, that is,
(λ+ ρ, α1) 6= 0 and (λ+ ρ, α3) 6= 0, (2.2)
where ρ = ε1− δ, and (·, ·) is the non-degenerate even invariant super-symmetric bilinear form
on h∗ determined by (δ, δ) = 1, (δ, εi) = 0 and (εi, εj) = −δi,j for i, j ∈ {1, 2}.
(b) There exist an isomorphism of g-modules Kb(1)(λ)
∼= ind
g
g0⊕g1Lgl(λ) and an isomorphism of g0-
modules Kb(1)(λ)
∼= Λ(g−1)⊗CLgl(λ), where Λ(g−1) is the Grassmann algebra associated to the
g0-module g−1. Similarly, there exist an isomorphism of g-modules Kb(3)(λ)
∼= ind
g
g0⊕g−1Lgl(λ)
and an isomorphism of g0-modules Kb(3)(λ)
∼= Λ(g1)⊗C Lgl(λ), where Λ(g1) is the Grassmann
algebra associated to the g0-module g1.
(c) P+b(1) = P
+
b(3)
= {λ ∈ h∗ | λ2 ∈ Z≥0}.
For the rest of this section, we will prove analogs of the results of Proposition 2.2 for the Borel
subalgebra b(2). Our main goal is to describe the structure of generalized Kac modules associated
to the Borel subalgebra b(2), as this information will be used in Sections 3–5.
LOCAL WEYL MODULES AND FUSION PRODUCTS FOR THE CURRENT SUPERALGEBRA sl(1|2)[t] 7
We begin with a lemma, which is an analog of (2.1) for generalized Kac modules, and will
be used through the rest of this section. Notice that its statement and proof are valid for any
finite-dimensional simple Lie superalgebra; that is, for this lemma, g does not have to be sl(1|2).
Lemma 2.3. Let Π be a set of simple roots for g, let b ⊆ g be the Borel subalgebra associated to
Π, let λ ∈ P+b , let α ∈ Π be odd, Π
′ = {rα(β) | β ∈ Π} and b
′ = h⊕ n′+ be the Borel subalgebra of
g associated to Π′.
(a) If λ(hα) 6= 0, then there is an isomorphism of g-modules Kb(λ) ∼= Kb′(λ− α).
(b) If λ(hα) = 0, then λ
′ := λ− α ∈ P+b′ and there is an exact sequence of g-modules
Kb′(λ
′)→ Kb(λ)→ Kb(λ)/Kb′(λ
′)→ 0.
Proof. (a): Let k (resp. k′) denote a highest-weight generator of Kb(λ) (resp. Kb′(λ− α)). Notice
that, with respect to b′, yαk is a highest-weight generator of weight λ − α for Kb(λ). Thus, by
[BCM19, Propositions 4.4(a) and 4.8], Kb(λ) and Kb′(λ−α) are finite-dimensional g-modules and
there exists a uniquely defined homomorphism of g-modules satisfying
φ : Kb′(λ− α)→ Kb(λ), φ(k
′) = yαk.
Moreover, φ is surjective, since yαk is also a generator of Kb(λ).
Similarly, we see that, with respect to b, xαk
′ is a highest-weight generator of weight λ for
Kb′(λ−α). Thus, there exists a uniquely defined (surjective) homomorphism of g-modules satisfying
φ′ : Kb(λ)→ Kb′(λ− α), φ
′(k) = xαk
′.
The result of part (a) follows from the fact that 1
λ(hα)
φ′ = φ−1.
(b): Notice that yαkλ ∈ Kb(λ) is a weight vector of weight λ
′ that satisfies n′+ (yαkλ) = 0, since
λ(hα) = 0. This implies that y
λ′(hα)+1
α (yαkλ) = 0, and hence λ
′ ∈ P+b′ . Now the exact sequence
follows from the universal property of generalized Kac modules [BCM19, Proposition 4.8]. 
In the next result, we use Lemma 2.3(a) and Proposition 2.2(a) to prove an analog of Proposi-
tion 2.2(a) for the case where b = b(2).
Proposition 2.4. Let λ ∈ P+b(2) , and write it as λ = (κ|a, b) ∈ C
3, where λ = κδ+ aε1+ bε2. Then
Kb(2)(0)
∼= C, and for λ 6= 0, Kb(2)(λ) is irreducible if and only if κ+ a 6= 0 and κ+ b 6= 0.
Proof. The fact that Kb(2)(0)
∼= C is obvious from the defining relations of generalized Kac modules.
Assume now that λ 6= 0. Recall that a weight ν ∈ P+b(1) is said to be typical when Kb(1)(ν) is
irreducible. By Proposition 2.2(a), ν ∈ P+b(1) is typical if and only if conditions (2.2) are valid,
where ρ = −α1 = ε1 − δ.
Since λ 6= 0 and {h1, h3} is a basis of h, then: either λ1 = κ + a 6= 0, or λ3 = κ + b 6= 0. If
κ + a 6= 0, then λ1 6= 0. In this case, Lemma 2.3(a) implies that Kb(2)(λ)
∼=g Kb(1)(λ + α1). Since
λ+α1+ ρ = λ, then (2.2) implies that Kb(2)(λ) is irreducible if and only if (λ, α1) = κ+ a 6= 0 and
(λ, α3) = κ+ b 6= 0. The proof for the case κ+ b 6= 0 is similar (replace b(1) by b(3)). 
In the next result, we prove an analog of Proposition 2.2(c) and compute the dimension of
generalized Kac modules for the Borel subalgebra b(2).
Proposition 2.5. P+b(2) = {λ ∈ h
∗ | λ2 ∈ Z≥1}∪{0}, and dimKb(2)(λ) = 4λ2 for all λ ∈ P
+
b(2)
\{0}.
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Proof. Since Kb(2)(0) = C, then Kb(2)(0) = C and 0 ∈ P
+
b(2)
.
Now, assume that λ ∈ h∗ \ {0}. Since {h1, h3} is a basis for h, either λ1 6= 0 or λ3 6= 0. By
(2.1), if λ1 6= 0, then Vb(2)(λ)
∼=g Vb(1)(λ + α1), and if λ3 6= 0, then Vb(2)(λ)
∼=g Vb(3)(λ − α3).
By Proposition 2.2(a), Vb(1)(λ + α1) is finite dimensional if and only if (λ + α1)(h2) ∈ Z≥0, and
Vb(3)(λ − α3) is finite dimensional if and only if (λ − α3)(h2) ∈ Z≥0. Thus, Vb(2)(λ) is finite
dimensional if and only if λ2 ∈ Z≥1. This proves the first statement.
Finally, assume that λ ∈ P+b(2) \{0}. By Lemma 2.3(a), if λ1 6= 0, then Kb(2)(λ)
∼=g Kb(1)(λ+α1),
and if λ3 6= 0, then Kb(2)(λ)
∼=g Kb(3)(λ− α3). By Proposition 2.2(c), if Kb(2)(λ)
∼=g Kb(1)(λ+ α1),
then dimKb(2)(λ) = 4dimLgl(λ + α1), and if Kb(2)(λ)
∼=g Kb(3)(λ − α3), then dimKb(2)(λ) =
4dimLgl(λ− α3). Since dimLgl(λ+ α1) = dimLgl(λ− α3) = λ2, the result follows. 
In the last result of this section we use Proposition 2.2 and the usual representation theory
of sl(2) to refine Proposition 2.2(b) and prove a decomposition of Kb(1)(λ), Kb(2)(λ), Kb(3)(λ) as
g0-modules.
Proposition 2.6. Let λ = (λ1, λ2) ∈ P
+
b , b ∈ {b(1), b(2), b(3)}. We have the following isomorphisms
of g0-modules:
(a) Kb(1)(λ1, λ2)
∼= Lgl(λ1, λ2)⊕ Lgl(λ1 − 1, λ2)⊕ Lgl(λ1, λ2 + 1)⊕ Lgl(λ1 − 1, λ2 − 1)
⊕(1−δλ2,0),
(b) Kb(3)(λ1, λ2)
∼= Lgl(λ1, λ2)⊕ Lgl(λ1 + 1, λ2)⊕ Lgl(λ1 + 1, λ2 + 1)⊕ Lgl(λ1, λ2 − 1)
⊕(1−δλ2,0),
(c) Kb(2)(λ1, λ2)
∼= Lgl(λ1, λ2− 1)⊕Lgl(λ1− 1, λ2 − 1)⊕Lgl(λ1, λ2)⊕Lgl(λ1− 1, λ2− 2)
⊕(1−δλ2,0).
Proof. The proofs of parts (a) and (b) follow from Proposition 2.2(b) and the usual finite-dimension-
al representation theory of sl(2). Part (c) follows from parts (a) and (b), along with the fact that
either Kb(2)(λ)
∼= Kb(1)(λ+α1) or Kb(2)(λ)
∼= Kb(3)(λ−α3), and (λ+α1)(h2) = (λ−α3)(h2) = λ2−1
(Lemma 2.3(a)). 
3. Local Weyl modules
Throughout the rest of the paper we will assume that
g := sl(1|2) and b := b(2).
Recall that, for a given λ ∈ P+b , we denote λ(h1) by λ1, λ(h2) by λ2, and λ by (λ1, λ2) ∈ C× Z≥0.
Also, denote Kb(λ) simply by K(λ) and P
+
b = {λ ∈ h
∗ | λ2 ∈ Z≥1} ∪ {0} simply by P
+.
Given any Lie superalgebra s, denote by s[t] the current superalgebra s⊗C[t] associated to s. For
any element x ∈ s and m ∈ Z≥0, the element x⊗ t
m ∈ s[t] will be denoted by x(m). By definition,
for every x, y ∈ s and m,n ∈ Z≥0, the Lie bracket in s[t] is given by [x(m), y(n)] = [x, y](m+ n).
We now recall the definition of local Weyl module given in [CLS19, Definition 4.1] for the par-
ticular case where g = sl(1|2) and A = C[t].
Definition 3.1. Given ψ ∈ h[t]∗, define the local Weyl module W (ψ) to be the g[t]-module given
as the quotient of U(g[t]) by the left ideal generated by
n+[t], H − ψ(H) for all H ∈ h[t], y
ψ(h2)+1
2 . (3.1)
Notice that the local Weyl module is a highest-weight module of highest weight ψ|h, generated by
the image of 1 ∈ U(g[t]) onto W (ψ), which is a homogeneous even vector denoted by wψ.
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Recall from Section 1 that h = h′ ⊕ z, where h′ = spanC{h2} is the Cartan subalgebra of g
′
0 and
z = spanC{z} is its center. The following result gives a necessary and sufficient condition under
which a local Weyl module is non-zero.
Lemma 3.2. Let ψ ∈ h[t]∗. The local Weyl module W (ψ) is non-zero if and only if there exist
m1, . . . ,mn ∈ Z>0, z1, . . . , zn ∈ C and θ ∈ z[t]
∗, such that: θ(z⊗I) = 0 for some finite-codimensional
ideal I ⊆ C[t],
ψ(h2 ⊗ t
k) = zk1m1 + · · · + z
k
nmn and ψ(z ⊗ t
k) = θ(z ⊗ tk) for all k ≥ 0.
In particular, ψ|h ∈ P
+ and n ≤ ψ(h2).
Proof. Assume first that there exist m1, . . . ,mn > 0, z1, . . . , zn ∈ C and θ ∈ z[t]
∗, such that:
θ(z⊗ I) = 0 for some finite-codimensional ideal I ⊆ C[t],
ψ(h2 ⊗ t
k) = zk1m1 + · · · + z
k
nmn and ψ(z ⊗ t
k) = θ(z ⊗ tk) for all k ≥ 0.
Without loss of generality, we can assume z1, . . . , zn are pairwise distinct. For each i ∈ {1, . . . , n},
let µi ∈ h
′[t]∗ be the unique linear functional that satisfies µi(h2 ⊗ t
k) = zki mi for all k ≥ 0. Then
consider the irreducible g′0[t]-module Lsl(µ1)
z1⊗· · ·⊗Lsl(µn)
zn . This is called an evaluation module
in [Sav14] and we denote it by evΨ. Since z[t] is abelian, θ is in fact a 1-dimensional representation
of z[t]. Hence, it follows from [Sav14, Theorem 7.2] that there exists a non-zero irreducible g[t]-
module V (θ⊗evΨ) associated to θ⊗evΨ. In particular, V (θ⊗evΨ) is finite dimensional and admits
a highest-weight cyclic generator that satisfies (3.1). Thus, V (θ ⊗ evΨ) is a non-zero quotient of
W (ψ). This proves the if statement.
Now assume that W (ψ) is non-zero. Recall from [BCM19, Theorem 8.7] that W (ψ) is a finite
dimensional, cyclic, weight module. Thus, there exists a unique finite-dimensional irreducible
quotient Vψ of W (ψ). Moreover, Vψ is a cyclic module generated by the image of wψ onto Vψ,
which we denote by vψ. According to [Sav14, Theorem 7.2], there exist µ1, . . . , µn ∈ h
′[t]∗, pairwise
distinct z1, . . . , zn ∈ C and θ ∈ z[t]
∗, such that: µ1(h2), . . . , µn(h2) > 0, θ(z ⊗ I) = 0 for some
finite-codimensional ideal I ⊆ C[t], and Vψ is isomorphic to V (θ ⊗ Lsl(µ1)
z1 ⊗ · · · ⊗ Lsl(µn)
zn),
the unique irreducible quotient of U(g[t])⊗g0[t]⊕g1[t] (θ ⊗ Lsl(µ1)
z1 ⊗ · · · ⊗ Lsl(µn)
zn). If we denote
the highest-weight generator of V (µ) by vµ, µ ∈ {µ1, . . . , µn}, then one can check that under this
isomorphism, vψ corresponds to 1U(g[t] ⊗ (1θ ⊗ vµ1 ⊗ · · · ⊗ vµn). Thus, we obtain that
ψ(h2 ⊗ t
k) = zk1µ1(h2) + · · · + z
k
nµn(h2) and ψ(z ⊗ t
k) = θ(z ⊗ tk) for all k ≥ 0.
This proves the only if statement. In particular, notice that ψ(h2) = m1 + · · · +mn ≥ n. 
Remark 3.3. If ψ ∈ h[t]∗ is such that ψ(h ⊗ tk) = 0 for all h ∈ h, k > 0, then ψ is uniquely
determined by ψ|h ∈ P
+. On the other hand, every λ ∈ P+ can be considered as an element of
h[t]∗ by defining λ(h⊗ tk) = δ0,kλ(h) for all h ∈ h, k ≥ 0. In this case, notice that the left ideal of
U(g[t]) generated by (3.1) is graded with respect to the degree of t. Hence, the local Weyl module
W (λ) inherits a grading from U(g[t]).
3.1. Graded local Weyl modules. In what follows we focus on graded local Weyl modules as
we intend to obtain a close relation between these modules and fusion products of Kac modules.
Therefore, we fix λ ∈ P+ and consider it as an element in h[t]∗ as described in Remark 3.3. In this
subsection we construct a set of generators for W (λ).
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We begin by fixing some notation and proving a technical lemma, which will be used throughout
the paper. Given an element u ∈ U(g[t]) and p ∈ Z≥0, define its p-th divided power to be u
(p) := u
p
p! .
Given r, s ≥ 0, define
y2(r, s) :=
∑
b0+b1+···+bs=r
b1+2b2+···+sbs=s
y
(b0)
2 y2(1)
(b1) · · · ys(s)
(bs).
Lemma 3.4. For all a, a1, . . . , ai, b, b1, . . . , bk, c, c1, . . . , cℓ ∈ Z≥0 and h ∈ h, the following relations
hold in U(g[t]):
x2(a)y3(c1) · · · y3(cℓ) =

 ℓ∑
j=1
(−1)ℓ−j
∏
i 6=j
y3(ci)y1(cj + a)

+ y3(c1) · · · y3(cℓ)x2(a); (3.2)
h(a)y3(c1) · · · y3(cℓ) =

α3(h) ℓ∑
j=1
(−1)ℓ−j+1
∏
i 6=j
y3(ci)y3(cj + a)

+ y3(c1) · · · y3(cℓ)h(a); (3.3)
x2(a)x1(b1) · · · x1(bk) =

 k∑
j=1
(−1)k−j+1
∏
i 6=j
x1(bi)x3(bj + a)

+ x1(b1) · · · x1(bk)x2(a); (3.4)
h(a)x1(b1) · · · x1(bk) =

 k∑
j=1
(−1)k−jα1(h)
∏
i 6=j
x1(bi)x1(bj + a)

 + x1(b1) · · · x1(bk)h(a); (3.5)
x3(b)y3(c1) · · · y3(cℓ) =

 ℓ∑
j=1
(−1)j+1
∏
i 6=j
y3(ci)h3(cj + b)

+ (−1)ℓy3(c1) · · · y3(cℓ)x3(b); (3.6)
y1(c)y2(a1) · · · y2(aj) = −

 j∑
i=1
∏
p 6=i
y2(ap)y3(ai + c)

 + y2(a1) · · · y2(aj)y1(c); (3.7)
x3(b)y2(a1) · · · y2(aj) =

 j∑
i=1
∏
p 6=i
y2(ap)x1(ai + b)

+ y2(a1) · · · y2(aj)x3(b); (3.8)
x2(1)
(s)y
(r+s)
2 ∈ y2(r, s) +U(h[t])U(n
+[t]); (3.9)
y1(c)y2(r, s) = y2(r, s)y1(c)−
s∑
q=0
y2(r − 1, s − q)y3(c+ q); (3.10)
x3(b)y2(r, s) = y2(r, s)x3(b) +
s∑
q=0
y2(r − 1, s − q)x1(b+ q). (3.11)
Proof. The proofs of equations (3.2)–(3.8) are straight-forward. The proof of equation (3.9) is
given in [CP01, Lemma 1.3(ii)]. The proof of equation (3.10) is obtained by repeatedly using (3.7)
and the fact that y3y2 − y2y3 = [y3, y2] = 0, namely:
y1(c)y2(r, s) =
∑
b0+b1+···+bs=r
b1+2b2+···+sbs=s
(
y
(b0)
2 y2(1)
(b1) · · · y2(s)
(bs)y1(c)
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−
s∑
q=0
y
(b0)
2 · · · y2(q − 1)
(bq−1 )y2(q)
(bq−1)y3(c+ q)y2(q + 1)
(bq+1 ) · · · y2(s)
(bs)


= y2(r, s)y1(c)−
s∑
q=0
∑
a0+a1+···+as=r−1
a1+2a2+···sas=s−q
y
(a0)
2 · · · y2(s)
(as)y3(c+ q)
= y2(r, s)y1(c)−
s∑
q=0
y2(r − 1, s − q)y3(c+ q).
The proof of equation (3.11) is analogous to the proof of equation (3.10), as it is obtained by
repeatedly using (3.8) and the fact that x1y2 − y2x1 = [x1, y2] = 0. 
We now introduce a linear order on the following set of monomials in U(g[t]):
M := {x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ) | 0 ≤ b1 < · · · < bk, 0 ≤ c1 < · · · < cℓ, k, ℓ ∈ Z≥0}.
First, consider the short-reverse-colex order on tuples (b1, . . . , bk), that is, (b1, . . . , bk) ≺ (b
′
1, . . . , b
′
q)
if k < q, or k = q and (b′k, . . . , b
′
1) < (bk, . . . , b1) in the lexicographical order. Then, induce a
lexicographical-like order ≺ on M in the following way. Given b = (b1, . . . , bk), c = (c1, . . . , cℓ),
b′ = (b′1, . . . , b
′
p), c
′ = (c′1, . . . , c
′
q), we say that (b;c) ≺ (b
′;c′) if b ≺ b′ in the short-reverse-colex
order, or b = b′ and c ≺ c′ in the short-reverse-colex order.
Now, given b = (b1, . . . , bk), c = (c1, . . . , cℓ), b
′ = (b′1, . . . , b
′
p), c
′ = (c′1, . . . , c
′
q), finite (strictly)
increasing sequences of positive integers, define m(b;c) := x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ) and set
m(b;c) ≺ m(b′;c′)⇔ (b;c) ≺ (b′;c′). (3.12)
Notice that the minimal element in M (with respect to ≺) is the one with k = ℓ = 0, which
corresponds to m(∅; ∅) := 1. Define the weight of an element m(b;c) = m(b1, . . . , bk; c1, . . . , cℓ) ∈M
to be wt (m(b;c)) := k + ℓ and its degree to be dg(m(b;c)) := b1 + · · ·+ bk + c1 + · · ·+ cℓ.
The next result gives a generating set for graded local Weyl modules. This set will be proven to
be a basis in Theorem 3.8. We will need the following well-known binomial formula
p∑
q=0
(
p
q
)
ap−q = (a+ 1)p, a ∈ R, p ∈ Z≥0. (3.13)
Proposition 3.5. For every λ = (λ1, λ2) ∈ P
+, the local Weyl module W (λ) is spanned by
y2(a1) · · · y2(aj)x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ)wλ, (3.14)
with 0 ≤ c1 < · · · < cℓ ≤ λ2 − 1, 0 ≤ b1 < · · · < bk ≤ λ2− ℓ− 1, 0 ≤ a1 ≤ · · · ≤ aj ≤ λ2− ℓ− k− j.
In particular, dimW (λ) ≤ 4λ2 .
Proof. First, notice that the PBW Theorem together with the defining relations (3.1) imply that
W (λ) = U(n−[t])U(h[t])U(n+[t])wλ
= U(n−[t])wλ
=
∑
a1,...,aj≥0
b1,...,bk≥0
c1,...,cℓ≥0
C y2(a1) · · · y2(aj)x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ)wλ. (3.15)
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Now, notice that 0 = [y3, y3] = 2y
2
3 and 0 = [x1, x1] = 2x
2
1. Hence y3(a)
2wλ = x1(a)
2wλ = 0 for
all a ≥ 0; that is, bi 6= bj and ci 6= cj for all i 6= j in (3.15). Thus, since y3(a)y3(b) = −y3(b)y3(a)
and x1(a)x1(b) = −x1(b)x1(a) for all a, b ≥ 0, we can reorder the factors in (3.15) in order to obtain
0 ≤ b1 < · · · < bk and 0 ≤ c1 < · · · < cℓ.
Now, using equation (3.9) and the relation yλ2+12 wλ = 0 (3.1), we obtain that y2(a)wλ = 0 for all
a ≥ λ2. Hence y3(c)wλ = [y2(c), y1]wλ = 0 for all c ≥ λ2. Thus, we can restrict cℓ < λ2 in (3.15).
Moreover, using (3.2), one sees that x2 (y3(c1) · · · y3(cℓ)wλ) = 0 and using (3.3), one sees that
h2 (y3(c1) · · · y3(cℓ)wλ) = (λ2 − ℓ) (y3(c1) · · · y3(cℓ)wλ). Hence, the representation theory of sl(2)
implies that yλ2−ℓ+12 (y3(c1) · · · y3(cℓ)wλ) = 0. Using this vanishing condition and equation (3.9),
we conclude that y2(a) (y3(c1) · · · y3(cℓ)wλ) = 0 for all a ≥ λ2−ℓ. Hence x1(b) (y3(c1) · · · y3(cℓ)wλ) =
[x3, y2(b)] (y3(c1) · · · y3(cℓ)wλ) = 0 for all b ≥ λ2 − ℓ. Thus, we can restrict bk < λ2 − ℓ in (3.15).
Since cℓ and bk are bounded, we have that the set of non-zero vectors of the form (3.14) is finite.
Let F be the set of monomials m ∈ M for which mwλ 6= 0. Since (M,≺) is a linearly ordered
set and F is a finite subset of M, then one can choose N ∈ Z≥0 and m0 . . . ,mN ∈ M such that
F = {m0, . . . ,mN} and m0 ≺ · · · ≺ mN . Now, for r ∈ Z, define
F (r) =
∑
i<r
U(g0[t])miwλ. (3.16)
Notice that: F (r) = {0} for all r ≤ 0, and F (r) =W (λ) for all r > N . Also notice that {F (r)}r∈Z
is a filtration of W (λ) as a g0[t]-module. Let Gr(W (λ)) be the associated graded U(g0[t])-module,
and notice that Gr(W (λ)) is isomorphic to W (λ) as a vector space. Hence, if we show that the
images of the elements (3.14) span Gr(W (λ)), then (3.14) will also span W (λ).
Given a monomial mr = x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ), r ∈ {0, . . . , N}, we have:
x2(a) (mrwλ) ∈ F (r) for all a ≥ 0 (by (3.4), (3.2), (3.6))
h(a) (mrwλ) ∈ F (r) for all h ∈ h, a > 0 (by (3.5), (3.3))
h (mrwλ) = (λ(h)− wt (mr))wλ for all h ∈ h (by (3.5), (3.3)).
If we denote theU(g0[t])-submodule generated by image ofmrwλ in Gr(W (λ)) byW , notice that the
center of g0[t] acts by a scalar on mrwλ and recall that g
′
0 is isomorphic to sl(2), then the relations
above imply that W is in fact isomorphic to a quotient of the local graded Weyl U(sl(2)[t])-module
of highest-weight λ2 − wt (mr). Using the basis for local graded Weyl U(sl(2)[t])-modules given
in [CP01, Section 6], we see that W is generated by elements of the form y2(a1) · · · y2(aj) (mrwλ)
with 0 ≤ a1 ≤ · · · ≤ aj ≤ λ2 − k − ℓ− j. Thus, the first statement follows.
In order to prove the second statement, note that the cardinality of the set of the monomials in
(3.14) is an upper bound to dimW (λ). Therefore
dimW (λ) ≤
λ2∑
ℓ=0
λ2−ℓ∑
k=0
λ2−ℓ−k∑
j=0
(
λ2
ℓ
)(
λ2 − ℓ
k
)(
λ2 − ℓ− k
j
)
= 4λ2
where the last equality follows by repeatedly using (3.13). 
Notice that the result of Proposition 3.5 also holds if we exchange y3 and x1 in the monomials
(3.14). That is, W (λ) is also spanned by the following elements
y2(a1) · · · y2(aj)y3(b1) · · · y3(bk)x1(c1) · · · x1(cℓ)wλ,
where 0 ≤ c1 < · · · < cℓ ≤ λ2−1, 0 ≤ b1 < · · · < bk ≤ λ2− ℓ−1, 0 ≤ a1 ≤ · · · ≤ aj ≤ λ2− ℓ−k− j.
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3.2. Fusion products. Consider the grading U(g[t]) =
⊕
s≥0U(g[t])[s] induced by the usual
grading of C[t] given by degrees of t, that is, U(g[t])[s] is defined to be the subspace of U(g[t])
spanned by elements of the form X1(a1) · · ·Xr(ar), where X1, . . . ,Xr ∈ g and a1 + · · · + ar = s.
This grading induces a filtration on any cyclic g[t]-module. In fact, let V be a cyclic g[t]-module
and v ∈ V be a cyclic vector. For each n ≥ 0, define
V ≤n =
n∑
i=0
U(g[t])[i]v. (3.17)
Notice that V ≤0 = U(g)v, V ≤n ⊆ V ≤n+1 (for all n ≥ 0), and V =
∑
n≥0 V
≤n. (Notice that this
filtration depends on the choice of v.) Now, for each n > 0, let V [n] := V ≤n/V ≤n−1, let V [0] = V ≤0,
and let Grv(V ) :=
⊕
n≥0 V [n] be the associated graded g[t]-module.
Given a g-module V and a complex number z ∈ C, let V z denote the associated evaluation
module, that is, the g[t]-module with underlying vector space V and with x(a) ∈ g[t] acting on
v ∈ V by x(a)v = za(xv).
If V1, . . . , Vn are cyclic g-modules with cyclic homogeneous even vectors v1, . . . , vn, respectively,
and z1, . . . , zn are pairwise-distinct complex numbers, then the tensor product V = V
z1
1 ⊗· · ·⊗V
zn
n
is a cyclic g[t]-module with cyclic homogeneous even vector v1 ⊗ · · · ⊗ vn.
Using this notation, we now recall the definition of fusion products. These modules are key to our
study of local Weyl modules (see Theorem 3.8), Chari-Venkatesh modules (see Theorem 4.12), as
well as related to a conjecture of Feigin and Loktev [FL99, Conjecture 1.8(i)] (see Corollary 4.14(a)).
Definition 3.6. Let V1, . . . , Vn be cyclic g-modules with cyclic vectors v1, . . . , vn (respectively)
and z1, . . . , zn be pairwise-distinct complex numbers. The fusion product of V1, . . . , Vn with fusion
parameters z1, . . . , zn is defined to be the graded g[t]-module Grv1⊗···⊗vn(V
z1
1 ⊗ · · · ⊗ V
zn
n ). We
denote Grv1⊗···⊗vn(V
z1
1 ⊗· · ·⊗V
zn
n ) by V
z1
1 ∗ · · · ∗V
zn
n and the image of any element w1⊗· · ·⊗wn ∈
V z11 ⊗ · · · ⊗ V
zn
n onto the fusion product by w1 ∗ · · · ∗ wn.
Remark 3.7. In the particular case where V = V z11 ⊗ · · · ⊗ V
zn
n , V1, . . . , Vn are cyclic g-modules
with cyclic homogeneous even vectors v1, . . . , vn (respectively), v = v1 ⊗ · · · ⊗ vn, and z1, . . . , zn
are pairwise-distinct complex numbers, one can check that, for all homogeneous element x ∈ g and
s ≥ n, we have
(x⊗ ts)v = (x⊗ ts−n(t− z1) · · · (t− zn))v = 0 ∈ V
z1
1 ∗ · · · ∗ V
zn
n .
3.3. The structure of local Weyl modules. In this subsection we describe the structure of local
Weyl modules. We begin with a result relating graded local Weyl modules to fusion products.
Theorem 3.8. Let λ = (λ1, λ2) ∈ P
+, z1, . . . , zλ2 be pairwise-distinct complex numbers, and
κ1, . . . , κλ2 be complex numbers satisfying κ1 + · · · + κλ2 = λ1. There is an isomorphism of g[t]-
modules
W (λ) ∼= K(κ1, 1)
z1 ∗ · · · ∗K(κλ2 , 1)
zλ2 .
In particular, dimW (λ) = 4λ2 .
Proof. Recall from Proposition 3.5 that dimW (λ) ≤ 4λ2 and from Proposition 2.5 that dimK(µ) =
4µ (since we have fixed b = b(2)). Hence, if we prove that there is a surjective homomorphism of
g[t]-modules W (λ)։ K(κ1, 1)
z1 ∗ · · · ∗K(κλ2 , 1)
zλ2 , the result follows.
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For each i ∈ {1, . . . , λ2}, let µi denote the weight (κi, 1) ∈ P
+. Notice that, in order to prove
that there is a surjective homomorphism of g[t]-modulesW (λ)։ K(µ1)
z1 ∗· · ·∗K(µ1)
zλ2 , it suffices
to show that the vector k := kµ1 ∗ · · · ∗ kµλ2 satisfies the defining relations (3.1).
Using the commultiplication of U(g[t]), one can check that
n+[t]k = 0, hk = λ(h)k for all h ∈ h, yλ2+12 k = 0.
Moreover, for all h ∈ h and s > 0, we have:
(h⊗ ts)(kµ1 ⊗ · · · ⊗ kµλ2 ) =
λ2∑
i=1
kµ1 ⊗ · · · ⊗ (h⊗ t
s)kµi ⊗ · · · ⊗ kµλ2 =
λ2∑
i=1
zsi µi(h) (kµ1 ⊗ · · · ⊗ kµλ2 ).
Since (h⊗ ts) ∈ U(g[t])[s], kµ1 ⊗ · · · ⊗ kµλ2 ∈ V [0] and (h⊗ t
s)(kµ1 ⊗ · · · ⊗ kµλ2 ) ∈ V
≤s−1, it follows
that, in the fusion product, we have (h⊗ ts)k = 0. 
Now we can use Theorem 3.8 to obtain interesting results on a more general class of local Weyl
modules (not necessarily graded).
Lemma 3.9. Let ψ ∈ h[t]∗, assume that there exists µ1, . . . , µn ∈ P
+ and pairwise-distinct
z1, . . . , zn ∈ C such that ψ(h ⊗ t
k) = zk1µ1(h) + · · · + z
k
nµn(h) for all h ∈ h, k ≥ 0. For each
i ∈ {1, . . . , n}, denote by ψi the unique linear functional in h[t]
∗ satisfying h⊗ tk 7→ zki µi(h) for all
h ∈ h, k ≥ 0.
(a) There exists an isomorphism of g[t]-modules W (ψ) ∼=W (ψ1)⊗ · · · ⊗W (ψn).
(b) For each i ∈ {1, . . . , n}, there exists an isomorphism of g-modules W (ψi) ∼=W (µi).
(c) dimW (ψ) = 4ψ(h2).
Proof. Part (a) follows directly from [BCM19, Theorem A.6].
In order to prove part (b), for each z ∈ C, let τz : g[t] → g[t] be the unique linear map that
satisfies τz(x⊗ t
k) = x⊗ (t− z)k for all x ∈ g, k ∈ Z≥0. Notice that τz is in fact an automorphism
of Lie algebras for all z ∈ C (τ−1z being τ−z). Given a representation ρ : g[t] → gl(V ) denote by
τ∗z V the g[t]-module corresponding to the representation (ρ ◦ τz) : g[t] → gl(V ). Since τz|g = idg,
it follows that V ∼= τ∗z V as g-modules. Now, to finish the proof of part (b), one can check that
W (µi) ∼= τ
∗
ziW (ψi) for all i ∈ {1, . . . , n}.
Part (c) follows from part (a), part (b), Theorem 3.8 and the fact that µ1(h2) + · · ·+ µn(h2) =
ψ1(h2) + · · · + ψn(h2) = ψ(h2). 
Remark 3.10. Notice that the hypothesis of Lemma 3.9 does not cover all ψ ∈ h[t]∗ for which
W (ψ) is non-zero (compare with Lemma 3.2). The cases that are not covered are exactly those for
which the irreducible quotient of W (ψ) is not an evaluation module, but a generalized evaluation
one. The crux for proving the remaining cases would be a generalization of Lemma 3.9(b). Notice
how this also affects the main result of Theorem 3.11 and Corollary 3.12.
Recall, from Subsection 3.2, the definition of associated graded modules, such as GrwψW (ψ).
The next result relates different local Weyl modules. Coupled with Theorem 3.8, it will enable us
to describe the structure of a large class of local Weyl modules.
Theorem 3.11. Let ψ ∈ h[t]∗, assume that ψ|h ∈ P
+ and denote it by λ. There exists a surjective
homomorphism of g[t]-modules:
W (λ)։ GrwψW (ψ) given by wλ 7→ wψ.
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Moreover, such a homomorphism is actually an isomorphism precisely when there exists µ1, . . . , µn ∈
P+ and pairwise-distinct z1, . . . , zn ∈ C such that ψ(h⊗ t
k) = zk1µ1(h)+ · · ·+ z
k
nµn(h) for all h ∈ h
and k ≥ 0.
Proof. In order to prove the first statement, it is enough to check that wψ ∈ GrwψW (ψ) satisfies
the defining relations (3.1) of wλ. It follows from the definition of W (ψ) that
n+[t]wψ = 0, hwψ = ψ(h)wψ for all h ∈ h, and y
ψ(h2)+1
2 wψ = 0.
Moreover, for all h ∈ h and s > 0, we have
(h⊗ ts)wψ = ψ(h⊗ t
s)wψ ∈
s−1∑
i=0
U(g[t])[i]wψ .
Hence, in GrwψW (ψ), we have that (h⊗ t
s)wψ = 0. This proves the first part.
Now, since dimGrwψW (ψ) = dimW (ψ) and dimW (λ) = 4
λ2 (Theorem 3.8), the first part im-
plies that dimW (ψ) ≤ 4λ2 . Under the hypothesis of the moreover part, we have from Lemma 3.9(c)
that dimW (ψ) = 4ψ(h2). Since λ2 = λ(h2) = ψ(h2), the result follows. 
Corollary 3.12. Let ψ ∈ h[t]∗, and assume that there exists µ1, . . . , µn ∈ P
+ and pairwise-distinct
z1, . . . , zn ∈ C such that ψ(h⊗ t
k) = zk1µ1(h) + · · ·+ z
k
nµn(h) for all h ∈ h, k ≥ 0.
(a) The elements y2(a1) · · · y2(aj)x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ)wψ, such that 0 ≤ c1 < · · · < cℓ ≤
ψ(h2)− 1, 0 ≤ b1 < · · · < bk ≤ ψ(h2) − ℓ− 1, 0 ≤ a1 ≤ · · · ≤ aj ≤ ψ(h2) − ℓ− k − j, form a
basis of W (ψ).
(b) The character of W (ψ) is given by
chW (ψ) = e(ψ(h1), 0)
(
e(−1,−1) + e(−1,0) + e(0,0) + e(0,1)
)ψ(h2)
.
(c) If we denote ψ|h = λ = (λ1, λ2) ∈ P
+, then there are well-defined embeddings of g[t]-modules:
W (λ) →֒W (λ1 + 1, λ2 + 1) given by wλ 7→ y3(λ2)w(λ1+1,λ2+1) , (3.18)
W (λ) →֒W (λ1, λ2 + 1) given by wλ 7→ x1(λ2)w(λ1,λ2+1) . (3.19)
Proof. Part (a) follows from Theorem 3.8 and Theorem 3.11.
To prove part (b), notice that it follows from Lemma 2.3 that chK(κλi , 1) = chKb(1)(κλi , 0) or
chK(λ) = chKb(3)(κλi − 1, 0). Now, for all µ ∈ h
∗, we have:
chKb(1)(µ) = chLgl(µ)ch Λ(g−1) = chLgl(µ)
(
e(0,0) + e(0,1) + e(−1,−1) + e(−1,0)
)
and
chKb(3)(µ) = chLgl(µ)ch Λ(g1) = chLgl(µ)
(
e(0,0) + e(0,−1) + e(1,1) + e(1,0)
)
.
Then part (b) follows from Theorem 3.8, Theorem 3.11, and a straight-forward calculation.
In order to prove (3.18), first, one can check that the element y3(λ2)w(λ1+1,λ2+1) ∈W (λ1+1, λ2+1)
satisfies the defining relations (3.1) of wλ. Thus, there is a well-defined homomorphism of g[t]-
modules W (λ)→ W (λ1+1, λ2+1) mapping wλ to y3(λ2)w(λ1+1,λ2+1) . Moreover, using the explicit
basis (3.14) for W (λ1 + 1, λ2 + 1), one can see that the g[t]-submodule U(g[t])y3(λ2)w(λ1+1,λ2+1)
contains non-zero images of all the basis elements of W (λ). This proves (3.18). The proof of (3.19)
is similar. 
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4. Chari-Venkatesh modules
In this section, our goal is to better understand the structure of local Weyl modules and the
relationship between these modules and general fusion products of Kac modules. In order to do
that, we define analogues of certain modules defined by Chari and Venkatesh in [CV15, Section 2.2].
Definition 4.1. Let λ ∈ P+. Given a partition ξ = (ξ0, . . . , ξd) of λ2 ∈ Z≥0 (that is, a sequence of
positive integers such that ξ0 + · · · + ξd = λ2 and ξ0 ≥ · · · ≥ ξd), denote the pair (λ1, ξ) by ξ, and
define the Chari-Venkatesh module V (ξ) to be the quotient of the local Weyl module W (λ) by the
extra relations
(x2 ⊗ t)
syr+s2 for all s > kr + ξk+1 + · · · + ξd, r, s > 0, d ≥ k ≥ 0. (4.1)
Notice that V (ξ) is a cyclic g[t]-module generated by the image of wλ onto V (ξ), which we denote
by vξ .
Lemma 4.2. Let λ = (λ1, λ2) ∈ P
+.
(a) If ξ = (λ2), then V (ξ) = K(λ)
0.
(b) If ξ = (1, . . . , 1) =: (1λ2), then V (ξ) =W (λ).
Proof. Recall that V (ξ) is the quotient of the local Weyl module W (λ) by the extra relations
(x2 ⊗ t)
syr+s2 = 0 for all s > kr + ξk+1 + · · ·+ ξd, r, s > 0, k ≥ 0.
(a) Assume ξ = (λ2). Notice that, in this case, d = 0. Thus, we can only choose k = 0. Hence the
extra relations are
(x2 ⊗ t)
syr+s2 = 0 for all r, s > 0.
In particular, (x2⊗t)
sys+12 = 0 for all s ≥ 1. Using equation (3.9), this implies that (y2⊗t
s) = 0
for all s ≥ 1. Hence, V (ξ) is the quotient of M0 for some g-module M that is a quotient of
K(λ). Now, using equation (3.9) again, one can check that there are no other extra relations.
Hence M = K(λ).
(b) In this case, we have s > λ2 − 1, s > r + λ2 − 2, . . . , s > (λ2 − 1)r + 1. Notice that, since
r ≥ 1, all these inequalities imply s ≥ λ2 and r ≥ 1. However, the relations (x2 ⊗ t)
ayb2 = 0
for b ≥ λ2+1 follow from the usual representation theory of sl(2)-modules. That is, these are
not actually extra relations. Hence V (ξ) =W (λ). 
The following lemma gives a refinement of the extra relations (4.1) (compare it with [Mur18,
Theorems 2.1.1, 3.1.1, 3.2.1] for the case of sl(2)[t]).
Lemma 4.3. Let λ ∈ P+, ξ = (ξ0, . . . , ξd) be a partition of λ2 ∈ Z≥0, and ξ := (λ1, ξ).
(a) The extra relations (4.1) of V (ξ) reduce to:
(x2 ⊗ t)
syr+s2 vξ = 0 for all s > kr + ξk+1 + · · ·+ ξd, ξk+1 ≤ r < ξk, 0 < r, 0 ≤ k ≤ d.
(b) For all r, s > 0, the extra relations (4.1) of V (ξ) are equivalent to:
y2(r, s)vξ = 0 for all s > kr + ξk+1 + · · · + ξd, ξk+1 ≤ r < ξk, 0 ≤ k ≤ d.
(c) Moreover, the extra relations (4.1) of V (ξ) are equivalent to:∑
bk+bk+1+···+bs=r
kbk+(k+1)bk+1+···+sbs=s
(y2 ⊗ t
k)(bk)(y2 ⊗ t
k+1)(bk+1) · · · (y2 ⊗ t
s)(bs)vξ = 0,
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for all s > kr + ξk+1 + · · ·+ ξd, ξk+1 ≤ r < ξk, 0 < r, and 0 ≤ k ≤ d.
Proof. The proof of part (a) follows from the fact that r+ ξ1 + · · ·+ ξd ≥ ξ0 + · · ·+ ξd = λ2 for all
r ≥ ξ0, and the fact that r + ξk+1 + · · · + ξd ≥ ξk + ξk+1 + · · · + ξd for all r ≥ ξk, k ∈ {1, . . . , d}.
The proofs of parts (b) and (c) follow from (a) and [CV15, Lemma 2.3 and Proposition 2.6]. 
The next result is our first step towards understanding the structure and constructing basis for
Chari-Venkatesh modules (compare it with Theorem 3.8 and [Kus18, Proposition 4.6]).
Proposition 4.4. Let λ = (λ1, λ2) ∈ P
+, ξ = (ξ0, . . . , ξd) be a partition of λ2, and ξ := (λ1, ξ).
For every choice of pairwise-distinct complex numbers z0, . . . , zd and complex numbers κ0, . . . κd
satisfying κ0 + · · ·+ κd = λ1, there is an epimorphism of g[t]-modules
V (ξ)։ K(κ0, ξ0)
z0 ∗ · · · ∗K(κd, ξd)
zd .
Proof. This proof follows from arguments similar to the ones used in the proof of Theorem 3.8 and
[CV15, Proposition 6.8]. 
4.1. A few technical lemmas. In order to show that the epimorphism of Proposition 4.4 is in
fact an isomorphism (Theorem 4.12) we need a few technical lemmas.
Given a partition ξ = (ξ0, . . . , ξd) of n ∈ Z≥0, let |ξ| := d+ 1. For each c ∈ {0, . . . , d}, define the
following partition of n− 1:
ϕc(ξ) :=
{
(ξ0, . . . , ξc−1, ξc − 1, ξc+1, . . . , ξd), if ξc > ξc+1,
(ξ0, . . . , ξc−1, ξc+1, . . . , ξc+i, ξc − 1, ξc+i+1, . . . , ξd), if ξc = · · · = ξc+i > ξc+i+1, i ≥ 1.
Now, define J(ξ) := {(c1, . . . , cℓ) | 0 ≤ ℓ ≤ |ξ|, 0 ≤ c1 < · · · < cℓ < |ξ|}. If ℓ = 0 we denote
(c1, . . . , cℓ) by ∅ in J(ξ). For each c = (c1, . . . , cℓ) ∈ J(ξ) with ℓ > 0, define a partition of n − ℓ by
c(ξ) := ϕc1 ◦ · · · ◦ ϕcℓ(ξ). For c = ∅, define ∅(ξ) := ϕ∅(ξ) := ξ. Define also
I(ξ) = {(b1, . . . , bk;c) | c ∈ J(ξ), (b1, . . . , bk) ∈ J(c(ξ))}.
For each pair (b;c) ∈ I(ξ), define (b;c)(ξ) := b(c(ξ)) := ϕb1 ◦ · · · ◦ ϕbk ◦ ϕc1 ◦ · · · ◦ ϕcℓ(ξ).
Given a partition ξ = (ξ0, . . . , ξd) of n ∈ Z≥0, for each t ∈ {1, . . . , d}, define
ξ♯t := (ξ0, . . . , ξt−1) and ξ
♭
t := (ξt, . . . , ξd).
Notice that ξ♯t is a partition of ξ0+· · ·+ξt−1 < n and ξ
♭
t is a partition of ξt+· · ·+ξd < n. Moreover, for
each c = (c1, . . . , cℓ) ∈ J(ξ
♯
t) and z = (z1, . . . , zq) ∈ J(ξ
♭
t), notice that c
z := (c1, . . . , cℓ, z1+t, . . . , zq+
t) ∈ J(ξ). In fact, ℓ + q ≤ |ξ♯t | + |ξ
♭
t | = t + (d − t + 1) = d + 1 = |ξ|, and 0 ≤ c1 < · · · < cℓ <
|ξ♯t | = t ≤ z1 + t < · · · < zq + t < |ξ
♭
t | + t = |ξ|. On the other hand, a similar argument shows
that for each e = (e1, . . . , em) ∈ J(ξ) there exists ℓ ∈ {0, . . . ,m} such that ei < t for all i ≤ ℓ and
ei ≥ t for all i > ℓ. In the case ℓ = 0, choose c = ∅, z = e, and notice that c
z = e. In the case
ℓ = m, choose c = e, z = ∅, and notice that cz = e. Otherwise, choose c := (e1, . . . , eℓ) ∈ J(ξ
♯
t),
z := (eℓ − t, . . . , em − t) ∈ J(ξ
♭
t), and notice that c
z = e. This argument shows that
J(ξ) = {cz | c ∈ J(ξ♯t), z ∈ J(ξ
♭
t)}. (4.2)
In this first lemma, we prove the analogous result for I(ξ) under a mildly restrictive condition.
Lemma 4.5. Let ξ = (ξ0, . . . , ξd) be a partition of n ∈ Z≥0. If there exists t ∈ {1, . . . , d} such that
ξt−1 > ξt, then I(ξ) = {(b
u ;cz) | c ∈ J(ξ♯t), z ∈ J(ξ
♭
t), b ∈ J(c(ξ
♯
t)), u ∈ J(z(ξ
♭
t))}.
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Proof. By (4.2), we can write I(ξ) = {(e;cz) | c ∈ J(ξ♯t), z ∈ J(ξ
♭
t), e ∈ J(c
z(ξ))}. Since, by
hypothesis, 1 ≤ ξt < ξt−1, we have that c
z(ξ)t−1 ≤ c
z(ξ)t. Hence c
z(ξ)♯t = c(ξ
♯
t), c
z(ξ)♭t = z(ξ
♭
t) and
J(cz(ξ)) = {bu | b ∈ J(c(ξ♯t)), u ∈ J(z(ξ
♭
t))}. The result follows. 
Recall from Section 2 that we denote by Lsl(ν) the finite-dimensional irreducible g
′
0-module of
highest weight ν ∈ (h′)∗. This next lemma will be used in the proof of Theorem 4.12.
Lemma 4.6. For every partition ξ = (ξ0, . . . , ξd) of n ∈ Z≥0 and every κ0, . . . , κd ∈ C, we have
∑
(b;c)∈I(ξ)
|b(c(ξ))|−1∏
j=0
dimLsl(b(c(ξ))j) =
d∏
j=0
dimK(κj , ξj). (4.3)
Proof. First notice that, if n = 0, then ξ = (0), I(ξ) = {∅} and both sides of equation (4.3) are
equal to 1.
Now we let n > 0. We proceed by induction on nξ := #{ξk | ξk 6= 0, 0 ≤ k ≤ d}. Suppose that
nξ = 1 and ξ0 = 1, that is, ξ = (1, . . . , 1) and d = n− 1. In this case, the left side of equation (4.3)
is ∑
(b1,...,bk;c1,...,cℓ)∈I(ξ)
d−ℓ−k∏
j=0
dimLsl(1) =
∑
(b1,...,bk;c1,...,cℓ)∈I(ξ)
2d−ℓ−k+1 = 4n,
where the last equality follows from repeatedly applying (3.13). Using Proposition 2.5 and the fact
that d+ 1 = n, one sees that 4n equals the right side of equation (4.3),
∏d
j=0 dimK(κj , 1) for any
κ0, . . . , κd ∈ C.
Now, let ξ = (ξ0, . . . , ξ0) for some ξ0 > 1. Notice that, for all c = (c1, . . . , cℓ) ∈ J(ξ), we
have c(ξ) = (ξ0, . . . , ξ0, ξ0 − 1, . . . , ξ0 − 1), which we denote by (ξ0
d+1−ℓ, ξ0 − 1
ℓ). In particular,
if ℓ = d + 1, then c = (0, 1, . . . , d) and c(ξ) = (ξ0 − 1, . . . , ξ0 − 1). Otherwise, by equation (4.2),
J(c(ξ)) = {bu | b ∈ J(ξ0
d+1−ℓ), u ∈ J(ξ0 − 1
ℓ)} and
I(ξ) = {(bu;c) | c = (c1, . . . , cℓ) ∈ J(ξ), b ∈ J(ξ0
d+1−ℓ), u ∈ J(ξ0 − 1
ℓ)}.
Moreover, for each c = (c1, . . . , cℓ) ∈ J(ξ), b = (b1, . . . , bk) ∈ J(ξ0
d+1−ℓ) and u = (u1, . . . , up) ∈
J(ξ0 − 1
ℓ), we have
bu (c(ξ)) = bu(ξ0
d+1−ℓ, ξ0 − 1
ℓ) = (b(ξ0
d+1−ℓ),u(ξ0 − 1
ℓ)) = (ξ0
d+1−ℓ−k, ξ0 − 1
ℓ−p+k, ξ0 − 2
p).
(Notice that, in the case ξ0 = 2, the term ξ0 − 2
p is zero and thus can be ignored. Since
dim(Lsl(0)) = 1, the corresponding term in the sequence of equations bellow can also be ignored.)
Hence, the left side of equation (4.3) is
∑
(c1,...,cℓ)∈J(ξ)
∑
(b1,...,bk)∈J(ξ0
d+1−ℓ)
∑
(u1,...,up)∈J(ξ0−1
p)
d∏
j=0
dimLsl(b
u(c(ξ))j)
=
d+1∑
ℓ=0
(
d+ 1
ℓ
) d+1−ℓ∑
k=0
(
d+ 1− ℓ
k
) ℓ∑
p=0
(
ℓ
p
)
(ξ0 + 1)
d+1−ℓ−k ξℓ−p+k0 (ξ0 − 1)
p
= (4ξ0)
d+1,
where the last equality follows from repeatedly using (3.13). Using Proposition 2.5, one can check
that (4ξ0)
d+1 equals
∏d
j=0 dimK(κj , ξ0) for any κ0, . . . , κd ∈ C, the right side of equation (4.3).
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For the inductive step we assume that nξ > 1. Thus |ξ| > 1 and there exists t ∈ {1, . . . , d} such
that ξt−1 > ξt. By Lemma 4.5, the left side of equation (4.3) is
∑
(bu ;cz )∈I(ξ)
|bu(cz (ξ))|−1∏
j=0
dimLsl(b
u(cz(ξ))j)
=
∑
c∈J(ξ♯t )
∑
b∈J(c(ξ♯t ))
∑
z∈J(ξ♭t )
∑
u∈J(z(ξ♭t ))
t−1∏
j=0
dimLsl(b(c(ξ
♯
t))j)
d∏
j=t
dimLsl(u(z(ξ
♭
t))j)
=

 ∑
c∈J(ξ♯t )
∑
b∈J(c(ξ♯t ))
t−1∏
j=0
dimLsl(b(c(ξ
♯
t))j)



 ∑
z∈J(ξ♭t )
∑
u∈J(z(ξ♭t ))
d∏
j=t
dimLsl(u(z(ξ
♭
t))j)


=

 ∑
(b;c)∈I(ξ♯t )
t−1∏
j=0
dimLsl(b(c(ξ
♯
t))j)



 ∑
(u;z)∈I(ξ♭t )
d∏
j=t
dimLsl(u(z(ξ
♭
t))j)

 ,
which equals
(∏t−1
j=0 dimK(κj , ξj)
)(∏d
j=t dimK(κj , ξj)
)
for any κ0, . . . , κd ∈ C, by induction hy-
pothesis. 
The next lemma is used as an inductive step in the proof of Theorem 4.12. But first, we remark
a fact that is used in the proof of the lemma.
Remark 4.7. For every ξ = (ξ0, . . . , ξd) and c ∈ {0, . . . , d}, notice that ϕc(ξ) = ϕcˆ(ξ) for some
cˆ ≥ c, namely cˆ = min{c′ | c′ ≥ c, ξc′ > ξc′+1}. Moreover, notice that, when ξc = ξc+1 = · · · = ξc+i,
then there exists no r > 0 such that ξc+j+1 ≤ r < ξc+j, j ∈ {0, . . . , i− 1}.
Lemma 4.8. Let λ ∈ P+, η = (η0, . . . , ηe) be a partition of λ2, η := (λ1, η), c ∈ {0, . . . , e}, and V
be a g[t]-module. If v ∈ V satisfies the relations (3.1) of W (λ), the extra relations (4.1) of V (η),
and
(x2⊗t)
syr+s2 y3(c)v = 0 for all s = kr+ηk+1+ · · ·+ηe, ηk+1 ≤ r < ηk, 0 < r, 0 ≤ k ≤ c−1,
then y3(c)v satisfies the extra relations (4.1) of V (λ1 − 1, ϕc(η)).
Proof. By Lemma 4.3(a), if v satisfies the relations (3.1) of W (λ) and the extra relations (4.1) of
V (η), then
(x2 ⊗ t)
syr+s2 v = 0 for all s ≥ kr + ηk+1 + · · · + ηe + 1, ηk+1 ≤ r < ηk, 0 < r, 0 ≤ k ≤ e.
Since [y3, y2] = 0, for all c ≥ 0 we have:
(x2⊗t)
syr+s2 y3(c)v = 0 for all s ≥ kr+ηk+1+· · ·+ηe+1, ηk+1 ≤ r < ηk, 0 < r, 0 ≤ k ≤ e. (4.4)
Now, notice that, if ηc = · · · = ηc+i, c + i = cˆ as in Remark 4.7, then: ϕc(η) = ϕcˆ(η), ηcˆ > ηcˆ+1,
and there exists no r such that ηcˆ ≤ r < ηc. Hence, y3(c)v satisfies the extra relations (4.1) of
V (λ1 − 1, ϕc(η)) if, and only if,
(x2 ⊗ t)
syr+s2 y3(c)v = 0 for all
{
s ≥ kr + ηk+1 + · · ·+ ηe, ηk+1 ≤ r < ηk, 0 ≤ k ≤ c− 1,
s ≥ lr + ηl+1 + · · ·+ ηe + 1, ηl+1 ≤ r < ηl, cˆ ≤ l ≤ e.
(4.5)
The result follows by comparing the relations in (4.4) with those in (4.5). 
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Remark 4.9. An analogous result to Lemma 4.8 remains valid if we replace y3 by x1. In fact, the
arguments of the proof are the same.
Recall the filtration (3.16), defined in the proof of Proposition 3.5. We close this subsection with
a remark and a lemma regarding this filtration, that will also be used in the proof of Theorem 4.12.
Remark 4.10. For every λ ∈ P+ and every quotient of g0[t]-modules W (λ) ։ V , the image of
the filtration (3.16) {F (r)}r∈Z under this quotient defines a filtration of V , as a g0[t]-module. More
explicitly, if v ∈ V denotes the image of wλ through the quotient W (λ) ։ V , then the image of
F (r) is given by
∑
i<rU(g0[t])miv for all r ∈ Z.
Lemma 4.11. Let mr = (b1, · · · , bk; c1, · · · , cℓ) ∈ F. If r
′, r′′ ∈ {0, . . . , N} are such that mr′ =
m(b1, . . . , bk; c2, . . . , cℓ) and mr′′ = m(b2, . . . , bk; c1, . . . , cℓ), then:
y1(c1)F (r
′) ⊆ F (r) and x3(b1)F (r
′′) ⊆ F (r).
Proof. The first containment follows from the following commutation relations: y1x2 − x2y1 =
[y1, x2] = 0, y1h− hy1 = [y1, h] = α1(h)y1 for all h ∈ h, y1y2 − y2y1 = [y1, y2] = −y3, y2y3 − y3y2 =
[y2, y3] = 0, y1x1 + x1y1 = [y1, x1] = h1, h1x1 − x1h1 = [h1, x1] = 0, y3x1 + x1y3 = [y3, x1] = y2,
x1y2 − y2x1 = [x1, y2] = 0, y1y3 + y3y1 = [y1, y3] = 0, and y2h1 − h1y2 = [y2, h1] = −y2.
The second containment follows from the following commutation relations: x3x2 − x2x3 =
[x3, x2] = 0, x3h−hx3 = [x3, h] = −α3(h)x3 for all h ∈ h, x3y2−y2x3 = [x3, y2] = x1, x1y2−y2x1 =
[x1, y2] = 0, x3x1 + x1x3 = [x3, x1] = 0, x3y3 + y3x3 = [x3, y3] = h3, h3y3 − y3h3 = [h3, y3] = 0,
x1h3 − h3x1 = [z1, h3] = −x1 and x2h3 − h3x2 = [x2, h3] = x2. 
4.2. The structure of Chari-Venkatesh modules. In this subsection we describe the structure
of Chari-Venkatesh modules. We begin with a result relating them to fusion products.
Theorem 4.12. Let λ = (λ1, λ2) ∈ P
+, ξ = (ξ0, . . . , ξd) be a partition of λ2, and ξ := (λ1, ξ).
For every choice of pairwise-distinct complex numbers z0, . . . , zd and complex numbers κ0, . . . κd
satisfying κ0 + · · ·+ κd = λ1, there is an isomorphism of g[t]-modules
V (ξ) ∼= K(κ0, ξ0)
z0 ∗ · · · ∗K(κd, ξd)
zd .
In particular, dimV (ξ) = 4d+1ξ0 · · · ξd.
Proof. First recall from Proposition 4.4 that there is an epimorphism of g[t]-modules V (ξ) ։
K(κ0, ξ0)
z0 ∗ · · · ∗K(κd, ξd)
zd , and in particular, that dimV (ξ) ≥ 4d+1ξ0 · · · ξd. Thus, it is sufficient
to prove that dimV (ξ) ≤ 4d+1ξ0 · · · ξd.
In order to do that, recall that V (ξ) is, by definition, a quotient of the local Weyl U(g[t])-module
W (λ). Hence, by Remark 4.10 we have that the filtration {F (r)}r∈Z, constructed in the proof of
Proposition 3.5, induces a filtration on V (ξ). Namely, for each r ∈ Z, the image of F (r) under the
quotient W (λ)։ V (ξ) is
E(r) =
∑
i<r
U(g0[t])vi, where vi := mivξ .
Denote by Gr(V (ξ)) the associated graded module. Recall from Proposition 3.5 that, for each
r ∈ {0, . . . , N}, vr + E(r) ∈ Gr(V (ξ)) satisfies the defining relations of a highest-weight generator
of the local Weyl U(sl(2)[t])-module of highest weight λ2 − wt (mr). We want to prove that, in
fact, for each r ∈ {0, . . . , N}, vr + E(r) ∈ Gr(V (ξ)) also satisfies the extra relations of a certain
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Chari-Venkatesh sl(2)[t]-module. (Here, and throughout this proof, we identify g′0 with sl(2) and
view each E(r) as and sl(2)[t]-module via restriction.)
Let i ∈ {0, . . . , N}, denote mi = m(b;c) = x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ), and define b(c(ξ)) :=
(λ1 − wt (mi), b(c(ξ))). We prove by induction on i that vi+E(i) satisfies the extra relations (4.1)
of V (b(c(ξ))). For i = 0, we have m0 = 1 and v0 = vξ , which satisfies the extra relations (4.1) of
V (ξ) by construction. Now, assume that i > 0.
Suppose first that b = ∅, denote ϕc2 ◦ · · · ◦ ϕcℓ(ξ) =: η = (η0, . . . , ηe) and η := (λ1 − ℓ + 1, η).
We want to prove that vi +E(i) ∈ Gr(V (ξ)) satisfies the extra relations (4.1) of V (λ1 − ℓ, ϕc1(η)).
In order to do that, let m = m(b; c2, · · · , cℓ) and notice that m ≺ mi, as mi = y3(c1)m. Hence
m = mj for some j < i, and by induction hypothesis, we have that vj + E(j) satisfies the extra
relations of V (η), that is,
y2(r, s)vj ∈ E(j) for all s > kr + ηk+1 + · · ·+ ηe, ηk+1 ≤ r < ηk, 0 < r, 0 ≤ k ≤ e. (4.6)
Since y3y2 − y2y3 = [y3, y2] = 0 and E(j) ⊆ E(i), by Lemma 4.8, it suffices to show that
y2(r, s)y3(c1)vj ∈ E(i) for all s = kr+ηk+1+ · · ·+ηe, ηk+1 ≤ r < ηk, 0 < r, 0 ≤ k ≤ c1−1. (4.7)
For this let 0 ≤ k ≤ c1 − 1, ηk+1 ≤ r < ηk and s = kr + η + k + 1 + · · · + ηe. Notice that
s+ c1 > k(r+1)+ ηk+1+ · · ·+ ηe when r+1 < ηk, and s+ c1 > (k− 1)(r+1)+ ηk+ ηk+1+ · · ·+ ηe
when r + 1 = ηk. Moreover if k = 0 and r + 1 = η0, then y2(r + 1, s+ c1)vj = 0 by Lemma 4.3(a).
Either way, (4.6) implies that y2(r + 1, s + c1)vj ∈ E(j). Hence, by (3.10) and Lemma 4.11, we
have:
s+c1∑
q=0
y2(r, s + c1 − q)y3(c1 + q)vj = −y1(c1)y2(r + 1, s+ c1)vj ∈ E(i).
By definition of E(r) we have that U(g0[t])y3(c1 + q)vj ∈ E(i) if q 6= 0 and hence we obtain that
y2(r, s)y3(c1)vj ∈ E(i), as we wanted.
For b 6= ∅, denote ϕb2 ◦ · · · ◦ϕbk ◦ϕc1 ◦ · · · ◦ϕcℓ(ξ) =: η = (η1, . . . , ηe) and η := (λ1− k− ℓ+1, η).
Our goal is to prove that vi + E(i) satisfies the extra relations (4.1) of V (λ1 − k − ℓ, ϕb1(η)).
This proof is analogous to the one in the case b = ∅. It is obtained by exchanging x1 for y3 and
c1 for b1 everywhere in the above paragraph, then using Remark 4.9 instead of Lemma 4.8 and
equation (3.11) instead of (3.10).
The above argument shows that, for all i ∈ {0, . . . , N}, the U(g0[t])-submodule generated by
mivξ+E(i) ∈ Gr(V (ξ)) is a quotient of a Chari-Venkatesh sl(2)[t]-module. Namely, if mi = m(b;c),
(b;c) ∈ I(ξ), then U(g0[t])mivξ + E(i) ∈ Gr(V (ξ)) is a quotient of the Chari-Venkatesh sl(2)[t]-
module associated to the partition b(c(ξ)). Moreover, in case m(b;c) /∈ F for some (b;c) ∈ I(ξ), we
have that m(b;c)vξ = 0. In this case, the U(g0[t])-submodule generated by the image of m(b;c)vξ
in Gr(V (ξ)) is also a quotient of the Chari-Venkatesh sl(2)[t]-module associated to the partition
b(c(ξ)). Together with [CV15, Theorem 5(ii)] and Lemma 4.6, this implies that
dimV (ξ) ≤
∑
(b;c)∈I(ξ)
|b(c(ξ))|−1∏
j=0
dimLsl(b(c(ξ))j) = 4
d+1(ξ0 · · · ξd).
The result follows. 
Remark 4.13. Recall from Proposition 2.4 that the subset {µ ∈ P+ | µ is typical} is Zariski
open in P+. Hence, for every λ ∈ P+ and every partition ξ = (ξ0, . . . , ξd) of λ2, one can choose
κ0, . . . , κd ∈ C such that κ0 + · · · + κd = λ1 and (κi, ξi) ∈ P
+ is typical for all i ∈ {0, . . . , d}
22 MATHEUS BRITO, LUCAS CALIXTO, AND TIAGO MACEDO
(or equivalently, we may assume that K(κi, ξi) is irreducible for every i ∈ {0, . . . , d}). Thus,
Theorem 4.12 generalizes [CV15, Theorem 5(ii)], except in the case |ξ| = 1 (where V (ξ) ∼= ev0K(λ),
see Lemma 4.2(a)).
Corollary 4.14. Let λ = (λ1, λ2) ∈ P
+, ξ = (ξ0, . . . , ξd) be a partition of λ2, and ξ := (λ1, ξ).
For every choice of pairwise-distinct complex numbers z0, . . . , zd and complex numbers κ0, . . . κd
satisfying κ0 + · · ·+ κd = λ1, the following statements hold:
(a) The fusion product K(κ0, ξ0)
z0∗· · ·∗K(κd, ξd)
zd does not depend on z0, . . . , zn, nor on κ0, . . . κd,
provided that κ0 + · · ·+ κd = λ1.
(b) As a g0[t]-module, V (ξ) admits a filtration, namely {E(r)}r∈Z, whose factors are the Chari-
Venkatesh modules associated to the partitions b(c(ξ)), (b;c) ∈ I(ξ).
(c) The character of V (ξ) is given by
chV (ξ) = e(λ1,0)
(ch Λ(g−1))
d+1(
e(0, 1) − e(0,−1)
)d+1
d∏
i=0
(
e(0, ξi−1) − e(0, 1−ξi)
)
.
(d) The Chari-Venkatesh module V (ξ) admits a basis consisting of the following elements:
y2(0)
(i1) · · · y2(e− 1)
(ie)x1(b1) · · · x1(bk)y3(c1) · · · y3(cℓ)vξ ,
where (b;c) := (b1, . . . , bk; c1, . . . , cℓ) ∈ I(ξ), e := |b(c(ξ))| and (i1, . . . , ie) ∈ Z
e
≥0 are such that
piq−1 + (p+ 1)iq + 2
∑e
t=q+1 it ≤
∑e
t=q−p b(c(ξ))t for all q ∈ {2, . . . , e+ 1}, p ∈ {1, . . . , q − 1}.
Proof. Parts (a) and (b) follow directly from Theorem 4.12. In order to prove part (c), first
notice that Theorem 4.12 implies that chV (ξ) = chK(κ0, ξ0) · · · chK(κd, ξd). Then, recall from
Lemma 2.3 that, for each i ∈ {0, . . . , d}, either chK(κi, ξi) = chKb(1)(κi, ξi − 1), or chK(κi, ξi) =
chKb(3)(κi − 1, ξi − 1). To finish the proof of this statement, notice that, for each i ∈ {0, . . . , d},
chKb(1)(κi, ξi − 1) = chLgl(κi, ξi − 1)ch Λ(g−1)
= chLgl(κi − 1, ξi − 1)ch Λ(g1) = chKb(3)(κi − 1, ξi − 1).
Part (d) follows from part (b) and [CV15, Theorem 5(iii)]. 
Remark 4.15. It follows from Corollary 4.14(a) that fusion products of finite-dimensional typical
irreducible modules do not depend on the choice of the evaluation points z0, . . . , zd. However, we
cannot realize fusion products of finite-dimensional atypical irreducible modules as Chari-Venkatesh
modules (and hence as local Weyl modules), as the dimensions would not match.
Remark 4.16. As a particular case of Corollary 4.14(b), notice that the g′0[t]-submodule generated
by vξ is isomorphic to the Chari-Venkatesh sl(2)[t]-module associated to the partition ξ.
5. Demazure-type and truncated local Weyl modules
In this last section, we apply the results obtained above to two classes of g[t]-modules which have
important counter-parts in the non-super setting.
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5.1. Demazure-type modules. In [Kus18], D. Kus defined analogues of Demazure modules for
the Lie superalgebra osp(1|2)[t], and called them Demazure-type modules. In this subsection, we
give a similar definition for the Lie superalgebra sl(1|2)[t].
Definition 5.1. Given ℓ ∈ Z≥0 and λ = (λ1, λ2) ∈ P
+, define the Demazure-type module D(ℓ, λ)
to be the quotient of U(g[t]) by the left ideal generated by
n+[t], h(r)− λ(h)δr,0, y2(r)
max{0,λ2−ℓr}+1, for all h ∈ h, r ∈ Z≥0. (5.1)
Notice that D(ℓ, λ) is generated by the image of 1 ∈ U(g[t]) onto D(ℓ, λ), which is a homogeneous
even vector and which we denote by vℓ,λ.
The next result is a characterization of Demazure-type modules in terms of fusion products of
generalized Kac–modules which will be key to following results of this subsection.
Proposition 5.2. Let ℓ ∈ Z>0 and λ = (λ1, λ2) ∈ P
+. Let λ2 = (q − 1)ℓ + m, 0 < m ≤ ℓ,
be the Euclidean division of λ2 by ℓ. For every κ1, . . . , κq ∈ C such that κ1 + · · · + κq = λ1 and
pairwise-distinct z1, . . . , zq ∈ C, we have an isomorphism of g[t]-modules:
D(ℓ, λ) ∼= K(κ1, ℓ)
z1 ∗ · · · ∗K(κq−1, ℓ)
zq−1 ∗K(κq,m)
zq .
Proof. By Theorem 4.12 it is equivalent to prove that we have an isomorphism of g[t]–modules
D(ℓ, λ) ∼= V (ξ), with ξ = (λ1, ξ), ξ = (ℓ
q−1,m). The proof follows the same lines as the proof of
[Kus18, Proposition 5.2]. 
The following formulas for dimension and characters of Demazure-type modules are consequences
of the isomorphism given in Proposition 5.2.
Corollary 5.3. Let ℓ ∈ Z>0, λ = (λ1, λ2) ∈ P
+, and λ2 = (q − 1)ℓ + m, 0 < m ≤ ℓ, be the
Euclidean division of λ2 by ℓ.
(a) If ℓ = 1, then D(ℓ, λ) ∼=W (λ).
(b) dimD(ℓ, λ) = 4qℓq−1m.
(c) chD(ℓ, λ) = e(λ1,0) (chΛ(g−1))
q
(e(0,1)−e(0,−1))
q
(
e(0, ℓ−1) − e(0, 1−ℓ)
)q−1 (
e(0, m−1) − e(0, 1−m)
)
.
Proof. Part (a) follows directly from Proposition 5.2 and Theorem 3.8. Part (b) follows directly
from Proposition 5.2 and Lemma 3.9(b). The proof of part (c) is a straight-forward computation
using Proposition 5.2, Proposition 2.6 and the following character formula for finite-dimensional
irreducible gl(2)-modules:
chLgl(µ) = e
(µ1,0)
µ2∑
i=0
e(0, µ2−2i) = e(µ1,0)
(
e(0, µ2+1) − e(0,−µ2−1)
)(
e(0, 1)) − e(0,−1)
) , µ = (µ1, µ2) ∈ P+. 
This next result characterizes these Demazure-type modules as lowest-weight modules. This goes
back to their original definition as modules for a positive Borel subgroup of an affine Lie algebra
generated by an extremal weight vector. Compare it with [Mat89, Lemme 26], [FL07, Theorem 1]
and [Nao12, Proposition 3.6].
Proposition 5.4. Let λ = (λ1, λ2) ∈ P
+, ℓ ∈ Z≥0, and set µ := (λ1 − λ2, −λ2) ∈ h
∗. The
Demazure-type module D(ℓ, λ) is generated by a non-zero vector v− satisfying the following defining
relations
n−[t]v− = 0, h(r)v− = δr,0µ(h)v−, x2(r)
max{0,λ2−ℓr}+1v− = 0, for all h ∈ h, r ∈ Z≥0. (5.2)
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Proof. Let v− := y
λ2
2 vℓ,λ. We firstly show that v− = y
λ2
2 vℓ,λ is a generator of D(ℓ, λ). Since vℓ,λ is
a generator of the g′0-submodule U(g
′
0)vℓ,λ ⊆ D(ℓ, λ) and g
′
0
∼= sl(2), using representation theory of
sl(2), one can see that v− is also a generator of U(g
′
0)vℓ,λ. Furthermore, since vℓ,λ is a generator of
D(ℓ, λ) and vℓ,λ ∈ U(g
′
0)v−, then v− is also a generator of D(ℓ, λ).
Secondly, we show that v− satisfies the relations (5.2). Since [y3, y2] = 0, then y3(c)v− =
y3(c)y
λ2
2 vℓ,λ = y
λ2
2 y3(c)vℓ,λ for all c ∈ Z≥0. Now, using representation theory of sl(2) (cf. proof of
Proposition 3.5), one can see that yλ22 y3(c)vℓ,λ = 0 for all c ∈ Z≥0. Similarly, since [x1, y2] = 0,
then x1(b)v− = x1(b)y
λ2
2 v− = y
λ2
2 x1(b)vℓ,λ for all b ∈ Z≥0. Now, using representation theory of
sl(2) (cf. proof of Proposition 3.5), one can see that yλ22 x1(b)vℓ,λ = 0 for all b ∈ Z≥0. Moreover,
y2(a)v− = y2(a)y
λ2
2 vℓ,λ, and using representation theory of sl(2)[t] (cf. [CP01, Section 6]), one can
see that y2(a)y
λ2
2 vℓ,λ = 0 for all a ∈ Z≥0. This shows that n
−[t]v− = 0.
Next, we verify that h(r)v− = δr,0µ(h)v− for all h ∈ h and r ∈ Z≥0. Since [h1, y2] = −y2,
then h1(r)v− = h1(r)y
λ2
2 vℓ,λ = y
λ2
2 h1(r)vℓ,λ − λ2y2(r)y
λ2−1
2 vℓ,λ. Now, using representation theory
of sl(2)[t], we see that yλ22 h1(r)vℓ,λ − λ2y2(r)y
λ2−1
2 vℓ,λ = δ0,r(λ1 − λ2)y
λ2
2 vℓ,λ = δ0,rµ(h1)v− for
all r ∈ Z≥0. Similarly, since [h2, y2] = −2y2, then h2(r)v− = h2(r)y
λ2
2 vℓ,λ = y
λ2
2 h2(r)vℓ,λ −
2λ2y2(r)y
λ2−1
2 vℓ,λ. Representation theory of sl(2)[t], implies that y
λ2
2 h2(r)vℓ,λ−2λ2y2(r)y
λ2−1
2 vℓ,λ =
−δ0,rλ2y
λ2
2 vℓ,λ = δ0,rµ(h2)v− for all r ∈ Z≥0.
Finally, we prove that x2(r)
max{0,λ2−ℓr}+1v− = 0 for all r ∈ Z≥0. First, recall from Corol-
lary 4.14(b) and Proposition 5.2 that the g′0[t]-submodule U(g
′
0[t])vℓ,λ ⊆ D(ℓ, λ) is isomorphic to
the Chari-Venkatesh sl(2)[t]-module associated to the partition (ℓq−1, m). Hence, by [CV15, The-
orem 2], the g′0[t]-submodule U(g
′
0[t])vℓ,λ is isomorphic to the Demazure sl(2)[t]-module associated
to (ℓ, λ2). Now, the relation x2(r)
max{0,λ2−ℓr}+1v− = 0 follows from [FL07, Theorem 1] (which is
the analog of this proposition for simply-laced Lie algebras, in particular, sl(2)).
Notice that, so far, we have proved that D(ℓ, λ) is a quotient of the cyclic g[t]-module D−
generated by a cyclic vector v− satisfying (5.2). To finish the proof, notice that a similar argument
would show that xλ22 v− ∈ D
′ satisfies the defining relations (5.1) of vℓ,λ, thus proving that D− is
also a quotient of D(ℓ, λ). 
5.2. Truncated local Weyl modules. In this last subsection, we study analogs of the so-called
truncated local Weyl modules, that have been defined for Lie algebras of the form l⊗C[t]/〈tn〉 where
l is a finite-dimensional simple Lie algebra and n ∈ Z>0 (see [FMM19] and the references therein).
These modules have shown to be important for their applications, for instance, to a conjecture on
Schur positivity of symmetric functions stated in [CFS14].
Definition 5.5. Given λ ∈ P+ and N ∈ Z≥0, define the truncated local Weyl module W (λ,N) to
be the quotient of U(g[t]) by the left ideal generated by
n+[t], h(r)− λ(h)δr,0, y
λ2+1
2 , g⊗ t
N
C[t], for all h ∈ h, r ∈ Z≥0. (5.3)
Notice thatW (λ,N) is generated by the image of 1 ∈ U(g[t]) ontoW (λ,N), which is a homogeneous
even vector and which we denote by wλ,N .
As in the Demazure-type modules we also can describe truncated local Weyl modules in terms
of fusion products of generalized Kac modules.
Proposition 5.6. Let λ = (λ1, λ2) ∈ P
+ and N ∈ Z≥0. Let λ2 = qN + m, 0 ≤ m < N , be
the Euclidean division of λ2 by N . For every κ1, . . . , κN ∈ C such that κ1 + · · · + κN = λ1 and
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pairwise-distinct z1, . . . , zN ∈ C, we have an isomorphism of g[t]-modules:
W (λ,N) ∼= K(κ1, q)
z1 ∗ · · · ∗K(κN−m, q)
zN−m ∗K(κN−m+1, q + 1)
zN−m+1 ∗ · · · ∗K(κN , q + 1)
zN .
Proof. By Theorem 4.12, it suffices to prove thatW (λ,N) is isomorphic to V (ξ), for ξ = (λ1; ξ) and
ξ = (q + 1m, qN−m). It is clear that W (λ,N) is a quotient of W (λ). Moreover, using Remark 3.7,
one can check that V (ξ) is a quotient of W (λ,N). Therefore, it suffices to show that wλ,N satisfies
the extra relations (4.1) of V (ξ), for ξ = (λ1; ξ) and ξ = (q + 1
m, qN−m). In light of Lemma 4.3(b),
it suffices to prove that, for every r ≤ q and s > (N − 1)r, we have y2(r, s)vξ = 0. Now, using
Lemma 4.3(c), it suffices to prove that if b0 + · · · + bs = r, r ≤ q, b1 + 2b2 + · · · + sbs = s and
s > (N − 1)r, then there exists p ≥ N such that bp 6= 0. If bp = 0 for all p ≥ N , then
(N − 1)r < s = b1 + 2b2 + · · ·+ (N − 1)bN−1 ≤ (N − 1)r,
as bp ≤ r for all p ∈ {0, . . . , r}. This is a contradiction, and thus the result follows. 
The following corollary is consequence of the previous isomorphism and the proof is similar to
that of Corollary 5.3.
Corollary 5.7. Let λ = (λ1, λ2) ∈ P
+ and N ∈ Z≥0. Let λ2 = qN + m, 0 ≤ m < N , be the
Euclidean division of λ2 by N .
(a) If N ≥ λ2, then W (λ,N) ∼=W (λ).
(b) If N < λ2, then dimW (λ,N) = 4
NqN−m(q + 1)m.
(c) If N < λ2, then chW (λ,N) = e
(λ1,0) (ch Λ(g−1))
N
(e(0,1)−e(0,−1))
N
(
e(0, q) − e(0,−q)
)N−m (
e(0, q−1) − e(0, 1−q)
)m
.
Notice that, since
(
g⊗ tNC[t]
)
W (λ,N) = 0, then W (λ,N) admits a structure of g⊗C[t]/〈tN 〉-
module. And conversely, every g ⊗ C[t]/〈tN 〉-module V admits a structure of g[t]-module where(
g⊗ tNC[t]
)
V = 0. We close the paper with a result characterizing truncated local Weyl modules
as universal objects within a certain category of g⊗C[t]/〈tN 〉-modules. Compare it with [CFK10,
Section 3], [CLS19, Proposition 4.13] and [BCM19, Proposition 8.2].
Proposition 5.8. Let λ ∈ P+ and N ∈ Z≥0. If V is a finite-dimensional graded highest-weight g⊗
C[t]/〈tN 〉-module generated by a highest-weight vector v+ of weight λ, then there exists a surjective
homomorphism of g[t]-modules:
W (λ,N)։ V satisfying wλ,N 7→ v+.
Proof. This proof is similar to the proof of [CLS19, Proposition 4.13]. 
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