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Introduction
Nowadays, a huge amount of digital texts is produced daily in Internet media. In many cases, the originality and credibility of this information is questionable. In addition, information about the authors of texts may be missing or hidden behind aliases. It is, therefore, essential to attempt to estimate credibility of texts and unmask author information in order to avoid social media misuse, enhance cyber-security, and enable digital text forensics. PAN is an evaluation lab dedicated to study originality (is this information new or re-used?), trust (can we trust this information?), and authorship (who wrote this?) of digital texts. Several shared tasks have been organized during the last 10 years covering many aspects of this field. PAN 2018 follows the trend of recent years and focuses on authorship analysis exclusively. This research area attempts to reveal information about the authors of texts based mainly on their stylistic preferences. Every author has her unique characteristics (stylistic fingerprint) but she also shares some properties with other people of similar background (age, gender, education, etc.) It is quite challenging to define or measure both personal style (for each individual author) and collective style (males, females, young people, old people, etc.). In addition, it remains unclear what one should modify in her texts in order to attempt to hide her identity or to mimic the style of another author. This edition of PAN deals with these challenging issues.
Author identification puts emphasis on the personal style of individual authors. The most common task is authorship attribution where there is a set of candidate authors (suspects), with samples of their texts, and one of them is selected as the most likely author of a text of disputed authorship [31] . This can be a closed-set (one of the suspects is surely the true author) or an open-set (the true author may not be among the suspects) attribution case. This edition of PAN focuses on closed-set cross-domain authorship attribution, that is, when the texts unquestionably written by the suspects and the texts of disputed authorship belong to different domains. This is a realistic scenario suitable for several applications. For example, imagine the case of a crime novel published anonymously when all candidate authors have only published fantasy novels [13] or a disputed tweet when the available texts written by the suspects are newspaper articles. To be able to control the domain of texts, we turned to so-called fanfiction [11] . This term refers to the large body of contemporary fiction that is nowadays created by non-professional authors ('fans'), who write in the tradition of a well-known source work, such as the Harry Potter series by J.K. Rowling, that is sometimes called the 'canon'. These writings or 'fics' within such a 'fandom' heavily borrow characters, motives, settings, etc. from the source fandom. Fanfiction provides excellent material to study cross-domain authorship attribution since most fans are active in multiple fandoms.
Another important dimension in author identification is to intrinsically analyse a document, possibly written by multiple authors and identify the contribution of each co-author. The previous edition of PAN aimed to find the exact border positions within a document where the authorship changes. Taking the respective results into account which have shown that the problem is quite hard [39] , we substantially relaxed the task this year and broke it down to the simple question: Given a document, are there any style changes or not? An alternative formulation would thus be to solely predict whether a document is written by a single author or by multiple collaborators, whereby it is irrelevant to the task to identify the exact border positions between authors. While the evaluation of the two preceding tasks relied on the Webis-TRC-12 data set [21] , we created a novel data set by utilizing the StackExchange network 1 . Containing millions of publicly available questions and answers regarding several topics and subtopics, it represents a rich source which we exploited to build a comprehensive, but still realistic data set for the style change detection task.
When the collective style of groups of authors is considered, author profiling attempts to predict demographic and social characteristics, like age, gender, education, and personality traits. It is a research area associated with important applications in social media analytics and marketing as well as cyber forensics. In this edition of PAN, for the first time, multimodal information is considered. Both texts and images posted by social media users are used to predict their gender.
Finally, author obfuscation views authorship analysis from a different perspective. Given that author identification tools are available and are able to recognize the similarity within a set of texts of a certain author, the task examines what should be changed in one of these texts, maintaining its meaning, so that the author identification tools are confused. This task is strongly associated with maintaining privacy in online texts to ensure that anyone can freely express her opinion, even in countries and conditions where freedom of speech is restricted.
Previous Work
Two previous editions of PAN included shared tasks in authorship attribution [1, 12] . However, they only examined the case where both training and test documents belong to the same domain. A relatively limited number of cross-domain authorship attribution studies has been published in the last decade. Most frequently, emphasis is put on crosstopic conditions using novels, journalistic texts, or scientific books belonging to clearly distinguished thematic areas [16, 32, 30, 33] . Another trend is to examine cross-genre conditions using mainly literature works or social media texts (aiming to link accounts by the same user in different social networks) [14, 17] . Novels in English and Spanish have also been used in the extreme case of cross-language authorship attribution [3] . To the best of our knowledge, so far there is no authorship attribution study focusing on fanfiction in cross-domain conditions.
With respect to intrinsic analyses of texts, PAN included several shared tasks in the last years. Starting from intrinsic plagiarism detection [19] , the focus went from clustering authors wihin documents [35] to the detection of positions where the style, i.e., the authorship, changes [39] . Nevertheless, especially for the latter tasks the performances of submitted approaches were inferior to what was expected or even to simple baselines (e.g., [6] ). Thereby approaches utilized typical stylometric features such as bags of character n-grams, frequencies of function words and other lexcial metrics, processed by algorithms operating on top to detect outliers (e.g., [28] ). In general, only few approaches target a segmentation by other criteria than topic, i.e., especially by authors (e.g., [8, 7, 38] ). With respect to the proposed style change detection task at PAN'18, i.e., to solely separate single-authored documents from multi-authored ones, no prior studies exist to the best of our knowledge.
In all previous editions of PAN, author profiling tasks focused on textual information exclusively aiming at recognizing specific demographic and social characteristics, like age, gender, native language, and personality traits of authors [25, 23, 22, 27, 26] . Most of the author profiling corpora are based on online texts, like blogs, tweets, reviews, etc.
Regarding author masking, this is the third time this task has been offered in a row [9, 20] . Given the significant challenge this task offers because of the need to paraphrase a given text under the constraint to change its writing style sufficiently, we have not changed it much compared to previous years, but have kept it as is so that new submissions are immediately comparable to those of previous years: With two additional submissions this year, the total number of automatic obfuscation approaches aiming at masking authors are now up to a total of 9 submission. Instead of changing the task, we continue to investigate new ways of evaluating and measuring the performance of obfuscation approaches, which, too, provides for an excellent challenge.
3 Author Identification
Cross-domain Authorship Attribution
Fanfiction presents an interesting benchmark case for computational authorship identification. Most of the fanfiction is nowadays produced on online platforms (such as fanfiction.net or archiveofourown.org) that are not strongly moderated, so that they accurately reflect an author's individual style. Interestingly, many fans are moreover active across different fandoms a fact that facilitate the study of authorship attribution in cross-domain conditions. Because of the explicit intertextuality (i.e. borrowings from the original canon), it can be anticipated that the style and content of the original canons have a strong influence on the fanfics, because these often aim to imitate the style of the canon's original authors. Fanfiction thus allows for exciting authorship research: do fanfiction authors generally succeed in imitating the author's stylome or does their individual fingerprint still show in the style of their fics?
Closed-set authorship attribution attempts to identify the most likely author of a text. Given a sample of reference documents from a restricted and finite set of candidate authors, the task is to determine the most likely author of a previously unseen document of unknown authorship. This task becomes quite challenging when documents of known and unknown authorship come from different domains (e.g., thematic area, genre), i.e., cross-domain authorship attribution. In this edition of PAN all documents of unknown authorship are fics of the same fandom (target fandom) while the documents of known authorship by the candidate authors are fics of several fandoms (other than the target-fandom). This can be more accurately described as cross-fandom attribution in fanfiction. The participants are asked to prepare a method that can handle multiple cross-fandom attribution problems. t In more detail, a cross-domain authorship attribution problem is a tuple (A, K, U ), where A is the set of candidate authors, K is the set of reference (known authorship) texts, and U is the set of unknown authorship texts. For each candidate author a ∈ A, we are given K a ⊂ K, a set of texts unquestionably written by a. Each text in U should be assigned to exactly one a ∈ A. From a text categorization point of view, K is the training corpus and U is the test corpus. Let D K be the set of fandoms of texts in K. Then, all texts in U belong to a single (target)
Corpora For this edition of PAN, we have collected a large number of fanfics and their associated metadata from the authoritative community platform Archive of Our Own, a project of the Organization for Transformative Works ( 2 ). We limited our initial selection to fanfics in English (en), French (fr), Italian (it), Polish (pl), and Spanish (sp) that counted at least 500 tokens, according to the platform's own internal word count. Across all datasets, 'Harry Potter -J. K. Rowling' was typically the most frequent fandom. We therefore selected fanfics from this fandom as the target domain of all attribution problems. Only authors were admitted who contributed at least 7 texts to the non-target fandoms and at least 1 text to the target fandom. For each language we constructed two separate datasets: a development set that participants could use to calibrate their system and an evaluation set on which the competing systems were eventually evaluated. Crucially, there was no overlap in authors between the development set and the test set (to discourage systems from overfitting on the characteristics of specific authors in the development set). To maximize the comparability of the data sets across languages, we randomly sampled 20 authors for each language and exactly 7 training texts from the non-target fandoms from their entire oeuvre. No sampling was carried out in the test material so that the number of test texts varies per author or problem. No texts shorter than 500 tokens were included and to normalize the length of longer fics, we only included the middle 1,000 tokens of texts that were longer than 1,000 tokens. Tokenization was done using NLTK's 'WordPunct-Tokenizer' [2] ; our scripts heavily used the scikit-learn library [18] . The word count statistics are presented in the overview table below ( Table 1) . All texts were encoded as plain text (UTF8). To investigate the effect of the number of authors in an attribution problem, we provide several (downsampled) versions, containing random subsets of 5, 10, 15 and 20 authors respectively. For the early-bird evaluation, we only considered the problems of maximal number of authors (20) for each language.
Evaluation Framework Given that we deal with a closed-set classification task and the fact that the evaluation dataset is not equally distributed over the candidate authors, we decided to use the macro-averaged F1 score as an evaluation measure. Given an authorship attribution problem, for each candidate author recall and precision of the provided answers are calculated and a F1 score is provided. Then, the average F1 score over all candidate authors is used to estimate the performance of submissions for that attribution problem. Finally, submissions are ranked according to their mean macroaveraged F1 score over all available attribution problems.
To estimate the difficulty of a cross-domain authorship attribution problem and provide a challenging baseline for participants, we developed a simple but quite effective approach [30, 29, 33] . This method is based on character n-gram features and a support As shown in previous work, this simple model can be very effective in cross-domain conditions given that the number of features is appropriately defined for each specific attribution problem [32] . However, in this shared task, we use a simple version where the cutoff frequency threshold (i.e., practically, this defines the number of features) is the same (5) for any attribution problem. This approach is called PAN18-BASELINE in the rest of this paper. A Python implementation of this approach has been released to enable participants experiment with its possible variations.
Evaluation Results
We received 11 submissions from research teams from several countries (Austria, Brazil, Germany, Iran (2), Israel (2), Mexico, the Netherlands, Spain, and Switzerland). All software submissions were deployed and evaluated in TIRA experimentation framework. Each submission had to analyse all attribution problems included in the evaluation corpus and it was given information about the language of the texts of each problem. Table 2 presents the mean macro-averaged F1 scores for all participants in the whole evaluation dataset and for the subset of problems in each of the five available languages.
As can be seen, 6 submissions were able to surpass the baseline, another one was very close to it and 4 submissions were clearly below it. The overall top-performing submission by Custódio & Paraboni was also the most effective one for French and especially Spanish (with a remarkable difference from the second-best approach). Moreover, the method of Halvani & Graner achieved quite remarkable results for Italian in comparison to the rest of submissions. The most difficult cases appear to be the Polish ones while the highest average results are obtained for English and Spanish. With respect to the total runtime cost of the submitted approaches, in general, the top-performing methods are also relatively fast. On the contrary, most of the methods that perform significantly lower than the baseline are also the least efficient ones. Table 3 shows the performance (macro-averaged F1 score) of the submitted methods for a varying candidate set size (from 20 authors to 5 authors). Apparently, the overall top-performing method of Custódio & Paraboni remains the most effective one for each of the examined candidate set sizes. In most cases, the ranking of participants is very similar to their overall ranking. It's also remarkable that the PAN18-BASELINE is especially effective when there are only a few (5) authors. In general, the performance of submissions improves when the candidate set becomes shorter. However, it seems that the best-performing approaches are less accurate in problems with 5 candidate authors in comparison to problems with 10 authors.
The winning method of Custódio and Paraboni [15] is an ensemble of three simple authorship attribution approaches based on character and word n-gram features and a distorted version of texts [33] . In each attribution, the most likely model is selected. The success of this approach provides evidence that the combination of several independent attribution methods is a very promising direction. Similar conclusions were drawn in previous shared tasks on author verification [34] . The second-best method according to the overall ranking is a variation of the PAN18-BASELINE that uses dynamic adaptation of parameter values for each attribution problem separately. The third-best submission is based on text compression. Apparently, methods using simple and languageindependent features are more effective in this task in comparison to more sophisticated approaches based on linguistic analysis and deep learning. A more comprehensive review of submitted methods is included in the task overview paper [15] .
Style Change Detection
The style change detection task at PAN 2018 attaches to a series of subtasks of previous PAN events that focused on intrinsic characteristics of text documents [19, 35, 39] . Considering the relatively low accuracies achieved by participants of those tasks we therefore proposed a substantially simplified task at PAN 2018 while still beeing a continuation of the previous year's style breach detection task: Given a text document, participants should apply intrinsic analyses to decide whether it is written by one or more authors, i.e., if there exist any style changes or not. With respect to the intendend Problems  1  2  3  Problems 1  2  3  Problems  1  2  3   bicycles  160  80  47  33  82  41  28  13  70  35  27  8  christianity  358  179 107 72  176  88 48  40  172  86  45  41  gaming  178  89  47  42  86  43  23  20  78  39  21  18  history  354  177 104 73  178  89 54  35  170  85  46  39  islam  166  83  49  34  86  43  31  12  72  36 task simplification, it was thereby irrelevant to identify the number of style changes, the specific positions, or to build clusters of authors.
Evaluation Data To evaluate the approaches, three distinct data sets for training, validation and testing have been created using an approximate 50/25/25 split, whereby the solutions for the first two were provided. All data set are based on user posts from 15 heterogeneous sites of the Q&A network StackExchange 3 , covering different topics (e.g., programming, politics, sports or religion) and subtopics (e.g., law, economy or european union for the politics topic). Using the questions and answers of users belonging to the same topic and subtopic, the final documents have been assembled by varying the following parameters:
number of style changes (including 0 for single-authored documents) number of collaborating authors (1-3) document length (300-1000 tokens) allow changes only at the end or within paragraphs uniform or random distribution of changes with respect to segment lengths An overview of the dataset showing the number of problems per topic, i.e., Stack-Exchange site, is depicted in Table 4 . In total 2980 training, 1492 validation and 1352 test documents have been created, whereby each text consists of the same topic/subtopic and thus making the task single-genre and single-topic. Finally, for each data set and topic the number of single-authored documents is equal to the number of multi-authored documents, resulting in a 50% accuracy baseline for random guessing. A detailed description of the data set and the creation thereof is presented in the respective task overview paper [15] .
Results This year, six teams participated in the style change detection task, whereby five of them submitted their software to TIRA. The performance was thereby measured by computing the accuracy of correct predictions.
At a glance, most approaches applied a binary classification based on different more or less complex models computed from stylometric features, and only one approach used an algorithmic method based on similarity measures. The best performing approach by Zlatkova et al. utilizes a stacking technique to combine an ensemble of multiple learners. Using several feature groups (e.g., including word n-grams and typcial beginnings and endings), they at first build four different classifiers (i.e., an SVM, Random Forest, AdaBoost Trees and a multilayer perceptron) for each group to compute weighted models. Finally, a logistic regression combines these models together with a tf-idf-based gradient boosting approach to predict the final output. Safin and Ogaltsov also rely on an ensemble of three classifiers trained from common text statistics like number of sentences or punctuation frequencies, character n-grams and word n-grams. The final prediction is then calculated by a weighted sum of the classifier predictions, whereby the weightings have been tuned during preliminary experiments.
The approaches by Hosseinia et al. and Schaetti make use of different neural networks. Hosseinia et al. use two parallel recurrent neural networks (RNN) solely based on features extracted from the grammatical structure, i.e., the parse tree of sentences. To predict the appearance of style changes, they reverse the sentence order of a document, compute the respective parse tree features and integrate several similarity measures in their fusion layer to compare the reverse-order features with the original ones. On the other hand, Schaetti utilizes a character-based convolutional neural network (CNN) with three convolutional layers and 25 filters each, which does the final classification using a binary, linear layer. To train the network with more examples, the original training corpus was artificially extended by approximately a factor of 10 by sampling new documents from the available training corpus.
Finally, Khan used an algorithmic approach that at first splits a document into single sentences, builds groups thereof and computes simple word-based features. Using a sliding window technique, two consecutive sentence groups are then compared by calculating a matching score, whereby a tuned threshold determines the existence of a style change.
To be able to compare the results, three baselines have been used: (i) rnd1-BASELINE is simply guessing, (ii) rnd2-BASELINE uses a slightly enhanced guessing technique by incorporating the statistics of the training/validation datasets, which reveal that longer documents are a bit more likely to be multi-authored, and (iii) C99-BASELINE utilizes the C99 text segmentation algorithm [4] by predicting style changes if C99 found more than one segment and no changes in case it yielded only a single segment.
The final results of the five submitting teams are presented in Table 5 . Zlatkova et al. could achieve the significantly best accuracy by predicting correctly 89% of all documents across all topics and subtopics. Moreover, all approaches could outperform all baselines. With respect to the runtime the two best performing approaches also needed significantly more time (due to the ensemble techniques and parse tree generation, respectively), compared to the other participants who could produce predictions within Table 5 . Evaluation results of the style change detection task.
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Accuracy Runtime 
Author Profiling
The objective of author profiling is to classify authors depending on their sociolect aspect, that is, how language is shared by people. This may allow to identify personal traits such as age, gender, native language, language variety or personality type. The interest in author profiling can be seen in the number of participants in this shared task over the last years 4 , as well as the number of investigations in the field 5 . Its importance relies on the possibility of improving marketing segmentation, security or forensics. For example, using the language as evidence to detect possible cases of abuse or harassing messages, and then to profile the authors. The Author Profiling shared task at PAN 2018 focuses on the following aspects:
-Gender identification. As in previous editions, the task addresses gender identification, but from a new multimodal perspective. -Multimodality. Besides textual data, images can be used to profile the authors. This multimodal perspective allows to investigate whether images can help to improve gender identification beyond considering only textual features. -Multilinguality. Data is provided in Arabic, English and Spanish.
-Twitter. Data was collected from Twitter, where its idiosyncratic characteristics may show the daily real use of the language. 4 In the six editions of the author profiling shared task we have had respectively 21 (2013: age and gender identification [25] ), 10 (2014: age and gender identification in different genre social media [23] ), 22 (2015: age and gender identification and personality recognition in Twitter [22] ), 22 (2016: cross-genre age and gender identification [27] ), 22 (2017: gender and language variety identification [26] , and 23 (2018: multimodal gender identification [24] ) participating teams. 5 The search of "author profiling" raises 1,560 results in Google Scholar: https://scholar.google.es/scholar?q="author+profiling"
Evaluation Framework
To build the PAN-AP-2018 corpus we have used a subset from the PAN-AP-2017 corpus in Arabic, English and Spanish. For each author, we tried to collect all the images shared in her timeline. Since some authors did not share images (other users closed their accounts), the PAN-AP-2018 corpus contains the subset of authors from the PAN-AP-2017 corpus that still exist and have shared at least 10 images. In Table 6 the corpus figures are shown. The corpus is completely balanced per gender and each author is composed of exactly 100 tweets. The participants were asked to send three predictions per author (namely modalities), by using: a) a textual-based approach; b) an image-based approach; c) a combination of both approaches. The participants were allowed to approach the task in any language and to use any of these three approaches, although we encouraged them to participate in all languages and modalities 6 .
The accuracy has been used for evaluation. For each language, we obtain the accuracy for each modality. The accuracy obtained with the combined approach has been selected as the accuracy for the given language. If the author only used the textual approach, this accuracy has been used. The final ranking has been calculated as the average accuracy per language, as shown in the following equation: ranking = gender ar + variety en + gender es 3 (1)
Results
This year 23 have been the teams who participated in the shared task. In Table 7 the overall performance per language and user's ranking are shown. The best results have been obtained in English (85.84%), followed by Spanish (82%) and Arabic (81.80%).
As can be observed, all of them are over 80% of accuracy and most of the systems over 70% of accuracy. The overall best result (81.98%) has been obtained by the authors in [36] . They have approached the task with deep neural networks. For textual processing, they used word embeddings from a stream of tweets with FastText skip-grams and trained a Recurrent Neural Network. For images, they used a pre-trained Convolutional Neural Network.
They combined both approaches with fusion component. The authors in [5] have obtained the second best result on average (81.70%) by approaching the task only from the textual perspective. They used SVM with different types of word and character ngrams. The third best overall result (80.68%) has been obtained by the authors in [37] . They used SVM with combinations of word and character n-grams for texts and a variant of the Bag of Visual Words for images, combining both predictions with a convex linear combination. Nevertheless, there is no statistical significance among the three of them. With respect to the different languages, the best results have been obtained by the same authors. For instance, the best result in Arabic (81.80%) has been obtained by the authors in [37] , the best ones in English (85.84%) by the authors in [36] , and the best ones in Spanish (82%) by the authors in [5] . It is worth to mention that the only result that is significantly higher is the one obtained in English (85.84%). Table 7 . Accuracy per language and global ranking as average per language.
Ranking Team
Arabic English Spanish Average In Table 8 the best results per language and modality are shown. Results obtained with the textual approach are higher than the ones obtained with images, although very similar in case of English. It should be highlighted that the best results where obtained by combining texts and images, especially in the case of English where the improvement is higher. A more in-depth analysis of the results and the different approaches can be found in [24] . 
Author Obfuscation
The author obfuscation task at PAN 2018 focuses on author masking, which can be viewed as an attack to existing authorship verification technology. More specifically, given a pair of texts written by the same author, the task is to change the style of one of these texts so that verification algorithms are led astray and cannot detect the unique authorship anymore. Pan 2018 features the third edition of this task, whose specification follows the evaluation framework of the two previous editions [20, 9] . In order to be self-contained, the following paragraphs will repeat basic information of both the data and the setup.
Evaluation Datasets
The evaluation data consist of the English portion of the combined datasets of the PAN 2013-2015 authorship verification tasks, separated by training datasets and test datasets. The datasets cover a broad range of genres: excerpts from computer science textbooks, essays from language learners, excerpts from horror fiction novels, and dialog lines from plays. As usual, the (combined) training dataset was handed out to participants, while the (combined) test dataset was held back, being accessible only via the TIRA experimentation platform. The test dataset contains a total of 464 problem instances, each consisting of a to-be-obfuscated text and one or more other texts from the same author. The approaches submitted by participants were supposed to process each problem instance and to return for each of the to-be-obfuscated texts a paraphrased version. The paraphrasing procedure was allowed to exploit the other texts from the same author in order to learn about potential style modifications that may render the writing styles of the two texts dissimilar.
Performance Measures
To measure an algorithmically achieved obfuscation performance we propose to distinguish the following three orthogonal dimensions. We call an obfuscation (similarly: an obfuscation software)
-safe, if the obfuscated text cannot be attributed to the original authors, -sound, if the obfuscated text is textually entailed by the original text, and -sensible, if the obfuscated text is well-formed and inconspicuous.
From these dimensions the safety can be automatically calculated using the TIRA versions of 44 authorship verification approaches that are at our disposal: in this regard, we count the number of cases for which a true positive prediction of an authorship verifier is flipped to a false negative prediction after having applied the to-be-evaluated obfuscator. This is repeated for all 44 state-of-the-art verifiers.
With the current state of the art the soundness and the sensibleness of an author obfuscation approach can hardly assessed automatically; the values for these dimensions are hence based on human judgment (our as well as peer-review judgements). For this purpose, we grade a selection on a Likert scale of 1-5 with regard to sensibleness, and on 3-point scale with regard to soundness.
Results
We received 2 submissions for the author obfuscation task in addition to the 7 from the previous two years. A detailed evaluation of the results of these methods together with baselines (submissions from previous two years) is still underway at the time of writing this paper, since it requires the re-execution of the 44 authorship verifiers that have been submitted to the PAN authorship verification tasks. Evaluation results and analysis will be included in the task overview paper [10] .
Summary
PAN 2018 shared tasks attracted a relatively large number of participants (41 submissions in total for all the tasks), comparable to previous editions of this evaluation lab. This demonstrates that there is a large and active research community in digital text forensics and PAN has become the main forum of this community. New datasets were built to support the PAN 2018 shared tasks covering several languages. One more year we required software submissions and all participant methods were evaluated in TIRA, ensuring replicability of results and facilitating the re-evaluation of these approaches using other datasets in the future.
Fanfiction texts provide an excellent material for evaluating authorship analysis methods. Focusing on cross-domain authorship attribution we were able to study how differences in fandom affect the effectiveness of attribution techniques. In general, submissions that do not require a deep linguistic analysis of texts were found to be both the most effective and the most efficient ones for this task. Heterogeneous ensembles of simple base methods and compression models outperformed more sophisticated approaches based on deep learning. Furthermore, the candidate set size is inversely correlated with the attribution accuracy especially when more than 10 authors are considered.
With the relaxation of the style change detection task at PAN 2018 we achieved to not only attract more participants, but also to significantly improve the performances of the submitted approaches. On a novel data set created from a popular Q&A network containing more than 4,000 problems, all participants achieved to surpass all provided baselines significantly by applying various techniques from machine learning ensembles to deep learning. Achieved accuracies of up to nearly 90% over the whole data set represent a good starting point to further develop and tighten the style change detection task in future PAN editions.
Author profiling was for another edition of PAN the most popular task with 23 submissions. The combination of information coming from texts and images posted by social media users seems to slightly improve the results of gender recognition. It is also notable that textual information and images when considered separately achieve comparable results. It remains to be seen whether they can be combined more effectively.
A key conclusion for author masking so far is that the task continues to be of interest to the community, albeit, it cannot compete in terms of number of participants with the other tasks. This is by no means to the detriment of the task, since we believe that the detection and prediction tasks of PAN can only truly be appreciated if the risks posed by an adversary are taken into account. In this regard, each of the aforementioned tasks have the potential of being attacked in the future, either by well-equipped individuals, or even at large by initiatives to subvert online surveillance. In this regard, we plan on recasting the obfuscation task next year, making it a bit easier to participate, yet extending its reach to other tasks.
