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A normal basis in GF(qm) is a basis of the form {a p9, fig’, . . . , flqm-‘], i.e., a basis of con- 
jugate elements in the field. In GF(2’“) squaring with respect o a normal basis representation 
becomes imply a cyclic shift of the vector. For hardware design this is one of the very attractive 
features of these bases. Multiplication with respect o a normal basis can be defined in terms of 
a certain bilinear form. Define the complexity of the normal basis to be the number of nonzero 
terms in this form. Again, for hardware design, it is important to find normal bases with low com- 
plexity. In this paper we investigate low complexity normal bases, give a construction for such 
bases and apply it to a number of cases of interest. 
1. Introduction 
Many coding, cryptographic and signal processing techniques require implemen- 
tation of finite field arithmetic. The realization of arithmetic operations in these 
structures, in either hardware or software, can often be made more efficient by an 
astute choice of field representation and operational algorithm. An interesting ex- 
ample of this is the use of a dual basis to achieve an efficient bit serial hardware 
multiplier for use in Reed-Solomon encoders [2]. The problem is particularly impor- 
tant in the design of integrated circuit chips for multiplication in large finite fields 
where the simplicity of the algorithm and the minimization of the number of cell 
interconnections is crucial for a successful design. The particular application of in- 
terest is discrete xponentiation i fields of characteristic two for application in data 
encipherment and public key distribution. 
Such practical constraints are often translated into interesting mathematical prob- 
lems. This paper examines one such problem that arose out of the Massey-Omura 
multiplication scheme using normal bases [l 11. The problem involves the construc- 
tion of normal bases with certain properties. It is described in the remainder of this 
section and the known results on it are reviewed. Generalizations of these results are 
given in the following sections and other aspects of the problem are also considered. 
Let A={cx~,~~,,..., CI,_~} be a basis of V,(q), the vector space of GF(q”) over 
GF(q). A is a polynomial basis if Cri= (ri and a normal basis if cci = (rq’, i= 0, 1, . . . , 
n - 1, for some element aE GF(q). If A is a normal basis, then ai=& will 
sometimes be referred to as basis element i, but only in cases where this terminology 
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is unambiguous with respect o which normal basis we are referring to. If B is 
another basis {&&, . . ..pn-i) and T(w) is the trace function of GF(q”) over 
GF(q), then B is called the dual basis of A if T(a;flj)=Gii, the Kronecker delta 
function. Every basis has a unique dual basis [IO]. If T(o,a$ =a,, A is called a 
self-dual basis which will exist [15] iff (i) q is even or (ii) both q and n are odd. A 
is called a trace orthogonal basis if T(oiQj) = 0, i# j and T(cr’) #0 and such a basis 
always exists for V,(q). 
Normal bases are particularly interesting and it is known that such a basis always 
exists for V,(q). In fact a primitive normal basis (all elements of the basis are 
primitive) always exists [3,5,9]. The dual of a normal basis is also normal and when 
the number of distinct normal bases is odd, such a self-dual normal basis exists. The 
existence of self-dual normal bases is completely determined, namely they exist over 
GF(q) iff n is odd or n E 2(mod 4) and q is even. 
Interest in normal bases tems in part from the following multiplication algorithm 
of Massey and Omura [ll].,Let N={p,P’,..., /?‘“-‘} be a normal basis of GF(2”) 
over GF(2) and let fli=p”, i=O, l,..., n - 1. An element ae GF(2”) with the 
representation 
n-l 
a = C ai& 
i=o 
is identified with the vector a=(ao,al, . . . . a,,_,) and it is noted that a2 has the 
representation (a, _ ,, a,, al, . . . , a,l _ 2). If 
II-1 
b= C 17ipi 
i=o 
and c=ab=(co,c,, .. . . c,_,) with respect o the basis N, then there exist LiieGF(2) 
such that 
n-l n-l 
Ck= C C Aij&.+kbj+k, k=O,l,...,n-1, 
i=O j=O 
where the subscripts on a and b are taken modulo n. Thus co =aAbT, A = (A,), bT is 
the transpose of 6, and the remaining coefficients of c can be found using the same 
matrix but with a and b cyclically shifted. In terms of hardware, the circuit to com- 
pute co also computes ck if the registers holding a and b are cyclically shifted k 
positions to the left. 
Define the quantity 
C,= I{(i,j)I&#O, Ori,jIn-111, 
which will be referred to as the complexity of multiplication with respect to the basis 
N. For the proofs of results which follow we find it useful to define the following 
O-l matrix associated with the basis N: 
T = [Q] where fu = A(_j)(i_j) s
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It is easy to see that the number of ones in the matrix T is equal to C,. Mow, 
observe that 
Thus, we see that the number of ones in row I of the matrix T (which will henceforth 
be called the T-matrix) is equal to the number of nonzero terms in the basis 
representation of basis element I multiplied by basis element 0. This important fact 
will be used in the sequel whenever we wish to evaluate the complexity of a normal 
basis IV. 
Clearly C& n2 and it has recently been shown that [13] CNr2n - 1. In the 
design of an integrated circuit to implement the multiplication, each nonzero ele- 
ment of A corresponds to a cell connection and it is important to find bases of low 
Table 1. Normal basis search results. 
n # normal bases min C, max C, 
2 1 3* 3 
3 1 5* 5 
4 2 7* 9 
5 3 9* 15 
6 4 11* 17 
7 7 19 27 
8 16 21 35 
9 21 17* 45 
10 48 19* 61 
11 93 21* 61 
12 128 23* 83 
13 315 45 101 
14 448 27* 135 
15 675 45 137 
16 2048 85 157 
17 3825 81 177 
18 5376 35* 243 
19 13797 117 229 
20 24576 63 257 
21 27783 95 277 
22 95232 63 363 
23 182183 45* 325 
24 262144 105 375 
25 629145 93 383 
26 1290240 51* 555 
27 1835001 141 443 
28 3670016 55+ 2515 
29 9256395 57* 2505 
30 11059200 59* 5 587 
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complexity. Table 1 (from !13]) shows the range of values of complexity for all nor- 
mal bases of GF(2”) over GF(2) for 21ns27 with partial results for n = 28,29, 30, 
all results obtained by computer search. Bases that achieve the minimum complexity 
possible for any given value of n are referred to as minimal normal bases. If this 
minimum complexity is, in fact, the theoretical minimum of 2n - 1, the minimal nor- 
mal basis is called an optimal normal basis. These are marked with an asterisk in 
the table. It is important o note that for some values of n there does not exist a 
normal basis that achieves complexity 2n - 1. 
Two constructions of optimal normal bases of GF(2”) over GF(2) are given in 
[13] and these will be briefly described here as background for the following sec- 
tions. Suppose that 2n + 1 is a prime and that 2 is a primitive element of GF(2n + 1). 
Since 2n + 1 ( 2*” - 1, GF(2*“) contains a primitive (2n + 1)st root of unity, /3, and 
N={&i=O 1 , , . . . ,2n - 1) is an optimal normal basis of GF(2*“) over GF(2). 
Furthermore if 
Y =P+P, 
thenytzGF(2”)andN’={y”iIO~i~n - l> is an optimal normal basis of GF(2”) 
over GF(2). The idea of this projection mapping will be used effectively in later sec- 
tions. The same technique also produces an optimal normal basis if 2n+ 1 E 
3(mod 4) and 2 generates the quadratic residues of GF(2n + 1). In this case PE 
GF(2”) and the mapping is not a projection. 
2. General results 
The general method of constructing normal bases of low complexity used in this 
paper is as follows: To find a normal basis for GF(2”), select a (relatively small) in- 
teger k such that kn+ 1 is a prime. Under certain conditions there will exist 
PEGF(~~“), p#l and pkn+‘=l. Th en by applying a trace-like operator to p, we 
can “project” it down into GF(2”) giving a generator of a low complexity normal 
basis. 
Definition. If G is an abelian group, and n E h, then we define G” by 
G”= {a”la~G). 
Lemma. 2.1. Let kn + 1 be prime and G = GF(kn + l)*. If G= (2, G”) and y is a 
primitive kth root of unity in GF(kn + l), then every element p of G can be written 
uniquely in the form 
p = 2’y’ 
where Osiln-1, Oljlk-1. 
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Protif. Existence will follow from uniqueness since there are kn choices for (ij) and 
kn elements of G, and 2’yi is always in G. To prove uniqueness, suppose 
2iyj = 2ryi’(mod kn + 1) or 2i-’ = #-i 
or 2k(i-i’) = 1 or ord((2)) 1 k(i- i’). 
Let L be a generator of G. Then suppose 2 = L”. Then G = (2, G”) = <Aa, L”) so 
gcd(a, n) = 1. Also, 
ord((2)) = 
nk 
gcd(nk, a) - 
Hence 
gcd;nn,,a) 1 k(i-i’) and n 1 gcd(nk, a)(i - i’) and n 1 a(i - i’), 
which implies n I (i - i’) since gcd(a, n) = 1. Thus i = i’ and hence j =j’. Cl 
Theorem 2.2. Let kn + 1 be prime and G = GF(kn + l)*. If G = (2, G” > and p is a 
primitive (kn + 1)st root of unity in GF(2k”), then a generates cr: normal basis of 
GF(2”) over GF(2), where 
k-l 
(r = c flYi 
i=O 
and y is a primitive kth root of unity in GF(kn + 1). 
Proof. First we show that a lies in GF(2R). Since a2”= Cf:i p2”Yi and (2”)k= 
l(mod kn + 1) so 2” = y’ for some 1. Thus 
k-l 
a2” = iFo p++’ = a 
as we have merely permuted exponents. Thus a E GF(2”). Now suppose 
n-l k-l _. 
izo ai jJlo P”” = Q 
where not all the ai are zero. Reducing exponents modulo kn + 1 we get 
where [z] is the least residue of z modulo kn + 1. Clearly j? is a root of the polynomial 
n-l k-l 
f(X) = Jo ai C X’2iyi1. 
j=O 
Suppose < is a primitive (kn + 1)st root of unity and f(r) = 0. Then 
f(T2) =fW2 = 0 
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and also 
so <* and rY are also roots of J(X) = 0. But we already know by Lemma 2.1 that 
{[2’yj]IOli3?-1, Orjlk-l)={l,2,...,kn} 
so p,@,...,pkn are all roots of f(x) = 0. Thus 
(1 +x+x*+ -.a +xk”) If(x). 
Since all the ai are not zero, f(x)*O. Also deg(f)= kn, so 
f(x) =xkn+ .a* +l. 
Sincef(x) has at most kn nonzero terms, this is a contradiction and completes the 
proof. 0 
One of the reviewers of this paper pointed out that the element (Y in this theorem 
is of classical origin and is referred as a period of Gauss [19]. It was also noted that 
there will exist a k such that (2, G”) = G if and only if 8j’n. The condition that 8{n 
is also a result of the nonexistence of self-dual normal bases of GF(24’“) over 
GF(2). If 8 1 n then (2, G”) contains only quadratic residues and hence is not G. 
The converse apparently depends on [17, Lemma 6 and Theorem 21. 
The dual of the normal basis given by Theorem 2.2 can be easily exhibited. This 
is of some interest since the dual basis can hi used in certain hardware multipliers 
for finite fields [2]. More details on the dual basis can be found in Appendix A. 
Theorem 2.3. Let N be the normal basis constructed in Theorem 2.2. Then the 
following bounds on the complexity of N hold: 
kn-(k*-3k+3)5 C,,,l kn-1, if k even, 
(k+l)n-(k*-k+l)% Chr= (k+l)n-k, ifk odd. 
Proof. The general basis element is $_I; pziY’, so basis element i times basis ele- 




NOW consider the inner sum CT:; /jyi+Y’+y. We claim that if fi’+Y’*‘# 1, then 
there exist t and I such that flY’+r’+‘*‘- -/I*‘. (41) satisfies this condition iff 
y’+ y’+‘2’ = Z’(mod kn + 1) or ~~‘2’ = 1 + y$\ 
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which. will, by Lemma 2.1, have a solution (t, I) if 1 + yS2’f0, or equivalently, 
/3’+yS2’f 1. Thus if p’+vs2’# 1,then 
k-l 
jFOs 
$+#+s2; =Tgi pyl+i+y1+i+s2i 
(since yk = 1) 
k-l 
= j;. B2Y 
which is a basis element. Lemma 2.1 implies that there exists exactly one solution 
(ie, sO) to 1 + yso2’O= 0, so for all i #ie , the sum (1) is the sum of k possibly non- 
distinct basis elements, so the associated row of the T-matrix has at most k ones. 
If i = io, the associated row of the T-matrix certainly contains at most n ones. If k 
is even, we can say further that 
k-l 
so the sum (1) is the sum of k- 1 possibly nondistinct basis elements, and the 
associated row of the T-matrix contains at most k- 1 ones. The upper bounds 
follow. 
Now, for i#tie, let us write the sum (1) as 
where oj=02’ and f maps into the set (0 , , . . . , n - l}. Let Pi be the number of 1
ordered pairs (s1,s2) with s1 #s2 and f(i,s,) =f(i, s2), and let 7;: be the number of 
ordered triples (s~,s~,sJ) with sl, s2, and s3 all distinct and f(i,q) =f(i,s2) =f(i,s3). 
Also suppose that C,“zi of(i,S) is the sum of exactly Di distinct basis elements. Then 
we make two claims: 
Dir k-Pi, (2) 
= 0. (3) Di=k-Pi iff K= 
To verify these claims, let 
N& = #{j 1 t = #{s 1 f(i,s) =j}} for all t> 1. 
Then the reader can easily verify that 
Di=Ni,I+Ni,3+Ni,s+ **., k= Ni,,+2Ni,,+3Ni,,+ .a., 
Pi = C t(t - l)Ni,,, T= c t(t-l)(t-2)Ni,,. 
122 123 
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Hence 
D,-k+Pj= c (l+C(C-1)--t)&,+ c (t(t-l)-t)Ni,, 
I odd I even 
=,;d(t-1)2Jy,,+ c t(t-2)N,,W 
I even 
since C even implies t r 2. Equality occurs iff Ni,, = 0 for t r 3, which is precisely the 
condition under which q=O. 
Now, in the i= i. case, we define Pie, i$,, and Die in precisely the same way, ex- 
cept that we place the added condition on s that s#sc. (For instance, we replace 
C:S; cw/(i,s) by C,,=ssk- ,,s+sO oJ((is)- ) When k is even the following claims are 
verified in the same manner as above: 
Din’ k-l-Pi,,, (4) 
Dio=k-l-Pi0 iff q,,=O. (5) 
If k is odd, remember that $ii pyi’yi’ “““= 1, and 1 is the sum of all n basis 
elements, so that row i0 actually contributes n-Die ones to the T-matrix. We make 
the following claims: 
n-Diorn-k+l, (6) 
n - Di,, = n-k + 1 iff Pi,, = 0. (7) 
These are trivial; the proof is left to the reader. Now, observe that if k is even, 
n-1 II- I 
CN= C DiZtIk-l- C Pi 
i=O i=O 
and if k is odd, 
cN= c Di+n-Di, 
OSiln- I 
i#io 
zk(n-l)- c Pi+n-k+l 
osisrt-I 
i#i(l 
z(k+l)n-2k+l- c Pi. 
i=O 
Letting P= Cyli Pi, it remains to evaluate P. That is, for how many choices of 
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This holds iff for some j, 
2iySl+l ~yj+yi+Q2~(modkn+l) or 2iys2(ysI-sz-yi),yj-1. 
Now we cannot have both Y’I-‘~- yjs 0 and yj - 1 m0 since otherwise s1 =s2. So 
given sI -s2 and j we have at most one choice for (i,s2) by Lemma 2.1, and zero 
choices if yj- 1~0 or ysl-” - yj=O. Thus j may be chosen in (k - 1) ways (j#O) 
and sr -s2 in (k - 2) ways (st -s2 #0, s1 -sz # j). This gives rise to a total of 
(k - l)(k - 2) choices. Hence 
P = (k- l)(k-2). 
The lower bounds follow. 0 
The following theorem and lemma will allow the construction in Theorem 2.6 of 
projection bases that achieve the minimum complexity allowed by Theorem 2.3. 
Theorem 2.4. Suppose the conditions of Theorem 2.2 hold. In addition suppose 
that 
f(x) = (x” -x~~~(x~2-~~-(x~2_x~2~(x~~_~~ , 
g(x)=xil+r2-x'1_xjl+1, 
h(x) = @Ax) 
satisfy gcd(f,h)= 1 in GF(kn+ l)[x] for 1 ~t,,j,,t~,j~~k-l, t, #j,, t,+j,, tl 7tt2, 
j, # j2, and when k is odd gcd(g, h) = 1 in GF(kn + l)[x] for 1 I tl, j,, t2’: k- 1, 
t, # t2. Then the normal basis has the minimum complexity allowed by Theorem 
2.3. 
(Note: ak denotes the kth cyclotomic polynomial.) 
Proof. We assume that the equality does not hold under the conditions of this 
theorem and derive a contradiction. We observed in the proof of Theorem 2.3 that 
the lower bound was an equality if K=O for all i, and Pi, =0 when k is odd. 
Tackling first the possibility that T>O for some i, we see that this means there ex- 
ist sir s2, and s3 all distinct with 
k-l k-l 
j;. py’+yJ+“2’ = j& py” yj+‘22’ = ;g; BY’+ yi+s32is 
This holds iff for some j, , j2, 
~'YS~(~SI -S3 _yi~) E yii _ 1, 
2iysyysz -3 _ yiz ) E yiz _ 1. 
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Letting St -Ss=tt, Sz-S3=f2, 
tyh _ +I )(#z _ 1) s (fz _ $2 )oJl_ 1) 
or (x” _x~~~~x~z-~~-~x~2_~xi2~~xi~_~~~~ 
has a root x0 in GF(kn f 1) for some x0 which is a primitive kth root of unity. Then 
also $(x0) = 0. Now t, # 0, fz $0 (since sI , s 2, and s3 are all distinct), j, # 0, j2 #0 
(since 2’7’3 is not a zero divisor), tt #j, , fz #j2 (since jt #0, jz +O), and tt +f2 
(s, #s2). It is easily shown that j, = j2 implies f, = f2, so also j, #j2. 
Next suppose k is odd and P$, > 0. In this case there exist i, sI , s2, s3, j with sI , 
s,, s3 all distinct such that 
~$Q(~sI -s: _ yj) E yi _ 1, 2’f3 s -1, 
so 
(yi_y~~-~2)~(y~3-~2+j_ys3--s2) Or xs3-s2+j_x4-~2_xi+xs~-sz=o 
has a root x0 in GF(kn+ 1) for some x0 which is a primitive kth root of unity. 
xo#O, so it is also a root of 
xs3 -SI +j _xB-sl _xi-s~+s2+l =o. 
Letting j, =j-sl +s2, f, =s3- sI , and f2 =s3 -s2, this becomes 
xi~+~2_x~~_xxit+~ =o 
Clearly f, #0, t2#0 (since sl, s2, 3 s are distinct). If j, =0, f, = f2, a contradiction, 
so j, #O. Also fl #f2 (since sI #s2). Thus the conditionsof the theorem hold, but 
gcd(g, h) = 1. This compietes the proof. Cl 
Lemma 2.5. Suppose the conditions on tl , j, , f2, j2, hold from Theorem 2.4 and 
that k is fixed. Then 
(xk -1)7f(x) and (xk-l)fg(x) in Uxl 
and if k = 2k’ 
(xk’+ 1)f-f(x). 
Proof. (First case). Let us reduce the exponents off modulo k. This amounts to 
finding the remainder upon division by xk- 1, and if (xk- 1) 1 f(x), this should be 
identically zero. Now the reduced polynomial is 
$(x) = ,Vrl +xIi~l +$ft +hl _,Ihl _,lhl _x[12+.hls 
For this to be zero, t2 = t,, j2, or t2 + jt(mod k). None of these cases are allowed by 
Theorem 2.4. Next we reduce the exponents of g(x): 
g(x) = ,t& + f21 _xkil _XIirl + 1. 
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For this to be identically zero, rr or j, ~0. This is a contradiction, so (x’ - l){g(x). 
(Second case). Again let us reduce the exponents modulo k, so 
J(x) = xlfzl + XUll f x ~~~+~21_~I~1l_~Uzl_~xI~2+~il (81 
= (xk’+ l)q(x) (by assumption) 
= q(x)xk’+ q(x). (9) 
This implies thatf(x) has an even number of both positive and negative terms, which 
means that two of the terms in (8) must cancel. It is easily shown that they must 
be xt’l +hl and xlIz+iil, so 
t, + j, E t2+ j,. 
It follows from (9) that 
t2=jl+k’, t, = j2+k’ 
so 
2j, = 2j2. 
Ruling out j, =j2, we get jr =j,+ k’=t,, a contradiction. q 
Theorem 2.6. If k is an odd prime, double an odd prime, four times an odd prime 
or a power of two, then for sufficiently large n, the projection basis has the 
minimum CompIexity allowed by Theorem 2.3. 
Proof. In all cases, we will show that G$(x)ff(x) in Q[x] by assuming the con- 
trary. If k=p, an odd prime, then by Lemma 2.5, (xP- l){f(x). When we reduce 
f(x)(modxp - l), we get a polynomial which is not identically zero, since (xP - 1) 7 f(x), 
and is divisible by a,(x), and has degree at most p- 1. Thus the reduced f(x) is 
equal to $(x). But $(x) has an odd number (p) of terms and f(x) has an even 
number of terms (r6), which gives a contradiction. Since (xP- l){g(x), we can 
also show that Gk(x){g(x) in Q[x]. 
If k=2p, p an odd prime, then @2P(x)=l-x+x2- _. +xP-‘. Again, (xP+l){f(x), 
so if G2Jx) 1 f(x), f(x)= G$Jx)(modxP+ I), which produces a contradiction, as in 
the k=p case. 
If k=4p, p an odd prime, then @4P(x)=l-x2+x4- - . +x’~-~. Again (xx”+l){f(x), 
so if G+(x) 1 f(x), then the reduced f(x)(mod xzp+ 1) Q(x)) satisfies T(x) = G4Jx)* q(x) 
where q(x) is linear. If p> 3, this implies thatfhas either five or at least seven terms, 
both contradictions. If p = 3, let q(x) = Ax+ B where IA I+ ]Bi= 2. Now the reduc- 
tion process does not change the exponents of j modub 2, so the form of _?‘implies 
that zero, three or six of these exponents are even. Zero is impossible (tl, j2 odd 
implies t, $ j2 even). Likewise the sum of ail six exponents is even, so three is im- 
possible. Thus t, , j2, f2, jr are all even. Hence iA I= 0, 1 B I= 2, and we may assume 
that B = 2, so 3(x) = 2(x4 -x2 + 1). Now f(x) reduces to the same thing mod x6 + 1 as 
does 
X~2+Xi~+X~~+i2+Xrl+6+yh+6+X~2+jl*6 . IW 
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Since &) = 2(x4 -x2+ l), it can be shown that all the exponents in (10) are 
multiples of 4, which would imply that 4 16, a contradiction. 
If k = 2m, @2,11(x) = 2”‘-’ + 1 and so by Lemma 2.4, ~P~m(x){f(x). 
Thus in all cases, @,Jx)ff(x) in Q[ x , and since C&(X) is irreducible in Q[x], for ] 
all k, or (@,&),f(x)) = 1 in Q[x]. Thus 3 $,,f~ Q[x] satisfying 
Gk*-t-fs= 1 in Q[x], 
so there exist 1 d E Z[x] satisfying 
where IIZ Z and I> 0. This also holds in GF(kn + l)[x] so if (kn + l)j’/, (&f) = 1 in 
GF(kn + l)[x]. Thus as long as we pick n large enough that (kn + 1){1 for any choice 
of j’, we can apply Theorem 2.3. This completes the proof. Cl 
In certain cases, the dual of the basis given in Theorem 2.2 also turns out to have 
low complexity, although in no known case is this complexity lower than that of the 
original normal basis. The interested reader is again referred to Appendix A for a 
specific result on the complexity of the dual basis. 
We conclude this section by presenting an algorithm for actually computing the 
minimum value 1 mentioned at the end of the proof of Theorem 2.6. 
Algorithm 2.7. Given polynomials f, g E Z[x], f manic, assume that gcd(,S g) = 1 in 
Q]x]. Then there exists a least positive integer d such that 
ff’+gg’=d 
for some f ‘,g’EH[x]. We show how to compute d given f and g. 
Method. We already know (hybrid of Euclid’s algorithm) how to find f’ and g’ 
such that 
ff’+gg’= I>O, f;g’EZ[X]. 
It is clear that d 11 since if not we could replace d with gcd(d, I)< d. Suppose I =p’l’ 
where p is prime, p{l’. Then the algorithm follows if we can find f” and g” with 
ff,+gg”=pk-‘1’ 
or prove no such f” and g” exist. 
Theorem 2.8. If f {g’ in GF(p), no such f” and g” exist. If f 1 g’ in GF(p), then let 
g’=flt in GF(p). Pulling h out into Z[x], then 
f”_f’+hg and g”_g’-hf -- 
P P 
satisfy the required conditions. 
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Proof. Suppose f j’g’ but such f” and g” do exist. Then 
f(f’-pf”)+g(g’-pg”) = 09 
so f 1 g(g’-pg”) in C&X]. But gcd(.Lg) = 1 in Qx], so f 1 (g’-pg”) in Qx]. 
f is manic, so 
f I W-m”) in U 
or f 1 (g’-m”) in GF(P)[~I or f 1 g’ in GWWI, 
a contradiction. 
If f I g’ in GF(p)[x], the above f”,g” satisfy ffll+gg”=pk-‘l. It remains to be 
seen that they lie in Z[x]. Now, 
g’- hf = 0 in GF(p)[x], 
so p 1 (g’- hf) in Z[x] or g” E Z[x]. Now 
g’ = hf + pg”, gg’= hfg+pgg”= hfg+pkl’-p(pk-‘I’-gg”), 
p(pk-‘l’-gg”) = hfg+pk&gg’= hfg+ff’= f(hg+f’). 
I (hg + f ‘). Thereforef” E Z[x]. This completes the Thus p I f(hg + f ‘). Since p+ f, p 
proof. Cl 
3. Particular results for small k 
In this section we apply the genera1 results of Section 2 to derive explicit results 
for small values of k. Since the complexity of the generated basis increases, in 
general, as k increases, it is precisely these small values of k which interest us. 
Theorem 3.1. For sufficiently large n and kc: 14, the standard projection basis 
from GF(2k”) to GF(2”) has the minimum complexity allowed by Theorem 2.3. 
Proof. By the proof of Theorem 2.6, the asymptotic result will follow once we have 
deduced that the kth cyclotomic polynomial does not divide 
(xtl _ ,il )(xjz - 1) - (xt2 - xj*)(xjl - 1) in Q[x] 
for any admissible choices of tl, tz, j,, j,. The proof is divided into cases. 
(1) k = 1. In this case we simply have a type I normal basis. The proof that we 
always generate a (minimal) normal basis with complexity 2n - 1 is given in [13]. 
Notice that this result also follows from Theorem 2.3. 
(2) k-2,4,8. These are all powers of 2 and are handled by Theorem 2.6. 
(3) k = 3,5,7,11,13. These are all odd primes and are handled by Theorem 2.6. 
(4) k = 6,10,14. These are all double odd primes and are handled by Theorem 2.6. 
(5) k=9. The proof of this case is omitted. It can be proved by assuming that 
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the cyclotomic polynomial @s(x) =x6+x3 + 1 divides 
f(x) = (xl’ -x.h)(xi2-~)-(x~2_xjz)(x.A_~) 
and 
g(x) = (xi~+~2_xh _xii + 1) 
and arriving at a contradiction. The details are in [I 1. 
(6) k = 12. This is four times an odd prime and is handled by Theorem 2.6. 
Theorem 3.2. For k = 3,4, n > 1, the projection basis from GF(2k”) to GFQ”), in 
cases where it exists, has exactly 4n - 7 complexity. 
Proof. As before, this requires that the third and fourth cyclotomic polynomials 
not have a common factor with 
f(x) = (x” -xjl)(xjz - 1) - (x” -xj2)(xil - 1) in Q[x]. 
For k = 3, tl and j, must be 1 and 2, not necessarily respectively. Similarly for t2 
and j2. Thus up to symmetry 
f(x) = (x2-x)(x2- 1) -(x-x2)(x-l) =x(x-l)(x2+x-2)=x(x-l)z(x+2). 
For any of these primitive factors to divide x2 f X- 1, we require 1 -t 1 + 1 = 3 = 0 or 
4 - 2 + 1 = 0. This cannot happen in a prime field of order 3n + 1. Since this is a k 
odd case, we also have to consider the possibility that x2 +x+ 1 has a common fac- 
tor with 
Now, once again t, and t2 are 1 and 2, not necessarily respectively so that 
g(x)=2-2x or g(x)=l-x or g(x)=l-x2 or g(x)=2-2x2. 
Once again, none of these can share a primitive factor with x2+x+ 1 in a prime 
field of order 3n + 1. 
For k = 4 the cyclotomic polynomial is x2 + 1. Reducing modulo x2 + 1 over Q[x], 
f(x) will become Ax+B where IAl + IBI 56. Also, by Lemma 2.5, A and B are not 
both zero. Now 
A2(x2 + 1) -(Ax- B)(Ax+ B) = A2 + B2 s 36. 
Thus, by the proof of Theorem 2.6, 4n + 1 is a prime dividing the sum of the two 
squares, whose sum is less than or equal to 36. In addition, t, + j, + j2 + t, + (t, + j2) 
+(t2+j,) is even. Since the parity of A depends on the number of elements of 
{t,, j,, j2, t2, tl + j2, t2 + j,) which are odd, we conclude that A and B are both even. 
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This leaves the following possible cases: 
A B (A’+ B2) Prime divisors 
0 2 4 2 
04 16 2 
06 36 2,3 
2 2 8 2 
24 20 2,5 
The only prime divisor of the form 4n i- 1 is 5, giving one possible exception: 
n=l. 0 
The complete proofs of the following two theorems are contained in [l] and are 
largely omitted. The techniques used to establish them are similar but more intricate 
than those used for the previous theorem. For Theorem 3.3, we do present he proof 
of the k = 6 case because of its unusual brevity and as an example. In the case of 
Theorem 3.4, the full proof in [1] requires (at present) the implementation of 
Algorithm 2.7 on the computer. 
Theorem 3.3. If k = 5, n > 2, or k = 6, n > 12, the projection basis from GF(2k”) to 
GF(2”), in cases where it exists, has exactly 6n - 21 complexity. 
Partial Proof. For the case k = 6, we can reduce modulo x3 + 1 so that 
(xQ _ .j~ )(x” _ 1) _ (x’z _ xiz )(xjl _ 1) 
yields 
Ax’+Bx+C 
with 1 I IAl + IBI + (Cl 16. The cyclotomic polynomial is x2-x+1, and 
[(B+C)-(B+A)x](Ax2+Bx+C) 
= (B+A)2+(C-A)(C+ B). 
Thus if p> I(B+A)2+ (C-A)(C+ B)I, then we are done. Now 
I(B+A)2+(C-A)(C+B)I s ((B+A)12+ IC-AIIC+Bl I 72, 
so for nll2, k=6, kn + 1 =p>73>72. This completes the proof. Cl 
Theorem 3.4. If k = 7, n>6, the projection basis from GF(2’“) to GF(2”), in cases 
where it exists, has exactly 8n - 43 complexity. 
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4. Specific applications of the results 
Because of the difficulty of computing discrete logarithms in finite fields, discrete 
exponentiation has found various applications in cryptography (see for example 
]6 7, 141). 
As a result there is considerable interest in VLSI implementations of arithmetic 
processors in GF(2”) for large values of n. When using a normal basis representa- 
tion the problems associated with interconnecting the cells on a hardware device can 
be minimized by using a low complexity basis. With this in mind a Massey-Omura 
multiplier for GF(212’) was designed by Wang [ 181. The basis used had complexity 
over 9000 and as such was not very practical. Using the results of this paper we can 
construct a basis for this field having complexity 501. Because of the importance 
of Mersenne primes to cryptography (see [4]) Table 2 lists some Mersenne primes 
2”- 1, the smallest value of k such that kn + 1 is a prime and 2 generates the kth 
Table 2. Lowest known complexities in Mersenne prime fields. 
n k Complexity Comments 
2 2 3 Optimal 
3 2 5 Optimal 
5 2 9 Optimal 
7 4 21 Theorem 3.2 (Table 1 gives a value of 19) 
13 4 45 Minimal (Table 1) 
17 6 81 Minimal (Table 1) 
19 10 5189 Theorem 2.3 
31 10 5309 Theorem 2.3 
61 6 345 Theorem 3.3 
89 2 177 Optimal 
107 6 621 Theorem 3.3 
127 4 501 Theorem 3.2 
521 32 s 16671 Theorem 2.3 (unusually bad case) 
607 6 3621 Theorem 3.3 
1279 10 5 12789 Theorem 2.3 
2203 6 13197 Theorem 3.3 
2281 6 13665 Theorem 3.3 
3217 16 151471 Theorem 2.3 
4253 20 5 85059 Theorem 2.3 
4423 6 26517 Theorem 3.3 
9689 2 19377 Optimal 
9941 12 I 119291 Theorem 2.3 
11213 20 5 224259 Theorem 2.3 
19937 14 1279117 Theorem 2.3 
21701 2 43401 Optimal 
23209 10 5 232089 Theorem 2.3 
44497 6 26696 1 Theorem 3.3 
86243 6 517437 Theorem 3.3 
132049 4 528189 Theorem 3.2 
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residues in GF(kn + 1) along with the lowest complexity we can determine by our 
results. Since n is necessarily a prime it is enough to check that 2k f l(mod kn + 1) 
in order to see if 2 generates the kth residues. 
The results obtained in this paper do not always give minimal normal bases. 
Referring to Table 1 in Section 1 the starred entries are optimal bases found in 1131. 
Table 1 shows that besides the starred entries that for n= 13,17,25,27 our results 
give minimal normal bases. There are a number of entries in Table 1 which cannot 
be obtained by any of the currently known constructions for normal bases. 
Appendix A. Results on the dual basis 
Theorem A.I. The dual of the basis given in Theorem 2.2 is generated by 
d = 
if k is odd, and 6 if k is even. 
Proof. In the k odd case, we must evaluate the trace of products of basis elements 
as follows: 
n-1 
7-@2’&) = c (r2’+ia2’ 
j=O 
=;z; [ ;g; /P++p; /l-2+‘+ 111 
n-l k-l k-l 
= c c 1 82r+‘yi_2jyl+ni1 ‘i’ p2t+iyis 
j=O i=O 1~0 j=O i=O 
Now we note that 2’~’ takes on all primitive residues mod kn + 1 exactly once, and 
C;:, p’= 1. Thus 
k-l n-l k-l 
7’@2’@) = 1 + c c c /+2’Y”- l)&‘is 
A=0 j=O i=O 
Now, 2’9 - 1 =O mod kn + 1 iff t and A are both zero. Thus the inner pair of sums 
is 1 if t and A are not both zero, and kn otherwise. But kn + 1 is prime, so kn is even, 
and kn is zero. Thus 
k-l 
T(a2’a)= l+ c (l+GnoSto)=k+1+6,0=6,0. 
A=0 
This completes the proof in the k odd case. If k is even, 
n-l 
7.@2’+1) = c q2’+i+2i = 
j=O 
n-l k-l k-l 
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Now, there exists one choice of (t, A) such that 2’~’ + 1 = 0. Now, we know k is even 
and yk=l. Thus y k’2+ 1~0, so (0, $I) is the required choice. Thus 
k-l 
This completes the proof. 0 
Theorem A.2. If k is an odd prime, then for sufficiently large n, the basis described 
in Theorem A. 1 has (k + 2)n - (k2 + k + 1) complexity. 
Proof. A generator of the basis in Theorem A.1 is 
k-l 
1 + c py’. 
j=O 
We can drop the factor of -1 in the exponent since by Lemma 2.1 there exists a 
solutior (i, s) to 2’ys= - l(mod kn + 1). Thus a typical product is 
(l+~~~BY’)(l+~~~ply’) (for i=O,l,...,n-1) 
k-l k-l k-l k-1 
= 1 + j;. PY’+ j;. P21Y’+ ,Fo jgo Pyi(2iy’+‘) 
Thus, each row in the matrix will contain k + 2 ones, except in the following cases: 
Case 1. yj=O or 2’yj=O or yj(2’y’+ l)=O. The former two cases are impossible, 
and in the latter case there will be one choice of (i, I) which produces 2’y’+ 1~0. 
Since the 1 cancels out with the standard 1 which is a part of each term, the total 
complexity is reduced by 1. This is different from the nondual case where there is 
no 1 to cancel off a degenerate 1. 
Case 2. Some pair of terms are equal for some i. There are four cases: 
(i) yj1(2’ly’l +1) = yjz(2’*y’*+ 1). As in the nondual case, there are exactly 
(k- l)(k- 2) pairs (il, II) for which this equation has a solution. 
(ii) yjl= y”(2’*y’* +1). For each choice of (j, -j2) except j, -j2 = 0 we will have 
a nontrivial solution (i2, &). This gives us (k - 1) pairs. 
(iii) ~jl2~ E yj2(2’y’* + 1) or 2’~” -j*( 1 - y’*-jl ‘j*) z 1. For each choice of (f2 -j, +j2) 
except 1, -j, +j2 m0 we will have a nontrivial solution (i,j, -j2). This gives us 
(k - 1) pairs. 
(iv) 1~2’. Thi s h appens for i=O. This gives us one pair. We note that for suffi- 
ciently large n we need not worry about the possibility that three basis elements are 
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equal. Consider the following three cases: 
(1) yjl = 2’yi2 = yi3(2’yb +l), so i = 0, j, =j, , and we get 
#2-i:, = #3 + 1, 
so that ,j2-h -x/3 - 1 =0 shares a common factor with @Jx). 
(2) +I S Yj2(2iYh f i ) = yj3(2iYh + i ), SO 
@l -i2 _ 1)#3 G (yjl-h _ 1)#2. 
Thus (xj1-j2 - 1)~‘~ - (_.~j’-~~ - 1)x” shares a common factor with @&). 
(3) 2’@ = ~“(25~‘~ + 1)= ~j~(2’y’~ + 1). This case is similar to (2) above. 
Since in all cases we have a polynomial dependent only on p which shares a com- 
mon factor with a,(x), we can apply the methods of Theorem 2.6 to show that this 
cannot happen for sufficiently large n. 
The total number of ones is thus 
(k+2)n-l-2-(k-l)(k-2)-4(k-l)=(k+2)n-(k*+k+l). 
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