Introduction
We consider the solution of a Lyapunov matrix equation with factored right-hand side:
where A ∈ R n×n , B ∈ R n×m are the coefficient matrices, and X ∈ R n×n is the desired solution. Such matrix equations play a key role in several applications from control theory: SVD-based methods for balanced truncation model reduction [1, 2] , Newton methods for the algebraic Riccati equation associated with linear-quadratic optimal control problems [3] , stabilization methods and stability tests for linear dynamical systems as well as the computation of the H 2 -norm of stable linear control systems [4, 5] all require the solution of one or more Lyapunov equations. Complex control systems or discretizations of partial differential equations easily lead to coefficients of order n = 10 4 -10 5 or even larger. Note, however, that m, the number of columns of B, is typically much smaller than n in these applications [6] . In what follows, we will assume that A is a c-stable matrix, that is, all eigenvalues of A have negative real part. This implies that X is a symmetric positive semi-definite matrix; it is also necessary for the viability of the sign function-based methods discussed in this paper. This stability condition is usually satisfied by the equations arising in model reduction and optimal control problems.
There are several approaches to solve Lyapunov equations. Transforming (1) into an equivalent n 2 × n 2 linear system via the Kronecker product is only feasible for very small-scale equations [7] . An alternative is to first reduce A to real Schur form via the QR algorithm, solve the associated reduced Lyapunov equation, and finally apply a back-transformation to obtain the solution to the original equation [8, 9] . Although this can be implemented in message-passing platforms to solve Lyapunov equations, it has two main drawbacks: first, the main computational task in the procedure, the computation of the real Schur form, is difficult to implement efficiently in current Email addresses: benner@mathematik.tu-chemnitz.de (Peter Benner), pezzatti@fing.edu.uy (Pablo Ezzatti), daniel.kressner@sam.math.ethz.ch (Daniel Kressner), quintana@icc.uji.es (Enrique S. Quintana-Ortí), remon@icc.uji.es (Alfredo Remón) message-passing architectures and these difficulties are likely to carry over to a data-parallel implementation (see [10] for some recent work and [11, 12] for highly efficient triangular Lyapunov solvers); and second, there is currently no variant of this method that can exploit the usual low-rank structure of the Cholesky factor of the solution X. Thus, in the past, large Lyapunov equations have been tackled using message-passing parallel solvers based on the matrix sign function, which were then executed on clusters with a moderate number of nodes/processors [13] . The result of this effort was the message-passing library PLiC [14] and subsequent libraries for model reduction (PLiCMR, see [15] ) and optimal control (PLiCOC, see [16] ). Using these libraries, a few years ago 16-32 processors showed to provide enough computational power to solve Lyapunov equations with n up to 10, 000 and with satisfactorily parallel efficiency.
Recent work on the implementation of BLAS and the major factorization routines for the solution of linear systems [17, 18, 19, 20, 21] has demonstrated the potential of graphics processors (GPUs) to yield high performance on dense linear algebra operations that can be cast in terms of matrix-matrix products. Following the evolution of GPUs and the increase in the number of cores of current general-purpose processors, in this paper we evaluate the impact of these new architectures on the matrix sign function-based solvers. Specifically, this paper provides the following contributions:
• We implement and evaluate a hybrid CPU-GPU matrix sign functionbased solver that off-loads the computationally intensive parts to the GPU. Our approach employs a "sequential" version of the messagepassing codes in the PLiC library, and extracts parallelism from calls to tuned multi-threaded implementations of the BLAS (Basic Linear Algebra Subprograms) for the general-purpose multi-core processor (Intel MKL) and the GPU (CUBLAS).
• To exploit the different speed between single-precision and doubleprecision real arithmetic of current architectures (a factor 8:1 in GPUs and 2:1 in general-purpose cores), we propose a new iterative refinement procedure to recover full double-precision accuracy from an approximate solution to the Lyapunov equation. The iterative procedure could also be of use in other situations, where a cheap but rather inaccurate solver for Lyapunov equations is available.
• The experimental results on a current general-purpose multi-core pro-3 cessor and a GPU provide strong evidence that this is a valid platform to deal with Lyapunov equations which, only a few years ago, would have required the use of a distributed-memory cluster. This result is particularly important in control theory applications like, e.g., model reduction and optimal control, as control engineers rarely make use of distributed computing platforms to address their computational problems.
The rest of the paper is structured as follows. In Section 2 we describe the matrix-sign function approach for the solution of Lyapunov equations; this section also contains the two first major contributions in our paper: the hybrid CPU-GPU implementation of the solver and the iterative refinement procedure. This is followed by experimental results in Section 3, while concluding remarks and open questions close the paper in Section 4.
Lyapunov Solvers

Solution of Lyapunov equations via the matrix sign function
Consider a matrix M ∈ R n×n with no eigenvalues on the imaginary axis, and let
be its Jordan decomposition, where J − ∈ R j×j and −J + ∈ R (n−j)×(n−j) are both c-stable [22] . The matrix sign function of M is then defined as
where I denotes the identity matrix of the order indicated by the subscript. There are simple iterative schemes for the computation of the sign function. Among these, the Newton iteration, given by
is specially appealing for its simplicity, efficiency, parallel performance, and asymptotic quadratic convergence [23, 24] . Now consider the standard Lyapunov equation
where A, Q ∈ R n×n , Q = Q T , and X = X T ∈ R n×n is the desired solution. Assuming A is c-stable, we can apply the Newton iteration in (4)- (5) to
and it can be shown that, in this case,
see [25] . In practice, rather than performing one iteration with 2n × 2n matrices M k , it is cheaper to consider two iterations with n × n matrices, leading to the following algorithm:
In this algorithm the scalar c k is chosen to accelerate the convergence of the iteration: lim k→∞ A k = sign (A) = −I n , lim k→∞ Q k = X. Although determinantal scaling [23] is frequently used to determine this value, following a recent study in [26] we prefer the Euclidian (2-norm) scaling:
To avoid the expensive computation of the matrix 2-norm, we use instead the (sometimes quite rough) approximations
, which are much cheaper to compute. The convergence of the iteration is checked as
Given the quadratic convergence of this iteration and to avoid stagnation of the procedure, we set τ iter = 10 · √ n · ε, where ε denotes the machine precision, and perform two additional iterations once this convergence criterion is satisfied.
Lyapunov equations arising in control theory problems frequently exhibit a factored right-hand side matrix, as in (1), implying a positive semidefinite solution X. Hence, there exists a full-rank factorization X = LL T where rank (L) = rank (X). Practical applications often require the factor L rather than the explicit full solution X, so that the following factored iteration becomes rather appealing:
Algorithm GECLNC: Newton iteration for the factored solution
Here, lim k→∞ B k B T k = lim k→∞ Q k = X, so that B ∞ is a full-rank factor of the solution matrix X. The computational cost per iteration of this algorithm is 2n
3 + 2n 2m k flops (floating-point arithmetic operations), wherem k is the number of columns of B k . Note thatm k and hence the work space required to store B k is doubled in each iteration step. Fortunately, the dimensions of this workspace (as well as the computational cost of the iterative scheme) can be significantly reduced by computing in each iteration step a rank-revealing QR (RRQR) factorization [22] 
where Π k+1 is a permutation matrix, U k+1 is orthogonal, and R k+1 is upper triangular. By truncating negligible entries, the order of R k+1 can often be made much smaller thanm k . Since
6 it is possible to replace B k+1 withR T k+1 . The cost of this compression procedure using, e.g., the QR factorization with column pivoting to obtain an RRQR factorization of
flops, noting that U k+1 need not be accumulated.
2.2.
Hybrid CPU-GPU implementation of the Newton iteration for the factored solution Algorithm GECLNC is basically composed of the following computational kernels:
-QR factorization with column pivoting (RRQR factorization).
-Other minor operations related with the computation of c k , like
, and the convergence test.
We next discuss the efficient implementation of the major kernels on a CPU-GPU platform and some other related implementation details.
Matrix inversion via Gauss-Jordan elimination
The traditional procedure to invert a matrix A (as implemented, e.g., in LAPACK [27] ) first computes an LU factorization with partial pivoting: P A = LU , where P is a permutation matrix, L is lower unit triangular and U is upper triangular. This is followed by inverting the triangular factor U −1 , solving the triangular linear system Y L = U −1 for Y and, finally, obtaining the inverse from the permutation A −1 = Y P . The first three stages of the procedure described above can be cast in terms of BLAS-3 kernels, which deliver high performance on current generalpurpose multi-core processors, while the final permutation stage presents a negligible cost compared with the other three. However, our implementation of matrix inversion on a CPU-GPU platform and the experimental evaluation in [28] revealed that a procedure based on Gauss-Jordan elimination (GJE) delivers higher performance on this type of platforms due to the regularity/larger dimensions of the GPU kernels involved in this method. We next describe an improved variant of the inversion procedure in [28] , which incorporates look-ahead [29] to allow computations to proceed concurrently in the CPU and in the GPU.
Consider, for simplicity, that no pivoting is required during the inversion of A. The following (unblocked) algorithm overwrites A with its inverse:
A blocked variant of this algorithm, with algorithmic block size b, is obtained by aggregating parts of the computations in terms of BLAS-3 operations (for simplicity, we assume n to be an integer multiple of b):
The cost of these inversion procedures is 2n 3 flops; i.e., the same as the cost of inverting a matrix via Gaussian elimination (LU factorization).
Suppose that A initially resides in the GPU (memory space). The hybrid CPU-GPU implementation of the blocked GJE inversion procedure in [28] performs the computations corresponding to GEINGJ in the CPU while all remaining operations (matrix-matrix products) are computed on the GPU. At the beginning of each iteration, A
T is transferred from the GPU to the CPU (memory space), factored there, and the results are sent back to the GPU before the remaining computations proceed. We improve this procedure with a look-ahead strategy (of dimension b) that enables overlapping of the computations performed by CPU and GPU. In particular, consider the partitioning 
with A L ∈ R n×b . The look-ahead variant updates first the columns of A L on the GPU and immediately transfers the contents of this block to the CPU. Acting in this manner, the CPU can factor A L (in advance for the next iteration) concurrently with the rest of the computations in the GPU (for the current iteration).
Matrix product
Due to the combined effects of m n in practical control applications, the rapid convergence of the Newton iteration, the early stop of this iteration and transition to the iterative refinement procedure, and the benefits of column compression, we expect the number of columns of the sequence B k to stay quite low. On the other hand, as will be described in Section 2.3, the sequence of inverses A −1 k needs to be saved to be used later, during the iterative refinement. As the amount of memory on the GPU is limited, we transfer A −1 k at each iteration to the CPU and store it there. Therefore, the matrix products A −1 k B k can likely be computed as efficiently in the CPU as in the GPU, and the execution time of this step is expected to be small compared with that of computing the matrix inverse. In our implementation we compute these matrix products on the CPU. Should the execution time of the matrix product become significant, we could in principle overlap the inversion of A k+1 using one core of the CPU (for the factorization of A L ; see above) and the GPU with the computation of A −1 k B k using the remaining cores of the CPU. Our experimental results will demonstrate that this is not necessary.
Compression via the QR factorization with column pivoting
Currently, there is no data-parallel implementation of an RRQR factorization for GPUs available. Thus, the only option is to compute the compressed factor on the CPU, using e.g. the LAPACK routine GEQP3 for the QR factorization with column pivoting, and extract parallelism by calling multithreaded implementations of BLAS. We employ a cheap heuristic to estimate the rank of the triangular factor resulting from this QR factorization, using a rank tolerance τ rank = 10 · √ n · ε. On the other hand, the compression procedure is fairly expensive and, therefore, from a computational viewpoint it is only recommended when m is large or the number of steps of the Newton iterative scheme becomes large. Whether the computation of the corresponding factorization reduces the overall cost of the iteration depends on the problem at hand. We will discuss this issue further during the experimentation.
Iterative refinement
The solution computed by the hybrid CPU-GPU implementation described in Section 2.2 may be less accurate than desired. First, computations on the GPU are typically performed in single-precision arithmetic but double-precision accuracy is the standard in scientific computing. Second, as we will see in the numerical experiments, it pays off to stop the Newton iteration GECLNC prematurely and attain high accuracy by other means.
General idea
In the following, we describe a procedure for refining factored approximations to solutions of Lyapunov equations. For this purpose, we assume the availability of an inexact solver ApproxLyap that produces approximations of low rank to the solution of AX + XA T = −BB T for any right-hand side factor B: X ≈ LL T with L = ApproxLyap(B). In the scope of this paper, ApproxLyap stands for routine GECLNC performed in single-precision arithmetic and/or stopped prematurely. However, it is worth noting that our procedure is applicable to other settings, e.g., for refining the result of a sign function iteration performed in hierarchical matrix arithmetic [30, 31] .
Let L 0 = ApproxLyap(B). To improve the approximation quality of the corresponding approximate solution X 0 = L 0 L T 0 , we construct a correction based on the residual
Note that the residual is symmetric but generally indefinite. In a standard iterative refinement scheme [32] , one would simply solve a Lyapunov equation with right hand side −R(L 0 ) to obtain the correction term. However, this is not possible in our framework as the solver behind ApproxLyap assumes the right-hand side to be negative semi-definite. To overcome this limitation, we decompose
The computational aspects of this decomposition will be discussed in Section 2.3.2 below. The decomposition (13) results in two Lyapunov equations
with X c = X + + X − solving the correction equation
Similar to (13), we decompose X 1 into positive/negative semi-definite parts:
The orthogonality constraint L
is the best symmetric positive semi-definite approximation to X 1 . We can therefore neglect the term L − and continue the iteration with L 1 as new iterate. This leads to the following algorithm.
Algorithm LYAPREF: Iterative refinement for the factored solution
Note that, as explained in the next section, the matrices R(L k ) and X k+1 are never explicitly formed. The iteration is stopped as soon as the relative resid-
k F is below a user-defined tolerance. As explained in Chapter 12 of [32] , LYAPREF attains double-precision accuracy even with low accuracy in ApproxLyap provided that R(L k ) is formed in double-precision and the Lyapunov equation is not extremely ill-conditioned. There is no need to determine the decomposition of R(L k ) to high relative accuracy.
Decomposition into positive/negative semi-definite parts
In principle, the decomposition (13) can be directly obtained from a spec-
However, from a computational point of view, neither the explicit computation nor the spectral decomposition of R(L k ) is desirable. To develop a more efficient approach, we rewrite
and compute the (economic) QR factorization F = UT , where the columns of U are orthonormal and T is upper triangular. Then we compute a spectral decomposition of the (significantly smaller) matrix
where Λ + contains the positive eigenvalues, Λ − the negative eigenvalues, and Λ 0 the zero/negligible eigenvalues of R(L k ). As explained above, we can be generous in neglecting eigenvalues that are relatively small. In our experiments, eigenvalues of magnitude below τ eig = 10
The desired decomposition (13) is obtained by setting
Note that L T + L − = 0 and hence the decomposition (14) can be obtained in an analogous way.
Combination with GECLNC
Every iteration of Algorithm LYAPREF requires two applications of the approximate Lyapunov solver ApproxLyap, which in our setting corresponds to running Algorithm GECLNC twice. However, the computational cost of GECLNC for a fixed numberk of Newton iterations. In the numerical experiments, we will see that k can be chosen quite small and hence the additional storage requirements remain limited.
Experimental Results
In this section we evaluate the numerical accuracy and parallel performance of the Lyapunov solvers as well as the performance of the basic matrix inversion kernels. The target platform consists of two Intel Xeon QuadCore processors connected to an Nvidia Tesla C1060 via a PCI-e bus; see Table 1 for details. We measured the performance using two different implementations of the BLAS, GotoBLAS [33] (version 1.26) and Intel MKL [34] (version 10.1), for the general-purpose processor, and Nvidia CUBLAS [35] (version 2.1) for the GPU. As the differences encountered between Goto-BLAS and MKL were minor, we only report results for the second. We set OMP NUM THREADS=8 so that one thread is employed per core in the parallel execution of the MKL routines in the two Intel Xeon QuadCore processors.
Matrix inversion
We first evaluate three parallel multi-threaded variants to compute the inverse of a matrix:
• LAPACK+CPU: LAPACK-based inversion procedure, with all computations carried out by the CPU and parallelism extracted by using a multi-threaded implementation of BLAS. • GJE+CPU: Matrix inversion via GJE (see Algorithm GEING BLK), also with all computations performed by the CPU and parallelism extracted from a multi-threaded of BLAS.
• GJE+Hybrid: Matrix inversion via GJE with look-ahead, with most of the computations performed in the GPU, as described in Section 2.2.1. Figure 1 reports the GFLOPS (10 9 flops per second) rate attained by the different implementations of the inversion codes operating on matrices with sizes 1,000, 2,000,. . . , 8,000. For the two matrix inversion variants based on GJE (GJE+CPU and GJE+Hybrid), several algorithmic block sizes were tested (parameter b in Algorithm GEINGJ BLK); for simplicity, the results correspond to those obtained with the optimal block size. The timings reported for GJE+Hybrid include the cost of initially transferring the matrix to the GPU and retrieving the results to the CPU memory space once the matrix inverse is computed. For this particular variant, we augmented the matrix with a few more rows/columns so that its dimension was an integer multiple of 32. For large matrices, this only increases the number of operations performed during the matrix inversion slightly, but allows a much faster execution on the GPU; see, e.g., [17] . Nevertheless, the GFLOPS rate was always based on the dimension of the non-augmented matrix.
The results in the figure show a highest performance of 61, 67 and 227 GFLOPS for variants LAPACK+CPU, GJE+CPU and GJE+Hybrid, respectively, in single-precision arithmetic; i.e., the GPU variant is roughly 3.5 times faster than the CPU codes for the largest problem sizes. These performances decrease by a factor of 2 in the CPU and a factor of 4 in the GPU when double-precision arithmetic is employed. It is also important to notice that, while the performance of the CPU codes is a flat line already for problems of dimension 2,000, the GPU can potentially deliver higher performance in single-precision for problem dimensions larger than those reported in the figure.
Solution of Lyapunov equations
In the following experiments, we evaluate the performance of the Lyapunov solvers and iterative refinement applying the previous variants of the matrix inversion kernel during the solution of two Lyapunov equations. These problems are associated with two of the examples of the Oberwolfach model reduction benchmark collection at the University of Freiburg 1 :
• STEEL I: This model arises in a manufacturing method for steel profiles [36] . The goal is to design a control that yields moderate temperature gradients when the rail is cooled down. The mathematical model corresponds to the boundary control for a 2-D heat equation. A finite element discretization, followed by adaptive refinement of the mesh results in the examples in this benchmark.
• FLOW METER: This a 2-D model of an anemometer-like structure mainly consisting of a tube and a small heat source [37] . The Dirichlet boundary conditions are applied to the original system. The reference temperature is set to 300 K, and Dirichlet boundary conditions as well as initial conditions are set to 0 with respect to the reference.
The dynamical system in these examples is given by a tuple (Ẽ,Ã,B,C), where the pairẼ,Ã ∈ R n×n defines the state matrix pencil,B ∈ R n×m the input matrix, andC ∈ R p×n the output matrix. We transform the system into a standard one by considering instead (I n ,Ẽ −1Ã ,Ẽ −1B ,C), so that we Example n m p STEEL I 5,177 7 6 FLOW METER 9,669 1 5 solve the Lyapunov equation
(Note that for numerical stability reasons, E should not be inverted intoÃ and the generalized Lyapunov equatioñ
should be solved using the sign function variant discussed in [24] . Here, we are interested in the performance and, therefore, just use (15) in order to test the algorithms; the method in [24] can be implemented analogously as the one considered here, this will be the topic of future work.) Table 2 specifies the dimensions of matrices that appear in the two systems. We first evaluate the performance of our hybrid CPU-GPU implementation of the Newton iteration for the factored solution (Algorithm GECLNC in Section 2.1 combined with the hybrid matrix inversion procedure via GJE). Note that in order to exploit the high performance of the GPU matrix inversion procedure, all computations are performed in single-precision arithmetic. Table 3 reports the execution times (in seconds) of the different computations and data transfers during the first stages of the Newton iteration: inversion of the matrix A in B k doubles with each iteration. Finally, the transfer time is slightly over 10% of the total time for the small problem (STEEL I) but below 5% for the large problem size (FLOW MODEL), which could be expected as the ratio computation/communication is (2n 3 + O(n 2 ))/n 2 . The last column in the table illustrates the quadratic convergence of the Newton iteration: 5 and 7 iterations respectively are enough to attain convergence in single-precision arithmetic for examples STEEL I and FLOW METER. Overall, approximately 8 and 68 seconds were required to obtain full-rank factors to the solution of two Lyapunov equations of dimensions, 5,177 and 9,669, in single-precision arithmetic. Table 4 illustrates the impact of the compression technique in the Newton iteration. (Note that the inversion and transfer times as well as the convergence criterion all depend solely on A k and, therefore, are not affected by the compression.) For each iteration, the table presents the time required to compute the matrix product A oting (TimeR k+1 ); the last two columns of the table contain the number of columns of the original and compressed factors (m k+1 →m k+1 ), and the iteration and accumulated times. The conclusion from this particular experiment is that the compression technique yields an important reduction in the number of columns of the factor B k for the last iterations. However, this reduction does not show up in the iteration time. For instance, in Example FLOW METER, the compression at step 6 requires 0.031 seconds, yields a reduction of the number of columns of B k from 40 to 20, and results in an execution time of 0.112 seconds for the matrix product at step 7. Therefore, the net effect of the use of compression is 0.031+0.112 = 0.143 seconds. On the other hand, looking up Table 3 we find that computing the matrix product in step 7 requires 0.174 seconds. Thus, even for the last iteration steps, where compression can potentially deliver larger gains, the difference in the execution time is minor. Therefore, in the following experiments we only perform one compression, at the last step of the Newton iteration. Figure 2 illustrates the convergence rate of the iterative refinement procedure for these two examples. In particular, the plots report the relative residual r(
where L k is the factor computed after k steps of iterative refinement are applied to the initial approximate factor L 0 computed afterk =2-7 steps of the Newton iteration. These results show that a rough approximation to the solution (r(L 0 ) ≈ 0.01) is enough to attain convergence in the iterative refinement. The convergence rate depends on the quality of the approximation and the problem but can be classified as super-linear. Thus, we can expect that a small number of refinement iterations will suffice to attain double-precision accuracy.
Overall, the best global execution time for Example STEEL I is obtained with 4 steps of the Newton iteration followed by 3 iterations of refinement. This delivers an execution time of 13.089 seconds and a relative residual r(L 8 ) = 1.573e-14. In Example FLOW METER, the best combination is obtained with 6/4 steps of Newton iteration/iterative refinement, which require an execution time of 71.667 seconds and yield a relative residual r(L 8 ) = 3.484e-10.
For comparison, Table 5 reports the execution time and convergence of a implementation of Algorithm GECLNC, with the matrix inversion computed via GJE in the CPU (Algorithm GEING BLK), and all operations performed in double-precision arithmetic (thus, no refinement is necessary). In Example STEEL I, the Newton iteration converged in 6 steps, with an execution #iter. 
Conclusions and open questions
We have presented a mixed-precision algorithm, based on the matrix sign function, that allows the efficient solution of Lyapunov equations exploiting the features of current multi-core processors and many-core GPUs. In particular, the huge hardware parallelism of the GPU (in single-precision) is exploited by developing a tailored hybrid implementation of a matrix inversion routine based on GJE, with look-ahead, that overlaps the computations in the CPU and the GPU. This routine is used to off-load to the GPU the matrix inverses that appear in the Newton iteration for the matrix sign function, by far the most expensive operation in the factored version of this iterative scheme. The Newton iteration produces a full-rank factor with user-prescribed accuracy as it can be stopped with a prescribed tolerance. A second major contribution of this paper is a refinement procedure, which can then be used to cheaply evolve the approximation of the full-rank factor to double-precision accuracy. Overall, we obtain a mixed-precision solver which, compared with an equivalent code that operates only in the CPU and using double-precision arithmetic, attains a speed-up of 4.24 and 6.46 for two Lyapunov equations of order 5,177 and 9,669.
A general conclusion that can be extracted from our work is that current GPUs are an extremely promising approach to solve scientific and engineering applications where dense linear algebra (and specially, dense linear systems) is the key. This paper demonstrates that for a particular application in control theory like model reduction, the use of a standard hardware accelerator can potentially replace a much harder-to-program/operate distributed-memory cluster. Mixed-precision algorithms are expected to play a significant role in future high-performance software and, therefore, iterative refinement procedures like the one introduced in this paper will become important.
A likely concern is that future GPUs may reduce the ratio 8:1 between single and double-precision arithmetic performance (Fermi, Nvidia next generation GPU already promises a reduction of this factor to 2:1). However, even with a ratio 2:1, it may be preferable to perform a few steps of the Newton iterative scheme, to obtain an initial solution with a few accurate digits (1-2), and then evolve this solution to full, double-precision accuracy with the less expensive refinement procedure.
