Abstract. Median filtering has been widely used in image processing for noise removal because it can significantly reduce the power of noise while limiting edge blurring. This filtering is still a challenging task in the case of threedimensional images containing up to a billion of voxels, especially for large size filtering windows. The authors encountered the problem when applying median filter to speckle noise reduction in optical coherence tomography images acquired by the Spark OCT systems. In the paper a new approach to the GPU (Graphics Processing Unit) based median smoothing has been proposed, which uses two-step evaluation of local intensity histograms stored in the shared memory of a graphic device. The solution is able to output about 50 million voxels per second while processing the neighbourhood of 125 voxels by Quadro K6000 graphic card configured on the Kepler architecture.
Introduction
Speckle noise can be understand as pixel intensity variation formed by the laser beam scanning of a tested material, which is reflected from inhomogeneities of its internal structure. Speckles result from random interference between reflected waves which are mutually coherent. They are both the source of noise and the carrier of information about material structure. This phenomenon is an inherent part of all images acquired by narrow band systems and thus present both in ultrasound, RADAR and OCT devices [1, 2, 4, 14] . Speckle noise influences the visual assessment of optical coherence tomography (OCT) images, affects detected boundaries of internal layers and therefore reduces diagnostic importance of acquired image data in medicine, biology or industrial applications. Its suppression has an essential impact on the accuracy of OCT measurements. A lot of methods have been proposed to reduce speckles in ultrasound or OCT images. They are based on local adaptive filtering, wavelet filtering or anisotropic diffusion models [6, 7, 8, 9, 18, 19] . Some of them are very sophisticated like geodesic bilateral filters in [8] or doubly degenerate diffusion model [19] . The methods' complexity implies rather a long execution time of their algorithms which would be unacceptable for 3D OCT images containing from a quarter to one billion voxels depending on applied resolution. This is exactly the case of images created in Spark OCT systems [17] . Therefore the authors focused on the filtering methods including relatively simple computations run independently in each voxel neighbourhood.
Speckle noise reduction in Optical
Coherence Tomography images
Statistical properties of the speckle noise show that it may be modelled as multiplicative versus image intensity and the degradation of two different voxels can be regarded as independent assuming high enough scanning resolution compared to the spatial object details and sufficiently coarse image sampling [4, 9] . Then the noised intensity image I(x, y, z) is expressed as [5] :
where J denotes noise-free image, η -white noise with zero mean and a certain distribution, p = (x, y, z) is
. Equation (1) contains the multiplication of the image J by the noise η with mean value shifted to one. Common signal filtering methods are developed for additive noise, which can be obtained from image intensity signal by applying the logarithm on both sides of Eqn. (1) . The operation result
can be written as
where η is a white noise of zero mean. The situation described in Eqn. (3) applies both to many USG devices and the Spark OCT systems [17] , which firmware performs initial logarithmic transformation of raw intensity images to reduce their dynamics. Speckle suppression for three-dimensional OCT images should be achieved by the methods that are rather fast than smart and thus need less execution time per image voxel. Therefore the authors decided to apply median filtering first introduced by Tukey in [15] and adapted in [6] to reduce speckle noise in two dimensional ultrasound images .
Proposed model of 3D median filtering
Median filtering requires finding the middle intensity value in a filter window W around each voxel. Basically two approaches are applied for extraction of the median:
• sorting the image intensities and then reading the value of the middle element,
• gathering local intensity histogram [3] and finding the bin with half of its cumulative sum.
Recently reported fast median filters including PCMF (Parallel Ccdf-based Median Filter) sorting [12] or PRMF (Parallel Register-only Median Filter) method with forgetful sorting [10] apply GPU parallel computing in two dimensions only. Their fast memory requirements are too high for 3D filtering and the pixel throughput is insufficient for three-dimensional OCT images. The main reason seems to be sorting stage, which needs more register memory space per thread than available in modern GPU devices. Thus the main idea of the proposed method is to return to the computing of local histograms for each voxel, which size is small enough to fit into shared memory for every GPU thread.
The new approach is ilustrated in Fig. 1 and (4) and Eqn. (5) .
where 
where the voxel q ∈ W (p) belongs to the window W .
The n-th bin of histogram H D is selected as follows: memory it is transferred once into 3D device array and bounded to the texture form [13] .
All of the bins in the histograms H C (I (q)) or H D (I(q)) are incremented by the weights wg(q) instead by one. Weighting selection rule shown in Eqn. (9) was positively verified at the reduction of speckle noise in ultrasound images [6] .
where D(q) is the distance of pixel q from the window W centre p, a W (p) and σ W (p) denote local mean value and standard deviation inside of W , R SN (p) is the signal to noise ratio in W , c 1 and c 2 are experimental constants. The proposed algorithm is presented as a flowchart in 
Experimental results
The experiments of testing the proposed median filtering for speckle noise reduction were carrired out on a PC with two processors Intel(R) Xeon(R) CPU E5-2695 v2, 2.40
GHz and 64 GB GDDR3 operating memory. The workstation was equipped with Nvidia CUDA Quadro K6000 graphic card including 12 GB GDDR5 device memory.
The GPU with computing capability 3.5 was configured for using the Kepler architecture. The algorithm shown in with the same dimensions as acquired by Wasatch Photonics Spark OCT system working in low resolution mode.
The whole block of data was divided in two chunks along Y direction and N = 16 parts in Z direction. This procedure aimed to limit the number of voxels being processed simultaneously in a single kernel function to avoid graphic driver timeout detection built in the operating system. It equals about 5 s in the applied computing environment.
In order to quantify the denoising effect having a noisefree image model J and its noisy version I, the denoising performance was defined in terms of the following measures:
• mean absolute-square error (MSE),
where V is the image volume in voxels, · 2 -image vector Euclidean norm,
• mean absolute-deviation error (MAE) [19] .
where · 1 -image vector Manhattan norm.
• peak signal to noise ratio (PSNR) [19] ,
where I M AX = 255 -maximum possible image value.
• mean structural similarity measure (MSSIM) [16] M SSIM = mean
Conclusions
The proposed method shows that the median filtering can be successfully applied to large amount of data in 3D im- These problems will be considered in the future.
