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A CLOSED NON-ITERATIVE FORMULA FOR STRAIGHTENING FILLINGS
OF YOUNG DIAGRAMS
REUVEN HODGES
Abstract. Young diagrams are fundamental combinatorial objects in representation theory and
algebraic geometry. Many constructions that rely on these objects depend on variations of a straight-
ening process, due to Alfred Young, that expresses a filling of a Young diagram as a sum of semi-
standard tableau subject to certain relations. It has been a long-standing open problem to give a
non-iterative, closed formula for this straightening process. This paper gives such a formula, as well
as a simple combinatorial description of the coefficients that arise. Moreover, an interpretation of
these coefficients in terms of paths in a directed graph is provided.
1. Introduction
The irreducible representations of the symmetric group and polynomial irreducible representa-
tions of the general linear group may be constructed in terms of partitions, Young diagrams, fillings,
and tableau. These constructions rely on variations of a straightening process, due to Alfred Young,
that expresses a filling of a Young diagram as a sum of semistandard tableau subject to certain
relations.
Let F (n) denote the infinite set of fillings of Young diagrams of arbitrary shape filled with
elements from the set {1, . . . , n}. Define F (λ, z) to be the subset of fillings in F (n) of shape λ and
content z (cf. Section 2.1). Then CF (λ,z) ⊂ CF (n) are defined to be the complex vector spaces with
basis F (λ, z) and F (n), respectively. Further, define A(n) to be the subspace of CF (n) generated
by sums of fillings corresponding to the Grassmannian and Plu¨cker relations (cf. Section 2.2). If
A(λ, z) := A(n) ∩ CF (λ,z), then the cosets of semistandard tableau form a basis of the factor space
C
F (λ,z)/A(λ, z) for every partition λ with l(λ) ≤ n and content z with |λ| = |z| [Ful97, Section 8.1,
Theorem 1]. Expressing a filling as a sum of semistandard tableau in this factor space is referred
to as straightening the filling.
All existing algorithms for straightening a filling are iterative processes. The majority of these
straightening algorithms work by prescribing a choice of a relation in A(λ, z) that allows a given
non-semistandard filling to be rewritten as a sum of other fillings that are smaller (or larger for
some algorithms) in some total order, and then proceeding inductively (cf. [Whi90], [Sag01, §2.6],
[Stu08, §3.1], [FH91, §15.5]). As there are a finite number of fillings of a given shape and content,
these algorithms are guaranteed to terminate after a finite number of steps. However, in practice,
the number of steps grows so quickly, as a function of the size of the partition, that it is not feasible
to use these algorithms for actual computations [CIM17, Remark 12].
It has been a long standing open problem to give a closed non-iterative formula that straightens
a filling. The aim of this paper is to do precisely this; to provide such a formula, as well as give a
simple combinatorial description of those coefficients that appear when straightening a filling. This
closed formula is both more useful for proofs and considerably faster to implement on a computer
than the classical straightening algorithms described above.
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Given a partition λ we may consider the group C(λ) of permutations that permute the entries
of a given filling of shape λ within each column. Let F and S be two fillings of shape λ, and for
pi ∈ C(λ) let Fπ be the filling that results from permuting the entries of F according to pi. We define
the rearrangement coefficient of F with respect to S, denoted RF,S, to be the sum of the signs of
all permutations pi ∈ C(λ) such that Fπ has the same content as S in each row. The fundamental
insight of this paper is that the straightening of a filling depends entirely on these rearrangement
coefficients. The definition of these rearrangement coefficients is equivalent to a definition found
in [D8´0] that is used to give an algorithm for straightening bitableau. Let S(λ, z) be the subset
of F (λ, z) containing the semistandard tableau of shape λ and content z. Order and label all
semistandard tableau in S(λ, z) as S1 ≻ S2 ≻ · · · ≻ SKλ,z where Kλ,z is the Kostka number and
≺ is the row word order(cf. Definition 2.4 and 2.5). We construct a new basis of CF (λ,z)/A(λ, z),
called the D-basis, by setting
DSi := Si −
∑
Sj∈S(λ,z)
s.t. j<i
RSi,Sj ·DSj
for each Si ∈ S(λ, z). Straightening a filling in terms of this new basis will be considerably simpler.
Theorem 4.1.3. Suppose that F ∈ F (λ, z), with F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z). Then∑
aiSi =
∑
Sj∈S(λ,z)
RF,Sj ·DSj
Thus straightening a filling becomes a two step process, first computing the D-basis associated
to the shape and content, and second computing at most Kλ,z rearrangement coefficients. Even
better, the D-basis computation only depends on the shape and content, and hence straightening
multiple fillings of the same shape and content is extremely computationally efficient. It is worth
noting here that while the above theorem gives a closed formula for straightening a filling, it is not
non-iterative - the iteration is merely hidden in the computation of the D-basis. We will however
use this formula to get a truly closed, non-iterative formula.
Proving Theorem 4.1.3 reduces to proving Proposition 4.1.2, which states that if F =
∑
aiSi in
C
F (λ,z)/A(λ, z), then RF,Sj =
∑
aiRSi,Sj for all semistandard tableau Sj ∈ S(λ, z). The majority
of Section 3 is devoted to developing the results necessary to prove this proposition. When the
filling F is rewritten as
∑
aiSi in the factor space it is done using the relations in A(λ, z). Thus
the goal is to show that if we take the rearrangement coefficient of each of the terms in a generator
of A(λ, z) with respect to a fixed Sj ∈ S(λ, z), then their sum is zero. This is done in Lemma
3.3.1 and Theorem 3.3.8; Proposition 4.1.2 follows by a simple induction on the number of relations
needed to rewrite F as a sum of semistandard tableau.
The primary application of Theorem 4.1.3 is providing a combinatorial description of the coeffi-
cients ai in the straightening F =
∑
aiSi. For F ∈ F (λ, z) define std(F) to be the filling that arises
from first reordering the values within the columns of F so that they increase strictly downwards,
and then reordering the values within the rows so that they increase weakly along each row. Let
F c(λ, z) be the subset of all fillings in F (λ, z) that have no duplicates within any column. The
following result is proved in the final section of this paper.
Corollary 4.2.5. Suppose that F ∈ F c(λ, z), with F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z). Then
std(F) = Sk ∈ S(λ, z) for some 1 ≤ k ≤ Kλ,z and
ai =
∑
(b0,...,bd)∈N
d
>0
s.t. i=b0<b1<···<bd≤k
and d≥0
(−1)d · RF,Sbd
· RSbd ,Sbd−1
· · · RSb1 ,Sb0 · RSb0 ,Si
A CLOSED NON-ITERATIVE FORMULA FOR STRAIGHTENING FILLINGS OF YOUNG DIAGRAMS 3
The summation in the above corollary has an enormous number of summands, however, the
majority of summands will be zero. Further, the nonzero summands have an elegant interpretation
in terms of paths in a directed graph which is discussed in Proposition 4.2.7. This formula does
indeed yield a closed non-iterative formula for straightening a filling; we merely compute each
coefficient in the straightening using Corollary 4.2.5.
The content of the paper is divided as follows. Section 2 gives the necessary background on
partitions, Young diagrams, fillings, and semistandard tableau. These definitions are used to give a
construction of the factor space, and this in turn is used to give an explicit formulation of the irre-
ducible representations of the symmetric and general linear groups. In Section 3 the rearrangement
coefficients and the D-basis are introduced and a number of simple lemmas related to these are
proved. The rest of the section is spent developing the results needed to prove Proposition 4.1.2;
in particular, showing the relationship between the rearrangement coefficients and the generators
of A(λ, z). This is done first for two column shapes, and then for a general shape. The primary
results of the paper are in Section 4. Proposition 4.1.2 is proved using the results from the previous
sections and is then used to show the main result, Theorem 4.1.3. The paper concludes by applying
Theorem 4.1.3 to give a combinatorial description of the straightening coefficients and visualization
of these coefficients in terms of paths in a directed graph.
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2. Preliminaries
In this section we recall a number of standard definitions and results on partitions, Young
diagrams, fillings, and straightening. We follow the formulation and notation in [Ike12, Chapter
4.1], for more details and proofs see [Ful97] and [FH91].
2.1. Partitions and Fillings. Fix n ≥ 2 and let [n] denote the set {1, . . . , n}. The set of nonneg-
ative integers will be denoted N while the set of positive integers will be denoted N>0.
A partition is a finite sequence of positive integers λ := (λ1, . . . , λk) such that λ1 ≥ · · · ≥ λk > 0.
We define the size of the partition λ as |λ| =
∑
λi and say that the length, denoted l(λ), of the
partition is the number of values in the sequence. A partition λ is often visualized using it’s Young
diagram, also denoted λ, an upper left justified collection of boxes, with λi boxes in the ith row. We
identify partitions with their Young diagrams and say that the Young diagram associated to the
partition λ has shape λ. The column lengths of λ are denoted by ζ1, . . . , ζλ1 , and ζ := (ζ1, . . . , ζλ1)
is called the conjugate partition. A location in λ with column index 1 ≤ c ≤ λ1 and row index
1 ≤ r ≤ ζc may be specified by (r, c). We use the notation a× b to denote the sequence (b, . . . , b) of
a copies of b.
Example 2.1. The partition (4, 2, 2) is identified with the following Young diagram.
Given a partition λ, a filling F of shape λ with entries in [n] is an assignment of a value in [n] to
each location in the Young diagram λ. We write F (r, c) for the value of a filling F at the location
(r, c). A filling such that for each each fixed column there are no duplicated values is called a
cardinal filling. A tableaux T of shape λ with entries in [n] is a cardinal filling such that the values
increase strictly down each column. A semistandard tableaux S of shape λ with entries in [n] is a
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tableaux such that the values increase weakly along each row. The content of a filling is a finite
sequence of non-negative numbers z = (z1, . . . , zn) where zi is equal to the number of locations with
value equal to i in the filling. A filling is called a numbering of shape λ if the content of the filling
equals |λ| × 1. A semistandard tableaux that is also a numbering is called a standard tableaux.
Example 2.2. From left to right: a filling, cardinal filling, tableaux, semistandard tableaux, and
standard tableaux of shape (4, 2, 2).
1 1 2 1
2 2
1 2
3 1 2 2
2 3
1 2
2 1 4 1
3 2
4 3
1 2 3 3
3 3
4 5
1 2 3 6
4 7
5 8
Given a filling F and a row index 1 ≤ r ≤ ζ1, let F (r,−) be the filling of shape (λr) achieved by
deleting all the boxes of F that are not in row r. For a column index 1 ≤ c ≤ λ1, let F (−, c) be the
filling of shape ζc × 1 achieved by deleting all the boxes of F that are not in column c. If E and
F are two fillings of shape λ, we say that they have the same row content if E(r,−) has the same
content as F (r,−) for all 1 ≤ r ≤ ζ1. If a filling F has a shape that is a single column we will often
write its contents in bracket notation. That is, if F has shape p × 1 we will write F = [j1, . . . , jp]
to indicate that F (1, 1) = j1, F (2, 1) = j2, etc.
Notation 2.3. Let F (n) denote the infinite set of fillings of Young diagrams of arbitrary shape
filled with elements in [n]. Let F (λ, z) be the finite subset of F (n) of fillings of shape λ and content
z, where l(λ) ≤ n and |λ| = |z|. Denote by F c(λ, z) the subset of F (λ, z) containing the cardinal
fillings. We will write T (λ, z) for the subset of F c(λ, z) containing those fillings that are tableau,
and S(λ, z) for the subset of semistandard tableau. With these notation in place we have the
following inclusions
S(λ, z) ⊂ T (λ, z) ⊂ F c(λ, z) ⊂ F (λ, z) ⊂ F (n)
for a fixed partition λ and content z.
Definition 2.4. The Kotska number Kλ,z is defined to be the number of semistandard tableau in
the set S(λ, z).
Definition 2.5. We define a total order called the row word order  on the set F (λ, z). Let
E,F ∈ F (λ, z). We define the row word rw(F ) to be the word formed by listing the values in the
filling F read from left to right in each row, starting with the top row and moving downward. We
write E  F if rw(E) precedes rw(F ) lexicographically.
For a filling F ∈ F (λ, z), define the standardization of F to be the filling that arises from first
reordering the values within the columns of F so that they increase strictly downwards, and then
reordering the values within the rows so that they increase weakly along each row. We denote the
standardization of F by std(F) and recall the following lemma.
Lemma 2.6. Let F ∈ F c(λ, z) be a cardinal filling, then std(F) is a semistandard tableaux in
S(λ, z).
Proof. For a proof of this see [D8´0, Lemma 1], although note that the notation differs substantially
from this paper. 
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Example 2.7. Let
E = 2 1 3 4
3 2
4 3
and F = 2 2 4 3
3 1
3 4
be two fillings. Then rw(E) = 21343243 and rw(F ) = 22433134. Thus E ≺ F since 21343243
precedes 22433134 lexicographically. The standardization of these two fillings are equal with
std(E) = std(F) = 1 2 3 4
2 3
3 4
2.2. The Factor Space. Fix a partition λ and content z with |λ| = |z|. Then CF (λ,z) ⊂ CF (n) are
defined to be the complex vector spaces with basis F (λ, z) and F (n), respectively. Let A(n) be the
subspace of CF (n) generated by sums of fillings corresponding to the Grassmannian and Plu¨cker
relations; that is, let A(n) := Gr(n) + Pl(n), where
(i) the subspace Gr(n) ⊂ CF (n) is generated by sums E + F , where E and F are two fillings
with the same shape and content that differ in a single column by a single transposition of
values;
(ii) the subspace Pl(n) ⊂ CF (n) is generated by sums E −
∑
F F , where the sum is over all
fillings F that result from E by swapping the m top elements from column j + 1 with any
m elements in column j (maintaining their vertical order), for some j and m.
Defining A(λ, z) := A(n)∩CF (λ,z), we have that the cosets of semistandard tableau form a basis
of the factor space CF (λ,z)/A(λ, z) for every partition λ with l(λ) ≤ n and content z with |λ| = |z|
[Ful97, Section 8.1, Theorem 1]. Expressing a filling as a sum of semistandard tableau in this
factor space is referred to as straightening the filling. Giving a closed non-iterative formula for this
straightening and the resulting coefficients is the primary goal of this paper.
Remark 2.8. In this paper we will expend a considerable effort understanding the relations that
generate A(n). In particular, it will be useful to note that A(n) can be equivalently defined as the
sum of Gr(n) and the subspace generated by sums of fillings corresponding to the simple Plu¨cker
relations. That is, let SPl(n) be the subspace of CF (n) generated by the sums F −
∑ζj
l=1 Fl, where
the sum is over the fillings Fl that arise from F by exchanging the top element from the (j+1)th
column with the lth element in the jth column, for some j. Note that SPl(n) is just Pl(n) where
m is always equal to 1. It can be shown that A(n) = Gr(n)+ SPl(n) (cf. [FH91, Exercise 15.54] or
[Tow79]).
3. Rearrangement Coefficients
In this section we begin by defining the rearrangement coefficients and the D-basis. We then
develop the tools and results needed to understand the relationship between the rearrangement
coefficients and the generators of A(λ, z). This relationship is first studied for λ a two column
shape (λ1 = 2). Then the results for the two column case are extended to a general λ.
3.1. Rearrangement Coefficients and the D-Basis. Fix n ≥ 2 and k ≤ n. Let λ = (λ1, . . . , λk)
be a partition, and ζ = (ζ1, . . . , ζλ1) its conjugate partition.
Define C(λ) to be the group of sequences of permutations pi = (pi1, . . . , piλ1), where each pii is a
permutation in the Symmetric group Sζi . We will refer to elements of C(λ) as multipermutations.
Given pi, σ ∈ C(λ) with pi = (pi1, . . . , piλ1) and σ = (σ1, . . . , σλ1), we have the composition pi ◦ σ =
(pi1 ◦ σ1, . . . , piλ1 ◦ σλ1) ∈ C(λ). Further, each element pi = (pi1, . . . , piλ1) ∈ C(λ) has an inverse
pi−1 = ((pi1)
−1, . . . , (piλ1)
−1) ∈ C(λ).
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If F is a filling of shape λ, then we define Fπ to be the filling that is obtained by permuting
the values of F in each column i by pii. Explicitly, for column index 1 ≤ c ≤ λ1 and row index
1 ≤ r ≤ ζc we set
Fπ(r, c) = F (pic(r), c).
We define the sign of pi to be
sgn(pi) := sgn(pi1) · sgn(pi2) · · · sgn(piλ1).
It is an easy check to see that for pi, σ ∈ C(λ) we have sgn(pi ◦ σ) = sgn(pi) · sgn(σ) and sgn(pi−1) =
sgn(pi). In addition we have that F = sgn(pi) · Fπ in the factor space C
F (λ,z)/A(λ, z).
We define the rearrangement subset of C(λ) associated to two fillings F, S ∈ F (λ, z) to be the
subset
CF,S(λ) = {pi ∈ C(λ) | Fπ and S have the same row content}.
Note that this definition is not symmetric with respect to F and S, CF,S(λ) will almost never equal
CS,F (λ).
Definition 3.1.1. Let F, S ∈ F (λ, z), we define the rearrangement coefficient associated to these
fillings to be
RF,S :=
∑
π∈CF,S(λ)
sgn(pi)
Example 3.1.2. Let λ = (4, 2, 2) and z = (2, 2, 2, 2) with F, S ∈ F (λ, z) such that
F = 2 1 4 1
3 2
4 3
and S = 1 1 4 4
2 2
3 3
Then pi = ((312), (123), (1), (1)) is in CF,S(λ) since
Fπ = 4 1 4 1
2 2
3 3
has the same row content as S. It is not difficult to check that pi is the only element in CF,S(λ)
and hence RF,S = sgn(pi) = sgn(312) · sgn(123) · sgn(1) · sgn(1) = 1. The set CS,F (λ) is empty since
there are no multipermutations that would rearrange the values within the columns of S so that it
has the same row content as F . Thus RS,F = 0.
Lemma 3.1.3. Let F, T, S ∈ F (λ, z). Let σ, γ, σ′, γ ′ be fixed elements of C(λ). Suppose that
for all pi ∈ CT,S(λ) we have σ ◦ pi ◦ γ ∈ CF,S(λ). Further, suppose for all pi
′ ∈ CF,S(λ) we have
σ′ ◦ pi′ ◦ γ′ ∈ CT,S(λ). Then RF,S = sgn(pi) · sgn(γ) · RT,S = sgn(pi
′) · sgn(γ′) · RT,S.
Proof. Consider the map Φ : CT,S(λ) −→ CF,S(λ) given by Φ(pi) = σ ◦ pi ◦ γ. This map is injective,
since σ ◦ pi1 ◦ γ = σ ◦ pi2 ◦ γ implies pi1 = pi2. In the same way, the map Ψ : CF,S(λ) −→ CT,S(λ)
given by Ψ(pi′) = σ′ ◦ pi′ ◦ γ′ is injective. Thus, since both these sets are finite, we have that both
Φ and Ψ are bijective maps. Then
RF,S =
∑
π∈CF,S(λ)
sgn(pi) =
∑
π∈CT,S(λ)
sgn(Φ(pi)) = sgn(pi) · sgn(γ) · RT,S
and
RT,S =
∑
π∈CT,S(λ)
sgn(pi) =
∑
π∈CF,S(λ)
sgn(Ψ(pi)) = sgn(pi′) · sgn(γ′) · RF,S
The first of these two identities, coupled with the multiplication of both sides by sgn(pi′) · sgn(γ′)
in the latter, gives us our desired result. 
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Corollary 3.1.4. Let T, S ∈ F (λ, z). Then for pi ∈ C(λ) we have RTπ,S = sgn(pi) · RT,S
Proposition 3.1.5. Let F ∈ F c(λ, z) be a cardinal filling. Let T ∈ T (λ, z) be the tableaux that
results from ordering the values within the columns of F so that they increase strictly downwards.
Then T = Fσ for some σ ∈ C(λ). Let S ∈ S(λ, z). Then
(i) S ≺ std(F) implies RF,S = 0.
(ii) F ∈ T (λ, z) implies RF,std(F) = 1
(iii) RF,std(F) = sgn(σ).
Proof. (i) By Corollary 3.1.4 we have RT,S = sgn(σ) ·RF,S. We will show that S ≺ std(F) = std(T)
implies RT,S = 0, and hence RF,S = 0.
Let S ≺ std(T). Now suppose that for some pi ∈ C(λ) we have that Tπ has the same row
content as S. Let r be the index of the first row where Tπ and T differ. If no such row exists
then pi = (id, . . . , id), which would imply that T has the same row content as S. This would mean
that S = std(T), which contradicts our initial assumption. Let c be the index of the first column
where where Tπ and T differ in row r. Then Tπ(r, c) > T (r, c) because the columns of T are strictly
increasing downward. For any c < q ≤ λr we must also have Tπ(r, q) > T (r, q), again because the
columns of T are strictly increasing downward, and row r is the first row where Tπ and T differ.
As Tπ and T are the same for rows less than r, so are S and std(T). In row r, the values in each
location in Tπ are all greater than or equal the value in the corresponding location in T . Hence
after reordering within the rows of Tπ and T such that they are nondecreasing to get S and std(T)
respectively, we must have that the entries in row r of S are lexicographically greater than the
entries in row r of std(T). Thus S ≻ std(T). This is a contradiction of our initial assumption, and
thus there can not exist any pi ∈ C(λ) such that Tπ has the same row content as S. Thus CT,S(λ)
is empty and RT,S = 0.
(ii) If F ∈ T (λ, z) then F = T . If pi = (id, . . . , id) ∈ C(λ), then Tπ has the same row content as
std(T). Otherwise, for any other pi′ ∈ C(λ) we have shown in part (i) that if Tπ′ has the same row
content as std(T), this would imply that std(T) ≺ std(T). As this is clearly not possible, we must
have that pi is the only element in CT,std(T)(λ), and hence RF,std(F) = RT,std(T) = sgn(pi) = 1.
(iii) This follows from part (ii) and Corollary 3.1.4. 
We fix an ordering and label all the elements in S(λ, z) such that
(3.1.6) S1 ≻ S2 ≻ · · · ≻ SKλ,z
Definition 3.1.7. For each Si ∈ S(λ, z) we define
DSi := Si −
∑
Sj∈S(λ,z)
s.t. j<i
RSi,Sj ·DSj
This well defined since ≻ is a total order. Further, it is not difficult to see that the set {DSi |
1 ≤ i ≤ Kλ,z} is a basis for C
F (λ,z)/A(λ, z); this follows by noting that the transition matrix from
the basis S(λ, z) of CF (λ,z)/A(λ, z) is triangular and has 1’s on the diagonal. We will refer to
{DSi | 1 ≤ i ≤ Kλ,z} as the D-basis for C
F (λ,z)/A(λ, z). In Example 4.1.5 we construct the D-basis
for λ = (4, 3, 2) and z = (2, 2, 3, 2).
3.2. S-chains and S-opposites in Two Column Shapes. We will now restrict to partitions
λ such that λ1 = 2, that is, to two column shapes, for all of section 3.2. This will allow us to
develop several technical lemmas which we will use to understand the relationship between the
rearrangement coefficients and the generators of A(λ, z).
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Fix λ a partition with λ1 = 2. Let p = ζ1 and q = ζ2. Fix an S ∈ F
c(λ, z) with S(−, 1) =
[i1, . . . , ip] with S(−, 2) = [j1, . . . , jq]. Denote by A = {ia1 , . . . , iar , jb1 , . . . , jbs} the set of values in
the filling S that appear only once.
Definition 3.2.1. For 1 ≤ m ≤ s define the S-chain of jbm ∈ A to be the sequence
((jbm , ibm), (jl1 , il1), . . . , (jlz , ilz ), (jam′ , iam′ ))
where iam′ ∈ A, each pair is in the same row of S, with ibm = jl1 , ilz = jam′ , and ilx = jlx+1 for all
1 ≤ x < z. Note that this chain always exists, is unique, and in the case when jbm is in the same
column as iam′ for some 1 ≤ m
′ ≤ r, the S-chain is simply ((jbm , iam′ )).
In the same way, for 1 ≤ n ≤ r define the S-chain of ian ∈ A to be the sequence
((ian , jan), (il1 , jl1), . . . , (ilz , jlz ), (ibn′ , jbn′ ))
where jbn′ ∈ A, each pair is in the same row of S, with jan = il1 , jlz = ibn′ , and jlx = ilx+1 for all
1 ≤ x < z. If such a sequence does not exist, then define the S-chain of ian to be the sequence
((ian , jan), (il1 , jl1), . . . , (ilz , jlz ), (ilz+1 , ))
where each pair except the last is in the same row of S, with jan = il1 , jlz = ilz+1, and jlx = ilx+1
for all 1 ≤ x < z. This second case occurs precisely when lz+1 > q. Such a chain always exists and
is unique.
Definition 3.2.2. Now for 1 ≤ m ≤ s we define the S-opposite of jbm ∈ A to be the unique
iam′ ∈ A that is the second element of the last pair in the S-chain of of jbm . We denote this as
Sop(jbm) = iam′
For 1 ≤ n ≤ r we define the S-opposite of ian ∈ A to be the unique jbn′ ∈ A that is the second
element of the last pair in the S-chain of of ian . We denote this as
Sop(ian) = jbm′
If such an element does not exist in the S-chain of ian , then we say that the S-opposite of ian does
not exist.
Remark 3.2.3. It is easy to see from the definitions that Sop(Sop(jbm)) = jbm , and if the S-opposite
of ian exists, then Sop(Sop(ian)) = ian .
Finally, we need some notation regarding the S-opposites. Let Spairs be the set containing all
pairs (Sop(jbm), jbm) for 1 ≤ m ≤ s. Let Sleft be the set containing all ian for 1 ≤ n ≤ r such that
the S-opposite of ian does not exist. Trivially, every jbm ∈ A is part of a pair in Spairs. Further,
every ian ∈ A is either in Sleft or part of a pair in Spairs.
Example 3.2.4. These definitions are simpler than the notation would imply so lets look at an
example. Let
S = 1 2
3 1
6 5
4 3
5
be a cardinal filling of shape (2, 2, 2, 2, 1). Then A = {4, 6, 2}. The S-chain of 2 is ((2, 1)(1, 3)(3, 4))
and so Sop(2) = 4. The S-chain of 4 is ((4, 3)(3, 1)(1, 2)) and so Sop(4) = 2. The S-chain of 6 is
((6, 5)(5, )) and so Sop(6) does not exist. Thus (4, 2) ∈ Spairs and 6 ∈ Sleft.
With these definitions and notation in place we are now ready for the first of two technical lemma
involving the S-chains and S-opposites.
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Lemma 3.2.5. Let F, S ∈ F c(λ, z) be cardinal fillings. If there exists a pair (a, b) ∈ Spairs such
that a and b are in the same column of F , then RF,S = 0. Further, if there exists a value c ∈ Sleft
such that c is not in the first column of F , then RF,S = 0.
Proof. Let (a, b) ∈ Spairs and F ∈ F
c(λ, z) be such that a and b are in the same column of F .
Consider the S-chain of a. We have two possibilities.
One possibility is that the S-chain of a is (a, b). Suppose that pi ∈ CF,S(λ). For Fπ to have
the same row content as S, it must have a and b in the same row. But there is no possible
rearrangements of the values in the columns of F that would put a and b in the same row since
they are in the same column. Thus, no such pi exists and RF,S = 0.
The other possibility is that the S-chain of a is ((a, c1), (c2, c3), . . . , (cz , b)). In this chain there
are z + 2 values with z of those values being duplicated values, since each value not equal to a or
b is duplicated. Now, suppose that pi ∈ CF,S(λ). For Fπ to have the same row content as S, it is a
necessary condition that column one of F contains half of the values from the chain, and column
two of F contains the other half of the values. Then, the fact that a and b are in the same column
implies, by the pigeonhole principle, that the other column has at least one duplicate value. This
is a contradiction, thus no such pi exists implying RF,S = 0.
Now let c ∈ Sleft and F ∈ F
c(λ, z) be such that c is not in column one of F . We have that c is
a non-duplicated value in S found in column one and equal to im, for some 1 ≤ m ≤ p. If m > q,
then there can be no pi ∈ CF,S(λ) such that the value c in the second column of Fπ will be in row
m > q. The other possibility is that the S-chain of im = c is ((c, c1), (c2, c3), . . . , (cz , )). There are
z + 1 values with z of those values being duplicated values. Now, suppose that pi ∈ CF,S(λ). For
Fπ to have the same row content as S, it is a necessary condition that column one of F contains
z/2 + 1 of the values from the chain, and column two of F contains the other z/2 values. If c
is in column two of F , then by the pigeonhole principle column one of F must have at least one
duplicate value. This is a contradiction, and hence no such pi exists. Thus RF,S = 0. 
The criterion for the next lemma might at first seem to be somewhat enigmatic, but as we shall
see they are essentially a set of properties that a filling F can satisfy so that it can be rearranged
to have the same row content as the filling S. Before we state the lemma we will illustrate this by
an example. Suppose that
F = 1 4
3 1
6 5
2 3
5
and S = 1 2
3 1
6 5
4 3
5
are two cardinal fillings of shape (2, 2, 2, 2, 1) with the same content. Then F has the same row
content as S in all rows but two. Further, the only values that keep these two fillings from having
the same row content are the values in the S-pair (4, 2). Let σ be a multipermutation that only
exchanges values in rows 1, 2 and 4. In particular, it changes column one of F to [2, 1, 6, 3, 5] and
column two of F to [1, 3, 5, 4]. Then
Fσ = 2 1
1 3
6 5
3 4
5
has the same row content as S and sgn(σ) = 1. Such a rearrangement will always be possible when
F satisfies the conditions of the following lemma.
10 REUVEN HODGES
Lemma 3.2.6. Let F, S ∈ F (λ, z) be cardinal fillings. Let S(−, 1) = [i1, . . . , ip] with S(−, 2) =
[j1, . . . , jq] and F (−, 1) = [a1, . . . , ap] with F (−, 2) = [b1, . . . , bq]. Further, suppose F, S have the
following properties.
(i) F has the same row content as S in all rows but two, say rows m and n
(ii) (jm, in) ∈ Spairs, with jn, im being duplicate values in S
(iii) the values jm and in are in different columns of F
(iv) the value jn is in row n of F , the value im is in row m of F
Then there exists a σ ∈ C(λ) such that Fσ has the same row content as S, and sgn(σ) = 1.
Proof. We may consider the S-chain of jm, ((jm, im), (jl1 , il1), . . . , (jlz , ilz ), (jn, in)). Recall from the
definition of the S-chain of jm that
(3.2.7) im = jl1 , ilz = jn, and ilx = jlx+1 for all 1 ≤ x < z
We have two possibilities by property (iv).
Case 1: im is in column two and row m of F , hence bm = im. We know that in is not in row n of
F , otherwise property (iv) would imply that F has the same row content as S in row n. Thus in
must be in row m of F , which in this case implies am = in.
Thus am is not a duplicated value in F , and we may construct the F -chain of am. We claim that
the F -chain of am equals ((am, bm), (al1 , bl1), . . . , (alz , blz), (an, bn)), that is, that the row indices are
the same as in (3.2.7). We have that bm = im = jl1 by (3.2.7) as well as {al1 , bl1} = {jl1 , il1} by
property (i). These combine to imply that one of the elements of {al1 , bl1} equals bm. It must be
that al1 = bm since there are no duplicate values in either column, and hence bl1 = il1 . Continuing
inductively we have our claim. Further, we see that an = jn, since an is a duplicated value. We
know that jm is not in row m of F , otherwise it would have the same row content as S in row m,
and hence must be in row n. Thus, since an = jn, we must have bn = jm.
Recall from the definition of the F -chain of am that
(3.2.8) bm = al1 , blz = an, and blx = alx+1 for all 1 ≤ x < z
Let (id, σ2) ∈ C(λ) be the permutation that swaps the values of F in column two such that the
values in rows m, l1, . . . , lz, n equal bn, bm, bl1 , . . . , blz respectively, with all other rows unchanged.
Then sgn((id, σ2)) = (−1)
z .
Let (σ1, id) ∈ C(λ) be the permutation that swaps the values of F in column one such that the
values in rows m, l1, . . . , lz, n equal al1 , . . . , alz , an, am respectively, with all other rows unchanged.
Then sgn((σ1, id)) = (−1)
z .
Now we shall see that F(σ1,σ2) has the same row content as S since the row content of F(σ1,σ2)
only differs from F in two rows. In particular, in row m, F(σ1,σ2) has content {al1 , bn} = {bm, bn}
by (3.2.8). Then {bm, bn} = {im, jm} for this case, which is the row content of S in row m. For
row n, F(σ1,σ2) has content {am, blz} = {am, an} by (3.2.8). Then {am, an} = {in, jn} for this case,
which is the row content of S in row n. Finally, for 1 ≤ c ≤ z, in row lc, we have that F(σ1,σ2) has
the same content as F by careful application of (3.2.8). As F has the same content as S in these
rows, the combination of the above results shows that F(σ1,σ2) has the same row content as S.
Setting σ = (σ1, σ2) we have our desired result after noting that sgn(σ) = sgn((σ1, σ2)) =
(−1)z · (−1)z = 1.
Case 2: im is in column one and row m of F , hence am = im. In this case we have bm = in, and
we may construct the F -chain of bm in a similar to way that of Case 1. We omit the remaining
details as they are exactly the same as in the previous case.

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3.3. Properties of the Rearrangement Coefficients. We now have the tools necessary to show
that for any generator of A(λ, z) := A(n)∩CF (λ,z) = (Gr(n)∩CF (λ,z))+(SPl(n)∩CF (λ,z)), summing
the rearrangement coefficient of each term in the generator with respect to a fixed semistandard
tableaux results in zero.
Lemma 3.3.1. Let λ be any partition. Let E,F, S ∈ F (λ, z). If E + F is a generator of Gr(n) ∩
C
F (λ,z) we have
RE,S +RF,S = 0
Proof. Since E differs from F in a single column by a single transposition of values we have that
there exists a σ = (id, . . . , id, σ, id, . . . , id) ∈ C(λ), with σ a transposition and Eσ = F . In addition,
we have that Fσ−1 = E.
Hence, by Corollary 3.1.4, we have RF,S = REσ,S = sgn(σ) · RE,S = −1 · RE,S.

Corollary 3.3.2. Let λ be any partition. Let F, S ∈ F (λ, z). If F has a duplicated value in at least
one column, then RF,S = 0.
We now try to understand the relationship between the rearrangement coefficients and the gen-
erators of SPl(n) ∩ CF (λ,z). We will start with λ a two column shape.
Proposition 3.3.3. Let λ be a partition such that λ1 = 2. Let F, S ∈ F
c(λ, z) be cardinal fillings.
If F −
p∑
l=1
Fl is a generator of SPl(n) ∩ C
F (λ,z), then we have that
RF,S −
p∑
l=1
RFl,S = 0
Proof. Let S(−, 1) = [i1, . . . , ip] with S(−, 2) = [j1, . . . , jq] and F (−, 1) = [a1, . . . , ap] with F (−, 2) =
[b1, . . . , bq]. First, we note that if al is a duplicated value in S, then unless b1 = al, Fl will have a
duplicated value in column two, and hence by Corollary 3.3.2 RFl,S = 0. In light of this we will
disregard all such Fl in the summation.
We will first handle the case when b1 is a duplicated value. If this is the case, then, since there
are no duplicated values in column two of F , we know there is a unique index m, with 1 ≤ m ≤ p,
such that b1 = am. For any l 6= m, Fl will have b1 and am in the same column, and thus by
Corollary 3.3.2 we know RFl,S = 0. Thus the only possible nonzero values are RF,S and RFm,S, but
trivially F = Fm, and thus RF,S = RFm,S implies our result.
For the rest of the proof we assume that b1 is not a duplicated value. We have two possibilities.
Case 1: There exists an index m, with 1 ≤ m ≤ p, such that Sop(b1) = am. For any l 6= m, Fl
will have b1 and am in the same column, and by Lemma 3.2.5 we know RFl,S = 0. Thus the only
possible nonzero values are RF,S and RFm,S.
Suppose that pi ∈ CF,S(λ). Then Fπ and (Fl)π differ only by a swap of the values b1 and am.
Thus, since Fπ has the same row content as S, we have that (Fl)π has the same row content as S in
all rows but two. Further, am and b1 are in different columns of Fπ, and the pair are in Spairs since
am = Sop(b1). Finally, since Fπ and (Fl)π differ only by a swap of the values b1 and am, the other
values in the row containing these values must be duplicates. This means that (Fl)π and S satisfy
the four properties required by Lemma 3.2.6, and hence there exists a σ ∈ C(λ) with sgn(σ) = 1
such that ((Fl)π)σ = (Fl)σ◦π has the same row content as S.
Now suppose that there is a pi′ ∈ CFm,S(λ). Then by the exact same argument, there exists a
σ′ ∈ C(λ) with sgn(σ′) = 1 such that (Fl)σ′◦π′ has the same row content as S. By Lemma 3.1.3
this means RF,S = sgn(σ) · RFm,S = RFm,S. This gives us our desired result for this case.
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Case 2: There exists no index m, with 1 ≤ m ≤ p, such that Sop(b1) = am. Either b1 ∈ Sleft or b1
and Sop(b1) are in the same column. By Lemma 3.2.5 this implies RF,S = 0. Now suppose there is
an n such that RFn,S 6= 0. This implies that an /∈ Sleft and an and Sop(an) are in different columns
of Fn. Note that Sop(an) 6= b1, since Sop(an) = b1 would imply an = Sop(b1), which can not occur
in this case. Thus Sop(an) = ar for some 1 ≤ r ≤ p.
Thus for all l such that l 6= r and l 6= n, we have that an and Sop(an) = ar are in the same
column; Lemma 3.2.5 implies that for all such l we have RFl,S = 0. Thus the only possible nonzero
values are RFn,S and RFr,S.
Let γ = (γ, id) ∈ C(λ) be the multiperm that switches the values in column one of rows n and r.
Then Fn and (Fr)γ differ only by a swap of the values an and ar. Suppose that pi ∈ CFn,S(λ). Then
(Fn)π and (Fr)π◦γ differ only by a swap of the values an and ar. As in case 1, it is not difficult to
see that (Fr)π◦γ and S satisfy the four properties required by Lemma 3.2.6. Hence there exists a
σ ∈ C(λ) with sgn(σ) = 1 such that ((Fr)π◦γ)σ = (Fr)σ◦π◦γ has the same row content as S.
Now suppose that there is a pi′ ∈ CFr,S(λ). We have (Fn)γ and Fr differ only by a swap of
the values an and ar. By the exact same argument as in the previous paragraph, there exists a
σ′ ∈ C(λ) with sgn(σ′) = 1 such that (Fn)σ′◦π′◦γ has the same row content as S.
The two preceding paragraphs imply, by Lemma 3.1.3, that RFn,S = sgn(σ) · sgn(γ) · RFr,S =
−1 · RFr,S.
In both case 1 and case 2 we have
RF,S −
p∑
l=1
RFl,S = 0

We would like to use this result for two column shapes to prove the same result for any shape.
To do this we must relate the rearrangement coefficient of a general shape to certain two column
rearrangement coefficients.
Notation 3.3.4. Let λ be a partition and fix 1 ≤ j ≤ λ1. Let F ∈ F (λ, z). Denote by F
(j) the
two column filling made up of the jth and (j + 1)th columns of F . Let F (ˆ) be the filling that is
made by removing the jth and (j + 1)th columns from F . Let λ(j) and λ(ˆ) be the shape of F (j)
and F (ˆ) respectively, and z(j) and z(ˆ) the respective content of these two fillings.
Now let S ∈ F (λ, z) and γ ∈ C(λ(ˆ)).
Definition 3.3.5. Define a row completion of (F (ˆ))γ to S to be a two column filling N ∈
F (λ(j), z(j)) such that the row content of (F (ˆ))γ plus the row content of N equals the row content
of S in each row (here by plus we mean the componentwise addition of the two row content). Let
RC(F (ˆ), S, γ) be the set of all row completions of (F (ˆ))γ to S. Note that the row content of all
fillings in RC(F (ˆ), S, γ) are equal and this row content is uniquely determined by γ, F (ˆ), and S.
Example 3.3.6. Let
S = 1 2 2 1 2
3 4 3 8
4 5
7
and F = 1 1 3 2 2
3 5 2 4
7 8
4
be cardinal fillings of shape (5, 4, 2, 1). Let j = 2, then
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F (2ˆ) = 1 2 2
3 4
7
4
and F (2) = 1 3
5 2
8
with λ(2ˆ) = (3, 2, 1, 1) and λ(2) = (2, 2, 1). If γ ∈ C(λ(2ˆ)) is the multipermutation such that
(F (2ˆ))γ = 1 2 2
3 4
4
7
then RC(F (2ˆ), S, γ) contains the four following row completions,
1 2
8 3
5
2 1
3 8
5
2 1
8 3
5
1 2
3 8
5
Note that all four of the above fillings have the same row content.
Lemma 3.3.7. Let F, S ∈ F c(λ, z) be cardinal fillings. Fix a 1 ≤ j ≤ λ1 and let F
(j), F (ˆ), λ(j),
λ(ˆ), z(j) and z(ˆ) be as above. Then
RF,S =
∑
γ∈C(λ(ˆ))
sgn(γ) · R
F (j),N
γ
where for each γ, we choose a Nγ ∈ RC(F (ˆ), S, γ).
Proof. We have
RF,S =
∑
π∈CF,S(λ)
sgn(pi)
by definition. As our first step we shall show that there is a bijection between CF,S(λ) and the set
A := {(γ, σ) | γ ∈ C(λ(ˆ)) and σ ∈ C
F (j),N
γ (λ(j)) for a Nγ ∈ RC(F (ˆ), S, γ)}
The set A does not depend on the choice of Nγ associated to each γ as C
F (j),N
γ (λ(j)) only depends
on the row content of Nγ , which is the same for any element in RC(F (ˆ), S, γ).
Consider the map Φ : CF,S(λ) −→ A given by Φ(pi) = (γ, σ) where γ = (pi1, . . . , pij−1, pij+2, . . . , piλ1)
and σ = (pij , pij+1). Then clearly γ ∈ C(λ
(ˆ)). The row content of (F (ˆ))γ plus the row con-
tent of (F (j))σ equals the row content of S by the definition of CF,S(λ). This implies that
(F (j))σ ∈ RC(F
(ˆ), S, γ), and hence (F (j))σ and N
γ have the same row content. But this pre-
cisely means that σ ∈ C
F (j),N
γ (λ(j)). Thus (γ, σ) ∈ A and it is easily seen that the map Φ is
injective.
Now consider the map Ψ : A −→ CF,S(λ) given by Ψ(γ, σ) = pi where the multipermutation
pi = (γ1, . . . , γj−1, σ1, σ2, γj , . . . , γλ1−2). Then σ ∈ CF (j),Nγ (λ
(j)) implies that (F (j))σ has the same
row content as Nγ . This implies that (F (j))σ is a row completion of (F
(ˆ))γ to S. When F
(ˆ) and
F (j) are combined to form F this precisely means that Fπ has the same row content as S. Thus
pi ∈ CF,S(λ), and Ψ is easily seen to be injective.
Since we have shown that these two maps are well defined and injective we have our desired
bijection between CF,S(λ) and A. Further, if pi ∈ CF,S(λ) with Φ(pi) = (γ, σ), then sgn(pi) =
sgn(γ)sgn(σ). These combine to imply that
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∑
π∈CF,S(λ)
sgn(pi) =
∑
(γ,σ)∈A
sgn(γ)sgn(σ)
=
∑
γ∈C(λ(ˆ))

sgn(γ) · ∑
σ∈C
F (j),N
γ (λ(j))
sgn(σ)


This second equality follows by splitting the values in A into an iterated sum. In this splitting
of summands, for a fixed γ ∈ C(λ(ˆ)) if RC(F (ˆ), S, γ) is empty then the summand is zero. This
completes the proof since the summation inside the inner parenthesis is in fact equal to the re-
arrangement coefficient R
F (j),N
γ . 
Theorem 3.3.8. Let λ be any partition. Let F, S ∈ F c(λ, z) be cardinal fillings. If F −
p∑
l=1
Fl is a
generator of SPl(n) ∩CF (λ,z), then we have that
RF,S −
p∑
l=1
RFl,S = 0
Proof. Let F (j), F (ˆ), λ(j), λ(ˆ), z(j) and z(ˆ) be as in Notation 3.3.4. In the same way, for each
1 ≤ l ≤ p, associated to each Fl we may define (Fl)
(j) as the two column filling made up of the jth
and (j+1)th columns of Fl and (Fl)
(ˆ) as the filling that is made by removing the jth and (j+1)th
columns from Fl. Then (Fl)
(j) has shape λ(j) and content z(j). Further, (Fl)
(ˆ) has shape λ(ˆ) and
content z(ˆ).
Applying Lemma 3.3.7 to each rearrangement coefficient on the left hand side below we have
RF,S −
p∑
l=1
RFl,S =
∑
γ∈C(λ(ˆ))
sgn(γ) · R
F (j),N
γ −
p∑
l=1
∑
γ′∈C(λ(ˆ))
sgn(γ′) · R
(Fl)
(j),N
γ′
where Nγ ∈ RC(F (ˆ), S, γ) and Nγ
′
∈ RC((Fl)
(ˆ), S, γ ′). But F and Fl differ only in columns j
and j + 1, and hence F (ˆ) = (Fl)
(ˆ). This means that for a fixed γ ∈ C(λ(ˆ)), we have that the sets
RC(F (ˆ), S, γ) = RC((Fl)
(ˆ), S, γ). Thus we may combine the summations and rewrite the right
hand side of the above equality as
∑
γ∈C(λ(ˆ))
sgn(γ) ·
(
R
F (j),N
γ −
p∑
l=1
R
(Fl)
(j),N
γ
)
The sum
F (j) −
p∑
l=1
(Fl)
(j)
is itself a Plu¨cker relation on a two column shape, and thus by Proposition 3.3.3 we have
R
F (j),N
γ −
p∑
l=1
R
(Fl)
(j),N
γ = 0.
This completes the proof. 
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4. Main Results
4.1. Straightening Formula. We are now ready to prove our primary results. This first lemma
proves Theorem 4.1.3 in the case when F is a semistandard tableaux.
Lemma 4.1.1. Let Si ∈ S(λ, z). Then
Si =
∑
Sj∈S(λ,z)
RSi,Sj ·DSj
Proof. We have∑
Sj∈S(λ,z)
RSi,Sj ·DSj =
∑
Sj∈S(λ,z)
s.t. j≤i
RSi,Sj ·DSj by Prop 3.1.5(i)
= DSi +
∑
Sj∈S(λ,z)
s.t. j<i
RSi,Sj ·DSj by Prop 3.1.5(ii)
=

Si −
∑
Sj∈S(λ,z)
s.t. j<i
RSi,Sj ·DSj

+
∑
Sj∈S(λ,z)
s.t. j<i
RSi,Sj ·DSj
= Si

Proposition 4.1.2. Suppose that F ∈ F c(λ, z), with F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z). Then
RF,Sj =
∑
Si∈S(λ,z)
ai · RSi,Sj
for each Sj ∈ S(λ, z).
Proof. The filling F may be straightened by repeated application of the relations in A(λ, z) :=
A(n)∩CF (λ,z) = (Gr(n)∩CF (λ,z))+ (SPl(n)∩CF (λ,z)), with this last equality following by Remark
2.8. Our result follows by induction on the number of relations needed to straighten the filling and
Lemma 3.3.1 and Theorem 3.3.8. 
We can now prove the main theorem of this paper.
Theorem 4.1.3. Suppose that F ∈ F (λ, z), with F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z). Then∑
aiSi =
∑
Sj∈S(λ,z)
RF,Sj ·DSj
Proof. If F has a duplicate in any column, then F = 0. In this case, by Corollary 3.3.2, we have
RF,Sj = 0 for all Sj ∈ S(λ, z). Thus the theorem holds.
Otherwise, if F is a cardinal filling, then F =
∑
Si∈S(λ,z) aiSi implies that
RF,Sj =
∑
Si∈S(λ,z)
ai · RSi,Sj
for each Sj ∈ S(λ, z) by Proposition 4.1.2. This further implies that
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RF,Sj − ∑
Si∈S(λ,z)
ai · RSi,Sj

 ·DSj = 0
for each Sj ∈ S(λ, z). Summing over all such terms we have
∑
Sj∈S(λ,z)

RF,Sj − ∑
Si∈S(λ,z)
ai · RSi,Sj

 ·DSj = 0
∑
Sj∈S(λ,z)
RF,Sj ·DSj −
∑
Sj∈S(λ,z)
∑
Si∈S(λ,z)
ai · RSi,Sj ·DSj = 0
∑
Sj∈S(λ,z)
RF,Sj ·DSj −
∑
Si∈S(λ,z)
ai ·
∑
Sj∈S(λ,z)
RSi,Sj ·DSj = 0
∑
Sj∈S(λ,z)
RF,Sj ·DSj −
∑
Si∈S(λ,z)
ai · Si = 0 (by Lemma 4.1.1)
∑
aiSi =
∑
Sj∈S(λ,z)
RF,Sj ·DSj

Corollary 4.1.4. Suppose that F ∈ F c(λ, z), with F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z) and
std(F) = Sk ∈ S(λ, z) for some 1 ≤ k ≤ Kλ,z. Then∑
aiSi =
∑
Sj∈S(λ,z)
s.t. j≤k
RF,Sj ·DSj
Proof. This follows by Lemma 2.6 and Proposition 3.1.5(i). 
In general, calculating the left hand side in the above theorem using the classical straightening
algorithm is a slow and complicated process. This theorem gives a vastly simplified two step process
for doing so. In the first step, the basis {DSi | 1 ≤ i ≤ Kλ,z} is computed. In the second, the filling
F may be straightened by calculating the rearrangement coefficients RF,Sj for Sj ∈ S(λ, z).
Note, in particular, that the D-basis only depends on the content z and shape λ, and hence,
once it has been computed, straightening any filling with the same content and shape reduces to
the computation of at most Kλ,z rearrangement coefficients by Corollary 4.1.4.
Example 4.1.5. Let the partition λ = (4, 3, 2) and the content z = (2, 2, 3, 2). The six semistan-
dard tableau with this shape and content, ordered as in (3.1.6), are
S1 = 1 1 3 4
2 2 4
3 3
S2 = 1 1 3 3
2 2 4
3 4
S3 = 1 1 2 4
2 3 3
3 4
S4 = 1 1 2 3
2 3 4
3 4
S5 = 1 1 2 3
2 3 3
4 4
S6 = 1 1 2 2
3 3 3
4 4
We can now calculate the D-basis associated to this shape and content. We have
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DS1 = S1
DS2 = S2
DS3 = S3 −DS1
= S3 − S1
DS4 = S4 −DS1
= S4 − S1
DS5 = S5 +DS4 −DS2
= S5 + S4 − S2 − S1
DS6 = S6 +DS5 − 2 ·DS4
= S6 + S5 − S4 − S2 + S1
Now, if we have a F ∈ F (λ, z) such that
F = 2 1 1 3
3 3 2
4 4
we may express it as a sum of standard monomials in the factor space CF (λ,z)/A(λ, z) using Theorem
4.1.3. We have RF,S6 = 0, RF,S5 = 1, RF,S4 = −2, RF,S3 = 0, RF,S2 = 1, and RF,S1 = −1. Thus
F = DS5 − 2 ·DS4 +DS2 −DS1
= S5 − S4
4.2. Straightening Coefficients. We may also describe the coefficients ai that appear on the
right hand side of the straightening of the filling F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z).
Definition 4.2.1. Define the depth of a D-basis element DSj to be recursively defined as follows.
If RSj,Sk = 0 for all k < j then the depth of DSj is zero. Otherwise, the depth of DSj is the
maximum depth of all DSk such that k < j with RSj,Sk 6= 0, plus one. This is well defined by
Proposition 3.1.5.
We now prove a proposition regarding the coefficients in the D-basis elements themselves and as
a corollary get a closed formula for the coefficients in the straightening.
Proposition 4.2.2. Let Si, Sj ∈ S(λ, z). Then Si shows up in DSj with coefficient equal to
(4.2.3)
∑
(b0,...,bd)∈N
d
>0
s.t. i=b0<b1<···<bd=j
and d≥0
(−1)d · RSbd ,Sbd−1
· · · RSb1 ,Sb0 · RSb0 ,Si
Proof. We have by definition that
(4.2.4) DSj = Sj −
∑
Sk∈S(λ,z)
s.t. k<j
RSj,Sk ·DSk
If i = j, then d is always zero in (4.2.3) and the only summand is (−1)d ·RSb0 ,Si = (−1)
0 ·RSi,Si = 1.
As Sj appears with coefficient 1 in (4.2.4) the proposition holds.
In the case where i 6= j we will prove the proposition by induction on the depth of DSj . Suppose
that the depth of DSj is zero. We have DSj = Sj since the depth of DSj being zero implies that
RSj,Sk = 0 for all k < j. Additionally, i 6= j implies d is always at least 1 in (4.2.3), and hence the
depth of DSj being zero implies every summand is zero. Thus the proposition holds.
Now we proceed by induction, assuming that the proposition holds for DSk of depth m < n and
that DSj has depth n. Now the Sk in (4.2.4) all have depth less than n and so by induction Si will
appear in (4.2.4) with coefficient equal to
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(−1) ·
∑
k<j
RSj,Sk
∑
(b0,...,bd)∈N
d
>0
s.t. i=b0<b1<···<bd=k
and d≥0
(−1)d · RSbd ,Sbd−1
· RSbd−1 ,Sbd−2
· · · RSb1 ,Sb0 · RSb0 ,Si
It is not difficult to check that this is precisely equal to (4.2.3) and hence the proposition holds. 
Corollary 4.2.5. Suppose that F ∈ F c(λ, z), with F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z). Then
std(F) = Sk ∈ S(λ, z) for some 1 ≤ k ≤ Kλ,z and
ai =
∑
(b0,...,bd)∈N
d
>0
s.t. i=b0<b1<···<bd≤k
and d≥0
(−1)d · RF,Sbd
· RSbd ,Sbd−1
· · · RSb1 ,Sb0 · RSb0 ,Si
Proof. The fact that std(F) = Sk ∈ S(λ, z) for some 1 ≤ k ≤ Kλ,z is simply Lemma 2.6. The
formula for the coefficient is immediate by the preceding proposition and Corollary 4.1.4. 
The summation in Corollary 4.2.5 can be used to compute individual coefficients but it is not
particularly enlightening; the vast majority of summands are zero. To get a better understanding
of these coefficients we may use a graph to visualize the nonzero summands from the corollary.
Fix a partition λ and content z. Then, let G = (V,E) be a directed graph, with vertex set V and
edge set E ⊆ V × V . The vertex set V is indexed by the semistandard tableau in S(λ, z). We will
refer to the vertex indexed by the semistandard tableaux Si ∈ S(λ, z) using the same notation. The
edge set E will contain the edge (Si, Sj) if and only if i 6= j and RSi,Sj 6= 0. With these definitions
we see by Proposition 3.1.5 that there are no cycles in this directed graph.
Example 4.2.6. Suppose λ = (3, 3, 2) and z = (1, 2, 1, 2, 2). The six semistandard tableau with
this shape and content, ordered as in (3.1.6), are
S1 = 1 2 4
2 4 5
3 5
S2 = 1 2 4
2 3 5
4 5
S3 = 1 2 3
2 4 5
4 5
S4 = 1 2 3
2 4 4
5 5
S5 = 1 2 2
3 4 5
4 5
S6 = 1 2 2
3 4 4
5 5
The vertex set V = {S1, S2, S3, S4, S5, S6} and after computing the rearrangement coefficients we
get that the edge set
E = {(S6, S5), (S6, S2), (S6, S1), (S5, S2), (S5, S1), (S4, S3), (S4, S2)}.
Thus the graph G = (V,E) is
S1
S2S3
S4S5
S6
For Si, Sj ∈ V let P(Si, Sj) be the set of all paths in G starting at vertex Si and ending at
Sj. We will denote paths by a list of vertices enclosed in brackets, that is 〈Spd , Spd−1 , . . . , Sp1,Sp0 〉
indicates there is an edge connecting vertices Spd and Spd−1, Spd−1 and Spd−2, and so on in the
graph G. We define the length of the path p = 〈Spd , Spd−1 , . . . , Sp1,Sp0 〉, denoted l(p), to be d,
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the number of vertices in the bracket minus one. Note that we allow paths of length zero, so for
example P(Si, Si) = {〈Si〉}.
Now we fix an F ∈ F (λ, z). Let VF ⊆ V be the subset of vertices Sk ∈ V such that RF,Sk 6= 0.
Proposition 4.2.7. Suppose that F ∈ F c(λ, z), with F =
∑
Si∈S(λ,z) aiSi in C
F (λ,z)/A(λ, z). Then
ai =
∑
Sj∈VF
p=〈Spd ,...,Sp0〉∈P(Sj ,Si)
(−1)l(p) · RF,Spd · RSpd ,Spd−1 · · · RSp1 ,Sp0 · RSp0 ,Si
Proof. This is nearly immediate; a path exists from a Sj ∈ VF to Si if and only if there is a
corresponding nonzero summand in the summation from Corollary 4.2.5. 
Example 4.2.8. As in the previous example let λ = (3, 3, 2) and z = (1, 2, 1, 2, 2). Additionally,
let S1, . . . , S6 be defined as they were in that example. Let F ∈ F
c(λ, z) with
F = 2 2 1
4 3 5
5 4
We may find the coefficient a1 of the term S1 in the straightening of F using the graph G from
Example 4.2.6. We have RF,S6 = 0,RF,S5 = 1,RF,S4 = 0,RF,S3 = −1,RF,S2 = −1, and RF,S1 = 2.
Thus VF = {S5, S3, S2, S1}. We have the following paths from these vertices to S1 in the graph G.
P(S5, S1) = {〈S5, S1〉}, P(S3, S1) = ∅, P(S2, S1) = ∅, P(S1, S1) = {〈S1〉}
Then according to Proposition 4.2.7 we have two summands, one for each path listed above,
giving us
a1 = (−1)
1 · RF,S5 · RS5,S1 · RS1,S1 + (−1)
0 · RF,S1 · RS1,S1
= −1 · 1 · 1 · 1 + 1 · 2 · 1
= 1
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