The analysis of complex longitudinal data is challenging due to several inherent features: (i) more than one series of responses are repeatedly collected on each subject at irregularly occasions over a period of time; (ii) censorship due to limits of quantification of responses arises left-and/or right-censoring effects; (iii) outliers or heavy-tailed noises are possibly embodied within multiple response variables. This article formulates the multivariate-t linear mixed model with censored responses (MtLMMC), which allows the analysts to model such data in the presence of the above described features simultaneously. An efficient expectation conditional maximization either (ECME) algorithm is developed to carry out maximum likelihood estimation of model parameters. The implementation of the E-step relies on the mean and covariance matrix of truncated multivariate-t distributions. To enhance the computational efficiency, two auxiliary permutation matrices are incorporated into the procedure to determine the observed and censored parts of each subject. The proposed methodology is demonstrated via a simulation study and a real application on HIV/AIDS data.
Introduction
Analysis of longitudinal data with left and/or right censored observations, which are not exactly quantifiable due to certain lower and/or upper detection limits, has received considerable attention in many research areas especially for medical applications during the last decade. Many proposals in the literature have developed novel modeling tools for dealing with these data. Hugues 1 considered a likelihood-based approach for the linear mixed model with censored responses (LMEC) via the Monte Carlo expectation maximization (MCEM) algorithm. Vaida et al. 2 proposed a hybrid EM algorithm to improve Hughes' procedure and extended the algorithm to the nonlinear mixed model with censored responses (NLMEC). Vaida and Liu 3 proposed a more efficient exact EM algorithm with closed-form expressions at the E-step for fast estimation of LMEC/NLMEC. Some additional tools for the LMEC and NLMEC, including influence diagnostics and perturbation schemes, are studied by Matos et al. 4 The LMEC and NLMEC models have been broadly used in longitudinal studies, but are restricted to single-outcome repeated measures data.
In longitudinal studies, it happens quite commonly that more than one series of responses are repeatedly measured on each subject across time. For analyzing the so-called multivariate longitudinal data, the multivariate linear mixed model (MLMM) proposed by Shan et al. 5 has become a widely used tool. Further developments along this line can be found in Sammel et al., 6 Song et al., 7 Roy et al., 8 and Wang and Fan, 9 among others. So far, to the best of our knowledge, there is no attempt on extending the MLMM to deal with censoring information among multiple responses.
The dataset that motivated this research is from the AIDS clinical trial study -A5055, 10 which involves a total of 44 human immunodeficiency virus type 1 (HIV-1) infected patients. These patients were treated with one of the two potent antiretroviral therapies, say IDV 800 mg twice daily (q12h) plus RTV 200 mg q12h (IDV-RTV ¼ 0), and IDV 400 mg q12h plus RTV 400 mg q12h (IDV-RTV ¼ 1). In the area of AIDS studies, the number of RNA copies (viral load) in blood plasma as well as its evolutionary trajectories plays a prominent role in the diagnosis of HIV-1 disease progression after a treatment of antiretroviral regimens. 11, 12 Meanwhile, the other two most frequently used immunologic markers for monitoring disease progression in HIV are cluster of differentiation 4 (CD4) and cluster of differentiation 8 (CD8) T cells. The trend of CD4/CD8 ratio over time can be one of major indicators to help evaluate and track the progression of HIV infection and disease. 13 The observed responses include plasma viral load measurements (in copies per milliliter) together CD4 and CD8 cell counts measured roughly at days 0, 7, 14, 28, 56, 84, 112, 140 , and 168 of follow-up for each patient.
In this study, we focus mainly on investigating the longitudinal trajectories for RNA viral load (in log-base-10 scale), denoted by log 10 (RNA), and CD4/CD8 ratio of 44 HIV-1-infected patients during the antiretroviral regimen. Figure 1 shows the trajectories of the two responses against visited days along with the lower detection limit for log 10 (RNA) by plotting dot lines. The lower detection limit for RNA viral load is 50 copies/ ml, and thus 106 out of 316 of viral load measurements below the detection limit are considered to be left censoring. The main research issues are to investigate (i) the association-of-the-evolutions: how the evolution of RNA viral load with left-censoring measurements is related to the evolution of CD4/CD8 ratio; (ii) the evolution- of-the-association: how the association between RNA viral load with left-censoring measurements and CD4/CD8 ratio evolves over time; and (iii) the relationship between responses and covariates of interest: how the covariates, e.g. CD4 counts, time, and antiretroviral regimen, affect the evolution of RNA viral load and CD4/CD8 ratio. Let y i1k and y i2k be log 10 (RNA) and CD4/CD8 ratio, respectively, for patient i (i ¼ 1, . . . , 44) measured roughly at day ik . For a preliminary analysis, we fit a LMEC model for log 10 (RNA)
by utilizing the R lmec package 14 and a linear mixed model (LMM) 15 for CD4/CD8 ratio
by performing the R lme package, 16 separately, where
ik is the square root of CD4 counts for patient i measured at time t ik , and b ij0 and b ij1 are the random intercept and random slope, respectively, for y ijk , j ¼ 1, 2, which are assumed to follow a bivariate normal distribution. 3 After fitting the models, we compute the estimated empirical Bayes estimates 15 for the random effects and standardized residuals. Figure 2 depicts the scatter diagrams of the estimated random intercepts and slopes, and the corresponding normal quantile-quantile (Q-Q) plots. Observing the scatter diagrams, the between-patient Theoretical Quantiles Sample Quantiles Figure 2 . Scatter diagrams and Q-Q plots of estimates of random intercepts and slopes and residuals for log 10 (RNA) and CD4/CD8 ratio, respectively, by using the lmec and lme functions built in R package.
variation exists a certain relationship between log 10 (RNA) and CD4/CD8 ratio. Moreover, the Q-Q plots suggest that the normality assumption for random effects and within-subject errors may be unrealistic. For a robust modeling of repeated measures data in the presence of potential outliers or atypical observations, a large amount of work has been done in the literature by adopting a more flexible class of distributions as a substitute for the routine use of normality assumption. For example, Pinheiro et al. 17 proposed a robust extension of LMMs 15 by considering a joint multivariate-t distribution 18 for the random effects and within-subject errors, called the t linear mixed models (tLMM). However, in the presence of censored measurements, valid inference must incorporate the censoring mechanism. 19 To solve the impact of censored data and heavy tails on statistical inference, Lachos et al. 20 considered a Bayesian treatment of the LMEC and NLMEC models based on the normal/independent distributions. 21 Further, Matos et al. 22 developed a likelihood-based inference for LMEC and NLMEC based on the multivariate-t distribution, named as tLMEC and tNLMEC. However, the platforms of Lachos et al. 20 and Matos et al. 22 are limited to continuous single-outcome longitudinal data. For analyzing multi-outcome longitudinal data, Wang and Fan 23 proposed a multivariate version of the tLMM, called as the multivariate-t linear mixed model (MtLMM), which allows to capture the fat-tailed features embodied within multiple outcome variables recorded at irregular occasions. In this paper, we are devoted to developing the MtLMM with censored responses (MtLMMC) and the associated statistical methodologies, which allow the analysts to handle the multivariate longitudinal data with measurements collected at (possibly) irregularly occasions in the presence of censored measurements and potential outliers or heavy-tailed noises simultaneously. We have also described a variant of the EM algorithm, 24 called the expectation conditional maximization either (ECME) algorithm, 25 for computing the maximum likelihood (ML) estimates. In the E-step of ECME, we need to calculate the first-two moments and cumulative distribution functions (CDFs) of truncated multivariate-t (TMVT) distribution 26 via a hybrid use of the closed-form formulae and slice sampling. The implementations for moments of TMVT distributions were made using the R TTmoment package, 27 available on CRAN repository.
The remainder of this paper is organized as follows. In Section 2, we establish the notation and the formulation of MtLMMC. Section 3 describes the detailed ECME procedure for parameter estimation and offers a general information-based method for obtaining the asymptotic covariance matrix of fixed effects. In Section 4, we proceed a simulation study to examine the effectiveness of the proposed methodology and report the analysis results of A5055 data. Finally, we conclude with a brief discussion in Section 5. All technical proofs are given in the Web Appendix.
Multivariate-t Linear Mixed Models with Censored Responses 2.1 Notation
Suppose that r outcome variables of interest together with several covariates are repeatedly measured for each of N subjects at irregularly occasions over a period of time. For the ith subject ði ¼ 1, . . . , NÞ, let Y i ¼ ½y i1 : . . . : y ir be a s i Â r outcome matrix, where each column vector y ij ¼ ð y ij1 , . . . , y ijs i Þ T is a s i Â 1 vector of the jth outcome ð j ¼ 1, . . . , rÞ over occasion k ðk ¼ 1, . . . , s i Þ. Let X ij be a s i Â p j design matrix for fixed effects corresponding to the jth outcome of the ith subject. Further, let Z ij , which is generally a subset of X ij , be a s i Â q j design matrix for random effects. To analyze the unbalance longitudinal data, in which ''unbalanced'' means the number of visit occasions and/or the lengths of time interval of each subject are distinct. In block-diagonal matrix form, we write
. . , Z ir g and E i ¼ ½e i1 : . . . : e ir , which is a s i Â r matrix of within-subject errors, where the jth column e ij corresponds to the error for the jth outcome y ij .
Due to the detection limitation of measurements, the responses y ijk s are usually located between a range of quantitative boundary such that they are not completely and exactly observed. Without loss of generality, we define u ijk as an uncensored reading or censoring level for the jth outcome of subject i at occasion k, and c ijk as the corresponding left-censoring binary indicator. The censoring information is formulated as
Denote the observed data for the ith subject by ðU i , c i Þ, where 
Model specification
To represent the MtLMM 23 in the way described in Laird and Ware, 15 we utilize the vec(Á) operator to stack all columns of a matrix vertically. Thus, we obtain
T , which are of n i ¼ s i r dimension. The MtLMM for the ith subject can be written as
where b ¼ ðb
p j , with each p j Â 1 sub-vector b j being used to describe the grand mean profile of the jth outcome, denotes a fixed-effects parameter vector;
is a q Â q symmetric positive-definite matrix with D jj 0 being a partition matrix, in particular for j ¼ j 0 , D jj is a covariance structure of random effects for the jth outcome, and for j 6 ¼ j 0 , D jj 0 is that for a pair of outcome variables. For the within-subject errors E i , a specified structure on the variance-covariance matrix R i is imposed to reflect the multivariate evolution of the data. We assume that the within-subject errors for one given response at different occasions have serial correlation which is described by a s i Â s i autocorrelation matrix : i ¼ : i ð/; t i Þ that has a parsimonious dependence structure involving only parameter / and measurement time t i of subject i, and that for the multiple responses at a particular occasion are correlated with an r Â r variance-covariance matrix D ¼ ½ jj 0 . Accordingly, R i ¼ D : i , where denotes the Kronecker product. The DOF is a tuning parameter to harmonize the fatness of the tails of a distribution. Under model (4), it can be easily verified that
Now, we extend model (4) to allow for the possibility of left-censored responses by incorporating (3) so that the MtLMMC is defined. It follows that
where T t a ðl, D, ; A i Þ denotes the truncated multivariate-t distribution lying within the right-truncated hyperplane
To simplify notation, we partition the response vector y i into two parts: the observed component y 
Proof. The proof follows straightforwardly from Proposition 1 of Matos et al. 22 the log-likelihood function (using conditional probability arguments) for the observed data u ¼ fu i g
is the likelihood contributed by the ith subject with T a ðÁjl, D, Þ and t a ðÁjl, D, Þ representing the CDF and the probability density function (PDF) of t a ðl, D, Þ, respectively.
3 Numerical estimation 3.1 ECME estimation procedure
Because there is no analytically tractable solution for h by maximizing the observed log-likelihood function ' ðhju, cÞ, one must resort to iterative methods. We adopt a variant of the EM algorithm, 24 called the ECME algorithm, 25 for computing ML estimates of model parameters. Based on the essential property of multivariate-t distribution, completedata model (4) has the following three-level hierarchy
where Gamma(a,b) denotes the gamma distribution with mean a/b and variance
The complete data log-likelihood function of h, denoted by ' c ðhjy, b, sÞ, is calculated by summing over the logarithm of the PDFs of the three distributions in (6) for all subjects.
The E-step of the ECME algorithm computes the expected value of ' c ðhjy, b, sÞ conditional on u, c and b
g is the parameter estimates at iteration h. The necessary conditional expectations for evaluating the Q-function are summarized in the following two propositions: Proposition 2. Under the MtLMMC formulated in equations (3) to (4) together with the conditional distribution given by (5), we obtain b y
and the random vector W c i , which follows certain truncated multivariate-t distributions with specific location vector, scale-covariance matrix, DOFs and truncated region with respect to censoring patterns, are discussed in detail in the next proposition.
Proof. The proof of this proposition is given in the Web Appendix A. Proof. The proof of this proposition is given in the Web Appendix B.
As a consequence of the previous results, the Q function is given by
where
in which the second term is analytically intractable and tr(A) denotes the trace of the matrix A.
To update the DOF , one may alternatively adopt a CML step that maximizes the correspondingly constrained actual log-likelihood function rather than the constrained Q-function. To obtain analytic expressions for b h, we further The word ''either'' of the so-called ECME is in terms of implementing either CMQ-steps that maximize the Qfunction obtained by E-step, like that is done in ECM algorithm, 29 or CML-step that maximizes the constraint actual log-likelihood function. In summary, the CM-step of ECM or ECME that updates each element of b h ðhÞ expect for ðhÞ , and the CML-step of ECME that updates ðhÞ proceed as follows.
CMQ-steps:
ðhÞ , 
CML-step: Update ðhÞ by solving the following solution ðhþ1Þ ¼ arg max
In the above procedure, the E-step, CMQ-steps and CML-step are alternated repeatedly until a suitable stopping criterion is satisfied. Upon the convergence, the resulting ML estimates are then denoted by
Furthermore, the choice of initial values plays an important part in order to find the global ML solution. The initial values for fixed effects b can be obtained by fitting the R lmec package 2 to each response variable separately. The initial value for D is obtained as the sample covariance matrix of the empirical Bayes estimates of the random effects. With regard to the initial estimate for D, it is calculated as the sample variance-covariance matrix of the observed r characteristics. Finally, the initial DOF is specified as a relatively large value, say ð0Þ ¼ 50. To generate a variety of different starting values, this can be easily done by randomly generating a number of bootstrap samples 30 from the origin data and then compute b h ð0Þ for each bootstrap sample using the above recommended procedure.
Expected information matrix for fixed effects b
To estimate the variance of b b, we need to derive the Fisher information of b. However, the expectation of the second-order partial derivative of ' ðhju, cÞ with respect to b cannot be explicitly derived. In this subsection, we provide an approximation of the expected information matrix of b based on Louis' 31 method that adjusts the variance of the estimated fixed effects for the information lost owing to censoring. As such, the information matrix for b can be approximated by Iðb; yÞ ¼ I c ðb; yÞ þ I m ðb; yÞ where
is the conditional expectation of the complete-data information matrix, and
is the conditional variance-covariance matrix of complete-data score vector with respect to b, @' c ðhjy; sÞ=@b, and called the missing information matrix. In equation (8) 
Below we discuss in greater detail about the general formulae of (i) If the ith subject has only non-censored measurements, then
(ii) If the ith subject has only censored measurements, then
where c n i ð, 2Þ ¼ ½ð þ n i Þð þ 2Þ=½ðn i þ þ 2Þ. In this case,
(iii) If the ith subject has both censored and non-censored measurements, then
The truncated regions A i and A c i are the same as those given in Proposition 3. The detailed derivations of the missing information matrix (8) can be found in the Web Appendix C.
Estimation of random effects
We are interested in the estimation of random effects, which is useful for interpreting the subject-specific variability. The empirical Bayes approach 15 by using the conditional mean 32 is utilized to estimate the random effects under the MtLMMC. According to hierarchy (6) , it is easy to verify that
When the parameter values of h are known, the conditional mean and the conditional covariance matrix of b i given ðu i , c i Þ are 
and e y i and e y 2 i are the first two moments of T t n i ðX i b, , i , ; A i Þ; (iii) for the subject with both censored and noncensored measurements 
Numerical studies
In this section, we perform a simulation to examine the finite sample properties of the estimators and the performance of the proposed methodology by revisiting the A5055 data described in Section 1.
Simulation
A simulation study is conducted to investigate the performance of the MtLMMC approach with varying proportions of censored responses. We generate bivariate longitudinal data with censored responses from the MtLMMC taken on N ¼ 25 subjects over s i ¼ 10 scheduled visits of time. The design matrix of fixed effects for each outcome X ij contains an intercept and time (1 to 10), and that of random effects Z ij contains intercepts only so that
, and :
where the values of d and % are fixed at 0.25 and 0.50, respectively, for yielding moderate correlations among the subject-specific random effects and between the bivariate responses. To examine the disturbing effect of thickness of tails, we consider a low DOF ð ¼ 5Þ for yielding a heavy-tailed distribution and a high DOF ð ¼ 50Þ for vaguely resembling normality. Further, we consider three censoring proportions: 5% (lower), 10% (medium), and 20% (high) to study the effect on the level of censoring. Simulation were run with a total of 100 replications under each of 18 scenarios. For comparison purposes, each simulated data set was fitted under the MLMMC and MtLMMC along with the MLMM and MtLMM by treating censored responses as fully observed data. Model selection is made by the Akaike Information Criterion (AIC) 33 and Bayesian Information Criterion (BIC), 34 defined as
where m is the number of model parameters, and ' max is the maximized log-likelihood value. The detailed numerical results under every scenario considered, including the average AIC and BIC values and the ML estimates of the fixed effects together with their standard errors in parenthesis, are summarized in Table 1 .
To evaluate the objective use of the criteria, the frequencies (Freq) preferred by AIC and BIC over 100 replications are recorded. In the case of low DOF ð ¼ 5Þ, it is not surprising that the true model MtLMMC leads to much smaller AIC and BIC scores as compared with the MLMMC and is almost always selected. In comparison of the accuracy in parameter estimates, the use of censored models shows much smaller bias and standard errors than uncensored models, especially when the censoring proportion is high. As for the case of high DOF ð ¼ 50Þ, both MLMMC and MtLMMC are equally better and produce similar estimates and standard errors, although the MtLMMC is slightly over-fitted. On the other hand, the uncensored ones (MtLMM and MLMM) are never chosen and yield poor estimates again. As one referee suggested, the comparison process is also conducted under the scenario of higher correlations for the random effects and responses with d ¼ 0.50 and % ¼ 0:75. As shown in Supplementary Table S.1, the result gives similar indications as those acted in Table 1 . In summary, this study reveals that ignoring the censoring effect may cause bias in estimation and produce misleading results in subsequent analyses.
Application to A5055 clinical trials
In this subsection, we demonstrate the modeling strength of MtLMMC by revisiting the A5055 data pre-analyzed in Section 1. We consider several scenarios which represent various settings on random effects and dependence structures for the within-subject errors. The fixed effects covariates for the two responses are the same as those given in equations (1) and (2) . Thus, the design matrix Þ represents subject-specific evolutions in time of the square root of CD4 T cells. Recall that the lower detection limit for log 10 ðRNAÞ is log 10 ð50Þ copies/ml.
Typically, the design matrices for subject-specific random effects Z i are formed by a subset of X i . We consider the settings of random intercept (RI), Z i ¼ I 2 1 s i , and random intercept plus slope (RIS), Z i ¼ I 2 ½1 n i : t i . For the dependence structure imposed, we consider the uncorrelated (UNC), continuous-time autoregressive of order 1 (CAR (1)), and damped exponential correlation (DEC) 35 structures for the dispersion matrix : i . Specifically, the general DEC structure is :
, where / ¼ ð 1 , 2 Þ T , the parameter 1 describes the autocorrelation between observations separated by the absolute length of two time points, and the parameter 2 permits acceleration of the exponential decay of the autocorrelation function, defining a continuous-time autoregressive model. For practical reasons, the parameter space of 1 and 2 is confined within ¼ fð 1 , 1 Þ : 0 5 1 5 1, 2 4 0g. It is important to stress that different values of the damping parameter 2 produce a variety of correlation structures for a given value of 1 4 0, as follows: (i) if 2 ¼ 0, then : i generates the compound symmetry correlation structure; (ii) when 0 5 2 5 1, then : i presents a decay rate between the compound symmetry structure and the CAR(1) model; (iii) if 2 ¼ 1, then : i generates a CAR(1) structure; (iv) when 2 4 1, : i presents a decay rate faster than the CAR(1) structure; and (v) if 2 ! 1, then : i represents the first-order moving average model, MA (1) . A more detailed discussion of the DEC structure presenting more complex scenarios of the parameter space can be found in Mun˜oz et al. 35 We fit the MtLMMC to the data using the ECME algorithm developed in Section 3.1 with 10 different initializations. For comparison purposes, the MLMMC counterparts are also fitted. The algorithm is terminated when the relative difference between two successive log-likelihood values is less than 10 À7 . In this example, most of ECME iterations under different stating values converge stably to the same stationary point. If there exist multiple modes in a particular case, the one with the highest log-likelihood value is taken as the global optimum. Table 2 lists a summary of ML fitting results for the 12 candidate models, including the maximized loglikelihood values, ' max , the number of parameters, m, together with AIC and BIC values. In light of the two penalized likelihood criteria, the MtLMMC methods outperform their normal counterparts in each case. The best model is the MtLMMC with RIS plus DEC because it has the smallest AIC and BIC values. Further, we perform the likelihood ratio test (LRT) for testing the hypothesis H 0 : 2 ¼ 1 and H 0 : 2 6 ¼ 1. The resulting LRT statistic is 5.01 with p-value 0.025, which is significant as compared to 2 1, 0:05 , suggesting that the DEC structure is more appropriate than CAR(1) for modeling the dependence among the within-subject errors. Table 3 presents the ML estimates of the chosen model and its normal counterpart, together with the corresponding standard errors of the fixed effects.
Looking at Table 3 , the estimates of D and D under MLMMC are much larger than those under MtLMMC. This reveals that the outlying observations can also highly affect the variance component in multivariate settings with censored responses. Because of reduced impact of outliers, the standard errors of fixed effects under MtLMMC tend to be smaller, indicating that the t-distributed model with a small estimated DOF ( ¼ 2:74) is capable of providing more precise estimates. The intercepts ð 10 ¼ 4:9868, 20 ¼ 0:2918Þ for both responses are significantly different from zero, comparing with twice the corresponding standard errors. From the significance of the estimates of ð 12 , 22 Þ, it suggests that patients receiving different IDV-RTV treatments appear to have a negligible difference on baseline log 10 (RNA), while the difference of CD4/CD8 ratio at baseline between the two treatments is remarkable. Meanwhile, the negative estimate of 13 indicates that per unit increase in CD4 0.5 T cells may cause a decrease of log 10 (RNA) by an average of 0.1107 in infected patients. Moreover, the estimates ð 11 ¼ À0:0637, 21 ¼ 0:0018Þ reveal a decrease in log 10 (RNA) and an increase in CD4/CD8 ratio during the period of study week. The estimates of ð 14 , 23 Þ reflect that patients treated with IDV-RTV ¼ 1 provide faster decay of log 10 (RNA) than those treated with IDV-RTV ¼ 0 by an average of 0.026 unit per week, and slower growing quantities on CD4/CD8 ratio than those treated with IDV-RTV ¼ 0 by an average of 0.0002 unit per week.
It is of interest to see how the evolution of RNA viral load is associated with CD4/CD8 ratio across time. Following Fieuws and Verbeke, 36 the marginal correlation that depends on the estimates of D and D as a function of time can be calculated as r m ðtÞ ¼ Figure 3 displays the curves of r m (t) under the best fitted MtLMMC and MLMMC. It can be seen that the correlations between viral load and CD4/CD8 ratio change from weakly positive to negative over time. The marginal correlations obtained the fitted MtLMMC and MLMMC are quite dissimilar. The time to the sign of correlation change under the MtLMMC (around day 18) is much earlier than that under the MLMMC (around day 32), suggesting that the MtLMMC provides a faster way of reacting the true negative correlation between the two responses.
Discussion
We have proposed a multivariate extension of tLMEC introduced by Matos et al., 22 called the MtLMMC, for analyzing multi-outcome longitudinal data with censored observations. The framework of MtLMMC replaces the vulnerable normality assumption for random effects and within-subject errors with the multivariate-t distribution that helps downweight the influence of outliers and censoring effects for gaining more robust inference. Through the convenient hierarchical formulation of the model and the incorporation of R TTmoment package, 27 we establish a feasible ECME algorithm which has closed-form expressions at E-steps and tractable solutions at CM-steps. The simulation results demonstrate that the MtLMMC provides better fitting and more precise inferences as compared with various normal counterparts in the presence of censoring and outlying observations. From the analysis of HIV/AIDS data based on the best fit of MtLMMC, we conclude that (i) patients with a growth in CD4/CD8 ratio lead to a decline in RNA viral load, and vice versa; (ii) the association between RNA viral load and CD4/CD8 ratio changes from weakly positive to negative over time during the antiretroviral treatment, and the time to the sign of correlation change under the fitted MtLMMC is earlier than that under the fitted MLMMC; (iii) during the antiretroviral treatment the RNA viral load decreases with time and CD4 cell counts, while the CD4/CD8 ratio increases with time.
In our proposed MtLMMC, the random effects b i and errors e i are assumed to share the same DOF for the sake of computational convenience. As suggested by a referee, it would be more flexible to relax this restriction by assuming different DOFs. However, there are some obvious difficulties for such an extension. For instance, the evaluation of the observed log-likelihood can be computationally prohibitive as it involves a complicated multiple integral. Furthermore, it requires a non-trivial modification of our current theoretical framework, which is beyond the scope of the present paper.
Missing values may frequently occur in practice such that the intermittent missingness in the sense of incomplete rows of response matrix embodied within the multivariate longitudinal data. This means that some subjects may not complete their measurements at some planned occasions, or exit the study prematurely. Some literature related to handling the missing data problem with multivariate mixed-effects models under the missing at random (MAR) mechanism 37 can be found, for example, in Shah et al., 5 Wang 38 and Wang and Lin. 39, 40 A worthwhile task is to generalize the current approach in a dynamic modeling framework 41, 42 for analyzing multivariate longitudinal data with censored responses and missing values simultaneously. Sometimes, the data, even after being transformed, may exhibit skewness. Thus, it is of interest to generalize the MtLMMC by considering a more flexible family of distributions, such as the multivariate skew-normal distribution, 43 the multivariate skew-t distribution, 44 and the multivariate skew-elliptical distribution, 45 to accommodate the censoring, skewness, and heaviness in tails simultaneously. Another promising avenue for future research is to pursue more flexible nonparametric or semiparametric smoothing spline-based techniques 46 for multivariate normal/t linear mixed models with censored responses.
