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Abstract—Pattern recognition (PR) based myoelectric hand 
control has become a research focus in the field of rehabilitative 
engineer and intelligent control. However, the state of the art 
method is hardly adopted for clinical use because of signal 
interfered by shift, fatigue and user-unfriendly of retraining. The 
aim of this study is to evaluate the performance of different kinds 
of online algorithms in classifying the myoelectric hand motions, 
and reveal the key factors to classification accuracy of online 
learning algorithms. Two groups of experiments on intra-session 
and inter-session were designed to evaluate the classification and 
recognition performance of overall methods. The comparison 
results show that the second-order online learning algorithms 
outperformed the first-order algorithms in classification and 
recognition. Soft confidence-weighted learning performs best 
with 99% classification rate in same session and over 85% 
recognition rate in different session. This paper uncovers the 
online learning with large margin and confidence weight can 
always acquire a good property. In addition, online learning 
algorithms retrain the classification model by incorporating the 
testing data to the previous model by measuring the changes 
between the predicted label and true label which can improve the 
performance in long-term use. 
Keywords—Surface Electromyography; Pattern Recogniton; 
Online Learning Algorithm; Hand Motion 
I.  INTRODUCTION  
Recent years, surface electromyography (sEMG) prosthetic 
hand control has attracted wide attention in biomimetic 
engineering, which can make amputee more dexterous to 
control multiple DOFs prosthetic hand. Among different kind 
of control strategies, myoelectric control based on pattern 
recognition (PR) is regarded as the optimizing approach for the 
moment. Because PR-based method can extract more useful 
information from the available muscles than conventional 
methods [1], and therefore, it can provide more intuitive and 
reliable control of prosthetic hand. 
Although myoelectric pattern recognition approach is a 
promising method to control multifunctional dexterous 
prosthesis [2 3], most of the studies are implemented in a 
controlled laboratory environment and the data are usually 
collected by harsh terms in a single session. As a result, the 
classification error is low within session in special condition 
but decreased dramatically in daily life. Conventional pattern 
recognition methods divide the classification procedure into 
two parts, the first part is training step for revealing the 
underlying relationship from training data, the second part is 
testing step used to classify testing data with the model from 
training step. The model from training step contain limited 
information because the training data were collected just in a 
short period which cannot representative for the whole period 
including testing step. It is impossible to prepare adequate 
training data which include all information. Until now, no PR-
based prosthetic systems are accepted by clinical application 
because of the unstable performance of these existing off-line 
pattern recognition algorithms in daily life settings [4] due to 
the changes between training data to testing data generated by 
muscle fatigue [5], electrode shifts [6], and arm position 
changes [7]. 
A robust myoelectric pattern recognition system can 
decrease the effects from physical factors listed above, and 
increase the classification accuracy over sessions. To decrease 
the time cost spent in retraining myoelectric pattern recognition 
system whenever classification performance changes 
observably, online adaptive learning algorithm has proposed in 
recent studies. The major focus is two kinds of adaptive 
training: user-training and algorithm-training. User-training is 
to enhance the control ability of human beings themselves. 
Michael et al. [8] utilizes a real-time biofeedback system with 
virtual prosthesis control to make classifier reliability for at 
least a standard workday a likely outcome for a trained user. 
Through this scheme, amputees can learn to produce the 
consistent, distinguishable muscle patterns. Hargrove et al. [9] 
found that slight shift from training position can make the 
classification accuracy sudden decrease from 90% to 60% for a 
10-class myoelectric control problem. Algorithm-training is to 
improve the pattern recognition algorithms robust performance, 
and make it adjust parameters form training model by itself 
when external factors changes. Online adaptive learning 
algorithm is motivated to incrementally retrain the classifier 
online with the testing data by measuring the real-time changes 
between training data and testing data. Liu J. [10] proposed an 
adaptive unsupervised classifier based on support vector 
machine (SVM). This method takes the real-time changes 
between testing data and training data into consideration when 
predict the classification label, and then some adjustments on 
this changes would be added to the classification model in an 
unsupervised manner. Thus, continuously updating the model 
parameters makes the classifier adaptive to the changes. Chen 
et al. [11] extend the off-line pattern recognition methods: 
linear discriminant analysis (denoted as LDA for short) and 
quadratic discriminant analysis (denoted as QDA for short) to 
self-enhancing methods (SELDA and SEQDA) which 
continuously updating the class mean vectors, the class 
covariance and the pooled covariance using the testing data 
respectively. The classification accuracy is 2.2% and 1.6% 
higher than that of conventional LDA and QDA respectively in 
short period, and the classification accuracy of SEQDA is 
3.15% better than that of QDA in long period. Nishikawa et al. 
[12] proposed an on-line learning mechanism. Using this 
mechanism, the mapping relation of surface electromyogram to 
motions of prosthetic hands can be obtained with the 
evaluation from amputees. This method adjust the parameters 
of model in a supervised manner. The classification rate is 
9.6% higher than conventional methods. But this mechanism 
did not provide an evaluation criterion to decide which training 
data should be selected for recalculating the classifier. 
Compared to conventional pattern recognition algorithms, 
such as K Nearest Neighbor (KNN), Linear Discriminant 
Analysis (LDA) and Support Vector Machine (SVM), online 
adaptive learning algorithms perform better in training step and 
testing step in short and long term. Batch algorithms collect a 
large number of labelled samples for training, it can obtain 
good accuracy in single session, but failed in long-term use. 
Once new training data need to handle, the model should be 
retrain with all training data, resulting in time consuming, 
computationally expensive and not be feasible in practice [12]. 
Whereas online learning algorithms do not need vast training 
samples, the algorithm can gain a simple model by a small 
quantity of samples, then the testing data comes in and the 
model will be updated incrementally by these new data with or 
without labels, which is scalable and time saving. 
In this study, we will make comparisons in different online 
adaptive algorithms based on perceptron. A series of evaluation 
criteria include classification accuracy and stability will be 
used to measure the applicability in pattern recognition based 
sEMG signal for prosthetic hand. At last, a discussion will be 
held according to the theory of the algorithm and experimental 
result.   
II. METHODS 
Many classification problems existed in real world are 
linearly separable or separable approximation [20]. In 
literature, linear algorithms have the advantages of simple 
construction and low computation [17]. So far, many excellent 
linear classification algorithms such as LDA, KNN, and 
Perceptron etc. have acquired great success in various fields. 
Based on the nature of linear algorithms, some online learning 
classification algorithms have been proposed in recent studies. 
Although different online learning algorithms exhibit different 
properties in classification, they share the common 
algorithmic framework of online learning. In general, these 
algorithms can be distinguished in terms of different 
definitions and designs of the loss function and their update 
functions, which might be founded on different theories and 
principles [17]. According to the distinction of the correction 
about weight vector, online learning algorithms can be 
generally grouped into two major categories: 1) first-order 
online learning algorithms [13 14 16 23], and 2) second-order 
online learning algorithms [15 18 19 21 22]. The first-order 
algorithms only keep updating one classification function 
based on gradient decent method, which carry out when new 
sample import. While the second-order algorithms typically 
assume the weight vector follows a Gaussian distribution and 
then each learning step will update the mean vector and 
covariance matrix by the new sample. The second-order online 
learning algorithms can better exploit the underlying structures 
between features of the data which are missed by the first-
order algorithms [15]. 
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In the following section, several online learning algorithms 
for multiclass classification will be introduced briefly, 
including first-order algorithms e.g. Perceptron [pp], Online 
gradient descent (OGD) learning [23], Passive aggressive (PA) 
learning [16]. Second-order algorithms e.g. Confidence-
weighted (CW) learning [18 21], Adaptive regularization of 
weight (AROW) learning [19], Soft confidence weighted 
(SCW) learning [22]. 
A. Perceptron algorithm 
The perceptron algorithm [13] is the earliest and simplest 
method for online learning. The weighted vector is initialized 
to any value and updated step by step by gradient descent.  
Crammer and Singer extended the original Perceptron 
algorithm to multiclass Perceptron algorithm [14]. Given an 
input example, multiclass algorithm will compute a similarity 
score between each prototype and the input example, then the 
index of the prototype which achieved the highest similarity 
will be set to the predicted label. The algorithm allocates 
different weights on the support vectors corresponding to 
those error-set. The perceptron is the base of most online 
learning algorithms for binary and multiclass classification. 
The optimization of perceptron is simplest, which can be 
formulated by following: 
1 (1)t t t tw w y x    
where no extra parameters are essential in this algorithm            
B. Online Gradient Descent algorithm 
The online gradient descent algorithm [23] exploits the 
gradient decent updating approach for optimizing the objective 
function defined by different type of loss functions.   
The optimization of OGD learning algorithm can be 
divided into four categories, they are formulated as following:            
1) When the loss_type=0 (0-1 loss) 
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4) When the loss_type=3 (square loss) 
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C. Passive Aggressive algorithm 
 In general, online algorithms only update the weight vector 
by minimize the cumulative loss of the model. Passive 
Aggressive algorithm [16] not only considers the above 
restriction, but also keep close between new weight vector and 
last weight vector as much as possible. This algorithm is a 
compromise way between passiveness (minimizing the 
distance between the new classifier and the previous one) and 
aggressiveness (minimizing the loss of the new classifier 
suffered on the current instance). The optimization of PA 
learning algorithm is formulated as following: 
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 The above optimization has the update rule like below: 
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 Further, to make PA have adaptation with non-separable 
instances and more robust, a slack variable  was introduced 
into the optimization. With linear and quadratic penalty, two 
extended methods: PA-I and PA-II are formulated as: 
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where C is a parameter for tradeoff between passiveness and 
aggressiveness. The update rule is the same as above but 
different coefficients 
t  as follows: 
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D. Confidence-Weighted learning algorithm 
 Unlike the geometrical margin constraint of most online 
algorithms, the confidence-weighted learning [18 21] is 
constrained by probability and a classifier would have a high 
classifier accuracy with high probability. It maintains a 
Gaussian distributions over weight vectors with a mean vector 
and covariance matrix which reflect the uncertainly relation 
between weights and correlations. The distribution can be used 
to control the direction and scale of parameter updates within 
model. The weight distribution is updated by minimizing the 
Kullback-Leibler divergence between the new weight 
distribution and the old one while ensuring that the probability 
of correct classification is greater than a threshold as follows: 
1 1
,
( , ) arg min ( ( , ), ( , ))t t KL t tD

   

     
( , ). . [ ( ) 0]w t ts t Pr y w x                                                (11)  
 CW learning can provide a precise connection between 
weight uncertainty and prediction confidence while 
computation is feasible.  
The optimization problem has the update rules as follows: 
T
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E. Adaptive Regularization of Weight Vectors algorithm 
 Adaptive regularization of weight learning algorithm [19] 
performs adaptive regularization of the prediction function 
when new instance comes up. That is to say, it would adjust its 
regularization for each example. AROW have several attractive 
properties: large margin training, confidence weighting, and 
capacity to handle non-separable data. It is proposed based on 
CW learning algorithm to overcome the sudden changes in the 
classification function due to label noise. The optimization is 
formulated as follows: 
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where 2 2( ;( , )) (max{1 ( )})t t t tx y y x     and   is a 
regularization parameter. 
 The update rule of optimization is the same as (11) . 
F. Online Gradient Descent algorithm 
The soft confidence weighted algorithm [22] is the upgraded 
version of CW algorithm and AROW algorithm. It extends the 
confidence-weighted learning for soft margin learning which 
makes SCW learning more robust. SCW owns four salient 
properties: (I) large margin training, (II) confidence weighting, 
(III) capability to handle non-separable data, and (IV) adaptive 
margin. With these properties, SCW learning can overcome 
label noise and gain extra efficiency and effectiveness.  
 The optimization of the SCW-I is formulated as follows: 
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where C is a parameter to trade off the passiveness and 
aggressiveness.  
 SCW-II employs a squared penalty to previous formula. 
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 The update rule of classification rule is: 
T
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III. EXPERIMENT SETUP 
A. Subject 
Two healthy subjects volunteered for the sEMG signal 
capture in the laboratory condition. [Subject 1, age: 43, mass: 
72 kg, height: 174 cm][Subject 2, age: 30, mass: 60 kg, height: 
170 cm]. They are all right handed and no previous history of 
neuropathies or traumas to the upper limbs. 
B. Apparatus 
To obtain sEMG signals from forearm, a multi-channel 
sEMG acquisition system [26] is employed. This device 
supports up to 16 bipolar EMG channel, 5000 amplification 
gains and 12 bits ADC resolution. The signal is filtered by a 
band pass filter embedded in device from 20 Hz to 500 Hz 
which can remove motion artifacts and white noise, and 
meanwhile a notch filter with 50 Hz center frequency is used to 
filter power line noises in hardware. Finally the signal was 
sampled at 1 kHz and transferred to a PC that installed 
Windows 7 operating system via USB port, and a custom 
designed software is used to save the sEMG signal data after 
removing the power-line noise and its harmonic component 
further by a comb filter. 
We placed on each subject’s dominant forearm 18 surface 
EMG electrodes and 16 channels EMG data were collected 
from forearm muscles. The ways of placement of the electrodes 
is Zig configuration [24], seen in Fig. 1, which is proved as the 
optimizing electrodes configuration and it can improve the 
EMG pattern discrimination. The configuration of electrodes 
used in this paper ignore the muscle positions. 
 
 
Fig. 1. Zig electrode layout. The blue solid circles labelled from 1 to 16 
represent sEMG electrodes. The Red triangle indicates a bipolar sEMG channel 
connecting two neighbor electrodes connected by dot lines. Electrode Ref1 and 
Ref2 are the reference electrodes. 
 
Fig. 2. Ten hand motions are used in this paper for hand recognition. 1 Hand 
Close, 2 Hand Open, 3 Wrist Flexion, 4 Wrist Extension, 5 Pronation, 6 
Supination and 7-10 thumb opposition towards index finger, middle finger, 
ring finger and little finger. 
C. Data Collection 
The subject was informed to remain seated and keep the 
elbow fixed during capturing. Ten hand motions were 
considered and sEMG signal for each channel was exacted. In 
the experiment, we define a trail as a repetition of a hand 
motion, and 10 trials are repeated for each motion. A session 
means collecting data with the fixed position of electrode 
sleeve in one day. Three sessions of data collection were 
completed for each subject. In each session, sEMG signal data 
of ten motion (1 Hand Close, 2 Hand Open, 3 Wrist Flexion, 4 
Wrist Extension, 5 Pronation, 6 Supination and 7-10 thumb 
opposition towards index finger, middle finger, ring finger and 
little finger) are collected in accordance with the sequence. 
Subjects repeat a motion with 10 times according to the cue 
signal at 5 s, 15 s, 25 s, … 95 s, and maintain a motion for 5 s 
until an end cue be given at 10 s, 20 s, 30 s, … , 100 s.. 
 The placement of electrodes and sleeve was instructed to 
the subjects before experiments. To simplify the positioned 
way of electrodes, we request subjects to wear the electrode 
 Fig. 3. Classification performance in one session. (a) show the cumulative mistake rate which is relevant to classification property of algorithm itself. (b) show the 
cumulative time cost which is relevant to the efficiency between different online learning algorithms.               
sleeve without label and pretreatment on the skin [25], then 
another empty sleeve with no electrodes is used to cover the 
previous sleeve for the sake of generating a squeeze to every 
electrodes towards the skin. It is suggested to keep 10 minutes 
interval between different hand motion capture in order to keep 
the muscle fatigue at same level. 
D. Signal Processing and Pattern Recognition 
 Data segment is closely relevant to systemic response time 
and the classification accuracy [27]. We divided the raw signal 
into some little segments by a sliding window scheme.  Here a 
300 ms window and 100 ms incremental window are adopted. 
A 300 ms window length provide adequate information and a 
100 ms incremental window is sufficient for real-time 
requirement.  
 The combination of autoregressive (AR) model coefficients 
[28] and time domain (TD) feature [29] acts as the overall 
feature set in our study. To guarantee the classification in real 
time, AR2 is chose to produce two features per channel. Root 
mean square (RMS) [28] and waveform length (WL) [28] 
comprise the two TD features. There is a clear linear 
relationship between the features [20]. For each motion with 10 
trials, only the steady-state signals were selected for 
classification. The transitory signals are not considered in this 
paper, because a prosthesis would not be able to respond to 
transitory signal due to mechanical [30]. 10 trails of each 
motion construct a single dataset. Only the steady signal in [6s, 
9s], [16s, 19s], etc. were extracted.  
We compared different online algorithms on collected 
dataset. The extra parameters e.g. parameter r in AROW, 
parameter C in PA, PA-I, PA-II, SW-I and SW-II are all 
determined by across validation in order to select the best one 
from 4 3 3 4{2 , 2 , ... , 2 , 2 }  , the parameter    in CW, SCW-I, 
SCW-II are determined by cross validation to select the best 
one from {0.5, 0.55, ... , 0.9, 0.95} . These parameters are used 
for Initialization of the algorithms. 
IV. RESULT AND DISSCUSION. 
A. Intra-session performance of the online algorithms 
To evaluate the performance of different online algorithms, 
same dataset within one session is used in this experiment. We 
always assume the dataset from different sessions are 
independent in this experiment because each session was 
executed in parallel condition. First, we choose a feature set 
randomly to verify which algorithm can separate the training 
set effective and efficient, the result can be seen in figure 3. In 
the aspect of cumulative mistake rate, apparently, second-
order algorithms outperform the first-order algorithms by a 
large gap. Among the second-order algorithms, SCW performs 
the best. In the aspect of cumulative time cost, first-order 
algorithms get a little advantage, but the difference can be 
ignored in real-time system. . 
 Only one session cannot represent the final performance of 
algorithms. So we select a feature set from one session, and 
then 20 random permutations of the set will be generated for 
 
Fig. 4. The average cumulative mistake rate and deviation of classification 
performance between different sessions.
 Fig. 5.  Average prediction accuracy of two experiments. (a) Choose one dataset from one session as training data and the other two session as testing data, three 
experiments will be carried out. (b) Choose two datasets from any two different sessions in any permutation and the left session as testing dataset, six experiments 
will be implemented. 
cross validation. Three sessions of each subject will be run 
separately in all online learning algorithms, then the average of 
the cumulative mistakes rate from sessions will be count in 
each algorithms, the result can be seen in figure 4. The 
tendency is the same with the above result. It further uncovered 
the steady of the second-order algorithms is better than first-
order in cumulative mistake rate. 
B. Inter-session performance of the online algorithms 
Expect to reveal the intrinsic characteristic of online 
learning algorithms. Some exploration in order to improve the 
robust prosthetic control in long-term use will be carried out 
between different sessions. By assigning the number and 
sequence of the sessions into the training data and testing data, 
two types of experiment will be conducted. Firstly, only one 
session would be selected to be a training data and 10 random 
permutation method will be used in training data to generate 
10 different training groups, the other two act as the testing 
data. The experiment would be run in separately by each 
subject. The result will be seen in Fig. 5 (a). As is seen, the 
classification rate of SCW2 is up to 78% and the perceptron 
with max-score is the worst. In addition, the tendency of curve 
between two subjects is consistent which prove the 
performance of classification is steady between subjects. The 
second experiment would add the number of training data to 
two. Because the instance used for training in online learning 
algorithm is executed one by one. So the sequence of sessions 
in training data will be considered.  The result is seen in Fig. 6 
(b). The best classification rate is up to 86% and SCW2 
performs best in this experiment. 
 The classification rate of two experiments is list in table 1. 
The accuracy is prominently lifted after adding a session to 
training data. Apart from the improved performance in 
prediction accuracy, online learning algorithms can gain the 
new training instance gradually which reduce the unnecessary 
time spent in retraining like batch algorithm. Once user want to 
update model with new training data, the operation will execute 
based on previous model. 
TABLE I.  THE LIFTING PREDICTION ACCURACY AFTER ADDING THE 
NUMBER OF TRAINING FROM ONE TO TWO. 
 Experiment 1 Experiment 2 Lifting 
Sub. 1 Sub. 2 Sub. 1 Sub. 2 Sub. 1 Sub. 2 
PEM 48.4 39.3 71.8 64.4 23.4 25.1 
PES 72.1 77.8 71.9 81.3 -0.2 3.5 
OGD 62.3 71.2 82.5 81.8 20.2 10.6 
PAM 62.3 71.2 79.0 81.8 16.7 10.6 
PAM1 62.3 71.2 79.0 81.8 16.7 10.6 
PAM2 65.1 72.7 79.0 77.4 13.9 4.7 
CW 66.9 70.6 82.7 81.1 15.8 10.5 
AROW 64.7 76.0 67.7 80.0 3.0 4.0 
SCW1 73.8 79.7 82.7 88.7 8.9 9.0 
SCW2 74.71 81.47 85.54 88.28 10.8 6.8 
C. Discussion. 
The results show that SCW has an excellent performance 
on both classify the labelled training data and predict the 
unlabeled instance. In addition, The SCW is not a time-
consuming algorithm in each learning step which can guarantee 
the real-time processing. CW and AROW are good in 
classification but failed in prediction. 
Surface myoelectric signal is nonstationary [25] and easy to 
be contaminated by a wide variety of factors. It always bring 
different kind of noise and lead to the changes in EMG patterns 
for prosthetic control. So the classification method should be 
capable of handling noise. Meanwhile, easy to retraining in 
long-term is also essential in prosthetic hand control. 
CW learning uses aggressiveness scheme to yield a rapid 
learning process which borrowed form PA algorithm. It would 
try it best to adjust the weight to make the new instance be 
classified to special label, but label noise in new instance will 
degrade performance in re-training process. So AROW was 
proposed to compensate for the drawback of CW in dealing 
with noise label by introducing adaptive regularization of the 
prediction function, but discarding the property of adaptive 
margin make it perform badly. The SCW algorithm is proposed 
based on the CW learning and AROW learning algorithms. It 
owns many properties, e.g. large margin, confidence, non-
separable and adaptive margin. 
Large margin classification is proved to be effective in 
multiclass classification [32]. In addition, confidence weight 
and adaptive margin are effective in our study by comparing 
the different performance among CW, AROW and SCW. The 
second-order algorithms outperform the first-order suggest us 
the importance of the distribution of weight vector. 
Also, all online learning algorithms can update the existing 
model continuously whenever a new training sample come up, 
which is good for general batch algorithms in continuously 
training. The characteristic of online learning reveals that 
online learning with adaptive margin and confidence weight 
are suitable to process this kind of signal in noise environment 
and long-term use. 
V. CONCLUSION 
In this paper, six popular online learning algorithms are 
discussed for prosthetic hand control. Three groups of 
experiment was designed to explore the possibility that 
classification accuracy on surface myoelectric signal. The 
experiment result show that the soft confidence weight 
learning algorithm is the optimal method in different 
measurement. Further, the characteristic of SCW reveals that a 
classifier with properties of large margin, confidence weight 
and adaptive margin can perform good classification property 
in classification problems. 
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