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Summary
This thesis studies methods for indexing a text so that the occurrences of any given
query string in the text can be located efficiently. An occurrence or match may be im-
precise, allowing some deviations from the actual query. This gives rise to a family of
interesting string matching problems like exact and approximate string matching, and
sequence alignment.
Previously, a linear size O(n) word index, where n is the length of the text, is con-
sidered manageable given that the index size is relatively small compared to the size
of available memory on most desktop computers. As such, we can focus on developing
new search algorithms without worrying about the index size. However, a new challenge
arises from searching large genome sequences which can easily be billions of characters
in length. This leads to the issue of search efficiency on large string index, which is made
worst with the ever increasing genome size.
We consider two different computing models to handle the problem. The first is to
compress the index so that it is small enough to be stored in the main memory. Another
vii
computing model is to make use of secondary disk, where the index resides on the hard
disk. Blocks or chunks of the index are fetched into memory upon request. In this case,
we are concern with the number of IO accesses to perform string search on the index. In
both scenarios, it is essential to have efficient computation algorithms to support various
string search. Mixed computing model is also possible with multiple levels of indexing,
combining both in-memory and disk-based indices.
We propose several compressed data structures to index string text in o(n) words or
O(n) bits. These data structures are suitable for in-memory computation to answer exact,
as well as approximate, string matching problems. We study the asymptotic bounds on
the query time and show that our indices give the best known solution using different
indexing spaces. These proposed indices will be useful to optimize performance for
computationally intensive search tasks. However, it is observed that in a pattern search,
consecutive accesses of the data structure, can be reading segments of the structure that
are very far apart. In fact, the access pattern is very much random. This results in a
significant IO cost that slows down the search performance if the index is not able to fit
into the memory. Thus, optimizing disk-based solution becomes necessary.
Consequently, we propose a disk-based index representation based on suffix tree
called CPS-tree. Current suffix tree developments focus on the construction efficiency
and less on the structural design to minimize the IO accesses on the tree. Unfortunately,
the few IO efficient suffix tree designs in the literature are very much limited to exact
string match alone. As such, we present disk based CPS-tree, and design and engineer
viii
search algorithms on CPS-tree to support various types of string search and tree traversal
operations efficiently. Our worst-case IO performance is well bounded in theory. Em-
pirical studies on exact string matching and sequence alignment problems, conducted
on a large genome, further demonstrate that our proposed data structure is useful and
practical. Through theoretical analysis and experimental investigation, we illustrate the
advantages of our suffix tree design.
To summarize, we make our contributions to more efficient string matching and in-
dexing. However, there are still rooms to further improve on the efficiency. It is an
unsolved research challenge to come up with a compact string index (o(n) word size)





String matching is an important and age-old classical problem. The problem is funda-
mental to many applications that require processing of some text or sequence data. Very
often, it involves finding the occurrences of a pattern string in a given text string. Some
of its applications are spell checking in text editor, identity and password validation and
checking in system login, and content interpretation in document and programming lan-
guage parsers. Furthermore, string matching is the very essence of pattern matching
languages like Perl and Awk. Over the years, we see more of string matching algo-
rithms being applied to areas like information retrieval, pattern recognition, compiling,
data compression, program analysis and security etc. There are also a vast number of
research papers, over the past three decades, providing theoretical as well as empirical
2results to the problem with improved space and time efficiencies.
Exact string matching finds the exact occurrence of any given pattern in the text
to be searched. The early works focus on the on-line problem where preprocessing is
performed on the pattern string but not the text. Some of the classical works are Knuth,
Morris and Pratt (KMP) algorithm [55], and Boyer and Moore (BM) algorithm [12] for
string matching. The problem is extended to the approximate string matching where
some form of errors are allowed in finding the occurrences. There exists many different
variations of the error model but more commonly, we have the followings, as formally
defined below.
Consider a text T of length n and a pattern P of length m, both strings over a fixed
finite alphabet A.
1. k-mismatch problem: Find all approximate occurrences of P in T that have Ham-
ming distances at most k from P . The Hamming distance between two strings is
defined to be the minimum number of character replacements to convert one string
to the other. The k-don’t-care problem is a special subproblem where mismatches
are allowed only at specfic k positions on the pattern P . The k mismatch positions
are indicated on P .
2. k-difference problem: Find all approximate occurrences of P in T that have edit
distances at most k from P . The edit distance between two strings is defined to
be the minimum number of character insertions, deletions, and replacements to
3convert one string to the other.
For the on-line version of the problem, the search time depends on the text size, and
therefore becomes inefficient in handling large text. New algorithms have been proposed
to allow preprocessing of the text, or in other words using indexing, for faster string
search. In particular, suffix tree [67, 99] and suffix array [66] are popular data structures
to be used for string indexing. More recently, compressed suffix data structures are used
in indexing string.
Another class of problem that is closely related to the k-difference problem is the se-
quence alignment problem. Tools for local alignment in genome sequences like FASTA
[82, 83] and BLAST [4, 5], are among the most commonly used tools by biologists to-
day. The problem extends on the k-difference problem by associating different costs to
each of the edit operations. Furthermore, in the affine gap cost model, a cost penalty is
given to a gap opening, which is defined as a consecutive insertions either on the text or
the query but not both at the time. The objective is then to find the alignments between
the query and text that minimize the sum up cost.
In this thesis, we focus on a wide range of string matching problems ranging from
exact matching, approximate matching (Hamming and Edit distance measures) and se-
quence alignment problems as well. We study the time and space complexities of various
compressed data structures, assumed to be fully residing in memory, and proposed new
data structures that are asymptotically smaller and faster to search. Next we extend our
4work to consider IO-efficiency of specifically suffix tree on secondary disk. A new rep-
resentation is proposed that is shown empirically to be efficient as well as having nice
worst case performance bounds.
1.2 Motivation
One of the driving force for developing string matching techniques stems from the mas-
sive availability of biological sequence data that begins in the late 90’s. This has created
opportunities for researchers to apply their innovative algorithms and techniques to work
on real datasets. Our work is also motivated by this uprising trend. In August 2005, it
was reported 1 that the collection of DNA and RNA sequence has already reached 100
gigabases. These 100,000,000,000 bases, or “letters” of the genetic code, represent both
individual genes and partial and complete genomes of over 165,000 organisms. Sub-
mitters to GenBank contribute over 3 million new DNA sequences per month to the
database. GenBank (Bethesda, Maryland USA) 2, together with European Molecular
Biology Laboratory’s European Bioinformatics Institute (EMBL-Bank in Hinxton, UK)
3
, and the DNA Data Bank of Japan (Mishima, Japan) 4, form the International Nu-
cleotide Sequence Database Collaboration to share and organize the sequence database.




5Scientists around the world can then have access to the common sequence data, and
hopefully through collaborative research on the massive data, scientists can find cures
for diseases and improved health in shorter time to benefit all mankind.
The storage size of sequenced genome and annotated biological sequences, is grow-
ing in the order of several gigabytes per year. There is a need to collectively organize
and manage these sequences to support the data usage requirement of various compara-
tive tools at the application level. Sequences can be indexed so that search is performed
more efficiently. There already exists a wide range of computational tools on strings,
for searching approximate similarities, and finding consensus, alignments, repeats and
motif patterns, etc. Currently, there is a lack of a standard indexing data structure on se-
quences that can serve the needs of the various tools. Such a generic indexing structure
must be robust and flexible. In addition, a management system will be useful to man-
age processes and allocate the use of system resources. However, traditional relational
database systems are inadequate for the task as the sequence data is generally huge and
unstructured in nature, without the proper notion of a key.
Another reason to study string matching problem is its wide range of applications.
Many algorithmic problems can be mapped into exact or approximate string search prob-
lems. This makes analyzing the algorithmic properties important. Furthermore, the
problems can be extended to higher dimensional text or multiple patterns search prob-
lems where existing algorithms may be borrowed or built upon.
61.3 Research problems and contributions
1.3.1 Exact and approximate string matching
Approximate string matching is an important problem to solve and comparative analysis
on sequences often needs to perform close similarity search as part of the process. In
some cases, sequence data may contain noise or variations that we would like to tolerate
in our search. Given a query string, we would like to find its occurrences in a text by
allowing some degree of errors.
We consider two approximate matching problems: the k-mismatch problem and the
k-difference problem. Our focus is on constructing compact indices that are of o(n)
words or O(n) bits size so that for large text of length n, there is a good chance that the
indices can fit into memory for searching. We give some improved data structures for
the approximate string search with the best known query time using only less than linear
word size indices.
To add on to the above results, we revisit the problem of exact string matching to
find more compact indexing structures. It is well known that given a preprocessed text
indexed using O(n) words data structure, we can find the exact matches of a query
string in time linear to the query length. We push for even more compact data structures
(using less than linear words size) that can answer the query in optimal time using bit-
compressed query string.
71.3.2 Disk-based string indexing
A text is a string or set of strings. To answer string matching queries over the text, given a
query string, the text may be preprocessed and represented in a data structure. This data
structure will then provide indexing into the text so that string search and comparison
can be performed more efficiently.
Given the query string and text, the traditional approach to string comparison is to
scan through the whole text for solution. This is generally fast enough provided that the
text is short. There is little to improve upon the query time as no preprocessing of the
string is done and the loading of the whole text into memory takes up the main bulk of the
processing time. Indexing on the text and index thus allows for only partial access of the
text in order to find the solution at the expense of greater storage on disk for the index.
Together with efficient search techniques, the query time can be very much improved.
We have considered in-memory indices which may be a favorable alternative to direct
scanning for small indices. It may not be suitable for indices larger than the text itself
and will be time consuming to load into memory. The exception is when we have a large
memory and the indices can be preloaded into the memory to answer batch queries or
any incoming queries in a server mode of operation.
Alternatively, we have the indices residing on disk and be fetched into memory as
and when needed. The direct choice is to build a hash table for every fixed length-l sub-
strings in the text. Samples of length-l substrings from the query is used to reference
8the hash table, for fixed length-l matches. Fixed length indexing lacks the flexibility, as
the length is fixed, to efficiently handle varied length queries and more importantly, on
finding approximate match. Also l has to be short for it to be usable. There are some
well studied filtering techniques to overcome these shortcomings like q-grams indexing,
which generally performs well in practice. Another popular approach is to use hierar-
chical level of indices to extend on the length l, where only the top-level indices need
to reside in memory, the rest of the indices are fetched from disk into memory when
needed. These proposed indexing methods do not have acceptable worst case complex-
ity on query time and I/O disk access for both exact and approximate string matching.
We recommend using suffix tree as a common indexing data structure on string and
propose means to improve its IO access efficiency. We can find, using the suffix tree, in
time linear to the query length, the locations on the text that match exactly to the query
string. One major issue with suffix tree data structures is that it requires a much larger
space than the text itself. This comes as a trade-off for faster query time. For example,
a text string of n characters needs 4n to 20n bytes to store the suffix data structure
depending on the level of compression and the functionalities to be supported. Recently,
there are proposed O(n) bits compressed suffix tree and array implementations that are
very space efficient. The problem is that the access pattern on the compressed data
structures tends to be highly random and hence it is more suitable if the whole structure
can reside in the memory. There are many string related problems that can be efficiently
solved using suffix tree [37, 40]. Approximate string matching on suffix data structures
9is one of them. However, the existing techniques can still be further improved to answer
the queries more efficiently. It is still an open problem on how to perform disk-based
indexing efficiently for approximate string matching [52]. We address this issue and give
a feasible solution.
1.4 Organization of thesis
In chapter two, we introduce some related fundamental concepts in the literature. This is
followed by three chapters to showcase our proposed works. In particular, we first focus
on in-memory string search and present compact data structures to solve the approxi-
mate string matching problem. Next we continue the study with exact string matching
problem and proposed several data structures with optimal search time and using less
than linear indexing space. Last but not least, we divert our attention to disk-based string
indexing using suffix tree. We propose a new suffix tree representation to handle various
string matching queries and tree traversal operations efficiently. Finally, in the conclud-
ing chapter, we discuss on the future research direction.
1.5 Statement
The preliminary work described in chapter 3 on approximate string matching was first
presented in the 16th Annual International Symposium on Algorithms and Computa-
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tion 2005 [61]. An extended version of the paper was later submitted and accepted
for publication in the Algorithmica journal [62]. Another 2 results extended from this
initial work, were presented in the 17th Annual Symposium on Combinatorial Pattern
Matching 2006 [18] and the 16th Annual European Symposium on Algorithms 2006
[17] respectively. The suffix tree representation proposed in chapter 5 was presented in





The basic data structures used for string indexing are mainly suffix tree [20, 30, 45, 69],
suffix array [9, 68, 74] and q-grams [16, 46, 79, 86]. Suffix data structures benefit from
linear search time in matching a given pattern string to a text. This is at the expense
of larger index size. It goes by matching the query to characters on the edges along
a path from the root that ends at some node, and all the leaves in the subtree rooted
at the node will contain the locations of exact match in the text. On the other hand, q-
grams is another popular index used that stores the locations of every or selected length-q
substrings in the text. It is basically a filtering technique that works well in eliminating
segments of the text that have no possible match with the query string. The indices
takes up much smaller space when compared to suffix tree. There are two main setbacks
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with the q-grams approach. Firstly, the length q has to be fixed; and hence it lacks the
flexibility to cater to all-purposed demands. Secondly, the worst-case running time is less
well bounded when compared to suffix data structures, though it has shown to perform
reasonably well in practice on real biological sequences.
Inverted file [89] is a common text index used on linguistic text that is constructed
from a fixed set of naturally delimited words. We do not consider inverted file as a choice
for indexing string in general for the reason that biological sequences is highly unstruc-
tured and will not benefit from the indexing. There is an adaptation of inverted file to
index biological sequences called CAFE [101] that employs some filtering techniques to
reduce the space and time complexities for heuristic search.
There has been on-going developments of fast in-memory and on-disk construction
[26, 33, 34, 40, 44, 45, 95, 98] of suffix data structures, and also in more compact but
functional suffix representations such as compressed suffix tree and arrays [31, 38, 72,
85, 87, 88]. These advancements have made suffix data structure an attractive choice for
indexing strings.
An overview on the various full-text indices in external memory can be found in the
paper by Ka¨rkka¨inen and Rao [52]. The reader can refer to the paper by Navarro et
al. [75], for a survey on various indexing techniques for approximate string matching.
There is a recent interest in string matching on compressed text directly without first
decompressing the text [6, 27, 51, 77, 78]. The main gain is in reducing the I/O burden
of bringing the text into memory and keeping the memory usage low while scanning for
13
matching patterns.
The sections to follow describe the basic data structure of suffix tree and suffix array
as well as the compressed forms, and also introduce some string search applications
performed on the suffix data structures. These data structures will be refered frequently
in the later chapters.
2.2 Suffix tree and suffix array
A trie is a rooted directed tree that stores a set of strings. Each and every leaf node
represents a string stored by the trie. It is assumed that no string is a proper prefix of
another. For example, “abbc” is a proper prefix of “abbcbbd”, while “abbd” is not. Every
edge in the tree is labeled with a single character such that the concatenating of the edge
labels in order, from the root to a leaf node, corresponds to the suffix string represented
by the leaf node. A compact trie is a trie with every node, that has only single outgoing
edge, merged into its parent node and the characters on edges are concatenated to form
a string (see Figure 2.1). While a Patricia trie [70] is like a compact trie except that
every edge label contains only the first character with the length of the original edge
label stored in the node that follows. Every internal node in the compact trie has at least
2 child nodes. The path label of a node is the concatenated edge labels from the root to
that node and the character depth of a node is its path label length.
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Figure 2.1: Patrica trie for a set of strings = {abbbba, abbbbca, abbc, bbaa, bbab, bbac,
bbbaa}.
shown in Figure 2.2. The text T is usually concatenated by a special symbol $ that is not
found in T . Figure 2.2 gives a suffix tree with the suffixes appearing in lexicographically
sorted order from left to right in the tree. In comparison, the suffix array [66] of T is a
sorted array containing the starting text position of the suffixes of T. The Patricia trie of
a set of suffixes of T is denoted as PAT tree [36].
We often use suffix tree to mean a PAT tree representation. PAT tree and suffix array




















































Figure 2.2: Suffix tree and suffix array.
2.3 Compressed suffix data structures
Although suffix array (SA) is compact compared to suffix tree (also PAT tree), it can still
be large. An SA built on a large text of size in billion of characters (for example the
human genome), will not be able to fit fully in the main memory of most computers. As
such a compressed suffix array (CSA) [38, 39] becomes an attractive alternative repre-
sentation. A CSA stores the array for Ψ function defined as Ψ[i] = SA−1[SA[i] + 1] for
text T [1..n], i ∈ [1..n] where SA[i] is the text position found at i-th entry of suffix array.
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Using the SA in Figure 2.2 as an example, we have Ψ[i] = [0, 1, 8, 10, 6, 7, 9, 2, 3, 5].
Interestingly, the Ψ array is actually a concatenation of at most |A| number of increasing
sequences where |A| is the size of the alphabet from which the text is drawn. This makes
Ψ array highly compressible and gives a representation that is O(n) bits depending on
the alphabet size. However, this comes as trade-off in terms of computational time to re-
cover the SA value which can be relatively inexpensive if the whole index is fully loaded
into memory [43].
Another compressed SA representation is the FM-index [31, 32] using the Burrows-
Wheeler compression algorithm [15]. Compressed suffix tree (CST) [88] was proposed
to be a compressed representation that supports suffix tree traversal operations efficiently.
It is basically a CSA augmented with additional data structures like the balanced paren-
thesis representation [71] for the tree structure and the LCP (lowest common prefix)
query supporting structure [87].
2.4 Application of suffix data structures
There are many string search problems that can be solved using suffix data structures
[37, 40, 56]. Beside exact and approximate string matching problems, there are also
problems of the longest common substrings between two sequences, palindrome and
maximum repeats etc. In computational biology, the applications extend to solving
problems in probe design [50], motifs and repeat finding [58, 81] and genome align-
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ments [23, 24, 59]. For local and global sequence alignment problems , we can adopt the
commonly used “hit and extend” strategy, by finding only short matches (hits) on the text
and then, extend and verify for the rest of the query string. This heuristic strategy helps
to reduce the search space tremendously, by finding hits for fixed length substring of the
query (suitably short) using the suffix data structures. The choice of “hit” length can be
easily varied according to requirements with possibly some allowed errors. Examples
are FASTA [82, 83], BLAST family [4, 5, 54, 103] and PatternHunter [64, 65].
Next, we demonstrate how to perform an ordinary depth-first traversal search on a
tree (in this case, a suffix tree) for approximate match. Here we consider the problem
of k-mismatch or k-difference, given query pattern P and the text T . Recall that the k-
mismatch allows for substitution operation only while k-difference allows for additional
2 edit operations, insertion and deletion of characters. The algorithm is shown in Figure
2.3. The routine DFSearch (cNode, k′, i, P ′) takes in 4 parameters, namely, cNode refers
to the index of the current node, k′ is the number of errors encountered so far, i is the
current position on the query string P to match and P ′ is a copy of the error string
encountered. Let |cNode| denotes the length of the path label to the node cNode and
|P | denotes the length of pattern string P .
The traversal search for approximate match runs in O(min{n,Akmk}m+kocc) time
for k-mismatch and an additional factor of 3k applies for k-difference. occ is the number
of occurrences of the approximate match in the text. This example code demonstrates
the basic approach to string matching on suffix tree. There are more efficient algorithms
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Call DFSearch (root, 0, 1, ∅)
Algorithm DFSearch (cNode, k’, i, P’)
If (i = |P |+ 1)
Report all text position in the subtree rooted at cNode
If (k′ > k)
return
/* Query deletion */
DFSearch (cNode, k′ + 1, i+ 1, P ′)
For c ∈ A, and P ′c a substring in T
If (|P ′| = |cNode|)
sNode = child(cNode, c)
Else
sNode = cNode
/* Query insertion */
DFSearch (sNode, k′ + 1, i, P ′c)
If P [i] 6= c
/* Substitution */
DFSearch (sNode, k′ + 1, i+ 1, P ′c)
Else
/* Exact match */
DFSearch (sNode, k′, i+ 1, P ′c)
End
Figure 2.3: Depth first search of the suffix tree for approximate matching.
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which incorporated dynamic programming over the suffix tree which will be presented
in the later chapters. Dynamic programming [80, 90, 92] is useful in string matching
especially in reducing the redundancy in checking for different combinations of editing
operations that can be applied. Also it allows for early termination by pruning off sub-
trees that have no possible match. For some theoretical results, the reader can refer to
works by Ukkonen [97] and Cobbs [21]. Navarro and Baeza-Yates [74] and Hunt et al.






Consider a text T of length n and a pattern P of length m, both strings over an alphabet
A. The approximate string matching problem is to find all approximate occurrences of
P in T . Depending on the definition of “error”, this problem has two variations: (1)
The k-difference problem is to find all occurrences of P in T that have edit distance at
most k from P (edit distance is the minimum number of character insertions, deletions
and replacements to convert one string to another); and (2) The k-mismatch problem
is to find all occurrences of P in T that have Hamming distance at most k from P
(Hamming distance is the minimum number of character replacements to convert one
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string to another). Both k-difference and k-mismatch problems are well-studied and they
found applications in many areas including computational biology, text retrieval, multi-
media data retrieval, pattern recognition, signal processing, handwriting recognition, etc.
In the past, most of the works focus on the on-line version of the problem, where
both the text and the pattern are not known in advance. This version of the problem can
be solved by dynamic programming in O(nm) time. Landau and Vishkin [63] gave a
solution whose running time depends on k, the number of allowed “errors”. They solved
the problem in O(nk) time and O(m) space. Amir et al. [8] improved upon the result to
give an O(n
√
k log k) time solution. We refer to [73] for a comparison study on various
existing techniques.
Recently, people are interested in the off-line approximate matching problem, where
we can pre-process the text T and build some indexing data structure so that any pattern
query can be answered in a shorter time. Jokinen and Ukkonen [49] were the first to
treat the approximate off-line matching problem. Since then, many different approaches
have been proposed. Refer to Navarro et al. [73] for a brief survey. Some techniques
are fast on the average [76, 93, 91, 10, 79, 74]. However, they incur a query time com-
plexity depending on n; i.e., in the worst case, they are inefficient even if the pattern
is very short and k is as small as one. The first solution with query time complexity
independent of n is proposed by Ukkonen [97]. When k = 1 (that is, 1-mismatch or
1-difference problem), Cobbs [21] gave the result of using O(n logn) bits space and
having O(|A|m2 + occ) query time. Later, Amir et al. [7] proposed an O(n log3 n)-bit
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indexing data structure with O(m logn log log n + occ) query time. Then, Buchsbaum
et al [14] proposed another indexing data structure which uses O(n log2 n) bits space so
that every query can be solved in O(m log log n + occ) time. Cole et al. [22] further
improved the query time. They gave an O(n log2 n)-bit data structure so that both the
1-mismatch and the 1-difference problems can be solved in O(m+log n log log n+occ)
time, respectively. Recently, motivated by the indexing of long genomic sequences,
Trinh et al. [96] improves upon the space-efficiency. They proposed two data struc-
tures of size O(n logn) bits and O(n) bits with query time O(|A|m logn + occ) and
O(|A|m log2 n+ occ logn), respectively.
Some of the above results can be generalized for k > 1. Cobbs’s O(n logn)-
bit indexing data structure can answer both k-mismatch and k-difference queries in
O(mk+1|A|k + occ) time [21]. Cole et al. [22] proposed an O(n (c3 logn)k
k!
log n)-bit







+m+3k ·occ) for the k-mismatch and k-difference problems, respec-
tively, where c1, c2, c3 are constants with c2 > c1. Trinh et al. [96] gave O(n logn)-bit
and O(n log |A|)-bit data structures that can answer a k-mismatch (or a k-difference)
query in O(|A|kmk logn + occ) time and O(|A|kmk log2 n + occ logn) time, respec-
tively.
All previous data structures for supporting the 1-mismatch (or 1-difference) query ei-
ther require a space of Ω(n log2 n) bits or Ω(m logn+ occ) time for fixed alphabet size.
It is an open problem whether there exists an O(n logn) or even o(n log n)-bit data struc-
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ture so that every 1-mismatch (or 1-difference) query can be answered in o(m logn+occ)
time. In this work, we resolve this open problem in the affirmative by presenting a data
structure which uses O(n
√
log n log |A|) bits while every 1-mismatch (or 1-difference)
query can be answered in O(|A|m log log n+ occ) time.
Our improvement is stemmed from the observation that suffix trees allow for faster
access of some information when compared with suffix array. So, instead of using suffix
array like Trinh et al.[96], we use suffix tree as the basic data structure to solve the
mismatch (or difference) queries. Furthermore, to reduce space, we apply the results
of Rao [85] and Sadakane [88] to reduce the space complexity of the suffix tree from
O(n logn) bits to O(n
√
logn log |A|) bits. Together with a smart use of the y-fast trie
[100], we achieve our improvement.
Table 3.1 summarizes the results for 1-mismatch (or 1-difference) problem over a
finite alphabet A. Our result can be further extended in two ways. First, we show that the
space of the data structure can be reduced to O(n log |A|) bits if we accept a slow down
factor of logǫ n for the query time where 0 < ǫ ≤ 1. Second, the data structure can be
extended to solve the k-mismatch (or the k-difference) problem for k ≥ 1. Our solution
can solve the k-mismatch (or the k-difference) problem inO(|A|kmk(k+log logn)+occ)
or O(logǫ n (|A|kmk(k + log log n) + occ)) query time, when the text is encoded using
O(n
√
logn log |A|) bits, for |A| = O(2
√
logn), or using O(n log |A|) bits.
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Reference Bit space Query time
Cobbs [21] O(n logn) O(|A|m2 + occ)
Buchsbaum et al. [14] O(n log2 n) O(m log logn+ occ)
Cole et al. [22] O(n log2 n) O(m+ log n log log n+ occ)
Trinh et al. [96] O(n logn) O(|A|m logn+ occ)
O(n log |A|) O(|A|m log2 n + occ logn)
This work O(n
√
logn log |A|) O(|A|m log log n+ occ)∗
O(n log |A|) O(logǫ n(|A|m log log n+ occ))
∗ assume |A| = O(2
√
logn).
Table 3.1: Comparison of various results for 1-mismatch (or 1-difference) problem.
3.2 Preliminaries
3.2.1 Edit operations
Let P = P [1]P [2]...P [m] be a string of m characters over a finite alphabet A. A sub-
string of P is denoted by P [i..j] = P [i]P [i + 1]...P [j], 1 ≤ i ≤ j ≤ m. An edit
operation applied to a string P is given in the forms of (a → ǫ), (ǫ → a), and (a → b)
for deletion, insertion and substitution operations respectively, where a, b ∈ A, a 6= b
and ǫ is the empty string. The edit distance between P and P ′, is the minimum number
of edit operations to convert one string to another. For example, converting string abbd
to another string bbca will take at least 3 edit operations. An edit trace is defined as a
sequence of edit operations that converts a string P to another string P ′.
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Lemma 1 Given a length-m string P over a fixed alphabet A, there are O(|A|kmk)
possible edit traces for converting P to some string P ′ using at most k edit operations.
Proof. The bound on the number of edit traces can be estimated by considering the
number of different ways of applying k or less edit operations to the string. There are
2 different groups of operations: The first group is of the form a → b and a → ǫ
and the second group has the form ǫ → a. The first group consists of substitutions and
deletions that can be applied to every character in P . Hence the number of possible ways
of applying k operations in this group is ≤ (mk )(|A| + 1)k. The second group consists
of insertions that can occur at the start or end of string, or in between characters. The
number of possibilities in this group is ≤ (m+ 1)k|A|k.
Summing up for k or less edit operations, we have ∑kt=0[(mt )(|A| + 1)t + (m +
1)k−t|A|k−t] = O(mk|A|k) number of possible edit trace. Refer to Theorem 6 in [97] by
Ukkonen for details. ⊓⊔
3.2.2 Suffix array, inverse suffix array and Ψ function
Let T [0..n] = t0t1 · · · tn−1 be a text of length n over an alphabet A, appended with a
special symbol tn =‘$’ that is not in A and is smaller than any other symbol in A. The
j-th suffix of T is defined as T [j..n] = tj · · · tn and is denoted by Tj.
The suffix array SA[0..n] of T is an array of integers so that TSA[i] is lexicographi-
cally smaller than TSA[j] if and only if i < j. Note that SA[0] = n. The inverse suffix
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array of T is denoted as SA−1[0..n], that is, SA−1[i] equals the number of suffixes which
are lexicographically smaller than Ti.
Given a string P , we define range(T, P ) or the range of the suffix array of T corre-
sponding to P , to be the largest interval [st..ed] such that P is a prefix of every suffix Tj
for j = SA[st], SA[st+ 1], . . . , SA[ed].
A concept related to the suffix array is the array Ψ[0..n] [38], which is defined as
follows:
Ψ[i] = SA−1[SA[i] + 1]
and similarly, Ψk[i] = Ψk−1[Ψ[i]] = SA−1[SA[i] + k], for k > 1.
Let tSA and tΨ be the access time of each entry on SA and Ψ respectively. In this
paper, we need a data structure D which supports, for any i, the following operations.
• reports SA[i] in tSA time,
• reports SA−1[i] in tSA time,
• reports Ψ[i] in tΨ time, and
• reports substring(i,l) = T [SA[i]..SA[i] + l − 1] in O(ltΨ) time for some length l.
Lemmas 2 and 7 give two implementations of the data structure D.
Lemma 2 The data structure D can be implemented in O(n log |A|) bits so that tSA =
O(logǫ n) and tΨ = O(1), where 0 < ǫ ≤ 1.
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Proof. We refer to Grossi and Vitter’s data structure [38] for compressed suffix array
(CSA) with the required properties. ⊓⊔
Lemmas 3 to 6 are needed for the second implementation of the data structure D.
Lemma 3 [84, 47] Let S be a subset of m elements drawn from the set (1, 2, ..., n). S
can be represented usingm log(n/m)+O(m) bits such that the following rank and select
operations can be performed in constant time. A rank operation returns the order of an
element x ∈ S, defined as Rank[x] = | {y < x | y ∈ S} |. A select operation returns
the i-th smallest element in S, where 1 ≤ i ≤ m (i.e. Select[i] = x if Rank[x] = i).
Lemma 4 Let X1, ..., Xℓ be ℓ non-empty subsets of {0, ..., n − 1} such that ∑ℓj=1 |Xj|
= m and m ≤ n. The subsets can be represented using m log(nℓ/m) + ℓ logn +O(m)
bits such that given i and j, the ith smallest element in Xj can be retrieved in constant
time.
Proof. This lemma is from Corollary 2 in Rao’s paper [85]. First, store the set X =
{j ∗ n+ x | x ∈ Xj} using m log(nℓ/m) +O(m) bits of space as in Lemma 3. Second,
let cj =
∑j
t=1 |Xt|, for 1 ≤ j ≤ ℓ − 1. The array c can be represented directly using
additional ℓ logn bits. The ith smallest element in Xj is the (cj−1 + i)th element in X ,
which can be retrieved in O(1) time. ⊓⊔
Lemma 5 The sequence {Ψk[i] | 0 ≤ i ≤ n − 1} is the concatenation of |A|k sorted
lists.
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Proof. This lemma is generalized from Lemma 3 in Rao’s paper [85]. ⊓⊔
Lemma 6 Let X1, ..., Xℓ be ℓ subsets of {0, ..., n− 1} such that |Xj| = n/ℓ, 1 ≤ j ≤ ℓ.
Then {Ψj[z] | z ∈ Xj} for all j, can be stored in an O(nℓ log |A| + |A|ℓ log n)-bit data
structure such that given i where Xj [i] = z, Ψj [z] can be accessed in O(1) time.
Proof. For any given j, {Ψj [z] | z ∈ Xj} contains at most |A|j sorted lists. Combining
Lemmas 4 and 5, {Ψj[z] | z ∈ Xj} can be represented in O(|Xj| log(n|A|j/|Xj|) +
|A|j log n+|Xj|) = O((n/ℓ) log(|A|jℓ)+|A|j log n) bits. Then, given iwhere Xj[i] = z,
we can access Ψj[z] in constant time. The space needed to store {Ψj[z] | z ∈ Xj}, for
1 ≤ j ≤ ℓ, will then be O(n log(|A|ℓℓ) + logn∑ℓj=1 |A|j) = O(nℓ log |A|+ |A|ℓ logn)
bits. ⊓⊔
Lemma 7 The data structure D can be implemented in O(n√logn log |A|) bits so that
tSA = O(1) and tΨ = O(1), for |A| = O(2
√
logn).
Proof. Building the O(n log |A|)-bit data structure in Lemma 2, the Ψ function can be
accessed in O(1) time. Below, we describe O(n
√
logn log |A|)-bit data structures so
that both SA and SA−1 can be computed in O(1) time.
For the access of SA value, recall that Rao [85] gives an implementation of the com-
pressed suffix array that reports SA[i] inO(1) time usingO(n
√
log n) bits for binary text
string (refer to Theorem 4 in [85]). For text on a fixed finite alphabetA, Rao’s idea can be





For the access of SA−1 value, we need the following data structure. Let ℓ =
√
logn.
First, we store SA−1[xℓ] for all 0 ≤ x ≤ ⌊n/ℓ⌋, which requires O(n√logn) bits.
Then, we need a data structure so that Ψj[z] can be accessed in O(1) time for any
0 ≤ x ≤ ⌊n/ℓ⌋ and any 1 ≤ j ≤ ℓ. By Lemma 6, such data structure can be stored in
O(n
√
logn log |A|+ |A|
√
logn log n) = O(n
√
log n log |A|) bits (for |A| = O(2
√
logn)).
Now we show how to access SA−1[i] given i in constant time. Let y = ⌊i/ℓ⌋,
k′ = i − yℓ, and z′ = SA−1[yℓ]. We claim that SA−1[i] = Ψk′[z′] and k′ ≤ ℓ. Then,
using the data structures above, SA−1[i] can be computed in O(1) time.
Note that yℓ ≤ i < (y + 1)ℓ and, k′ = i − yℓ ≤ ℓ. It is then easy to verify that
Ψk
′
[z′] = SA−1[SA[z′] + k′] and so SA[Ψk′[z′]] = SA[z′] + k′. Since SA[z′] = yℓ, we
have SA[Ψk′[z′]] = yℓ+ k′ = i. Thus, the claim follows. ⊓⊔
3.2.3 Suffix tree
A suffix tree for the text T is an edge-labeled rooted directed tree with exactly n + 1
leaves numbered 0 to n. Each edge is labeled with a non-empty substring of T such that
no two outgoing edges from a node have labels with the same first character. For every
node v, its path label plabel(v) is constructed by concatenating the edge labels, in order,
from the root to the node. Note that the path label of every leaf i, is a suffix of T that
starts at position i.
We assumed that the suffixes of the leaves in the suffix tree are lexicographically
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ordered so that the collection of leaf nodes from left to right will form the suffix ar-
ray denoted by SA[0..n]. For our approach, we require a suffix tree that support the
following operations:
label(u, v) : returns the label on the edge joining node u to v in O(xtSA) time where x
is the length of the edge label of (u, v).
plen(v) : returns the length of the path label plabel(v) in O(tSA) time .
leftmost(v) : returns the SA index of the leftmost leaf in the subtree rooted at node v
in O(1) time.
rightmost(v) : returns the SA index of the rightmost leaf in the subtree rooted at node
v in O(1) time.
slink(v) : returns a node u if there is a suffix link from node v to node u in O(tΨ) time.
child(v, c) : returns a child w of the node v if c is a prefix character to string label(v, w)
in O(|A|tSA) time.
Lemma 8 A suffix tree with the above properties can be implemented using
(1) O(n√log n log |A|) bits for tSA = O(1) and tΨ = O(1) and assuming |A| =
O(2
√
logn), or (2) O(n log |A|) bits for tSA = O(logǫ n) and tΨ = O(1).
Proof. We refer to Sadakane’s paper [88] on compressed suffix tree (CST) implementa-
tion that uses data structure D and O(n) bits for the balanced parentheses representation
of the suffix tree [72]. The space complexities follow from Lemmas 2 and 7. ⊓⊔
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The following result on LCP query is also available.
Lemma 9 [88] Given SA indices i and j, the length of the longest common prefix
(LCP ) between suffixes at positions SA[i] and SA[j], denoted by |lcp(i, j)|, can be
computed in O(tSA) time using additional O(n) bits data structure. The lowest common
ancestor (LCA) node between any two nodes in the suffix tree can also be computed in
O(tSA) time.
3.2.4 Other data structures
Given a suffix tree ST built from the text T , and a query pattern P of length m, we
define the following terminologies and data structures:
Definition 1 Given a node x in ST , let xle and xri denote indices of SA corresponding
to the leftmost and rightmost leaf nodes in the subtree spanned by x.
Based on the above definition, for any node x in ST , we have [xle..xri] =
range(T, plabel(x)).
Definition 2 Arrays Fst[1..m] and Fed[1..m] are such that [Fst[i]..Fed[i]] =
range(T, P [i..m]) for 1 ≤ i ≤ m. We also define Fst[j] = 0 and Fed[j] = n for j > m.
Lemma 10 Fst[1..m] and Fed[1..m] can be constructed in O(mtΨ +m|A|tSA) time.
Proof. This can be done using the suffix links in ST in O(mtΨ) time, given that
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range(T, P [1..m]) can be obtained by traversing the suffix tree in O(m|A|tSA) time.
⊓⊔
Furthermore, the following two lemmas are needed to support exact pattern search
over a subtree in the suffix tree.
Lemma 11 Given a pattern P , let x be a node such that [xle..xri] = range(T, P ). For
any position i in T , P is a prefix of T [i..n] if and only if xle ≤ SA−1[i] ≤ xri.
Proof. If P is a prefix of T [i..n] then by the definition of suffix tree, i corresponds
to a leaf node such that P is the prefix to its path label. It follows that x must be on
the path from the root to the leaf node. Hence the corresponding SA index of the leaf
node, which is SA−1[i] must fall within the range of xle and xri. On the other hand, if
xle ≤ SA−1[i] ≤ xri, then the leaf i is in the subtree rooted at x and so T [i..n] must have
P as its prefix. ⊓⊔
Lemma 12 Given a pattern P , let x be a node such that [xle..xri] = range(T, P ). Then,
SA−1[SA[xle] + |P |] < SA−1[SA[xle + 1] + |P |] < . . . < SA−1[SA[xri] + |P |].
Proof. Let i and j be any two SA indices such that xle ≤ i < j ≤ xri, then T [SA[i]..SA[i]
+|P | − 1] = T [SA[j]..SA[j] + |P | − 1] = P . Since i < j, then T [SA[i] + |P |..n] <
T [SA[j] + |P |..n] must be true. Now assume that SA−1[SA[i] + |P |] ≥ SA−1[SA[j] +
|P |], which implies T [SA[i] + |P |..n] ≥ T [SA[j] + |P |..n]. Hence a contradiction. ⊓⊔
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3.2.5 Heavy path decomposition
We introduce a standard technique to partition O(n) nodes of a tree into O(logn) lev-
els. Similar schemes have been used for tree structure compression to give a depth of
O(logn) [14, 22]. The heavy path decomposition scheme is as such: Given a suffix tree
ST , we assign a level to every node in ST . The root is assigned level 1. If a node v has
level i, we assign level i to the single child node of v, that has the largest subtree (in
terms of number of nodes) among all the other child nodes of v. The other child nodes
of v are assigned level i + 1. Edges joining 2 nodes with the same level are denoted
as core edges and the rest of edges that join nodes at level i to nodes at level i + 1 are
denoted as side edges. An internal node will have exactly one outgoing core edge and
the rest of the outgoing edges are side edges. We also denote a node with an incoming
core edge as a core node and otherwise, a side node. The root, is by default, a side node.
The followings are also observed:
Lemma 13 There are O(logn) levels.
Proof. If a subtree rooted at a node v having level i contains l leaves, then the number
of leaves of the subtree rooted at a child node u of v having level i + 1 is at most l/2.
As the suffix tree has n leaves, there are at most O(logn) levels. ⊓⊔
Then we can easily get the following corollary:
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Corollary 14 There are O(logn) side edges on the path from the root to any node in the
suffix tree.
Lemma 15 Consider any two distinct side edges e1 and e2 with end nodes v1 and v2
respectively. If both v1 and v2 have level i, then the two subtrees rooted at v1 and v2 are
disjoint. In other words, the subtrees rooted at any two distinct side nodes of the same
level are disjoint.
Proof. Suppose by contradiction that the two subtrees are not disjoint, then either v1 is
an ancestor of v2 or vice versa. Suppose v1 is an ancestor of v2. As v1 and v2 are on the
same level, edges running from v1 to v2 are all core edges, including e2, this contradicts
with the assumption that e2 is a side edge. ⊓⊔
Lemma 16 Given any side node v, that begins a core path (where all edges in the path
are core edges), we can find the leaf node u that terminates the core path in O(1) time
using additional O(n) bits data structure.
Proof. Let ui be the i-th node in the suffix tree according to the preorder traversal on the
nodes, and t = O(n) be the number of nodes in the suffix tree. Let X[1..t] be an array
first initialized as blanks, and X[i] =‘(’ if ui is an internal side node, else X[i] =‘)’ if ui
is a core leaf node. It can be checked easily that the parentheses in X[1..t] is balanced as
every core path finishes at a leaf. More importantly, for every pair of parentheses (i, j) in
X , ui and uj form the start and the end of some core path. Figure 3.1 gives an example
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of the representation. The parentheses array X can be encoded in binary representation
using O(n) bits based on the Rank and Select data structure (from Lemma 3). By the
data structure for balanced parentheses (see Theorem 1 in [71]), the position of the close
parenthesis that matches the given open parenthesis, can be found in constant time using
additional o(n) auxiliary bits. Hence, the lemma follows. ⊓⊔











0   1   2   3   4   5   6   7   8   9   10   11   12   13   14   15
Figure 3.1: Balanced parentheses representation of core paths (thickened lines) in a
suffix tree.
36
3.3 Approximate string matching problem
3.3.1 The data structure for 1-approximate matching
Our 1-approximate matching data structure is basically the suffix tree ST of the text T
(see Section 3.2.3), together with two other data structures. First, for every side node v
(see Section 3.2.5), let u be the parent node of v, we maintain a set Γv = {SA−1[SA[i]+
plen(u) + 1] | i ≡ 1(mod log2 n) and vle ≤ i ≤ vri}.
Second, for every core leaf node u (whose SA index is k), let v be the start of the cor-
responding core path, we maintain 2 lists of SA indices,H lu = {i | i ≡ 1(mod log2 n), i ≤
k and |lcp(k, i)| ≥ plen(v)} and Hru = {i | i ≡ 1(mod log2 n),
i > k and |lcp(k, i)| ≥ plen(v)}. The values in H lu and Hru are ordered by increasing
longest common prefix length |lcp(k, i)|.
Lemma 17 We can store Γv for all side nodes v using O(n) bit space. In addition, for
any range [x..y], we can find a value i, such that {i ∈ Γv | x ≤ i ≤ y} using O(log logn)
time.
Proof. By Lemma 15, all subtrees rooted at different side nodes, of the same level-ℓ,
are disjoint. Hence, the total size of Γv for all level-ℓ side nodes v is at most n/ log2 n.
Since there are O(logn) levels, (by Lemma 13), the total size of Γv for all side nodes v is
O(n/ logn). We store Γv, for every side node v, using the y-fast trie [100] data structure.
The size of the data structure is O(|Γv| logn) bits and it allows efficient range query in
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O(log log n) time. Since the total size of all Γv is O(n/ logn), the lemma follows. ⊓⊔
Lemma 18 We can store H lu and Hru for all core leaf nodes u (whose SA index is k)
using O(n) bit space. In addition, for any range [x..y], we can report the values il ∈ H lu
and ir ∈ Hru such that x ≤ lcp(il, k) ≤ y and x ≤ lcp(ir, k) ≤ y using O(log logn)
time.
Proof. There are at most n/ log2 n leaf nodes whose corresponding SA index, i ≡
1(mod log2 n). Also, each leaf node is reachable from O(logn) side nodes v whereby
each of the side node v is the beginning of some core path (by Corollary 14). It then fol-
lows that each leaf node must be included in O(logn) different H lists. Hence, the total
size of H lu and Hru for all core paths is O(n/ logn). Each H lu and Hru is stored using the
y-fast trie [100] data structure. The size of the data structures is O((|H lu| + |Hru|) logn)
bits. Since the total size of all H lu and Hru is O(n/ logn), the lemma follows. ⊓⊔
By Lemmas 8, 17 and 18, we have the following:
Lemma 19 The 1-approximate matching data structure can be stored in O(n log |A|)
and O(n
√
log n log |A|) bits for tSA = O(logǫ n) and tSA = O(1) respectively. In both
cases, tψ = O(1).
Below is the key lemma for our algorithm.
Lemma 20 Consider (1) a node u in ST such that P1 = plabel(u), (2) a character c,
and (3) another string P2 with [st..ed] = range(T, P2). Let v = child(u, c). Then, all
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occurrences of P1cP2 can be computed in O(tSA(log logn+ occ)) time where occ is the
total number of occurrences of P1cP2 in T .
Proof. Note that [vle..vri] = range(T, P1c). If P = P1cP2 occurs in T , as P1c is a prefix
of P , P must occur at position SA[i] for some vle ≤ i ≤ vri. By Lemma 11, we can
verify if P occurs at position SA[i] by checking if st ≤ SA−1[SA[i] + |P1| + 1] ≤ ed.
Hence, the occurrence of P can be found by performing the above checking for all i ∈
[vle..vri]. Moreover, by Lemma 12, SA−1[SA[i]+ |P1|+1] is increasing for i ∈ [vle..vri].
Note that, for any i, SA−1[SA[i]+ |P1|+1] can be retrieved in O(tSA) time. Hence, one
occurrence of P can be found in O(tSA log(vri − vle)) time by binary search.
If v is a side node, recall that we associate a set Γv to it, where Γv = {SA−1[SA[i] +
|P1|+ 1] | i ≡ 1(mod log2 n) and i ∈ [vle..vri]}. There are 3 cases.
• Case 1: Γv is empty. This means that the number of leaves in the subtree of v
(vri− vle +1) is < log2 n. Using the method we just discussed, one occurrence of
P can be found in O(tSA log(vri − vle)) = O(tSA log log n) time.
• Case 2: Γv is non-empty and, by Lemma 17, we find some i such that
st ≤ SA−1[SA[i] + |P1| + 1] ≤ ed. Since any range query of y-fast trie takes
O(log log n) time, the second case follows.
• Case 3: Γv is non-empty and, by Lemma 17, we cannot find any i such that st ≤
SA−1[SA[i]+|P1|+1] ≤ ed. In this case, usingO(log log n) time, we apply y-fast
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trie to find a and b such that SA−1[SA[a] + |P1| + 1] ∈ Γv is just smaller than st
and SA−1[SA[b] + |P1|+ 1] ∈ Γv is just bigger than ed. Note that b− a ≤ log2 n.
Then, using the method described at the beginning of the proof, we can find one
occurrence of P in O(tSA log(b− a)) = O(tSA log log n) time.
If v is a core node, let CP be the core path containing v. Since the side node lies
on the path from the root node to v and would have been uncovered from traversing
the suffix tree to obtain P1, here we assume that the side node that begins the core path
CP is known. We obtain the terminating leaf node x (whose SA index is k) of CP by
Lemma 16 using O(1) time. Next, we search for the node r ∈ CP whose path label is
of length |P1|+ q + 1 where q = |lcp(SA−1[SA[k] + |P1| + 1], st)|. By Lemma 9, q is
computed in O(tSA) time. There are 3 cases.
• Case 1: Hx is empty. This means that the number of leaves hanging from the core
path is < log2 n. We can find one occurrence of P in O(tSA log(vri − vle)) =
O(tSA log logn) time.
• Case 2: q ≥ |P2|. This means that leaf node x corresponds to a suffix with P as
its prefix. We have recovered one occurrence of P .
• Case 3: q < |P2|. First, we would like to find jl ∈ H lx and jr ∈ Hrx such that
|lcp(jl − log2 n, k)| ≤ |P1| + q + 1 ≤ |lcp(jl, k)| and |lcp(jr, k)| ≤ |P1| + q +
1 ≤ |lcp(jr + log2 n, k)| respectively. This can be computed in O(log log n) time
given Lemma 18. Next, using binary search, we locate il and ir within the range
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of jl − log2 n...jl and jr...jr + log2 n such that |lcp(il, k)| = |P1| + q + 1 and
|lcp(ir, k)| = |P1|+ q + 1 respectively. If both jl and jr are not found, the binary
search is performed for k − log2 n ≤ il ≤ k + log2 n. The binary search takes
O(tSA log logn) time. Given il or ir whichever one is found, we can recover node
r by performing a LCA on the leaf node at il or ir with x in O(tSA) time. If P2
is not completely matched after node r, we can continue to search the outgoing
side edges from node r as described above (case where v is a side node) using
additional O(tSA log log n) time. Overall, the time taken is still O(tSA log log n).
Once we confirm that P occurs in position SA[i], the remaining occurrences of P
could be found by performing, for entries i′ to the left and to the right of i, the above
checking (that is, st ≤ SA−1[SA[i′] + |P1| + 1] ≤ ed), until we reach the boundary of
[vle..vri] or a false case occurs. The time required is O(tSA(occ+ 2)). ⊓⊔
Here, we define the procedure TreeSearch(u, c, [st..ed]) to be the routine which finds
all the occurrences of P1cP2 where P1 = plabel(u) and [st..ed] = range(T, P2). By
Lemma 20, this procedure runs in O(tSA(log logn + occ)) time.
3.3.2 The 1-approximate matching algorithm
The algorithm traverses the suffix tree from the root to find the pattern P character by
character. Then, for every position i, it introduces an “error” at that position and checks
for occurrences by calling TreeSearch. The details of the algorithm is stated in Fig-
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ure 3.2.
Lemma 21 Given the indexing data structure in Section 3.3.1, we can locate all 1-
mismatch (or 1-difference) occurrences of a length-m pattern P in T , using O(tΨm +
tSA(|A|m log log n+ occ)) time.
Proof. By Lemma 10, Step 1 takes O(mtΨ +m|A|tSA) time. Step 2 takes O(1) time.
When we traverse down the suffix tree to a node u (with plabel(u) = P [1..i − 1]),
we will execute Steps 3(a-c) for the node u. By Lemma 20, Steps 3(a-c) in total takes
O(tSA(|A|m log log n+ occ)) time.
For Step 3(d), it takes O(tSA|A|m) time. The lemma follows. ⊓⊔
By Lemmas 19 and 21, we get the following 2 theorems:
Theorem 22 Given an O(n
√
log n log |A|)-bit indexing data structure, the 1-mismatch
or 1-difference problem can locate all 1-approximate occurrences of a length-m pattern
P in T , using O(|A|m log logn + occ) time, for |A| = O(2
√
logn).
Theorem 23 Given an O(n log |A|)-bit indexing data structure, the 1-mismatch or 1-
difference problem can locate all 1-approximate occurrences of a length-m pattern P in
T , using O(logǫ n(|A|m log log n+ occ)) time, where 0 < ǫ ≤ 1.
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Algorithm 1-approximate match
1. Construct Fst[1..m] and Fed[1..m] such that [Fst[i]..Fed[i]] = range(T, P [i..m]).
2. u = root node, i = 1.
3. Repeat
/* Note: we maintain the invariant that plabel(u) = P [1..i− 1]. */
(a) Deletion at i (find occurrences of P [1..i− 1]P [i+ 1..m])
If P [i] 6= P [i+ 1]
report the occurrences found by
TreeSearch(u, P [i+ 1], [Fst[i+ 2]..Fed[i+ 2]]).
(b) Substitution at i (find occurrences of P [1..i− 1]cP [i+ 1..m] for
all c ∈ A− {P [i]})
For c ∈ A− {P [i]},
report the occurrences found by
TreeSearch(u, c, [Fst[i+ 1]..Fed[i+ 1]]).
(c) Insertion at i (find occurrences of P [1..i− 1]cP [i..m] for all c ∈ A− {P [i]})
For c ∈ A− {P [i]},
report the occurrences found by TreeSearch(u, c, [Fst[i]..Fed[i]]).
(d) No insertion, deletion, and substitution at i
Let v = child(u, P [i]), E = label(u, v).
If P [i..i+ |E| − 1] = E
u = v, i = i+ |E|
Else
Find the smallest j > i such that P [j] 6= E[j − i+ 1].
Report all the occurrences of P so that the error is at j.
Terminate and return.
Figure 3.2: Algorithm for 1-mismatch and 1-difference.
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3.3.3 The k-approximate matching problem with k ≥ 1
Extending the data structure to address the k-mismatch or the k-difference problem re-
quires the result from dynamic programming for string correction. Given 2 strings P and
P ′ of length m and n, we can use standard dynamic programming approach to find the
edit distance between any prefix of P and P ′ in O(mn) [90], by filling a table E of size
(m + 1) × (n + 1). Entry E(i, j) stores the edit distance between P [1..i] and P ′[1..j].
For 1 ≤ i ≤ m and 1 ≤ j ≤ n, the table E(i, j) is evaluated as follows:
E(0, 0) = 0;
E(0, j) = E(0, j − 1) + c(ǫ, P ′[j]), 1 ≤ j ≤ n;
E(i, 0) = E(i− 1, 0) + c(P [i], ǫ), 1 ≤ i ≤ m;
E(i, j) = min


E(i− 1, j) + c(P [i], ǫ)
E(i− 1, j − 1) + c(P [i], P ′[j])
E(i, j − 1) + c(ǫ, P ′[j])
Note that c(P [i], ǫ) and c(ǫ, P ′[j]) are the edit costs for deletion and insertion. Their
values equal 1. c(P [i], P ′[j]) is the edit cost for substitution. We have c(P [i], P ′[j]) = 0
if P [i] = P ′[j]; and 1 otherwise. Moreover, we need to find only those prefixes (or
actually the shortest prefix) of P ′ that is at most k edit distance from P . A match is
read from the entries in the last row of table E that is ≤ k. We proceed by filling the
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table column by column from left to right, up to the min{m + k, n}th columns. There
are at most 2k + 1 row entries to be filled in each column as entries in E(i, j) where
i > j + k or i < j − k will have edit cost > k. An example is shown in Figure 3.3 for
k = 2. Hence, finding the prefixes of P ′ that is at most k edit distance from P , takes
O((m+ k)× (2k+1)) = O(mk) time with k ≤ m. We state the result in the following
lemma.
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The shaded entries will have edit distance > 2 and hence need not be filled.
Figure 3.3: Edit distance table between 2 strings P = “AATGTTCA” and P ′ =
“CATAGTTCACGG” with k = 2.
Lemma 24 Given 2 strings P and P ′ of length m and n respectively, we can find the
prefixes of P ′ that is at most k edit distance from P in O(mk) time.
Our solution for the k-approximate matching tries to apply the dynamic program-
ming on various paths of the suffix tree. We need the following 2 lemmas.
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Lemma 25 Given a length-m string P , there are O(|A|kmk) different path labels P ′ in
the suffix tree such that the edit distance between P and P ′ is at most k, where |A| is the
fixed alphabet size.
Proof. The number of possible P ′ in the suffix tree is bounded by the number of edit
traces that can be applied to the string P . Hence, by Lemma 1, the lemma follows. ⊓⊔
Lemma 26 After preprocessing the text T of length n and obtaining an
O(n
√
logn log |A|) or O(n log |A|) bits data structure, the k-mismatch or k-difference
problem can locate all approximate occurrences of a length-m pattern P in T , using
O(|A|kmk+1(k + tSA) + tSAocc) time where |A| is the alphabet size and occ is the
number of approximate occurrences of P in T .
Proof. The result can be achieved by applying dynamic programming over the suffix
tree (see Lemma 8) by computing the shortest prefixes on all paths starting from the root
that has edit distance at most k from P . This is performed through a preorder traversal
on the suffix tree. We maintain P ′ to be the path label in the suffix tree during the
traversal. First, traverse down the leftmost path, and as we advance to a new character
at position j on path label, P ′, we add and compute for new column E(∗, j) in the edit
distance table E between strings P [1..m] and P ′[1..j]. A new column can be computed
in O(k) time (see Lemma 24), while accessing P ′[j], a character on some edge label,
takes O(tSA) time. The path terminates at position j when the edit distance in the new
column, E(∗, j), is > k, or when E(m, j) is filled. If E(m, j) ≤ k, we can then
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report the occurrences within the SA range of the subtree rooted at current position j,
using the leftmost and rightmost operations in O(tSAocc) time. This is followed by
backtracking to the next path (based on the preordering of the nodes) and erasing the last
few columns added to E, which equals to the number of characters backtracked. Since
the number of paths to traverse is bounded (refer to Lemma 25), we conclude that the
search time is O(|A|kmk ×m(k + tSA) + tSAocc) = O(|A|kmk+1(k + tSA) + tSAocc).
It is worth mentioning here that similar results can be obtained by applying backward
search on CSA [44] that gives O(|A|kmk+1(k + log log |A|) + occ logǫ n) search time,
using O(n log |A|) bits space. ⊓⊔
Theorem 27 After preprocessing the text T of length n and obtaining an
O(n
√
logn log |A|) (assume |A| = O(2
√
logn)) orO(n log |A|) bits data structure, the k-
mismatch or k-difference problem can locate all approximate occurrences of a length-m
pattern P in T , usingO(|A|kmk(k+log logn)+occ) orO(logǫ n(|A|kmk(k+log logn)+
occ)) time respectively, where 0 < ǫ ≤ 1, |A| is the alphabet size and occ is the number
of approximate occurrences of P in T .
Proof. The result is achieved in 2 steps. First, by Lemma 26, we solve for the (k − 1)-
mismatch or (k − 1)-difference problem in O(|A|k−1mk(k + tSA) + tSAocc<k) where
occ<k is the number of approximate occurrences of P in T with edit distance < k. What
remains is to find those occurrences ofP with edit distance exactly k in the text. In step 2,
for those paths terminating with edit distance k−1, we can further solve for the kth error
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using the previous results for 1-mismatch or 1-difference (refer to Lemma 21). Since
there are O(|A|k−1mk−1) paths with edit distance k − 1 (see Lemma 25), we can find
the occurrences of P with exactly k-mismatch or k-difference using O(|A|k−1mk−1 ×
(tΨm + tSA|A|m log log n) + tSAocck) time where occk is the number of approximate
occurrences of P in T with edit distance k.
Combining steps 1 and 2, we have the solution in O(|A|k−1mk(k + tSA + tΨ +
tSA|A| log log n) + tSAocc) time. By Lemmas 8 and 19, the theorem follows.
⊓⊔
3.3.4 The k-don’t-cares problem
A restrictive form of the k mismatch problem is the k don’t cares or wildcards problem
where mismatches are allowed only at specific k positions on the pattern (as presented
with the pattern). We give the following results using the data structures described in
Section 3.3.1.
Lemma 28 After preprocessing the text T of length n and obtaining an
O(n
√
logn log |A|) (assume |A| = O(2
√
logn)) or O(n log |A|) bits data structure, the
1-don’t-care problem can locate all approximate occurrences of a length-m pattern P in
T , usingO(|A|(m+log logn)+occ) or O(logǫ n(|A|(m+log logn)+occ)) time respec-
tively, where 0 < ǫ ≤ 1, |A| is the alphabet size and occ is the number of approximate
occurrences of P in T .
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Proof. The proof follows from Lemma 21, where the algorithm outlined in Figure 3.2 is
simplified with Steps 3(a-c) replaced by a single substitution only at the single position
i where the don’t care is allowed. Now Step 3c will take O(tSA|A| log log n+ occ) time.
This gives a total of O(tΨm + tSA|A|(m + log log n) + occ)) time. (Refer to the proof
of Lemma 21 for details.)
By Lemma 19, the lemma follows. ⊓⊔
Also, we can extend the search for k > 1 don’t cares.
Lemma 29 After preprocessing the text T of length n and obtaining an
O(n
√
logn log |A|) (assume |A| = O(2
√
logn)) or O(n log |A|) bits data structure, the
k-don’t-care problem can locate all approximate occurrences of a length-m pattern P
in T , using O(|A|k(m + log log n) + occ) or O(logǫ n(|A|k(m + |A| log logn) + occ))
time respectively, where 0 < ǫ ≤ 1, |A| is the alphabet size and occ is the number of
approximate occurrences of P in T .
Proof. For k don’t cares, we might have to search up to |A|k different paths down the
suffix tree. Traversing and matching the characters on a single path of length m takes
O(tSA|A|m) time and reporting the occurrences takes (tSAocc). This gives a total time
of O(tSA(|A|k+1m+ occ)) to report the location of all k don’t cares patterns.
However, we can further reduce the time by searching for the k-th don’t care using
the result in Lemma 28. We can now search for k don’t cares in O(tΨm+ tSA|A|k(m+
|A| log log n) + occ) time. By Lemma 19, the lemma follows. ⊓⊔
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3.4 Summary
Approximate string matching is about finding a given string pattern in a text by allowing
some degree of errors. In this work we present a space-efficient data structure to solve
the 1-mismatch and 1-difference problems. Given a text T of length n over an alpha-
bet A, we can preprocess T and give an O(n
√
log n log |A|)-bit space data structure so
that, for any query pattern P of length m, we can find all 1-mismatch (or 1-difference)
occurrences of P in O(|A|m log logn +occ) time, where occ is the number of occur-
rences. This is the fastest known query time given that the space of the data structure is
o(n log2 n) bits.
The space of our data structure can be further reduced toO(n log |A|) if we can afford
a slow down factor of logǫ n, for 0 < ǫ ≤ 1. Furthermore, our solution can be generalized
to solve the k-mismatch (and the k-difference) problem inO(|A|kmk(k+log logn)+occ)
and O(logǫ n(|A|kmk(k + log log n) + occ)) query time using an O(n√logn log |A|)-
bit and an O(n log |A|)-bit indexing data structures, respectively. We assume that the
alphabet size |A| is bounded by O(2
√
logn) for the O(n
√
log n log |A|)-bit space data
structure.
The above results were first presented in [61] and the extended version has been
accepted for journal publication [62]. More recently, H.L. Chan et al. [18] incorporated
some results presented here to give an improvement using fixed index space in answering
approximate pattern matching. The results are O(m+(c logn)k(k+1) log log n+occ) and
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O(m+logǫ n((c logn)k(k+2) log log n+occ)) time using O(n logn) and O(n log |A|) bit
space respectively for some positive constants c and ǫ. Also in another recent work, H.L.
Chan et al. [17] gave results using O(n logn)-bit index to report approximate pattern
matching in O(m+ logn log logn+ occ) and O(m logn log log n+ occ) time for k = 1
and k = 2 respectively.
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Chapter 4
Optimal exact match index
4.1 Introduction
Given a text T [1..n], characters from a finite alphabet A, and with necessary prepro-
cessing and building an indexing structure, we locate the exact matches of any given
pattern P [1..m] in T . This defines the exact string matching problem. In this work,
we are interested in finding the optimal query time for exact string matching problem
using o(n logn)-bits data structures to index the text. In other words, we build highly
compressed indices to answer exact match query efficiently.
It is well known that suffix tree data structure uses O(n logn) bits so that exact string
matching can be answered in O(m+ occ) time where occ is the number of occurrences
of the query pattern found in the text. Compressed suffix array (CSA)[44] reduces the
space toO(n log |A|) bits in query timeO(m log log |A|+occ logǫ n), for ǫ > 0, based on
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backward search. Grossi and Vitter [38, 39] gave an index on compressed suffix array
(CSA) for exact match in O(m/ log|A| n + log1+ǫ n(log |A| + log log n) + occ) time
using O(n log |A|) bits for m = Ω(log1+ǫ n) or occ = Ω(nǫ). Their result is optimal
in O(m/ log|A| n + occ) query time for m = Ω(log2+ǫ n log|A| logn). The Lempel-Ziv
(LZ) index by Ka¨rkka¨inen and Sutinen [53] was cited where occupying O(n) bits, any
pattern of length m ≤ ǫ log|A| n, where 0 < ǫ ≤ 1, can be found in O(m + occ) time
(actually O(1 + occ) time with suitable table lookup).
Here, we present an algorithm that finds and enumerates all the occurrences in
O(m/ log|A| n + log
1+ǫ n log|A| log n + occ) time for m = Ω(log|A| n logǫ n), ǫ > 0. We
give the optimal search time ofO(m/ log|A| n+occ) form = Ω(log2|A| n logǫ n log logn).
This improves the previously reported result especially for large alphabet size using
O(n log |A|) bits by a factor of O(log |A|). Next, to handle query of any given length m,
we use O(n logǫ n log |A|) bit data structures to answer exact match query in
O(m/ log|A| n+log n log log n+occ) time. Finally, we give O(n
√
logn log |A|) bit data
structures with O(m/ log|A| n+ logǫ|A| n+ occ) or O(m+ occ) query time. The result in
O(m + occ) time is optimal if we take into consideration the O(m) preprocessing time
to encode a pattern string of length m into m/ log|A| n words. This gives the first linear
O(m+ occ) time using only o(n logn) bits space for exact string matching over a fixed
finite alphabet. Table 4.1 summarizes the results for exact string matching over a finite
alphabet.
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Reference Bit space Query time
Suffix tree O(n logn) O(m+ occ)
CSA∗ [44] O(n log |A|) O(m log log |A|+ occ logǫ n)
Grossi et al. [39] O(n log |A|) O(m/ log|A| n+ occ)
for m = Ω(log2+ǫ n log|A| log n)
O(n log |A|) O(m/ log|A| n+ occ)
for m = Ω(log2|A| n logǫ n log log n)
This work O(n logǫ n log |A|) O(m/ log|A| n+ log n log log n+ occ)
O(n
√
logn log |A|) O((m/ log|A| n + logǫ|A| n+ occ)
or O(m+ occ)
∗
- backward search on CSA, and ǫ > 0
Table 4.1: Comparison of various results for exact string matching problem.
4.2 The approach
4.2.1 Basic concept
We first consider a compact trie, STw, for suffixes of T at positions or split-points
w, 2w, . . . , ⌊n/w⌋w, using O(n/w log n) bits. w is a constant value to be determined
later. Let Ti denotes the suffix T [i..n]. The compact trie, STw, consists of suffixes Tiw,
1 ≤ i ≤ ⌊n/w⌋. Any matching pattern of length ≥ w in T will cover at least one
split-point. We have another compact trie, STw, for reverse prefixes of T at positions
w − 1, 2w − 1, . . . , ⌊n/w⌋w − 1, using O(n/w logn) bits. The compact trie, STw,
consists of ⌊n/w⌋ substrings T [iw − 1..1], 1 ≤ i ≤ ⌊n/w⌋. The compact tries are
54
sorted in lexicographical order, with leaf nodes storing the text positions iw and iw − 1,
1 ≤ i ≤ ⌊n/w⌋, for STw and STw respectively. This gives a search strategy to find exact
match given the query pattern P [1..m]. We say that P occurs at position i on the text T
if there exists an integer j where (j − 1)w < i ≤ jw, such that P [jw − i + 1..m] is a
prefix to Tjw in STw, and P [jw − i..1] is a prefix to T [jw − 1..1] in STw.
We generalize the search for pattern P in text T , by first splitting P into 2 parts,
head and tail, P [j − 1..1] and P [j..m], for j = 1 to w. Next for each j, we search for
P [j − 1..1] in STw and P [j..m] in STw respectively. Let the largest leaf ranges with
common prefixes matching the respective head and tail patterns, in STw and STw for a
given j, be [xlj ..xrj ] and [ylj..yrj ]. The leaf indices are enumerated in left to right order.
Also let STw[x] denotes the text position stored in the leaf node x in STw, similarly
for STw[y]. The final step is to return those positions where x ∈ [xlj ..xrj ] and y ∈
[ylj ..y
r
j ], such that STw[y] = STw[x]+1, with the matching occurrence located at position
STw[y]− j + 1 in T .
4.2.2 Data structures
We now describe some data structures that can help to speed up the search. Given the
leaf ranges [xlj ..xrj ] and [ylj..yrj ], we identify the “correct” matching leaf nodes, by trans-
forming the problem into a two-dimensional orthogonal range search. Below is a known
result:
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Lemma 30 [3] Let S be a set of points in [1..n] × [1..n], where |S| = n. Given
x1, x2, y1, y2, we can find L = {(x, y) ∈ S | x1 ≤ x ≤ x2 and y1 ≤ y ≤ y2}, in
O(log log n+ |L|) query time using O(n log1+ǫ n) bit space, ǫ > 0.
We have S defined as the leaf index range of STw× the leaf index range of STw . A
point in S, (x, y), corresponds to the occurrence of STw[y] = STw[x] + 1. In our case,
there are only ⌊n/w⌋ points.
The following data structures are needed for our results:
Lemma 31 [39] Compressed suffix array (CSA) using O(n log |A|) bit space, reports
SA (suffix array) and Ψ entries in tSA = O(logǫ|A| n), where 0 < ǫ ≤ 1, and tΨ = O(1)
time respectively. (The function Ψ is defined as such Ψ[i] = SA−1[SA[i] + 1]).)
Lemma 32 [85] Compressed suffix array (CSA) can be implemented using
O(n
√
logn log |A|) bit space, to report SA (suffix array) and Ψ entries in constant time.
Proof. This is generalized from Rao’s paper for binary text string. ⊓⊔
Lemma 33 [87, 88] Given SA indices i and j and an implementation of the CSA,
the length of the longest common prefix (LCP) between suffixes at positions SA[i] and
SA[j], denoted by |lcp(i, j)|, can be computed in O(tSA) time using additional O(n)
bits data structure. The SA range corresponding to the lowest common ancestor (LCA)
node between any two suffixes can be computed in constant time.
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Lemma 34 Given a Patricia trie storing s strings of length at least log|A| n, each over
the alphabet A, we can search for a pattern of length m in
O(m/ log|A| n+ log
ǫ
|A| n) time. The Patricia trie uses O(s logn) bit space.
Proof. Refer to Lemma 9 in Grossi and Vitter’s paper [39]. ⊓⊔
Lemma 35 [84] Let S be a set of m elements drawn from [1..n]. S can be represented
using m log(n/m) + O(m + log logn) bits such that the following rank and select op-
erations can be performed in constant time. A rank operation returns the order of an
element x ∈ S, defined as Rank[x] = |{y < x | y ∈ S}|. A select operation returns the
i-th smallest element in S, where 1 ≤ i ≤ m (i.e. Select[i] = x if Rank[x] = i).
4.2.3 Using O(n log |A|) bit data structures
We first use SA[1..n] to denote the compressed SA in the CSA build for the text T . Let
PT be a compact trie, more specifically a Patricia trie as defined in Lemma 34 for suffix
strings T [i..m], such that i = SA[j] and jmod w = 0. Suppose the pattern P [1..m]
exists in the PT which corresponds to suffixes SA[iw] for i ∈ [a..b]. The range [a..b] is
mapped to its SA range [aw..bw] in the CSA. Next the index range [aw..bw] is extended
to its left and right for [a′..b′] which correspond to the LCA to the suffixes in the range
[aw..bw].
There is the special case where P [1..m] is not found in PT , as only P [1..i], i < m,
has been matched. We can determine the leaf range [a..a + 1] so that P [1..m] if found
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will exist between leaf index a and a + 1. We search within the SA range [aw..bw],
(b = a + 1), of the CSA for [a′..b′] with prefix matching P [1..m]. This is performed
using binary search in O(m/ log|A| n + tSA logw) by packing log|A| n characters into a
single word for constant time comparison, and applying the LCP result. This is similar
to binary search over suffix array with the use of LCP .
Now that we have found the SA range for P [1..m], using the Ψ function in CSA,
we locate the rest of the SA ranges for P [i..m], 1 ≤ i ≤ w. For each SA range, we find
within the range, the ranks of the first and last entries whose text position mod w = 0.
The ranks are in fact the leaf range in STw (see Section 4.2.1) with prefix matching
some P [i..m]. Let the leaf range in STw with strings starting with P [i..m] be [yli..yri ].
The following Lemma gives the details:
Lemma 36 Using O(n/w logw) bit data structures, and given the SA range [i..j], 1 ≤
i ≤ j ≤ n, where w is a constant, we can find the smallest i′ and the largest j′
such that i′, j′ ∈ [i..j], and i′, j′ ∈ D, in O(1) time. We define the list D = {i ∈
[1..n] | SA[i]mod w = 0}. We can also determine the rank of i = |{j ≤ i | j ∈ D}|, in
O(1) time.
Proof. Imagine a bit array of size n of 0’s and 1’s where the 1’s mark the positions
of D in the SA. There are n/w 1’s in the bit array of length n and the space to store
using the rank and select data structure (see Lemma 35) is O(n/w log(n/(n/w))) =
O(n/w logw). Given a position i, we can count the number of 1’s before and at i in
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O(1) time. Similarly, given the rank of some 1’s in the array, we can find its position in
O(1) time. ⊓⊔
To reiterate, for each SA range corresponding to P [i..m], 1 < i ≤ w, using Lemma
36, we find the leaf range [yli..yri ] in STw in constant time. Next we construct the compact




Given the leaf ranges [yli..yri ] and [xli..xri ], we search using the range query data
structure in O(log log n + occi) time (see Lemma 30). This is performed w times, for
1 ≤ i ≤ w, to collect all the occurrences. Notice that STw is not actually constructed.
This leads to the following theorem:
Theorem 37 GivenO(n log |A|) bit data structures, we find all the exact match locations
of length-m pattern P , in text T of size n, drawn from alphabet A, in O(m/ log|A| n +
log1+ǫ n log|A| log n + occ) time, where occ is the number of occurrences of P in T and
ǫ > 0. We assume that m = Ω(log|A| n logǫ n).
Proof. The data structure PT occupies O(n/w log n) bits and the search for P [1..m]
takes O(m/ log|A| n + logǫ|A| n) time (by Lemma 34). The SA range on the CSA for
pattern P [1..m] is found using further O(n+ |CSA|) bits for lcp query (by Lemma 33)
and takes O(m/ log|A| n + tSA logw) time. The CSA takes |CSA| bits and accessing
the Ψ function takes a total of O(wtΨ) time to recover the rest of P [i..m], 1 < i ≤ w.
Mapping the SA ranges to STw leaf ranges takes O(w) time as well using additional
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O(n/w logw) bits (by Lemma 36). STw occupies O(n/w log n) bits and searching STw
takes O(w/ log|A| n + logǫ|A| n) time if we implement STw similar to PT . The final step
of two-dimensional range query takes O(n/w log1+ǫ n) bits and O(w log logn + occ)
time.
In total, we need O(n/w log1+ǫ n + |CSA| + n) bits to answer the exact match
query in O(m/ log|A| n + tSA logw + tΨw + logǫ|A| n + w log logn + occ) time. The
theorem follows if we set w = log|A| n logǫ n and uses the CSA given in Lemma 31
where |CSA| = O(n log |A|), tΨ = O(1) and tSA = O(logǫ n). ⊓⊔
The theorem can be extended to give the following result.
Corollary 38 Exact match can be found in O(m/ log|A| n + occ) optimal time using
O(n log |A|) bit data structures for m = Ω(log2|A| n logǫ n log log n).
4.2.4 Using O(n logǫ n log |A|) bit data structures
We now give a general solution for query of any length m.
Theorem 39 GivenO(n logǫ n log |A|) bit data structures, we find all the exact match lo-
cations of length-m pattern P , in text T of size n, drawn from alphabetA, inO(m/ log|A| n+
log n log log n+ occ) time, where occ is the number of occurrences of P in T and ǫ > 0.
Proof. By setting w = ǫ log|A| n, 0 < ǫ ≤ 1, as given in the proof for Theorem 37,
we have the query time in O(m/ log|A| n+ log|A| n log logn + logǫ n log log|A| n+ occ)
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= O(m/ log|A| n+ logn log logn+ occ) for m ≥ ǫ log|A| n using O(n logǫ n log |A|) bit
space. Form < ǫ log|A| n, we use the LZ-index by Ka¨rkka¨inen and Sutinen inO(1+occ)
time using O(n) bits. ⊓⊔
Corollary 40 Exact match can be found in O(m/ log|A| n + occ) optimal time using
O(n logǫ n log |A|) bit data structures form = Ω(log2|A| n log log n+log1+ǫ n log|A| log|A| n).
4.2.5 Using O(n
√
logn log |A|) bit data structures
We replace the CSA used in previous results with Rao’s implementation in
O(n
√
logn log |A|) bits so that SA can be accessed directly in constant time i.e. tSA =
O(1). First we build compact trie PT for suffix strings T [i..m], such that i = SA[j]
and jmod w = 0. We search for pattern P [1..m] in PT to obtain the leaf range [a..b]
and then find the SA range in CSA with common prefix matching P [1..m]. The details
has been discussed in Section 4.2.3. Now using Rao’s CSA, we can then recover the
matching position entries in the SA range, in O(occ) time.
We give the following result.
Theorem 41 Given O(n
√
logn log |A|) bit data structures, we find all the exact match
locations of length-m pattern P , in text T of size n, drawn from alphabet A, in
O(m/ log|A| n+ log
ǫ
|A| n+ occ) time, where occ is the number of occurrences of P in T
and ǫ > 0.
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Proof. The data structure PT occupies O(n/w log n) bits and the search for P [1..m]
takes O(m/ log|A| n + logǫ|A| n) time (by Lemma 34). The SA range on the CSA for
pattern P [1..m] is found using further O(n+ |CSA|) bits for lcp query (by Lemma 33)
and takes O(m/ log|A| n + tSA logw) time.
In total, using Rao’s CSA (see Lemma 32) in O(n√logn log |A) bits with tSA =
O(1), we need O(n/w logn+n
√
log n log |A|+n) bits to answer the exact match query
in O(m/ log|A| n + logǫ|A| n + logw + occ) time. The theorem follows if we set w =
√
log|A| n, for m ≥
√
log|A| n. For m <
√
log|A| n, we refer to the LZ-index. ⊓⊔
We can further deduce the followings.
Corollary 42 Exact match can be found in O(m/ log|A| n + occ) optimal time using
O(n
√
logn log |A|) bit data structures for m = Ω(log1+ǫ|A| n).
Corollary 43 Exact match can be found in O(m+ occ) time using O(n
√
log n log |A|)
bit data structures.
4.3 Summary
We have studied the exact string matching problem and provided tighter bounds on the
optimal solution in terms of space and query time trade-offs. First we show that using
O(n log |A|) bits data structure, the optimal query time of O(m/ log|A| n + occ) can be
achieved for m = Ω(log2|A| n logǫ n log log n), where ǫ > 0. This extends the range of m
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answerable by a factor of log |A| from previously known result. Next using o(n logn)
bits data structure, for fixed finite alphabet and any pattern of length m, we answer the
exact string matching problem with an log n log log n term added to the optimal query




Disk-based suffix tree index
5.1 Introduction
Suffix tree is an important data structure for indexing text string since it can answer pat-
tern search query efficiently independent of the text string size. There exists many prac-
tical applications that rely on suffix tree, especially for processing biological sequence
data [40, 42, 50, 58, 59, 81]. As various genome sequencing projects are ongoing and
more genome sequences are made known, the application of suffix tree on biological
research is expected to increase.
Since genome size is in the order of gigabytes, maintaining suffix trees becomes an
important issue. There are two immediate problems. The first problem is on constructing
suffix tree efficiently. Many suffix tree construction algorithms have been proposed over
the years [13, 19, 34, 44, 45, 67, 95, 98, 99]. We are now able to construct a suffix
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tree (or a suffix array) for the human genome of 3 billion characters within 30 hours
on a desktop machine with 4GB RAM [60, 95]. Hence, the problem on suffix tree
construction is largely solved in practice.
The second problem is on accessing the suffix tree. As the genome database gets
bigger, maintaining suffix tree in memory is no longer feasible. We need to have a disk-
based representation of suffix tree which allows for efficient access. We have seen a
number of disk-based representations of suffix tree [20, 29, 45, 69, 95] in the literature.
However, these disk-based suffix trees either fail to support all the general suffix tree
operations well or have high IO disk access for certain operations.
This work focuses on having a practical suffix tree implementation on disk that sup-
ports various suffix tree operations efficiently. We propose aCompact P artitioned Suffix
tree representation (CPS-tree) for disk-based access. Our CPS-tree achieves good IO
bound and time complexity, and is shown to be efficient on real datasets as well. We
study ways to localize information in the tree so that further traversal down the tree is
minimized. This is achieved by propagating the suffix position in selected leaf nodes
up the tree to be stored locally. Also we add “shortcuts” into the tree so that some in-
termediate nodes (or more correctly, pages containing the nodes) can be skipped when
traversing the tree. This guarantees matching any substring in the tree with O(logn)
index pages. Table 5.1 gives a list of notations used throughout this chapter for easy ref-
erence. We study and compare various tree partitioning methods to divide the tree into
logical blocks and the method that works best with our CPS-tree. Index buffers are also
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created to identify suitable buffer replacement policy that generates fewer page faults on
the CPS-tree index. We build CPS-tree index on the human genome and study the IO
and computational performances. Results show that CPS-tree can support exact match
and local alignment queries efficiently for large genome.
Notation Description
n Index size
N Length of text string to be indexed
b Logical block size (in bytes)
B Memory page size (in bytes)
m Query string length
occ Number of matching occurrences
of the query on the text
|A| Alphabet size + 1
ℓ Edge label length
H Suffix tree depth
Table 5.1: Description of notations used.
Suffix tree finds many applications in pattern searching on genome sequences (such
examples are Mummer[59] and Weeder[81]). These applications are memory based and
hence only handle genomes that are small. For a large genome that needs to reside on
disk, the disk IO efficiency becomes an important issue. As such we first study the disk
IO efficiency of our proposed suffix tree to answer exact match query and to handle tree
traversal operations. In Table 5.2, we present the worst case disk access performance of
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Suffix Exact match Exact match Edge label Child node
structure query count query access access
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The WOTD-tree is generated using the TDD construction algorithm[95].
The SB-tree does not maintain the original suffix tree structure, so we derived the worst case
complexity for the node and edge label access to recover the original suffix tree information.
Note that H , the depth of the suffix tree, is bounded by O(n).
Table 5.2: Worst case big-O IO bounds for operations on various proposed suffix data
structures.
our CPS-tree and compare with some proposed suffix structures in the literature. Finding
exact match on most suffix tree structures is generally IO bounded by m. For SB-tree,
it runs in O(logB n + (m + occ)/B). CPS-tree is second to SB-tree, with an IO bound
of O(min{m, log n}+ (m+ occ)/B) for exact match query, at most an O(logB) factor
behind. For CPS-tree, counting the number of exact match is handled easily without
going through all the matching occurrences.
Next, structures like SB-tree, CPT and suffix array are not designed for basic tree
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traversal operations like child node and edge label access (refer to Table 5.2). CPS-tree
and WOTD-tree support these operations with IO access bound independent of n. Tree
traversal operations are essential to handle complex queries and to support various search
techniques over suffix tree (an example is the local alignment search).
As for disk space usage, we need to balance between maintaining a small index
(to the extend of trimming off any extra bits), and keeping fast access by replicating
information to be stored in the tree so that access is kept in near proximity. Experiments
show that for a DNA sequence with N characters, we need 7N to 9N bytes to store our
bit-packed suffix tree on disk in practice. This is assuming that every position on the text
is to be indexed. For example, the CPS-tree index built on the human genome with 3
billion characters is 27GB in size. Our scheme is comparable to the space efficient suffix
tree representations [20, 29, 30, 57] that work on bit-level packing.
Alternatively, we can enhance the CPS-tree index with the suffix array [66] on disk
using additional 4N bytes, so that the occurrences which correspond to an index range in
the array can be retrieved sequentially from disk directly. This will increase the total disk
usage for CPS-tree to around 11N to 13N bytes. Moreover, its size is still small when
compare with most suffix tree implementations which use 17N to 65N bytes [45, 57]
with more compact version in 12.5N bytes [34, 69, 95].
In brief, we have made improvements to CPS-tree giving the following results: (1)
Fast searching and traversal of the suffix tree in terms of IO paging and computational
time; (2) fast enumeration of the occurrences; and lastly, (3) compact the suffix tree
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using bit-packing representation and other space optimization.
We show in our experiments that the CPS-tree is space-efficient, and performing
exact match query on it generates very few page faults (even for human genome). We
also show that approximate match query and local alignment search (using the affine gap
cost model) can be handled efficiently using the CPS-tree.
The rest of this chapter is organized as follows. We first introduce various suffix data
structures and other related works available in the literature. Next, we describe in depth,
the structure of our CPS-tree. This is followed by the experimental results on disk-based
and memory-based query search to show that CPS-tree performs well in practice. We
conclude with discussion on our ongoing work and research direction.
5.2 Related work
The issue of IO efficiency in suffix tree for exact string matching has been addressed
considerably in the literature with the following 2 main contributions, Compact Pat Tree
(CPT)[20] and String B-Tree (SB-tree)[29]. 1 CPT is a partitioned PAT tree [36, 70]
which is essentially a suffix tree with space highly optimized. Every leaf node in the tree
denotes a suffix of the text with the path to the leaf from the root labeled with the suffix
1For in-memory representation of suffix tree, we have compressed suffix tree (CST) [88], FM-index
(FMI)[31] and compressed suffix array (CSA)[38] representations, which are more compact in size (≤ N
bytes) but display poor access locality [68] and require more computation. They are therefore better suited
for memory-based computational model.
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string. Though it is small in size, finding the occurrences of a pattern takes time linear
to the height of the suffix tree which can be very inefficient both computationally and in
terms of IO cost. Our work improves on the CPT’s scheme so that we do not need to
traverse the full path to a leaf node to answer exact match query. This greatly enhances
the search efficiency.
SB-tree, on the other hand, applies the structure of B-tree over string to give a well-
balanced tree structure that promises O(logB N) worst case IO access to traverse the
tree from the root to a leaf node. As SB-tree does not explicitly preserve the suffix tree
structure, it is not obvious how SB-tree can be extended to handle complex query like
approximate search efficiently [28]. This limits the usefulness of SB-tree in practice.
More recently, Hunt et. al. [45] gave a disk-based suffix tree for DNA and protein
sequences. It is shown that dynamic programming over their suffix tree can efficiently
solve the local alignment problem. Their main setback is that the suffix tree is large,
requiring 21N to 65N bytes depending on implementation. Meek et. al. followed up
with OASIS [69]. They gave a dynamic programming A*-search driven algorithm over
suffix tree for exhaustive local alignment search on protein sequences that surpasses the
performance of Smith-Waterman algorithm [92]. Previously, Giegerich et. al. [34] have
proposed the WOTD suffix tree representation. Tata et. al. [95] gave an improved
top-down disk-based suffix tree construction algorithm named TDD, based on WOTD
suffix tree representation by Giegerich et. al. [34], that can scale up efficiently for
large text sequence while using a fixed memory space. Halachev et. al. [41] further
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suggested storing the nodes in the tree by depth-first order that is slightly more efficient
for enumerating the occurrences in exact match search. It was shown that the top levels
in the suffix tree can be further compressed using arrays for lookup [48]. However, none
of the above results addresses the issue of IO efficiency in handling pattern matching and
for the suffix tree traversals.
Bedathur et. al. [11] proposed a partitioning method for suffix tree, catering to both
suffix link and tree node traversals. In searching for the maximal common substrings,
they showed that their approach is more IO efficient. However, their proposed method
penalizes search that does not requires suffix link, for example in solving exact and
approximate pattern matching.
Another promising direction is to simulate suffix tree using the suffix array (SA)[66].
One weakness of suffix array is that there is an additional cost of O(logn) time factor
to simulate each operation on a suffix tree. Also access to the suffix array does not dis-
play a regular pattern, as a result, the disk IO cost to search for a pattern of length m
on a disk-based suffix array can be as high as O(m logn). Enhanced Suffix Array [1],
essentially consisting of the suffix array and additional tables, was proposed to execute
with same time complexity as suffix tree except that it is more space efficient. However,
it did not address the IO issue of suffix array. There are approaches that replicate se-
lected suffix array entries in the memory to improve on the IO access performance [9]
in practice. There are several works [16, 46, 94] that apply the filtering strategy with
q-gram (or alike) indexing. The basic approach consists of these steps: neighborhood
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generation, index lookup and followed by site verification. There is no tight bound on
IO performance as it is dependent on the size of the candidate list generated. Also when
searching for local alignment, there is a chance that it may not find all alignments. In
any case, CPS-tree is a more versatile indexing structure which supports both pattern
matching and suffix tree traversal efficiently.
Sorted suffix tree
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Figure 5.1: Suffix tree and suffix array built on the text = “aaaaabaaabaababaaaaba$”.
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5.3 Structures and algorithms
This section describes the CPS-tree structure and its application in exact pattern search.
The reader can refer to Section 2.2 for description of the structures of suffix tree and
suffix array. We adopt the convention of letting the terminating symbol ‘$’, appended to
the text T , to be larger than any character found in the text. The suffixes in the suffix tree
are in lexicographically sorted order from left to right. We begin with a short revision on
how string matching is performed on a suffix tree.
The existence of any given query string in T can be found in time linear to the query
length, m, using a suffix tree. Given a length-m query string, we traverse the tree from
the root down a path matching the query with characters on the edges until no further
matching is possible. There is at most m edges or nodes to visit and naturally, the query
string exists in T if the whole query can be matched. The occurrences of the query
on T can be retrieved by visiting the leaf nodes in the subtree under the node where
the matching completes. For example, by traversing the suffix tree in Figure 5.1, the
occurrences of “abaa” can be found in one subtree which contains the text positions
‘14’, ‘5’, and ‘9’. Note that the positions in T where a query string occurs, are stored
consecutively in the suffix array (SA). For example, in Figure 5.1, the SA entries ranging
from index 7 to 10, store the positions in T where the query string “aab” occurs.
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5.3.1 CPS-tree representation
Our CPS-tree representation is illustrated in Figure 5.2 based on the same text string used
in Figure 5.1. CPS-tree is basically a modified PAT tree [36, 70] where an edge stores
the first character of the edge label and its length instead of the actual edge label. We first
partition the suffix tree into many small trees, to be addressed as “local” trees, in a top-
down fashion so that each local tree fits into a logical block of fixed size (the bounding
boxes in Figure 5.2). The end node in a local tree is either a leaf node (terminating
circular node) or an external node (rectangular node with an outgoing dashed edge)
pointing to the descending local tree in another logical block. Each local tree, rooted at
node v, is constructed by first including the node v and its children, then we recursively
include the node with the heaviest subtree (most number of leaf nodes), among all nodes
at the local tree boundary, and its children. The process repeats until the local tree is full
(that is, too big to fit into a logical block). This partitioning method is referred as the
greedy approach which is fairly intuitive. It was shown in the paper by Alstrup et. al. [2]
that the average block access of the greedy approach is bounded by a factor of O(logB)
(and Ω( logB
log logB
)) more than the optimal layout.
There are several tree partitioning methods in the literature [25, 35]. In the paper by
Diwan et. al. [25], bottom-up, tree partitioning methods were proposed, that find the
optimal layout minimizing either the worst (maximum) or average block access when
traversing from the root to any leaf in the tree. This however gives a partitioned tree with
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possibly many under-filled internal blocks or pages [25] which is undesirable. Another
common approach is to build the partitions naively by grouping the nodes in the breadth-
first order [11]. This is expected to give good average performance in general. We
implemented the breadth-first order partitioning and the greedy approach and, through
the experiments (see Table 5.4), showed that greedy approach achieves fewer expected























































Figure 5.2: CPS-tree representation for text = “aaaaabaaabaababaaaaba$”.
To compact the local tree, we do not store the edge label explicitly. We store the first
character on the edge together with its label length for non-leaf edges. For leaf edges, we
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only store the first character of the edge. The label length of a leaf edge can be computed
if we know the character depth of the parent node (of the leaf node) and the text position
stored in the leaf node. For each external node u in a local tree, we store the replicate of
the text position of some leaf node in the subtree rooted at u (consider the whole suffix
tree). In our implementation, we select the leaf node which is reachable from u through
the heavy path where a heavy path is a path of heavy edges and a heavy edge of a node u
is the edge (u, v) such that v is the child of u which has the largest subtree (with the most
number of leaves) when compared to v’s siblings. Figure 5.1 shows the heavy paths in
the suffix tree, with thickened edges. The text positions replicated in the external nodes,
help to localize access and to improve IO efficiency of pattern search. Also, at the root
v of each local tree, we store the SA range of the subtree rooted at v (see Figure 5.2 for
an example). This information comes useful to access the external SA on disk when we
need to enumerate the occurrences in a search.
To facilitate searching of nodes further down the tree, we maintain extra link, denoted
as “forward link”, at the block-level (in addition to the CPS-tree structure presented in
Figure 5.2). We can then access any node from the root, by traversing through, in the
worst case O(logn) logical blocks. This property is useful for applications that demand
worst case guarantee in query time. We will elaborate further in Section 5.3.3.
The top few levels of nodes in the suffix tree are most frequently visited in answering
queries. As such, CPS-tree is written to disk in a top-down order. The order to be
written is illustrated in Figure 5.2 as the block label on the top left corner of each block.
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Memory buffer is implemented to handle access to the suffix tree where the memory
buffer can be initialized very quickly through sequential read of the first few pages of the
suffix tree from disk. Using an optimized bit-packing scheme to encode the individual
tree structure, CPS-tree can further achieve good space utilization and IO efficiency in
answering string matching query.
5.3.2 Space optimization
Each local tree is packed using bit representation. For example, a DNA character is
encoded using 3 bits given that the DNA alphabets is of size 4 plus the terminating
symbol ‘$’. Each node stores its outgoing edges in an edge array. An edge can be
selected by performing binary search over the edge array in log |A| time at most. The
non-leaf edge label length is generally short, as such, we use 8 bits to store the length
and 32 bits if the length is longer than 255. From our experiments, we find that there are
only a handful of non-leaf edges with label length longer than 255. A similar design was
used in CPT for better compression.
We pad each local tree with extra bits (< 8 bytes) so that the size of each block is a
multiple of 8 (in bytes). With the blocks written consecutively into the index file, we can
record the starting location of each block using fewer bits.
The blocks are written sequentially into the index file on disk, ignoring the physical
boundaries that divide the file equally into sectors on disk. A physical page read from the
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index file will fetch 1 or more blocks at a time, assuming that the physical page is larger
than the block size. It is also possible for a logical block to reside across the boundary
of 2 consecutive pages. A logical block may be under-filled and hence the blocks may
differ in size.
5.3.3 Forward link
The logical blocks in the CPS-tree is arranged in a tree. This section describes the
concept of forward link which allows us to access any logical block within O(logn)
block accesses.
We need some definitions. For any logical block i, the leaf count of the logical block
i, denoted as |i|, refers to the number of leaf nodes in the subtree spanned by the first
node of the logical block i. As an example, the leaf count of the logical block 3 in Figure
5.2 is 10. For every logical block i, (i, j) is called a heavy link if |j| is the biggest among
all child blocks j of block i. The chain spanned by the heavy links is called the heavy
chain of logical blocks. For example, logical blocks 1, 3, and 6 form a heavy chain in
Figure 5.2.
Note that for any child block j of block i, if (i, j) is not a heavy link, |j| ≤ |i|/2.
Hence, when we search downward to access a logical block, we need to access at most
log n non-heavy link. However, we may need to go through O(n) heavy links to reach a
logical block. To speed-up, we introduce forward link which skips some of the logical
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blocks.
Consider a particular chain, let blocks i and j be the first and the last blocks respec-
tively. We define forward links for every block in the chain from i to j as follows. First,
a forward link is introduced from block i to block r where block r is a descendant of
block i and an ancestor of block j such that i is the deepest block with |r| ≥ (|i|+ |j|)/2.
Then, the chain is partitioned into two chains: The first chain is from the child of i to the
parent of r and the second chain is from r to j. Lastly, we recursively define the forward
links for the two chains. An illustration of the forward links (arc arrows) is given in
Figure 5.3. The above procedure ensures we can find any block in a chain within 2 logn
block accesses.
Now, imagine that we start at the first block i containing the root node of the suffix
tree, in the process to find the exact match of a given query string. The match count of
block i could be as large as n. If the matching reaches an external node v in block i, and
v points to the child block j, then there are 3 possibilities to continue the search down the
tree. Case 1 is that (i, j) is not a heavy link, so we can continue the search in child block
j whose leaf count will be reduced by at least half, and so the possible match count to
be returned, is reduced to n/2 in block j. Otherwise, we have (i, j) being a heavy link,
and let r be the block pointed to by the forward link in the current block i. Case 2 is
when we can fully match the path label to the first node in the forward block r with the
query string and so the search continues in block r. Since a forward link reduced the
leaf range by half each time, we will have the possible match count reduced to n/2 in
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block r as well. Next, we have the final case 3 where the path label to r does not match
with the query string. In this case, we will continue the search in child block j, knowing
that we have already eliminated the possibility of visiting forward block r and beyond
as in case 2. Hence the possible match count in block j is reduced by the leaf count of
forward block r, which is still n/2. This process is repeated as we visit a new block with
the possible match count reduces by half each time until the match count is 1 or when
the query string is fully match or when mismatch occurs with no match to be found. In
this way, we can find the exact match of any query string in the suffix tree with O(logn)
logical block accesses.
5.3.4 Exact string matching
Exact string matching on CPS-tree is performed by repeating the search process on each
local tree visited as we traverse down the suffix tree. From the root of the CPS-tree, we
traverse through the nodes matching the first character on the edges while skipping the
in-between characters. At any one time, if no match is possible after searching through
the outgoing edges of a node, we conclude that no exact match exists in T . Otherwise,
from the last matching node, we will proceed further down to a leaf or an external node
within the same local tree, containing the text position, Spos. With Spos, we can then
retrieve the substring from the text T to verify on the matching of the skipped characters.
























Figure 5.3: Forward links illustration.
5.2. Starting with block 1, we match the first character on the leftmost outgoing edge
of the root, labeled “a” and then again another character “a” on the next leftmost edge,
ending at the external node in block 1 with text position 2 stored. Since both edges
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CPS Search (i, P, c)
let v = the first node in i & d = c
while (not done)
binary search on v’s edge-array for edge e with first character == P [d + 1]
let node u be the target of e & Spos be the text position in u if exists
CASE 1 : [e is not found] return no match
CASE 2 : [u is an internal node]
d += label length of e
if (d < m) v = u
else
read text position Spos from an end node below u
c += strC (T [Spos+c..N ],P [c+ 1..d])
if (c < m) return no match
else return all matches in the subtree under u
CASE 3 : [u is a leaf node]
c += strC (T [Spos+c..N ],P [c + 1..m])
if (c < m) return no match
else return position Spos as a match
CASE 4 : [u is an external node]
let j be the local tree referenced by u
let fw i be the local tree (block) pointed to by the forward link in i
let fw dep be the character depth of the first node in local tree fw i
d += label length of e
c += strC (T [Spos+c..N ],P [c + 1..m])
if (d ≥ m)
if (c < m) return no match
else return all matches in the subtree under u
else-if (c < d) return no match
else-if (((i, j) is a heavy link) & (c ≥ fw dep))
/* using forward link */ return CPS Search (fw i,P ,fw dep)
else return CPS Search (j, P, d)
Figure 5.4: Exact string matching on CPS-tree.
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encountered are each of length 1, there is no need to verify for skipped characters. Oth-
erwise, we would need to retrieve the text starting at position 2 as stored in the external
node to verify against the query string. We proceed to the next block 3 pointed by the
external node and match the next character “a”, ending at an internal node (last match
node) after completely match the query string “aaa”. Now we need to enumerate all the
occurring positions on the text. To do so, we obtain the SA range from the local trees
in the next level, so that the occurring positions can be read directly from the SA. We
obtain the left SA index by traversing the leftmost path down the last match node, to find
block 7 with the left SA index 1. Similarly, we obtain the right SA index by traversing
the rightmost path to reach block 8 with the right SA index 6. The matching positions
can then be read from the SA in entries 1 to 6.
If SA is not available, we can still recover the text positions by traversing the whole
subtree rooted at the last match node to retrieve the text positions stored in the leaf nodes.
However, this process is much more time consuming and IO expensive, especially for
large number of occurrences, which we would like to avoid.
The procedure CPS Search(i, P [1..m], c), given in Figure 5.4, performs the exact
string matching on the CPS-tree. It takes in 3 arguments: (1) i, the local tree to begin
the search, (2) P [1..m], the length-m query string and (3) c, the number of characters
matched so far. The search procedure returns the enumeration of occurrences of P in
T . We have incorporated the use of forward link into the procedure. Exact string search
on string query P [1..m], is invoked by calling CPS Search(lT ree, P [1..m], 0) where
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lT ree is the local tree containing the root of the suffix tree. We also define a supporting
procedure strC(s, q) which returns the longest matching prefix length between strings s
and q.
5.3.5 Tree construction
CPS-tree is constructed in 3 steps as given in Figure 5.5. First, we obtain the SA
from text using existing construction package [60] available. Second, we construct
the CPS-tree in a top-down order, by searching the SA as depicted in Figure 5.6 as
procedure CPS Build(i, j, r, d, h). We have i and j as the SA index range to search
with, d is the character depth to the current node in the suffix tree, h is the current
node height, and r is the reference to the parent node. The procedure is invoked with
the call CPS Build(1, n + 1, null, 0, 1). In the final step, we traverse the entire con-
structed CPS-tree to update the text positions in the external nodes. The procedure
is CPS Update(i, r, x) as shown in Figure 5.7 where i is the current node, r is the
SA range size under the current node returned, and x is the text position being re-
turned. CPS Update(root, 0, 0) is invoked, a recursive procedure that performs basically
a depth-first traversal of the whole CPS-tree.
The whole construction takes approximately twice the time to construct the WOTD-
tree using the TDD package [95]. We are less concern with the construction time as it is
a one time effort. We could, in the future, speed up the construction process by building
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CPS-tree construction
1. Build SA from text T , using existing construction package.
2. Build CPS-tree from the SA: invoke CPS Build (1, n + 1, null, 0, 1)
3. Update the text positions in CPS-tree: invoke CPS Update(root, 0, 0)
where root is the root node to whole suffix tree
Figure 5.5: CPS-tree construction process.
the CPS-tree directly from text instead of the SA.
5.3.6 Buffer management
We implemented 2 simple buffer replacement policies, the least recently loaded (LRL)
and the most recently loaded (MRL). The LRL policy replaces the oldest loaded page
with the newly loaded page whenever a page fault occurs. The top few levels of the
suffix tree are most frequently accessed and hence we can make the first few pages of
the index persistently reside in the memory. This is the motivation for the MRL policy
where the next page being fetched will replace the second last page loaded (i.e. the last
page loaded besides the current loaded page). We will demonstrate the IO efficiency of
the two buffer replacement polices on the index and show that MRL is recommended for
CPS-tree index (see Section 5.5.2). The LRL policy is used on the text buffer as there is
no clear access pattern for the text string.
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/* maintain two global lists L and K */
CPS Build (i, j, r, d, h)
Allocate and create a new block I .
Store the block overhead fields i, j as the left and right SA index respectively in I .
Add a new node p as the root into I .
while (I is not full)
for each character c in the alphabet A
Binary search on SA over the index range i..j for the leftmost and rightmost
index x and y s.t. T [SA[x] + d+ 1] = T [SA[y] + d+ 1] = c.
if ((x, y) is found)
Add a child node q to p with first character on the edge label as c.
if (x == y)
Set node q as a leaf node with suffix position SA[x].
else
Set node q as a internal node.
The edge label length to q, t, is the longest common prefix
length of text starting at SA[x] + d+ 1 and SA[y] + d + 1.
Add (x, y, q, d + t, h + 1) to list K .
if (I is not full)
Extract entry (x′, y′, q′, d′, h′) from K s.t. (y′ − x′) is the largest range in K .
Set (i, j, p, d, h) = (x′, y′, q′, d′, h′).
For every entries (x′, y′, q′, d′, h′) in K , convert internal node q′ to an external node in I .
Transfer all entries in K to L.
Write out block I .
Update external node r to point to block I , if r 6= null.
if (L is not empty)
Extract entry (x′, y′, q′, d′, h′) from L s.t. h′ is the smallest in L.
Invoke CPS Build(x′, y′, q′, d′, h′).
Figure 5.6: CPS-tree building from SA.
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CPS Update(i, r, x)
Set r = 0.
for each child j of node i
if (j is a leaf node)
Set r′ = 1 and x′ = the suffix position stored in the leaf node.
else if (j is an internal node)
Invoke CPS Update(j, r′, x′).
else if (j is an external node)
Let k be the root node in the next block pointed to by j.
Invoke CPS Update(k, r′, x′).
Set the text position of j to x′.
if (r′ > r)
Set r = r′ and x = x′.
Figure 5.7: CPS-tree updating of text positions.
5.4 Bit representation and analysis
5.4.1 Search time and IO access analysis
Given a node and the next character to match, it takes O(log |A|) time to perform binary
search on the edge array of the node to find the edge with its first character that match.
Accessing the label on a selected outgoing edge of a node takes O(l + b) time where l
is the label length, given the character depth of the node. O(b) is the time to traverse
down any path to an ending node in the local tree to retrieve the text position (in the leaf
or external node). The traversal takes O(b) time as the local tree size is bound by O(b).
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Reading length-l substring from the text requires O(l/B) disk access.
To search for a length-m query string in the suffix tree, it takes O(m log |A|) time. It
takes another O(b) time to further obtain the left and right bounds of the matching SA
range. In total, it takes O(m log |A|+b+occ) time for exact string matching on CPS-tree
where occ is the number of occurrences of the query string.
For disk access, we analyze the disk access on text and on index separately. The disk
access on text is bounded by O(logn +m/B). We always read from the text position
found on some path that is the heaviest. This allows us to assert that there is O(logn)
read off positions from the text. O(m/B) is the IO bound in retrieving the matching
query substrings from the text. Note that without using the forward links, the IO disk
bound still holds.
The disk access on the index is bounded by O(logn) as we ensure that the subtree
in the next block retrieved will have leaf nodes at least halved using the forward link.
Reporting the occurrences from the reading the SA takes O(occ/B) time. Hence the
disk IO bound for exact string matching is O(logn+ (m+ occ)/B).
5.4.2 Bit-packing scheme
Each node in the CPS-tree stores information about its outgoing edges. An outgoing
edge of a node can be one of the following: a leaf edge, a local edge or an external edge.
Leaf edge, as the name suggests, points to a leaf, and a local edge points to the next node
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Node:
|child| leaf B long B edge-array ...
leaf edge (in the edge-array):
char S pos
local edge (in the edge-array):
char skip len 0 next
external edge (in the edge-array):




Block overhead - SA bound indices, forward link:
SA Lidx SA Ridx
fw edge fw dep fw Bidx
(b)
Field size (bits) Fields
log |A| |child|, char
log(8b) = log b+ 3 next, fw edge
logN S pos, Bidx, SA Lidx,
SA Ridx, fw dep, fw Bidx
≤ |A| leaf B, long B
8 or logN skip len
(c)
Figure 5.8: (a) Bit-packing representation of the nodes in a local tree, (b) block overhead
fields in a block and (c) the bit size of the respective fields used in the encoding.
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in the same local tree. An external edge is the connecting edge to the first node in the
next local tree. We denote the first node in a local tree as the head node.
Figure 5.8 gives the bit-packing representation of a node in the CPS-tree. In CPS-
tree, a node consists of 2 parts, the aggregated child information, followed by the
edge-array, an array of its outgoing edges. The first part contains (1) |child|, the
number of child nodes, (2) leaf B, a bit array to mark the leaf edges in the edge-array
and (3) long B, a bit array to mark those edges in the edge-arrray, whose label
length requires > 8 bits to represent (irrelevant to leaf edges). In the edge-array, the
edges are stored in increasing order, based on the first character of the edge label.
For a leaf edge, we store the first character of the edge label, char, and Spos, the
suffix position on the text corresponding to the leaf node. Notice that we do not store
the label length of the leaf edge which can be computed given the text length and the
character depth of the node.
Local and external edges share similar representation, we have (1) char, the first
character of the edge label, followed by (2) skip len, which is the edge label length -
1, (3) a single bit to identify the edge as external, and (4) next, the bit offset from the
start of the block where the next node (for local edge) or the extension to the external
edge, is located in the block. We use 8 bits for skip len as most of the edge labels are
very short and can be more compactly encoded using only 1 byte (this idea is borrowed
from CPT). We store the label length in skip len for length up to 256. If the label
length is > 256 (indicated by marking the corresponding position in the long B field),
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we use a longer field of logN bits instead.
For an external edge, we store additional information in the edge extension (access
through the next field). The edge extension contains Spos, a selected suffix position
on the text in a descending leaf node and Bidx, the index of the block containing the
next local tree. The block index is the 8-bytes offset (byte offset /8) from the start of the
index file and is stored using logN bits.
Spos (available in a leaf or an external edge), provides the localized information
needed to retrieve from the text, the label of any edges in the local tree. Take for example,
a node v with an outgoing edge e in the local tree whose character depth, d, is known.
To retrieve the edge label of e, we need to traverse through e to an ending node in the
local tree to recover the suffix position, Spos. The edge label of e can then be read from
the text starting at position Spos +d.
Now we need to explain how the Spos in an external edge is obtained. Every heavy
path is terminated by a leaf node with an assigned Spos. Imagine that for every leaf
node on the heavy paths, we propagate the Spos value backwards to all the nodes and
edges on the respective heavy paths only. So if an external edge is on a heavy path, it
stores the propagated Spos. Otherwise, the external edge can obtain the Spos value
from the head node it points to.
Spos provides localized information for the local tree so that edge label on an out-
going edge of a node on the path to the external edge can be obtained from the text at
position, Spos + the character depth to the node. Spos is propagated from a selected
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leaf node in the subtree spanned by the head node such that the path from the head node
to the leaf node forms (or is part of) a heavy path.
As the heavy path can be interpreted as the most frequently traveled path down a
subtree (as it contains the most leaf nodes), it makes sense to select the most common
string suffix for comparison. This increases the access locality on the text as consecutive
text segments will more likely be retrieved and compared with as we traverse down the
path. Of course, this holds under the assumption that every suffix strings in the text is
equally likely to match with any given query string.
We store additional overhead fields before the local tree structure in each logical
block. First is the SA index corresponding to the leftmost and rightmost leaf nodes in the
suffix tree reachable from the head node. We address them as SA Lidx and SA Ridx
respectively, and collectively as the SA bound indices. These information give direct
access to the SA stored on disk if available, to retrieve all the suffix positions in the
leaf nodes under the current subtree. This improves in enumerating all the positions
especially if the the subtree is large as we can skip traversing through the subtree to visit
all the leaf nodes.
Next we store in the block overhead, the forward link information consisting of 3
fields: (1) fw edge, the bit offset to the external edge in the block that leads to the
forward block, (2) fw dep, the character depth of the head node in the forward block
and (3) fw Bidx, the forward block index.
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5.4.3 Disk space usage analysis
We refer to the node representation scheme in Figure 5.8 for our analysis of the disk
space usage. Each leaf accounts for logN+log |A|+2 bits to store the Spos, char, and
1 bit for each entry in the leaf B and long B fields of its parent node. Each internal
node accounts for 8 + log |A| + 2 + log |A| + (log b + 3) + 1 = 14 + 2 log |A| + log b
bits for skip len, |child|, 1 bit for each entry in leaf B and long B fields of its
parent node, char, next and 1 external edge bit indicator respectively. Each logical
block also uses logN + logN + 2 logN + 2 logN + (log b+ 3) = 6 logN + log b+ 3
bits to store Spos and Bidx for external edge, and the rest are for the block overhead
fields consisting of, SA Lidx and SA Ridx, fw dep, fw Bidx and fw edge.
Since there are n leaf nodes in the suffix tree and the number of internal node is also
bounded by n (though it is much less than n in practice especially with large branching
factor), the total bit space required is at most (logN+3 log |A|+log b+16)n+(6 logN+
log b+3)c+v where c is the number of logical blocks. The term v accounts for the extra
variable bit space needed for padding some logical blocks with extra bits at the end and
for label length on the edges that require more than 8 bits to store. If we assume that a
position on the text can be addressed using 4 bytes word, that is logN = 32 bits, and
given that log b = 13 since b = 8K bytes, we have an upper bound in CPS-tree size of
7.625n+ 0.375n log |A|+ 25.625c+ v bytes.
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5.5 Performance studies
We consider the query of reporting on the exact match locations in the text sequence.
CPS-tree is compared with WOTD-tree and SA for both on-disk and in-memory settings.
We study the IO performance of index search and reporting on exact match locations.
More complex queries like approximate matches and local alignment search are shown
feasible on the CPS-tree. The WOTD-tree (write-only top-down construction algorithm)
[34] is constructed in a top-down approach using the TDD package [95] available. We
also perform string searching over the suffix array using binary search technique.
5.5.1 Experimental settings
The datasets used are the fruit fly genome of 118.3 million bases
(http://www.fruitfly.org/sequence, Release 4) and the E. coli K12 genome of 4.6 million
bases (http://www.ncbi.nih.gov, GI: 49175990). These are DNA sequences consisting of
characters ‘A’, ‘C’, ‘G’ and ‘T’. The data and index are buffered separately. Table 5.3
gives the index size on the fruit fly dataset used for CPS-tree and WOTD-tree.
The buffers are first initialized fully with the first few blocks read from the text
sequence and index files respectively. Initialization of the buffers can be performed
very quickly with sequential reads from the files. We ignore the physical organization
of the files on disk and every page read from file is assumed to take a constant time to
perform. If a block to access is not in the buffer, a page fault occurs and a new page of
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Index fruit fly, 118.3M (Mbytes)
CPS-tree– 829.77 ≈ 7.0N
CPS-tree 849.53 ≈ 7.2N
WOTD-tree– 1089.97 ≈ 9.2N
WOTD-tree 1474.61 ≈ 12.5N
CPS-tree– : CPS-tree without in-built forward links.
WOTD-tree– : WOTD-tree excluding the 2 bit arrays.
Table 5.3: Index tree structure file size.
8K bytes containing the required block is fetched into the buffer.
Queries are generated from random positions on the genome itself so that it is guar-
anteed to return a match in the indexing structure. This allows us to compare the perfor-
mance of various indexing structures over the same matching query length. Queries are
generated for length 10, 100, 1000 and 10000. The average performance is measured
from running consecutively, 1000 different random queries of the same length.
The experiments are carried out on an Intel P4 2.4GHz machine with 512KB cache
and 1GB of RAM, running Linux, with codes written in C++ using gcc v4.1.1 with level
3 optimization flag. We implemented the search algorithms for CPS-tree, WOTD-tree
and SA, so that they all share the same access routines to the buffers.
The WOTD-tree consists of 3 data structures: (1) An integer array representing the
tree structure with sibling nodes stored consecutively using 2 integers for a branching
node and an integer for leaf node, (2) bit array to identify the leaf node and (3) another bit
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Figure 5.9: Result 1 - Average page fault on index buffer for fruit fly genome.
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Existence query
Query 1 2 LRL buffer replacement MRL buffer replacement
length Index page pages 16M 48M 96M 128M 16M 48M 96M 128M
CPS 3.66 3.66 1.18 1.11 0.96 0.90 0.65 0.59 0.47 0.42
10 CPS∗b 4.88 3.96 1.43 1.38 1.28 1.18 0.94 0.88 0.80 0.70
WOTD 41.69 41.69 8.80 6.44 4.73 3.58 17.05 14.86 11.77 6.87
SA 16.40 15.92 7.14 5.55 4.83 4.36 15.49 14.50 12.36 11.00
CPS 4.24 4.24 1.79 1.72 1.63 1.58 1.22 1.16 1.08 1.02
100 CPS∗b 5.41 4.54 2.04 1.97 1.86 1.78 1.52 1.45 1.34 1.27
WOTD 42.28 42.28 9.09 6.68 4.88 3.70 17.13 15.19 11.32 6.71
SA 16.76 16.11 7.32 5.73 5.08 4.59 15.80 14.94 13.02 11.52
CPS 4.27 4.26 1.79 1.73 1.62 1.58 1.25 1.18 1.07 1.03
1K CPS∗b 5.49 4.58 2.08 2.02 1.89 1.80 1.57 1.50 1.38 1.29
WOTD 42.91 42.91 8.99 6.45 4.89 3.69 17.52 15.14 11.82 7.16
SA 16.74 16.08 7.28 5.61 4.94 4.49 15.56 14.51 12.57 11.29
CPS 4.27 4.27 1.85 1.77 1.67 1.62 1.25 1.18 1.08 1.04
10K CPS∗b 5.49 4.54 2.06 1.96 1.88 1.79 1.52 1.43 1.34 1.26
WOTD 42.50 42.50 9.06 6.72 4.94 3.68 17.10 15.15 11.48 6.79
SA 16.78 16.09 7.38 5.74 5.03 4.53 15.72 14.71 12.67 11.29
Exact match query
Query 1 2 LRL buffer replacement MRL buffer replacement
length Index page pages 16M 48M 96M 128M 16M 48M 96M 128M
CPS 13.35 5.29 2.73 2.66 2.53 2.47 2.27 2.17 1.99 1.93
10 CPS∗b 16.26 5.97 3.00 2.92 2.81 2.70 2.92 2.83 2.69 2.51
WOTD 57.52 57.52 9.30 6.90 5.13 3.96 20.23 17.82 14.38 9.43
SA 17.52 16.41 7.47 5.80 5.04 4.58 15.93 14.90 12.71 11.32
CPS 4.29 4.26 1.80 1.74 1.65 1.59 1.24 1.18 1.10 1.04
100 CPS∗b 5.44 4.55 2.05 1.98 1.87 1.79 1.52 1.43 1.35 1.27
WOTD 42.28 42.28 9.09 6.68 4.88 3.70 17.13 15.19 11.32 6.71
SA 16.77 16.11 7.32 5.73 5.08 4.59 15.80 14.94 13.02 11.53
CPS 4.27 4.27 1.80 1.73 1.62 1.58 1.25 1.18 1.07 1.03
1K CPS∗b 5.49 4.58 2.08 2.02 1.89 1.80 1.57 1.50 1.38 1.29
WOTD 42.92 42.92 8.99 6.45 4.89 3.69 17.53 15.15 11.82 7.16
SA 16.76 16.08 7.28 5.61 4.94 4.49 15.56 14.51 12.57 11.29
CPS 4.27 4.27 1.85 1.77 1.67 1.62 1.25 1.18 1.08 1.04
10K CPS∗b 5.49 4.54 2.06 1.96 1.88 1.79 1.52 1.43 1.34 1.26
WOTD 42.50 42.50 9.06 6.72 4.94 3.68 17.10 15.15 11.48 6.79
SA 16.78 16.09 7.38 5.74 5.03 4.53 15.72 14.71 12.67 11.29
CPS∗b - CPS-tree with breadth first partition. The default uses greedy partition.
Table 5.4: Average page fault on index buffer using different buffer replacement policies
for fruit fly genome.
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5.5.2 Performance results
Result 1 - IO on index buffer: First, we examine the IO efficiency in traversing CPS-tree
index structure. We use the fruit fly genome in this comparison with the main portion of
the index structure residing on disk. The size of the index buffer ranges from 1-2 pages,
to 128MB. For existence match query, the page faults are generated from traversing
the indices alone without reporting on the occurrences. While the exact match query
finds the query pattern in the index and further enumerates the occurrences and hence
incurring more IO cost. We report on queries of length 10 to 10000 and compare the
two buffer replacement polices, LRL and MRL respectively for the index. For CPS-tree,
we also look into the IO efficiency of our greedy approach of tree partitioning versus the
breadth first approach.
The results are tabulated in Table 5.4. We find the buffer replacement policy that
works well with each of the indexing structures, CPS-tree, WOTD-tree and SA indices,
and present the comparison in Figure 5.9. The figures show the average page fault for
existence and exact match queries of length 10. CPS-tree has better average perfor-
mance using MRL buffer replacement policy than LRL, while WOTD-tree and SA work
better with LRL policy. The two figures show the difference where exact match query
gets more page faults than existence query for the same indexing structure. This is con-
tributed by the enumeration of the occurrences for exact match query. The difference
quickly disappears as the query length increases to 100 and beyond as the number of
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occurrences for query length of 100 and more is near to 1. The average occurrences,
occ, per query found are 388.58, 1.64, 1.20 and 1.00 for query length 10, 100, 1000 and
10000 respectively.
We report the following observations based on results from Table 5.4: (1) CPS-
tree consistently outperforms the other indices on different index buffer size and for
query of length 10 to 10000. It can be seen that CPS-tree displays very good access
locality, generating very few page fault per query. (2) Our greedy tree partitioning gives
fewer IO than the breadth first approach for CPS-tree. Our finding shows that a careful
organization of the nodes into blocks does significantly improve search performance. (3)
Query length of 100 and more have very similar IO performance as very rarely can you
find 2 or more positions with matching length ≥ 100 on the genome. Query of length
10 generates more page faults than those of length 100, mainly from reporting on the
occurrences.
To conclude, CPS-tree generates at most 1-2 page faults per query on the index which
is much lesser compared to WOTD-tree and SA. CPS-tree also performs more consis-
tently with different index buffer size and policy. We have considered using bigger index
buffer for WOTD-tree in our comparison as WOTD-tree consists of 3 data structures that
need to be buffered separately. It may seem bias at one glance to compare a bit-packed
CPS-tree against WOTD-tree that is word based. Note that it is not straight forward to
modify and pack WOTD-tree using bit representation as some engineering and design
issues need to be addressed. However, from what is observed, CPS-tree with 16M bytes
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of index buffer is more IO efficient than WOTD-tree with 128M bytes of index buffer on
the fruit fly genome.
From here onwards, we use MRL index buffer replacement policy for CPS-tree and











































































































Figure 5.10: Result 2 - Average page fault on text and index buffers for fruit fly genome
to answer exact match query (total 128MB).
Result 2 - IO on combined buffers: Here, we look at the buffer size allocation
between the text and the index to answer exact match query. Given a total of 128MB
for buffering, we varied the text buffer size as a percentage of the text size, and use the
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remaining space available to buffer the index. Text buffer uses the LRL replacement
policy and the initial portion of the text is first read into the buffer. Results in Figure
5.10 show that CPS-tree has the best IO performance, generating significantly less page
faults when compared to the other 2 indices. Also CPS-tree and SA work best with
full text buffering (in memory) while WOTD-tree gives mixed results depending on the
query length.
We observed that CPS-tree works well with small index buffer. Increasing the size of
the index buffer does not result in as many page fault reduction as increasing the size of
the text buffer. As such, to optimize performance with limited memory space, we should
allocate a smaller buffer space to the index while the rest of the memory space is used
to buffer the text. For example, on the fruit fly genome, with 128 MB of memory space
for buffering, we can answer exact match query with an average of < 3 page faults per
query.
In the running of the queries, we find that CPS-tree, WOTD-tree and SA, all took
from a few to tenths of milliseconds, on the average to answer a query. It is noted that
CPS-tree is generally 2 to 3 times faster than WOTD-tree and SA, with SA being the
slowest. Effort is taken to flush the system cache between each run by executing some
unrelated memory intensive routines so as to minimize the memory effect on the timing.
Result 3 - computational time analysis: We study the computational time needed to
perform search on the indices. The index and text are both fully loaded into the memory
and the results are shown in Table 5.5. This is performed on the E. coli genome (4.6M).
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When compared to WOTD-tree, CPS-tree is much faster, showing that CPS-tree has a
better representation scheme for suffix tree. Despite the fact that CPS-tree is bit-packed
and would incur some computational cost in extracting the fields for processing, it is
still faster than WOTD-tree with fields of word size. CPS-tree is equally fast when
compared to SA for short queries with CPS-tree gaining faster performance as the query
gets longer.
Query Per query Query time (µsec) per query
length occ count CPS-tree WOTD-tree SA
10 9.960 21 52 22
100 1.078 16 39 18
1K 1.003 25 50 36
5K 1.000 51 71 52
Table 5.5: Result 3 - In-memory (exact match) query timing on E. coli genome.
Query k = 1 (per query) k = 2 (per query)
length occ count paging occ count paging
10 7369 58 79346 684
100 1.68 37 1.72 460
Table 5.6: Result 4 - k-mismatch query on fruit fly genome.
Result 4 - inexact match search: CPS-tree is capable of handling more complex
query. We run k-mismatch query on CPS-tree and the results are shown in Table 5.6.
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K-mismatch query finds all occurrences on the text that has Hamming distance ≤ k
from the query string. The search strategy used is to first find the exact match string
in the CPS-tree. Next, we backtrack along the traveled path and “erase” the matched
characters on the path as we do so. At each node on the path (starting from the deepest
node), we branch to compare the remaining characters on the query with every other
paths, incurring one mismatch (first character of the branch edge with the query) at the
time. This recursive process is then extended to k mismatches. The search is intuitive and
is a simplification of the general dynamic programming approach for string comparison
which caters to edit distance measure [21, 97]. The number of occurrences increases
sharply for large k, especially for short queries. Using a total of 200MB for buffering,
we find that the running time is around 0.1 to 0.2 sec per query for k = 1 and 0.4 to 2 sec
when extended to 2 mismatches. For k = 1, there is a total of 31 and 3001 substituted
query patterns being searched, for query length 10 and 100, and that gives an average
page fault of 1.87 and 0.01 per substituted query pattern respectively. These numbers are
much lower than searching the individual pattern directly as there is saving in the page
access through the search approach. For long query of length 100, not many substituted
pattern can find a match and hence resulting in early termination of the search and faster
running time.
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5.5.3 CPS-tree on human genome
We constructed CPS-tree for the human genome of 3.08 billion characters (concatenating
the 24 chromosomes in the human reference assembly and substituting all character ‘N’
with randomly picked ‘A’, ‘C’, ‘G’ or ‘T’). The human genome is packed into 770MB
of space (2 bits per character). The setup consists of a desktop computer running Linux
with Intel Core 2 Duo 2.66GHz CPU, 4GB of RAM and a single SATA 500GB hard
disk. We conduct similar investigation on the IO performance of the CPS-tree index (27
GB size) to see if similar performance can be observed as compared to the smaller index
for fruit fly genome.
Result 5 - IO on index buffer: Table 5.7 gives the average page fault on the index
buffer (using MRL replacement policy) of different sizes. Query of length 10 generates
significantly more page fault due to enumeration of the large number of occurrences
(an average of 13761 matches per query as shown in Table 5.8). On the whole, for
human genome, it takes around 4 disk access to search the index. Also it is observed
that increasing the index buffer size from 16M to 2GB (≤ 7% of the full index size) has
minimal impact on reducing the number of page fault. The same behaviour is observed
on smaller index for the fruit fly genome. We increase the memory page size from the
default setting of 8k to 16k and 64k to investigate the amount of IO reduction using a
larger page swap. As shown in the table, the number of page faults is reduced to around
3 per query. However, we find that each page loading becomes more computationally
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expensive and the gain is not realized in practice.
Result 6 - IO on combined buffers: We examine the IO performance on a total
buffer size of 1GB for both text and index (as shown in Table 5.8). It is without surprise
that the best performance goes to buffering the full text in memory. The performance is
consistent with that reported for the fruit fly genome.
Query length 1 page 2 pages 16M 512M 1GB 2GB
8k page size (default)
10 14.71 13.71 13.71 13.49 13.39 13.25
100 5.23 4.23 4.23 4.18 4.10 3.99
1K 5.18 4.19 4.19 4.14 4.07 3.96
10K 5.18 4.18 4.18 4.13 4.07 3.91
16k page size
10 13.52 12.52 12.52 12.44 12.35 12.23
100 4.52 3.52 3.52 3.48 3.42 3.32
1K 4.53 3.53 3.53 3.49 3.44 3.34
10K 4.51 3.51 3.51 3.46 3.41 3.28
64k page size
10 12.53 11.53 11.53 11.47 11.41 11.33
100 3.83 2.83 2.83 2.79 2.75 2.62
1K 3.80 2.81 2.81 2.78 2.74 2.67
10K 3.79 2.79 2.79 2.75 2.71 2.61
Table 5.7: Result 5 - Average page fault on index buffer for Human Genome to answer
exact match query.
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Query Per query Percentage of text buffered
length occ count 10% 25% 50% 75% 100%
10 13761.80 15.11 14.82 14.39 13.93 13.54
100 3.41 7.02 6.54 5.79 4.97 4.21
1K 1.00 6.99 6.51 5.80 5.00 4.16
10K 1.00 7.27 6.73 5.88 5.01 4.16
Table 5.8: Result 6 - Average page fault on text and index buffers for Human Genome to
answer exact match query (total 1GB).
Query length 50 100 1K 5K 10K
Query time (sec) 22 45 435 1382 1993
Match count 1094 1901 258449 83351 37656
Filtered match count 781 1332 143404 38277 17643
Table 5.9: Result 7 - Local alignment search on the Human Genome.
Result 7 - Local alignment search: BLAST [4, 5, 103] and FASTA [82, 83] are
some popular heuristic search tools to find the local alignment between 2 biological
sequences. The well-known Smith-Waterman dynamic programming algorithm [92] is
able to exhaustively locate all the alignments however the approach is computationally
intensive. This limits its usage. There are works that effectively adapt the dynamic
programming technique over suffix tree [21, 45, 69, 97]. We will show that CPS-tree is
capable of supporting local alignment search. Our experiment differs from the previous
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reported studies on suffix tree in that we handle the affine gap model (rather than basic
edit distance measure) on DNA sequence. The affine gap model is more realistic for
biological sequences but it is more complex to compute where there are three dynamic
programming matrices to be filled.
We compute matrices B[i, j], T [i, j] and Q[i, j] for ith row and jth column with the
query pattern P along the y-axis and the suffix string S on the x-axis. Matrix T [i, j]
finds the optimal score to align P [1..i] and S[1..j], ending with the last character S[j]
of the suffix string matches a gap space appended to the end of P [1..i]. Matrix Q[i.j] is
similar to T [i, j], finding the optimal score with last character P [i] of the query matches
a gap space appended to the end of S[1..j]. Score matrix B[i, j], gives the optimal score
to align P [1..i] with S[1..j], from the best score out of T [i, j], Q[i, j] and a possible
substitution (can be a match as well) of P [i] with S[j]. The matrices are updated, in
column-wise order (increasing i first then j), as follows:
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B[i− 1, j − 1] + d(xi, yi)
T [i, j] = max


B[i− 1, j]− o− e,
T [i− 1, j]− e
Q[i, j] = max


B[i, j − 1]− o− e,
Q[i, j − 1]− e
Initialization :
B[0, 0] = B[i, 0] = 0
T [i, 0] = T [0, j] = −∞
Q[i, 0] = Q[0, j] = −∞
B[0, j] = −∞
We have o as the gap open cost, e is the gap extension cost and the substitution cost
d(xi, yi) to compare the ith character of P with the jth character of S. d(xi, yi) = m if
xi == yi else d(xi, yi) = s (m is the match score and s is the substitution penalty).
We prune the entries once the score is ≤ 0 and use the score setting with o = 5,
e = 2, s = −3 and m = 1. Only alignments with score at and above the threshold (15
for query length ≤ 1000 and 25 otherwise) are reported. There are 50 query patterns
of length 50, 100, 1000, 5000 and 10000 each, randomly generated from the fruit fly
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genome. The human genome is fully loaded into memory for the search. We report
the locations on the human genome where the alignments occur with score that met the
threshold. The average search time per query is given in Table 5.9. We also report on the
average number of matches per query and the average count after filtering out overlaps
on the genome. As can be seen, there are many alignments returned from the search for
query length 1000, as such, we increased the threshold from 15 to 25 for even longer
queries, to keep the number of alignments returned manageable. For any 2 alignments
that overlap fully (one is enclosed within the other) on the genome, the alignment with
the lesser score is removed during filtering. It is noted that the number of alignments
varied widely from 0 to 384K per query for long queries. Hence the average match
count per query, as given in the table, is not consistent with the query length.
The goal of our investigation is to show that CPS-tree is efficient to handle practi-
cal queries like local alignment search in finding all alignments. We conclude that our
approach is a lot faster than Smith-Waterman algorithm. CPS-tree is still unable to out-
perform BLAST especially for long queries. On short queries of short length (≤ 100),
the performance on CPS-tree and BLAST are comparable. We might argue that the qual-
ity of the results returned are different as exhaustive search is performed on CPS-tree to
account for all alignments while BLAST is a heuristic approach.
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5.6 Discussion
There are rooms for further optimization and investigation in our current work. The
tree structure used in CPS-tree may be further compressed using techniques like the bal-
anced parenthesis representation [71]. Alternatively, for better space usage, we can limit
the maximum query length (which should be much shorter than the indexed sequence
length), so that those logical blocks whose character depth is larger than the maximum
query length can be pruned off, resulting in a smaller index. It is also possible to reduce
the index size by sampling the text positions. Reduction in index size may often result in
heavier computational cost as a trade-off. However, we hope that smaller index means
bigger part of the index can reside in memory at any one time, and reduces the number
of index pages to be fetched from disk. There is gain if the reduction in disk IO time is
much more than the increased time in computation. In general, we would like to explore
ways to further reduce the index size without significant impact on the computational
time.
Next, we have so far started to explore basic alignment search using CPS-tree for
DNA sequences. We would like to consider protein sequences and other variations of
sequence comparison supported by BLAST package. We hope that there are more ad-
vantages of using suffix tree approach for more complex substitution cost matrix like for
protein where the substitution cost for a character x with another character y is dependent
on the (x, y) pair. In such scenario, the heuristic approach of filtering used in BLAST to
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reduce the candidate matches will be less effective or computationally more costly.
5.7 Summary
Suffix tree is an important data structure for indexing a long sequence (like a genome
sequence) or a concatenation of sequences. It finds many applications in practice, es-
pecially in the domain of bioinformatics. Suffix tree allows for efficient pattern search
with time independent of the indexed sequence length. However, the performance of
disk-based suffix tree is a concern as it may be slowed down significantly due to poor
access locality amounting to high disk IO cost.
The focus of this work is to design an IO-efficient suffix tree representation on disk.
We show that representing suffix tree using CPS-tree has several advantages. First, our
representation gives tight upper IO bounds on various tree traversal and search oper-
ations. For example to recover a matching substring in the CPS-tree takes O(logn)
page accesses on the tree where n is the length of the indexed sequence. Second, our
representation and storage scheme improves access locality and reduces the number of
page fault, resulting in efficient pattern matching and efficient tree traversal operations.
Third, by bit packing, our index remains compact. Experimental results show that CPS-
tree outperforms other index structures resulting in significantly fewer page faults using
a small memory space for buffering. When fully loaded into the main memory, CPS-tree
is still efficient. We build CPS-tree on the human genome of 3 billion characters, and
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further show that CPS-tree is scalable to handle large genome and to answer queries like
exact match and local alignment search. To our knowledge, this is the first reported IO
performance of suffix tree indexing at this genome scale. We are also the first to report
the performance of local alignment search using the affine gap cost model on suffix tree
built on the human genome. Hence, we expect CPS-tree to be a good disk-based rep-
resentation of suffix tree, with potential use in practical applications. The preliminary




Suffix data structures are popularly used to index string datasets especially in the area of
computational biology. In this thesis, we study suffix data structures in two computing
models, in memory as well as disk based processing. We propose a number of efficient
data structures to tackle string search problems ranging from exact and approximate
matching to sequence alignment.
First in the in-memory setting, we give compressed data structures using o(n) words
or O(n) bits to index the text and present fastest known search time for exact and approx-
imate string search. Specifically, we claim that given a text T of length n and a length-m
query string P over an alphabet A, we can build an O(n
√
logn log |A|)-bit space data
structure to answer 1-mismatch (or 1-difference) query in O(|A|m log log n+ occ) time,
where occ is the number of occurrences. The space of our data structure can be further
reduced to O(n log |A|) bits with a slow down factor of logǫ n, for 0 < ǫ ≤ 1.
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Extending to k-mismatch (and k-difference) problem, we can solve the problem in
O(|A|kmk(k+ log log n)+ occ) and O(logǫ n(|A|kmk(k+ log log n)+ occ)) query time
using an O(n
√
logn log |A|)-bit (assume |A| = O(2
√
logn)) and an O(n log |A|)-bit
indexing data structures, respectively. The k-don’t-care problem, a special case of k-
mismatch problem, can be solved in O(|A|k(m+log logn)+occ) or O(logǫ n(|A|k(m+
|A| log log n) + occ)) time, using O(n√log n log |A|) (assume |A| = O(2
√
logn)) or
O(n log |A|) bits data structure respectively.
We also work on the exact string matching problem using O(n log |A|) bits data
structure. The optimal query time of O(m/ log|A| n + occ) can be achieved for m =
Ω(log2|A| n log
ǫ n log log n), where ǫ > 0. Relaxing the index size to o(n logn) bits data
structure, for fixed finite alphabet and any pattern of length m, we answer the exact
string matching problem in O(m/ log|A| n + log n log log n + occ) time. Next we show
that (m+ occ) query time is achievable using o(n logn) bits data structure.
Working on suffix tree on disk, we present CPS-tree, an IO-efficient suffix tree repre-
sentation. We give both experimental results as well as analysis on the IO performances
for various tree traversal and search operations to justify that our suffix tree is the choice
to be used in disk based setting. We also introduce a mechanism denoted as “forward
links” into the tree structure to reduce the number of page access to O(logn) pages
in matching any given string (where n is the length of the text indexed). To illustrate
that CPS-tree has practical applications, we construct CPS-tree for the human genome
and perform local alignment search over CPS-tree. To our knowledge, this is the first
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reported IO performance study, and local alignment performance using affine gap cost
model, for a suffix tree at this genome scale.
6.1 Future directions
We have performed detailed study on algorithms to search string indices comprising of
compressed suffix data structures efficiently. However, we have yet to address the issue
of randomness in access pattern on compressed suffix data structures. This limits its
deployment to machines with large enough main memory to hold the indices. On the
other hand, explicit suffix tree representation is too large to fit into main memory. It
remains an open research problem to find a hybrid or new data structure that exhibits
good access locality with index size close to that of compressed suffix data structures.
Other techniques like sampling the text to reduce the size of the suffix tree (not all
text position are being indexed) deserves further investigation. The practical trade-offs
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