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When confined photonic modes in an optical or plasmonic cavity interact strongly with a molecule, new
hybrid light-matter states, termed as polaritonic states, can form. The newly formed polaritonic states are
the superpositions of electrons (excitons) of the molecules and the cavity photonic modes. It was reported
that these polaritons can be employed to control photochemical reactions, charge and energy transfer, and
other processes. In addition, according to recent studies, vibrational strong coupling can be employed to
resonantly enhance the thermally-activated chemical reactions. In this work, a theoretical model and an
efficient numerical method for studying the dynamics of molecules strongly interacting with quantum light
are developed based on non-adiabatic excited-state molecular dynamics. The methodology was employed to
study the cis-trans photoisomerization of a realistic molecule in a cavity. Numerical simulations demonstrate
that the photochemical reactions can be controlled by tuning the properties of the cavity. In the calculated
example, the isomerization is suppressed when polaritonic states develop a local minimum on the lower
polaritonic state. Moreover, the observed reduction of isomerization is tunable via the photon energy and light-
molecule coupling strength. These insights suggest quantum control of photochemical reactions is possible by
specially designed photonic or plasmonic cavities.
I. INTRODUCTION
The interaction between light and matter is an impor-
tant subject in physics, chemistry, materials, and energy
science.1 The light-matter interaction in many applica-
tions is usually weak, allowing it to be treated as a small
perturbation. Even in these cases, light has been em-
ployed as a powerful tool to change and detect the quan-
tum state of molecules, such as initiation of specific ex-
cited state dynamics via coherent optical control, pump-
probe time-resolved experiments, two-dimensional spec-
troscopy, and Raman probes.2–7 This picture has been
the foundation of employing light in spectroscopy, and
underpins our current understanding of photophysics and
photochemistry.8 However, when the coupling between
light and molecules is large enough to compete with or
overcome the dissipation or dephasing (i.e. when the co-
herent energy exchange between a confined light mode
and a quantum emitter is faster than the decay and de-
coherence timescales of each part), the system enters into
the strong coupling regime and Rabi splittings between
resulting modes become observable.9,10 In this regime,
photons and molecular excitations become superimposed
and the fundamental excitations of the system are polari-
tons which are hybrid light-matter excitations.11 In this
case, the frameworks used to describe the weak coupling
regime become entirely invalid, and new theory and effi-
cient numerical methods for strong light-matter coupling
are required.
To excite polaritons, a condensed ensemble of atoms or
molecules is constrained within a cavity. The latter con-
a)Electronic mail: zhy@lanl.gov
sists of a nanostructure that can confine Electromagnetic
(EM) fields at the nano- or micro-scale, where the quan-
tized EM modes are tuned to be resonant with the atomic
or molecular ensemble. In practice, a parallel arrange-
ment of mirrors that forms a standing wave is widely
used as the optical cavity.12 In addition, the recent de-
velopment of plasmonic cavities (metallic nanostructures
that support surface plasmon or localized surface plas-
mon, LSP13–15) makes it possible to confine and to en-
hance EM fields in a much smaller volume. Owing to
the enhanced confinement and field localization, strong
and ultra-strong light-matter interaction at room tem-
perature were recently achieved through experimental
techniques using LSP mode with extreme sub-wavelength
light confinement.16–18
The mixed light-matter states of organic or inorganic
polaritons have enabled a large number of interesting
applications,19,20 including long-range energy transfer,21
enhanced charge transfer,22 polariton lasing,23,24 etc.
The pioneering experiment by the group of Thomas
Ebbesen showed that strong coupling could affect the
landscape of the potential energy surface (PES), which in
return alters the rate of photochemical reactions.25 Since
the mixed light-matter states have different PESs than
unmixed states, the strong light-matter interaction offers
an attractive way to drive a chemical reaction toward a
desired product by reshaping the PES landscape. This
possibility inspired the appearance of polaritonic chem-
istry aiming to manipulate chemical structure and re-
actions via the formation of hybrid light-matter states
(polaritons), which has become a topic of intense ex-
perimental26–28 and theoretical research29–34 in the past
few years. In addition, recent developments have found
that vibrational strong coupling (VSC) can resonantly
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enhance thermally-activated chemical reactions via the
formation of vibrational polaritons.35,36
Currently, the majority of microscopic models for
strong coupling in polaritonic chemistry employ few-level
model systems. Some studies further add nuclear degrees
of freedom using effective damping rates,37,38 or by ex-
plicitly including vibrational modes39 to examine their
influence on the polariton properties. However, organic
chromophores have much more complicated electronic
structure characterized by high density of electronic and
vibrational states compared to simple few-level quantum
emitters. Thus, a quantitative quantum model describ-
ing a collection of organic molecules strongly coupled
to a confined light mode, should combine the concepts
of both quantum electrodynamcis (QED) and quantum
chemistry.40–44 In addition, even though nuclear degrees
of freedom were considered in many works, these stud-
ies were limited to treating vibrational modes within the
harmonic oscillator approximation.39 However, the lat-
ter approximation usually fails in photochemistry, es-
pecially in dynamics where the Born-Oppenheimer ap-
proximation frequently breaks down. Consequently, a
theory incorporating non-adiabatic effects is required for
describing the strong light-matter interaction in photo-
chemistry. While rigorous methods accounting for non-
adiabatic quantum dynamics have been proposed for
strong light-matter interaction, the computational com-
plexity of quantum dynamics ultimately limits its appli-
cations to minimal systems where only a few PESs and
dimensions can be treated.45–49 In order to balance the
computational accuracy and efficiency, mixed quantum-
classical dynamics (MQC) may offer an optimal approach
for modeling polaritonic chemistry. Two popular MQC
methods are the mean-field Ehrenfest dynamics and tra-
jectory surface hopping (TSH). Both methods require the
calculations of electronic structures, gradients, and non-
adiabatic couplings.50 Even though there were previous
reports of MQC for polaritonic chemistry,51 the non-
adiabatic couplings (NACs) between polaritonic states
are yet to be accurately derived and defined. In addi-
tion, in the previous simulations,51 transitions between
states were restricted to only the degenerate state case,
which underestimates the overall rate and the hopping
probability. Finally, the derivative of transition dipole,
critical in the calculation of the gradients of polaritonic
states, was approximated to zero order. In this work, we
formulate the MQC methods accounting for the presence
of strong light-matter interaction to describe the molec-
ular motions on polaritonic PESs, where the gradients
of polaritonic states and NACs between polaritonic state
are rigorously derived.
The paper is organized as follows. First, the concept of
strong light-matter interaction is introduced in Sec. II A.
Second, the electronic structure in the presence of strong
light-matter interaction, gradients, and non-adiabatic
couplings in the Time-Dependent Self-Consistent Field
(TDSCF) method are derived in Sec. II B and II C,
respectively. Third, the formalisms of Non-Adiabatic
Molecular Dynamics (NAMD) for polaritonic chemistry,
including mean-field Ehrenfest dynamics and Fewest-
Switches Surface Hopping (FSSH) algorithm, are intro-
duced in Sec. II D. Then, numerical implementation and
applications are presented in Sec. II E. We modeled the
photoisomerizaiton of stilbene to demonstrate the util-
ity of the methodology. Stilbene is an excellent test-bed
molecule because it has been subject to many previous
studies that we can use it to validate our result.32,52 Fi-
nally, our findings are summarized in Sec. III.
II. NON-ADIABATIC MOLECULAR
DYNAMICS FOR POLARITONIC
CHEMISTRY
A. Jaynes-Cummings (JC) and
Tavis-Cummings (TC) models
In this section, we first introduce the basic concept and
properties of a polariton by studying the simplest models
with strong coupling between light and matter. The op-
tical cavities employed for molecular systems subject to
strong coupling are generally made of two highly reflec-
tive metallic or dielectric mirrors separated by a certain
distance. Different shapes of mirrors are used to gen-
erate different photonic modes. In recent decades, new
ways to induce strong and ultrastrong light-matter inter-
actions in plasmonic cavities have emerged.12 The field of
quantum optics commonly uses two-level models to ex-
amine the polaritonic behaviors. One such widely used
model, the Jaynes-Cummings (JC) model,53 considers a
two-level system (TLS) which interacts with a lossless
cavity mode of frequency ωc.
The JC model can be generalized straightforwardly for
photochemistry, where the corresponding Hamiltonian
can be written as
HˆJC = ωca
†a+ Ω(R)σ†σ − g(R)(a†σ + aσ†), (1)
a(a†) is the cavity photon annihilation (creation) op-
erator, ωc is the energy of the cavity photonic mode.
σ(σ†) = |S0〉〈S1|(|S1〉〈S0|) is the annihilation (creation)
operator for a molecular excitation, where S0 and S1
are the ground and electronic excited states, respec-
tively. Ω(R) is the transition energy between the ground
state and excited states along the reaction coordinate
R. g(R) = µ(R) · E is the strength of the light-matter
interaction with µ(R) being the transition dipole mo-
ment of the molecule between S0 and S1 states. E =
Eu
√
ωc/2Vc is the electric field, where Vc is the effective
mode volume of the cavity photon, E is the amplitude
of the photon electric field at the molecular position, u
is the unit vector indicating the direction of the electric
field of the cavity photon and  is the dielectric constant.
The expression strong coupling means that the cou-
pling between light and matter is strong compared to the
damping of each degree of freedom, but it is usually still
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small compared to both excitation and photon energies.
The form of the coupling term is such that the number
of excitations Nˆ = a†a + σ†σ is preserved in the basis
set of bare states |S0/1, Nc〉, where |Nc〉 is the Nc photon
Fock state, a|N〉 = √Nc|Nc − 1〉. Diagonalization of the
Hamiltonian in Eq. 1 results in a ground state (|S0, 0〉)
and sets of hybrid photon-matter eigenstates, i.e., polari-
tonic states:
|PL〉 = sin θ|S0, Nc + 1〉+ cos θ|S1, Nc〉,
|PU 〉 = cos θ|S0, Nc + 1〉 − sin θ|S1, Nc〉, (2)
where |S0, Nc〉(|S1, Nc〉) denotes a many-body state
where the molecule is in the ground (excited) state and
the cavity has Nc photons. The corresponding energy
along the reaction coordinates is shown by the blue (red)
line in Fig. 1(a) revealing that the photonic excited state
(blue) is just a copy of the ground state (black) with
energy shifted by the photon. The light-matter mixing
angle θ in Eq. 2 satisfies tan(2θ) = 2g
√
Nc
∆ . The corre-
sponding eigenvalues are
E±(R) =
Ω(R) + ωc
2
±
√
∆2(R)
4
+ g2(R)Nc, (3)
where ∆(R) = Ω(R) − ωc is the molecular-photon de-
tuning. The resulting polaritonic energies are illustrated
by the red and blue lines in Fig. 1(b). Thus the energy
difference between the two polaritonic states is the Rabi
splitting
Ωr(R) = 2
√
∆2(R)/4 + g2(R)Nc. (4)
If the detuning is zero, Rabi splitting becomes
2g(R)
√
Nc. Eq. 4 and the comparison between Fig. 1(a)
and (b) indicate that when the detuning is large (com-
pared to the coupling strength, i.e., |∆(R)|  |g(R)|
and thus tan(2θ) → 0), the Rabi splitting approaches
the energy difference between the two bare states. In
this situation, the light-matter interaction has very lim-
ited effect on the electronic structure. In contrast, when
|∆(R)|  |g(R)|, tan(2θ) → ±∞, the mixing of light
and matter states in PL/U becomes significant.
The JC model can be further generalized to include M
identical two-level emitters that interact strongly with
a lossless cavity mode, which is known as the Tavis-
Cummings (TC) model.54,55 In this case, the total num-
ber of excitations Nˆ = a†a +
∑M
i σ
†
iσi remains a con-
stant. Thus, the TC model only allows hybrid states
in which all components share the same Nexc excita-
tions. In particular, there are M + 1 basis states with
Nexc = 1: a single state with all molecules in the
ground state and a cavity photon, |S0, 1〉, and M states
where only a single kth molecule is in the excited state
and 0 cavity photons, |S(k)1 , 0〉. The eigenstates of the
TC model consist of lower and upper polaritonic states,
formed by the hybridization between molecular bright
states 1√
M
∑
i |Si1, 0〉 and the single-photon state |S0, 1〉.
3 2 1 0 1 2 3
Reaction coordinate
0
2
4
6
En
er
gy
(a) |S0,0>
|S1,0>
|S0,1>
3 2 1 0 1 2 3
Reaction coordinate
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FIG. 1. Schematic diagram of Rabi splitting in PESs of molec-
ular systems. (a) Ground states (black), electronic (red) and
photonically (blue) excited states before couplings. (b) The
light-matter interactions lead to the hybridization between
the |S0, 1〉 and |S1, 0〉, resulting in appearance of lower (|PL〉)
and upper (|PU 〉) polaritonic states.
Except for the two polaritonic states, there are M − 1
dark states that do not couple to the photon mode and
are not visible in the spectrum. The energy gap between
the two polaritonic states is similar to that of the JC
model,
Ωr(R) = 2
√
∆2(R)/4 + g2(R)NcM. (5)
The above equation indicates that the Rabi splitting is
affected by the concentration of the molecules. In fact,
concentration is usually a tunable parameter to observe
strong Rabi splitting in experiments.56
The TC and JC models have been extensively used
to study strong coupling cases. However, these simpli-
fied models have limited applications in the prediction of
complex dynamics in condensed systems with many de-
grees of freedom. In order to describe the effect of strong
light-matter interaction across many chemical and phys-
ical processes in realistic systems, an atomistic model, is
needed as suggested in the next section.
B. Electronic structure in the presence of
strong light-matter interaction
If the light-matter interaction is weak, only the radia-
tive properties of the atom are affected. This is known
as the Purcell effect57 and it can be described with a
perturbation theory. However, if the interaction is so
strong that the coherent exchange of energy between the
atom and electromagnetic field in the cavity becomes
faster than the decay processes, new hybrid light-matter
states appear. In the strong-coupling regime, obtaining
the solution to the light-matter Hamiltonian without ap-
proximations is nontrivial.45 One practical framework is
the rotating wave approximation (RWA), where the fast
oscillating terms are neglected58 because 1) the light-
matter coupling strength is still weak compared to the
excitation energies, 2) The timescale of the fast oscillat-
ing terms, ≈ ~2ωc , is less than 1 fs, which is much shorter
than the timescale we are simulating. The Hamiltonian
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of the molecule strongly interacting with the cavity can
then be expressed as
Hˆtot = Hˆe + Hˆc + Hˆint
=
N∑
i=1
Ωi(R)c
†
i ci + ωca
†a+
N∑
i=1
gi(R)(c
†
ia+ cia
†),
(6)
where Hˆe, Hˆc are the electronic Hamiltonians of the
molecule and cavity photon, respectively. Hˆint describes
the interaction between an electron and cavity photon.
N is the number of excited states of interest. ci(c
†
i ) is
the annihilation (creation) operator of the ith electronic
state and Ωi(R) is the corresponding excitation energy
of the molecule. The ground state energy is defined as
Eg(R), thus the total energy of the i
th excited state is
Eg(R) + Ωi(R). The ground state energy and excitation
energies of the molecular system can be calculated using
many standard quantum-mechanical methods, including
first-principles and semi-empirical techniques. It is im-
portant to note that, in present work, we set a tunable
parameter for the electric field that controls the light-
matter coupling strength, i.e., g(R) = gµ(R) · u.
After excitation energies, Ωi(R), and coupling
strengths, gi, are obtained, the energies of the polari-
tonic states can be readily calculated by diagonalizing
the Hamiltonian, Eq. 6, in the basis set of light-matter
states, {|Si, 0〉, |S0, 1〉},
H =

ωc g1 · · · gN
g1 Ω1(R) · · · 0
...
...
. . .
...
gN 0 · · · ΩN (R)
 . (7)
Diagonalization of the above equation results in the po-
laritonic states with total energies EK (shifting the eigen-
value by Eg(R)) and wave function (WF)
ΨK =
N∑
i=0
βKi |ψi〉, (8)
where βi is the i
th eigenvector of H. |ψ0〉 = |S0, 1〉 is the
photonically excited state and |ψi〉 = |Si, 0〉 for i > 1 is
the molecular excited state. The index K runs over the
N + 1 eigenstates of the system. As shown by Eq. 8, the
polaritons are formed by the superposition of the molec-
ular states with the single-photon state. If there are M
molecules, at least M degenerate S1 states are present.
The superposition between M degenerate S1 states and
the single-photon state leads to the formation of polari-
tonic states delocalized over the M molecules, which may
in return affect many chemical and physical properties,
including charge transfer, energy transfer, and collective
photochemical reactions.21,22,59
These processes may be captured via MQC family of
approaches, where typically classical trajectories of all
atoms in the system are computed by numerically in-
tegrating Newton’s equations of motion associated with
the PESs. Even though the force constants of the po-
laritonic state may be quite different from those of bare
molecules, the derivatives of the polaritonic PES ∂Ei(R)∂R
can be related to the derivatives of the bare PESs through
a unitary transformation according to Eq. 8. The forces
acting on the atoms of all molecules in the system are
computed by invoking the Hellmann-Feynman theorem.
For atom a of the molecule in the polaritonic state K,
the force FKa = −∇aEK is
FKa =− 〈ΨK |∇aHˆ|ΨK〉 = −
(
N∑
i=0
β∗Ki 〈ψi|
)
∇aHˆ
 N∑
j=0
βKj |ψj〉

=−
N∑
i=1
(βKi )
2∇a〈Si|Hˆ|Si〉 − (βK0 )2∇a〈S0|Hˆ|S0〉
−
N∑
i=1
β∗K0 β
K
i ∇a〈S0|Hˆ|Si〉 −
N∑
i=1
βKi β
∗K
o ∇a〈Si|Hˆ|S0〉.
(9)
According to the above equation, derivatives of the bare
PES and the respective bare transition dipole, µi(R),
are required in the calculation of forces on the polaritonic
PES. Hence, excited-state properties of the bare molecule
must be calculated.
C. Gradients and non-adiabatic couplings in
TDSCF framework
Compared to the ground state calculations, the cal-
culations of electronic excited state properties, includ-
ing energies, gradients, and transition dipoles, are more
complex due to the presence of many-body interactions.
Many methods have been developed to treat these inter-
actions at different levels of accuracy and efficiency. The
time-dependent self-consistent field (TDSCF) framework
is one of the more computationally efficient and popular
methods.60–62 TDSCF is a general method for excited
state properties and can be implemented in the form of
time-dependent density functional theory (TDDFT)61,62
or time-dependent Hartree-Fock (TDHF) or Configura-
tion Interaction Singles (CIS) methods.60 In our work,
we use the semiempirical formulation of the TDSCF
framework60 as realized in the NEXMD software pack-
age.63 Within the TDSCF framework, the excited ener-
gies Ωi and the respective transition density matrix be-
tween the ground state and ith excited state ξi can be cal-
culated on-the-fly using Krylov space methods,64 where
ξi,µν = 〈ψ0|c†µcν |ψi〉 is in the atomic basis spanned by in-
dices µ and ν.65 The gradients of excited energies can be
calculated analytically as well.61,66The method has been
demonstrated to be efficient for calculating the excited
state properties, including energies and analytical gradi-
ents, of realistic molecular systems.66
4
After the transition density matrix is calculated, the
transition dipole µi(R) = Tr[µ¯(R)ξi], is the respective
expectation value for the dipole operator represented as
a matrix. Thus the derivative of the transition dipole is
∂µi
∂Ra
=
∑
µν
[
∂〈µ|R|ν〉
∂Ra
ξi,νµ + 〈µ|R|ν〉∂ξi,νµ
∂Ra
]
, (10)
where |µ〉, |ν〉 are atomic orbitals. The calculation of the
first term in the above equation is trivial. However, the
second term requires the derivative of the respective tran-
sition density matrix. Following the derivation in Ref. 65,
the derivative of transition density can be obtained ana-
lytically by applying ∂/∂R to the TDSCF eigen-equation
Lξi = Ωiξi. The tedious derivation can be found in Ap-
pendix. I.
The non Born-Oppenheimer effects and non-adiabatic
transitions between different electronic states are deter-
mined by so-called derivative Non-Adiabatic Couplings
(NACs). The non-adiabatic coupling vector, termed as
NACR, is defined as
dKL = 〈ΨK |∇RΨL〉. (11)
Notably, NAC is also dressed by the photonic state af-
ter the formation of polaritonic states. When strong
light-matter interaction is present, the excited states
and corresponding WFs are altered as given by Eq. 8.
Consequently, the NAC is modified by the strong light-
matter interaction according to the derivation shown in
Appendix. II. The NACR is then written in Hellmann-
Feynman like form as
dKL = 〈ΨK |∇RΨL〉 = 〈ΨK(t)|Hˆ
R|ΨL(t)〉
EL(t)− EK(t) . (12)
With the polaritonic WF defined by Eq. 8, the matrix
element of the derivative of Hamiltonian, HˆR, in polari-
tonic states can be written as
〈ΨK |HˆR|ΨL〉 =
(
N∑
i=0
β∗,Ki 〈ψi|
)
HˆR|
 N∑
j=0
βLj |ψj〉

=
N∑
i,j=0
β∗,Ki β
L
j Tr[ρijh
R], (13)
where (ρij)µν = 〈ψi|c†µcν |ψj〉 is the single electron tran-
sition density matrix of the bare molecule between elec-
tronic states and HˆR =
∑
µν h
Rc†µcν . Substituting
the above equation into Eq. 12 returns the NACR for
strong light-matter interaction. Notably, for dynamical
trajectories, the time-dependent non-adiabatic coupling
(NACT) analog, R · dKL = 〈ΨK |∇tΨL〉, can be calcu-
lated in a similar way by replacing the derivative of the
Hamiltonian with respect to the nuclear coordinate in
Eq. 13 with the time-derivative, i.e.,
R˙ · dKL = 〈ΨK |∇tΨL〉 = 〈ΨK(t)|Hˆ
t|ΨL(t)〉
EL(t)− EK(t) . (14)
In summary, the above formalism outlines the calcu-
lation of gradients and NAC between polaritonic states
within the TDSCF quantum-chemical approaches for
excited states, reducing the problem to calculation of
derivatives of the Hamiltonian matrix elements for the
bare molecule, within the framework of analytic deriva-
tive techniques.66 Adaptation of this approach to analytic
derivative methods developed for TDDFT is straightfor-
ward.61 Moreover, it should be noted that the NAC be-
tween the polaritonic states can be easily calculated from
the density matrix and derivative of the Fock matrix of
the bare molecule by a unitary transformation. Alter-
natively, the NACT value 〈Ψ| ∂∂t |ΨL〉 is frequently ap-
proximated numerically as 〈ΨK(t)|ΨL(t + ∆t)〉/∆t fol-
lowing Hammes-Schiffer and Tully’s proposal,67 i.e., the
overlap between the state ΨK at the current time step
and the state ΨK at the previous time step. Previous
computational studies assumed that the bare adiabatic
states vary slowly, and thus approximated the overlap
〈ΨK(t)|ΨL(t+∆t)〉 as
∑N
j β
∗K
j (t)β
L
j (t+∆t).
51 This may
not be accurate since there is then a near-unity overlap
along trajectory, i.e., 〈ψi(t)|ψj(t + ∆t)〉 ≈ δij . However,
the NACT of the bare molecule 〈ψi(t)|ψj(t+∆t)〉 should
be nonzero for i 6= j in order to ensure non-adiabatic
transition between two states.
D. Non-adiabatic molecular dynamics with
strong light-matter interaction
Excited energies, gradients, and NACs are the ba-
sic ingredients for non-adiabatic molecular dynamics
(NAMD). In MQC methods, NAMD is implemented
as an approximate solution of the Schro¨dinger equation
(TDSE) for both electrons and nuclei. Here, the elec-
tronic and nuclear degrees of freedom are separated. Fast
electronic dynamics are subject to the TDSE for electrons
while slow nuclear motions are treated classically. As a
result, electronic properties (including potential energies,
gradients, and non-adiabatic couplings) are computed at
each time step of a trajectory. The MQC treatment of
NAMD significantly reduces the computational cost, and
thus can be implemented to compute electronic quantities
on-the-fly.50 Across various NAMD approaches, mean-
field Ehrenfest dynamics68,69 and FSSH algorithm70 are
widely used.
1. Mean-field Ehrenfest dynamics
We start with the TDSE for both electrons and nuclei,
i~
∂
∂t
Θ(r,R, t) = HˆΘ(r,R, t), (15)
where Φ is the total WF and ~ is the reduced Planck
constant. The full Hamiltonian in this equation is Hˆ =
Tˆ + Hˆe, where Tˆn is the kinetic energy operator for the
nuclei and Hˆe is the Hamiltonian for the electrons.
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In Ehrenfest dynamics, the molecular WF is factorized
as
Θ(r,R, t) = χ(R, t)Φ(r,R, t) exp
(
i
~
∫ t
t0
dt′Ee(t′)
)
,
(16)
where the phase factor is determined by the total elec-
tronic energy Ee = 〈Θ|Hˆe|Θ〉. χ is the WF of the nu-
clei. For bare molecules, Φ(r,R, t) is the electronic WF
depending on the nuclear coordinates. In the presence
of light-matter interaction, Φ(r,R, t) is the polaritonic
WF calculated via Eq. 8. Applying the factorization in
Eq. 15, the TDSE can be projected in the polaritonic and
nuclear spaces leading to two coupled equations of mo-
tion (EOMs) for χ and Ψ. After the decomposition, the
polaritonic WF Φ(R, t) is determined by the following
TDSE,
i~
∂
∂t
Φ(r,R, t) = HˆeΦ(r,R, t). (17)
where the electronic WFs depend on the classical nuclear
coordinates. One advantage of the Ehrenfest dynamics is
that the WF Φ can be directly propagated using Eq. 17
without choosing any basis functions. If expansion of
the WF in terms of basis functions is desired, Φ can be
expanded as
Φ(R, t) =
∑
K
cK(t)ΨK(R(t)), (18)
where ci(t) are the time-dependent expansion coeffi-
cients. As a result, the quantum EOM (Eq. 17) can be
reduced to
i~c˙K =
∑
L
[
HKL − iR˙ · dKL
]
cL. (19)
Here HKL = 〈ΨK |Hˆe|ΨL〉 are matrix elements of the
Hamiltonian Hˆ in the basis functions. H is diagonal if
adiabatic states are employed in Eq. 18.
The EOM for χ in the classical limit is equivalent to
Newton’s equation for nuclei on the average potential of
electrons.71
MaR¨a = −∇a〈Φ(R)|Hˆe|Φ(R)〉 = −
∑
KL
c∗KcL〈ΨK |∇aHˆe|ΨL〉,
(20)
where Ma and R¨ are the mass and acceleration, respec-
tively, of the ath nucleus. The classical equation of mo-
tion (EOM) in Eq. 20 can be integrated with standard
methods, such as velocity Verlet algorithm.72 The quan-
tum EOM in Eq. 17 is solved along the classical trajec-
tories. From Eqs. 19 and 20, it can be derived that the
quantum and classical EOMs in the presence of light-
matter interactions are the same as the counterparts for
bare molecules except the energies, WFs, forces, and non-
adiabatic couplings are dressed by the light-matter inter-
action.
As prescribed by Eq. 20, the evolution of classical nu-
clei is subject to an effective potential corresponding
to an average over quantum states. This is also the
reason why the Ehrenfest dynamics is a type of mean-
field method. This mean-field treatment results in forces
averaged from more than one PES. Consequently, the
Ehrenfest dynamics may not correctly represent differ-
ent physical situations when the dynamics leaves regions
of strong NAC. For example, the Ehrenfest trajectories of
low-probability paths are quite similar to the dominat-
ing trajectories, leading to poor representation of low-
probability events. Moreover, Ehrenfest dynamics does
not satisfy the principle of detailed balance, meaning that
the forward and backward processes violate the micro-
scopic reversibility.73
2. Fewest switches surface hopping
Within FSSH, the NAMD is modeled via propaga-
tion of a swarm of classical trajectories. Each trajec-
tory evolves on a single adiabatic PES with the respec-
tive gradients. The non-adiabatic effects come from the
trajectory hopping between the PESs in a stochastic way.
Once the forces and NACs are known, the NAMD can be
readily performed by integrating the Newton or Langevin
equations. The hopping between different PESs is deter-
mined by Tully’s FSSH algorithm.70 In particular, the
EOM of cK(t) can be straightforwardly derived from the
Schro¨dinger equation in the adiabatic polaritonic eigen-
states Ψi,
i~c˙K(t) = cK(t)EK(t)− i
∑
L
cL(t)R˙ · dKL, (21)
where R˙ · dKL is the NACT calculated by Eq. 12. With
the propagation of the EOM for ck(t), the matrix ele-
ments of the time-dependent density matrix in the adi-
abatic eigenstates is given by σKL = c
∗
K(t)cL(t). The
diagonal and off-diagonal elements of σ represent the oc-
cupation probabilities of adiabatic states and coherence
between adiabatic states, respectively.
Nuclear motion along the polaritonic PES is subject to
a constant temperature Langevin dynamics or Newtonian
dynamics,
MaR¨a(t) = −∇aEK(R(t))− γMaR˙a(t) +A(t), (22)
where R˙ is the velocity of the ath nucleus. The first
term on the right-hand side of the above equation is
the force on the polaritonic PES calculated from Eq. 9.
A(t) is the stochastic force which depends on the bath
temperature and γ is the corresponding friction coeffi-
cient. The Langevin equation reduces to Newtonian mo-
tion when the stochastic force and damping coefficient
are both zero. Again, as argued in Sec. II D 1, the quan-
tum and classical EOMs in Eqs 21 and 22 are the same as
the counterparts without the light-matter interaction ex-
cept the forces, energies, and non-adiabatic couplings are
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dressed by the light-matter interaction. As with Ehren-
fest dynamics, the classical EOM , Eq. 22, is solved by
velocity Verlet integration.72 The energies, and gradients
in Eq. 22 are calculated on-the-fly at every trajectory
point R(t).
In FSSH, the probability of transition between adi-
abatic states K and L during a time interval depends
on the time-dependent density matrix and NACT. Since
electronic motion is faster than nuclei, the quantum time-
step δt used to propagate the quantum coefficients is
smaller than the classical time-step ∆t for Langevin or
Newtonian dynamics. At every classical time step, the
switching probability PKL is evaluated as the summation
over all Nq = ∆t/δt quantum steps,
PKL =
∑Nq
j bLK(j)δt
σKK
. (23)
where bLK = −2Re(σ∗KLR˙ · dKL). The hops between
adiabatic states are accepted or rejected stochastically
according to the calculated hopping probability and uni-
formly generated random number.63 Following the hop,
nuclei evolve on the PES of the new state. Energy is
conserved through rescaling nuclear velocities along the
direction of NACR. If the nuclear kinetic energy is not
sufficient to hop to the higher energy state, the hop is
rejected. Finally, it should be noted that all improve-
ments of the original FSSH model developed for iso-
lated molecules, such as decoherence corrections,74 triv-
ial crossings,75,76 are trivially extendable to polaritonic
FFSH presented here.
E. Numerical implementation and applications
The FSSH scheme of NAMD for strong light-matter in-
teraction has been implemented in the NEXMD code63
used for all simulations described below. NEXMD has
been broadly used for modeling of photoinduced dynam-
ics in a variety of molecular systems.66,77–79
As a case study for strong light-matter interaction
(Fig. 2(b)), we modeled the photoisomerizaiton of stil-
bene (Fig 2(a)) to demonstrate the utility of the method-
ology. Photoisomerization is one of the most fundamen-
tal photochemical reactions. Even though photoisomer-
ization has found many applications in many fields, in-
cluding energy storage and photoswitches,80,81 it has to
be suppressed in certain cases.82 In order to control the
photoisomerization, strong coupling with quantized light
modes can be explored. Fig. 2(a) sketches the structure
of trans and cis stilbene isomers. The interconversion
between these two isomers is a commonly studied pho-
toisomerization reaction.52,83 The effect of strong light-
matter interaction on the isomerization reaction of the
stilbene has been studied in previous work by employing
a quantum non-adiabatic dynamics method.32 But the
computational complexity of quantum non-adiabatic dy-
namics limits the simulation to a simple one-dimensional
model.
The geometries of the trans and cis isomers were opti-
mized at the AM1 semiempirical level84 coupled with the
CIS approach for excited states using our NEXMD pack-
age.63 The optimized structures were used as the starting
points for two separate ground state Born-Oppenheimer
Molecular Dynamics (BOMD) trajectories (one trajec-
tory each for trans and cis species) performed using
Langevin dynamics at room teperature (300 K) with
a friction coefficient of 20 ps−1. After initial heating
and equilibration (300 K), 1 ns of constant temperature
ground state BOMD simulations were carried out with a
time-step of 0.5 fs at the Hartree-Fock level. Each equi-
librated trajectory was used to collect a set of 500 initial
coordinates and momenta for all subsequent NAMD sim-
ulations for the corresponding species. For each of the
configurations, single point calculations were performed
using the CIS technique85 to determine vertical excita-
tion energies and oscillator strengths for the 5 lowest ex-
cited states. From that, the absorption spectrum is cal-
culated by averaging over all absorption spectra of each
configuration. The calculated absorption spectrum for
the cis-isomer of stilbene with and without light-matter
interaction is shown in Fig. 2(c). As expected, when the
molecule is resonantly interacting with the photon in a
cavity tuned to the excitation energy of S1 state at 3.65
eV, this state splits into PL and PU polaritonic compo-
nents (Fig. 2(c)) as discussed in detail below.
For the NAMD on the PES of excited states, each simu-
lation is carried out for 1 ps, including a total of 5 excited
states with initial excitation to the S1 (without light-
matter interaction) or PU (with light-matter interaction)
states. The classical nuclei were propagated using a 0.1 fs
time step. The electronic quantum dynamics were solved
with an intermediate time step of 0.025 fs.66 The quan-
tum time step is reduced by a factor of 10 near trivial
crossings.86
1. Photoisomerization of bare stilbene
The dihedral angle through the central C = C bond
(φC=C) represents the reaction coordinate relevant for
isomerization. The BOMD on the S1 PES starting from
the cis configuration is able to scan the reaction coor-
dinate from 00 to the conical intersection (CI) (located
near φC=C ' 900). Then, the electronic structure cal-
culations on the snapshots taken from the S1 BOMD
trajectory show the evolution of PESs along the reac-
tion coordinate as shown in Fig. 3(a). The PES of this
model structure shows that the ground state PES has a
minimum at a dihedral angle of 00 corresponding to the
cis-configuration. The blue dots in Fig. 3(a) indicates
that the PES of the first excited state fluctuates around
2.8∼3.8 eV. The green line sketches the average excited
energy along the reaction coordinate. Thus, the PESs
shown by Fig. 3 indicate that the cis-trans transition can
be readily induced by exciting the molecule to the first
excited state. The photoinduced isomerization process
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FIG. 2. (a): Geometries and dihedral angles of trans- and
cis-isomers of the stilbene. (b): Schematic diagram of this
molecule in cavity. The dash curves demonstrate the pho-
tonic mode supported by the cavity. Absorption spectrum of
cis isomer with (red) and without (black) light-matter inter-
action. The photon energy is chosen as 3.65 eV in resonance
with the first absorption peak (S1) of the bare cis isomer.
After the light-matter interaction is turned on, the first ab-
sorption peak is split into two peaks which correspond to the
lower (PL) and upper (PU ) polaritonic states.
involves passage through the CI between the excited state
and ground state (S1 → S0). The adiabatic dynamics on
S1 with a swarm of trajectories initialized with cis config-
urations also confirms that the isomerization can readily
be driven on the S1 surface. Numerical simulations reveal
that the change in the potential energy manifests itself in
rotation around the φC=C dihedral angle and that the CI
can be approached. Even though the limitation of adia-
batic dynamics forbids passage through the intersection,
the simulations confirm that the following cis-trans iso-
merization may appear after passing through the CI. The
wavepacket that encounters the CI undergoes a nonadia-
batic transition to the ground state and follow the ground
state PES to reach the other equilibrium configuration.
The BOMD simulations starting from trans found that
the photoisomerization can also be induced by exciting
the trans configurations to S1 states. However, S1 states
of trans configurations have lower energies, which re-
sults in longer isomerization timescales which is consis-
tent with experimental measurements.52 Consequently,
the photoisomerization is simulated by starting from the
cis configurations in the remainder of this work.
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FIG. 3. PESs of cis isomer without (a) and with (b-d) light-
matter interaction. a) The black and blue dots are ground
and excited state energies of different geometries. The red and
green lines sketch the average ground and excited PESs along
the reaction coordinate, respectively. b-d): ground (black)
and excited-states (red-blue color scale) PESs of the molecule
interacting with a photonic mode with energy being b) 3.8 eV,
c) 3.0 eV, and d) 2.0 eV, respectively, and coupling strength
g = 0.1 eV. The color scale represents the contribution of
photonically excited state (red) and bare excited state (blue)
to the hybridized excited-states.
In the present example, the non-adiabatic transition
to S0 is not explicitly simulated due to the inability
to describe crossings between a multi-reference excited
state (CIS) and a single reference ground state (Hartree-
Fock).63,87 Moreover, here we would like to present a clear
case when photochemistry changes due to modification of
related PES due to strong light-matter interactions (as
opposed to other possible reasons such as variation of
NACs, etc.). Therefore, we apply a simple model based
on energy gaps to qualitatively describe S1 → S0 transi-
tions, following Ref. 88,89. Because NAC scales inversely
with energy gap, transitions are likely to occur at geome-
tries near the CI. In addition, the transition between S1
and S0 states can occur at finite energy gaps before reach-
ing the CI. We set a ∆E = 1.0 eV threshold on the energy
gap to qualitatively describe the rate at which trajecto-
ries approach the CI and subsequently transition to S0. It
should be noted that this method overestimates the quan-
tum yield (QY) because a) realistically, transitions to the
ground state should not be guaranteed even when the dy-
namics approaches an energy gap smaller than ∆E, but
instead should occur with some probability. b) After the
transition to S0, there is a possibility that the dynamics
can propagate back to the original excited configurations
(cis) that is neglected in this approach.
In the absence of light-matter interaction, the PES of
S1 (blue dots and green line in Fig. 3(a)) shows small
energy fluctuations with increasing dihedral angle from 0
to 900 where the CI between S0 and S1 is located. Conse-
quently, starting from the S1 surface of cis configuration,
the photoisomerization from cis to trans can be induced
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by moving along the S1 PES. The analysis on 500 trajec-
tories found that the QY of photoisomerization (from cis
to trans) is close to 100 % after about 750 fs dynamics
as shown in Fig. 4. Such simplistic definition of photoi-
somerization efficiency allows us to directly demonstrate
its modifications due to polaritonic effects.
2. Photoisomerization of stilbene in the
presence of light-matter interaction
When the light-matter interaction is introduced, the
potential energy surfaces are altered. As shown by Eq. 7,
the electronic Hamiltonian is modified by including the
light-matter interaction in the cavity. In this work, a
single quantized light mode, which can be microcavity
modes or localized surface plasmon, is included. The
light-matter interaction described by g(R)(c†ia + cia
†)
makes the photonically excited state, |S0, 1〉 with en-
ergy ωc, and electronic excited state, |S1, 0〉 with energy
Ω1(R), coupled. In the absence of the light-matter in-
teraction, the photonically excited state is just a copy of
the ground state with energy shifted by the photon. How-
ever, the introduction of light-matter interaction makes
the two singly excited states hybridized. Consequently,
two polaritonic states (PL/U ) with avoided crossing be-
tween them, are formed. As shown by Fig. 3(b-d), two
polaritonic states are formed due to the hybridization be-
tween |S0, 1〉 and |S1, 0〉 states. The red and blue curves
in Fig. 3(b-d) are the upper and lower polaritonic states
for different photon energies. The color scale represents
the contribution of the two singly excited states, |S1, 0〉〉
and |S0, 1〉, to the polaritonic states. The color scale of
Fig. 3(b-d) implies that the light-matter hybridization
is more significant at the points where the energies of
|S0, 1〉 and |S1, 0〉 are close, i.e., the molecular detuning
|∆(R)| ≡ |ωc − Ω1(R)| is comparable to or smaller than
|g|. At the points that |∆|  |g|, the polaritonic states
are almost the same as the bare ones. Especially, when
the photon energy 3.8 eV is higher than the S1−S0 gap,
the S1 state is not affected by the light-matter interac-
tion. Consequently, the dynamics on the S1 PES sur-
face is not affected by the light-matter interaction, and
the photoisomerization pathway and QY are the same as
they would be in the absence of light-matter interaction
as shown by Fig. 5.
When the photon energy becomes equal or smaller
than the S1 − S0 gap (3.65 eV in average), the inter-
action between the |S0, 1〉 and |S1, 0〉 states splits at the
crossing. Fig. 2(c) plots the absorption spectrum of the
cis isomer with and without the light-matter interaction,
where g = 0.1 eV and photon energy is 3.65 eV in reso-
nance with the average energy of S1 states. The absorp-
tion spectrum clearly shows the splitting of S1 state into
two bright polaritonic states PL/U after the light-matter
interaction is introduced. In this case, the distance be-
tween the two polaritonic peaks, shown by the red line
of Fig. 2(c), is the Rabi splitting defined by Eq. 4, i.e.,
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FIG. 4. Fraction of trajectories evolving on S1 that encoun-
tered an energy gap ∆E < 1.0 eV for g = 0.1 eV (a) and
g = 0.2 eV (b), respectively. The fraction of trajectories that
can encounter an energy gap smaller than 1.0 eV decreases
with lower photon energies.
2g = 0.2 eV, and the PESs of the two polaritonic states
are different from the that of bare ones (S0 and S1 states).
The obvious Rabi splitting between the two polaritonic
peaks also indicates the strong coupling is achieved. The
local shape of the polaritonic PESs becomes a mixture
of the two coupled PESs in the regions where they are in
resonance, i.e., significantly hybridized. Since the PES of
photonically excited state |S0, 1〉 is a copy of ground state
PES, this supports the formation of a local minimum in
the lower polaritonic PES (PL). Consequently, a reac-
tion barrier against the isomerization can be formed on
the PL surface. Following excitation to the PU states, the
dynamics nay involve the transition through the crossing
to the PL states. After this transition, the wavepacket
continues to propagate towards the CI and trigger the
photoisomerization. However, there is also a possibility
that the nuclear dynamics can return back to the cis
configuration driven by the gradient of PL surface as il-
lustrated by the purple arrow in Fig. 3(d). As a result,
the QY of cis-trans isomerization can be suppressed. As
confirmed by Figs. 4 and 5, the QY of isomerization is
suppressed when the photon energy is resonant with the
S1 − S0 gap.
Because the photonically excited state |S0, 1〉 is con-
trollable via photon energy, the landscape of the polari-
tonic PESs can be tuned via the photon energy and light-
matter coupling strength as shown in Fig. 3(b-d). Conse-
quently, the non-adiabatic dynamics on the PL/U states,
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FIG. 5. Quantum yield as a function of photon energies and
coupling strengths. The QY decreases for lower photon ener-
gies.
as well as QY, are dependent on photon energy and cou-
pling strength. For smaller photon energies, the lower
polaritonic PES develops a deeper minimum, confirmed
in Figs. 3(b-d). Consequently, there is a chance that
the wavepacket will be trapped in the minimum and iso-
merization will be suppressed. As shown by the Fig. 4,
the fraction of trajectories with ∆E = Ω1(R) < 1.0 eV
is significantly altered by different photon energies. In
general, lower photon energy decreases the fraction of
trajectories that can encounter an energy gap smaller
than 1.0 eV suppressing isomerization. In addition, the
isomerization is also slightly affected by different cou-
pling strengths. Larger light-matter coupling strength
results in increased splitting at the crossing as shown by
Eq. 4, owing to a deeper landscape on PL PES toward
the cis-configuration, as shown by the comparison be-
tween the blue and black curves in Fig. 7. Consequently,
the wavepacket that passes through the crossing acquires
slightly large probability of getting trapped in the mini-
mum. Hence, photoisomerization is suppressed by a large
coupling strength. However, since the photon energy has
larger effect in developing deeper minima in PL PES,
the effect of light-matter coupling strength on isomeriza-
tion is less significant compared to that of photon en-
ergy. However, it should be noted that the strong light-
matter coupling occurs in the non-equilibrium regions of
the S0 surface when the photon energy is smaller than
the S1 − S0 gap (3.65 eV) of the equilibrium configura-
tions. The condition can only be achieved experimen-
tally by employing plasmonic cavities in which strong
light-matter interaction at the single-molecule level can
be achieved. In contrast, in photonic cavities, a large
concentration of molecules is essential to reach strong
coupling regime. In this case, it is difficult to maintain
the concentration of molecules, therefore the strong cou-
pling, in certain non-equilibrium regions.
In our simulation, the initial wavepacket on the upper
polaritonic state is initiated by an instantaneous tran-
sition. Singe different initial geometries and velocities
are used, all vibrational states that are accessible from
the ground state are excited in the trajectory swarm.
If the wavepacket is trapped by the local minimum of
the PL surface without undergoing the isomerization pro-
cess, the final state of the molecules will be determined
by other effects. The excited wavepacket will dissipate
its energy to the vibrational degrees of freedom on a
timescale of picoseconds. In addition, the excited state
wavepacket can decay radiatively back to the ground
state.
Fig. 5 shows the calculated QY as a function of pho-
ton energies and light-matter coupling strength for our
model stilbene system. When the photon energy is larger
than a certain value (3.8 eV being slightly larger than the
S1-S0 energy gap of cis-configuration), the QY is not af-
fected by the light-matter interaction since the PES of
PL/U states are the bare S1/0 states as argued above.
With decreasing photon energy, the PES of PL estab-
lishes a deeper minimum. The NAC between PU and
PL states induced by vibrations initiates the transition
through the crossing, resulting in the occupation of the
PL state. Consequently, for a photon with lower energy,
the wavepacket initially excited on PU state can easily
get trapped by the local minimum of PL after transition
through the avoided crossing guided by the polaritonic
NACs. The numerical simulations shown in Fig. 4 and
Fig. 5 indicate that the QY of photoisomerization is sig-
nificantly suppressed for lower photon energy because the
wavepacket is trapped by the lower polaritonic state. In
contrast, as argued before, the suppression of the photoi-
somerization is less sensitive to the coupling strength.
In addition, our simulations indicate that the upper
polaritonic PES can undergo efficient relaxation to the
lower polaritonic PES, which is consistent with previous
works.90 Fig. 6 plots the populations of the two polari-
tonic states as a function of time following photoexci-
tation to the initial state PU . After the photoexcita-
tion, the molecule relaxes nonadiabatically to the PL
state. The nonadiabatic relaxation to the lower polari-
tonic state takes place quickly within 100 fs. Since the
PESs of PL/U states are altered by different photon en-
ergies, the relaxation process is also affected. As shown
by the purple arrow of Fig. 3, the relaxation pathway be-
comes longer when a smaller photon energy is imposed.
In general, smaller photon energy makes the crossing
points between the PL/U states farther from cis configu-
rations. Consequently, population relaxation from the
PU state to the minimum of PL takes slightly longer
time as shown by Fig. 6. Moreover, the comparison be-
tween the isomerization and population dynamics shown
by Fig. 4 and Fig 6 indicates the cis-trans isomeriza-
tion would occur on a much longer timescale after re-
laxation to the PL state.
88 Since Eq.4 indicates that the
Rabi splitting is proportional to the light-matter coupling
strength, Rabi splitting at the avoided crossings becomes
larger with increasing coupling strengths. As a result, as
shown in Fig. 6, the population dynamics is also slightly
slowed down by a larger g due to the larger gap at the
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FIG. 6. Populations on PU (solid lines) and PL (dots) as a
function of time for different (a) photon energies and (b) cou-
pling strength. The results indicate the relaxation processes
is altered by different photon energies and coupling strengths.
avoided crossing. But it should be noted that relaxation
dynamics strongly depends on the PES landscape and CI
locations, all of which are system-dependent.
III. DISCUSSIONS AND SUMMARY
Recent experiments on polaritonic chemistry demon-
strated the potential applications of strong light-matter
interaction in manipulation of the PES landscapes
and corresponding chemical reactions at the molecular
level.11 This experimental advance requires the develop-
ment of concomitant theories and efficient computational
methods for modeling the dynamics of molecules in the
presence of strong light-matter interactions. In principle,
modeling of polaritonic chemistry is nontrivial, which re-
quires the treatment of electrons, nuclei and photons, on
equal footing43 in the regime of non-adiabatic dynamics.
However, the full non-adiabatic quantum treatment of
electrons and nuclei is already computationally expensive
and is limited to a few degrees of freedom.91 Simulation
of realistic molecules calls for the need of development of
reasonable approximations cutting computational cost of
atomistic simulations. The MQC method is one exam-
ple of the efficient method for modeling the NAMD of
isolated molecules.
In this work, we have extended the capability of
NAMD to handle the nuclear dynamics on hybrid light-
matter potential energy surfaces of realistic molecules
interacting strongly with the quantized photon in the
cavity. TDSCF method was employed to calculated the
excited state properties of the isolated molecules. The
RWA was then adopted for the calculation of polari-
tonic energies and WFs. Combining the gradients of
isolated molecules and polaritonic WFs, the forces on
polaritonic PESs and NAC between different polaritonic
states are analytically calculated, which allows us to sim-
ulate the NAMD in the presence of light-matter inter-
action on-the-fly. The resulting NAMD formalisms, in-
cluding Mean-field Ehrenfest dynamics and the FSSH al-
gorithms, are almost the same as their respective coun-
terparts for bare molecules except the energies, forces,
and NAC are dressed by the light-matter interactions.
The FSSH scheme of NAMD for strong light-matter in-
teraction is implemented in the semiempirical NEXMD
code.63 Our work thus provides an efficient approximate
framework for the modeling of polaritonic chemistry in
realistic molecular systems. The proposed methodology
is exemplified for cis-trans isomerization of stilbene to
demonstrate its utility in controlling photochemistry.
Our NAMD simulations of photoisomerization in stil-
bene have shown that the strong coupling of a single
molecule to a confined photon mode can strongly affect
the PES landscape and therefore alter the photochemi-
cal processes. Our numerical simulations indicate that,
by tuning the cavity properties including photon ener-
gies and light-matter coupling strengths, the cis-trans
reaction can be suppressed. It should be noted that our
result for stilbene isomerization without cavity is con-
sistent with experimental findings.52 Furthermore, our
result for isomerization with polaritonic states is con-
sistent with the one-dimensional quantum non-adiabatic
dynamics simulations.32 This agreement provides addi-
tional validation of our MQC method for the modeling
of polaritonic chemistry. Moreover, the non-adiabatic re-
laxation rates are also altered due to the fact that the
relaxation pathway is modified by the polaritonic PESs.
Our stilbene testbed system and simulations were delib-
erately chosen to demonstrate control of photochemistry
through modifications of molecular PESs due to strong
light-matter interactions. Additional tunability is pos-
sible through variability of NAC values, modification of
reaction kinetics, modulation of photoexcited pathways,
coherent phenomena,77 etc. Here such a tool as NEXMD,
providing detailed atomistic information, is particularly
helpful for predicting and exploring conceivable physical
processes. Ultimately, our methodology has the potential
to pave the way for systematic design and optimization
of photonic or plasmonic cavities to selectively tune pho-
tochemical reactions.
The recent achievement of strong coupling at the
single-molecule level implies the single-molecule manipu-
lation.16 On the other hand, many experiments on strong
coupling with organic molecules have explored the collec-
tive behaviors in which M molecules coherently interact
with a single photon mode. According to the TC model,
M identical molecules interacting with a single mode can
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lead to an enhancement of the Rabi frequency by a fac-
tor of
√
M . The collective behavior is not described in
this work but it can be readily simulated by including
more than one molecule in the simulation. However, it
should be noticed that M molecules cannot be exactly
identical in realistic conditions due to the thermal fluc-
tuation. For M identical molecules, many interesting fea-
tures have been found in previous works, including single
excitation induced collective photochemical reactions.59
But the effect of the thermal fluctuation in a realistic
M -molecule ensemble may reduce the collective behavior
to some extent, which will be explored in future works.
Furthermore, the plasmonic cavity suffers from strong
dissipations. As a result, the polaritonic states are also
subject to significant dissipations. The dissipation of po-
laritonic states may limit the applications in photochem-
istry. In the framework of open quantum systems, the
dissipation can be taken into account by introducing ad-
ditional dissipative terms to Eqs. 19 or 21 to account for
the photon losses in the cavity, which should be explored
in future works.
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APPENDIX
I. DERIVATIVE OF TRANSITION DIPOLE
The transition dipole between the ground state and ith
excited state is65
µi =
∑
µν
〈µ|R|ν〉ξi,νµ (A1)
where ξi is the transition density matrix.65 The tran-
sition density matrix and excited state energies Ωi are
calculated from the Liouville equation
Lξi = Ωiξi (A2)
where the action of Liouville operator on ξi is
60
Lξi = [h(ρ0), ξi] + [V (ξi), ρ0] (A3)
where h(ρ0) = t + V (ρ0) is the Fock matrix and V
the Coulomb-exchange electronic operator, and ρ0 is the
ground state density matrix.
According to Eq. A1, the derivative of the transition
dipole reads
∂µi
∂Ra
=
∑
µν
[
∂〈µ|R|ν〉
∂Ra
ξi,νµ + 〈µ|R|ν〉∂ξi,νµ
∂Ra
]
(A4)
Following the derivation in Ref. 65, the derivative of tran-
sition density is obtained by applying ∂/∂x to Eq. A3,
i.e.,
(L − Ωi) ξxi = −(Lx − Ωxi )ξi. (A5)
where ξxi denotes
∂ξi
∂x . The right-hand side of above equa-
tion is assumed to be known and will be denoted Cxi
which can be directly computed. According to the defi-
nition of L operator, Lxξi can be rewritten as
Lxξi = [hx, ξi] + [V (ρx0), ξi] + [V x(ξi), ρ0] + [V (ξi), ρx0 ]
Hence, Cxi can be rewritten as
Cxi =− [hx, ξi]− [V x(ξi), ρ0]− [V (ρx0), ξi]
− [V (ξi), ρx0 ] + Ωxi ξi. (A6)
The analytical derivatives of Fock matrix hx, Coulomb-
exchange matrix V x, and bare excited-state energies Ωxi
can be easily calculated in TDSCF methods.61,63 Since
the ground state density matrix commutes with Fock ma-
trix, i.e., [h(ρ0), ρ0] = 0, the ρ
x
0 can be readily calculated
from
[h(ρ0), ρ
x
0 ] = −[hx, ρ0] (A7)
by employing the iterative Bi-Conjugate Gradient Sta-
bility (BICGStab) method.92 After ρx0 is calculated, C
x
i
is known. Then ξxi can be calculated from the Eq. A5 by
the BICGStab method.
II. DERIVATION OF NAC
A. NAC without light-matter interaction
The definitions of non-adiabatic coupling vector
(NACR) and time-dependent non-adiabatic coupling
(NACT) are70
dkl =〈ψk(R)|∇Rψl(R)〉
R˙ · dkl =〈ψk(t)|∇tψl(t)〉, k 6= l (A8)
According to the definition of NAC (either NACR or
NACT), the derivative of the WF with respect to time
or the nuclear coordinate is required. Since NACT and
NACR have similar structure, their derivations share the
same procedure. We denote the time or nuclear coordi-
nates as x, then we can calculate the NAC by perturbing
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the molecular Hamiltonian by introducing a small dis-
placement ∆ for a given coordinate x. According to the
perturbation theory, the perturbed Hamiltonian can be
expressed in the first order as
Hˆ(x+ ∆) = Hˆ(x) +
∂Hˆ
∂x
∆ + o(∆2). (A9)
Consequently, the standard perturbation theory can be
applied to get the first-order approximations to the eigen-
values Ek(x + ∆) and eigenvectors |ψk(x + ∆)〉 of the
perturbed Hamiltonian H(x+ ∆).
Ek(x+ ∆) = Ek(x) + 〈ψk(x)|∂Hˆ
∂x
|ψk(x)〉∆ + o(∆2).
(A10)
This can also be immediately used to calculate the deriva-
tive of the eigenvalue itself
∂Ek(x)
∂x
= lim
∆→0
Ek(x+ ∆)− E(x)
∆
= 〈ψk(x)|∂Hˆ
∂x
|ψk(x)〉,
(A11)
which is consistent with Hellmann-Feynman theorem.93
The same argument can be used to calculate the deriva-
tive of the WF as well. The first-order correction to the
WF is
|ψk(x+∆)〉 = |ψk(x)〉+∆
∑
j>0;j 6=k
|ψj(x)〉 〈ψj(x)|∂Hˆ/∂x|ψk(x)〉
Ek(x)− Ej(x) .
(A12)
Consequently, the derivative of WF can be written as
∂|ψk(x)〉
∂x
= lim
∆→0
|ψk(x+ ∆)〉 − |ψk(x)〉
∆
=
∑
j 6=k
|ψj(x)〉 〈ψj(x)|∂Hˆ/∂x|ψk(x)〉
Ek(x)− Ej(x) . (A13)
Therefore, the NAC is94
〈ψk(x)|∇xψl(x)〉 = 〈ψk(x)| ∂
∂x
|ψl(x)〉
= 〈ψk(x)|
∑
j 6=l
|ψj(x)〉 〈ψj(x)|∂Hˆ/∂x|ψl(x)〉
El(x)− Ej(x)
=
〈ψk(x)|∂Hˆ/∂x|ψl(x)〉
El(x)− Ek(x) , k 6= l. (A14)
Introducing a basis set, with the corresponding Fermionic
creation and annihilation operators c†n and cn, the deriva-
tive of the molecular Hamiltonian can be written in
terms of the creation and annihilation operators, ∂Hˆ∂x =∑
µν h
x
µνc
†
µcν . Thus, the NACT can be rewritten as
66
Akl ≡ R˙ · dkl = Tr[ρklh
t]
Ek(t)− El(t) , k 6= l, (A15)
where ht is the time derivative of Fock matrix calculated
by
ht = lim
∆→0
h(t+ ∆t/2)− h(t−∆t/2)
∆t
, (A16)
and (ρik)µν = 〈ψi|c†µcν |ψk〉 denotes the one-electron tran-
sition density matrix. The time-dependent Hatree-Fock
(TDHF) method is employed to calculate the matrix ele-
ment of the one-electron transition density matrix.95 The
expression of NAC involving ground state is even simpler
and only require the knowledge of (ρi0)µν = 〈i|c†µcν |0〉 =
(ξi)µν and (ρ0i)µν = 〈0|c†µcν |i〉 = (ξ†i )µν .65 Consequently,
Ai0 =
Tr[ξih
t]
Ei
, A0i = −Tr[ξ
†
i h
t]
Ei
, (A17)
The matrices {ξi} are obtained from the CIS technique.85
The transition density matrices between excited states,
ρik, can also be expressed in terms of the CIS.
B. NAC with strong light-matter interaction
When strong light-matter interaction is present, the
excited states and corresponding WFs are altered. Con-
sequently, the NAC is modified by the strong light matter
interaction. The NAC with strong light-matter interac-
tion is
dKL = 〈ΨK |∇R|ΨL〉 = 〈ΨK(t)|Hˆ
R|ΨL(t)〉
EL(t)− EK(t) . (A18)
Because the polaritonic states are related to the bare
states as
|ΨK〉 =
N∑
i=0
βKj |ψj〉 (A19)
The NACT between polaritonic states is
〈ΨK |HˆR|ΨL〉 =
(
N∑
i=0
β∗,Ki 〈ψi|
)
HR|
 N∑
j=0
βLj 〈ψj |

=
N∑
i,j=0
β∗,Ki β
L
j Tr[ρijh
R] (A20)
Substituting the above equation, Eq. A20, into Eq.A18
gives the NAC for strong light-matter interaction.
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