A weighted quadrature rule of interpolatory type is represented as using the q-binomial theorem. We give an error analysis for the introduced formula and finally we illustrate its application with a few numerical examples.
Introduction
Let us start our discussion with a general (n + 1)-point weighted quadrature formula of the form (1.1) where w(x) is a positive weight function on [a, b] , {x k } n k=0 and {w k } n k=0 are nodes and weight coefficients, respectively, and [f ] is the corresponding error. Let P d be the set of algebraic polynomials of degree at most d. The quadrature formula (1.1) has degree of exactness d if for every p ∈ P d we have R n+1 (p) = 0. In addition, if R n+1 (p) ̸ = 0 for some p ∈ P d+1 , formula (1.1) has precise degree of exactness d.
The convergence order of quadrature formula (1.1) depends on the smoothness of the function f , as well as on its degree of exactness. It is well known that for given n + 1 mutually different nodes {x k } n k=0 we can always achieve a degree of exactness d = n by interpolating at these nodes and integrating the interpolation polynomial instead of f . Namely, taking the node polynomial
by integrating the Lagrange interpolation formula
, k = 0, 1, . . . , n, we obtain (1.1), with
and
Notice that for each f ∈ P n , we have r n+1 (f ; x) = 0, and therefore R n+1 (f ) = 0. [3] [4] [5] [6] ).
In this paper we consider a kind of interpolatory quadratures with geometric distribution of nodes. The paper is organized as follows. In Section 2, we consider the geometric nodes
in the (n + 1)-point quadrature formula (1.1) and by a new computational technique we explicitly find the general form for the coefficients {w k } n k=0 , together with the error term R n+1 [f ] . In Section 3, we give an error analysis for such quadrature formulae and obtain an explicit form of the error bounds corresponding to the weight function w(x) = 1. Finally, in the last section, we examine the weighted quadrature rule with geometric nodes in solving some definite integrals.
Weighted quadrature rules with geometric nodes
To establish weighted quadrature rules with geometric nodes, instead of the Lagrange interpolation we consider the Newton interpolation formula [1, pp. 96-1001] at the nodes 0
. . , x n ] respectively denote divided differences, and r n+1 (f ; x) is the corresponding error
where the node polynomial Ψ n+1 (x) is defined in (1.2). Furthermore, if f ∈ C n+1 [a, b] this error can be expressed in the form
Precisely, the point ξ (x) is strictly between the smallest and largest of the points
Using Newton interpolation formula, we can directly obtain the coefficients {w i } n i=0 in the weighted quadrature rules with the geometric nodes. For this purpose, we first assume in (2.1)
According to the Cauchy q-binomial theorem [7] we have
If x = t/a and q → 1/q, then (2.2) reduces to
On the other hand, since
the polynomials (2.3) are eventually transformed to
where n = 1, 2, . . . , and G 0 (x) = 1.
By using (2.3) one can easily find out that 
into Newton interpolation formula (2.1) to get
where
Multiplying by w(x) and then integrating from both sides of (2.
This formula can still be simplified if one uses the general identity
is the derivative of the node polynomial Ψ n+1 (x) at x = x k . Therefore, summation on the right hand side of (2.6) is simplified as
Consequently, to compute the coefficients of the quadrature rule
we finally obtain
(2.9)
In this way we have just proved the following statement: given by (2.10) can be also obtained from the following system of linear equations
which is equivalent to the following Vandermonde matrix system of equations
The system has the unique solution because the Vandermonde matrix for the mutually different nodes
b/a > 0, is non-singular. However, such a matrix is ill-conditioned because its condition number increases significantly with n, and therefore this method for determining coefficients {w i (a, q)} n i=0 is not applicable for n sufficiently large.
Error analysis
By referring to the shape of quadrature (2.7) one can find an error bound for it in the class of functions from C n+1 [a, b] .
First, according to Theorem 2.1, we have
But, since G n+1 (x) is decomposable, the integral of the right hand side of (3.1), i.e.,
can directly be computed. For this purpose, two odd and even cases should be considered for n.
If in the first case n is odd (say n = 2m + 1) then the mentioned integral is computed as
Similarly for n = 2m we have
Combining these two latter equalities, we finally obtain
In a special case for w(x) = 1 we get the following explicit formula
Applications
In order to illustrate the application of our quadrature formula with geometric distribution of nodes, we consider two examples. Table 4 .1. Evidently, the fastest convergence is for analytic (holomorphic) functions (exponential and trigonometric functions), and the slowest convergence is for the function 1/x, because of the influence of its singularity at the origin. 
Case 3. f (x) = e −x , w(x) = log x. Applying the corresponding quadrature for n = 5, 10, 15, and 20, we obtain results I n with absolute errors e n = |I − I n |, which are presented in Table 4 .2.
As we can see the best results are obtained in the third case. It is quite clear because in that case we have an integration of the exponential function, which is an entire function (holomorphic over the whole complex plane). Even taking double interval of integration, i.e., Table 4 .2). In other cases the integrand has a logarithmic behavior and therefore the convergence is significantly slower.
