We present a simple analytic bound on the quantum value of general correlation type Bell inequalities, similar to Tsirelson's bound. It is based on the maximal singular value of the coefficient matrix associated with the inequality. We provide a criterion for tightness of the bound and show that the class of inequalities where our bound is tight covers many famous examples from the literature. We describe how this bound helps to construct Bell inequalities, in particular inequalities that witness the dimension of the measured observables.
FIG. 1. Illustration of a bipartite
Bell experiment. The source prepares the state ρ and distributes one subsystem to each party. Each party i can choose between M i different measurement settings (A i (x i ), x i = 1, ...M i ). Multiplying the two results of both parties, which are +1 or −1, and repeating the experiment many times gives the expectation value E(x 1 , x 2 ). Bounds on linear combinations of E(x 1 , x 2 ) for different x 1 and x 2 are discussed in the text.
value of the product of the measurement results of both parties in setting x 1 of party 1 and setting x 2 of party 2 is denoted by E(x 1 , x 2 ). In any local and realistic theory the inequality
holds, where g x 1 ,x 2 are real coefficients of a matrix g and B is the corresponding local hidden variable bound. It can be obtained by maximizing over all possible local realistic expectation values E lr (x 1 , x 2 ) = a 1 (x 1 )a 2 (x 2 ), where a i (x i ) = ±1 is the measurement result in setting x i of party i. Throughout this paper we are interested in similar bounds T on the quantum value Q, Q := max
where E(x 1 , x 2 ) = tr (ρA 1 (x 1 ) ⊗ A 2 (x 2 )) is the expectation value predicted by quantum theory. If the quantum value Q violates Ineq.
(1), i.e. Q > B, we call Ineq.
(1) a Bell inequality. We now derive an upper bound T on the quantum value Q using the singular value decomposition of the coefficient matrix g (see Eq.
(1)). For any real M 1 × M 2 -matrix g we define an orthogonal M 1 × M 1 -matrix V, a diagonal M 1 × M 2 -matrix S , containing the singular values, and an orthogonal M 2 × M 2 -matrix W, such that We use the convention of nonincreasing order on the diagonal of S . The matrices V and W are uniquely defined up to unitary operations on spaces associated with degenerate singular values. The maximal singular value S 11 will be written as ||g|| 2 , the spectral norm of g, which is defined as ||g|| 2 = max x,| x|=1 |g x|. The multiplicity of ||g|| 2 , i.e. the dimension of the corresponding space, is denoted by d. We will also use the truncated singular value decomposition associated with the maximal singular value only. In this case the matrices are denoted Fig. 2 for an illustration of the dimensions of the involved matrices. With these definitions we can formulate the quantum bound for inequality (1). 
For real coefficients g x 1 ,x 2 the bound
holds, where ||g|| 2 is the maximal singular value of g.
Proof.
As the maximal value of the Bell inequality is achieved by a pure state, it is sufficient to focus on these. The basic idea is to use a well-known result of Tsirelson [16] to map physical observables to real vectors and bound the resulting expression using their length and the maximal singular value of g. In order to prevent confusion, the notation of Tsirelson's theorem is adopted to the one used here.
Theorem (Tsirelson [16] such that for all settings x 1 ∈ {1, ..., M 1 } and x 2 ∈ {1, ..., M 2 } the expectation value can be written as
This theorem ensures one can write
where we introduced the vectors
The relation between these vectors and the matrices V and W from the singular value decomposition of g will become clear in Theorem 2. From Eq. (7) we see, that Q can be bounded by use of the maximal singular value of (g ⊗ 1 M 1 +M 2 ), which is the same as the maximal singular value of g, and the length of V and W. Because the v i and w j are normalized vectors, the lengths of V and W are √ M 1 and √ M 2 , respectively. This finishes the proof.
The bound in Theorem 1 holds for any inequality given by an arbitrary real matrix g. But so far we did not discuss the quality of the bound and indeed not for all matrices g the bound is achievable (see example 6 in Appendix C). In the next theorem we give a necessary and sufficient condition for tightness of our bound. 
if and only if the system of equations bound, the inequality (1) cannot be violated and thus it is no Bell inequality (see Fig. 3(b) ). An algorithm solving Eqs. (11) and (12) 
3 ) is described in Appendix B. From the real vectors v i and w j the observables can be obtained using representants of a Clifford algebra, see [17] . In the following we provide two sufficient criteria for Ineq. (5) being tight.
and
then the bound is tight.
Proof. The matrix α = (11) and (12) .
A second corollary treats the special case when g is a square matrix and all singular values are the same.
Proof. Due to the orthogonality of V and W, α = 1 d solves the system of equations (11) and (12) .
An application of this corollary is illustrated in the following example. 
are considered in [38] , where for k = 2 an upper bound of 4 √ 10 for the quantum value is given. Ineq. (5) improves this bound to T = 8, which coincides with the local realistic bound B. Note that Corollary 2 states, that the bound T (k) = 2 3k/2 is tight for all k. It can be easily seen, that for all even k, the classical value coincides with the quantum bound, i.e. the inequality is no Bell inequality. For odd k numerical evidence indicates, that the violation vanishes. Therefore we do not expect the violation to reach Q/B = √ 3 in the limit of large k, different to the conjecture in [38] . A value of Q/B = √ 3 would be near the maximal violation (Grothendieck's constant) for any bipartite full correlation Bell experiment [39] . Please note that the well-known CHSH inequality is incorporated as the special case with k = 1.
Several more examples are given in Appendix C, amongst them the famous CHSH inequality [3] (example 5) and inequalities by Braunstein and Caves [5] (example 8), Vertesi and Pál [7] (example 7), Gisin [9] (example 9) and Fishburn and Reeds [39] (example 10).
The presented method can be generalized to more than two parties. All n-party Bell inequalities considered here are of the form
Each party i receives a subsystem from the source and measures it in a setting x i ∈ {1, 2, ..., M i }. Suppose a time order such that all but the first two parties do this before party one and two. Then the setup is exactly the same as considered before, where the bipartite state is obtained by tracing out parties three to n. Formalizing this one sees that
with
Here g * , * ,x 3 ,...,x n denotes the matrix found in the nth-order tensor g by fixing all but the first two indices. In general labeling different parties as 1 and 2 leads to different values of the bound.
Example 2 (Mermin-Inequality). The Mermin-Inequality is given by coefficients
Eq. (18) gives the bound
which is achievable with a GHZ-state [4] . Thus the bound is tight for this family of inequalities.
The insights on the mathematical structure gained above help to construct new Bell inequalities. We focus on the minimal dimension of the involved observables required for the maximal violation. The dimension d of the real vectors v i and w j is linked to the dimension of the corresponding observables D. Due to the explicit construction of observables in Ref. [17] , we know that
is possible, while it is also known [28] , that
is necessary. We construct g such that Eqs. (11) and (12) are fulfilled for some matrix α with rank d. This implies that the maximal violation can be achieved using d-dimensional real vectors v i and w j . If in some experiment only qubits (D = 2) are available, then one can construct Bell inequalities with d ≤ 3, assuring that the maximal violation is within the scope of this experiment. This can be done by explicitly constructing the singular value decomposition of g, e.g.
where V and W are unitary matrices, such that the conditions of Theorem 2, Corollary 1 or Corollary 2 are fulfilled.
Example 3 (Inequality for qubits). Consider the Bell inequality corresponding to a matrix g given by Eq. (23) for
By construction, the maximal quantum value is Q = 8, while B = 4 √ 2 is the maximum achievable value within local hidden variable theories. From Eq. (23) we know that d = 3 and the maximal violation is achievable with qubits. Note that the singular value S 44 = 1 needs only to be smaller than ||g|| 2 = 2, i.e. it can also be chosen to be 0.
Furthermore one might be interested in constructing Bell inequalities that cannot be violated by systems with dimension smaller than some chosen dimension. Such Bell inequalities are a recent development called dimension witnesses [7, [28] [29] [30] [31] [32] [33] . Here the unitary matrices V and W are constructed such that a rank d solution α exists, but not a rank d − 1 solution. We can assume α to be a symmetric d (11) or (12), determine α and thus also it's rank to be d. Note that the rows of both V d and W d form this set of vectors. The following simple construction illustrates this method.
Example 4 (Random Dimension Witness). Given d ∈ N greater or equal two, let k = (d −1)/2 +1 and U i , i ∈ {1, .., k}, be random unitary d × d matrices. The inequality with coefficients given by the following kd × d-matrix
corresponds to a Bell inequality. Note that the truncated singular value decomposition of g can be read from Eq. (26) as
value Q = kd is achievable (Cor. 1). With probability one, the kd measurement directions of party one and the d measurement directions of party two uniquely define a d-dimensional ellipsoid. Note that due to the orthogonality of U i , more than d(d + 1)/2 measurement directions are used. Observables corresponding to real vectors spanning a space with dimension smaller than d do not suffice to observe a maximal violation of such a Bell inequality and therefore it can be used as a dimension witness. The number of measurement settings needed to witness dimension d with this method is only O(d 2 ), while it is O(2 d ) for the witness proposed in [7] , see example 7 in Appendix C.
In conclusion we introduced an approach for calculating upper bounds on the quantum value of correlation type Bell inequalities. Computing the bound only requires the principal singular value of the coefficient matrix. We described how the tightness of the bound can be tested. If the bound is reachable, which we find in several important examples, this method leads to optimal observables in a natural way. Reversely, we showed how understanding the optimality conditions for our bound allows to construct Bell inequalities with chosen properties, in particular properties of optimal observables, including their dimension. The tools developed here may be useful to construct Bell inequalities with stronger violations than the known inequalities for this scenario. Amongst other advantages, this may help to close the detection loophole in Bell test experiments. Furthermore, an improved generalization of the bound for three and more parties is possibly of avail. We want to find the solution α to the system of equations
It is convenient to rewrite these equations as
where X = αα T is unknown and
is a (M 1 + M 2 ) × d matrix containing all the vectors A i, * which will be normalized after application of α T (if possible). Eq. (B3) restricts X on the space spanned by these vectors. Unaffected by their linear dependence, the unknown X in Eq. (B3) can be defined via it's action on these vectors,
wherec i,k is real. If A i, * and A k, * are perpendicular, then we can choosec i,k = 0. Thus we use the form
and Eq. (B5) becomes
from which we can read X. This has to be the same X for every equation in the system of equations (B3), i.e. c i,k = c k .
We have
Inserting this into Eq. (B3) gives for all i
Here we introduced the projector P = AA T . We also introduce the matrix Q, which is P componentwise squared, i.e. Q i j = P 2 i j , and the vector 1, where every component is one. Then Eq. (B13) can be written as
This equation is solvable if and only if
where Q − is the pseudoinverse of Q. Then all solutions to this equation are given by
with y ∈ R M 1 +M 2 . Here we marked the y-independent and y-dependent part of c. Inserting into Eq. (B10) gives a yindependent part and a y-dependent part of X, i.e.
The vector c y = (1 − Q − Q) y lies in the kernel of Q. Therefore
This implies that X y = 0 and thus X = X 0 is uniquely defined by Eq. (B3) and Eq. (B6). We obtain a solution α with αα
It is possible, that X is not semipositive, in which case there is no real solution α.
The described algorithm contains a singular value decomposition, the calculation of a pseudoinverse and a square root of a matrix, as well as several matrix multiplications. The runtime complexities of all of these operations are asymptotically upper bounded by the matrix dimension to the power of three [40] . Therefore the runtime complexity of this algorithm is O((M 1 + M 2 ) 3 ). A summarized pseudo code version of the described algorithm follows.
follows. Construct a k(k−1)×k-matrix F k , which rows constitute all vectors of the form (0, ..., 0, −1, 0, ..., 0, 1, 0, ..., 0) and (0, ..., 0, 1, 0, ..., 0, 1, 0, ..., 0). The Bell inequality is given by coefficients
By construction, g = F k F T k fulfills the conditions of Corollary 1. The diagonal modification changes the singular values, without changing their order. Therefore also g fulfills the conditions of Corollary 1. Because the maximal singular value is 2(k − 1) − 4/3, the maximal quantum value is Q = T = (2(k − 1) − 4/3)k(k − 1), which is the value derived in the reference. The first k for which Q/B > √ 2 is k = 5, where Q/B = 10 7 ≈ 1.42857. For k = 5, the explicit form of g is 
