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Resumo
Sistemas imunolo´gicos artificiais (SIAs) e modelos gra´ficos probabilı´sticos sa˜o duas importantes
te´cnicas para a construc¸a˜o de sistemas inteligentes e teˆm sido amplamente exploradas por
pesquisadores das mais diversas a´reas, tanto no aspecto teo´rico quanto pra´tico. Entretanto, geralmente
o potencial de cada te´cnica e´ explorado isoladamente, sem levar em considerac¸a˜o a possı´vel
cooperac¸a˜o entre elas. Como uma primeira contribuic¸a˜o deste trabalho, e´ proposta uma metodologia
que explora as principais vantagens dos SIAs como ferramentas de otimizac¸a˜o voltadas para
aprendizado de redes bayesianas a partir de conjuntos de dados. Por outro lado, os SIAs ja´ propostos
para otimizac¸a˜o em espac¸os discretos e contı´nuos correspondem a meta-heurı´sticas populacionais
sem mecanismos para lidarem eficientemente com blocos construtivos, e tambe´m com poucos
recursos para se beneficiarem do conhecimento ja´ adquirido acerca do espac¸o de busca. A segunda
contribuic¸a˜o desta tese e´ a proposic¸a˜o de quatro algoritmos que procuram superar estas limitac¸o˜es, em
contextos mono-objetivo e multiobjetivo. Sa˜o substituı´dos os operadores de clonagem e mutac¸a˜o por
um modelo probabilı´stico representando a distribuic¸a˜o de probabilidades das melhores soluc¸o˜es. Em
seguida, este modelo e´ empregado para gerar novas soluc¸o˜es. Os modelos probabilı´sticos utilizados
sa˜o a rede bayesiana, para espac¸os discretos, e a rede gaussiana, para espac¸os contı´nuos. A escolha
de ambas se deve a`s suas capacidades de capturar adequadamente as interac¸o˜es mais relevantes
das varia´veis do problema. Resultados promissores foram obtidos nos experimentos de otimizac¸a˜o
realizados, os quais trataram, em espac¸os discretos, de selec¸a˜o de atributos e de ensembles para
classificac¸a˜o de padro˜es, e em espac¸os contı´nuos, de func¸o˜es multimodais de elevada dimensa˜o.
Palavras-chave: sistemas imunolo´gicos artificiais, redes bayesianas, redes gaussianas, otimizac¸a˜o
em espac¸os discretos e contı´nuos, otimizac¸a˜o mono-objetivo e multiobjetivo.
i
Abstract
Artificial immune systems (AISs) and probabilistic graphical models are two important techniques
for the design of intelligent systems, and they have been widely explored by researchers from
diverse areas, in both theoretical and practical aspects. However, the potential of each technique
is usually explored in isolation, without considering the possible cooperation between them. As a
first contribution of this work, it is proposed an approach that explores the main advantages of AISs
as optimization tools applied to the learning of Bayesian networks from data sets. On the other hand,
the AISs already proposed to perform optimization in discrete and continuous spaces correspond to
population-based meta-heuristics without mechanisms to deal effectively with building blocks, and
also having few resources to benefit from the knowledge already acquired from the search space. The
second contribution of this thesis is the proposition of four algorithms devoted to overcoming these
limitations, both in single-objective and multi-objective contexts. The cloning and mutation operators
are replaced by a probabilistic model representing the probability distribution of the best solutions.
After that, this model is employed to generate new solutions. The probabilistic models adopted are
the Bayesian network, for discrete spaces, and the Gaussian network, for continuous spaces. These
choices are supported by their ability to properly capture the most relevant interactions among the
variables of the problem. Promising results were obtained in the optimization experiments carried
out, which have treated, in discrete spaces, feature selection and ensembles for pattern classification,
and, in continuous spaces, multimodal functions of high dimension.
Keywords: artificial immune systems, Bayesian networks, Gaussian networks, optimization in
discrete and continuous domains, single-objective and multi-objective optimization.
iii
Trabalhos publicados pelo autor
1. CASTRO, P. A. D.; VON ZUBEN, F. J. Multi-objective Bayesian Artificial Immune System:
Empirical Evaluation and Comparative Analyses. Journal of Mathematical Modelling and
Algorithms, vol. 8, pp. 151-173, 2009.
2. CASTRO, P. A. D.; VON ZUBEN, F. J. BAIS: A Bayesian Artificial Immune System for the
effective handling of building blocks. Information Sciences, vol. 179, pp. 1426-1440, 2009.
3. CASTRO, P. A. D.; VON ZUBEN, F. J. Multi-objective Feature Selection Using a Bayesian
Artificial Immune System. International Journal of Intelligent Computing and Cybernetics (no
prelo).
4. CASTRO, P. A. D.; DE FRANC¸A, F. O.; FERREIRA, H. M.; COELHO, G. P.; VON ZUBEN,
F. J. Query Expansion Using an Immune-Inspired Biclustering Algorithm. Natural Computing
(no prelo).
5. CASTRO, P. A. D.; VON ZUBEN, F. J. Learning Bayesian Networks to Perform Feature
Selection. Proceedings of the 2009 International Joint Conference on Neural Networks, June
14-19, pp. 467-473, 2009.
6. CASTRO, P. A. D.; VON ZUBEN, F. J. MOBAIS: A Bayesian Artificial Immune System for
Multi-objective Optimization. Proc. of the 7th International Conference on Artificial Immune
System. Lecture Notes in Computer Science, Springer, vol. 5132, pp. 48-59, 2008.
7. CASTRO, P. A. D.; VON ZUBEN, F. J. Feature Subset Selection by means of a Bayesian
Artificial Immune System. Proceedings of the 8th Conference on Hybrid Intelligent Systems,
pp. 561-566, 2008.
8. CASTRO, P. A. D.; DE FRANC¸A, F. O.; FERREIRA, H. M.; VON ZUBEN, F. J. Applying
Biclustering to Perform Collaborative Filtering. Proc. of the 7th International Conference on
Intelligent Systems Design and Applications, pp. 421-426, 2007.
9. CASTRO, P. A. D.; DE FRANC¸A, F. O.; FERREIRA, H. M.; VON ZUBEN, F. J. Applying
Biclustering to Text Mining: An Immuno-Inspired Approach. Proc. of the 6th International
Conference on Artificial Immune System, Lecture Notes in Computer Science, Springer, vol.
4628, pp. 83-94, 2007.
10. CASTRO, P. A. D.; DE FRANC¸A, F. O.; FERREIRA, H. M.; VON ZUBEN, F. J.
Evaluating the Performance of a Biclustering Algorithm Applied to Collaborative Filtering: A
v
Comparative Analysis. Proceedings of the 7th International Conference on Hybrid Intelligent
Systems, pp. 65-70, 2007.
11. CASTRO, P. A. D.; VON ZUBEN, F. J. Bayesian Learning of Neural Networks by Means
of Artificial Immune Systems. Proceedings of the IEEE World Congress on Computational
Intelligence, pp. 9885-9892, 2006.
12. LIMA, C. A. M.; CASTRO, P. A. D.; COELHO, A. L. V.; JUNQUEIRA, C.; VON ZUBEN, F.
J. Controlling Nonlinear Dynamic Systems with Projection Pursuit Learning. Proceedings of
the 3rd IEEE International Conference on Intelligent Systems, pp. 332-337, 2006.
13. CASTRO, P. A. D.; COELHO, G. P.; CAETANO, M. F.; VON ZUBEN, F. J. Designing
Ensembles of Fuzzy Classification Systems: An Immune-Inspired Approach. Proceedings of
the 4th International Conference on Artificial Immune Systems, Lecture Notes in Computer
Science, Springer, vol. 3627, pp. 469-482, 2005.
14. COELHO, G. P.; CASTRO, P. A. D.; VON ZUBEN, F. J. The Effective Use of Diverse Rule
Bases in Fuzzy Classification. Anais do VII Congresso Brasileiro de Redes Neurais, pp. 1-6,
2005.
15. CASTRO, P. A. D.; VON ZUBEN, F. J. An Immune-Inspired Approach to Bayesian Networks.
Proceedings of the 5th International Conference on Hybrid Intelligent Systems, pp. 23-28,
2005.
vi
Suma´rio
Lista de Figuras xi
Lista de Tabelas xv
Lista de Algoritmos xvii
Lista de Acroˆnimos xix
1 Introduc¸a˜o 1
1.1 Fundamentac¸a˜o e Motivac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Objetivos da Pesquisa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Contribuic¸o˜es Alcanc¸adas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Organizac¸a˜o do Texto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Modelos Gra´ficos Probabilı´sticos 7
2.1 Considerac¸o˜es Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Conceitos Ba´sicos de Probabilidade . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Experimento aleato´rio, espac¸o amostral e eventos . . . . . . . . . . . . . . . 8
2.2.2 Como obter a probabilidade de algum evento . . . . . . . . . . . . . . . . . 8
2.2.3 Operac¸o˜es com eventos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.4 Probabilidade condicional e probabilidade conjunta . . . . . . . . . . . . . . 10
2.2.5 Eventos independentes e independeˆncia condicional . . . . . . . . . . . . . 11
2.2.6 Probabilidade Total e Teorema de Bayes . . . . . . . . . . . . . . . . . . . . 12
2.2.7 Varia´vel aleato´ria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.8 Func¸a˜o Massa de Probabilidade e Func¸a˜o Densidade de Probabilidade . . . . 15
2.2.9 Mu´ltiplas varia´veis aleato´rias . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Modelos Gra´ficos Probabilı´sticos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Markov Blanket . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Aprendizado em Modelos Gra´ficos Probabilı´sticos . . . . . . . . . . . . . . . . . . 20
2.5.1 Paradigma baseado em independeˆncia condicional . . . . . . . . . . . . . . 21
2.5.2 Paradigma baseado em busca e pontuac¸a˜o . . . . . . . . . . . . . . . . . . . 21
2.6 Redes Bayesianas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6.1 Me´tricas para avaliar redes bayesianas . . . . . . . . . . . . . . . . . . . . . 23
2.7 Redes Gaussianas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
vii
2.7.1 Me´trica para avaliar redes gaussianas . . . . . . . . . . . . . . . . . . . . . 26
2.8 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Sistemas Imunolo´gicos Artificiais 27
3.1 Considerac¸o˜es Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Sistema Imunolo´gico Natural . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.1 Resposta Imunolo´gica Adaptativa . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Princı´pio da Selec¸a˜o Clonal . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.3 Teoria da Rede Imunolo´gica . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Sistema Imunolo´gico Artificial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Sistemas Imunolo´gicos Artificiais e Blocos Construtivos . . . . . . . . . . . . . . . 36
3.5 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Aprendizado em Redes Bayesianas por meio de Sistemas Imunolo´gicos Artificiais 39
4.1 Considerac¸o˜es Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Aprendizado de Redes Bayesianas por meio de um Sistema Imunolo´gico Artificial . 40
4.2.1 Codificac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.2 Func¸a˜o de aptida˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.3 Clonagem e Mutac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.4 Supressa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.5 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Gerando Redes Bayesianas para Efetuar Selec¸a˜o de Atributos . . . . . . . . . . . . . 45
4.3.1 Descric¸a˜o dos conjuntos de dados . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.3 Redes de consenso . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5 Sistemas Imunolo´gicos Artificiais Baseados em Modelos Gra´ficos Probabilı´sticos 51
5.1 Considerac¸o˜es Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Possı´vel Abordagem para Manipular Blocos Construtivos . . . . . . . . . . . . . . . 52
5.3 Bayesian Artificial Immune System (BAIS) . . . . . . . . . . . . . . . . . . . . . . . 53
5.3.1 Exemplo de aplicac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.4 Gaussian Artificial Immune System (GAIS) . . . . . . . . . . . . . . . . . . . . . . 57
5.5 Otimizac¸a˜o Multiobjetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.6 Multi-Objective Bayesian Artificial Immune System (MOBAIS) . . . . . . . . . . . . 62
5.7 Multi-Objective Gaussian Artificial Immune System (MOGAIS) . . . . . . . . . . . 64
5.8 Caracterizac¸a˜o, plausibilidade imunolo´gica e limitac¸o˜es dos algoritmos . . . . . . . 66
5.9 Trabalhos Relacionados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.9.1 Sem dependeˆncia entre as varia´veis . . . . . . . . . . . . . . . . . . . . . . 67
5.9.2 Dependeˆncia entre pares de varia´veis . . . . . . . . . . . . . . . . . . . . . 68
5.9.3 Mu´ltiplas dependeˆncias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.10 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
viii
6 Experimentos com Ensembles de Redes Neurais 73
6.1 Considerac¸o˜es Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 Ensemble de Redes Neurais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3 BAIS Aplicado na Gerac¸a˜o de Ensembles de Redes Neurais . . . . . . . . . . . . . . 77
6.3.1 Aprendizado das redes neurais . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3.2 Selec¸a˜o de componentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.4 Experimentos Computacionais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4.1 Descric¸a˜o dos conjuntos de dados . . . . . . . . . . . . . . . . . . . . . . . 82
6.4.2 Paraˆmetros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4.3 Desempenho individual das redes neurais . . . . . . . . . . . . . . . . . . . 83
6.4.4 Desempenho dos ensembles . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4.5 Resultados comparativos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.5 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7 Experimentos com Selec¸a˜o de Atributos 93
7.1 Considerac¸o˜es Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.2 Conceitos Ba´sicos em Selec¸a˜o de Atributos . . . . . . . . . . . . . . . . . . . . . . 94
7.2.1 Paradigmas para selec¸a˜o de atributos . . . . . . . . . . . . . . . . . . . . . . 95
7.3 Experimentos Computacionais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.3.1 Descric¸a˜o dos conjuntos de dados . . . . . . . . . . . . . . . . . . . . . . . 98
7.3.2 Selec¸a˜o de atributos usando uma abordagem mono-objetivo . . . . . . . . . 99
7.3.3 Selec¸a˜o de atributos usando uma abordagem multiobjetivo . . . . . . . . . . 109
7.4 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8 Experimentos com Otimizac¸a˜o no Espac¸o Contı´nuo 119
8.1 Considerac¸o˜es Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.2 Otimizac¸a˜o Mono-objetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.2.1 Resultados obtidos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.3 Otimizac¸a˜o Multiobjetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.3.1 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.4 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
9 Concluso˜es e Perspectivas Futuras 131
9.1 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
9.2 Trabalhos Futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Refereˆncias Bibliogra´ficas 135
´Indice Remissivo de Autores 149
ix
Lista de Figuras
2.1 Partic¸a˜o do espac¸o amostral. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Exemplo de varia´vel aleato´ria mapeando cada elemento do espac¸o amostral a um
nu´mero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Gra´fico da func¸a˜o massa de probabilidade para a varia´vel discreta 푋 do Exemplo 2.7. 16
2.4 Gra´fico da func¸a˜o densidade de probabilidade gaussiana. . . . . . . . . . . . . . . . 16
2.5 Exemplo de modelo gra´fico probabilı´stico e a probabilidade conjunta definida por
este modelo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Os no´s em cinza representam o Markov blanket do no´ A. . . . . . . . . . . . . . . . 20
3.1 Estrutura em camadas do sistema imunolo´gico. . . . . . . . . . . . . . . . . . . . . 28
3.2 Linfo´cito B. (a) Destaque para o anticorpo em sua superfı´cie. (b) Anticorpos
reconhecendo um antı´geno. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Princı´pio da selec¸a˜o clonal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Resultado da aplicac¸a˜o de SIAs em otimizac¸a˜o multimodal. Os asteriscos (*)
representam os indivı´duos da populac¸a˜o (anticorpos) ao final da execuc¸a˜o. . . . . . . 35
3.5 Tamanho da populac¸a˜o ao longo das iterac¸o˜es, para as treˆs func¸o˜es. . . . . . . . . . 36
3.6 Exemplo de blocos construtivos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1 Codificac¸a˜o de uma possı´vel soluc¸a˜o candidata. . . . . . . . . . . . . . . . . . . . . 40
4.2 Benchmarks considerados durante os experimentos: (a) ALARM e (b) ASIA. . . . . 42
4.3 Treˆs redes geradas numa u´nica execuc¸a˜o para o benchmark ASIA. . . . . . . . . . . 44
4.4 Rede bayesiana de consenso. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.5 Treˆs redes bayesianas alternativas para o conjunto de dados Wisconsin. . . . . . . . . 50
5.1 Exemplo do uso de um modelo probabilı´stico para gerar novas soluc¸o˜es candidatas. . 53
5.2 SIA usando um modelo probabilı´stico no lugar dos operadores de clonagem e mutac¸a˜o. 54
5.3 Processo iterativo para construc¸a˜o do modelo gra´fico probabilı´stico. . . . . . . . . . 55
5.4 Exemplo do problema Trap-5 para um bloco de 5 bits . . . . . . . . . . . . . . . . . 56
5.5 Representac¸a˜o ilustrativa do espac¸o de decisa˜o em 3 dimenso˜es e o correspondente
espac¸o de objetivos em 2 dimenso˜es. . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.6 Exemplos de resultados em otimizac¸a˜o multiobjetivo (no espac¸o dos objetivos): (a)
va´rias soluc¸o˜es distribuı´das uniformemente e (b) soluc¸o˜es concentradas em algumas
regio˜es. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.7 Exemplo ilustrativo do procedimento de classificac¸a˜o para um problema com 2
objetivos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
xi
5.8 Modelos gra´ficos que consideram dependeˆncia entre pares de varia´veis: (a) MIMIC,
(b) COMIT e (c) BMDA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.9 Modelos gra´ficos que consideram mu´ltiplas dependeˆncias entre as varia´veis: (a)
ECGA, (b) FDA, (c) BOA e EBNA e (d) MN-EDA. . . . . . . . . . . . . . . . . . . 71
6.1 Exemplo ilustrativo do ganho de desempenho de um ensemble em problemas de
classificac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Ensemble de redes neurais. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.3 Exemplo de um anticorpo codificando uma rede neural. . . . . . . . . . . . . . . . . 79
6.4 Rede neural com topologia representada pelo anticorpo da Figura 6.3. . . . . . . . . 79
6.5 Melhor rede neural para o conjunto de dados Pima. . . . . . . . . . . . . . . . . . . 84
6.6 Melhor rede neural para o conjunto de dados Bupa. . . . . . . . . . . . . . . . . . . 84
6.7 Melhor rede neural para o conjunto de dados Ionosphere. Na˜o foram apresentados os
pesos sina´pticos devido ao elevado nu´mero de entradas. . . . . . . . . . . . . . . . . 85
6.8 Bloxpot para os cinco algoritmos junto ao conjunto de dados WDBC. . . . . . . . . 88
6.9 Bloxpot para os cinco algoritmos junto ao conjunto de dados Bupa. . . . . . . . . . . 88
6.10 Bloxpot para os cinco algoritmos junto ao conjunto de dados Ionosphere. . . . . . . . 89
6.11 Bloxpot para os cinco algoritmos junto ao conjunto de dados Pima. . . . . . . . . . . 89
6.12 Bloxpot para os cinco algoritmos junto ao conjunto de dados Sonar. . . . . . . . . . 89
6.13 Bloxpot para os cinco algoritmos junto ao conjunto de dados Card. . . . . . . . . . . 90
6.14 Bloxpot para os cinco algoritmos junto ao conjunto de dados Vote. . . . . . . . . . . 90
6.15 Bloxpot para os cinco algoritmos junto ao conjunto de dados Hepatitis. . . . . . . . . 90
7.1 Exemplo de espac¸o de busca (8 subconjuntos) para um conjunto de 3 atributos.
Cı´rculo pintado indica que o atributo esta´ incluı´do no subconjunto. . . . . . . . . . . 95
7.2 Redes bayesianas geradas por BAIS a partir das soluc¸o˜es candidatas para o conjunto
de dados Pima: (a) iterac¸a˜o 10, (b) iterac¸a˜o 40, (c) iterac¸a˜o 75 e (d) iterac¸a˜o 100. . . 102
7.3 Bloxpot para os quatro algoritmos junto ao conjunto de dados WDBC. . . . . . . . . 105
7.4 Bloxpot para os quatro algoritmos junto ao conjunto de dados Bupa. . . . . . . . . . 106
7.5 Bloxpot para os quatro algoritmos junto ao conjunto de dados Ionosphere. . . . . . . 106
7.6 Bloxpot para os quatro algoritmos junto ao conjunto de dados Pima. . . . . . . . . . 106
7.7 Bloxpot para os quatro algoritmos junto ao conjunto de dados Wine. . . . . . . . . . 107
7.8 Bloxpot para os quatro algoritmos junto ao conjunto de dados Iris. . . . . . . . . . . 107
7.9 Bloxpot para os quatro algoritmos junto ao conjunto de dados Mushroom. . . . . . . 107
7.10 Bloxpot para os quatro algoritmos junto ao conjunto de dados Sonar. . . . . . . . . . 108
7.11 Bloxpot para os quatro algoritmos junto ao conjunto de dados Card. . . . . . . . . . 108
7.12 Bloxpot para os quatro algoritmos junto ao conjunto de dados Vote. . . . . . . . . . . 108
7.13 Bloxpot para os quatro algoritmos junto ao conjunto de dados WDBC. . . . . . . . . 112
7.14 Bloxpot para os quatro algoritmos junto ao conjunto de dados Bupa. . . . . . . . . . 113
7.15 Bloxpot para os quatro algoritmos junto ao conjunto de dados Ionosphere. . . . . . . 113
7.16 Bloxpot para os quatro algoritmos junto ao conjunto de dados Pima. . . . . . . . . . 113
7.17 Bloxpot para os quatro algoritmos junto ao conjunto de dados Wine. . . . . . . . . . 114
7.18 Bloxpot para os quatro algoritmos junto ao conjunto de dados Iris. . . . . . . . . . . 114
7.19 Bloxpot para os quatro algoritmos junto ao conjunto de dados Mushroom. . . . . . . 114
xii
7.20 Bloxpot para os quatro algoritmos junto ao conjunto de dados Sonar. . . . . . . . . . 115
7.21 Bloxpot para os quatro algoritmos junto ao conjunto de dados Card. . . . . . . . . . 115
7.22 Bloxpot para os quatro algoritmos junto ao conjunto de dados Vote. . . . . . . . . . . 115
8.1 Gra´fico da func¸a˜o esfera para duas dimenso˜es. . . . . . . . . . . . . . . . . . . . . . 120
8.2 Gra´fico da func¸a˜o Griewank para duas dimenso˜es. . . . . . . . . . . . . . . . . . . . 120
8.3 Gra´fico da func¸a˜o Rosenbrock para duas dimenso˜es. . . . . . . . . . . . . . . . . . 121
8.4 Gra´fico da func¸a˜o Rastrigin para duas dimenso˜es. . . . . . . . . . . . . . . . . . . . 121
8.5 Gra´fico da func¸a˜o Schwefel para duas dimenso˜es. . . . . . . . . . . . . . . . . . . . 122
8.6 Gra´fico da func¸a˜o Michalewicz para duas dimenso˜es. . . . . . . . . . . . . . . . . . 122
8.7 Gra´fico da func¸a˜o Ackley para duas dimenso˜es. . . . . . . . . . . . . . . . . . . . . 123
8.8 Comparac¸a˜o da fronteira de Pareto gerada pelos quatro algoritmos para o problema
ZDT1: (a) MOGAIS e MIDEA, (b) MOGAIS e MISA e (c) MOGAIS e NSGA-II. . 126
8.9 Comparac¸a˜o da fronteira de Pareto gerada pelos quatro algoritmos para o problema
ZDT3: (a) MOGAIS e MIDEA, (b) MOGAIS e MISA e (c) MOGAIS e NSGA-II. . 127
8.10 Comparac¸a˜o da fronteira de Pareto gerada pelos quatro algoritmos para o problema
ZDT6: (a) MOGAIS e MIDEA, (b) MOGAIS e MISA e (c) MOGAIS e NSGA-II. . 128
xiii
Lista de Tabelas
2.1 Distribuic¸a˜o de probabilidade para a varia´vel 푋 . . . . . . . . . . . . . . . . . . . . . 15
4.1 Resultados comparativos entre os 3 algoritmos, para cada benchmark. . . . . . . . . 43
4.2 Comparac¸a˜o da estrutura das redes obtidas pelos algoritmos com a rede original, para
cada benchmark. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3 Caracterı´sticas dos conjuntos de dados. . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 Resultados comparativos usando todos os atributos e aqueles selecionados pelo SIA. 48
4.5 Resultados comparativos entre SIA e RELIEF-E. . . . . . . . . . . . . . . . . . . . 48
4.6 Resultados comparativos entre SIA e K2휒2. . . . . . . . . . . . . . . . . . . . . . . 49
4.7 Melhor conjunto de atributos encontrado ao longo das 10 execuc¸o˜es do algoritmo. . . 49
6.1 Possı´veis func¸o˜es de ativac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.2 Saı´das para dois classificadores de ı´ndices 푖 e 푚. . . . . . . . . . . . . . . . . . . . 81
6.3 Caracterı´sticas dos conjuntos de dados. . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Desempenho me´dio da melhor rede neural em 30 execuc¸o˜es do algoritmo,
considerando o conjunto de teste. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.5 Desempenho me´dio do ensemble em 30 execuc¸o˜es. . . . . . . . . . . . . . . . . . . 85
6.6 Grau de diversidade entre os componentes dos ensembles. . . . . . . . . . . . . . . . 86
6.7 Taxa de classificac¸a˜o me´dia ao longo de 30 execuc¸o˜es. O nu´mero entre pareˆnteses
indica o nu´mero me´dio de componentes no ensemble. . . . . . . . . . . . . . . . . . 87
7.1 Caracterı´sticas dos conjuntos de dados. . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2 Taxa de classificac¸a˜o me´dia usando validac¸a˜o cruzada de 10 pastas para os dez
conjuntos de dados. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.3 Soluc¸o˜es alternativas de boa qualidade encontradas por BAIS em um u´nica execuc¸a˜o. 101
7.4 Taxa de classificac¸a˜o me´dia obtida por BAIS e RELIEF-E. . . . . . . . . . . . . . . 103
7.5 Taxa de classificac¸a˜o me´dia obtida por BAIS e FSS-EBNA. . . . . . . . . . . . . . . 104
7.6 Taxa de classificac¸a˜o me´dia obtida por BAIS e SIA. . . . . . . . . . . . . . . . . . . 104
7.7 Taxa de classificac¸a˜o me´dia obtida por BAIS e AG. . . . . . . . . . . . . . . . . . . 105
7.8 Resultados obtidos por MOBAIS e a comparac¸a˜o com BAIS. . . . . . . . . . . . . . 110
7.9 Melhor subconjunto de atributos selecionados por MOBAIS para cada conjunto de
dados ao longo das 100 execuc¸o˜es. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.10 Resultados comparativos entre MOBAIS e NSGA-II. . . . . . . . . . . . . . . . . . 111
7.11 Resultados comparativos entre MOBAIS e MISA. . . . . . . . . . . . . . . . . . . . 111
7.12 Resultados comparativos entre MOBAIS e mBOA. . . . . . . . . . . . . . . . . . . 112
xv
7.13 Valores me´dios da me´trica Cobertura de Dois Conjuntos (A ⪯ B) para o conjunto de
dados Sonar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.14 Nu´mero me´dio de soluc¸o˜es na fronteira de Pareto para o conjunto de dados Sonar. . . 117
8.1 Resultados me´dios obtidos por GAIS, GAIS푀 , IDEA e opt-aiNet, para as sete func¸o˜es
em 30 execuc¸o˜es. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.2 Valores para a me´trica Cobertura de Dois Conjuntos (A ⪯ B). . . . . . . . . . . . . . 129
xvi
Lista de Algoritmos
3.1 Sistema Imunolo´gico Artificial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.1 Bayesian Artificial Immune System (BAIS) . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Gaussian Artificial Immune System (GAIS) . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Multi-objective Bayesian Artificial Immune System (MOBAIS) . . . . . . . . . . . . 62
5.4 Ca´lculo da distaˆncia baseado na densidade crowding distance . . . . . . . . . . . . 64
5.5 Multi-objective Gaussian Artificial Immune System (MOGAIS) . . . . . . . . . . . 65
xvii
Lista de Acroˆnimos
AG Algoritmo gene´tico
AIC Crite´rio de Informac¸a˜o do Akaike, do ingleˆs Akaike’s Information Criterion
BIC Crite´rio de Informac¸a˜o Bayesiano, do ingleˆs Bayesian Information Criterion
MDL Comprimento Mı´nimo de Descric¸a˜o, do ingleˆs Minimum Description Length
MLP Perceptron multicamadas, do ingleˆs Multi-layer Perceptron
PLS Amostragem Probabilı´stica Lo´gica, do ingleˆs Probabilistic Logic Sampling
SIA Sistema Imunolo´gico Artificial
xix
Capı´tulo 1
Introduc¸a˜o
Aprendizado de ma´quina e´ uma das principais frentes numa ampla a´rea de pesquisa denominada
inteligeˆncia computacional, sendo caracterizada pelo desenvolvimento de algoritmos heurı´sticos
que combinam aspectos de aprendizado, representac¸a˜o do conhecimento e evoluc¸a˜o para criar, em
computador, mecanismos de processamento de informac¸a˜o mais avanc¸ados.
Como ja´ e´ comum em muitas outras a´reas de Engenharia de Computac¸a˜o, tambe´m em aprendizado
de ma´quina deve-se lidar com uma questa˜o pra´tica desafiadora: na busca de formas mais eficazes para
tratamento de dados e atendimento de crite´rios de desempenho, as pro´prias te´cnicas de aprendizado de
ma´quina, originalmente voltadas para a soluc¸a˜o de certos tipos de problemas computacionais, criam
problemas computacionais de elevada complexidade. Esta tese esta´ voltada para o tratamento de dois
problemas computacionais criados por te´cnicas de aprendizado de ma´quina:
Problema 1: No contexto de infereˆncia probabilı´stica, como obter modelos gra´ficos
probabilı´sticos que melhor explicam as interdependeˆncias de varia´veis de algum processo em estudo,
a partir de dados amostrados?
Problema 2: No contexto de sistemas imunolo´gicos artificiais voltados para a soluc¸a˜o de
problemas de otimizac¸a˜o, como tornar o processo de busca mais eficiente, preservando blocos
construtivos?
Duas particularidades esta˜o envolvidas no tratamento que a tese da´ a esses dois problemas:
∙ Sera˜o empregadas te´cnicas de aprendizado de ma´quina para lidar com esses problemas
derivados da implementac¸a˜o de te´cnicas de aprendizado de ma´quina;
∙ A te´cnica que trata o Problema 1 e´ a responsa´vel pela existeˆncia do Problema 2, enquanto que
a te´cnica que trata o Problema 2 e´ a responsa´vel pela existeˆncia do Problema 1.
Devido a` segunda particularidade acima, poder-se-ia incorrer em uma metodologia cı´clica de
tratamento: Ao se tentar resolver o Problema 1, cria-se o Problema 2; e ao se tentar resolver o
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Problema 2, cria-se o Problema 1. Para evitar este cara´ter cı´clico da metodologia, resolve-se o
Problema 1 com sistemas imunolo´gicos artificiais, em uma configurac¸a˜o que tem o Problema 2 como
uma questa˜o em aberto; e resolve-se o Problema 2 com modelos gra´ficos probabilı´sticos que teˆm o
Problema 1 como uma questa˜o em aberto.
O fundamental e´ que, mesmo mantendo questo˜es em aberto no tratamento dos dois problemas
acima, as soluc¸o˜es obtidas representam claramente um passo adiante em seus processos de
tratamento, com ganhos de desempenho expressivos frente a abordagens alternativas existentes na
literatura. Cria-se, assim, uma sinergia entre sistemas imunolo´gicos artificiais e modelos gra´ficos
probabilı´sticos.
A seguir, na Sec¸a˜o 1.1, sa˜o apresentados aspectos conceituais dos dois problemas acima e
argumentos capazes de evidenciar o me´rito individual de cada problema, justificando assim o
investimento de esforc¸os no seu tratamento. A Sec¸a˜o 1.2, por sua vez, descreve os objetivos da tese em
termos mais especı´ficos e conte´m motivac¸o˜es para sustentar esta sinergia entre sistemas imunolo´gicos
artificiais e modelos gra´ficos probabilı´sticos. A Sec¸a˜o 1.3 lista as contribuic¸o˜es alcanc¸adas, e a Sec¸a˜o
1.4 descreve a organizac¸a˜o do texto da tese.
1.1 Fundamentac¸a˜o e Motivac¸a˜o
Modelos gra´ficos probabilı´sticos compreendem qualquer modelo que utiliza a teoria dos grafos
em conjunto com a teoria de probabilidade para representar e manipular conhecimento em domı´nios
em que a complexidade e a incerteza esta˜o presentes.
Um modelo gra´fico probabilı´stico e´ composto de duas partes, uma qualitativa e outra quantitativa.
A parte qualitativa e´ expressa por um grafo em que os no´s representam varia´veis aleato´rias e os arcos
que as relacionam denotam a dependeˆncia estatı´stica entre elas. O segundo componente, quantitativo,
e´ a distribuic¸a˜o de probabilidades para essas varia´veis.
Dentre os modelos gra´ficos probabilı´sticos, o mais conhecido e utilizado e´ a rede bayesiana, em
que a estrutura e´ um grafo acı´clico direcionado e as varia´veis sa˜o discretas. Elas sa˜o aplicadas com
sucesso em problemas de bioinforma´tica (Friedman et al., 2000; Imoto et al., 2003; Nariai et al.,
2004), classificac¸a˜o de padro˜es (Androutsopoulos et al., 2000; Raval et al., 2002; Stephenson et al.,
2000; Vehtari & Lampinen, 2000), diagno´stico me´dico (Antal et al., 2003), diagno´stico de falhas em
computadores (Horvitz et al., 2001) e aprendizado de ma´quina (Hruschka Jr et al., 2004; Inza et al.,
2000).
Nos u´ltimos anos, ale´m do aumento no interesse por aplicac¸o˜es de redes bayesianas, houve
tambe´m um crescimento no desenvolvimento de ferramentas capazes de construir automaticamente
redes bayesianas a partir de conjunto de dados que representam amostras ou exemplos do problema.
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O aprendizado da rede bayesiana pode ser dividido em duas etapas. A primeira e´ a definic¸a˜o das
relac¸o˜es de interdependeˆncia entre as varia´veis, ou seja, a estrutura da rede. Uma vez que a estrutura
da rede tenha sido definida, entra em cena a segunda etapa, que e´ o ca´lculo das probabilidades para
as varia´veis.
As distribuic¸o˜es de probabilidades podem ser estimadas usando o me´todo da ma´xima
probabilidade a posteriori ou da ma´xima verossimilhanc¸a. Ambos os me´todos sa˜o computados
facilmente a partir dos dados e os algoritmos existentes na literatura sa˜o eficientes (Buntine, 1996).
O aprendizado da estrutura da rede consiste em determinar relac¸o˜es entre as varia´veis, adicionar ou
excluir arcos, estabelecer direc¸o˜es, enfim definir um grafo direcionado acı´clico para o qual sera˜o
calculadas distribuic¸o˜es de probabilidade. De acordo com Buntine (1996), este e´ um problema
NP-completo.
Um paradigma de aprendizado, conhecido como busca e pontuac¸a˜o, considera a tarefa de
construc¸a˜o da rede bayesiana como um problema de busca e otimizac¸a˜o, em que um mecanismo
de busca e´ responsa´vel por explorar o espac¸o de todas as possı´veis estruturas de rede, enquanto uma
func¸a˜o e´ responsa´vel pela avaliac¸a˜o de cada soluc¸a˜o candidata encontrada.
Embora estrate´gias de busca na˜o-populacionais, como o subida da encosta (hill climbing), tenham
sido amplamente empregadas, elas sa˜o fortemente sujeitas a mı´nimos locais, uma vez que elas refinam
apenas uma u´nica soluc¸a˜o por vez (Heckerman, 1995). Para eliminar este inconveniente, algumas
metodologias propo˜em o uso de algoritmos baseados em populac¸a˜o de soluc¸o˜es, como algoritmos
gene´ticos. Entretanto, conforme apontado por Buntine (1996), o espac¸o de busca no aprendizado de
redes bayesianas e´ amplo e multimodal, e um algoritmo gene´tico ba´sico na˜o e´ capaz de lidar com
otimizac¸a˜o multimodal de forma efetiva (Goldberg & Richardson, 1987).
Um novo paradigma de computac¸a˜o bio-inspirada, chamado de sistema imunolo´gico artificial
(SIA), foi concebido a partir dos princı´pios de funcionamento do sistema imunolo´gico dos
vertebrados (Dasgupta, 1999; de Castro & Timmis, 2002b). Em um sistema imunolo´gico
artificial, as soluc¸o˜es candidatas, chamadas de anticorpos, sa˜o codificadas num vetor de caracteres.
Aumentando a concentrac¸a˜o das melhores soluc¸o˜es e as submetendo a um processo de mutac¸a˜o,
o algoritmo visa obter novas e, possivelmente, melhores soluc¸o˜es. Os SIAs diferem de outras
meta-heurı´sticas populacionais nos seguintes aspectos: (i) possuem capacidade de ajustar o tamanho
da populac¸a˜o automaticamente ao longo da busca, em resposta a`s particularidades do problema; (ii)
sa˜o inerentemente capazes de manter a diversidade na populac¸a˜o; e (iii) sa˜o dotados de um mecanismo
eficiente de explorac¸a˜o do espac¸o de busca, o que lhes confere a competeˆncia para encontrar e
preservar mu´ltiplos o´timos locais.
Apesar dos sistemas imunolo´gicos artificiais apresentarem bom desempenho para uma vasta gama
de problemas, alguns aspectos podem ser melhorados. Por exemplo, muitos problemas de otimizac¸a˜o
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podem ser decompostos em sub-problemas, os quais sa˜o resolvidos separadamente e suas soluc¸o˜es
parciais passam a ser combinadas posteriormente para compor a soluc¸a˜o global. Nesse contexto,
e´ possı´vel que o vetor de atributos associado a cada soluc¸a˜o candidata apresente soluc¸o˜es parciais
para o problema. A essas soluc¸o˜es parciais, da´-se o nome de blocos construtivos (do ingleˆs, building
blocks).
Os sistemas imunolo´gicos artificiais existentes na literatura na˜o possuem recursos para lidarem
eficientemente com blocos construtivos e para se beneficiarem do conhecimento ja´ adquirido acerca
do espac¸o de busca. O operador de mutac¸a˜o pode facilmente romper os blocos construtivos, pois ele
na˜o considera a interac¸a˜o dos caracteres presentes no anticorpo ao desempenhar sua func¸a˜o.
1.2 Objetivos da Pesquisa
O objetivo deste trabalho e´ investigar a sinergia entre sistemas imunolo´gicos artificiais e modelos
gra´ficos probabilı´sticos, procurando identificar em quais aspectos um pode se beneficiar do outro.
Para melhor entendimento, o objetivo sera´ decomposto em duas frentes.
O primeiro objetivo desta tese e´ propor e analisar a viabilidade de um sistema imunolo´gico
artificial para a construc¸a˜o de redes bayesianas. Ja´ que o algoritmo e´ capaz de encontrar va´rias
soluc¸o˜es de boa qualidade numa u´nica execuc¸a˜o, sera˜o empregadas tambe´m metodologias para
combinar, numa u´nica estrutura, as diversas estruturas de redes bayesianas geradas pelo algoritmo.
Espera-se que esta combinac¸a˜o leve a` obtenc¸a˜o de uma rede que seja capaz de explicar os dados de
forma consistente.
O segundo objetivo desta tese e´ estudar, desenvolver e aplicar sistemas imunolo´gicos artificiais
que superem as limitac¸o˜es apresentadas na Sec¸a˜o 1.1, particularmente quando aplicados ao tratamento
de problemas de otimizac¸a˜o. Essas limitac¸o˜es podem ser amenizadas tomando-se como inspirac¸a˜o
a forma como os Algoritmos de Estimac¸a˜o de Distribuic¸a˜o (Mu¨hlenbein & Paass, 1996) evoluem
a populac¸a˜o de soluc¸o˜es. Primeiramente, e´ construı´do um modelo probabilı´stico que represente a
distribuic¸a˜o de probabilidades conjunta das melhores soluc¸o˜es. Em seguida, este modelo e´ utilizado
para gerar novas soluc¸o˜es. Nos algoritmos imuno-inspirados propostos nesta tese, os operadores de
clonagem e mutac¸a˜o sa˜o substituı´dos por uma rede bayesiana (otimizac¸a˜o em espac¸os discretos) e
uma rede gaussiana (otimizac¸a˜o em espac¸os contı´nuos), devido a` capacidade que elas apresentam de
capturar adequadamente as relac¸o˜es mais expressivas das varia´veis do problema. O posicionamento
dos algoritmos propostos frente aos Algoritmos de Estimac¸a˜o de Distribuic¸a˜o e´ apresentado ao longo
da tese.
Ale´m da manipulac¸a˜o eficiente de blocos construtivos, pode-se citar mais algumas motivac¸o˜es
para se utilizar essa nova forma de evoluir a populac¸a˜o de soluc¸o˜es. Com a substituic¸a˜o dos
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operadores de clonagem e mutac¸a˜o, na˜o e´ preciso mais se preocupar com a escolha dos operadores
e paraˆmetros mais adequados para cada tipo de problema. ´E evidente que a construc¸a˜o do modelo
probabilı´stico requer a determinac¸a˜o de alguns paraˆmetros, mas estes sa˜o de mais fa´cil definic¸a˜o.
Outra motivac¸a˜o e´ a possibilidade de analisar melhor e entender o processo de evoluc¸a˜o do algoritmo.
Por fim, a busca torna-se mais robusta, no sentido de que ocorre uma reduc¸a˜o significativa na variac¸a˜o
de desempenho entre buscas derivadas de re-execuc¸o˜es do algoritmo para um mesmo problema, e
tende a ocorrer tambe´m uma reduc¸a˜o acentuada no nu´mero de avaliac¸o˜es de soluc¸o˜es candidatas ate´
que se atinja um certo nı´vel de desempenho.
1.3 Contribuic¸o˜es Alcanc¸adas
A seguir, sa˜o elencadas as principais contribuic¸o˜es deste trabalho:
∙ Estudo da viabilidade de se utilizar um sistema imunolo´gico artificial como mecanismo de
busca na tarefa de aprendizado de redes bayesianas;
∙ Apresentac¸a˜o das vantagens de se combinar mu´ltiplas redes bayesianas;
∙ Proposic¸a˜o e formalizac¸a˜o de quatro novos algoritmos imuno-inspirados capazes de lidar
eficientemente com blocos construtivos:
1. Bayesian Artificial Immune System (BAIS): um algoritmo imuno-inspirado para
otimizac¸a˜o mono-objetivo no espac¸o discreto, que utiliza rede bayesiana como modelo
probabilı´stico para representar o relacionamento entre as varia´veis;
2. Gaussian Artificial Immune System (GAIS): um algoritmo imuno-inspirado para
otimizac¸a˜o mono-objetivo no espac¸o contı´nuo que utiliza rede gaussiana como modelo
probabilı´stico;
3. Multi-objective Bayesian Artificial Immune System (MOBAIS): versa˜o do BAIS para
problemas de otimizac¸a˜o multiobjetivo;
4. Multi-objective Gaussian Artificial Immune System (MOGAIS): versa˜o do GAIS para
problemas de otimizac¸a˜o multiobjetivo.
∙ Avaliac¸a˜o dos algoritmos propostos em aplicac¸o˜es pra´ticas, como sı´ntese de ensembles de
classificadores, selec¸a˜o de atributos em problemas de classificac¸a˜o e otimizac¸a˜o de func¸o˜es
no espac¸o contı´nuo.
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1.4 Organizac¸a˜o do Texto
Esta tese esta´ organizada em 9 capı´tulos, conforme descrito a seguir.
No Capı´tulo 1, sa˜o discutidos os principais aspectos que levaram ao desenvolvimento desta
pesquisa. As motivac¸o˜es, objetivos e contribuic¸o˜es sa˜o apresentadas tambe´m neste capı´tulo.
No Capı´tulo 2, sa˜o apresentados os conceitos ba´sicos de redes bayesianas e redes gaussianas,
seus componentes e as formas de construı´-las, dando eˆnfase especial ao paradigma de aprendizado
baseado em busca e pontuac¸a˜o. No intuito de proporcionar um melhor entendimento dos conceitos
e funcionamento desses modelos gra´ficos probabilı´sticos, primeiramente e´ realizada uma breve
introduc¸a˜o a` teoria de probabilidade.
No Capı´tulo 3, e´ realizada uma breve introduc¸a˜o ao sistema imunolo´gico natural visando
fundamentar os aspectos biolo´gicos que serviram de inspirac¸a˜o para a criac¸a˜o de um novo paradigma
computacional bio-inspirado. Sera´ dada eˆnfase particular a`s teorias da selec¸a˜o clonal e da rede
imunolo´gica. Em seguida, sa˜o apresentados os principais conceitos de sistemas imunolo´gicos
artificiais, suas vantagens e limitac¸o˜es para a soluc¸a˜o de problemas de otimizac¸a˜o em espac¸os
discretos e contı´nuos.
No Capı´tulo 4, e´ descrita a primeira contribuic¸a˜o desta pesquisa, que consiste em investigar o
aprendizado de redes bayesianas por meio de sistemas imunolo´gicos artificiais. Sa˜o apresentados os
componentes do algoritmo, mais especificamente a forma de codificac¸a˜o das soluc¸o˜es candidatas, a
func¸a˜o de fitness e operadores de clonagem, mutac¸a˜o e supressa˜o. Os resultados obtidos junto a casos
de estudo comumente adotados na literatura sa˜o enta˜o descritos e analisados.
No Capı´tulo 5, esta´ a maior contribuic¸a˜o deste trabalho. Nele, e´ proposto um novo paradigma
para o desenvolvimento de sistemas imunolo´gicos artificiais capazes de lidar eficientemente com
blocos construtivos. Quatro novos algoritmos resultantes deste novo paradigma foram concebidos
para resolver problemas de otimizac¸a˜o mono-objetivo e multiobjetivo, tanto no espac¸o discreto como
no espac¸o contı´nuo. Os principais trabalhos da literatura que esta˜o relacionados a`s contribuic¸o˜es
desta tese sa˜o apresentados tambe´m.
No Capı´tulo 6, sa˜o descritos os experimentos conduzidos para avaliar a viabilidade do algoritmo
BAIS quando aplicado a` gerac¸a˜o de ensembles de redes neurais.
No Capı´tulo 7, sa˜o apresentados os experimentos realizados com os algoritmos BAIS e MOBAIS,
aplicados a` tarefa de selec¸a˜o de atributos em problemas de classificac¸a˜o de padro˜es.
No Capı´tulo 8, sa˜o apresentados os experimentos realizados com os algoritmos GAIS e MOGAIS,
aplicados em problemas de otimizac¸a˜o no espac¸o contı´nuo.
Por fim, no Capı´tulo 9, sa˜o apresentados os comenta´rios finais e as perspectivas futuras da
pesquisa.
Capı´tulo 2
Modelos Gra´ficos Probabilı´sticos
2.1 Considerac¸o˜es Iniciais
Modelos gra´ficos probabilı´sticos compreendem um conjunto de modelos que utilizam as teorias
da probabilidade e dos grafos para representar e manipular conhecimento nas mais diversas a´reas,
procurando amenizar dois problemas que ocorrem em situac¸o˜es pra´ticas do mundo real: incerteza e
complexidade.
Um modelo gra´fico probabilı´stico e´ composto de duas partes, uma qualitativa e outra quantitativa.
A parte qualitativa e´ expressa por um grafo em que os no´s representam varia´veis aleato´rias e os arcos
que as relacionam denotam a dependeˆncia estatı´stica entre elas. O segundo componente, quantitativo,
e´ a distribuic¸a˜o de probabilidades para essas varia´veis.
Existem dois principais tipos de grafos que sa˜o utilizados para representar a dependeˆncia entre as
varia´veis em modelos gra´ficos probabilı´sticos: os na˜o-direcionados e os direcionados. Em um grafo
na˜o-direcionado, os arcos na˜o possuem direc¸a˜o. Pode-se citar as redes de Markov como exemplos de
modelos gra´ficos que utilizam este tipo de estrutura. Ja´ nos grafos direcionados, os arcos possuem
direc¸a˜o. As redes bayesianas e as redes gaussianas sa˜o exemplos de modelos gra´ficos que utilizam
este tipo de grafo, os quais devem ser acı´clicos. Neste trabalho, sera˜o abordados apenas os modelos
gra´ficos probabilı´sticos cuja estrutura e´ um grafo direcionado e acı´clico.
Portanto, a finalidade deste capı´tulo e´ apresentar os conceitos ba´sicos de redes bayesianas e
redes gaussianas, seus componentes e as formas de construı´-las, dando eˆnfase especial ao paradigma
de aprendizado baseado em busca e pontuac¸a˜o. Para tanto, a fim de proporcionar um melhor
entendimento dos conceitos e funcionamento desses modelos gra´ficos probabilı´sticos, primeiramente
se faz necessa´ria a introduc¸a˜o de alguns conceitos de probabilidade, como probabilidade conjunta e
condicional, varia´vel aleato´ria e distribuic¸a˜o de probabilidades.
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2.2 Conceitos Ba´sicos de Probabilidade
A teoria da probabilidade fornece um conjunto formal de mecanismos para lidar com situac¸o˜es
em que a incerteza esta´ presente. Foi a partir desses mecanismos, aliados a` teoria dos grafos, que
surgiram os modelos gra´ficos probabilı´sticos. Nesta sec¸a˜o, sa˜o introduzidos os conceitos ba´sicos de
probabilidade necessa´rios para melhor compreensa˜o das vantagens oferecidas pelos modelos gra´ficos
probabilı´sticos. O formalismo a seguir foi baseado em Papoulis & Pillai (2002).
2.2.1 Experimento aleato´rio, espac¸o amostral e eventos
Um experimento aleato´rio e´ aquele em que o resultado na˜o pode ser predito, mesmo que ele seja
repetido va´rias vezes nas mesmas condic¸o˜es. O conjunto de todos os possı´veis resultados de um
experimento aleato´rio e´ chamado de espac¸o amostral, denotado por Ω. Se os elementos do espac¸o
amostral sa˜o finitos e conta´veis, o espac¸o amostral e´ dito discreto. Caso os possı´veis resultados do
experimento sejam infinitos, o espac¸o amostral e´ dito ser contı´nuo. ´E interessante observar que,
para um dado experimento aleato´rio, o espac¸o amostral associado a ele pode na˜o ser u´nico e sua
elaborac¸a˜o depende do ponto de vista adotado, bem como das questo˜es a serem respondidas. Por
exemplo, quando retirada uma carta de um baralho de 52 cartas, o interesse poderia ser pelo valor
dela ( ´As ate´ o Rei). Por outro lado, o interesse poderia ser pelo naipe (copa, ouro, espada ou paus).
Um subconjunto do espac¸o amostral e´ chamado de evento. Dado um experimento aleato´rio,
para cada evento 퐴 do espac¸o amostral e´ atribuı´do um nu´mero real no intervalo [0,1], chamado
de probabilidade e denotado por 푃 (퐴), o qual fornece uma medida nume´rica da chance de ocorrer
o evento 퐴. A medida de probabilidade possui as seguintes propriedades, chamadas de axiomas da
probabilidade:
∙ Axioma 1: 푃 (퐴) ≥ 0;
∙ Axioma 2: 푃 (Ω) = 1;
∙ Axioma 3: Para dois eventos que na˜o podem ocorrer simultaneamente, 퐴 e 퐵, a probabilidade
de ocorrer um ou outro e´ 푃 (퐴 ou 퐵) = 푃 (퐴) + 푃 (퐵).
2.2.2 Como obter a probabilidade de algum evento
Existem duas abordagens para definir a probabilidade de um evento, a cla´ssica e a frequeˆncia
relativa.
A abordagem cla´ssica e´ empregada quando os eventos sa˜o equiprova´veis. Portanto, a probabilide
푃 (퐴) para um evento 퐴 e´ dada por:
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푃 (퐴) =
푁퐴
푁
. (2.1)
em que 푁퐴 denota o nu´mero de casos favora´veis a 퐴 e 푁 e´ o nu´mero de resultados possı´veis.
Exemplo 2.1 Considere o experimento aleato´rio de lanc¸ar um dado honesto. O conjunto de todos
os possı´veis resultados, isto e´, o espac¸o amostral e´ Ω = {1, 2, 3, 4, 5, 6}.
(a) Qual a probabilidade do evento 퐴=“obter o nu´mero 5 na face voltada para cima”?
Dentre os 6 possı´veis resultados para este experimento, somente um u´nico resultado e´ favora´vel
ao evento de interesse. Portanto, 푃 (퐴) = 1
6
.
(b) Qual a probabilidade do evento 퐵=“obter um nu´mero par na face voltada para cima do dado”?
Dentre os 6 possı´veis resultados, treˆs deles sa˜o favora´veis: {2,4,6}. Portanto, 푃 (퐵) = 3
6
.
Na maioria das situac¸o˜es pra´ticas, os eventos simples do espac¸o amostral na˜o sa˜o equiprova´veis e
na˜o se pode calcular probabilidades usando a abordagem cla´ssica. Neste caso, as probabilidades sa˜o
calculadas como frequeˆncia relativa de um evento, ao se repetir o mesmo experimento va´rias vezes.
Na abordagem frequencista, a probabilidade de um evento 퐴 e´ dada por:
푃 (퐴) = lim
푛→∞
푛퐴
푛
(2.2)
em que 푛퐴 denota o nu´mero de ocorreˆncias de 퐴 e 푛 e´ o nu´mero de repetic¸o˜es do experimento.
Exemplo 2.2 Uma moeda foi lanc¸ada 100 vezes e a face “cara” foi obtida 60 vezes. ´E razoa´vel
estimar a probabilidade de obter “cara” nos lanc¸amentos futuros como sendo 0,60.
2.2.3 Operac¸o˜es com eventos
A teoria da probabilidade faz uso extensivo da teoria dos conjuntos. Tendo em vista que cada
evento e´ considerado um subconjunto do espac¸o amostral, todas operac¸o˜es relativas a conjuntos,
como intersecc¸a˜o unia˜o e complemento, podem ser aplicadas a eventos.
Considere o experimento aleato´rio de jogar um dado honesto e observar o nu´mero em sua face
voltada para cima. Considere tambe´m os eventos 퐴=“obter nu´mero par”, 퐵=“obter nu´mero maior
que 2”. O espac¸o amostral para este experimento e´ Ω = {1, 2, 3, 4, 5, 6}. Pela abordagem cla´ssica
de atribuic¸a˜o de probabilidades, 푃 (퐴) = 3
6
, pois o evento 퐴 compreende o conjunto {2,4,6}. Ja´ a
probabilidade para o evento B e´ 푃 (퐵) = 4
6
, uma vez que 퐵 denota o conjunto {3,4,5,6}.
A intersecc¸a˜o dos eventos 퐴 e 퐵, denotada por 퐴 ∩ 퐵 ou 퐴퐵, e´ o conjunto consistindo de todos
os elementos comuns a 퐴 e 퐵. A intersecc¸a˜o 퐴퐵 representa a ocorreˆncia simultaˆnea dos eventos 퐴 e
퐵. A probabilidade de ocorrem os eventos 퐴 e 퐵 simultaneamente (obter nu´mero par e este nu´mero
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ser maior que 2) e´ dada por 푃 (퐴퐵) = 2
6
, pois a intersecc¸a˜o de 퐴={2,4,6} e 퐵={3,4,5,6} e´ o conjunto
{4,6}. Logo, existem dois elementos favora´veis dentre os seis possı´veis resultados. Se a intersecc¸a˜o
de dois eventos e´ o conjunto vazio, enta˜o estes eventos sa˜o mutuamente exclusivos. Isto significa que
ambos na˜o podem ocorrer simultaneamente.
A unia˜o dos eventos 퐴 e 퐵, denotada por 퐴∪퐵, representa a ocorreˆncia de pelo menos um destes
eventos. Repare que ambos os eventos na˜o sa˜o mutuamente exclusivos, pois possuem elementos em
comum, {4,6}. Logo, na˜o e´ possı´vel calcular 푃 (퐴 ∪ 퐵) utilizando o Axioma 3. ´E preciso subtrair
a probabilidade da intersecc¸a˜o, 푃 (퐴퐵). Portanto, a probabilidade de obter nu´mero par ou nu´mero
maior que 2 e´ 푃 (퐴 ∪ 퐵) = 푃 (퐴) + 푃 (퐵)− 푃 (퐴퐵) = 3
6
+ 4
6
− 2
6
= 5
6
.
O complemento de um evento 퐴, denotado por 퐴¯, consiste de todos os elementos do espac¸o
amostral que na˜o esta˜o em 퐴. Portanto, 푃 (퐴¯) = 1 − 푃 (퐴) = 1 − 3
6
= 3
6
. Da mesma forma,
푃 (퐵¯) = 1− 푃 (퐵) = 1− 4
6
= 2
6
.
2.2.4 Probabilidade condicional e probabilidade conjunta
Em alguns casos, a ocorreˆncia de um evento pode ser influenciada pela ocorreˆncia de outro. A
probabilidade de um evento 퐴, dado que o evento 퐵 ocorreu, e´ chamada de probabilidade condicional
de 퐴 dado 퐵, a qual e´ denotada por 푃 (퐴∣퐵) e definida como:
푃 (퐴∣퐵) = 푃 (퐴퐵)
푃 (퐵)
, (2.3)
em que 푃 (퐵) > 0 e 푃 (퐴퐵) e´ a probabilidade conjunta de 퐴 e 퐵, ou seja, a probabilidade desses
dois eventos ocorrerem ao mesmo tempo.
Exemplo 2.3 No experimento de lanc¸ar um dado honesto e observar o nu´mero da face voltada
para cima, suponha os eventos 퐴=“obter nu´mero 2” e 퐵=“obter nu´mero par”. Sabe-se que 푃 (퐴)=1/6,
푃 (퐵)=1/2 e 푃 (퐴퐵)=1/6. Pela Equac¸a˜o (2.3) tem-se:
푃 (퐴∣퐵) = 푃 (퐴퐵)
푃 (퐵)
=
1/6
1/2
= 1/3.
Dado que ocorreu o evento 퐵=“obter nu´mero par”, a probabilidade de ocorrer o evento 퐴=“obter
nu´mero 2” e´ alterada e passa a ser 1/3.
Repare que, pela Equac¸a˜o (2.3), pode-se expressar a probabilidade conjunta dos eventos 퐴 e 퐵
como:
푃 (퐴퐵) = 푃 (퐴∣퐵)푃 (퐵) = 푃 (퐵∣퐴)푃 (퐴). (2.4)
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A Equac¸a˜o (2.4) e´ conhecida como regra do produto. Generalizando a regra do produto para n
eventos, tem-se:
푃 (퐴1퐴2...퐴푛) = 푃 (퐴푛∣퐴푛−1...퐴1)...푃 (퐴2∣퐴1)푃 (퐴1). (2.5)
2.2.5 Eventos independentes e independeˆncia condicional
Entre todos os conceitos envolvidos na teoria da probabilidade, existem dois que sa˜o pec¸as-chave
para um modelo gra´fico probabilı´stico, como sera´ visto na sec¸a˜o seguinte: a independeˆncia e a
independeˆncia condicional. Dois ou mais eventos sa˜o independentes se a ocorreˆncia de um na˜o afeta
a probabilidade de ocorreˆncia dos demais. Por exemplo, dois eventos 퐴 e 퐵 sa˜o independentes se
푃 (퐴∣퐵) = 푃 (퐴)
푃 (퐵∣퐴) = 푃 (퐵). (2.6)
Logo, a probabilidade conjunta desses dois eventos independentes e´ obtida pela combinac¸a˜o das
equac¸o˜es (2.4) e (2.6), resultando em:
푃 (퐴퐵) = 푃 (퐴)푃 (퐵). (2.7)
Agora, considere os treˆs eventos 퐴, 퐵 e 퐶. Diz-se que o evento 퐴 e´ condicionalmente
independente de 퐵, dado um terceiro evento 퐶, se
푃 (퐴퐵∣퐶) = 푃 (퐴∣퐶)푃 (퐵∣퐶)
푃 (퐴∣퐵퐶) = 푃 (퐴∣퐶). (2.8)
A Equac¸a˜o (2.8) retrata que, conhecendo o evento 퐶, qualquer informac¸a˜o sobre 퐵 na˜o altera a
probabilidade de ocorreˆncia do evento 퐴.
Exemplo 2.4 (Eventos independentes) Considere o experimento de lanc¸ar dois dados honestos
e observar as suas faces voltadas para cima. Sejam os eventos퐴=“obter o nu´mero 2 no primeiro dado”
e 퐵=“obter um nu´mero par no segundo dado”. Sabe-se que 푃 (퐴)=1/6 e 푃 (퐵)=1/2 e 푃 (퐴퐵)=1/12.
´E fa´cil verificar que estes eventos sa˜o independentes, pois
푃 (퐴∣퐵) = 푃 (퐴퐵)
푃 (퐵)
=
1/12
1/2
= 1/6 = 푃 (퐴).
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Da mesma forma,
푃 (퐵∣퐴) = 푃 (퐴퐵)
푃 (퐴)
=
1/12
1/6
= 1/2 = 푃 (퐵).
Exemplo 2.5 (Independeˆncia condicional) No experimento de lanc¸ar uma mesma moeda duas
vezes, considere os eventos 퐴=“resultado do primeiro lanc¸amento” e 퐵=“resultado do segundo
lanc¸amento”. Agora, assuma que existe a possibilidade da moeda estar viciada, favorecendo “cara”.
Nesse caso, 퐴 e 퐵 na˜o sa˜o independentes. Por exemplo, ao observar que 퐴 e´ “cara” aumentaria
a crenc¸a que 퐵 tambe´m sera´ “cara”. Os eventos 퐴 e 퐵 sa˜o dependentes de um terceiro evento
퐶=“moeda e´ viciada”. Desta forma, 퐴 e 퐵 tornam-se condicionalmente independentes dado o evento
퐶. O conhecimento de 퐴 na˜o pode alterar a crenc¸a em 퐵.
2.2.6 Probabilidade Total e Teorema de Bayes
Em alguns casos, a probabilidade de um evento na˜o pode ser calculada diretamente, mas pode
ser obtida a partir de uma ponderac¸a˜o de va´rias probabilidades condicionais. Seja {퐴1, ...퐴푛} uma
partic¸a˜o de Ω, tal que ∪퐴푖 = Ω, 퐴푖 ∩ 퐴푗 = ∅ ∀푖, 푗 e 푃 (퐴푖) > 0 ∀푖, e 퐵 um evento arbitra´rio, como
apresentado na Figura 2.1.
A
1
A
2
A
3
B
Figura 2.1: Partic¸a˜o do espac¸o amostral.
Claramente, 퐵 = 퐵 ∩Ω = 퐵 ∩ (퐴1 ∪ ... ∪퐴푛) = (퐵 ∩퐴1)∪ ... ∪ (퐵 ∩퐴푛). Os eventos 퐵 ∩퐴푖 e
퐵 ∩ 퐴푗 sa˜o mutuamente exclusivos, uma vez que 퐴푖 e 퐴푗 o sa˜o. Desta forma, a probabilidade de 퐵
pode ser expressa como:
푃 (퐵) = 푃 (퐵퐴1) + ...+ 푃 (퐵퐴푛).
De acordo com a Equac¸a˜o (2.3), os termos 푃 (퐵퐴푖) sa˜o obtidos da seguinte forma:
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푃 (퐵퐴푖) = 푃 (퐵∣퐴푖)푃 (퐴푖). (2.9)
Logo, pode-se reescrever a probabilidade do evento 퐵 como sendo:
푃 (퐵) = 푃 (퐵∣퐴1)푃 (퐴1) + ...+ 푃 (퐵∣퐴푛)푃 (퐴푛). (2.10)
Este resultado e´ conhecido como teorema da probabilidade total.
Pela Equac¸a˜o (2.4), pode-se reescrever a Equac¸a˜o (2.9) da seguinte forma:
푃 (퐵퐴푖) = 푃 (퐴푖∣퐵)푃 (퐵).
Com isso, chega-se a um importante resultado do teorema da probabilidade total:
푃 (퐴푖∣퐵) = 푃 (퐵∣퐴푖)푃 (퐴푖)
푃 (퐵)
. (2.11)
A Equac¸a˜o (2.11), conhecida como teorema de Bayes e desenvolvida pelo matema´tico ingleˆs
Thomas Bayes, proveˆ um mecanismo para ajustar a probabilidade de um evento conforme novas
informac¸o˜es sa˜o obtidas. Em outras palavras, ele permite combinar novas informac¸o˜es com o
conhecimento ja´ existente.
Exemplo 2.6 Suponha que existam quatro caixas. Na caixa 1 ha´ 2000 componentes eletroˆnicos
dos quais 5% sa˜o defeituosos. A caixa 2 conte´m 500 componentes, sendo que 40% apresentam
defeitos. As caixas 3 e 4 conteˆm 1000 componentes cada com 10% sendo defeituosos. Uma caixa e´
selecionada aleatoriamente e uma pec¸a e´ retirada aleatoriamente tambe´m.
(a) Qual a probabilidade do componente retirado ser defeituoso?
Sera´ denotado por 퐴푖 o evento consistindo de todos os componentes da i-e´sima caixa. O evento
consistindo de todos os componentes defeituosos sera´ denotado por 퐵.
Dado que as caixas sa˜o escolhidas aleatoriamente, claramente 푃 (퐴1)=푃 (퐴2)=푃 (퐴3)=푃 (퐴4)=
0,25. Conforme o enunciado, a probabilidade de um componente retirado de uma caixa especı´fica ser
defeituoso e´ :
푃 (퐵∣퐴1) = 0, 05 푃 (퐵∣퐴2) = 0, 4
푃 (퐵∣퐴3) = 0, 1 푃 (퐵∣퐴4) = 0, 1.
Uma vez que os eventos 퐴1, 퐴2, 퐴3 e 퐴4 formam uma partic¸a˜o do Ω, pode-se concluir que
푃 (퐵) = 0, 05× 0, 25 + 0, 4× 0, 25 + 0, 1× 0, 25 + 0, 1× 0, 25 = 0, 1625.
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Logo, a probabilidade do componente escolhido ser defeituoso e´ 0,1625.
(b) O componente retirado foi examinado e constatou-se que ele e´ defeituoso. Na presenc¸a dessa
informac¸a˜o, qual a probabilidade que ele tenha vindo da caixa 2?
O que se deseja calcular e´ 푃 (퐴2∣퐵). Tendo em vista que 푃 (퐵)=0,1625, 푃 (퐵∣퐴2)=0,4 e 푃 (퐴2)=
0,25, a probabilidade dele ter vindo da caixa 2 e´ dada por:
푃 (퐴2∣퐵) = 0, 4× 0, 25
0, 1625
= 0, 615.
2.2.7 Varia´vel aleato´ria
Uma varia´vel aleato´ria 푋 e´ uma func¸a˜o que atribui, para cada elemento do espac¸o amostral de
um experimento aleato´rio, um nu´mero real 푥 ∈ ℝ, conforme ilustrado na Figura 2.2.
Ω
x1 x2
contradomíniodomínio
Figura 2.2: Exemplo de varia´vel aleato´ria mapeando cada elemento do espac¸o amostral a um nu´mero.
O espac¸o amostral e´ denominado de domı´nio da varia´vel푋 e o conjunto de todos os valores de푋 e´
denominado contradomı´nio da varia´vel. Dois ou mais elementos do domı´nio podem estar associados
a um mesmo valor da varia´vel aleato´ria. Entretanto, dois ou mais valores do contradomı´nio na˜o
podem estar relacionados com o mesmo elemento do domı´nio.
Se os possı´veis resultados de um experimento aleato´rio ja´ forem nume´ricos, pode-se interpreta´-los
como uma varia´vel aleato´ria definida pela func¸a˜o identidade.
Dependendo dos valores que a varia´vel pode assumir, ela e´ classificada em discreta ou contı´nua.
Uma varia´vel aleato´ria discreta e´ aquela que assume um conjunto de valores finito ou infinito
enumera´vel, como a do Exemplo 2.7. Caso contra´rio, ela e´ dita ser contı´nua. Por convenc¸a˜o, varia´veis
aleato´rias sa˜o representadas por letras maiu´sculas, por exemplo 푋 , 푌 e 푍, enquanto os valores que a
varia´vel pode assumir sa˜o representados por letras minu´sculas, como 푥, 푦 e 푧.
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2.2.8 Func¸a˜o Massa de Probabilidade e Func¸a˜o Densidade de Probabilidade
Se 푋 e´ uma varia´vel aleato´ria e 푥 e´ um nu´mero fixado no contradomı´nio, pode-se definir o evento
퐴푥 como o subconjunto de Ω consistindo de todos os elementos para os quais a varia´vel aleato´ria
푋 associa o nu´mero 푥. Esse evento 퐴푥 possui, portanto, uma probabilidade 푃 (퐴푥), a qual pode
ser interpretada como a probabilidade da varia´vel aleato´ria 푋 assumir o valor 푥. Para toda varia´vel
aleato´ria, existe uma distribuic¸a˜o de probabilidades que relaciona cada valor da varia´vel com a sua
probabilidade de ocorreˆncia. Existem as distribuic¸o˜es discretas e as contı´nuas.
No caso discreto, a distribuic¸a˜o e´ caracterizada pela func¸a˜o massa de probabilidade, a qual fornece
a probabilidade da varia´vel discreta 푋 assumir o valor 푥 e e´ denotada por 푝(푥). Essa func¸a˜o possui
as seguintes propriedades:
1. 푝(푥) ≥ 0, ∀푥 ∈ 푋
2.
∑
푥 푝(푥) = 1
Exemplo 2.7 Considere o experimento aleato´rio de lanc¸ar duas moedas e observar as suas faces
voltadas para cima. O espac¸o amostral e´ Ω={(cara, coroa), (coroa, cara), (cara, cara), (coroa, coroa)}
Pode-se definir, por exemplo, a varia´vel aleato´ria 푋 que representa o nu´mero de “caras” obtidas. Os
possı´veis valores que 푋 pode assumir sa˜o 0, 1 ou 2, dependendo do resultado obtido no experimento.
Na Tabela 2.1, e´ apresentada a probabilidade da varia´vel 푋 assumir o valor 푥푖. O gra´fico da func¸a˜o
massa de probabilidade esta´ ilustrado na Figura 2.3.
Tabela 2.1: Distribuic¸a˜o de probabilidade para a varia´vel 푋 .
푥푖 푝(푥푖) = 푃 (푋 = 푥푖)
0 0,25
1 0,5
2 0,25
Para uma varia´vel aleato´ria contı´nua푋 , as probabilidades sa˜o expressas em relac¸a˜o a intervalos de
valores. Distribuic¸o˜es contı´nuas sa˜o caracterizadas pela func¸a˜o densidade de probabilidade, denotada
por 푓(푥), que deve satisfazer as condic¸o˜es:
1. 푓(푥) ≥ 0, ∀푥 ∈ ℝ
2.
∫
∞
−∞
푓(푥)푑푥 = 1
3. 푃 (푎 ≤ 푋 ≤ 푏) = ∫ 푏
푎
푓(푥)푑푥, ∀푎, 푏
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0 1 2 x
f x( )
1/4
1/2
1
Figura 2.3: Gra´fico da func¸a˜o massa de probabilidade para a varia´vel discreta 푋 do Exemplo 2.7.
A func¸a˜o densidade de probabilidade na˜o representa probabilidades. Somente quando ela for
integrada entre dois limites ela produzira´ probabilidade, que e´ a a´rea sob a curva da func¸a˜o entre os
valores considerados. Portanto, a probabilidade da varia´vel 푋 assumir um valor especı´fico 푥 e´ zero,
pois
∫ 푥
푥
푓(푥)푑푥 = 0.
Dentre as func¸o˜es densidade de probabilidade, uma das mais conhecidas e utilizadas para modelar
fenoˆmenos da vida real e´ a gaussiana:
푓(푥) =
1√
2휋휎
푒−(푥−휇)
2/2휎2 (2.12)
em que 휇 e 휎 > 0 sa˜o nu´meros reais que representam a me´dia e o desvio padra˜o, respectivamente,
da varia´vel aleato´ria. o termo 휎2 e´ chamado de variaˆncia. Para indicar que uma varia´vel aleato´ria 푋
possui distribuic¸a˜o gaussiana com me´dia 휇 e variaˆncia 휎2, utiliza-se a notac¸a˜o 푋 ∼ 풩 (휇, 휎2). Na
Figura 2.4, e´ ilustrado o gra´fico da func¸a˜o densidade de probabilidade gaussiana com 휇=0 e 휎=1.
−3 −2 −1 0 1 2 3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
f(x)
Figura 2.4: Gra´fico da func¸a˜o densidade de probabilidade gaussiana.
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2.2.9 Mu´ltiplas varia´veis aleato´rias
Geralmente, em situac¸o˜es pra´ticas, modelos probabilı´sticos envolvem mais de uma varia´vel
aleato´ria de interesse. Por exemplo, a caracterizac¸a˜o do peso e altura numa determinada populac¸a˜o
e o estudo da temperatura e pressa˜o em um certo experimento. Nesta subsec¸a˜o, sera˜o estendidos
os conceitos abordados anteriormente de probabilidade conjunta, probabilidade condicional e
independeˆncia, no contexto de mu´ltiplas varia´veis aleato´rias.
Distribuic¸a˜o de probabilidade conjunta
A distribuic¸a˜o de probabilidade conjunta para 푛 varia´veis aleato´rias 푋1, 푋2, ..., 푋푛 discretas e´
caracterizada pela func¸a˜o massa de probabilidade conjunta, definida como:
푝(풙) = 푝(푥1푥2...푥푛) = 푝(푋1 = 푥1, 푋2 = 푥2, ..., 푋푛 = 푥푛), (2.13)
sendo que 풙 = (푥1, 푥2, ..., 푥푛) e 푥푖 e´ um possı´vel valor da varia´vel 푋푖, ∀푖.
A func¸a˜o massa de probabilidade conjunta para as 푛 varia´veis aleato´rias discretas possui as
seguintes propriedades:
1. 푝(풙) ≥ 0, ∀풙
2.
∑
풙 푝(풙) = 1
No caso em que as varia´veis 푋1, 푋2, ..., 푋푛 sa˜o contı´nuas, a distribuic¸a˜o de probabilidades
conjunta para e´ caracterizada pela func¸a˜o densidade de probabilidade conjunta, denotada por 푓(풙) =
푓(푥1푥2...푥푛), a qual satisfaz as condic¸o˜es:
1. 푓(풙) ≥ 0, ∀풙 ∈ ℝ푛
2.
∫
∞
−∞
∫
∞
−∞
...
∫
∞
−∞
푓(푥1푥2...푥푛)푑푥1푑푥2...푑푥푛 = 1
3. 푃 (푎1 ≤ 푋1 ≤ 푏1, 푎2 ≤ 푋2 ≤ 푏2, ..., 푎푛 ≤ 푋푛 ≤ 푏푛) =∫ 푏1
푎1
∫ 푏2
푎2
...
∫ 푏푛
푎푛
푓(푥1푥2...푥푛)푑푥1푑푥2...푑푥푛, ∀푎푖, 푏푖, 푖 = 1...푛
Distribuic¸a˜o marginal
Dada uma distribuic¸a˜o de probabilidade conjunta para 푛 varia´veis aleato´rias, e´ possı´vel determinar
a probabilidade de uma delas sem considerar as demais. Esta distribuic¸a˜o e´ chamada de marginal.
Para duas varia´veis aleato´rias discretas 푋 e 푌 , cuja distribuic¸a˜o conjunta e´ conhecida, a
distribuic¸a˜o marginal de 푋 e´ obtida somando a probabilidade conjunta levando em considerac¸a˜o
todos os possı´veis valores de 푌 , conforme expresso na Equac¸a˜o (2.14).
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푝(푥) = 푝(푋 = 푥) =
∑
푦
푝(푥푦). (2.14)
Para o caso em que 푋 e 푌 forem varia´veis contı´nuas, a distribuic¸a˜o marginal de 푋 e´ obtida
integrando a probabilidade conjunta levando em relac¸a˜o a 푌 , como apresentado na Equac¸a˜o (2.15):
푓(푥) =
∫
∞
−∞
푓(푥푦)푑푦. (2.15)
Distribuic¸a˜o de probabilidade condicional e independeˆncia
Sejam 푋 e 푌 duas varia´veis aleato´rias definidas sobre um determinado experimento. A
probabilidade condicional de 푋 , dado 푌 e´ expressa por:
푝(푥∣푦) = 푝(푋 = 푥∣푌 = 푦) = 푝(푥푦)
푝(푦)
. (2.16)
Se 푋 e 푌 forem varia´veis contı´nuas, a probabilidade condicional de 푋 , dado 푌 e´:
푓(푥∣푦) = 푓(푥푦)
푓(푦)
. (2.17)
Se no caso discreto 푝(푥푦) = 푝(푥)푝(푦) ∀푥, 푦, e no caso contı´nuo 푓(푥푦) = 푓(푥)푓(푦) ∀푥, 푦, enta˜o
diz-se que as varia´veis 푋 e 푌 sa˜o independentes.
Para efeito de simplicidade, no restante deste capı´tulo as varia´veis discretas e contı´nuas sera˜o
tratadas com uma mesma notac¸a˜o, sem perda de generalidade. Isso significa que todas as refereˆncias
a` natureza da varia´vel (discreta ou contı´nua) sera˜o omitidas a partir daqui. Com isso, a func¸a˜o massa
de probabilidade 푝(푥) e a func¸a˜o densidade de probabilidade 푓(푥) sera˜o substituı´das pelo termo mais
geral 휌(푥), que na˜o reflete a natureza da varia´vel aleato´ria 푋 .
2.3 Modelos Gra´ficos Probabilı´sticos
Formalmente, um modelo gra´fico probabilı´stico para um conjunto 푋={푋1, 푋2, ..., 푋푛} de
varia´veis aleato´rias e´ uma fatorac¸a˜o gra´fica da distribuic¸a˜o de probabilidade conjunta de푋 . O modelo
gra´fico consiste de uma estrutura em grafo que representa as dependeˆncias condicionais das varia´veis
em 푋 e de um conjunto de probabilidades para cada varia´vel (Cowell et al., 1999; Jensen, 1996,
2001; Pearl, 1988).
Como exposto anteriormente, o foco desta tese esta´ em modelos gra´ficos probabilı´sticos cuja
estrutura e´ um grafo direcionado acı´clico, no qual:
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∙ cada no´ corresponde a uma varia´vel aleato´ria;
∙ os arcos ligando os no´s indicam as relac¸o˜es de dependeˆncia entre as varia´veis. Um arco saindo
de uma varia´vel 푋푖 e chegando numa varia´vel 푋푗 significa que “푋푖 e´ pai de 푋푗” e que “푋푗 e´
filha de 푋푖”;
∙ cada varia´vel possui uma distribuic¸a˜o de probabilidades.
Se as varia´veis forem discretas, os modelos recebem o nome de rede bayesiana. Se as varia´veis
forem contı´nuas, o modelo e´ chamado de rede gaussiana.
Na Figura 2.5 e´ apresentado um exemplo de modelo gra´fico probabilı´stico que ilustra os conceitos
definidos previamente. O conjunto de varia´veis 푋={푋1, 푋2, 푋3, 푋4, 푋5} retrata as varia´veis do
modelo, que sa˜o representadas pelos no´s do grafo.
X1
X4
X3X2
X5
ρ( )= ( | )x x x x x 4 2 31 2 3 4 5 1 2 1 3 1 ρ 5 3ρ ρ ρ ρ( ) ( | ) ( | ) ( | )x x x x x x x x x x
Figura 2.5: Exemplo de modelo gra´fico probabilı´stico e a probabilidade conjunta definida por este modelo.
Ale´m da dependeˆncia condicional explı´cita entre as varia´veis, os modelos gra´ficos representam
implicitamente as independeˆncias condicionais entre elas. Uma varia´vel e´ dita ser condicionalmente
independente de outras que na˜o sa˜o suas filhas, dados os seus pais. Na rede da Figura 2.5, a varia´vel
푋5 e´ condicionalmente independente de 푋1, 푋2 e 푋4, dado seu pai 푋3. Desta forma, 휌(푥5∣푥1푥2푥3푥4)
e´ o mesmo que 휌(푥5∣푥3).
Portanto, os modelos gra´ficos probabilı´sticos sa˜o capazes de expressar a probabilidade conjunta
das varia´veis de uma forma mais compacta. Assim, a distribuic¸a˜o conjunta das varia´veis do modelo
da Figura 2.5 pode ser expressa por:
휌(푥1푥2푥3푥4푥5) = 휌(푥1)휌(푥2∣푥1)휌(푥3∣푥1)휌(푥4∣푥2푥3)휌(푥5∣푥3). (2.18)
De uma forma mais geral, a distribuic¸a˜o conjunta de 푋 e´ dada por:
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휌(푥1푥2푥3푥4푥5) =
5∏
푖=1
휌(푥푖∣풑풂풊). (2.19)
em que 푥푖 e´ um possı´vel valor da varia´vel aleato´ria 푋 e 풑풂풊 e´ o conjunto de pais da varia´vel 푋푖.
Por exemplo, na Figura 2.5, 풑풂4={푋2, 푋3}. O termo 휌(푥푖∣풑풂풊) e´ a probabilidade condicional de 푥푖,
dados os valores das varia´veis contidas no conjunto 풑풂풊.
´E a independeˆncia condicional que permite graficamente decompor a distribuic¸a˜o de
probabilidade conjunta generalizada de 푋 em produtos, levando a uma reduc¸a˜o no nu´mero de
paraˆmetros necessa´rios para especificar o modelo.
2.4 Markov Blanket
Para um determinado no´ A, existe um conjunto u´nico de no´s que exercem influeˆncia na
distribuic¸a˜o de probabilidades desse no´ A. Para esse conjunto de no´s, da´-se o nome de Markov blanket
do no´ A. Isso significa que todo o conhecimento necessa´rio para predizer o comportamento de um
determinado no´ encontra-se exclusivamente no seu Markov blanket e os no´s que na˜o fazem parte do
seu Markov blanket na˜o alteram sua distribuic¸a˜o de probabilidade.
O Markov blanket de um no´ A consiste dos pais e filhos de A e dos demais pais dos filhos de
A. Na Figura 2.6, e´ apresentado o Markov blanket (no´s cinzas) para o no´ A em um modelo gra´fico
probabilı´stico fictı´cio.
O no´ A e´ condicionalmente independente de todos os outros no´s da rede, dado o seu Markov
blanket.
A
Figura 2.6: Os no´s em cinza representam o Markov blanket do no´ A.
2.5 Aprendizado em Modelos Gra´ficos Probabilı´sticos
A construc¸a˜o de modelos gra´ficos probabilı´sticos e´ feita tipicamente por um especialista no
domı´nio do problema que se esta´ tentando modelar. Quanto mais conhecimento sobre o problema
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o especialista possuir, mais acurado sera´ o modelo. Entretanto, dependendo da natureza desse
problema, tal processo pode ser difı´cil e demorado ou o especialista pode na˜o estar disponı´vel. Dessa
forma, nos u´ltimos anos teˆm sido utilizadas te´cnicas automa´ticas que geram o modelo a partir de
dados nume´ricos que representam amostras ou exemplos do problema. Quanto mais informac¸a˜o
sobre o problema os dados representarem, mais acurado sera´ o modelo.
O aprendizado de modelos gra´ficos probabilı´sticos pode ser dividido em duas etapas. A primeira
e´ a definic¸a˜o das relac¸o˜es de interdependeˆncia entre as varia´veis, ou seja, a estrutura da rede. Uma vez
que a estrutura da rede foi definida, entra em cena a segunda etapa, que e´ o ca´lculo das probabilidades
para as varia´veis.
As distribuic¸o˜es de probabilidades podem ser estimadas usando o me´todo da ma´xima
probabilidade a posteriori ou da ma´xima verossimilhanc¸a. Ambos os me´todos sa˜o computados
facilmente a partir dos dados e os algoritmos existentes na literatura sa˜o eficientes (Buntine, 1996).
O aprendizado da estrutura da rede consiste em determinar relac¸o˜es entre as varia´veis, adicionar
ou excluir arcos, estabelecer direc¸o˜es, enfim, definir um grafo direcionado acı´clico para o qual
sera˜o calculadas distribuic¸o˜es de probabilidade. Este e´ um problema NP-completo (Buntine, 1996).
Em geral, ha´ dois paradigmas principais de aprendizado a partir de dados (Cheng et al., 1997):
independeˆncia condicional e busca e pontuac¸a˜o.
2.5.1 Paradigma baseado em independeˆncia condicional
Os algoritmos pertencentes ao paradigma de independeˆncia condicional tentam descobrir a
estrutura da rede por meio da identificac¸a˜o das varia´veis que sa˜o condicionalmente independentes
das demais varia´veis do problema. As relac¸o˜es de dependeˆncia sa˜o avaliadas pelo uso de alguma
classe de teste de independeˆncia condicional (IC). De acordo com Cheng et al. (1997), sa˜o poucos
os algoritmos nesta categoria e os existentes sa˜o computacionalmente custosos e quase impratica´veis
para instaˆncias de tamanho elevado. Os algoritmos Wermuth-Lauritzen (Wermuth & Lauritzen, 1983)
e SRA (Srinivas et al., 1990) sa˜o indicados para grandes conjuntos de dados com poucas varia´veis,
uma vez que o teste de independeˆncia condicional entre as varia´veis e´ custoso computacionalmente e
requer nu´mero de amostras elevado. Outros algoritmos similares a estes dois podem ser encontrados
em Cheng et al. (1997) e Spirtes et al. (1991).
2.5.2 Paradigma baseado em busca e pontuac¸a˜o
Ja´ no paradigma de busca e pontuac¸a˜o, o aprendizado e´ visto como um problema de otimizac¸a˜o.
Sob esta perspectiva, tem-se o espac¸o de busca contendo todos os possı´veis grafos acı´clicos
candidatos para o problema em questa˜o, um mecanismo de busca para explorar este espac¸o e uma
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forma de avaliar cada soluc¸a˜o. Normalmente, a busca pelo modelo gra´fico probabilı´stico que melhor
representa o conjunto de dados se realiza por meio de heurı´sticas, dado que explorar todo o espac¸o de
busca e´ um problema NP-completo (Buntine, 1996).
Pode-se perceber, enta˜o, que neste paradigma de aprendizado dois elementos fundamentais sa˜o
necessa´rios: (i) o mecanismo de busca; e (ii) a forma de avaliar as redes encontradas.
Com relac¸a˜o ao mecanismo de busca, o mais usual e´ utilizar o algoritmo subida da encosta
(hill climbing) (Blanco et al., 2004; Chickering, 2002; Chickering et al., 1995; Friedman, 1997;
Heckerman, 1995). Embora mecanismos como o subida da encosta e suas variantes sejam
amplamente utilizados, eles sa˜o fortemente sujeitos a mı´nimos locais, dado que eles apenas refinam
localmente as soluc¸o˜es-candidatas. Pensando nesse inconveniente, alguns pesquisadores propuseram
metodologias que utilizam mecanismos de busca baseados em populac¸o˜es de soluc¸o˜es, como
algoritmos gene´ticos (Etxeberria et al., 1997; Larran˜aga et al., 1996; Myers et al., 1999), sistemas
imunolo´gicos artificiais (Castro & Von Zuben, 2005) e coloˆnia de formigas (Campos et al., 2002).
Entretanto, de acordo com Buntine (1996), o espac¸o de busca no problema do aprendizado de
modelos gra´ficos probabilı´sticos e´ amplo e multimodal. Portanto, e´ fundamental que o mecanismo
de busca consiga trabalhar eficientemente com espac¸os multimodais, caracterı´stica essa que os
algoritmos gene´ticos e coloˆnia de formigas na˜o apresentam. Embora te´cnicas de niching, como
fitness sharing, possam ser incorporadas nesses algoritmos, visando suprir essas deficieˆncias, eles
ainda apresentam desempenho aque´m do desejado quando comparados com sistemas imunolo´gicos
artificiais, que sa˜o algoritmos inerentemente capazes de lidar com espac¸os de busca amplos e
multimodais. O Capı´tulo 4 se dedica especificamente a este assunto.
Dentre os crite´rios de pontuac¸a˜o mais utilizados esta˜o as me´tricas bayesianas (Buntine, 1994;
Cooper & Herskovits, 1992; Heckerman et al., 1995; Hruschka Jr & Ebecken, 2003), a me´trica
baseada na entropia (Acid & Campos, 1996) e a me´trica do Comprimento Mı´nimo de Descric¸a˜o
(MDL, do ingleˆs Minimum Description Length) (Gru¨nwald, 2000; Lam & Bacchus, 1994; Suzuki,
1996). Outros crite´rios cla´ssicos para selec¸a˜o de modelos tambe´m podem ser empregados para
avaliac¸a˜o das redes bayesianas, como BIC (Bayesian Information Criterion) (Schwarz, 1978) e AIC
(Akaike’s Information Criterion) (Akaike, 1974). As me´tricas dependem do tipo de modelo gra´fico
probabilı´stico considerado. Portanto, algumas delas sera˜o detalhadas formalmente apo´s a definic¸a˜o
de redes bayesianas e redes gaussianas.
2.6 Redes Bayesianas
No caso em que 푋={푋1, 푋2,...,푋푛} e´ uma varia´vel aleato´ria discreta n-dimensional, o modelo
gra´fico probabilı´stico para 푋 e´ chamado de rede bayesiana (Pearl, 1988). A decomposic¸a˜o em
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produtos da distribuic¸a˜o de probabilidade conjunta para푋 adquire a seguinte forma, quando o modelo
utilizado e´ uma rede bayesiana:
푝(푥) = 푝(푥1푥2 . . . 푥푛) =
푛∏
푖=1
푝(푥푖∣풑풂풊). (2.20)
Note que a Equac¸a˜o (2.20) e´ um caso particular da Equac¸a˜o (2.19), levando em considerac¸a˜o a
natureza discreta das varia´veis.
As redes bayesianas esta˜o cada vez mais sendo utilizadas em problemas do mundo real. Para
a tarefa de minerac¸a˜o de dados em bioinforma´tica, elas sa˜o utilizadas para ana´lise de expresso˜es
geˆnicas e para descobrir as relac¸o˜es entre os genes (Friedman et al., 2000), bem como para modelar
redes geˆnicas (Imoto et al., 2003; Nariai et al., 2004). Redes bayesianas sa˜o empregadas tambe´m em
problemas de classificac¸a˜o nos mais diferentes contextos, desde reconhecimento de voz ate´ detecc¸a˜o
de spam (correspondeˆncia, geralmente eletroˆnica, enviada em massa e que na˜o e´ de interesse para
os destinata´rios) (Androutsopoulos et al., 2000; Stephenson et al., 2000; Vehtari & Lampinen, 2000).
Trabalhos que apresentam aplicac¸o˜es de redes bayesianas em diagno´sticos me´dicos e de falhas de
computadores podem ser encontrados em Antal et al. (2003) e Horvitz et al. (2001). As redes
bayesianas esta˜o sendo empregadas tambe´m na a´rea de aprendizado de ma´quina para selec¸a˜o de
atributos relevantes em problemas de classificac¸a˜o de padro˜es (Hruschka Jr et al., 2004; Inza et al.,
2000).
2.6.1 Me´tricas para avaliar redes bayesianas
Existem treˆs principais medidas de avaliac¸a˜o, a saber: as me´tricas bayesianas, a me´trica MDL e
aquelas baseadas na ma´xima verossimilhanc¸a com termo de penalizac¸a˜o.
∙ Me´tricas bayesianas
As me´tricas bayesianas medem a qualidade da rede computando a sua verossimilhanc¸a com
respeito aos dados, permitindo incluir conhecimento a priori sobre a estrutura e os paraˆmetros
nume´ricos. Sua forma geral e´:
푃 (퐵∣퐷) = 푃 (퐷∣퐵)푃 (퐵)
푃 (퐷)
, (2.21)
em que 퐵 e´ a rede bayesiana sendo avaliada e 퐷 e´ o conjunto de dados disponı´vel. Como 푃 (퐷) e´
constante para todas as redes, pode ser omitido. Portanto, as me´tricas maximizam 푃 (퐷∣퐵)푃 (퐵).
Heckerman et al. (1995) propuseram uma me´trica que calcula a verossimilhanc¸a marginal e usa
conhecimento a priori que segue uma distribuic¸a˜o de Dirichlet. A essa me´trica, eles deram o nome
de Bayesian Dirichlet (BD):
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푃 (퐷∣퐵) =
푛∏
푖=1
푞푖∏
푗=1
(푁
′
푖푗)!
(푁
′
푖푗 +푁푖푗)!
푟푖∏
푘=1
(푁
′
푖푗푘 +푁푖푗푘)!
(푁
′
푖푗푘)!
, (2.22)
em que 퐷 representa o conjunto de dados, 퐵 e´ a rede bayesiana sendo avaliada, 푛 e´ o nu´mero de
varia´veis, 푞푖 denota o nu´mero de possı´veis valores que os pais de 푋푖 podem assumir, 푟푖 e´ o nu´mero de
possı´veis valores de 푋푖, 푁푖푗푘 e´ o nu´mero de casos em que 푋푖 assume o k-e´simo valor com seus pais
assumindo o j-e´simo valor, e 푁푖푗 =
∑푟푖
푘=1푁푖푗푘. Os termos 푁
′
푖푗 e 푁
′
푖푗푘 representam conhecimento a
priori sobre as estatı´sticas 푁푖푗 e 푁푖푗푘.
A me´trica BD foi generalizada a partir da me´trica K2, proposta por Cooper & Herskovits (1992),
a qual na˜o considera conhecimento a priori sobre a rede bayesiana:
푃 (퐷∣퐵) =
푛∏
푖=1
푞푖∏
푗=1
(푟푖 − 1)!
(푁푖푗 + 푟푖 − 1)!
푟푖∏
푘=1
푁푖푗푘! (2.23)
∙ Me´trica MDL
A me´trica MDL parte do princı´pio de que qualquer conjunto de dados pode ser representado por
uma sequeˆncia finita de sı´mbolos de um alfabeto. A ideia fundamental e´ procurar por modelos que
permitam representar os dados usando a menor sequeˆncia de sı´mbolos. A me´trica MDL e´ expressa
por:
푙표푔 푃 (퐷∣퐵) =
푛∑
푖=1
푞푖∑
푗=1
푟푖∑
푘=1
푁푖푗푘 푙표푔
푁푖푗푘
푁푖푗
− 1
2
푙표푔푁 ∗ 푑푖푚(퐵)−퐷퐿(퐵), (2.24)
em que 푁 e´ a quantidade de instaˆncias no conjunto de dados, 퐷퐿(퐵) e´ o nu´mero de bits necessa´rios
para representar a estrutura do grafo e 푑푖푚(퐵) e´ a quantidade de paraˆmetros requiridos para
especificar o modelo. Logo,
푑푖푚(퐵) =
푛∑
푖=1
푞푖(푟푖 − 1). (2.25)
∙ Ma´xima verossimilhanc¸a com termo de penalizac¸a˜o
Esse tipo de me´trica calcula o 푙표푔 da func¸a˜o de verossimilhanc¸a junto com uma func¸a˜o para
penalizar redes muito complexas. Ela assume um ponto de vista frequencista, uma vez que se baseia
na frequeˆncia de ocorreˆncia das instaˆncias e na˜o permite incluir conhecimento a priori acerca do
processo de selec¸a˜o da rede bayesiana. Essa me´trica e´ expressa por:
푙표푔 푃 (퐷∣퐵) =
푛∑
푖=1
푞푖∑
푗=1
푟푖∑
푘=1
푁푖푗푘 푙표푔
푁푖푗푘
푁푖푗
− 휑(푁) ∗ 푑푖푚(퐵). (2.26)
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O termo 휑(푁) e´ uma func¸a˜o que visa penalizar modelos complexos. Se 휑(푁)=1, enta˜o a me´trica
e´ chamada de Akaike’s Information Criterion (AIC). Por outro lado, se 휑(푁) = 1/2 푙표푔 푁 , recebe o
nome de Bayesian Information Criterion (BIC).
2.7 Redes Gaussianas
No caso em que 푋={푋1, 푋2,...,푋푛} e´ uma varia´vel aleato´ria contı´nua n-dimensional, o modelo
gra´fico probabilı´stico para 푋 e´ chamado de rede gaussiana. Ela recebe esse nome porque a
probabilidade conjunta para 푋 e´ representada por uma distribuic¸a˜o gaussiana n-dimensional com
vetor de me´dias 흁 e matriz de covariaˆncia Σ, da forma:
푓(푥) = 푓(푥1푥2 . . . 푥푛) = 풩 (흁,Σ) = (2휋)−푛/2∣Σ∣−1/2푒−1/2(푥−흁)푡Σ−1(푥−흁), (2.27)
em que ∣Σ∣ denota o determinante da matriz de covariaˆncia e Σ−1 e´ a inversa da matriz de covariaˆncia,
tambe´m chamada de matriz de precisa˜o e algumas vezes denotada por 푊 .
A decomposic¸a˜o em produtos da distribuic¸a˜o de probabilidade conjunta para 푋 adquire a seguinte
forma, quando o modelo utilizado e´ uma rede gaussiana:
푓(푥) =
푛∏
푖=1
푓(푥푖∣풑풂풊), (2.28)
em que
푓(푥푖∣풑풂풊) = 풩 (휇푖 +
∑
푥푘∈풑풂풊
푏푘푖(푥푘 − 휇푘), 휎2푖 ), (2.29)
sendo que 휇푖 denota a me´dia de 푋푖, 휎2푖 e´ a variaˆncia de 푋푖, condicionada aos pais de 푋푖 e 푏푘푖 e´ o
coeficiente de regressa˜o linear refletindo o relacionamento entre as varia´veis 푋푘 e 푋푖. Se 푏푘푖 = 0,
enta˜o na˜o existe relacionamento entre as varia´veis 푋푘 e 푋푖.
Para tornar evidente a relac¸a˜o entre redes gaussianas e distribuic¸o˜es gaussianas multivariadas,
Shachter & Kenley (1989) mostraram a transformac¸a˜o de 푏푘푖 e 휎2푖 da rede gaussiana em matriz de
precisa˜o 푊 da distribuic¸a˜o gaussiana equivalente. A transformac¸a˜o e´ realizada por meio da seguinte
fo´rmula recursiva:
푊 (푖+ 1) =
⎛
⎝푊 (푖) + 푏푖+1푏
푡
푖+1
휎2
푖+1
−푏푖+1
휎2
푖+1
−푏푡
푖+1
휎2
푖+1
1
휎2
푖+1
,
⎞
⎠ (2.30)
em que 푊 (푖) denota a submatriz do canto superior esquerdo, 푊 (1) = 1
휎2
푖
, 푏푖 e´ o vetor coluna
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(푏1푖, ..., 푏(푖−1)푖)
푡 e 푏푡푖 e´ o seu vetor transposto.
2.7.1 Me´trica para avaliar redes gaussianas
A me´trica mais utilizada para medir a qualidade de redes gaussianas foi derivada da me´trica BIC,
a qual utiliza o 푙표푔 da verossimilhanc¸a junto com uma func¸a˜o para penalizar redes muito complexas:
푝(퐷∣퐺) =
[
푁∏
푙=1
푛∏
푖=1
1√
2휋푣푖
푒−1/2푣푖(푥푙푖−휇푖−
∑
푥푘∈풑풂풊
푏푘푖(푥푙푘−휇푘))
2
]
− 푓(푁) ∗ 푑푖푚(퐺), (2.31)
em que 퐷 representa o conjunto de dados, 퐺 e´ a rede gaussiana sendo avaliada, 푁 denota a
quantidade de instaˆncias, 푛 e´ o nu´mero de varia´veis, 푏푘푖 e´ o coeficiente de regressa˜o linear refletindo o
relacionamento entre푋푘 e푋푖, 풑풂풊 e´ o conjunto de pais da varia´vel푋푖 e 푣푖 e´ a variaˆncia condicional de
푋푖 dados 푋1, ..., 푋푖−1 ∀푖, 푘. A func¸a˜o 푓 (푁 ) = 12 푙푛 푁 e´ responsa´vel por penalizar modelos complexos
e 푑푖푚(퐺) = 2푛+∑푛푖=1 풑풂풊 e´ a quantidade de paraˆmetros a serem estimados.
2.8 Considerac¸o˜es Finais
Neste capı´tulo, foram introduzidos alguns conceitos ba´sicos de probabilidade, como
probabilidade conjunta, probabilidade condicional, eventos independentes, teorema de Bayes,
varia´vel aleato´ria e distribuic¸o˜es de probabilidade. Em seguida, foi apresentada a definic¸a˜o de
modelos gra´ficos probabilı´sticos, particularmente as redes bayesianas e as redes gaussianas. Foi
dada eˆnfase ao aprendizado da estrutura dos modelos pelo paradigma de busca e pontuac¸a˜o, em que
um mecanismo de busca percorre o espac¸o contendo todos os grafos acı´clicos direcionados enquanto
uma me´trica avalia a qualidade de cada soluc¸a˜o encontrada. Por fim, as me´tricas mais importantes
foram descritas, tanto para as redes bayesianas quanto para as redes gaussianas.
Capı´tulo 3
Sistemas Imunolo´gicos Artificiais
3.1 Considerac¸o˜es Iniciais
O sistema imunolo´gico natural e´ composto de um complexo conjunto de ce´lulas e mole´culas que
formam um mecanismo de defesa ra´pido e efetivo contra a invasa˜o de agentes infecciosos no nosso
organismo. Sob a perspectiva da computac¸a˜o e engenharia, o sistema imunolo´gico possui va´rias
caracterı´sticas importantes, tais como: reconhecimento de padro˜es, aprendizado, memo´ria, adaptac¸a˜o
e auto-organizac¸a˜o. Essas caracterı´sticas o tornam uma fonte de inspirac¸a˜o bastante interessante
para o desenvolvimento de ferramentas computacionais para a soluc¸a˜o de problemas do mundo real,
denominadas sistemas imunolo´gicos artificiais (SIAs) (Dasgupta, 1999; de Castro & Timmis, 2002b).
Diferentes algoritmos imuno-inspirados teˆm sido propostos na literatura, dependendo de qual
princı´pio imunolo´gico foi utilizado como inspirac¸a˜o. Neste trabalho, sera´ abordada a classe de
algoritmos que se baseiam nos princı´pios da selec¸a˜o clonal e teoria da rede. Computacionalmente
implementados, esses dois princı´pios sa˜o eficazes na manutenc¸a˜o de diversidade na populac¸a˜o, na
localizac¸a˜o de mu´ltiplas soluc¸o˜es o´timas locais e no ajuste automa´tico do tamanho da populac¸a˜o de
acordo com a demanda.
Neste capı´tulo, e´ realizada uma breve introduc¸a˜o ao sistema imunolo´gico natural visando
fundamentar os aspectos biolo´gicos que serviram de inspirac¸a˜o para a criac¸a˜o de um novo paradigma
computacional bio-inspirado. Sera´ dada eˆnfase particular a`s teorias da selec¸a˜o clonal e da rede
imunolo´gica. Em seguida, sa˜o apresentados os principais conceitos de sistemas imunolo´gicos
artificiais, suas caracterı´sticas e limitac¸o˜es para soluc¸a˜o de problemas.
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3.2 Sistema Imunolo´gico Natural
Frequentemente, nosso organismo e´ invadido por diferentes agentes infecciosos (pato´genos),
capazes de causar danos ao nosso corpo. Quando isso ocorre, o sistema imunolo´gico precisa agir
rapidamente para na˜o comprometer a vida do organismo infectado.
O sistema imunolo´gico apresenta uma arquitetura de mu´ltiplas camadas, com mecanismos de
defesa espalhados por va´rios os nı´veis, como e´ apresentado na Figura 3.1 (de Castro & Timmis,
2002b).
Patógenos
Fagócito
Linfócitos
Pele
Barreiras
bioquímicas
RespostaImune
adaptativa
Resposta Imune
inata
Figura 3.1: Estrutura em camadas do sistema imunolo´gico.
A pele representa uma barreira fı´sica e funciona como uma espe´cie de escudo contra os invasores.
As barreiras bioquı´micas sa˜o os fluidos como a saliva, la´grima e suor. Os a´cidos estomacais tambe´m
ajudam a eliminar grande parte dos microorganismos ingeridos junto com os alimentos. Ale´m disso, o
pH e a temperatura do corpo podem apresentar condic¸o˜es de vida desfavora´veis para alguns invasores.
O sistema imunolo´gico inato conte´m ce´lulas que esta˜o imediatamente disponı´veis para o combate
contra uma ampla quantidade de agentes invasores e atuam sempre do mesmo modo. Alguns autores,
como Scroferneker & Pohlmann (1998), consideram a pele e as barreiras bioquı´micas como parte
do sistema imunolo´gico inato. As ce´lulas mais importantes do sistema imunolo´gico inato sa˜o os
fago´citos, como os mono´citos, macro´fagos e neutro´filos. Estes fago´citos possuem receptores que
reconhecem padro˜es moleculares encontrados em microorganismos. Quando este reconhecimento
ocorre, os fago´citos englobam (“fagocitam”) os invasores, na˜o importando de qual tipo eles sejam.
Ale´m da fagocitose, ocorre tambe´m o estı´mulo para a produc¸a˜o de citocinas. As citocinas tem como
objetivos emitir sinais para outras ce´lulas do sistema imunolo´gico, induzir uma resposta inflamato´ria
e elevar a temperatura do corpo, provocando a chamada febre. Acredita-se que a febre, ate´ certo
ponto, e´ bene´fica, pois a atividade de alguns agentes infecciosos e´ reduzida conforme a temperatura
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do corpo aumenta. A resposta imune inata desempenha, portanto, um papel crucial na iniciac¸a˜o e
posterior direcionamento das respostas imunes adaptativas, principalmente devido ao fato de que as
respostas adaptativas demoram um certo perı´odo de tempo para exercer seus efeitos.
Ja´ a resposta imune adaptativa tem como caracterı´stica principal o reconhecimento de um
pato´geno especı´fico, tendo como ce´lulas principais os linfo´citos T e B. Os linfo´citos T recebem
este nome porque sa˜o gerados no timo, uma glaˆndula linfa´tica localizada na cavidade tora´cica. Ja´
os linfo´citos B sa˜o gerados na medula o´ssea (bone marrow, em ingleˆs) e por isto recebem este
nome. Tanto as ce´lulas B quanto as T possuem mole´culas receptoras (reconhecedoras) em suas
superfı´cies capazes de reconhecer os pato´genos. As ce´lulas T teˆm por finalidade reconhecer um
invasor previamente fagocitado pelas ce´lulas da resposta imunolo´gica inata e estimular a produc¸a˜o
de linfo´citos B, que, por sua vez, se encarregam de produzir anticorpos especı´ficos para aquele
invasor. No decorrer deste processo, sa˜o formadas ce´lulas de memo´ria, que respondem de forma
mais ra´pida e eficiente a uma reinfecc¸a˜o. Embora as ce´lulas T na˜o produzam anticorpos, elas sa˜o
muitos importantes para a estimulac¸a˜o das ce´lulas B.
Enquanto a resposta imune adaptativa resulta na imunidade contra a re-infecc¸a˜o ao mesmo
agente infectante, a resposta imune inata na˜o sofre mudanc¸as expressivas ao longo da vida de um
indivı´duo, independente da exposic¸a˜o a antı´genos. Esta e´ uma importante diferenc¸a entre a resposta
adaptativa e a resposta inata. Em conjunto, os sistemas inato e adaptativo contribuem para uma
defesa notavelmente eficaz, garantindo que, embora passemos nossas vidas cercados por germes
potencialmente patogeˆnicos, apresentemos resisteˆncia a`s enfermidades.
Apesar da importaˆncia da defesa inata no sistema imunolo´gico natural como um todo, o restante
deste capı´tulo sera´ focado apenas nos mecanismos responsa´veis pelo funcionamento da defesa
adaptativa, que e´ a principal fonte de inspirac¸a˜o para os sistemas imunolo´gicos artificiais.
3.2.1 Resposta Imunolo´gica Adaptativa
Uma vez que um pato´geno invadiu um organismo, ele pode ser fagocitado por um grupo de
ce´lulas, chamadas macro´fagos, que esta˜o em circulac¸a˜o pelo organismo. Cada um destes macro´fagos
fragmenta o pato´geno e passa enta˜o a exibir em sua superfı´cie caracterı´sticas desse pato´geno, os
chamados antı´genos. Estes macro´fagos se deslocam enta˜o para os linfonodos, no´dulos espalhados
pelo organismo com alta concentrac¸a˜o de ce´lulas do sistema imunolo´gico, onde teˆm os antı´genos em
sua superfı´cie reconhecidos pelas ce´lulas T. Essas ce´lulas T, por sua vez, estimulam a reproduc¸a˜o de
ce´lulas B, as quais se diferenciam em ce´lulas B de memo´ria e ce´lulas de plasma, tambe´m chamadas
de plasmo´citos. As ce´lulas B de memo´ria possuem um perı´odo de vida mais longo que as outras e
ficam circulando pelo sangue, vasos linfa´ticos e tecidos. Elas garantem uma resposta mais ra´pida a
pato´genos com antı´genos similares que possam vir a invadir o organismo no futuro. Ja´ os plasmo´citos
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sa˜o as ce´lulas responsa´veis por secretar anticorpos no organismo em altas taxas. Cada ce´lula B produz
um u´nico tipo de anticorpo, propriedade esta conhecida como monoespecificidade. Na Figura 3.2(a)
(de Castro & Timmis, 2002b), esta´ apresentada uma ce´lula B com destaque para o tipo de anticorpo
que ela e´ capaz de produzir.
Anticorpos, ou imunoglobinas, sa˜o mole´culas que se ligam aos antı´genos presentes tanto nos
pato´genos quanto nas ce´lulas infectadas e sinalizam para os demais componentes do sistema
imunolo´gico que esses indivı´duos devem ser eliminados. A regia˜o do antı´geno em que ocorre a
ligac¸a˜o com o anticorpo e´ chamada de epı´topo. Vale salientar aqui que, embora um anticorpo possua
apenas um tipo de receptor de antı´geno, um mesmo antı´geno pode apresentar mu´ltiplos epı´topos. Isto
significa que deferentes anticorpos podem se ligar a um u´nico antı´geno (veja Figura 3.2(b)).
Tanto os anticorpos quanto os antı´genos possuem composic¸o˜es fı´sico-quı´micas bem definidas, de
forma que, quanto melhor forem as afinidades fı´sico-quı´micas, melhor sera´ a qualidade da ligac¸a˜o
entre eles.
Anticorpo
Figura 3.2: Linfo´cito B. (a) Destaque para o anticorpo em sua superfı´cie. (b) Anticorpos reconhecendo um
antı´geno.
3.2.2 Princı´pio da Selec¸a˜o Clonal
Foi dito anteriormente que as ce´lulas B e T possuem mole´culas receptoras em suas superfı´cies
capazes de reconhecer antı´genos. Entretanto, cada ce´lula apresenta um padra˜o distinto de receptor
antigeˆnico, fazendo com que a quantidade de ce´lulas que podem se ligar a um determinado antı´geno
seja restrita. A fim de produzir ce´lulas suficientes para combater a infecc¸a˜o, a ce´lula ativada (aquela
que reconheceu o antı´geno) deve se proliferar, gerando co´pias ideˆnticas (clones) de si mesma.
Durante este processo, para melhorar a adaptac¸a˜o entre os clones gerados e os antı´genos invasores
(maior afinidade entre anticorpos e antı´genos), esses novos clones sofrem hipermutac¸a˜o com taxas
de variabilidade gene´tica inversamente proporcionais a` sua afinidade com os antı´genos em questa˜o
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(ce´lulas com maior afinidade com o antı´geno sofrem uma variac¸a˜o gene´tica menor, e vice-versa).
Dentre as ce´lulas resultantes, aquelas com menor afinidade com o antı´geno e as que por ventura se
tornaram prejudiciais ao organismo com a etapa de hipermutac¸a˜o sa˜o enta˜o eliminadas da populac¸a˜o.
Este processo e´ conhecido como Princı´pio da Selec¸a˜o Clonal e foi proposto por Burnet (1959).
A selec¸a˜o clonal ocorre tanto no caso dos linfo´citos B quanto dos linfo´citos T. Maiores detalhes
sobre este princı´pio imunolo´gico podem ser encontrados em (Ada & Nossal, 1987). Na Figura 3.3,
e´ apresentado um esquema ilustrativo do funcionamento da selec¸a˜o clonal (de Castro & Timmis,
2002b).
Antígenos
M
M
Células de memória
Plasmócitos
Figura 3.3: Princı´pio da selec¸a˜o clonal.
3.2.3 Teoria da Rede Imunolo´gica
Outra teoria importante na imunologia e´ a teoria da rede, proposta por Jerne (1974). Essa teoria
diz que o sistema imunolo´gico na˜o e´ apenas um sistema reativo que permanece em repouso ate´ que
um pato´geno invada o organismo. Segundo a teoria da rede, as ce´lulas imunolo´gicas sa˜o capazes
de reconhecer antı´genos e reconhecer umas a`s outras. Diante disto, o sistema imunolo´gico pode ser
visto como uma enorme e complexa rede, que permanece em um estado de equilı´brio dinaˆmico em
que seus elementos sofrem constantes alterac¸o˜es em suas concentrac¸o˜es. Quando um antı´geno altera
este equilı´brio, a rede automaticamente altera as concentrac¸o˜es de indivı´duos de forma a combater
este antı´geno e convergir para um novo estado de equilı´brio.
Ja´ que as ce´lulas do sistema imunolo´gico sa˜o capazes tambe´m de reconhecer ce´lulas do
pro´prio organismo, a teoria da rede afirma que os linfo´citos poderiam responder positivamente
ou negativamente ao sinal de algum reconhecimento. Uma resposta positiva e´ disparada
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no reconhecimento de antı´genos, estimulando a secrec¸a˜o de anticorpos para guiar a resposta
imunolo´gica. Ja´ a resposta negativa ocorre no reconhecimento de outra ce´lula da rede, levando a`
supressa˜o da resposta imunolo´gica para evitar o ataque a ce´lulas do pro´prio organismo.
Embora a teoria da rede tenha aceitac¸a˜o reduzida na imunologia moderna, seus conceitos teˆm
conduzido a algoritmos eficazes, quando explorados em mecanismos computacionais.
3.3 Sistema Imunolo´gico Artificial
Os sistema imunolo´gico artificiais (SIAs) surgiram como uma ferramenta computacional
inspirada no sistema imunolo´gico natural para soluc¸a˜o de problemas nas mais diversas a´reas, como
otimizac¸a˜o (Chen & Mahfouf, 2006; Chun et al., 1998; Coelho & Von Zuben, 2006; de Franc¸a et al.,
2005), agrupamento de dados (Castro et al., 2007a,b; de Castro & Von Zuben, 2001), reconhecimento
de padro˜es (Dasgupta, 1999; Watkins et al., 2004), seguranc¸a computacional (Aickelin et al., 2004;
Kephart, 1994) e aprendizado de ma´quina (Castro & Von Zuben, 2006; Castro et al., 2005; Hunt &
Cooke, 1996). Mais aplicac¸o˜es de SIAs em distintas a´reas sa˜o abordadas em de Castro & Timmis
(2002b).
O interesse pelo desenvolvimento de sistemas computacionais inspirados no sistema imunolo´gico
natural se deve a`s caracterı´sticas apresentadas por estes, as quais permitem a obtenc¸a˜o de um
algoritmo robusto, escala´vel e flexı´vel, quando implementadas. A seguir, sa˜o listadas algumas dessas
caracterı´sticas:
∙ Reconhecimento de padro˜es: as ce´lulas e mole´culas que na˜o pertencem ao organismo sa˜o
reconhecidas e eliminadas;
∙ Detecc¸a˜o de anomalia: o sistema imunolo´gico pode reconhecer e reagir a agentes infecciosos
sem que o organismo nunca tenha tido contato com tais agentes;
∙ Detecc¸a˜o imperfeita (toleraˆncia a ruı´do): um reconhecimento absoluto do pato´geno na˜o e´
necessa´rio para que o sistema imunolo´gico reaja a ele;
∙ Diversidade: existem va´rios tipos de elementos (ce´lulas, mole´culas, proteı´nas, etc.), cada um
com sua func¸a˜o, que, juntos, formam a resposta imunolo´gica;
∙ Aprendizado e memo´ria: o sistema imunolo´gico pode aprender a estrutura dos pato´genos e
se lembrar delas quando o organismo for infectado novamente pelo mesmo pato´geno. Esta
caracterı´stica permite que a resposta imunolo´gica seja mais ra´pida;
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∙ Descentralizac¸a˜o: as ce´lulas do sistema imunolo´gico esta˜o espalhadas pelo nosso corpo e,
mais importante, na˜o existe um elemento central que as controla;
∙ Auto-organizac¸a˜o: quando um pato´geno entra em contato com o organismo, na˜o existe
informac¸a˜o a respeito de como as ce´lulas e mole´culas devem agir. A selec¸a˜o clonal e a
maturac¸a˜o de afinidade sa˜o responsa´veis por selecionar as ce´lulas e expandir as mais aptas
a combater o pato´geno;
∙ Dinaˆmica: o sistema imunolo´gico possui um elevado nu´mero de elementos, pore´m finito.
Esses elementos na˜o reconhecem todos os possı´veis pato´genos existentes. Por isso, o sistema
imunolo´gico promove mudanc¸as no reperto´rio de ce´lulas.
Muitos sistemas imunolo´gicos artificiais teˆm sido propostos na literatura, seguindo diferentes
princı´pios imunolo´gicos como inspirac¸a˜o. Como exposto anteriormente, neste trabalho sera´ abordada
a classe de algoritmos que se baseiam nos princı´pios da selec¸a˜o clonal e teoria da rede, por
apresentarem caracterı´sticas interessantes que possibilitam a implementac¸a˜o de algoritmos eficazes
na manutenc¸a˜o de diversidade na populac¸a˜o, na localizac¸a˜o de mu´ltiplas soluc¸o˜es o´timas locais e no
ajuste automa´tico do tamanho da populac¸a˜o de acordo com a demanda.
Qualquer SIA que se baseia nesses dois princı´pios possui a estrutura apresentada no Algoritmo
3.1, adaptada de de Castro & Timmis (2002b).
Algoritmo 3.1 Sistema Imunolo´gico Artificial
Inı´cio
Iniciar a populac¸a˜o de anticorpos aleatoriamente;
Enquanto condic¸a˜o de parada na˜o for satisfeita fac¸a
Avaliar a populac¸a˜o;
Clonar anticorpos;
Aplicar mutac¸a˜o nos clones;
Eliminar os clones com fitness menor que um limiar;
Eliminar anticorpos semelhantes;
Inserir aleatoriamente anticorpos na populac¸a˜o;
Fim enquanto
Fim
Primeiramente, e´ criada aleatoriamente uma populac¸a˜o de indivı´duos que representam possı´veis
soluc¸o˜es para o problema, chamados anticorpos. Em seguida, o crite´rio de parada do algoritmo e´
verificado. Caso ainda na˜o tenha sido alcanc¸ado, o fitness de cada indivı´duo e´ calculado. Cada
anticorpo dara´ origem a um nu´mero de clones. Esse nu´mero e´ proporcional ao fitness do anticorpo.
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Quanto maior, mais clones ele ira´ gerar. Cada clone, enta˜o, passara´ por um processo de mutac¸a˜o.
A taxa de mutac¸a˜o e´ inversamente proporcional ao fitness do clone. Um novo ca´lculo do fitness
e´ realizado e os clones com valor de fitness menor que um determinado limiar sa˜o eliminados
da populac¸a˜o. Por fim, os anticorpos similares, dado um limiar, sera˜o excluı´dos da populac¸a˜o,
ficando somente aquele com maior fitness. Por fim, novos anticorpos sa˜o inseridos aleatoriamente
na populac¸a˜o, a fim de manter diversidade. O fluxo de execuc¸a˜o retorna, enta˜o, para a etapa de
verificac¸a˜o da condic¸a˜o de parada. Espera-se que, atingido o crite´rio de parada, o algoritmo tenha
encontrado boas soluc¸o˜es para o problema. Dentre os principais crite´rios de parada, cabe destacar:
nu´mero ma´ximo de gerac¸o˜es e nu´mero de gerac¸o˜es em que na˜o ocorre aperfeic¸oamento do melhor
indivı´duo.
Para ilustrar a capacidade dos algoritmos imunolo´gicos de encontrar os mu´ltiplos o´timos locais
de um problema, mantendo a diversidade das soluc¸o˜es, um algoritmo imuno-inspirado chamado
opt-aiNet (de Castro & Timmis, 2002a), que possui estrutura de funcionamento semelhante a`
apresentada no Algoritmo 3.1, foi aplicado a treˆs problemas de otimizac¸a˜o bidimensional (problemas
de maximizac¸a˜o) que apresentam multimodalidade. As func¸o˜es otimizadas foram Multi (Equac¸a˜o
3.1), Roots (Equac¸a˜o 3.2) e Schaffer (Equac¸a˜o 3.3).
푓(푥, 푦) = 푥sen(4휋푥)− 푦sen(4휋푦 + 휋), 푥, 푦 ∈ [−2, 3]; (3.1)
푓(푧) =
1
1 + ∣푧6 − 1∣ , 푧 ∈ ℂ, 푧 = 푥+ 푖푦, (3.2)
푥, 푦 ∈ [−2, 2];
푓(푥, 푦) = 0, 5 +
sen2(
√
푥2 + 푦2)− 0, 5
1 + 0, 001(푥2 + 푦2)
, 푥, 푦 ∈ [−10, 10]. (3.3)
Os resultados podem ser observados na Figura 3.4. Como pode ser visto, o algoritmo foi capaz de
gerar um conjunto de soluc¸o˜es boas e, ao mesmo tempo, manter a diversidade destas soluc¸o˜es. Para
as func¸o˜es Multi e Roots, todos os o´timos locais foram encontrados. Ja´ para a func¸a˜o Schaffer, a qual
possui um u´nico o´timo global e infinitos o´timos locais, o algoritmo foi capaz de encontrar esse o´timo
global e va´rios outros locais.
O tamanho da populac¸a˜o varia automaticamente ao longo do processo de otimizac¸a˜o e converge
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Figura 3.4: Resultado da aplicac¸a˜o de SIAs em otimizac¸a˜o multimodal. Os asteriscos (*) representam os
indivı´duos da populac¸a˜o (anticorpos) ao final da execuc¸a˜o.
para valores que dependem da demanda de cada problema. Para os treˆs casos, a populac¸a˜o inicial foi
criada com 20 indivı´duos. ´E interessante notar que, no final de sua execuc¸a˜o, o algoritmo opt-aiNet
elimina aqueles indivı´duos que na˜o convergiram para algum o´timo local ou global do problema, o
que provoca a reduc¸a˜o brusca no nu´mero de indivı´duos, como ilustrado na Figura 3.5.
´E evidente que para o algoritmo apresentar um bom desempenho, dentre outros fatores, o operador
de mutac¸a˜o precisa ser escolhido com cuidado, bem como a taxa de mutac¸a˜o. Esses paraˆmetros,
se mal definidos, podem levar a` gerac¸a˜o de soluc¸o˜es ruins. Outro inconveniente em sistemas
imunolo´gicos artificiais, em relac¸a˜o ao operador de mutac¸a˜o, e´ o fato dele na˜o considerar a interac¸a˜o
dos atributos presentes no anticorpo na hora de desempenhar sua func¸a˜o.
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(a) func¸a˜o Multi (b) Roots
(c) Schaffer
Figura 3.5: Tamanho da populac¸a˜o ao longo das iterac¸o˜es, para as treˆs func¸o˜es.
3.4 Sistemas Imunolo´gicos Artificiais e Blocos Construtivos
Apesar dos algoritmos imunolo´gicos artificiais apresentarem bom desempenho para uma vasta
gama de problemas, alguns aspectos podem ser melhorados. O sistema imunolo´gico artificial, assim
como diversos outros algoritmos de busca e otimizac¸a˜o, representa as soluc¸o˜es candidatas para um
determinado problema como um vetor de atributos. ´E sabido que muitos problemas de otimizac¸a˜o
podem ser decompostos em sub-problemas, os quais sa˜o resolvidos separadamente e suas soluc¸o˜es
parciais sera˜o combinadas posteriormente para compor a soluc¸a˜o global. Nesse contexto, e´ possı´vel
que o vetor de atributos associado a cada soluc¸a˜o candidata apresente soluc¸o˜es parciais para o
problema.
Por exemplo, considere um problema bina´rio de otimizac¸a˜o combinato´ria consistindo de dez
varia´veis. Na Figura 3.6 sa˜o apresentados cinco vetores que supostamente representam cinco soluc¸o˜es
de boa qualidade para este problema fictı´cio. Suponha que a linha pontilhada indica a existeˆncia de
uma soluc¸a˜o parcial para o problemas, dizendo que as posic¸o˜es 3 e 4 dos vetores devem conter o
valor “1” e a posic¸a˜o 5 deve conter o valor “0”. Ja´ a linha tracejada denota uma segunda soluc¸a˜o
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parcial, dizendo que as posic¸o˜es 7 e 10 dos vetores devem conter o valor “0” enquanto a posic¸a˜o 9
deve possuir o valor “1”.
0 1 1 1 0 1 1 1 0 0
0 0 1 1 0 0 0 0 1 0
1 0 1 1 0 0 0 1 1 0
1 0 0 1 0 1 0 0 1 0
0 0 0 0 1 0 0 0 1 0
Figura 3.6: Exemplo de blocos construtivos.
A essas soluc¸o˜es parciais da´-se o nome de blocos construtivos (do ingleˆs building blocks). Os
blocos construtivos podem ser vistos, enta˜o, como pequenos conjuntos de posic¸o˜es do vetor de
soluc¸o˜es que se relacionam e, juntos, representam sub-soluc¸o˜es para o problema. Esses blocos
construtivos contribuem de forma significativa para garantir a qualidade das boas soluc¸o˜es e devem
ser sempre preservados.
Entretanto, os algoritmos imunolo´gicos artificiais existentes na literatura sa˜o incapazes de
determinar diretamente quais elementos do vetor se relacionam para formar um bloco construtivo.
Mesmo que ele seja descoberto, o operador de mutac¸a˜o pode facilmente rompeˆ-lo, pois ele na˜o
considera a interac¸a˜o dos caracteres presentes no anticorpo na hora de desempenhar sua func¸a˜o.
3.5 Considerac¸o˜es Finais
Neste capı´tulo, foi realizada uma breve descric¸a˜o do sistema imunolo´gico natural, junto com as
duas principais teorias que servem de inspirac¸a˜o para o desenvolvimento de sistemas computacionais
que atuam como meta-heurı´sticas para a soluc¸a˜o de problemas nas mais diversas a´reas. Em seguida,
foram apresentados o conceito dos sistemas imunolo´gicos artificiais e suas caracterı´sticas mais
relevantes, como a capacidade de manter diversidade na populac¸a˜o e o controle automa´tico do
tamanho da populac¸a˜o em resposta a`s particularidades do problema que esta´ sendo tratado. Essas
caracterı´sticas conferem aos sistemas imunolo´gicos artificiais a capacidade de solucionar problemas
de otimizac¸a˜o em que o espac¸o de busca e´ amplo e multimodal, encontrando os o´timos globais e
locais.
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Foi apresentada tambe´m uma limitac¸a˜o dos sistemas imunolo´gicos artificiais: a auseˆncia de
mecanismos para considerar as interac¸o˜es das varia´veis do problema no momento de resolveˆ-lo.
No Capı´tulo 5, sera´ apresentada uma abordagem promissora que confere aos algoritmos
bio-inspirados a capacidade de lidar eficientemente com blocos construtivos. Em seguida, sera˜o
propostos e descritos quatro sistemas imunolo´gicos artificiais que utilizam essa abordagem para
resolver problemas de otimizac¸a˜o no espac¸o discreto e contı´nuo.
Capı´tulo 4
Aprendizado em Redes Bayesianas por meio
de Sistemas Imunolo´gicos Artificiais
4.1 Considerac¸o˜es Iniciais
Conforme detalhado no Capı´tulo 2, o aprendizado de redes bayesianas a partir de conjuntos
de dados tem recebido grande atenc¸a˜o nos u´ltimos anos. Dentre os paradigmas de aprendizado, o
mais utilizado e´ aquele baseado na busca e pontuac¸a˜o, em que um algoritmo de busca e´ responsa´vel
por explorar o espac¸o contendo todos os grafos acı´clicos direcionados, enquanto uma me´trica de
pontuac¸a˜o avalia cada estrutura, em termos de qua˜o bem ela representa os dados.
De acordo com Buntine (1996), os mecanismos de busca mais indicados para esta tarefa devem
ser baseados em populac¸a˜o de soluc¸o˜es e serem capazes de realizar busca multimodal. Um forte
candidato a essa tarefa e´ um sistema imunolo´gico artificial, uma vez que e´ baseado em populac¸a˜o
e e´ capaz de controlar o tamanho e a diversidade da populac¸a˜o. Com este eficiente mecanismo de
explorac¸a˜o do espac¸o de busca, um sistema imunolo´gico pode encontrar e preservar as mu´ltiplas
soluc¸o˜es de boa qualidade num problema multimodal.
Neste capı´tulo, e´ apresentada uma contribuic¸a˜o especı´fica da tese, que e´ a investigac¸a˜o de uma
nova metodologia baseada em sistemas imunolo´gicos artificiais destinada ao aprendizado de redes
bayesianas (Castro & Von Zuben, 2005). Na Sec¸a˜o 4.2, sa˜o apresentados os componentes do
algoritmo, como codificac¸a˜o, func¸a˜o de avaliac¸a˜o, operadores de clonagem e mutac¸a˜o. Os resultados
obtidos junto a casos de estudo comumente adotados na literatura sa˜o enta˜o descritos e analisados.
Na Sec¸a˜o 4.3, sa˜o descritos experimentos de aprendizado de redes bayesianas agora voltados para
a tarefa de selec¸a˜o de atributos, por meio da identificac¸a˜o do Markov blanket do no´ que denota a
varia´vel de saı´da.
Embora experimentos com selec¸a˜o de atributos sejam apresentados neste capı´tulo, os conceitos
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associados ao assunto na˜o sa˜o abordados aqui, mas sim no Capı´tulo 7, por ser exclusivo sobre selec¸a˜o
de atributos.
4.2 Aprendizado de Redes Bayesianas por meio de um Sistema
Imunolo´gico Artificial
Nesta sec¸a˜o, e´ descrita a aplicac¸a˜o de um sistema imunolo´gico artificial baseado nas teorias
da selec¸a˜o clonal e da rede imunolo´gica, para o aprendizado de redes bayesianas. A partir de um
conjunto de dados, o algoritmo tenta encontrar um rede bayesiana que seja capaz de representa´-los de
forma apropriada.
A seguir, os componentes do algoritmo sera˜o detalhados.
4.2.1 Codificac¸a˜o
Na implementac¸a˜o do algoritmo, cada rede candidata e´ um anticorpo enquanto o conjunto de
dados representa os antı´genos. Para um domı´nio especı´fico com n varia´veis, as soluc¸o˜es candidatas
sa˜o codificadas como uma matriz bina´ria n× n, em que os elementos da matriz, 푐푖푗 , i,j=1,...,n, podem
assumir os valores:
푐푖푗 =
{
1 se o no´ j e´ pai do no´ i;
0 caso contra´rio.
(4.1)
Por exemplo, considere a rede bayesiana apresentada na Figura 4.1(a). O anticorpo que representa
tal rede e´ codificado conforme mostra a matriz da Figura 4.1(b).
X1
X3X2
0 0 0
1 0 0
1 0 0
(a) (b)
Figura 4.1: Codificac¸a˜o de uma possı´vel soluc¸a˜o candidata.
A populac¸a˜o inicial e´ gerada aleatoriamente. Ela e´ formada por matrizes cujos elementos podem
assumir valores 0 ou 1, com o cuidado de na˜o gerar ciclos.
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4.2.2 Func¸a˜o de aptida˜o
A func¸a˜o de aptida˜o utilizada para avaliar a qualidade de uma rede candidata 퐵, dado o conjunto
de dados 퐷, e´ a pontuac¸a˜o BIC (Bayesian Information Criterion), expressa na Equac¸a˜o (4.2):
log 푃 (퐷∣퐵) =
푛∑
푖=1
푞푖∑
푗=1
푟푖∑
푘=1
푁푖푗푘 푙표푔
푁푖푗푘
푁푖푗
− 1
2
log푁 ∗ dim(퐵), (4.2)
sendo
푑푖푚(퐵) =
푛∑
푖=1
푞푖(푟푖 − 1) (4.3)
em que 푛 e´ o nu´mero de varia´veis, 푞푖 denota o nu´mero de possı´veis instaˆncias pais de 푥푖, 푟푖 e´ o nu´mero
de possı´veis valores de 푥푖, 푁푖푗푘 e´ o nu´mero de casos em que 푥푖 assume o k-e´simo valor com seus pais
assumindo o j-e´simo valor, e 푁푖푗 =
∑푟푖
푘=1푁푖푗푘. O termo 푑푖푚(퐵) e´ a dimensa˜o da rede, isto e´, a
quantidade de paraˆmetros necessa´rios para especificar o modelo.
4.2.3 Clonagem e Mutac¸a˜o
Durante a etapa de clonagem, co´pias ideˆnticas de todos os anticorpos sa˜o criadas. Em seguida,
cada clone passa por um processo de mutac¸a˜o, sendo que a taxa de mutac¸a˜o para cada clone e´
inversamente proporcional ao seu valor de aptida˜o. A taxa de mutac¸a˜o e´ calculada pela Equac¸a˜o
(4.4).
푃푚푢푡(퐴푏푖) = 푀푎푥 푃푚푢푡 ∗ (푀푎푥 퐹푖푡− 퐹푖푡(퐴푏푖))
(푀푎푥 퐹푖푡−푀푖푛 퐹푖푡) (4.4)
em que 푃푚푢푡(퐴푏푖) e´ a taxa de mutac¸a˜o para o clone i; 푀푎푥 푃푚푢푡 e´ o maior valor que a taxa de
mutac¸a˜o pode alcanc¸ar; 퐹푖푡(퐴푏푖) e´ o valor de aptida˜o do clone 푖; 푀푎푥 퐹푖푡 e 푀푖푛 퐹푖푡 sa˜o o maior
e menor valor de aptida˜o encontrado na populac¸a˜o corrente, respectivamente.
O operador de mutac¸a˜o e´ responsa´vel por adicionar, remover e inverter a ordem dos arcos da
rede bayesiana codificada no anticorpo. Isso e´ feito alterando o bit de “0” para “1” e vice-versa.
Durante a mutac¸a˜o, assim como na etapa de criac¸a˜o da populac¸a˜o inicial, e´ preciso evitar a criac¸a˜o
de grafos cı´clicos. Para cada ciclo identificado, uma aresta escolhida aleatoriamente e´ removida ou
invertida. Aqui, um processo de busca local poderia ser executado para definir qual conexa˜o deveria
ser removida. Entretanto, a exclusa˜o aleato´ria foi adotada neste trabalho por questa˜o de simplicidade.
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4.2.4 Supressa˜o
Nesta fase, anticorpos ideˆnticos sa˜o eliminados da populac¸a˜o para evitar redundaˆncia e, assim,
manter a diversidade na populac¸a˜o. Se dois ou mais anticorpos apresentam a mesma estrutura, isso e´,
matrizes ideˆnticas, todos com excec¸a˜o de um sa˜o excluı´dos da populac¸a˜o. Soluc¸o˜es candidatas que
apresentam valor de aptida˜o muito baixo tambe´m sa˜o removidas.
4.2.5 Resultados
Inicialmente, o algoritmo proposto foi testado em dois benchmarks muito conhecidos na literatura:
ALARM (Beinlich et al., 1989) e ASIA (Lauritzen & Spiegelhalter, 1988). O primeiro refere-se a
uma rede que conte´m 37 no´s e 46 arestas. A rede referente ao benchmark ASIA conte´m 8 no´s e 8
arestas. Na Figura 4.2, sa˜o apresentadas essas duas redes.
Figura 4.2: Benchmarks considerados durante os experimentos: (a) ALARM e (b) ASIA.
Os experimentos consistiram em amostrar conjuntos de dados a partir das redes originais e, a partir
destes dados, tentar recuperar a rede original usando o algoritmo imunolo´gico proposto. Para ambos
os problemas, os conjuntos de dados possuı´am 1000 amostras. Esse nu´mero foi obtido empiricamente
a partir de experimentos preliminares que visavam verificar qual o tamanho ideal do conjunto de
dados. Quando utilizaram-se poucos dados, em torno de 100, o algoritmo na˜o apresentou bom
desempenho, gerando redes de ma´ qualidade.
A populac¸a˜o inicial do sistema imunolo´gico artificial conte´m 50 anticorpos, o nu´mero de clones
por anticorpo e´ 3 e a taxa ma´xima de mutac¸a˜o e´ 0,4. O crite´rio de parada e´ o nu´mero ma´ximo de
gerac¸o˜es, definido como 100.
Para cada benchmark, foram realizadas 10 execuc¸o˜es do algoritmo. Os resultados foram
comparados com aqueles obtidos por dois outros algoritmos: o K2 (Cooper & Herskovits, 1992) e um
algoritmo gene´tico, ambos utilizando tambe´m a me´trica BIC. Para o algoritmo gene´tico, o tamanho
da populac¸a˜o foi definido como 800 e o nu´mero ma´ximo de iterac¸o˜es foi 500.
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Na Tabela 4.1, sa˜o apresentados os resultados me´dios obtidos em 10 execuc¸o˜es. Para as redes
originais, o valor de BIC e´ -76304 e -6074, para ALARM e ASIA, respectivamente.
Tabela 4.1: Resultados comparativos entre os 3 algoritmos, para cada benchmark.
Benchmark SIA AG K2
ALARM -77720,6 -76812,4 -75306,5
ASIA -5618,8 -5803,3 -5584,0
Pela Tabela 4.1, pode-se observar que os treˆs algoritmos obtiveram desempenhos semelhantes, em
termos da me´trica BIC.
Dado que a estrutura das redes originais e´ conhecida, a estrutura das redes obtidas foram
comparadas com a estrutura das redes obtidas com a rede original, para cada benchmark. Na Tabela
4.2, sa˜o apresentados o nu´mero total de arcos (TA), o nu´mero de arcos extras (AE), o nu´mero de arcos
ausentes (AA) e o nu´mero de arcos invertidos (AI), para cada algoritmo em cada benchmark. Esses
nu´meros representam uma me´dia em 10 execuc¸o˜es.
Tabela 4.2: Comparac¸a˜o da estrutura das redes obtidas pelos algoritmos com a rede original, para cada
benchmark.
ALARM ASIA
Algoritmo TA AE AA AI TA AE AA AI
SIA 47 2 1 2 8 0 0 1
AG 44 2 4 4 8 0 0 2
K2 52 7 1 3 9 1 0 1
Pode-se observar pela Tabela 4.2 que as redes encontradas pelo sistema imunolo´gico artificial
possuem poucos erros, quando comparadas com as redes originais. Para o benchmark ALARM, os
arcos extras foram 37 → 24 e 23 → 33, o u´nico arco ausente foi aquele ligando os no´s 12 e 32
(12 → 32). De acordo com Cooper & Herskovits (1992), este relacionamento e´ realmente difı´cil de
ser obtido a partir dos dados. Os arcos invertidos foram 33→ 34 e 2→ 25.
Conforme esperado, numa u´nica execuc¸a˜o o algoritmo gerou va´rias soluc¸o˜es boas, como mostrado
na Figura 4.3 para o benchmark ASIA. Estas foram as treˆs melhores redes numa execuc¸a˜o do
algoritmo. Apesar delas divergirem quanto a` orientac¸a˜o e existeˆncia de alguns arcos, os valores
de suas verossimilhanc¸as sa˜o muito semelhantes e pro´ximos ao valor da verossimilhanc¸a da rede
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original. Isso indica que as soluc¸o˜es obtidas sa˜o eficazes na representac¸a˜o/explicac¸a˜o do conjunto de
dados.
Figura 4.3: Treˆs redes geradas numa u´nica execuc¸a˜o para o benchmark ASIA.
Uma vez que e´ difı´cil escolher apenas uma rede como soluc¸a˜o final, pode-se combinar as diversas
estruturas de rede numa u´nica estrutura que represente todas elas da melhor forma. Para fazer isso,
algum me´todo de consenso de a´rvore (McMorris & Neumann, 1983) pode ser adaptado e aplicado
a`s redes bayesianas.
A vantagem dessa combinac¸a˜o e´ clara: as chances de recuperar a rede original sa˜o grandes. Como
exemplo, se for utilizado um esquema de voto majorita´rio nas redes da Figura 4.3, uma rede bayesiana
de consenso seria criada levando-se em conta a presenc¸a e a orientac¸a˜o dos arcos que aparecem na
maioria das redes. A estrutura da rede bayesiana de consenso e´ apresentada na Figura 4.4.
´E importante ressaltar aqui que a rede obtida do consenso das treˆs soluc¸o˜es apresentadas na Figura
4.3 e´ ideˆntica a` rede ASIA original. ´E evidente que as redes das quais saira´ a rede de consenso devera˜o
ser de boa qualidade e que a determinac¸a˜o de quais e quantas redes sera˜o escolhidas para gerar a rede
de consenso exerce um papel fundamental nesta tarefa.
Alguns trabalhos ja´ realizaram a combinac¸a˜o de diversas redes numa so´ usando uma abordagem
diferente. Primeiro, e´ feita a combinac¸a˜o das distribuic¸o˜es de probabilidades das diversas redes e,
enta˜o, sobre esta distribuic¸a˜o e´ construı´da a estrutura da rede de consenso (del Sagrado & Moral,
2003; Pennock & Wellman, 1999). A desvantagem dessa metodologia e´ o custo computacional
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Figura 4.4: Rede bayesiana de consenso.
associado com os diversos ca´lculos para agregar as distribuic¸o˜es de probabilidades, ale´m da rede
resultante na˜o necessariamente apresentar uma tendeˆncia de se aproximar da rede original. E como
ja´ ocorria com os dados originais, nada garante que a busca por uma rede bayesiana a partir dos
dados agregados resulte em apenas uma rede bayesiana de boa qualidade, recriando, assim, a falta de
consenso.
4.3 Gerando Redes Bayesianas para Efetuar Selec¸a˜o de
Atributos
Dentre as va´rias abordagens para selec¸a˜o dos atributos relevantes para representar um conceito,
uma com expressivo destaque na literatura consiste em gerar uma rede bayesiana a partir do conjunto
de dados e identificar o Markov blanket do no´ que representa o conceito. Conforme explicado no
Capı´tulo 2, para um determinado no´ A da rede bayesiana, existe um conjunto u´nico de no´s que
exercem influeˆncia na distribuic¸a˜o de probabilidades desse no´ A. Para esse conjunto de no´s, da´-se o
nome de Markov blanket do no´ A.
Por exemplo, para tarefas de classificac¸a˜o de padro˜es, e´ possı´vel utilizar o Markov blanket do no´
que representa a varia´vel de saı´da (classe) como crite´rio para selec¸a˜o de atributos. Isso significa que
todo o conhecimento necessa´rio para predizer a classe das instaˆncias encontra-se exclusivamente no
Markov blanket do no´ que representa a classe, e os no´s que na˜o fazem parte do seu Markov blanket
na˜o alteram sua distribuic¸a˜o de probabilidade.
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Nesta sec¸a˜o, sa˜o descritos os experimentos realizados com selec¸a˜o de atributos usando redes
bayesianas, em problemas de classificac¸a˜o de padro˜es. Primeiramente, o sistema imunolo´gico
artificial e´ executado para gerar a rede bayesiana que melhor representa o conjunto de dados. Em
seguida, o classificador naı¨ve Bayes (Theodoridis & Koutroumbas, 2006) e´ treinado usando somente
os atributos apontados pelo Markov blanket do no´ que representa a classe. Os atributos contı´nuos
foram discretizados usando um procedimento proposto por Dougherty et al. (1995), o qual aplica a
me´trica Comprimento Mı´nimo de Descric¸a˜o (MDL, do ingleˆs Minimum Description Length). Esse
pre´-processamento foi realizado para que o classificador utilizado (naı¨ve Bayes) pudesse manipular os
dados de forma mais eficiente. Embora existam verso˜es do naı¨ve Bayes para lidar tanto com atributos
discretos como contı´nuos, melhores desempenhos sa˜o obtidos quando os dados sa˜o discretizados
(Dougherty et al., 1995).
Os principais objetivos dos experimentos sa˜o: (i) analisar a escalabilidade do algoritmo
imuno-inspirado quando aplicado a conjunto de dados volumosos, e (ii) comparar os resultados
obtidos com aqueles produzidos por outros algoritmos de selec¸a˜o de atributos.
Por meio de experimentos preliminares, os paraˆmetros do algoritmo foram ajustados como segue.
A populac¸a˜o inicial conte´m 10 anticorpos, o nu´mero de clones por anticorpo e´ 3, a taxa ma´xima de
mutac¸a˜o e´ 0,4 e o crite´rio de parada e´ o nu´mero ma´ximo de iterac¸o˜es, definido como 500.
Nas duas subsec¸o˜es seguintes, sa˜o descritos os conjuntos de dados empregados e os resultados
obtidos, respectivamente.
4.3.1 Descric¸a˜o dos conjuntos de dados
Dez conjuntos de dados obtidos do UCI Repository of Machine Learning Databases (Asuncio´n
& Newman, 2007) foram considerados para este experimento: Wisconsin, Bupa, Ionosphere, Pima,
Wine, Chess, Mushroom, Sonar, Card e Vote. Estes conjuntos de dados foram adotados porque sa˜o
amplamente utilizados na literatura e, assim, e´ possı´vel comparar o algoritmo proposto para selec¸a˜o
de atributos com os ja´ existentes. Na Tabela 4.3, sa˜o apresentadas as caracterı´sticas de cada um, com
nu´mero total de instaˆncias, nu´mero de atributos e de classes.
Os conjuntos de dados foram testados utilizando a validac¸a˜o cruzada de 10 pastas. O conjunto
de dados e´ dividido em 10 subconjuntos disjuntos de igual tamanho, sendo 9 subconjuntos para
treinamento e 1 para teste. Esse procedimento e´ realizado dez vezes, permutando-se todos os
subconjuntos. A capacidade de generalizac¸a˜o do classificador e´ estimada tomando-se a me´dia da
taxa de classificac¸a˜o correta sobre os 10 subconjuntos de teste.
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Tabela 4.3: Caracterı´sticas dos conjuntos de dados.
Conjunto de dados # Instaˆncias # Atributos # Classes
Wisconsin 683 9 2
Bupa 345 6 2
Ionosphere 350 34 2
Pima 768 8 2
Wine 178 13 3
Chess 3196 36 2
Mushroom 8124 22 2
Sonar 208 60 2
Card 690 15 2
Vote 435 16 2
4.3.2 Resultados
Nesta sec¸a˜o, sa˜o apresentados os resultados obtidos, bem como e´ realizada uma comparac¸a˜o com
dois algoritmos da literatura: RELIEF-E (Kononenko, 1994) e K2휒2 (Hruschka Jr et al., 2004).
O RELIEF-E e´ uma extensa˜o do RELIEF para permitir sua execuc¸a˜o junto a problemas de
classificac¸a˜o que apresentam mais de duas classes. Ele segue a abordagem filtro e atribui um peso
para cada atributo, refletindo a habilidade desse atributo para discriminar as classes. O crite´rio de
selec¸a˜o escolhe aqueles atributos que possuem o peso superior a um limiar definido pelo usua´rio.
O segundo algoritmo tambe´m seleciona os atributos usando o conceito de Markov blanket. A rede
bayesiana e´ construı´da usando o algoritmo K2 (Cooper & Herskovits, 1992) e o teste do 휒2. Para
todos os treˆs algoritmos, os paraˆmetros foram ajustados visando obter o menor nu´mero possı´vel de
atributos, sem degradar o desempenho do classificador.
Na Tabela 4.4, sa˜o apresentados os resultados me´dios para os 10 conjuntos de dados, quando
foram usados todos os atributos e quando foram utilizados apenas os selecionados pelo algoritmo
imunolo´gico. O nu´mero entre pareˆnteses indica a quantidade me´dia de atributos que foi selecionada.
Para verificar se a diferenc¸a nos resultados possui significado estatı´stico, o teste-t foi aplicado com
nı´vel de significaˆncia de 95%. Se o p-valor for inferior a 0,05 enta˜o a diferenc¸a nos resultados e´
estatisticamente significativa. Da mesma forma, nas Tabelas 4.5 e 4.6, sa˜o apresentados os resultados
comparativos entre o sistema imunolo´gico e os algoritmos RELIEF-E e K2휒2, respectivamente.
Observando as Tabelas 4.4, 4.5 e 4.6, pode-se perceber que o desempenho dos classificadores
melhorou de forma significativa quando empregaram apenas os atributos relevantes, para a maioria
dos conjuntos de dados.
O nu´mero de atributos selecionados pelo algoritmo proposto e pelo K2휒2 e´ similar. Entretanto,
48
CAP´ITULO 4. APRENDIZADO EM REDES BAYESIANAS POR MEIO DE SISTEMAS
IMUNOL ´OGICOS ARTIFICIAIS
Tabela 4.4: Resultados comparativos usando todos os atributos e aqueles selecionados pelo SIA.
Conjunto de dados Todos os atributos Selecionados pelo SIA p-valor
Wisconsin 96,6 % 98,1 % (6,9) 0,000
Bupa 71,6 % 74,9 % (3,4) 0,000
Ionosphere 84,8 % 87,7 % (18,6) 0,000
Pima 73,7 % 74,6 % (4,9) 0,410
Wine 96,3 % 97,8 % (6,7) 0,000
Chess 94,5 % 98,4 % (11,8) 0,000
Mushroom 94,7 % 96,2 % (14,7) 0,000
Sonar 71,8 % 73,4 %(23,2) 0,000
Card 79,2 % 83,1 % (13,7) 0,000
Vote 91,3 % 93,6 % (10,7) 0,000
Tabela 4.5: Resultados comparativos entre SIA e RELIEF-E.
Conjunto de dados SIA RELIEF-E p-valor
Wisconsin 98,1 % (6,9) 95,3 % (7,6) 0,000
Bupa 74,9 % (3,4) 70,8 % (1,9) 0,000
Ionosphere 87,7 % (18,6) 85,2 % (15,3) 0,036
Pima 74,6 % (4,9) 73,2 % (4,8) 0,064
Wine 97,8 % (6,7) 96,6 % (5,4) 0,114
Chess 98,4 % (11,8) 98,5 % (19,2) 0,827
Mushroom 96,2 % (14,7) 94,9 % (16,1) 0,000
Sonar 73,4 %(23,2) 72,7 % (31,2) 0,058
Card 83,1 % (13,7) 80,1 % (9,1) 0,000
Vote 93,6 % (10,7) 90,7 % (10,3) 0,000
o classificador que usou os atributos selecionados pelo algoritmo imuno-inspirado apresentou
desempenho ligeiramente superior para a maioria dos conjuntos de dados. Isso se deve ao eficiente
mecanismo de explorac¸a˜o do espac¸o de busca do SIA. Ja´ o K2휒2 esta´ sujeito a o´timos locais, uma
vez que ele utiliza um mecanismo de busca na˜o-populacional.
Na Tabela 4.7, sa˜o apresentados os melhores conjuntos de atributos selecionados pelo algoritmo
imunolo´gico ao longo de 10 execuc¸o˜es.
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Tabela 4.6: Resultados comparativos entre SIA e K2휒2.
Conjunto de dados SIA K2휒2 p-valor
Wisconsin 98,1 % (6,9) 97,2 % (6,6) 0,030
Bupa 74,9 % (3,4) 73,6 % (3,9) 0,022
Ionosphere 87,7 % (18,6) 85,4 % (17,8) 0,000
Pima 74,6 % (4,9) 73,2 % (4,8) 0,041
Wine 97,8 % (6,7) 97,1 % (7,9) 0,060
Chess 98,4 % (11,8) 97,5 % (14,6) 0,230
Mushroom 96,2 % (14,7) 98,7 % (17,3) 0,000
Sonar 73,4 %(23,2) 78,1 % (19,1) 0,000
Card 83,1 % (13,7) 83,7 % (10,7) 0,977
Vote 93,6 % (10,7) 93,1 % (11,5) 0,864
Tabela 4.7: Melhor conjunto de atributos encontrado ao longo das 10 execuc¸o˜es do algoritmo.
Conjunto de dados Atributos selecionados
Wisconsin 2, 3, 5, 7, 8, 9
Bupa 1, 3, 4
Ionosphere 1, 3, 4, 6, 8, 16, 18, 33
Pima 2, 6, 7
Wine 1, 3, 8, 9, 12, 13
Chess 3,10,15,16,21,32,33
Mushroom 3, 5, 8, 9, 12, 16, 22
Sonar 5, 9, 10, 11, 28, 35, 44, 45, 46, 48, 54
Card 2, 4, 6, 8, 9, 10, 14, 15
Vote 7, 10, 12, 13, 15, 16
4.3.3 Redes de consenso
Sob a perspectiva do processo de busca, e´ interessante notar que o algoritmo imuno-inspirado
foi capaz de gerar na˜o somente uma, mas va´rias soluc¸o˜es de boa qualidade em uma so´ execuc¸a˜o.
Na Figura 4.5, sa˜o apresentadas treˆs redes bayesianas alternativas obtidas para o conjunto de dados
Wisconsin. Embora as redes possuam algumas poucas divergeˆncias com relac¸a˜o a` estrutura, todas
elas sa˜o capazes de representar os dados muito bem e possuem valores de verossimilhanc¸a parecidos.
O no´ com o ro´tulo “C” e´ a classe e seu Markov blanket e´ representado pelos no´s em cinza.
Usando o naı¨ve Bayes com os treˆs conjuntos de dados selecionados pelas redes das Figura 4.5,
foram obtidas as seguintes taxas de classificac¸a˜o correta: 98,1% usando os atributos da Figura 4.5(a),
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Figura 4.5: Treˆs redes bayesianas alternativas para o conjunto de dados Wisconsin.
97,4% com os atributos da Figura 4.5(b), e 97,2% usando os atributos da Figura 4.5(c).
Novamente, pode-se tomar como consenso o voto majorita´rio, o que neste caso devolveria a
pro´pria selec¸a˜o de atributos realizada pela rede bayesiana da Figura 4.5(a).
4.4 Considerac¸o˜es Finais
Neste capı´tulo, foi descrita uma contribuic¸a˜o especı´fica na tese, que consiste na investigac¸a˜o de
uma nova metodologia para o aprendizado de redes bayesianas por meio de sistemas imunolo´gicos
artificiais. Durante os experimentos preliminares conduzidos nos benchmarks ASIA e ALARM,
resultados promissores foram obtidos, indicando a viabilidade da metodologia.
Em seguida, a tarefa de selec¸a˜o de atributos em problemas de classificac¸a˜o de padro˜es foi tema
dos experimentos. O sistema imunolo´gico artificial proposto foi aplicado aos conjuntos de dados, a
fim de gerar uma rede bayesiana. Subsequentemente, os no´s que compo˜em o Markov blanket do no´
que representa a classe foram tomados como os atributos selecionados. Os resultados mostraram que
subconjuntos reduzidos de atributos foram obtidos, sem degradar o desempenho do classificador e,
ate´ mesmo, melhorando a taxa de classificac¸a˜o.
Capı´tulo 5
Sistemas Imunolo´gicos Artificiais Baseados
em Modelos Gra´ficos Probabilı´sticos
5.1 Considerac¸o˜es Iniciais
Conforme exposto no capı´tulo 3, os sistemas imunolo´gicos artificiais existentes na literatura
na˜o possuem a capacidade de lidar eficientemente com blocos construtivos. Dado que o processo
de maturac¸a˜o de afinidade requer clonagem dos indivı´duos seguida da mutac¸a˜o das novas ce´lulas
geradas, o operador de mutac¸a˜o na˜o consegue identificar os relacionamentos entre as varia´veis do
problema, levando ao rompimento dos blocos construtivos que porventura foram encontrados.
Uma alternativa bastante promissora, e que sera´ explorada nesse capı´tulo, e´ deixar que o pro´prio
algoritmo aprenda as relac¸o˜es existentes entre as varia´veis usando informac¸o˜es estatı´sticas extraı´das a
partir do conjunto das melhores soluc¸o˜es encontradas ate´ enta˜o. O sistema imunolo´gico artificial vai
ser capaz, assim, de estimar a distribuic¸a˜o de probabilidades das melhores soluc¸o˜es e, posteriormente,
utiliza´-la para gerar novas soluc¸o˜es candidatas que apresentem caracterı´sticas similares a`quelas
contidas no conjunto de melhores soluc¸o˜es.
Neste capı´tulo, sa˜o propostos e apresentados quatro novos sistemas imunolo´gicos artificiais que,
em vez de evoluı´rem as soluc¸o˜es candidatas por meio de clonagem e mutac¸a˜o, utilizam um modelo
probabilı´stico que representa a distribuic¸a˜o de probabilidade das melhores soluc¸o˜es encontradas ate´
enta˜o. O modelo probabilı´stico exerce grande influeˆncia no comportamento do algoritmo, de modo
que sua escolha precisa ser realizada adequadamente. Nos algoritmos propostos neste capı´tulo, os
modelos probabilı´sticos adotados foram as redes bayesianas (caso discreto) e as redes gaussianas
(caso contı´nuo), por apresentarem a capacidade de representar adequadamente interac¸o˜es complexas
entre as varia´veis do problema.
Na Sec¸a˜o 5.2, e´ descrito em detalhes o funcionamento dessa abordagem para manipulac¸a˜o
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de blocos construtivos. Em seguida, na Sec¸a˜o 5.3, e´ apresentado o Bayesian Artificial Immune
System (BAIS), um sistema imuno-inspirado para otimizac¸a˜o mono-objetivo no espac¸o discreto,
que utiliza rede bayesiana como modelo probabilı´stico para representar o relacionamento entre as
varia´veis. Posteriormente, foi desenvolvida uma versa˜o do BAIS para otimizac¸a˜o no espac¸o contı´nuo,
denominada Gaussian Artificial Immune System (GAIS) por utilizar rede gaussiana, que sera´ descrita
na Sec¸a˜o 5.4.
Extenso˜es dos dois algoritmos previamente citados foram desenvolvidas para lidar com problemas
de otimizac¸a˜o multiobjetivo. Uma breve introduc¸a˜o a` otimizac¸a˜o multiobjetivo e´ apresentada na
Sec¸a˜o 5.5. Nas Sec¸o˜es 5.6 e 5.7 sa˜o descritos o Multi-objective Bayesian Artificial Immune System
(MOBAIS) e o Multi-objective Gaussian Artificial Immune System (MOGAIS), respectivamente.
Por fim, os principais trabalhos da literatura que esta˜o relacionados a`s contribuic¸o˜es desta tese sa˜o
apresentados na Sec¸a˜o 5.9. Este capı´tulo na˜o conte´m exemplos de aplicac¸a˜o dos quatro algoritmos
propostos, sendo que esse aspecto sera´ tratado nos treˆs pro´ximos capı´tulos.
5.2 Possı´vel Abordagem para Manipular Blocos Construtivos
O conceito e o problema da descoberta e preservac¸a˜o de blocos construtivos na˜o sa˜o
exclusividades dos algoritmos imuno-inspirados. Sa˜o assuntos que ja´ foram abordados, por exemplo,
com relac¸a˜o aos algoritmos gene´ticos (Goldberg, 1989; Holland, 1975; Mitchell, 1996). A partir
de enta˜o, va´rias tentativas para evitar o rompimento dessas soluc¸o˜es parciais foram realizadas,
incluindo a mudanc¸a na representac¸a˜o das soluc¸o˜es e o desenvolvimento de operadores evolutivos
especı´ficos. Infelizmente, abordagens deste tipo sa˜o altamente dependentes do problema, levando ao
desenvolvimento de algoritmos muito especı´ficos. Ale´m disso, elas requerem que o usua´rio possua
um conhecimento pre´vio no domı´nio do problema. Entretanto, em muitos problemas do mundo real,
este conhecimento na˜o esta´ disponı´vel previamente.
Nesse sentido, uma maneira mais eficiente de lidar com os blocos construtivos e´ deixar que o
pro´prio algoritmo aprenda as relac¸o˜es existentes entre as varia´veis, usando informac¸o˜es estatı´sticas
extraı´das a partir do conjunto das melhores soluc¸o˜es.
As melhores soluc¸o˜es podem ser encaradas como amostras geradas a partir de uma distribuic¸a˜o de
probabilidades desconhecida. Em estatı´stica, o termo distribuic¸a˜o de probabilidade para um conjunto
de dados refere-se a` probabilidade desses dados serem observados. O algoritmo bio-inspirado
poderia, enta˜o, estimar a distribuic¸a˜o de probabilidades das melhores soluc¸o˜es e, posteriormente,
utiliza´-la para gerar novas soluc¸o˜es candidatas que apresentassem caracterı´sticas similares a`quelas
contidas no conjunto de melhores soluc¸o˜es.
Dessa maneira, um algoritmo com esse princı´pio de funcionamento consegue manter os blocos
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construtivos do problema, uma vez que foram identificados, de forma eficiente sem qualquer
informac¸a˜o pre´via, evitando o rompimento das soluc¸o˜es parciais.
Na Figura 5.1, esta´ ilustrado o esquema de evoluc¸a˜o de soluc¸o˜es candidatas para o problema
fictı´cio usando um modelo probabilı´stico, em vez do tradicional operador de mutac¸a˜o.
População
corrente
01100
00101
10101
11100
00111
Seleçãodas
melhores soluções
11100
00101
01100
10101
00111
Novas soluções
00100
01101
11100
10100
01100
Modelo
probabilístico
Figura 5.1: Exemplo do uso de um modelo probabilı´stico para gerar novas soluc¸o˜es candidatas.
A incorporac¸a˜o de um mecanismo semelhante nos algoritmos imunolo´gicos artificiais pode
ajuda´-los a identificar e manipular automaticamente os blocos construtivos. Dessa forma, problemas
de otimizac¸a˜o mais desafiadores, que apresentam interac¸o˜es complexas das varia´veis, podem ser
tratados mais facilmente.
Ale´m da eficiente manipulac¸a˜o de blocos construtivos, pode-se citar mais duas motivac¸o˜es para
se utilizar essa nova forma de evoluir a populac¸a˜o. Com a substituic¸a˜o dos operadores de clonagem
e mutac¸a˜o, na˜o e´ preciso mais se preocupar com a escolha dos operadores e paraˆmetros mais
adequados para cada tipo de problema. ´E evidente que a construc¸a˜o do modelo probabilı´stico
requer a determinac¸a˜o de alguns paraˆmetros, mas estes sa˜o de mais fa´cil definic¸a˜o. A outra
motivac¸a˜o e´ a possibilidade de analisar melhor e entender o processo de evoluc¸a˜o do algoritmo.
Nas sec¸o˜es seguintes sa˜o apresentados quatro sistemas imunolo´gicos artificiais que utilizam modelos
probabilı´sticos para evoluir a populac¸a˜o de soluc¸o˜es.
5.3 Bayesian Artificial Immune System (BAIS)
O primeiro algoritmo imuno-inspirado concebido utilizando um modelo gra´fico probabilı´stico foi
o Bayesian Artificial Immune System (BAIS) (Castro & Von Zuben, 2009a). Ele foi desenvolvido
para resolver problemas de otimizac¸a˜o mono-objetivo no espac¸o discreto.
No lugar dos operadores de clonagem e mutac¸a˜o, entram em cena as etapas de construc¸a˜o do
modelo probabilı´stico e subsequente amostragem de novas soluc¸o˜es a partir do modelo gerado. O
modelo probabilı´stico utilizado por BAIS e´ a rede bayesiana, conforme ilustrado na Figura 5.2.
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Vale salientar que as aplicac¸o˜es na˜o esta˜o restritas a problemas em que as soluc¸o˜es candidatas sa˜o
representadas na forma de vetores de bits, como as Figuras 5.1 e 5.2 podem, eventualmente, sugerir.
População
corrente
01100
00101
10101
11100
00111
Seleçãodas
melhores soluções
11100
00101
01100
10101
00111
Novas soluções
00100
01101
11100
10100
01100
Figura 5.2: SIA usando um modelo probabilı´stico no lugar dos operadores de clonagem e mutac¸a˜o.
A estrutura desse novo sistema imunolo´gico artificial e´ apresentada no Algoritmo 5.1. A
populac¸a˜o inicial e´ gerada aleatoriamente. Enquanto a condic¸a˜o de parada na˜o for satisfeita, o
algoritmo avalia cada soluc¸a˜o candidata e seleciona as n melhores, a partir das quais sera´ gerada
a rede bayesiana. Em seguida, novas soluc¸o˜es sa˜o geradas a partir da rede obtida. ´E realizado, enta˜o,
o processo de eliminac¸a˜o das soluc¸o˜es semelhantes e das que apresentam baixo valor de fitness. Para
ajudar a manter diversidade na populac¸a˜o, novas soluc¸o˜es sa˜o geradas aleatoriamente. Se a inserc¸a˜o
de novas soluc¸o˜es fosse realizada tambe´m por meio da amostragem da rede bayesiana, essas novas
soluc¸o˜es tenderiam a ser muito semelhantes a`quelas ja´ existentes na populac¸a˜o, levando o algoritmo
a explorar o espac¸o de busca de forma polarizada.
Algoritmo 5.1 Bayesian Artificial Immune System (BAIS)
Inı´cio
Iniciar a populac¸a˜o de anticorpos aleatoriamente;
Enquanto condic¸a˜o de parada na˜o for satisfeita fac¸a
Avaliar a populac¸a˜o;
Selecionar os melhores anticorpos;
Construir a rede bayesiana;
Amostrar novos anticorpos;
Eliminar os anticorpos com fitness menor que um limiar;
Eliminar anticorpos semelhantes;
Inserir aleatoriamente anticorpos na populac¸a˜o;
Fim enquanto
Fim
Uma vez definido qual modelo utilizar, e´ necessa´rio encontrar uma forma de construı´-lo. Na
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proposta apresentada aqui, foi utilizado o paradigma da busca e pontuac¸a˜o, ja´ descrito no capı´tulo
2. Inicia-se o aprendizado com um grafo sem arcos. Em seguida, um arco e´ adicionado ao grafo. O
pro´ximo passo consiste em avaliar se a nova estrutura e´ melhor que a anterior. Se for melhor, o novo
arco adicionado e´ mantido e tenta-se adicionar outro. Este processo continua ate´ que nenhuma nova
estrutura seja melhor que a anterior.
Na Figura 5.3, esta´ ilustrado o esquema desta busca para um problema com 4 varia´veis. O
algoritmo comec¸a sem ligac¸a˜o entre os no´s (a) e uma avaliac¸a˜o desta rede na˜o conectada e´ feita.
Em seguida, adiciona-se um arco e a rede resultante e´ avaliada novamente (b). Se a nova estrutura for
melhor, mante´m-se o arco. Caso contra´rio, ele e´ retirado. Este processo continua ate´ que nenhuma
estrutura seja melhor que a anterior. No exemplo, a rede (e) e´ retornada como soluc¸a˜o.
X1
X4X3
X2 X1
X4X3
X2 X1
X4X3
X2
X1
X4X3
X2 X1
X4X3
X2
(a) (b) (c)
(d) (e)
Figura 5.3: Processo iterativo para construc¸a˜o do modelo gra´fico probabilı´stico.
Para avaliar a qualidade das redes geradas, pode-se utilizar qualquer uma das me´tricas
apresentadas no capı´tulo 2. BAIS utiliza a me´trica K2, dada pela Equac¸a˜o (5.1):
푝(퐷∣퐵) =
푛∏
푖=1
푞푖∏
푗=1
(푟푖 − 1)!
(푁푖푗 + 푟푖 − 1)!
푟푖∏
푘=1
푁푖푗푘! (5.1)
em que 퐷 representa o conjunto de dados, 퐵 e´ a rede bayesiana sendo avaliada, 푛 e´ o nu´mero de
varia´veis, 푞푖 denota o nu´mero de possı´veis valores que os pais de 푋푖 podem assumir, 푟푖 e´ o nu´mero de
possı´veis valores de 푋푖, 푁푖푗푘 e´ o nu´mero de casos em que 푋푖 assume o k-e´simo valor com seus pais
assumindo o j-e´simo valor, e 푁푖푗 =
∑푟푖
푘=1푁푖푗푘.
Para amostrar novos indivı´duos, e´ utilizado o me´todo da Amostragem Probabilı´stica Lo´gica (PLS,
do ingleˆs Probabilistic Logic Sampling) (Henrion, 1988). Esse me´todo amostra primeiramente todas
as varia´veis que na˜o sa˜o dependentes de nenhuma outra. Em seguida, amostram-se as varia´veis-pais
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para depois amostrar as varia´veis-filhas.
5.3.1 Exemplo de aplicac¸a˜o
Para ilustrar a capacidade de lidar com blocos construtivos de forma eficaz, BAIS foi aplicado
ao problema Trap-5 (Deb & Goldberg, 1993) e comparado com um sistema imunolo´gico artificial
tradicional. Este problema consiste em dividir o vetor de soluc¸o˜es (vetor bina´rio 푛-dimensional) em
partic¸o˜es disjuntas de 5 bits cada. Este particionamento permanece fixo durante todo o processo de
otimizac¸a˜o e o algoritmo na˜o possui nenhum conhecimento sobre como foi feito tal particionamento.
Em seguida, uma func¸a˜o (equac¸a˜o 5.2) e´ aplicada para cada grupo de 5 bits.
푡푟푎푝5(푢) =
⎧⎨
⎩5, se 푢 = 54− 푢, se 푢 < 5 (5.2)
em que 푢 denota a quantidade de vezes que aparece o sı´mbolo 1 no bloco de 5 bits. Na Figura 5.4 e´
possı´vel visualizar esta func¸a˜o para um bloco de 5 bits.
0 1 2 3 4 5
0
1
2
3
4
5
Valor de u (quantidade de 1)
tra
p−
5(u
)
Figura 5.4: Exemplo do problema Trap-5 para um bloco de 5 bits
O objetivo e´ maximizar a func¸a˜o. Para um vetor de soluc¸o˜es 푛-dimensional, esta func¸a˜o possui
seu o´timo global quando todos os seus bits sa˜o iguais a “1”, e possui 2푛/5 − 1 o´timos locais. A
contribuic¸a˜o de todas as func¸o˜es sa˜o combinadas para formar o fitness do anticorpo. Portanto, o
fitness de um anticorpo 푛-dimensional 퐴푏푖 e´ dado por:
푓푖푡푛푒푠푠(퐴푏푖) =
푛/5∑
푖=1
푡푟푎푝5(푆푖) (5.3)
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em que 푆푖 sa˜o blocos de 5 bits.
O algoritmo BAIS foi comparado com um sistema imunolo´gico artificial tradicional para 푛 =
100. O tamanho da populac¸a˜o inicial foi estabelecido como 50 para ambos os algoritmos. Os
dois algoritmos foram executados 30 vezes e ambos foram capazes de encontrar o o´timo global.
Entretanto, os resultados me´dios junto a`s 30 execuc¸o˜es mostraram que BAIS foi capaz de encontrar
o o´timo global e mu´ltiplos o´timos locais com um nu´mero menor de avaliac¸o˜es de fitness que o
concorrente. Enquanto BAIS avaliou, em me´dia, 645,8 soluc¸o˜es ate´ encontrar o o´timo global, o
sistema imunolo´gico artificial avaliou 1073,2 soluc¸o˜es.
O intuito deste experimento comparativo e´ mostrar que o algoritmo imuno-inspirado tradicional
na˜o e´ capaz de manipular blocos construtivos, pois seu operador de mutac¸a˜o na˜o leva em considerac¸a˜o
a interac¸a˜o das varia´veis do problema, causando o rompimento dos blocos construtivos. Ana´lises mais
exaustivas neste sentido sera˜o abordadas em trabalhos futuros. Maiores detalhes sobre os resultados
deste experimento podem ser encontrados em Castro & Von Zuben (2009a).
5.4 Gaussian Artificial Immune System (GAIS)
Para lidar com problemas de otimizac¸a˜o no espac¸o contı´nuo, foi proposto o Gaussian Artificial
Immune System (GAIS). Seu funcionamento e´ similar ao do BAIS, pore´m o modelo probabilı´stico
utilizado para expressar o relacionamento entre as varia´veis e´ a rede gaussiana. A estrutura do GAIS
e´ apresentada no Algoritmo 5.2.
Algoritmo 5.2 Gaussian Artificial Immune System (GAIS)
Inı´cio
Iniciar a populac¸a˜o de anticorpos aleatoriamente;
Enquanto condic¸a˜o de parada na˜o for satisfeita fac¸a
Avaliar a populac¸a˜o;
Selecionar os melhores anticorpos;
Construir a rede gaussiana;
Amostrar novos anticorpos;
Eliminar os anticorpos com fitness menor que um limiar;
Eliminar anticorpos semelhantes;
Inserir aleatoriamente anticorpos na populac¸a˜o;
Fim enquanto
Fim
O aprendizado da rede gaussiana tambe´m utiliza o paradigma da busca e pontuac¸a˜o. A me´trica
de avaliac¸a˜o utilizada e´ a Bayesian Information Criterion (BIC) para redes gaussianas, previamente
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apresentada no capı´tulo 2:
푝(퐷∣퐺) =
[
푁∏
푙=1
푛∏
푖=1
1√
2휋푣푖
푒−1/2푣푖(푥푙푖−푚푖−
∑
푥푘∈풑풂풊
푏푘푖(푥푙푘−푚푘))
2
]
− 푓(푁) ∗ 푑푖푚(퐺), (5.4)
em que 퐷 representa o conjunto de dados, 퐺 e´ a rede gaussiana sendo avaliada, 푁 denota a
quantidade de instaˆncias, 푛 e´ o nu´mero de varia´veis, 푏푘푖 e´ o coeficiente de regressa˜o linear refletindo o
relacionamento entre푋푘 e푋푖, 풑풂풊 e´ o conjunto de pais da varia´vel푋푖 e 푣푖 e´ a variaˆncia condicional de
푋푖 dados 푋1, ..., 푋푖−1 ∀푖, 푘. A func¸a˜o 푓 (푁 ) = 12 푙푛 푁 e´ responsa´vel por penalizar modelos complexos
e 푑푖푚(퐺) = 2푛+∑푛푖=1 풑풂풊 e´ a quantidade de paraˆmetros a serem estimados.
Para amostrar novas soluc¸o˜es, GAIS utiliza um me´todo introduzido por Ripley (1987), semelhante
ao Amostragem Probabilı´stica Lo´gica. Primeiramente, sa˜o amostradas as varia´veis que na˜o sa˜o
dependentes de nenhuma outra. Em seguida, amostram-se as varia´veis-pais para depois amostrar
as varia´veis-filhas.
GAIS assume que os dados disponı´veis para construir o modelo probabilı´stico foram gerados por
uma u´nica distribuic¸a˜o gaussiana multivariada. Para problemas com func¸o˜es unimodais, o algoritmo
consegue estimar corretamente a distribuic¸a˜o de probabilidade para os dados. Entretanto, para
func¸o˜es multimodais, em que os o´timos locais na˜o esta˜o concentrados em uma u´nica regia˜o, mas
sim espalhados, uma u´nica distribuic¸a˜o gaussiana multivariada na˜o e´ capaz de modelar os dados de
forma satisfato´ria.
Para sanar esta deficieˆncia, uma te´cnica de agrupamento (clustering) foi incorporada ao GAIS.
Agora, o algoritmo agrupa as soluc¸o˜es selecionadas e processa cada grupo separadamente. Isso
significa que, para cada grupo, uma rede gaussiana e´ gerada usando a mesma me´trica, como
anteriormente. Para agrupar as soluc¸o˜es, uma grande diversidade de algoritmos de agrupamento
pode ser empregada. GAIS utiliza o k-means, por ser um algoritmo simples e apresentar bom
desempenho. Um inconveniente do k-means e´ o fato dele exigir previamente o nu´mero de grupos
(clusters), denotado por 푘. No GAIS, esse paraˆmetro e´ especificado empiricamente.
Com esta modificac¸a˜o, a func¸a˜o densidade de probabilidade conjunta das melhores soluc¸o˜es e´
dita ser uma mistura de func¸o˜es densidade de probabilidade gaussianas, expressa por:
푓(푥) =
푘∑
푖=1
훼푖푓푖(푥),
푘∑
푖=1
훼푖 = 1, 훼푖 ≥ 0, (5.5)
em que 푓푖(푥) e´ uma u´nica func¸a˜o densidade de probabilidade gaussiana multivariada, 푘 e´ quantidade
de 푐푙푢푠푡푒푟푠 e, consequentemente, a quantidade de componentes do modelo de mistura, e 훼푖 e´ o
coeficiente do 푖-e´simo componente da mistura. O valor de cada 훼푖 e´ proporcional a` quantidade de
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pontos no 푖-e´simo cluster:
훼푖 =
푐푖∑푘
푗=1 푐푗
, 푖 = 1, ..., 푘, (5.6)
em que 푐푖 denota a quantidade de elementos no cluster 푖.
5.5 Otimizac¸a˜o Multiobjetivo
Um problema de otimizac¸a˜o multiobjetivo consiste em otimizar simultaneamente duas ou mais
func¸o˜es-objetivo, possivelmente conflitantes, no sentido de que a melhora no valor de um dos
objetivos pode degradar o valor dos outros (Deb, 2001; Zitzler et al., 2000).
Formalmente, um problema de otimizac¸a˜o multiobjetivo consiste em (Coello Coello, 1998):
minimizar/maximizar 푓푚(푥), 푚 = 1, 2, ...,푀 ;
sujeito a 푔푗(푥) ≥ 0, 푗 = 1, 2, ..., 퐽 ;
ℎ푘(푥) = 0, 푘 = 1, 2, ..., 퐾;
푥
(퐼)
푖 ≤ 푥푖 ≤ 푥(푆)푖 , 푖 = 1, 2, ..., 푛.
⎫⎬
⎭
(5.7)
em que 푥 = [푥1, ..., 푥푛] e´ o vetor de varia´veis de decisa˜o, tambe´m chamado de soluc¸a˜o. Os valores 푥퐼푖 e
푥푆푖 representam o valor mı´nimo e o valor ma´ximo, respectivamente, para a varia´vel 푥푖, 푖=1,2...푛. Estes
limites definem o espac¸o de varia´veis de decisa˜o ou, simplesmente, espac¸o de decisa˜o. Associado ao
problema existem J restric¸o˜es de desigualdade e K restric¸o˜es de igualdade, definidas pelas func¸o˜es
푔푗(푥) e ℎ푘(푥), respectivamente. Uma soluc¸a˜o que satisfaz todas as restric¸o˜es do problema e todos os
seus 2푛 limites e´ chamada de soluc¸a˜o factı´vel. O conjunto de todas as soluc¸o˜es factı´veis formam a
regia˜o factı´vel ou espac¸o de busca 푆.
Cada uma das 푀 func¸o˜es-objetivo 푓1(푥), 푓2(푥), ..., 푓푀 (푥) pode ser minimizada ou maximizada.
Entretanto, para facilitar o processo de otimizac¸a˜o, pode-se converter todas para serem apenas
minimizadas ou apenas maximizadas. O princı´pio da dualidade permite converter um problema de
maximizac¸a˜o em um problema de minimizac¸a˜o pela multiplicac¸a˜o da func¸a˜o objetivo por −1. As
func¸o˜es objetivo constituem um espac¸o multidimensional chamado de espac¸o de objetivos, Z. Para
cada soluc¸a˜o no espac¸o de decisa˜o, existe um ponto correspondente no espac¸o de objetivos, denotado
por 푓(푥) = (푓1(푥), 푓2(푥), ..., 푓푀 (푥)) = 푧 = (푧1, 푧2, ..., 푧푀 ). O mapeamento ocorre, enta˜o entre um
vetor 푥 n-dimensional e um vetor 푓(푥) M-dimensional, conforme ilustrado na Figura 5.5.
Quando o problema possui apenas um u´nico objetivo, a tarefa de avaliar as soluc¸o˜es candidatas
e encontrar a soluc¸a˜o o´tima (ou as soluc¸o˜es o´timas no caso multimodal) e´ mais fa´cil, se comparada
com a otimizac¸a˜o multiobjetivo. Em problemas em que va´rias func¸o˜es-objetivo sa˜o consideradas ao
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Figura 5.5: Representac¸a˜o ilustrativa do espac¸o de decisa˜o em 3 dimenso˜es e o correspondente espac¸o de
objetivos em 2 dimenso˜es.
mesmo tempo, o processo de avaliar as soluc¸o˜es torna-se mais complexo, pois na˜o existe uma u´nica
soluc¸a˜o o´tima para todas as func¸o˜es-objetivo simultaneamente. Nesse caso, a noc¸a˜o de otimalidade
comumente adotada na literatura e´ aquela associada com a otimalidade de Pareto, a qual pode ser
expressa usando o conceito de dominaˆncia.
Considere um problema com 푀 func¸o˜es-objetivo 푓푖(푥), 푖=1,2,...,푀 , que, sem perda de
generalidade, devem ser minimizadas. Os seguintes conceitos sa˜o introduzidos (Deb, 2001):
Definic¸a˜o 5.1. (Dominaˆncia): uma soluc¸a˜o 푥 domina uma soluc¸a˜o 푦 (denotado por 푥 ⪯ 푦) se e
somente se 푥 na˜o e´ pior que 푦 em nenhum objetivo e 푥 e´ melhor que 푦 em pelo menos um objetivo.
Formalmente,
∀푖 ∈ {1,2,...,M}: 푓푖(푥) ≤ 푓푖(푦)
⋀ ∃푖 ∈ {1,2,...,M}: 푓푖(푥) < 푓푖(푦).
Definic¸a˜o 5.2. (Soluc¸a˜o o´tima de Pareto): Uma soluc¸a˜o 푥 e´ dita ser o´tima de Pareto se, e somente se,
푥 na˜o e´ dominada por nenhuma outra soluc¸a˜o factı´vel do espac¸o de busca 푆, ou seja:
∕ ∃푦 ∈ 푆 : 푦 ⪯ 푥.
Definic¸a˜o 5.3. (Conjunto o´timo de Pareto): e´ o conjunto PS de todas as soluc¸o˜es consideradas o´timas
de Pareto, ou seja:
PS = {푥∣ ∕ ∃푦 ∈ 푆 : 푦 ⪯ 푥 }.
Portanto, as soluc¸o˜es contidas no conjunto PS sa˜o todas na˜o-dominadas e sa˜o as soluc¸o˜es do
problema.
Definic¸a˜o 5.4. (Fronteira de Pareto): e´ o conjunto PF dos valores das func¸o˜es-objetivo de todas as
soluc¸o˜es o´timas de Pareto
PF={푓 (푥) = (푓1(푥),..., 푓푀 (푥)) ∣푥 ∈ PS}
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A fronteira de Pareto e´, portanto, formada pelos valores das func¸o˜es-objetivo correspondentes
a cada soluc¸a˜o que compo˜e o conjunto o´timo de Pareto (soluc¸o˜es na˜o-dominadas). Na auseˆncia
de informac¸o˜es adicionais sobre a relevaˆncia dos objetivos, todas essas soluc¸o˜es sa˜o igualmente
importantes. Nesse sentido, duas metas pra´ticas devem ser alcanc¸adas por um algoritmo de
otimizac¸a˜o multiobjetivo:
1. Encontrar um conjunto de soluc¸o˜es que pertenc¸a ou que pelo menos esteja o mais pro´ximo
possı´vel da fronteira de Pareto;
2. Encontrar um conjunto de soluc¸o˜es com a maior diversidade possı´vel, de prefereˆncia
uniformemente distribuı´das ao longo da fronteira de Pareto, como no exemplo ilustrado na
Figura 5.6(a). Ja´ na Figura 5.6(b), e´ apresentado um exemplo de distribuic¸a˜o na˜o deseja´vel
ao longo da fronteira de Pareto, pois embora possua a mesma quantidade de soluc¸o˜es que a
proposta mostrada na Figura 5.6(a), as soluc¸o˜es possuem pouca diversidade entre si, ficando
concentradas em algumas regio˜es da fronteira.
A primeira meta e´ bastante o´bvia, ja´ que a fronteira de Pareto satisfaz as condic¸o˜es de otimalidade.
Ja´ a segunda meta e´ necessa´ria para evitar qualquer polarizac¸a˜o em favor de uma func¸a˜o-objetivo
especı´fica. Somente com um conjunto diverso de soluc¸o˜es cuja distribuic¸a˜o se aproxima de uma
distribuic¸a˜o uniforme pela fronteira de Pareto e´ que se pode assegurar um “equilı´brio” no que diz
respeito a satisfazer os objetivos. A diversidade pode ser promovida nos espac¸os de decisa˜o e de
objetivos, uma vez que a proximidade de duas soluc¸o˜es no espac¸o de decisa˜o na˜o implica proximidade
no espac¸o de objetivos, e vice-versa.
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Figura 5.6: Exemplos de resultados em otimizac¸a˜o multiobjetivo (no espac¸o dos objetivos): (a) va´rias soluc¸o˜es
distribuı´das uniformemente e (b) soluc¸o˜es concentradas em algumas regio˜es.
Ao tratar problemas de otimizac¸a˜o multiobjetivo, me´todos cla´ssicos de busca e otimizac¸a˜o que na˜o
sa˜o baseados em populac¸a˜o apresentam resultados aque´m do desejado (Coello Coello, 1998; Zitzler
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et al., 2000). Isso porque: (i) muitos deles na˜o podem encontrar mu´ltiplas soluc¸o˜es em uma u´nica
execuc¸a˜o, requerendo muitas execuc¸o˜es para obter um resultado satisfato´rio; (ii) mu´ltiplas execuc¸o˜es
do me´todo na˜o garantem encontrar soluc¸o˜es diversas; e (iii) muitos deles na˜o podem manipular
problemas em que a fronteira de Pareto e´ coˆncava e/ou descontı´nua.
Como alternativa, uma variedade de meta-heurı´sticas baseadas em populac¸a˜o teˆm sido propostas
para resolver esta classe de problemas, como algoritmos gene´ticos (Deb et al., 2000; Zitzler &
Thiele, 1999), sistemas imunolo´gicos artificiais (Coelho & Von Zuben, 2006; Coello Coello & Corte´s,
2005) e algoritmos de estimac¸a˜o de distribuic¸a˜o (Khan et al., 2002; Laumanns & Ocenasek, 2002).
Esses algoritmos sa˜o menos suscetı´veis ao formato ou descontinuidade da fronteira de Pareto e sa˜o
inerentemente capazes de encontrar va´rias soluc¸o˜es pro´ximas ou pertencentes a` fronteira de Pareto em
apenas uma execuc¸a˜o. Sa˜o essas vantagens que se pretende explorar ao longo das pro´ximas sec¸o˜es,
as quais estendem respectivamente os resultados das Sec¸o˜es 5.3 e 5.4 para o contexto multiobjetivo.
5.6 Multi-Objective Bayesian Artificial Immune System
(MOBAIS)
Foi desenvolvida uma versa˜o do algoritmo BAIS para lidar com problemas de otimizac¸a˜o
multiobjetivo no espac¸o discreto, denominada Multi-Objective Bayesian Artificial Immune System
(MOBAIS) (Castro & Von Zuben, 2008b, 2009c), apresentada no Algoritmo 5.3.
Algoritmo 5.3 Multi-objective Bayesian Artificial Immune System (MOBAIS)
Inı´cio
Iniciar a populac¸a˜o de anticorpos aleatoriamente;
Enquanto condic¸a˜o de parada na˜o for satisfeita fac¸a
Avaliar a populac¸a˜o;
Classificar os anticorpos usando o conceito de dominaˆncia;
Calcular a distaˆncia entre os anticorpos (espac¸o de objetivos), baseado na densidade;
Selecionar os melhores anticorpos;
Construir a rede bayesiana;
Amostrar novos anticorpos;
Eliminar anticorpos semelhantes;
Inserir aleatoriamente anticorpos na populac¸a˜o;
Fim enquanto
Fim
Assim como seu antecessor, MOBAIS tambe´m adota rede bayesiana como modelo probabilı´stico
para expressar as interac¸o˜es das varia´veis. A forma de construı´-la tambe´m e´ igual, conforme explicado
5.6. MULTI-OBJECTIVE BAYESIAN ARTIFICIAL IMMUNE SYSTEM (MOBAIS) 63
na Sec¸a˜o 5.3. A diferenc¸a esta´ na forma de avaliar os anticorpos e nos mecanismos de selec¸a˜o e
supressa˜o, os quais sera˜o descritos a seguir.
A forma de avaliar cada soluc¸a˜o candidata utiliza o conceito de dominaˆncia, ja´ explicado na sec¸a˜o
anterior. Em seguida, MOBAIS divide as soluc¸o˜es em classes. Na classe 1 esta˜o todas as soluc¸o˜es
que na˜o sa˜o dominadas por nenhuma outra. Na classe 2 esta˜o as soluc¸o˜es que sa˜o dominadas por
pelo menos uma soluc¸a˜o da classe 1 e na˜o sa˜o dominadas por nenhuma outra soluc¸a˜o da populac¸a˜o
restante. Esse processo continua ate´ que todas as soluc¸o˜es estejam ordenadas em classes. Na Figura
5.7 esta´ ilustrado um exemplo desse procedimento de classificac¸a˜o para um problema de otimizac¸a˜o
com dois objetivos.
Objetivo1
O
b
je
ti
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2
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Classe 2
Classe 3
Figura 5.7: Exemplo ilustrativo do procedimento de classificac¸a˜o para um problema com 2 objetivos.
Na etapa de selec¸a˜o, o algoritmo seleciona as n melhores soluc¸o˜es, dando prioridade a`quelas
pertencentes a` classe 1 (soluc¸o˜es na˜o-dominadas por nenhuma outra). Se a quantidade de soluc¸o˜es
na classe 1 na˜o for suficiente, o algoritmo passa a selecionar soluc¸o˜es da classe seguinte.
Ale´m de encontrar soluc¸o˜es perto da fronteira de Pareto, e´ tambe´m essencial obter boa cobertura
da fronteira, ou seja, que as soluc¸o˜es estejam espalhadas ao longo da fronteira. Desta forma, e´
deseja´vel um mecanismo para manter diversidade no espac¸o de objetivos. MOBAIS utiliza um
mecanismo que calcula a distaˆncia de cada soluc¸a˜o para seus vizinhos adjacentes, denotada por
푑푖푠푡. Esse ca´lculo da distaˆncia, que leva em considerac¸a˜o a densidade da vizinhanc¸a, e´ chamado
de crowding distance e foi proposto por Deb et al. (2000).
O valor 푑푖푠푡 e´ calculado para cada classe, separadamente. As soluc¸o˜es pertencentes a` mesma
classe sa˜o ordenadas de acordo com cada func¸a˜o-objetivo e, enta˜o, calcula-se a distaˆncia de cada
soluc¸a˜o para os seus vizinhos adjacentes. As soluc¸o˜es com menor e maior valores da func¸a˜o-objetivo
na˜o participam do ca´lculo da distaˆncia. A essas soluc¸o˜es, e´ atribuı´do um alto valor para 푑푖푠푡, a fim
de garantir que elas sejam sempre selecionadas. Quanto maior o valor da distaˆncia de uma soluc¸a˜o,
menos densa e´ a sua vizinhanc¸a. Dessa forma, MOBAIS da´ prefereˆncia para soluc¸o˜es que possuem
maior valor de 푑푖푠푡.
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No Algoritmo 5.4, e´ apresentado o ca´lculo dessa distaˆncia. Para uma soluc¸a˜o 푃 (푖), 푓푚(푃 (푖))
denota o valor da func¸a˜o-objetivo 푚 para essa soluc¸a˜o.
Algoritmo 5.4 Ca´lculo da distaˆncia baseado na densidade crowding distance
Inı´cio
Para cada classe 푐 fac¸a
푃 = soluc¸o˜es da classe 푐;
푄 = quantidade de soluc¸o˜es em 푃 ;
Para cada objetivo 푚 fac¸a
푅 = ordenar 푃 usando o objetivo 푚;
푑푖푠푡(푅(1)) = ∞;
푑푖푠푡(푅(푄)) = ∞;
Para 푖=2 ate´ 푄-1 fac¸a
푑푖푠푡(푃 (푖)) = 푑푖푠푡(푃 (푖)) + 푓푚(푃 (푖+ 1)) - 푓푚(푃 (푖− 1))
Fim para
Fim para
Fim para
Fim
Para manter a diversidade na populac¸a˜o, e´ realizado um processo de supressa˜o das soluc¸o˜es
semelhantes, tanto no espac¸o de varia´veis quanto no espac¸o de objetivos. Primeiramente, a distaˆncia
euclidiana no espac¸o de varia´veis e´ calculada entre todos os indivı´duos da populac¸a˜o. Em seguida,
essa distaˆncia e´ normalizada com respeito a` ma´xima distaˆncia encontrada. As soluc¸o˜es semelhantes,
dado um certo limiar, sa˜o eliminadas, mantendo-se apenas aquela que possui a menor classe. Caso as
classes sejam iguais, mante´m-se a soluc¸a˜o com maior valor 푑푖푠푡.
MOBAIS elimina tambe´m as soluc¸o˜es que possuem o valor 푑푖푠푡 menor que um limiar e aquelas
que pertencem a` classe mais alta (soluc¸o˜es dominadas por todas as outras). Em seguida, e´ realizada a
inserc¸a˜o de novas soluc¸o˜es geradas aleatoriamente.
5.7 Multi-Objective Gaussian Artificial Immune System
(MOGAIS)
Para resolver problemas de otimizac¸a˜o multiobjetivo no espac¸o contı´nuo, foi criado o
Multi-Objective Gaussian Artificial Immune System (MOGAIS), apresentado no Algoritmo 5.5.
Este algoritmo foi concebido tendo como inspirac¸a˜o os algoritmos GAIS e MOBAIS. Similar ao
GAIS, MOGAIS adota a rede gaussiana como modelo probabilı´stico para expressar as interac¸o˜es das
varia´veis. A forma de construı´-la e´ pelo paradigma de busca e pontuac¸a˜o, igual aos outros algoritmos.
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Algoritmo 5.5 Multi-objective Gaussian Artificial Immune System (MOGAIS)
Inı´cio
Iniciar a populac¸a˜o de anticorpos aleatoriamente;
Enquanto condic¸a˜o de parada na˜o for satisfeita fac¸a
Avaliar a populac¸a˜o;
Classificar os anticorpos usando o conceito de dominaˆncia;
Calcular a distaˆncia entre os anticorpos (espac¸o de objetivos), baseado na densidade;
Selecionar os melhores anticorpos;
Construir a rede gaussiana;
Amostrar novos indivı´duos;
Eliminar anticorpos semelhantes;
Inserir aleatoriamente anticorpos na populac¸a˜o;
Fim enquanto
Fim
Para avaliar cada soluc¸a˜o candidata, MOGAIS classifica as soluc¸o˜es usando o conceitos de
dominaˆncia, assim como MOBAIS. Na etapa de selec¸a˜o, a prioridade e´ para aquelas pertencentes
a` classe 1 (soluc¸o˜es na˜o-dominadas por nenhuma outra). Se a quantidade de soluc¸o˜es na classe 1 na˜o
for suficiente, o algoritmo passa a selecionar soluc¸o˜es da classe seguinte. Visando manter diversidade
no espac¸o de objetivos, GAIS tambe´m utiliza crowding distance.
Para manter a diversidade na populac¸a˜o, e´ realizado um processo de supressa˜o das soluc¸o˜es
semelhantes, tanto no espac¸o de varia´veis quanto no espac¸o de objetivos. Primeiramente, a distaˆncia
euclidiana no espac¸o de varia´veis e´ calculada entre todos os indivı´duos da populac¸a˜o. Em seguida,
essa distaˆncia e´ normalizada com respeito a` ma´xima distaˆncia encontrada. As soluc¸o˜es semelhantes,
dado um certo limiar, sa˜o eliminadas, mantendo-se apenas aquela que possui a menor classe. Caso
as classes sejam iguais, mante´m-se a soluc¸a˜o com maior valor para a crowding distance. As soluc¸o˜es
com crowding distance menor que um limiar e aquelas que pertencem a` classe mais alta (soluc¸o˜es
dominadas por todas as outras) sa˜o eliminadas da populac¸a˜o. Em seguida, e´ realizada a inserc¸a˜o de
novas soluc¸o˜es geradas aleatoriamente.
Para resolver problemas de otimizac¸a˜o multiobjetivo e multimodais, a func¸a˜o densidade de
probabilidade conjunta das melhores soluc¸o˜es e´ um modelo de mistura de gaussianas. O modelo
de mistura e´ estimado usando um algoritmo de agrupamento, como o k-means. O nu´mero de clusters
e´ definido empiricamente e o valor do coeficiente de cada componente da mistura e´ proporcional a`
quantidade de pontos no cluster associado a ele.
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5.8 Caracterizac¸a˜o, plausibilidade imunolo´gica e limitac¸o˜es dos
algoritmos
Existem diversas caracterı´sticas em comum entre os algoritmos propostos nesta tese. Dentre
elas, merecem destaque: habilidade para identificar e preservar os blocos construtivos, tamanho
da populac¸a˜o automaticamente ajusta´vel, manutenc¸a˜o de diversidade na populac¸a˜o e capacidade de
realizar busca multimodal. Como uma consequeˆncia direta destas caracterı´sticas, tem-se: a busca
torna-se mais robusta, no sentido de que na˜o ha´ muita variac¸a˜o de desempenho entre buscas derivadas
de re-execuc¸o˜es do algoritmo para um mesmo problema; e tende a ocorrer uma reduc¸a˜o acentuada no
nu´mero de avaliac¸o˜es de soluc¸o˜es candidatas ate´ que se atinja um certo nı´vel de desempenho.
´E importante notar que a selec¸a˜o clonal e teoria da rede permanecem como inspirac¸o˜es
imunolo´gicas nos algoritmos propostos. O mecanismo que implementa a teoria da rede continua
o mesmo de um sistema imunolo´gico artificial tradicional, como aquele do Algoritmo 3.1. O que
mudou foi a forma de executar a selec¸a˜o clonal (selec¸a˜o dos melhores indivı´duos seguida de um
processo de mutac¸a˜o). Agora, a selec¸a˜o clonal e´ realizada por meio dos modelos probabilı´sticos.
Embora os algoritmos apresentem todas estas caracterı´sticas vantajosas e os experimentos
descritos nos capı´tulos seguintes comprovem isto, eles apresentam algumas limitac¸o˜es. A primeira
esta´ relacionada ao custo computacional para implementa´-los. Ja´ que a cada iterac¸a˜o e´ necessa´rio
construir o modelo probabilı´stico, os algoritmos na˜o sa˜o indicados para problemas de otimizac¸a˜o
muito simples, pois existem te´cnicas mais eficientes para resolveˆ-los. Nos capı´tulos de experimentos
e na sec¸a˜o de perspectivas futuras, sa˜o abordadas duas formas para aliviar o custo computacional dos
algoritmos.
A outra limitac¸a˜o esta´ na criac¸a˜o da rede bayesiana ou da rede gaussiana para problemas de
dimensa˜o elevada. Nestes casos, a qualidade do modelo probabilı´stico gerado pode na˜o ser suficiente
para promover ganho de desempenho.
5.9 Trabalhos Relacionados
Muitos trabalhos teˆm sido propostos para a manipulac¸a˜o eficiente de blocos construtivos sob a
perspectiva de estimac¸a˜o de distribuic¸a˜o. Esta sec¸a˜o visa apresentar algumas das principais propostas
reportadas na literatura. Uma extensa revisa˜o pode ser encontrada em Pelikan (2005) e Pelikan et al.
(2002).
Na a´rea de sistemas imunolo´gicos artificiais, esta tese representa a primeira contribuic¸a˜o na a´rea.
Entretanto, a ideia de evoluir a populac¸a˜o de soluc¸o˜es amostrando novos indivı´duos a partir de
uma distribuic¸a˜o de probabilidade ja´ foi aplicada antes em algoritmos gene´ticos (Larran˜aga et al.,
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2000a; Pelikan et al., 2000). Os operadores de cruzamento e mutac¸a˜o foram substituı´dos por modelos
probabilı´sticos. Esses algoritmos recebem o nome de Algoritmos de Estimac¸a˜o de Distribuic¸a˜o ou
Algoritmos Gene´ticos Baseados em Modelos Probabilı´sticos (Mu¨hlenbein & Paass, 1996).
Algoritmos de estimac¸a˜o de distribuic¸a˜o representam um paradigma computacional relativamente
novo e o interesse por essa classe de algoritmos tem crescido muito nos u´ltimos anos. Resultados
interessantes teˆm sido obtidos com tal metodologia quando aplicados em problemas simples de
otimizac¸a˜o. Para problemas mais complexos, diversos ajustes nos algoritmos precisam ser feitos
para se chegar a uma soluc¸a˜o satisfato´ria. Isso porque os algoritmos gene´ticos possuem algumas
deficieˆncias, particularmente no que diz respeito a` manutenc¸a˜o de diversidade e busca multimodal.
Sa˜o va´rias as propostas de algoritmos nesse contexto. Dependendo do modelo probabilı´stico
utilizado para expressar o relacionamento das varia´veis, o algoritmo pode ser classificado em um
dos treˆs grupos: sem dependeˆncia, dependeˆncia aos pares e mu´ltiplas dependeˆncias. A seguir, sera˜o
apresentados os algoritmos mais relevantes da literatura.
5.9.1 Sem dependeˆncia entre as varia´veis
Os algoritmos pertencentes a este grupo sa˜o os mais simples e na˜o consideram nenhuma relac¸a˜o
entre as varia´veis, ou seja, assumem que elas sa˜o independentes. Devido a` simplicidade do modelo
probabilı´stico utilizado, os algoritmos nesta categoria na˜o requerem custo computacional elevado e
apresentam bom desempenho quando aplicados a problemas para os quais o relacionamento entre as
varia´veis na˜o e´ ta˜o significativo.
O primeiro algoritmo proposto nesta categoria foi o Population Based Incremental Learning
(PBIL) (Baluja, 1994). Nesse algoritmo, as soluc¸o˜es candidatas sa˜o representadas por vetores
bina´rios e chamadas de cromossomos. Existe um vetor de probabilidades, da mesma dimensa˜o
do cromossomo, denotando a probabilidade de cada gene do cromossomo receber o valor “1”.
Inicialmente, o vetor de probabilidades conte´m o mesmo valor para todas as posic¸o˜es, 50%. A cada
iterac¸a˜o, as melhores soluc¸o˜es sa˜o selecionadas e o vetor de probabilidades e´ atualizado seguindo uma
regra baseada no aprendizado hebbiano. Esse vetor e´ utilizado, enta˜o, para amostrar novas soluc¸o˜es
a cada iterac¸a˜o. Sebag & Ducoulombier (1998) desenvolveram uma versa˜o desse algoritmo para
lidar com problemas de otimizac¸a˜o no espac¸o contı´nuo, denominada PBIL푐, na qual cada varia´vel e´
modelada por um func¸a˜o densidade de probabilidade gaussiana. A cada iterac¸a˜o, a me´dia e a variaˆncia
de cada gaussiana sa˜o estimadas usando as melhores soluc¸o˜es.
Posteriormente, Mu¨hlenbein & Paass (1996) propuseram o Univariate Marginal Distribution
Algorithm (UMDA). Seu funcionamento e´ similar ao do PBIL, com a excec¸a˜o de que o vetor de
probabilidades e´ atualizado calculando-se apenas a frequeˆncia com que aparece o nu´mero “1” nas
melhores soluc¸o˜es selecionadas.
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O Compact Genetic Algorithm (cGA), proposto por Harik et al. (1999), tambe´m utiliza um vetor
de probabilidades, o qual e´ iniciado contendo o valor 50% para todas as posic¸o˜es. Em seguida, duas
soluc¸o˜es candidatas sa˜o amostradas a partir desse vetor e avaliadas pela func¸a˜o de fitness. O vetor de
probabilidades e´ atualizado utilizando o valor dos genes do cromossomo com melhor fitness. Se os
cromossomos possuı´rem o mesmo valor num mesmo gene, o vetor de probabilidades na˜o e´ atualizado
para aquela posic¸a˜o. Esse procedimento continua ate´ que o vetor de probabilidades tenha convergido.
O Reinforcement Learning Estimation of Distribution Algorithm (RELEDA), proposto por
Paul & Iba (2003), e´ similar aos outros treˆs algoritmos ja´ apresentados. A diferenc¸a e´ que
o vetor de probabilidades e´ atualizado de acordo com um me´todo de aprendizado por reforc¸o.
Os autores compararam RELEDA com PBIL e UMDA e mostraram que seu algoritmo converge
mais rapidamente para a soluc¸a˜o o´tima que os concorrentes. Os autores tambe´m desenvolveram
o Real-Coded Estimation of Distribution Algorithm (RECEDA) para otimizac¸a˜o de func¸o˜es com
varia´veis contı´nuas. A partir das melhores soluc¸o˜es, a me´dia e a matriz de covariaˆncia sa˜o calculadas.
O Distribution Estimation Using MRF (DEUM) (Shakya et al., 2004) pode ser visto como
uma adaptac¸a˜o dos outros quatro algoritmos. Em vez de calcular a frequeˆncia para cada gene do
cromossomo, ele atualiza o vetor de probabilidades utilizando um campo aleato´rio de Markov (MRF,
do ingleˆs Markov Random Field). Os autores mostraram empiricamente que DEUM apresenta bons
resultados para uma se´rie de problemas de otimizac¸a˜o (Shakya et al., 2005).
5.9.2 Dependeˆncia entre pares de varia´veis
Essa classe de algoritmos assume dependeˆncia entre pares de varia´veis. Dessa forma, e´ preciso
definir como representar a estrutura do modelo probabilı´stico, a fim de expressar o condicionamento
das varia´veis.
O Mutual Information Maximization for Input Clustering (MIMIC) (De Bonet et al., 1997) utiliza
uma estrutura em cadeia entre as varia´veis para poder representar o relacionamento entre elas,
conforme ilustrado na Figura 5.8(a). Para encontrar a melhor estrutura de cadeia de varia´veis, o
algoritmo utiliza um mecanismo de busca que visa maximizar a informac¸a˜o mu´tua.
Baluja & Davies (1997) propuseram o Combining Optimizers with Mutual Information Trees
(COMIT), um algoritmo que utiliza uma estrutura em a´rvore para modelar a dependeˆncia entre
as varia´veis. Nesse tipo de estrutura, todas as varia´veis precisam ter um pai, com excec¸a˜o da
varia´vel-raiz. Este algoritmo e´ mais geral que o MIMIC, pois duas ou mais varia´veis podem ser
condicionadas a uma outra varia´vel em comum. Na Figura 5.8(b) esta´ um exemplo gra´fico do modelo
probabilı´stico utilizado pelo COMIT. Para obter a estrutura em a´rvore, os autores empregaram o
algoritmo Maximum Weight Spanning Tree (MWST) (Chow & Liu, 1968).
Ja´ o Bivariate Marginal Distribution Algorithm (BMDA) (Pelikan & Mu¨hlenbein, 1999) pode ser
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considerado como uma extensa˜o do COMIT. A diferenc¸a e´ que o modelo em a´rvore utilizado por ele
permite que existam mais de um no´-raiz, como mostrado na Figura 5.8(c). Para criar as sub-a´rvores e
decidir quais varia´veis devem ser conectadas ou na˜o, o algoritmo emprega o teste do Qui-quadrado.
(a) (b) (c)
Figura 5.8: Modelos gra´ficos que consideram dependeˆncia entre pares de varia´veis: (a) MIMIC, (b) COMIT e
(c) BMDA.
5.9.3 Mu´ltiplas dependeˆncias
Pelikan et al. (1999) mostraram que, em problemas complexos que possuem dependeˆncias entre
mu´ltiplas varia´veis, os algoritmos pertencentes a`s duas categorias anteriores na˜o sa˜o capazes de
soluciona´-los de forma satisfato´ria. Nesse sentido, va´rias propostas surgiram recentemente utilizando
modelos capazes de expressar o relacionamento entre diversas varia´veis. Como resultado, o modelo
probabilı´stico e´ mais poderoso e sua obtenc¸a˜o torna-se mais complexa.
O Extended Compact Genetic Algorithm (ECGA) (Harik et al., 2006) e´ uma extensa˜o do cGA. A
ide´ia ba´sica e´ agrupar as varia´veis em grupos independentes e, enta˜o, aplicar o cGA nesses grupos
(veja Figura5.9(a)). O algoritmo de agrupamento primeiramente considera a existeˆncia de n grupos,
sendo uma varia´vel em cada grupo. Em seguida, tenta-se unificar pares de grupos usando medidas
de entropia e a me´trica Comprimento Mı´nimo de Descric¸a˜o (MDL, do ingleˆs Minimum Description
Length). Problemas que podem ser decompostos em sub-problemas sem sobreposic¸a˜o sa˜o tratados
de forma satisfato´ria pelo ECGA. Por outro lado, se existir sobreposic¸a˜o, o algoritmo falha, pois o
problema na˜o pode ser modelado de forma acurada pela simples divisa˜o das varia´veis em classes
distintas.
Mu¨hlenbein & Mahnig (1999) propuseram o Factorized Distribution Algorithm (FDA). O
algoritmo utiliza uma estrutura em grafo definida previamente e que se mante´m fixa durante todo
o processo de otimizac¸a˜o, sendo atualizados apenas os paraˆmetros nume´ricos (probabilidades).
Portanto, e´ preciso ter conhecimento sobre o problema a ser tratado para se construir um grafo mais
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adequado. O FDA utiliza a distribuic¸a˜o de Boltzmann para amostrar novos indivı´duos. Um exemplo
de grafo utilizado pelo FDA pode ser visto na Figura 5.9(b).
O Bayesian Optimization Algorithm (BOA) (Pelikan et al., 1999) utiliza rede bayesiana para
modelar as dependeˆncias entre as varia´veis, conforme ilustrado na Figura 5.9(c). A cada iterac¸a˜o,
uma rede bayesiana e´ gerada a partir das melhores soluc¸o˜es, tentando refletir da melhor forma as
relac¸o˜es entre as varia´veis. Apo´s gerada, a rede e´ utilizada para amostrar novas soluc¸o˜es candidatas.
Para construir a rede bayesiana, BOA comec¸a com um estrutura sem arcos e os vai adicionando ate´
que na˜o ocorra melhora na me´trica utilizada para avaliar a qualidade do modelo. Usualmente, BOA
emprega a me´trica Bayesian Dirichlet (BD). O real-coded Bayesian Optimization Algorithm (rBOA)
(Ahn et al., 2006) e´ uma extensa˜o do BOA para otimizac¸a˜o no espac¸o contı´nuo que utiliza modelo de
mistura gaussiana.
Outro algoritmo que tambe´m utiliza redes bayesianas foi proposto posteriormente por Larran˜aga
et al. (2000a), o Estimation of Bayesian Networks Algorithm (EBNA). Seu funcionamento e´ similar
ao BOA e diversas verso˜es do algoritmo foram criadas com diferentes me´tricas para avaliar os
modelos. Posteriormente, os autores desenvolveram a versa˜o do algoritmo para lidar com otimizac¸a˜o
no espac¸o contı´nuo, denominada Estimation of Gaussian Networks Algorithm (EGNA) (Larran˜aga
et al., 2000b). EGNA utiliza redes gaussianas para modelar a dependeˆncia entre as varia´veis.
Bosman & Thierens (2000) propuseram o Iterated Density Evolutionary Algorithms (IDEA), que
e´ uma arquitetura geral de algoritmos para serem aplicados em problemas de otimizac¸a˜o, tanto no
domı´nio discreto quanto contı´nuo. No caso contı´nuo, os algoritmos utilizam func¸o˜es densidade de
probabilidade gaussianas multivariadas.
Uma proposta mais recente e´ o Markov Network Estimation of Distribution Algorithms
(MN-EDA) (Santana, 2005), que utiliza rede de Markov como modelo probabilı´stico, como mostrado
na Figura 5.9(d). Essa rede e´ gerada usando um procedimento estatı´stico conhecido como
aproximac¸a˜o de Kikuchi (Kikuchi, 1951). Novas soluc¸o˜es sa˜o amostradas usando amostragem de
Gibbs.
Dos algoritmos propostos nesta tese, BAIS e MOBAIS se assemelham muito com BOA e EBNA,
enquanto GAIS e MOGAIS sa˜o mais parecidos com EGNA. Todos sa˜o capazes de expressar mu´ltiplas
dependeˆncias entre as varia´veis por meio de modelos gra´ficos probabilı´sticos cuja estrutura e´ um grafo
direcionado.
Embora BOA, EBNA e EGNA, junto com os outros EDAs, tenham sido aplicados de forma
satisfato´ria na maioria dos problemas, eles apresentam algumas desvantagens quando comparados
com sistemas imunolo´gicos artificiais. Uma delas esta´ relacionada com a perda de diversidade na
populac¸a˜o. Dado que tais algoritmos geram novas soluc¸o˜es com base na distribuic¸a˜o de probabilidade
das melhores soluc¸o˜es selecionadas previamente, eles tendem a explorar o espac¸o de busca de uma
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(a) (b)
(c) (d)
Figura 5.9: Modelos gra´ficos que consideram mu´ltiplas dependeˆncias entre as varia´veis: (a) ECGA, (b) FDA,
(c) BOA e EBNA e (d) MN-EDA.
forma polarizada. O algoritmo tende a visitar uma regia˜o do espac¸o de busca ja´ visitada anteriormente,
levando-o a mı´nimos locais facilmente. Dessa forma, qualquer algoritmo de estimac¸a˜o de distribuic¸a˜o
ba´sico falha quando e´ aplicado para resolver problemas de otimizac¸a˜o multimodal.
Apesar da incorporac¸a˜o de mecanismos para lidar com otimizac¸a˜o multimodal nesses algoritmos
(Sastry et al., 2005), eles ainda tendem a apresentar desempenho inferior quando comparado com
os sistemas imunolo´gicos artificiais, que sa˜o inerentemente capazes de lidar com problemas amplos,
complexos e multimodais, mantendo diversidade na populac¸a˜o.
5.10 Considerac¸o˜es Finais
Neste capı´tulo, foram descritas quatro novas propostas para que o sistema imunolo´gico artificial
seja capaz de manipular eficientemente blocos construtivos. A ideia fundamental e´ permitir que
algoritmo construa um modelo probabilı´stico usando as melhores soluc¸o˜es e, posteriormente, utilizar
este modelo para gerar novas soluc¸o˜es, as quais ira˜o possuir caracterı´sticas similares a`quelas contidas
no conjunto das melhores soluc¸o˜es.
Os quatro novos sistemas imunolo´gicos artificiais, em vez de evoluirem as soluc¸o˜es candidatas
por meio de clonagem e mutac¸a˜o, utilizam um modelo probabilı´stico que representa a distribuic¸a˜o
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de probabilidade das melhores soluc¸o˜es encontradas ate´ enta˜o. Os modelos probabilı´sticos adotados
foram as redes bayesianas (caso discreto) e as redes gaussianas (caso contı´nuo), por apresentarem a
capacidade de representar adequadamente interac¸o˜es complexas das varia´veis do problema.
Por fim, os principais trabalhos relacionados foram apresentados e as quatro propostas desta
tese foram devidamente posicionadas frente a` literatura. Nos pro´ximos treˆs capı´tulos, essas novas
propostas sera˜o aplicadas junto a diversos problemas de interesse pra´tico.
No Capı´tulo 6, o algoritmo BAIS e´ aplicado para a gerac¸a˜o de ensembles de redes neurais.
No Capı´tulo 7, sa˜o apresentados os experimentos realizados com os algoritmos BAIS e MOBAIS
na tarefa de selec¸a˜o de atributos em problemas de classificac¸a˜o de padro˜es. No Capı´tulo 8, sa˜o
apresentados os experimentos realizados com os algoritmos GAIS e MOGAIS, no contexto de
problemas de otimizac¸a˜o no espac¸o contı´nuo.
Capı´tulo 6
Experimentos com Ensembles de Redes
Neurais
6.1 Considerac¸o˜es Iniciais
Ensembles de redes neurais compreendem uma linha de pesquisa em aprendizado de ma´quina
que visa combinar as saı´das de duas ou mais redes neurais, as quais sa˜o treinadas separadamente e
recebem o nome de componentes do ensemble, para formar a soluc¸a˜o final do problema. A vantagem
de combinar propostas alternativas de soluc¸a˜o esta´ no fato de que cada uma pode representar um
aspecto diferente e, ao mesmo tempo, relevante para o problema. O bom desempenho de um ensemble
depende da capacidade de generalizac¸a˜o dos seus componentes e do nı´vel de diversidade entre eles.
´E preciso que os erros cometidos por eles sejam descorrelacionados, uma vez que combinar modelos
que generalizam de forma ideˆntica na˜o traz benefı´cios.
Neste capı´tulo, sa˜o descritos os experimentos conduzidos para avaliar a viabilidade de BAIS
quando aplicado a` gerac¸a˜o de ensembles de redes neurais. Espera-se que BAIS se mostre uma
ferramenta eficaz para cumprir esta tarefa, uma vez que ele e´ capaz de produzir va´rias e diversas
soluc¸o˜es de boa qualidade, bem como identificar e preservar as interac¸o˜es das varia´veis. A aplicac¸a˜o
e´ restrita a problemas de classificac¸a˜o e ensembles de redes neurais MLP (Multilayer Perceptron),
embora problemas de regressa˜o e outros tipos de componentes poderiam ser considerados com
pequenas modificac¸o˜es no algoritmo.
Os conceitos ba´sicos de ensembles e as etapas para sua gerac¸a˜o sa˜o apresentados na Sec¸a˜o 6.2. Na
Sec¸a˜o 6.3, e´ descrita a metodologia utilizada por BAIS para a construc¸a˜o dos ensembles. Em seguida,
as caracterı´sticas dos conjuntos de dados utilizados durante os experimentos sa˜o apresentados na
Sec¸a˜o 6.4. Por fim, sa˜o apresentados e discutidos os resultados obtidos por BAIS e outros algoritmos
da literatura.
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6.2 Ensemble de Redes Neurais
Ensemble e´ um paradigma de aprendizado em que propostas alternativas capazes de gerar a
soluc¸a˜o para um determinado problema sa˜o combinadas para obter a soluc¸a˜o final do problema
(Hansen & Salamon, 1990; Krogh & Vedelsby, 1994). A essas propostas da´-se o nome de
componentes do ensemble. Este paradigma originou-se do trabalho de Hansen & Salamon (1990) e foi
aplicado primeiramente em problemas de classificac¸a˜o por meio de redes neurais. A combinac¸a˜o de
mu´ltiplos componentes e´ potencialmente vantajosa, pois diferentes componentes podem representar
aspectos distintos e relevantes para a soluc¸a˜o do problema. Va´rias redes neurais sa˜o treinadas
independentemente e combinadas posteriormente para classificar os padro˜es de entrada. Os resultados
mostram que a capacidade de generalizac¸a˜o do sistema pode melhorar de forma significativa. Embora
as redes neurais tenham sido as mais utilizadas como componentes de um ensemble, alguns trabalhos
propuseram a combinac¸a˜o de outras te´cnicas, como sistemas fuzzy (Castro et al., 2005) e Ma´quinas
de Vetores-Suporte (SVM, do ingleˆs Support Vector Machine) (Zhang et al., 2005).
Na Figura 6.1, e´ apresentado um exemplo dida´tico adaptado de Polikar (2006) que ilustra a
vantagem do uso de ensembles para um problema de classificac¸a˜o de padro˜es. As fronteiras de
decisa˜o de treˆs classificadores sa˜o apresentadas nas Figuras 6.1(a)(b)(c). Como pode ser observado,
as treˆs fronteiras de decisa˜o sa˜o diferentes, o que leva os classificadores a acertarem e errarem a
classificac¸a˜o de forma distinta. Entretanto, como mostrado na Figura 6.1(d), a combinac¸a˜o desses
treˆs classificadores, por meio do voto majorita´rio, possibilita gerar uma nova fronteira de decisa˜o
capaz de separar corretamente todas as amostras do conjunto de dados (Figura 6.1(e)). Apesar do
ensemble da Figura 6.1(e) ter classificado corretamente todas as amostras, e´ importante ressaltar que,
na pra´tica, nem sempre os ganhos obtidos sa˜o ta˜o expressivos.
Classificador1 Classificador 2 Classificador 3
Classificadores: 1, 2 e 3 Ensemble
Fronteira
de decisão
(a) (b) (c)
(d) (e)
Figura 6.1: Exemplo ilustrativo do ganho de desempenho de um ensemble em problemas de classificac¸a˜o.
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Te´cnicas de ensemble teˆm sido aplicadas com sucesso a problemas de classificac¸a˜o, regressa˜o
e agrupamento (clustering). Entretanto, neste capı´tulo sera˜o considerados apenas problemas de
classificac¸a˜o, em que os componentes do ensemble sa˜o redes neurais.
Na Figura 6.2 e´ ilustrado o esquema de funcionamento de um ensemble de redes neurais. Cada
componente do ensemble e´ um classificador construı´do independentemente dos demais e pode atuar
isoladamente. Para cada vetor de entrada 푥 = (푥1, 푥2, ..., 푥푛), as saı´das 푦푖, i=1,...,M, geradas pelos M
componentes sa˜o combinadas para produzir a saı´da do ensemble, 푦푒.
y1
y2
yM
ye
x1
xn
Σ
...
...
...
...
...
Figura 6.2: Ensemble de redes neurais.
O desempenho de um ensemble esta´ vinculado a` qualidade e diversidade do erro de seus
componentes, isto e´, cada componente do ensemble deve apresentar bom desempenho quando
aplicado isoladamente e deve cometer erros distintos dos demais componentes para um mesmo padra˜o
de entrada. ´E evidente que duas redes neurais de boa qualidade devem produzir a mesma saı´da para a
maioria dos padro˜es. As redes devem, enta˜o, discordar quando elas tomam deciso˜es erradas (Perrone
& Cooper, 1993).
De forma geral, a construc¸a˜o de um ensemble envolve duas etapas sequenciais, a gerac¸a˜o
dos componentes candidatos e a combinac¸a˜o das saı´das individuais de cada componente. Alguns
trabalhos sugerem uma outra etapa, que consiste em selecionar, dentre os componentes gerados,
somente alguns componentes. Cada etapa e´ brevemente descrita seguir:
∙ Gerac¸a˜o dos componentes candidatos
Esta etapa se encarrega de gerar individualmente cada componente candidato a fazer parte do
ensemble. Como descrito anteriormente, os componentes precisam apresentar bom desempenho e
serem diversos entre si. Te´cnicas para gerar componentes diversos e de bom desempenho podem
ser divididas em duas categorias: (i) gerac¸a˜o pelo pre´-processamento dos dados de treinamento e (ii)
gerac¸a˜o pelo pre´-processamento dos paraˆmetros e estrutura dos componentes candidatos.
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O objetivo das te´cnicas pertencentes a` primeira categoria consiste em produzir dados de
treinamento distintos, os quais podem levar a` gerac¸a˜o de componentes com capacidade de
generalizac¸a˜o diferente um dos outros. Entre essas te´cnicas, pode-se citar Bagging e Boosting.
Bagging foi proposta por Breiman (1996) e e´ baseada na amostragem bootstrap (Efron & Tibshirani,
1993). Ela gera va´rios subconjuntos de dados de treinamento distintos a partir do conjunto original e
enta˜o usa cada um desses conjuntos de dados para treinar uma rede neural.
Na te´cnica Boosting, proposta por Schapire (1990), os conjuntos de treinamento sa˜o reamostrados
de forma adaptativa, de modo que amostras que mais contribuem para o erro de treinamento dos
componentes ja´ treinados teˆm sua probabilidade aumentada de comporem o conjunto de treinamento
a ser empregado para a gerac¸a˜o do pro´ximo componente. Como se pode perceber, aqui a gerac¸a˜o dos
componentes e´ sequencial.
O pre´-processamento dos paraˆmetros e estrutura, por sua vez, visa construir redes a partir de
pontos de partida distintos. A abordagem mais comum e´ adotar redes neurais com diferentes
topologias e diferentes valores para os vetores de pesos iniciais. Dessa forma, e´ esperado que diversas
redes neurais sejam obtidas, uma vez que o desempenho da rede e´ altamente dependente do seu vetor
de pesos iniciais e sua topologia.
∙ Combinac¸a˜o
Apo´s a gerac¸a˜o dos componentes do ensemble, o pro´ximo passo e´ definir como as saı´das
individuais de cada um sera˜o combinadas para formar a saı´da do ensemble. Existem muitas maneiras
de se fazer isso, dependendo do tipo de problema abordado. Para tarefas de classificac¸a˜o, a abordagem
mais usual e´ o voto majorita´rio (Hansen & Salamon, 1990), em que a classe indicada pela maioria
dos componentes e´ a saı´da do ensemble, de acordo com a equac¸a˜o:
푦푒(푥) = 푘 푠푒 푘 = argmax
푘
(
푀∑
푖=1
퐺푘푖 (푥)
)
, (6.1)
em que 푥 e´ o padra˜o de entrada, 푦푒(.) e´ a saı´da do ensemble, 푀 e´ a quantidade de componentes e 퐺푘푖
e´ dado pela Equac¸a˜o (6.2), com 푦푖(.) sendo a saı´da do 푖-e´simo componente:
퐺푘푖 (푥) =
⎧⎨
⎩1, se 푦푖(푥) = 푘0, se 푦푖(푥) ∕= 푘. (6.2)
∙ Selec¸a˜o dos componentes
Recentemente, muitas propostas teˆm sugerido e provado empiricamente que adicionar todos os
componentes gerados na etapa anterior no ensemble pode degradar seu desempenho, na˜o importando
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qual a te´cnica de combinac¸a˜o que esta´ sendo empregada. Desta forma, e´ preciso realizar um processo
de selec¸a˜o dos componentes mais u´teis para o ensemble, de acordo com um crite´rio apropriado (Zhou
et al., 2002).
O crite´rio mais apropriado e´ o desempenho do ensemble como um todo. Nesse contexto,
existem duas abordagens principais: construtiva e poda. Na abordagem construtiva, os candidatos
a comporem o ensemble sa˜o ordenados de acordo com seus desempenhos individuais. Em seguida, o
melhor candidato e´ considerado o primeiro componente do ensemble. O pro´ximo candidato, que
possui o segundo melhor desempenho, e´ inserido no ensemble. Se o desempenho do ensemble
for melhorado, enta˜o ele passa a ter dois componentes agora. Caso contra´rio, o componente
rece´m-inserido e´ removido. O mesmo procedimento e´ realizado considerando os candidatos restantes,
um apo´s o outro.
Na abordagem de poda, de partida, todos os candidatos sa˜o inseridos no ensemble. O candidato
com pior desempenho, enta˜o, e´ removido. Se o desempenho do ensemble na˜o melhorar, o candidato
retorna para o ensemble. Este procedimento e´ realizado com os candidatos restantes, em ordem
crescente de desempenho individual.
As abordagens construtiva e de poda requerem um alto custo computacional quando existem
muitos candidatos. Por isso, alguns trabalhos sugerem o emprego de meta-heurı´sticas para realizar
esta tarefa.
Dados os requisitos impostos para a construc¸a˜o de um ensemble (componentes diversos e com
bom desempenho), fica claro que as etapas de gerac¸a˜o e selec¸a˜o exercem um papel fundamental para
o sucesso do ensemble. Recentemente, muitos trabalhos teˆm sido propostos para realizar essas tarefas,
particularmente no campo da computac¸a˜o bio-inspirada (Coelho & Von Zuben, 2006; Garcı´a-Pedrajas
& Fyfe, 2007; Garcı´a-Pedrajas et al., 2005; Liu et al., 2001, 2000; Opitz & Shavlik, 1996; ?; Zhang
et al., 2005; Zhou et al., 2002). Algoritmos bio-inspirados sa˜o estrate´gias de busca capazes de lidar
com espac¸os de buscas amplos e complexos, evitando mı´nimos locais.
Dentre os algoritmos bio-inspirados, os sistemas imunolo´gicos artificiais teˆm sido utilizados com
eˆxito e melhores resultados sa˜o obtidos quando comparados com algoritmos gene´ticos, por exemplo
(Castro et al., 2005; Coelho & Von Zuben, 2006; Garcı´a-Pedrajas & Fyfe, 2007; Pasti & de Castro,
2009, 2007).
6.3 BAIS Aplicado na Gerac¸a˜o de Ensembles de Redes Neurais
O objetivo desta sec¸a˜o e´ apresentar BAIS sendo utilizado para treinar redes neurais e selecionar
as mais efetivas para compor o ensemble. ´E esperado que BAIS se mostre uma ferramenta eficaz
para cumprir estas tarefas, umas vez que ele e´ capaz de produzir va´rias e diversas soluc¸o˜es de boa
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qualidade (caracterı´stica desejada durante a etapa de gerac¸a˜o dos componentes), bem como ele pode
identificar e preservar as interac¸o˜es das varia´veis (conhecimento bastante relevante a ser explorado
durante as etapas de gerac¸a˜o e selec¸a˜o).
Diferentemente de abordagens coevolutivas, que simultaneamente evoluem as redes neurais e
realizam a selec¸a˜o por meio de duas populac¸o˜es, a abordagem aqui proposta realiza estas tarefas
separadamente. Desta forma, BAIS e´ executado de forma sequencial e, para cada etapa, sa˜o adotadas
diferentes formas de codificac¸a˜o, func¸a˜o de aptida˜o e supressa˜o, conforme sera´ explicado nas Sec¸o˜es
6.3.1 e 6.3.2.
Antes de dar inı´cio a` execuc¸a˜o do algoritmo, o conjunto de dados e´ particionado em treˆs
subconjuntos: treinamento, selec¸a˜o e teste. A partir dos dados de treinamento, BAIS gera as redes
neurais candidatas. Ta˜o logo esta etapa termina, BAIS e´ aplicado novamente utilizando o subconjunto
de selec¸a˜o para escolher quais as redes que fara˜o parte do ensemble. Finalmente, o desempenho
do ensemble e´ verificado usando o subconjunto de teste. A aplicac¸a˜o e´ restrita a problemas de
classificac¸a˜o e ensembles de redes neurais MLP (Multilayer Perceptron), embora problemas de
regressa˜o e outros tipos de componentes poderiam ser considerados com pequenas modificac¸o˜es no
algoritmo.
6.3.1 Aprendizado das redes neurais
Nesta primeira etapa, BAIS e´ responsa´vel por evoluir as topologias das MLPs mais apropriadas
para um dado problema, enquanto o vetor de pesos sera´ ajustado por um algoritmo de segunda ordem,
especificamente o gradiente conjugado escalonado (Moller, 1993).
Muitas das metodologias propostas se concentram no aprendizado de redes neurais considerando
apenas func¸o˜es de ativac¸a˜o pre´-determinadas e do mesmo tipo (Yao, 1999). Entretanto, se uma func¸a˜o
de ativac¸a˜o adequada para cada neuroˆnio puder ser definida automaticamente, melhores taxas de
acerto podem ser obtidas (Liu & Yao, 1996; Iyoda & Von Zuben, 2002). Nesse trabalho, na˜o somente
o nu´mero de neuroˆnios na camada intermedia´ria e´ ajustado, mas tambe´m o tipo de func¸a˜o de ativac¸a˜o
para cada neuroˆnio. Dessa forma, espera-se que as redes neurais geradas possuam capacidades
distintas de generalizac¸a˜o.
Em seguida, a codificac¸a˜o, a func¸a˜o de aptida˜o e o mecanismo de supressa˜o do algoritmo sera˜o
detalhados.
∙ Codificac¸a˜o
Cada rede candidata e´ um anticorpo enquanto o subconjunto de treinamento representa um
antı´geno. As topologias das redes sa˜o restritas a possuı´rem apenas uma camada intermedia´ria
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completamente conectada. A primeira e a u´ltima camada sa˜o constantes, uma vez que elas sa˜o
definidas usando o nu´mero de varia´veis de entrada e de saı´da do problema, respectivamente.
A camada intermedia´ria possui, no mı´nimo, um neuroˆnio e, no ma´ximo, F neuroˆnios com func¸o˜es
de ativac¸a˜o possivelmente distintas. As func¸o˜es de ativac¸a˜o sa˜o escolhidas a partir de um conjunto de
func¸o˜es candidatas, apresentadas na Tabela 6.1. O uso da func¸a˜o nula, 푓0, permite reduzir o nu´mero
de neuroˆnios na camada intermedia´ria. A justificativa para adotar as func¸o˜es de ativac¸a˜o candidatas
presentes na Tabela 6.1 esta´ no fato de estas func¸o˜es serem frequentemente adotadas na literatura de
redes neurais artificiais, particularmente no caso de redes neurais MLP.
Tabela 6.1: Possı´veis func¸o˜es de ativac¸a˜o.
Identificador Func¸a˜o Expressa˜o
푓0 Func¸a˜o nula y=0
푓1 Tangente hiperbo´lica y=tanh(x)
푓2 Cosseno y=cos(x)
푓3 Seno y=sin(x)
푓4 Seno hiperbo´lico y=sinh(x)
Os anticorpos sa˜o codificados com nu´meros inteiros, denotando o ı´ndice da func¸a˜o de ativac¸a˜o.
Por exemplo, suponha que para um determinado problema o nu´mero ma´ximo de neuroˆnios na camada
intermedia´ria seja cinco, isto e´, F=5. Na Figura 6.3 e´ apresentado um possı´vel anticorpo para este
caso. A rede neural representada por ele esta´ ilustrada na Figura 6.4.
Ab :i 4 2201
Figura 6.3: Exemplo de um anticorpo codificando uma rede neural.
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Figura 6.4: Rede neural com topologia representada pelo anticorpo da Figura 6.3.
Dado que a segunda func¸a˜o de ativac¸a˜o do anticorpo da Figura 6.3 e´ a func¸a˜o nula, a rede e´
composta apenas de quatro neuroˆnios na camada intermedia´ria.
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A func¸a˜o de ativac¸a˜o do neuroˆnio de saı´da, 푓푠, e´ sempre a func¸a˜o logı´stica e, por isso, na˜o faz parte
do anticorpo. Da mesma forma, os vetores de peso na˜o sa˜o considerados na codificac¸a˜o porque eles
sa˜o ajustados empregando-se uma te´cnica de otimizac¸a˜o na˜o-linear denominada gradiente conjugado
escalonado (Moller, 1993).
∙ Populac¸a˜o inicial
Para iniciar a populac¸a˜o, todas as func¸o˜es de ativac¸a˜o possuem a mesma probabilidade de serem
escolhidas, exceto a func¸a˜o nula que possui probabilidade maior. Assim, espera-se que redes mais
parcimoniosas sejam encontradas.
∙ Func¸a˜o de aptida˜o
A func¸a˜o de aptida˜o e´ definida com base no desempenho das redes neurais quando aplicadas junto
ao conjunto de treinamento. Ela e´ expressa por:
퐹푖푡(퐴푏푖) =
푁푃퐶퐶(퐴푏푖)
푁푇푃
(6.3)
em que NPCC(퐴푏푖) e´ o nu´mero de padro˜es corretamente classificados pela rede neural codificada no
anticorpo 퐴푏푖 e NTP e´ o nu´mero total de padro˜es no conjunto de treinamento.
∙ Supressa˜o
Nessa fase, anticorpos similares sa˜o eliminados da populac¸a˜o para evitar redundaˆncia e, assim,
manter diversidade. O grau de similaridade entre as redes neurais que esta˜o sendo evoluı´das na˜o e´
expresso baseado no vetor de pesos e nem na topologia, mas sim no comportamento de entrada-saı´da
de cada rede. Assim, na˜o ocorre o problema de permutac¸a˜o (Angeline et al., 1994), o qual e´
caracterizado pelo fato de que a ordem de aparecimento dos neuroˆnios na camada intermedia´ria na˜o
afeta o comportamento de entrada-saı´da da rede neural.
Para tanto, a medida de discordaˆncia (disagreement measure) (Skalak, 1996) foi aplicada aos
pares de classificadores. Para dois classificadores, 퐴푏푖 e 퐴푏푚, a medida de discordaˆncia e´ calculada
como:
퐷푖푠푖,푚 =
푁01 +푁10
푁11 +푁10 +푁01 +푁00
, (6.4)
em que 푁푎푏 e´ o nu´mero de instaˆncias para as quais a saı´da da rede 퐴푏푖 e´ igual a a e a saı´da da rede 퐴푏푗
e´ igual a b, conforme ilustrado na Tabela 6.2. Repare que o denominador e´ igual ao nu´mero total de
instaˆncias. Este ı´ndice de discordaˆncia varia de 0 a 1, indicando que os classificadores sa˜o similares
(valor perto de 0) ou diversos (valor perto de 1).
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Tabela 6.2: Saı´das para dois classificadores de ı´ndices 푖 e 푚.
퐴푏푚 correcto 퐴푏푚 incorreto
퐴푏푖 correto 푁11 푁10
퐴푏푖 incorrecto 푁01 푁00
Indivı´duos que apresentam entre si um grau de similaridade abaixo de um certo limiar sera˜o
eliminados da populac¸a˜o, sendo mantido apenas aquele dentre eles com maior valor de aptida˜o.
A diversidade total para L classificadores e´ dada por:
퐷푖푠 =
2
퐿(퐿− 1)
퐿−1∑
푖=1
퐿∑
푚=푖+1
퐷푖푠푖,푚 (6.5)
A Equac¸a˜o (6.5) sera´ utilizada para medir a diversidade do ensemble como um todo, conforme
sera´ descrito na Sec¸a˜o 6.4.
6.3.2 Selec¸a˜o de componentes
Ta˜o logo termine o processo de gerac¸a˜o das redes neurais, BAIS e´ aplicado novamente para
encontrar va´rios subconjuntos de redes neurais, os quais representam os ensembles. Este e´ um
problema de otimizac¸a˜o combinato´ria e certamente possui muitos blocos construtivos.
No que segue, a codificac¸a˜o, a func¸a˜o de aptida˜o e o mecanismo de supressa˜o utilizados no
algoritmo dessa segunda etapa sera˜o detalhados.
∙ Codificac¸a˜o
Nesta etapa, cada anticorpo 퐴푏푖 = (푛푒푡푖1, 푛푒푡푖2, ..., 푛푒푡푖푘) e´ codificado como uma sequeˆncia
bina´ria de tamanho 푘, sendo 푘 o nu´mero de redes neurais geradas na etapa anterior. Cada posic¸a˜o do
vetor, 푛푒푡푖푗 , esta´ associada a uma rede neural. Se 푛푒푡푖푗=1, enta˜o o ensemble i ira´ conter a rede neural
j. Note que cada anticorpo representa de fato um subconjunto especı´fico de classificadores.
∙ Populac¸a˜o inicial
Nesta etapa, um anticorpo e´ gerado contendo todas as redes neurais obtidas, isto e´, este anticorpo
e´ um vetor contendo o bit “1” em todas as posic¸o˜es. Os demais anticorpos sa˜o gerados aleatoriamente,
com igual probabilidade para os bits “0” e “1”.
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∙ Func¸a˜o de aptida˜o
A func¸a˜o de aptida˜o utilizada agora leva em considerac¸a˜o o desempenho do ensemble associado
ao anticorpo, aplicado junto ao conjunto de dados de selec¸a˜o. Se o ensemble possui um nu´mero par
de componentes e ocorrer um empate, o melhor classificador, com relac¸a˜o aos dados de treinamento,
dara´ o voto de desempate.
∙ Supressa˜o
Neste esta´gio, a distaˆncia de Hamming e´ utilizada para calcular o grau de similaridade entre os
anticorpos. Indivı´duos com um grau de similaridade acima de um certo limiar sera˜o eliminados da
populac¸a˜o.
6.4 Experimentos Computacionais
Nesta sec¸a˜o, sa˜o descritos os experimentos realizados para avaliar a metodologia proposta. Nas
subsec¸o˜es seguintes, sera˜o apresentados os conjuntos de dados testados, os paraˆmetros utilizados e os
resultados obtidos.
6.4.1 Descric¸a˜o dos conjuntos de dados
Foram considerados oito problemas de classificac¸a˜o, obtidos do UCI Repository of Machine
Learning Databases (Asuncio´n & Newman, 2007): WDBC, Bupa, Ionosphere, Pima, Sonar, Card,
Vote e Hepatitis. Na Tabela 6.3, sa˜o apresentadas as caracterı´sticas de cada um deles, com o nu´mero
total de instaˆncias, nu´mero de atributos e nu´mero de classes.
Tabela 6.3: Caracterı´sticas dos conjuntos de dados.
Conjunto de dados # Instaˆncias # Atributos # Classes
WDBC 569 30 2
Bupa 345 6 2
Ionosphere 350 34 2
Pima 768 8 2
Sonar 208 60 2
Card 690 15 2
Vote 435 16 2
Hepatitis 155 19 2
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Estes conjuntos de dados sa˜o amplamente utilizados na literatura e, assim, e´ possı´vel comparar o
desempenho de nossa metodologia com outras existentes.
Os conjuntos de dados foram particionados aleatoriamente da seguinte forma: 50% para
treinamento, 25% para selec¸a˜o e 25% para teste. Este particionamento foi realizado 30 vezes e os
resultados a serem apresentados nas pro´ximas subsec¸o˜es sa˜o as me´dias dos resultados obtidos junto
ao conjunto de teste nas 30 execuc¸o˜es do algoritmo.
6.4.2 Paraˆmetros
Os paraˆmetros usados nos experimentos sa˜o os mesmos para os oito conjuntos de dados. A
populac¸a˜o inicial conte´m 80 anticorpos e o crite´rio de parada e´ o nu´mero ma´ximo de gerac¸o˜es,
definido como 50. O nu´mero ma´ximo de neuroˆnios na camada intermedia´ria, F, foi definido como
10. O ajuste dos pesos e´ realizado pelo gradiente conjugado escalonado (Moller, 1993).
A sı´ntese da rede bayesiana utilizada pelo BAIS e´ realizada conforme a descric¸a˜o realizada na
Sec¸a˜o 5.3. No intuito de penalizar modelos complexos, uma restric¸a˜o com relac¸a˜o ao nu´mero de pais
que os no´s da rede bayesiana podem ter foi estabelecida. Cada no´ so´ pode ter, no ma´ximo, dois pais.
Uma vez que a rede bayesiana foi gerada, novas soluc¸o˜es candidatas sa˜o geradas. Em cada gerac¸a˜o, o
nu´mero de amostras geradas e´ metade do tamanho da populac¸a˜o atual. Por exemplo, se a populac¸a˜o
total conte´m 푁 anticorpos, o algoritmo ira´ amostrar 푁/2 indivı´duos. A quantidade de indivı´duos
inseridos aleatoriamente para promover diversidade e´ 3% do tamanho da populac¸a˜o atual.
6.4.3 Desempenho individual das redes neurais
Primeiramente, foi investigada a capacidade do algoritmo de gerar redes neurais que possuı´ssem
bom desempenho e que fossem diversas entre si. Na Tabela 6.4, e´ apresentada a me´dia dos resultados
obtidos junto ao conjunto de teste para a melhor rede neural em 30 execuc¸o˜es do algoritmo. A quarta
coluna da refere-se ao nu´mero me´dio de neuroˆnios na camada intermedia´ria.
Conforme pode ser observado na Tabela 6.4, o algoritmo foi apto a gerar redes neurais
parcimoniosas com poucos neuroˆnios na camada intermedia´ria e boa capacidade de generalizac¸a˜o.
Isso se deve ao uso de diferentes func¸o˜es de ativac¸a˜o para cada neuroˆnio aliado ao fato de BAIS
conseguir identificar e preservar os blocos construtivos. Em seguida, sa˜o apresentadas representac¸o˜es
gra´ficas para algumas redes neurais obtidas. Essas sa˜o as melhores redes geradas ao longo das 30
execuc¸o˜es do algoritmo. Nas Figuras 6.5, 6.6 e 6.7 esta˜o as redes neurais obtidas para os conjuntos
de dados Pima, Bupa e Ionosphere, respectivamente.
Foram verificadas tambe´m as func¸o˜es de ativac¸a˜o que aparecem com mais frequeˆncia. Nas redes
neurais para Bupa, Pima, Ionosphere e Card, a tangente hiperbo´lica aparece regularmente. Para
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Tabela 6.4: Desempenho me´dio da melhor rede neural em 30 execuc¸o˜es do algoritmo, considerando o conjunto
de teste.
Conjunto de dados Taxa de classificac¸a˜o (%) # de neuroˆnios
WDBC 98,2 ± 0,6 5,2
Bupa 73,8 ± 1,7 3,9
Ionosphere 93,8 ± 1,3 5,2
Pima 79,1 ± 1,4 3,6
Sonar 84,7 ± 2,1 6,1
Card 83,4 ± 1,2 5,7
Vote 97,7 ± 0,9 7,3
Hepatitis 82,5 ± 1,2 8,5
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Figura 6.5: Melhor rede neural para o conjunto de dados Pima.
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Figura 6.6: Melhor rede neural para o conjunto de dados Bupa.
WDBC, Hepatitis e Vote, a func¸a˜o cosseno e´ a mais comum. A func¸a˜o seno aparece frequentemente
para o Sonar. Ja´ a func¸a˜o seno hiperbo´lico e´ a func¸a˜o que menos aparece, considerando todos os
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Figura 6.7: Melhor rede neural para o conjunto de dados Ionosphere. Na˜o foram apresentados os pesos
sina´pticos devido ao elevado nu´mero de entradas.
conjuntos de dados.
6.4.4 Desempenho dos ensembles
Conforme apresentado na sec¸a˜o anterior, mu´ltiplas redes neurais de boa qualidade foram geradas
em cada execuc¸a˜o do algoritmo. Agora, BAIS pode selecionar algumas delas para compor o
ensemble, visando obter uma melhora na taxa de classificac¸a˜o. O me´todo utilizado para combinar
as saı´das individuais das redes neurais foi o voto majorita´rio, explicado na Sec¸a˜o 6.2.
O desempenho me´dio dos ensembles sobre 30 execuc¸o˜es do algoritmo pode ser visto na Tabela
6.5. O nu´mero me´dio de componentes no ensemble e´ apresentado na quarta coluna da tabela. Na
u´ltima coluna, e´ mostrado o ganho percentual em desempenho sobre a melhor rede neural.
Tabela 6.5: Desempenho me´dio do ensemble em 30 execuc¸o˜es.
Conjunto de dados Taxa de classificac¸a˜o (%) Componentes Componentes Ganho
gerados selecionados
WDBC 98,7 ± 1,1 8,6 3,4 0,5
Bupa 76,2 ± 2,1 15,2 9,7 2,4
Ionosphere 97,1 ± 2,3 19,7 10,7 3,3
Pima 81,8 ± 1,7 12,1 7,3 2,7
Sonar 86,4 ± 2,9 17,4 12,8 1,7
Card 87,6 ± 0,9 16,9 11,6 4,2
Vote 96,2 ± 1,6 11,3 7,7 0,9
Hepatitis 84,1 ± 2,2 13,7 6,9 1,6
Observando a Tabela 6.5, pode-se perceber que o ensemble de redes neurais melhorou a taxa de
classificac¸a˜o, superando a melhor rede neural em todos os casos (veja Tabela 6.4). Assim como para
os resultados com redes individuais, os resultados dos ensembles tambe´m foram obtidos empregando
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o conjunto de teste. Desta forma, na˜o se conhece a priori qual e´ a melhor rede neural individual, o
que torna os resultados obtidos ainda mais expressivos.
O pequeno ganho em desempenho obtido para o conjunto de dados WDBC provavelmente vem
do fato dele ser um problema bastante fa´cil e, como consequ¨eˆncia, todas as redes neurais geradas pelo
BAIS no primeiro esta´gio possuem capacidade de generalizac¸a˜o muito boa mesmo quando aplicadas
individualmente. Com isso, o grau de diversidade entre os componentes e´ baixo (veja Tabela 6.6) e o
uso de um ensemble com estas caracterı´sticas na˜o contribui para melhorar a taxa de classificac¸a˜o.
O grau de diversidade entre os componentes dos ensembles foi calculado usando a Equac¸a˜o (6.5).
Na Tabela 6.6, o grau de diversidade me´dio e´ apresentado. Como esperado, pode-se ver que a
metodologia obteve bons nı´veis de diversidade entre os componentes dos ensembles.
Tabela 6.6: Grau de diversidade entre os componentes dos ensembles.
Conjunto de dados Grau de diversidade
WDBC 0,08
Bupa 0,28
Ionosphere 0,24
Pima 0,29
Sonar 0,35
Card 0,31
Vote 0,33
Hepatitis 0,26
6.4.5 Resultados comparativos
Nesta sec¸a˜o, sa˜o apresentados os resultados comparativos entre BAIS e mais quatro algoritmos
bio-inspirados: o Evolutionary Ensembles with Negative Correlation Learning (EENCL), um
algoritmo coevolutivo, o Bayesian Optimization Algorithm (BOA) e um sistema imunolo´gico artificial
(SIA).
O algoritmo EENCL (Liu et al., 2000) evolui redes neurais MLP usando programac¸a˜o evolutiva. O
nu´mero de neuroˆnios na camada intermedia´ria e´ especificado pelo usua´rio. Para manter diversidade
na populac¸a˜o, fitness sharing e aprendizado por correlac¸a˜o negativa foram utilizados para forc¸ar a
formac¸a˜o de espe´cies diferentes. Essas espe´cies sa˜o determinadas usando o algoritmo k-means para
agrupar os indivı´duos da populac¸a˜o. Os grupos resultantes correspondem a diferentes espe´cies. O
melhor indivı´duo de cada espe´cie e´ escolhido para compor o ensemble. Os paraˆmetros utilizados sa˜o
os mesmos adotados pelos proponentes do algoritmo: tamanho da populac¸a˜o: 25, nu´mero ma´ximo
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de gerac¸o˜es: 200, nu´mero de grupos que o k-means gera: 25, nu´mero de neuroˆnios na camada
intermedia´ria: 10.
O algoritmo coevolutivo (Garcı´a-Pedrajas et al., 2005) evolui duas populac¸o˜es separadamente.
Uma populac¸a˜o e´ responsa´vel por evoluir os vetores de pesos e a topologia de MLPs usando
programac¸a˜o evolutiva. A outra populac¸a˜o utiliza algoritmo gene´tico para evoluir ensembles
formados por subconjuntos de elementos da primeira populac¸a˜o. A populac¸a˜o de MLPs conte´m
30 indivı´duos e a de ensembles conte´m 100, cada um representando um ensemble composto de 10
MLPs.
O algoritmo BOA (Pelikan & Mu¨hlenbein, 1999), ja´ descrito no Capı´tulo 5, e´ um algoritmo de
estimac¸a˜o de distribuic¸a˜o que utiliza redes bayesianas como modelo probabilı´stico. Assim como
BAIS, as redes bayesianas sa˜o geradas pelo algoritmo K2. O tamanho da populac¸a˜o foi definido
como 200 e o nu´mero ma´ximo de gerac¸o˜es como 100.
Finalmente, foi implementado um sistema imunolo´gico artificial (SIA) baseado na selec¸a˜o clonal
e teoria da rede imunolo´gica, seguindo o pseudo-co´digo do Algoritmo 3.1. A populac¸a˜o inicial
conte´m 50 anticorpos e o nu´mero ma´ximo de gerac¸o˜es foi definido como 200. Cada anticorpo da´
origem a 2 clones.
Para realizar uma comparac¸a˜o mais justa, BOA e o algoritmo imunolo´gico evoluem tambe´m
os tipos de func¸a˜o de ativac¸a˜o para cada neuroˆnio, ale´m do nu´mero de neuroˆnios na camada
intermedia´ria. O nu´mero ma´ximo de neuroˆnios na camada intermedia´ria foi definido como 10 para
os treˆs algoritmos (BAIS, BOA e SIA).
Na Tabela 6.7 sa˜o apresentadas as me´dias dos resultados obtidos em 30 execuc¸o˜es de cada
algoritmo. O nu´mero entre pareˆnteses indica o nu´mero me´dio de componentes no ensemble.
Tabela 6.7: Taxa de classificac¸a˜o me´dia ao longo de 30 execuc¸o˜es. O nu´mero entre pareˆnteses indica o nu´mero
me´dio de componentes no ensemble.
BAIS EENCL Coevoluc¸a˜o BOA SIA
WDBC 98,7 (3,4) 97,2 (9,6) 96,6 (10) 98,1 (11,3) 97,7 (7,5)
BUPA 76,2 (9,7) 75,7 (17,8) 76,1 (10) 74,4 (12,5) 75,3 (8,2)
Ionosphere 97,1 (10,7) 94,5 (23,4) 93,8 (10) 94,9 (10,4) 95,6 (9,6)
Pima 81,8 (7,3) 77,6 (16,7) 78,3 (10) 78,4 (13,1) 79,2 (11,3)
Sonar 86,4 (12,8) 86,3 (19,2) 79,6 (10) 84,9 (11,8) 85,7 (14,8)
Card 87,6 (11,6) 86,1 (13,4) 86,2 (10) 84,5 (15,2) 87,2 (10,6)
Vote 96,3 (7,7) 94,7 (14,3) 93,4 (10) 93,7 (14,6) 95,9 (12,3)
Hepatitis 84,1 (6,9) 83,8 (11,6) 82,5 (10) 81,8 (9,7) 82,8 (10,4)
Pela Tabela 6.7, pode-se perceber que os ensembles gerados por BAIS possuem melhor
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desempenho para todos os conjuntos de dados. Outro fato a ser destacado e´ o baixo nu´mero de
componentes nos ensembles gerados por BAIS.
Quando comparado com EENCL e o algoritmo coevolutivo, BAIS pode ter gerado melhores
resultados em func¸a˜o da sua capacidade de evoluir tambe´m o tipo de func¸a˜o de ativac¸a˜o para cada
neuroˆnio e tambe´m devido a` sua capacidade de identificar e preservar os blocos construtivos.
Quando comparado com BOA e com o SIA, que tambe´m evoluem o tipo de func¸a˜o de ativac¸a˜o,
BAIS produziu melhores resultados devido ao seu eficiente mecanismo de explorar o espac¸o de busca.
O SIA, com seu operador de mutac¸a˜o, na˜o pode identificar o relacionamento entre as varia´veis, sendo,
assim, suscetı´vel a romper soluc¸o˜es parciais encontradas ocasionalmente. Por outro lado, BOA possui
a capacidade de lidar com blocos construtivos, mas existe uma limitac¸a˜o com relac¸a˜o a` manutenc¸a˜o
de diversidade na populac¸a˜o.
Da Figura 6.8 a` Figura 6.15, sa˜o apresentados os boxplots comparando os cinco algoritmos para
cada um dos conjuntos de dados.
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Figura 6.8: Bloxpot para os cinco algoritmos junto ao conjunto de dados WDBC.
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Figura 6.9: Bloxpot para os cinco algoritmos junto ao conjunto de dados Bupa.
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Figura 6.10: Bloxpot para os cinco algoritmos junto ao conjunto de dados Ionosphere.
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Figura 6.11: Bloxpot para os cinco algoritmos junto ao conjunto de dados Pima.
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Figura 6.12: Bloxpot para os cinco algoritmos junto ao conjunto de dados Sonar.
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Figura 6.13: Bloxpot para os cinco algoritmos junto ao conjunto de dados Card.
BAIS EENCL Coevolução BOA SIA
90
92
94
96
98
10
0
Conjunto de dados Vote
Algoritmos
Cla
ssi
fica
çã
o c
orr
eta
 (%
)
Figura 6.14: Bloxpot para os cinco algoritmos junto ao conjunto de dados Vote.
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Figura 6.15: Bloxpot para os cinco algoritmos junto ao conjunto de dados Hepatitis.
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6.5 Considerac¸o˜es Finais
Este capı´tulo teve por finalidade avaliar o desempenho de BAIS ao aplica´-lo na tarefa de gerac¸a˜o
de ensembles de redes neurais.
Primeiramente, foram apresentados os conceitos ba´sicos de ensembles e as etapas para a sua
construc¸a˜o. Em seguida, foi descrita a metodologia empregada por BAIS para gerar ensembles de
redes neurais MLP para problemas de classificac¸a˜o. O algoritmo e´ executado duas vezes, de forma
sequencial. Na primeira execuc¸a˜o, ele gera as redes neurais candidatas a compor o ensemble. Na
segunda execuc¸a˜o, BAIS seleciona, dentre as soluc¸o˜es geradas na primeira etapa, um subconjunto de
redes neurais para compor de fato o ensemble. Para cada etapa, foram adotadas diferentes formas de
codificac¸a˜o, func¸a˜o de avaliac¸a˜o e supressa˜o.
Os resultados mostraram que BAIS foi capaz de gerar um conjunto de classificadores de bom
desempenho e, ao mesmo tempo, diversos entre si. Isso se deve a` otimizac¸a˜o na˜o apenas do nu´mero
de neuroˆnios na camada intermedia´ria, mas tambe´m da func¸a˜o de ativac¸a˜o mais adequada para cada
neuroˆnio. Quando o algoritmo foi executado para selecionar quais classificadores iriam compor o
ensemble, soluc¸o˜es acuradas e parcimoniosas foram obtidas.
Quando comparado com outros algoritmos da literatura, BAIS apresentou desempenho igual ou
superior para a maioria dos casos.
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Capı´tulo 7
Experimentos com Selec¸a˜o de Atributos
7.1 Considerac¸o˜es Iniciais
Neste capı´tulo, sa˜o apresentados os experimentos realizados com os algoritmos BAIS e MOBAIS,
aplicados para a tarefa de selec¸a˜o de atributos em problemas de classificac¸a˜o de padro˜es.
A selec¸a˜o de atributos e´ um problema de busca e otimizac¸a˜o multimodal que apresenta va´rios
blocos construtivos. Por exemplo, considere um conjunto de dados com 10 atributos. Suponha
tambe´m que foi verificado que qualquer subconjunto que possuir os atributos 3, 4 e 7, dentre outros, e´
tido como boa soluc¸a˜o. Neste caso, a presenc¸a dos atributos 3, 4 e 7 no subconjunto forma um bloco
construtivo (soluc¸a˜o parcial). Como um segundo exemplo de bloco construtivo, pode-se constatar
que sempre que os atributos 1 e 9 esta˜o presentes, o atributo 2 na˜o esta´.
Desta forma, espera-se que BAIS e MOBAIS produzam bons resultados para este tipo de tarefa, ja´
que ambos combinam as vantagens dos sistemas imunolo´gicos artificiais (eficiente mecanismo para
explorar o espac¸o de busca) com as vantagens dos algoritmos de estimac¸a˜o de distribuic¸a˜o (eficiente
mecanismo para lidar com blocos construtivos).
Dado que BAIS e MOBAIS possuem finalidades diferentes no que se refere a` quantidade de
func¸o˜es-objetivo a serem otimizadas, os experimentos sa˜o abordados de duas formas. Num primeiro
momento, a selec¸a˜o de atributos e´ vista como um problema de otimizac¸a˜o mono-objetivo, em que
BAIS procura soluc¸o˜es que maximizem a acuidade de um classificador. De outra forma, a selec¸a˜o
de atributos e´ encarada como um problema de otimizac¸a˜o multiobjetivo, com MOBAIS procurando
gerar soluc¸o˜es que maximizem a acuidade do classificador e, ao mesmo tempo, minimize o nu´mero
de atributos selecionados.
Essa separac¸a˜o na forma de apresentar os experimentos e´ justificada pelo intuito de evidenciar
as potencialidades de cada algoritmo e facilitar a apresentac¸a˜o dos resultados e a comparac¸a˜o com
outras propostas.
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Primeiramente, os conceitos ba´sicos de selec¸a˜o de atributos e as treˆs principais abordagens para
realizar esta tarefa sa˜o introduzidos na Sec¸a˜o 7.2. Em seguida, na Subsec¸a˜o 7.3.1 sa˜o descritas as
caracterı´sticas dos conjuntos de dados utilizados ao longo dos experimentos. Na Subsec¸a˜o 7.3.2, sa˜o
apresentados e discutidos os resultados obtidos por BAIS. Por fim, os resultados obtidos por MOBAIS
encontram-se na Subsec¸a˜o 7.3.2.
7.2 Conceitos Ba´sicos em Selec¸a˜o de Atributos
Para manipular eficientemente conjuntos de dados volumosos, em que as instaˆncias sa˜o descritas
por muitos atributos, e´ conveniente realizar um pre´-processamento dos dados para identificar e
remover os atributos irrelevantes e redundantes que possivelmente possam existir no conjunto de
dados original. A esta tarefa da´-se o nome de selec¸a˜o de atributos.
As te´cnicas de selec¸a˜o de atributos permitem reduzir a quantidade de atributos necessa´rios para
representar os dados, possivelmente conduzindo a uma melhor visualizac¸a˜o e interpretac¸a˜o destes.
Quando o conjunto de dados contendo apenas os atributos relevantes e´ submetido a um algoritmo de
aprendizado de ma´quina (treinamento de classificadores ou regressores, por exemplo), este algoritmo
consegue atuar de forma mais ra´pida e eficiente. Mais ainda, e´ possı´vel ocorrer um ganho de
desempenho e compreensibilidade do modelo induzido.
A tarefa de selecionar um subconjunto de atributos relevantes pode ser modelado como um
problema de busca e otimizac¸a˜o, em que o espac¸o de busca conte´m todas as possı´veis combinac¸o˜es
de atributos. Na Figura 7.1, e´ ilustrado um exemplo de espac¸o de busca para um problema com treˆs
atributos, adaptado de Blum & Langley (1997). Todas as possı´veis combinac¸o˜es de atributos para
formarem subconjuntos denotam o espac¸o de busca, representado na figura pelos oito retaˆngulos. Os
atributos sa˜o representados por cı´rculos. Cı´rculos pintados indicam que os atributos associados esta˜o
incluı´dos no subconjunto.
De acordo com Blum & Langley (1997), os me´todos para selec¸a˜o de atributos precisam se
concentrar em treˆs componentes: ponto de partida no espac¸o de busca, estrate´gia de busca e me´trica
de avaliac¸a˜o.
O ponto de partida determina a regia˜o inicial de explorac¸a˜o do espac¸o de busca. ´E possı´vel
comec¸ar a busca com um conjunto vazio de atributos e adiciona´-los sucessivamente ate´ preencher
todo o conjunto (selec¸a˜o forward). Outra possibilidade e´ comec¸ar com um conjunto contendo todos
os atributos e removeˆ-los ate´ chegar no conjunto vazio (selec¸a˜o backward). Existem ainda a busca
bidirecional, a qual parte de ambas as direc¸o˜es, e a busca aleato´ria, que escolhe a ac¸a˜o (adic¸a˜o ou
remoc¸a˜o) aleatoriamente.
A estrate´gia de busca define como o espac¸o de busca sera´ percorrido. A busca exaustiva avalia
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Figura 7.1: Exemplo de espac¸o de busca (8 subconjuntos) para um conjunto de 3 atributos. Cı´rculo pintado
indica que o atributo esta´ incluı´do no subconjunto.
todos os possı´veis subconjuntos de atributos do espac¸o de busca e apresenta aquele com melhor
desempenho na avaliac¸a˜o. Essa estrate´gia garante encontrar o subconjunto o´timo, mas pode ser muito
custosa se o nu´mero de atributos for grande. Nessas situac¸o˜es, o interessante e´ empregar estrate´gias
de busca que utilizam heurı´sticas, as quais apontam subconjuntos de atributos mais promissores para
serem avaliados seguindo alguma regra determinı´stica. Dessa forma, evita-se a avaliac¸a˜o de todos
os possı´veis subconjuntos de atributos. Essa estrate´gia e´ mais ra´pida, mas na˜o garante encontrar o
subconjunto o´timo. Por fim, as estrate´gias que incluem alguma etapa de decisa˜o na˜o-determinı´stica,
diferentemente das duas outras, escolhe com graus variados de aleatoriedade qual sera´ o pro´ximo
subconjunto a ser avaliado. Isso implica que mu´ltiplas execuc¸o˜es desse tipo de busca na˜o geram,
necessariamente, as mesmas soluc¸o˜es. A principal motivac¸a˜o para seu uso e´ fazer com que o
algoritmo escape de mı´nimos locais. Exemplos de algoritmos de busca com etapas de decisa˜o
na˜o-determinı´sticas utilizados com sucesso para selec¸a˜o de atributos sa˜o: os algoritmos gene´ticos
(Siedlecki & Sklansky, 1989), sistemas imunolo´gicos artificiais (Castro & Von Zuben, 2008a) e
algoritmos de estimac¸a˜o de distribuic¸a˜o (Inza et al., 2000; Cantu´-Paz, 2002).
A me´trica de avaliac¸a˜o e´ utilizada para medir qua˜o bom e´ cada subconjunto de atributos explorado
durante a busca. O conceito de “subconjunto-bom de atributos” varia conforme a aplicac¸a˜o.
Usualmente, as me´tricas avaliam se um subconjunto ajuda a melhorar o desempenho de um modelo
(classificador ou regressor) e/ou se o subconjunto ajuda a deixar o conjunto de dados mais compacto e
compreensı´vel, sem perder informac¸o˜es importantes. Existem me´tricas que avaliam os subconjuntos
baseado em mais de um objetivo ao mesmo tempo.
7.2.1 Paradigmas para selec¸a˜o de atributos
Algoritmos que realizam selec¸a˜o de atributos podem ser classificados em treˆs principais
categorias, dependendo deles utilizarem ou na˜o o algoritmo que constro´i o modelo de predic¸a˜o no
96 CAP´ITULO 7. EXPERIMENTOS COM SELEC¸ ˜AO DE ATRIBUTOS
momento de selecionar os atributos (Kohavi & John, 1997): (i) abordagem filtro; (ii) abordagem
wrapper; e (iii) me´todos embutidos (do ingleˆs, embedded). Existem tambe´m abordagens hı´bridas,
envolvendo mais de uma categoria ao mesmo tempo (Das, 2001; Liu & Yu, 2005).
∙ Abordagem Filtro
Os algoritmos pertencentes a` primeira categoria sa˜o independentes do modelo que sera´ empregado
posteriormente. Esses algoritmos trabalham com propriedades estatı´sticas intrı´nsecas dos dados,
como a correlac¸a˜o, informac¸a˜o mu´tua e entropia cruzada, na tentativa de identificar a relevaˆncia
e/ou redundaˆncia de cada atributo.
Mesmo sem considerar o impacto do uso efetivo do subconjunto de atributos selecionados, a
selec¸a˜o e´ realizada com a expectativa de melhorar o desempenho e facilitar o treinamento do modelo.
Por ela ser considerada como uma etapa de filtragem do conjunto de dados, vem a denominac¸a˜o filtro.
O sucesso desse tipo de me´todo geralmente decorre do fato de se utilizar uma medida de correlac¸a˜o
linear/na˜o-linear robusta, assim como uma estrate´gia de busca capaz de fugir de mı´nimos locais.
Uma vantagem dos algoritmos na categoria filtro e´ que a selec¸a˜o de atributos precisa ser executada
apenas uma vez e, enta˜o, diferentes modelos podem ser empregados. Outras vantagens sa˜o seu
baixo custo computacional e sua capacidade de lidar com conjuntos de dados de dimensa˜o elevada
(Saeys et al., 2007). Algoritmos pertencentes a essa abordagem sa˜o muito utilizados atualmente,
principalmente na estatı´stica.
Uma desvantagem e´ que a abordagem filtro negligencia a interac¸a˜o com o modelo, o que na˜o
garante bons resultados finais para qualquer tipo de classificador ou regressor.
Desta forma, a abordagem filtro e´ mais indicada quando existe um interesse maior na obtenc¸a˜o de
um conjunto de dados simplificado e quando os recursos computacionais disponı´veis sa˜o limitados
em comparac¸a˜o com a dimensa˜o do problema.
Exemplos cla´ssicos de algoritmos nessa categoria sa˜o o FOCUS (Almuallim & Dietterich, 1991),
o RELIEF (Kira & Rendell, 1992) e aqueles baseados no conceito de Markov blanket (Castro & Von
Zuben, 2009b).
∙ Abordagem Wrapper
A abordagem wrapper seleciona atributos de acordo com sua utilidade para um dado modelo de
predic¸a˜o. Para cada subconjunto de atributos a ser avaliado e´ treinado um classificador ou regressor,
representando o modelo, e seu desempenho e´ utilizado como medida de qualidade desse subconjunto.
O nome vem do fato do algoritmo envolver (do ingleˆs, wrap) o modelo (classificador ou regressor)
como parte do processo de selec¸a˜o dos atributos.
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Usualmente, os modelos empregados para avaliar subconjuntos de atributos, os quais exercem
o papel de classificador ou regressor, sa˜o a´rvores de decisa˜o (Bala et al., 1996), k-vizinhos mais
pro´ximos (Punch et al., 1993), sistemas de regras (Vafaie & DeJong, 1993), naı¨ve Bayes (Cantu´-Paz,
2002), redes neurais (Brotherton & Simpson, 1995) e sistemas fuzzy (Castro et al., 2004).
Essa estrutura permite que as te´cnicas wrappers busquem atributos que sejam relevantes para
um modelo especı´fico. Desta forma, os resultados de um wrapper na˜o possuem garantias de bom
desempenho quando aproveitados para um outro tipo de modelo.
Esta abordagem requer maior esforc¸o computacional que as te´cnicas da abordagem filtro,
especialmente quando a construc¸a˜o do modelo e´ computacionalmente intensiva. Entretanto,
resultados reportados na literatura indicam que ela apresenta melhor desempenho quando comparada
com a abordagem filtro (Cantu´-Paz, 2002). Um outro ponto desfavora´vel e´ a tendeˆncia de sobre-ajuste
(overfitting) dos dados, principalmente quando o nu´mero de instaˆncias e´ pequeno.
Apesar das desvantagens, o uso da abordagem wrapper justifica-se devido ao seu objetivo
prima´rio: o de obter um subconjunto de atributos que seja o mais indicado para o modelo a ser
empregado na resoluc¸a˜o do problema. ´E importante ressaltar que, ale´m de selecionar o subconjunto
de atributos, a abordagem wrapper tambe´m permite obter o pro´prio modelo ja´ treinado como
consequeˆncia do processo de selec¸a˜o de atributos.
O uso de wrappers e´ indicado para casos em que o nu´mero de amostras e´ reduzido e quando o
modelo a ser empregado ja´ esta´ bem definido.
∙ Me´todos embutidos
Os me´todos embutidos envolvem a selec¸a˜o de atributos como parte integrante de algum algoritmo
de aprendizado de ma´quina. Nesses algoritmos, o processo de selec¸a˜o na˜o e´ claramente diferencia´vel
do treinamento do modelo e, assim como no caso da abordagem wrapper, os resultados obtidos sa˜o
calibrados em relac¸a˜o a um classificador ou regressor especı´fico.
Esta classe de algoritmos e´ comparativamente pouco discutida na literatura geral de selec¸a˜o de
atributos. Os algoritmos possuem poucas propriedades em comum e, por isso, sa˜o melhor explorados
na literatura de aprendizado de ma´quina. Exemplos de me´todos embutidos sa˜o a´rvores de decisa˜o,
como o CART (Classification and Regression Trees), proposto por Breiman et al. (1984), e as
Ma´quinas de Vetores-Suporte (Rakotomamonjy, 2003).
7.3 Experimentos Computacionais
Nesta sec¸a˜o, sa˜o descritos os experimentos realizados para avaliar a viabilidade dos algoritmos
BAIS e MOBAIS na tarefa de selec¸a˜o de atributos para problemas de classificac¸a˜o de padro˜es.
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Os experimentos esta˜o divididos e sera˜o apresentados em duas partes (Subsec¸o˜es 7.3.2 e 7.3.3).
Em ambos os experimentos, foi utilizada a abordagem wrapper, ou seja, cada soluc¸a˜o candidata
foi avaliada mediante a acuidade de um classificador. A diferenc¸a e´ que, na primeira parte dos
experimentos, a selec¸a˜o de atributos e´ uma tarefa de otimizac¸a˜o mono-objetivo (maximizar acuidade
do classificador) e, portanto, o BAIS foi aplicado. Ja´ na segunda parte, ela e´ multi-objetivo
(maximizar acuidade do classificador e minimizar nu´mero de atributos selecionados) e, por isso,
MOBAIS foi utilizado.
Os principais objetivos dos experimentos sa˜o: (i) analisar a escalabilidade dos algoritmos
propostos quando aplicados a conjuntos de dados de alta dimensa˜o, e (ii) comparar os resultados
obtidos com os resultados produzidos por outros algoritmos da literatura.
Nas subsec¸o˜es seguintes, sa˜o apresentados os conjuntos de dados utilizados e os resultados
obtidos.
7.3.1 Descric¸a˜o dos conjuntos de dados
Foram considerados 10 problemas de classificac¸a˜o, obtidos do UCI Repository of Machine
Learning Databases (Asuncio´n & Newman, 2007): WDBC, Bupa, Ionosphere, Pima, Wine, Iris,
Mushroom, Sonar, Card e Vote. Na Tabela 7.1, sa˜o apresentadas as caracterı´sticas de cada um deles,
com nu´mero total de instaˆncias, nu´mero de atributos e nu´mero de classes. Estes conjuntos de dados
sa˜o amplamente utilizados na literatura e, por isso, foram utilizados nos experimentos.
Tabela 7.1: Caracterı´sticas dos conjuntos de dados.
Conjunto de dados # Instaˆncias # Atributos # Classes
WDBC 569 30 2
Bupa 345 6 2
Ionosphere 350 34 2
Pima 768 8 2
Wine 178 13 3
Iris 150 4 3
Mushroom 8124 22 2
Sonar 208 60 2
Card 690 15 2
Vote 435 16 2
Os atributos contı´nuos foram discretizados usando um procedimento proposto por Dougherty
et al. (1995), o qual aplica a me´trica Comprimento Mı´nimo de Descric¸a˜o (MDL, do ingleˆs Minimum
Description Length). Esse pre´-processamento foi realizado para que o classificador utilizado (naı¨ve
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Bayes) pudesse manipular os dados de forma mais eficiente. Embora existam verso˜es do naı¨ve Bayes
para lidar tanto com atributos discretos como contı´nuos, melhores desempenhos sa˜o obtidos quando
os dados sa˜o discretizados (Dougherty et al., 1995).
Os conjuntos de dados foram testados utilizando a validac¸a˜o cruzada de 10 pastas. O conjunto
de dados e´ dividido em 10 subconjuntos disjuntos de igual tamanho, sendo 9 subconjuntos para
treinamento e 1 para teste. Esse procedimento e´ realizado dez vezes, permutando-se todos os
subconjuntos. A capacidade de generalizac¸a˜o do classificador e´ estimada tomando-se a me´dia da
taxa de classificac¸a˜o correta sobre os 10 subconjuntos de teste.
A validac¸a˜o cruzada de 10 pastas foi realizada 10 vezes. Portanto, os algoritmos foram executados
100 vezes e o resultado da classificac¸a˜o e´ a me´dia sobre essas 100 execuc¸o˜es usando os conjuntos de
teste.
7.3.2 Selec¸a˜o de atributos usando uma abordagem mono-objetivo
Nesta subsec¸a˜o, sa˜o apresentados e analisados os resultados obtidos por BAIS, o qual e´ aplicado
ao problema de selec¸a˜o de atributos visando otimizar um u´nico objetivo: a acuidade do classificador.
Antes de apresentar os resultados, sera˜o descritos os detalhes sobre o funcionamento do algoritmo
nesse tipo de tarefa.
Cada anticorpo representa uma soluc¸a˜o candidata, ou seja, um subconjunto de atributos. Os
anticorpos sa˜o codificados com dı´gitos bina´rios e possuem comprimento igual a` quantidade de
atributos no conjunto de dados original. Cada posic¸a˜o do vetor esta´ associado com um atributo,
sendo que o nu´mero “1” indica que o respectivo atributo foi selecionado e o nu´mero “0” (zero) indica
que ele na˜o foi selecionado.
A cada iterac¸a˜o do algoritmo, os anticorpos sa˜o avaliados individualmente calculando-se a
utilidade dos subconjuntos de atributos neles codificados para determinado classificador (abordagem
wrapper). Para estes experimentos, foi utilizado o classificador naı¨ve bayes devido a sua rapidez,
simplicidade e bom desempenho. Portanto, para cada soluc¸a˜o, um classificador naı¨ve bayes foi
treinado utilizando validac¸a˜o cruzada de 5 pastas. O fitness do anticorpo e´ a acuidade me´dia do
classificador sobre os 5 conjuntos de teste. Repare que a metodologia emprega a validac¸a˜o cruzada
em dois nı´veis, um externo (para verificar a capacidade de generalizac¸a˜o do classificador com o
subconjunto de atributos gerado como soluc¸a˜o final pelo BAIS) e esse mais interno (para treinar
o classificador e avaliar cada soluc¸a˜o candidata). Na validac¸a˜o cruzada do nı´vel interno, os dados
disponı´veis sa˜o os de treinamento, fornecidos pela validac¸a˜o cruzada externa.
Ao final de cada execuc¸a˜o de BAIS, o melhor anticorpo da populac¸a˜o e´ retornado como soluc¸a˜o.
O naı¨ve Bayes e´, enta˜o, aplicado sobre o conjunto de teste usando os atributos codificados nesse
anticorpo.
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Foi imposta uma restric¸a˜o no nu´mero de pais que os no´s da rede bayesiana pode ter, no intuito de
penalizar modelos muito complexos. Desta forma, cada no´ pode ter, no ma´ximo, 3 pais. O nu´mero de
novas soluc¸o˜es geradas a partir da rede e´ metade do nu´mero de indivı´duos na populac¸a˜o corrente. A
populac¸a˜o inicial foi definida como 100, pore´m este nu´mero pode aumentar ou diminuir ao longo da
busca. O crite´rio de parada e´ quando o algoritmo alcanc¸ar o nu´mero ma´ximo de iterac¸o˜es, definido
como 100. O limiar de supressa˜o varia conforme o conjunto de dados. Esses paraˆmetros foram
obtidos empiricamente por meio de experimentos preliminares.
Na Tabela 7.2, sa˜o apresentados os resultados me´dios obtidos para cada conjunto de dados.
Na segunda e terceira colunas da tabela esta˜o os resultados me´dios quando foram utilizados todos
os atributos disponı´veis e quando foram utilizados somente os atributos selecionados por BAIS,
respectivamente. Os nu´meros entre pareˆnteses indicam a quantidade me´dia de atributos contidos
na melhor soluc¸a˜o obtida por BAIS.
Para verificar se a diferenc¸a nos resultados e´ estatisticamente significativa, o teste-t foi empregado
no nı´vel de 95% de confianc¸a e o p-valor e´ mostrado na quarta coluna da tabela. Se o p-valor for
inferior a 0,05 enta˜o a diferenc¸a e´ realmente significativa.
Tabela 7.2: Taxa de classificac¸a˜o me´dia usando validac¸a˜o cruzada de 10 pastas para os dez conjuntos de dados.
Conjunto de dados Todos os atributos (%) BAIS (%) p-valor
WDBC 96,7±0,8 97,2±0,6 (14,3±0,4) 0,361
Bupa 71,6±2,3 75,2±1,9 (2,6±0,1) 0,003
Ionosphere 84,8±1,4 91,2±1,7 (13,4±0,4) 0,000
Pima 74,7±2,7 75,4±2,1 (3,2±0,2) 0,442
Wine 96,3±0,7 98,4±0,4 (7,8±0,8) 0,027
Iris 94,6±1,1 96,3±0,8 (2,7±0,2) 0,018
Mushroom 94,7±1,3 98,1±1,4 (11,5±1,6) 0,000
Sonar 71,8±3,2 76,3±1,8 (23,6±2,0) 0,000
Card 79,2±2,5 83,6±1,9 (9,3±0,7) 0,002
Vote 91,3±1,6 94,7±0,9 (7,3±0,6) 0,013
Analisando a Tabela 7.2, e´ possı´vel verificar que BAIS conseguiu encontrar subconjuntos
reduzidos de atributos para todos os casos. Ale´m disso, uma melhora expressiva no desempenho
do classificador foi obtida, com destaque para os conjuntos de dados Bupa, Ionosphere, Mushroom,
Sonar e Card.
Do ponto de vista do mecanismo de busca, e´ interessante ressaltar uma importante caracterı´stica
de BAIS: o tamanho da populac¸a˜o cresce e diminui dinamicamente ao longo da busca, permitindo
melhor explorac¸a˜o do espac¸o de busca. Esse comportamento exerce papel fundamental na capacidade
7.3. EXPERIMENTOS COMPUTACIONAIS 101
do algoritmo de realizar busca multimodal. Apenas para comprovar essa capacidade, na Tabela 7.3
sa˜o apresentados subconjuntos alternativos de atributos de boa qualidade encontrados pelo algoritmo
em uma u´nica execuc¸a˜o. Foram selecionados alguns casos apenas para os conjuntos de dados WDBC,
Ionosphere, Pima e Wine, por serem mais expressivos.
Tabela 7.3: Soluc¸o˜es alternativas de boa qualidade encontradas por BAIS em um u´nica execuc¸a˜o.
Conjunto de dados Atributos selecionados Acuidade (%)
3, 5, 8, 12, 18, 20, 21, 22, 26, 27, 28, 29 98,1
WDBC 5, 7, 8, 10, 11, 16, 21, 22, 24, 25, 27, 29 97,7
1, 6, 7, 8, 9, 10, 12, 16, 18, 21, 25, 26, 29, 30 97,2
Ionosphere 3, 5, 6, 7, 8, 16, 18, 24, 30, 31, 33, 34 91,8
3, 5, 6, 7, 8, 18, 22, 24, 25, 31, 32, 33, 34 91,3
2, 6, 7, 8 75,6
1, 2, 4, 6, 8 75,4
Pima 3, 6, 7, 8 75,2
1, 6, 7 74,7
1, 7, 10, 11, 12, 13 98,6
1, 5, 7, 8, 10, 13 97,8
Wine 1, 5, 6, 7, 10, 12, 13 97,4
1, 6, 7, 8, 9, 10, 12, 13 97,1
Ainda sob a perspectiva do processo de busca, foi observado que BAIS consegue identificar
e manter os blocos construtivos logo nas primeiras iterac¸o˜es. Na Figura 7.2 sa˜o apresentadas as
redes bayesianas geradas em algumas iterac¸o˜es do algoritmo, quando aplicado ao conjunto de dados
Pima. Embora as redes sejam ligeiramente diferentes, alguns no´s (atributos) permanecem sempre
relacionados. Por exemplo, a partir da gerac¸a˜o 40 os atributos 2, 6, 8 e 7 se manteˆm relacionados.
Repare que, de fato, esses atributos aparecem com frequeˆncia para o conjunto de dados Pima (veja
Tabela 7.3). O mesmo comportamento foi observado para os outros conjuntos de dados.
Em seguida, os resultados produzidos por BAIS foram comparados com aqueles gerados por 4
algoritmos: RELIEF-E, FSS-EBNA, um sistema imunolo´gico artificial (SIA) e um algoritmo gene´tico
(AG). Todos foram avaliados seguindo o mesmo procedimento de validac¸a˜o cruzada de 10 pastas
executada 10 vezes.
O algoritmo RELIEF-E (Kononenko, 1994) e´ um algoritmo pertencente a` abordagem filtro e
foi desenvolvido a partir do algoritmo original RELIEF (Kira & Rendell, 1992) para possibilitar a
manipulac¸a˜o de problemas de classificac¸a˜o com mais de duas classes. O algoritmo atribui um peso
para cada atributo refletindo a suposta habilidade do atributo de discriminar as classes. O crite´rio de
selec¸a˜o escolhe os atributos cujos pesos excedem um determinado limiar definido pelo usua´rio. Uma
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Figura 7.2: Redes bayesianas geradas por BAIS a partir das soluc¸o˜es candidatas para o conjunto de dados
Pima: (a) iterac¸a˜o 10, (b) iterac¸a˜o 40, (c) iterac¸a˜o 75 e (d) iterac¸a˜o 100.
caracterı´stica do RELIEF-E e´ que ele procura por todos os atributos relevantes para a classe, mesmo
sendo redundantes.
O FSS-EBNA (Inza et al., 2000) e´ um algoritmo de estimac¸a˜o de distribuic¸a˜o que utiliza uma
rede bayesiana para representar as dependeˆncias entre as varia´veis do problema, assim como BAIS.
A populac¸a˜o inicial foi definida como 1000 e permanece fixa durante todo o processo de busca. O
algoritmo para quando alcanc¸ar o nu´mero ma´ximo de iterac¸o˜es, estabelecido como 800. Para gerar a
rede bayesiana, as 250 melhores soluc¸o˜es foram utilizadas.
Um SIA foi implementado usando os princı´pios da selec¸a˜o clonal e teoria da rede imunolo´gica.
Cada anticorpo da populac¸a˜o da´ origem a 2 clones. A populac¸a˜o inicial possui 100 indivı´duos e o
nu´mero ma´ximo de iterac¸o˜es foi definido como 500.
Por fim, o AG implementado tambe´m utiliza uma populac¸a˜o com 1000 indivı´duos, taxas de
cruzamento e mutac¸a˜o de 0,8 e 0,1, respectivamente. O operador de selec¸a˜o e´ o torneio sem reposic¸a˜o.
O nu´mero ma´ximo de iterac¸o˜es e´ 800.
Os paraˆmetros utilizados foram obtidos a partir da literatura ou empiricamente, procurando-se
maximizar o desempenho de cada um dos algoritmos. Para os treˆs algoritmos bio-inspirados, foi
utilizada a abordagem wrapper, com o naı¨ve Bayes como classificador.
7.3. EXPERIMENTOS COMPUTACIONAIS 103
Na Tabela 7.4, sa˜o apresentados os resultados comparativos entre BAIS e RELIEF-E. Entre
pareˆnteses, esta´ a quantidade me´dia de atributos encontrada por cada proposta. Os resultados mostram
que ambos os algoritmos conseguiram selecionar um nu´mero reduzido de atributos. Entretanto, o
classificador utilizando os atributos selecionados por BAIS apresentou melhor desempenho quando
comparado ao classificador que utilizou os atributos selecionados por RELIEF-E. Para os conjuntos
de dados WDBC, Bupa e Vote, o desempenho do classificador utilizando os atributos selecionados
por RELIEF-E foi pior que os resultados obtidos ao utilizar todos os atributos. Isso deve ter ocorrido,
provavelmente, pelo fato do RELIEF-E ser um filtro e na˜o interagir com o classificador no momento
da selec¸a˜o dos atributos.
Tabela 7.4: Taxa de classificac¸a˜o me´dia obtida por BAIS e RELIEF-E.
Conjunto de dados BAIS (%) RELIEF-E (%) p-valor
WDBC 97,2±0,6 (14,3±0,4) 95,3±0,9 (12,6±0,7) 0,021
Bupa 75,2±1,9 (2,6±0,1) 70,8±1,1 (1,9±1,3) 0,000
Ionosphere 91,2±1,7 (13,4±0,4) 85,4±0,8 (15,3±0,5) 0,008
Pima 75,4±2,1 (3,2±0,2) 73,2±1,6 (4,8±0,8) 0,074
Wine 98,4±0,4 (7,8±0,8) 96,6±0,8 (5,4±1,1) 0,105
Iris 96,3±1,2 (2,7±0,2) 94,8±1,1 (2,9±0,6) 0,046
Mushroom 98,1±1,4 (11,5±1,6) 94,9±1,3 (16,1±2,2) 0,000
Sonar 76,3±1,8 (23,6±2,0) 72,7±1,6 (31,2±3,4) 0,000
Card 83,6±1,9 (9,3±0,7) 80,1±0,9 (9,1±0,9) 0,000
Vote 94,7±1,1 (7,3±0,6) 90,7±1,8 (10,3±0,6) 0,000
Na Tabela 7.5, sa˜o apresentados os resultados comparativos entre BAIS e FSS-EBNA. Resultados
similares foram obtidos por ambos os algoritmos, em termos de acuidade, com uma ligeira vantagem a
favor de BAIS para a maioria dos conjuntos de dados. Vale ressaltar que para o FSS-EBNA conseguir
resultados similares ao do BAIS, ele precisou de um nu´mero muito maior de iterac¸o˜es (800 contra
100 de BAIS).
O SIA tambe´m foi apto a selecionar um conjunto reduzido de atributos. Quando o classificador
utilizou tais atributos, houve uma melhora no desempenho, em termos de taxa de classificac¸a˜o correta.
Entretanto, se comparado ao BAIS, o sistema imunolo´gico artificial sem a abordagem bayesiana
apresenta resultados inferiores para alguns casos, inclusive para o nu´mero de atributos selecionados.
Na Tabela 7.6, sa˜o reportados os resultados obtidos por BAIS e pelo SIA.
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Tabela 7.5: Taxa de classificac¸a˜o me´dia obtida por BAIS e FSS-EBNA.
Conjunto de dados BAIS (%) FSS-EBNA (%) p-valor
WDBC 97,2±0,6 (14,3±0,4) 97,4±1,2 (15,1±1,2) 0,480
Bupa 75,2±1,9 (2,6±0,1) 74,1±2,3 (2,8±0,5) 0,092
Ionosphere 91,2±1,7 (13,4±0,4) 90,3±1,6 (11,9±1,1) 0,173
Pima 75,4±2,1 (3,2±0,2) 75,1±2,4 (5,2±1,3) 0,215
Wine 98,4±0,4 (7,8±0,8) 98,6±0,8 (7,1±1,7) 0,771
Iris 96,3±1,2 (2,7±0,2) 95,7±1,4 (3,1±0,9) 0,538
Mushroom 98,1±1,4 (11,5±1,6) 96,3±2,9 (13,6±2,4) 0,036
Sonar 76,3±1,8 (23,6±2,0) 74,2±3,1 (19,5±3,4) 0,000
Card 83,6±1,9 (9,3±0,7) 82,2±2,4 (12,6±1,7) 0,094
Vote 94,7±1,1 (7,3±0,6) 93,1±1,7 (13,2±2,3) 0,045
Tabela 7.6: Taxa de classificac¸a˜o me´dia obtida por BAIS e SIA.
Conjunto de dados BAIS (%) SIA (%) p-valor
WDBC 97,2±0,6 (14,3±0,4) 96,8±1,2 (17,2±3,6) 0,008
Bupa 75,2±1,9 (2,6±0,1) 74,9±2,1 (3,4±1,8) 0,127
Ionosphere 91,2±1,7 (13,4±0,4) 87,7±1,6 (18,6±4,1) 0,000
Pima 75,4±2,1 (3,2±0,2) 74,6±2,8 (4,9±1,3) 0,0466
Wine 98,4±0,4 (7,8±0,8) 97,8±1,2 (6,7±1,7) 0,0251
Iris 96,3±1,2 (2,7±0,2) 95,9±0,9 (2,3±0,9) 0,470
Mushroom 98,1±1,4 (11,5±1,6) 96,2±3,4 (14,7±4,4) 0,000
Sonar 76,3±1,8 (23,6±2,0) 73,4±2,3 (23,2±3,7) 0,000
Card 83,6±1,9 (9,3±0,7) 83,1±1,8 (13,7±1,6) 0,848
Vote 94,7±1,1 (7,3±0,6) 93,6±1,6 (10,7±3,4) 0,0182
Das abordagens bio-inspiradas, o algoritmo gene´tico foi o que apresentou piores resultados.
Para os conjuntos de dados WDBC e Pima, houve piora no desempenho do classificador quando
comparado a` utilizac¸a˜o de todos os atributos originais. Esses resultados sugerem que o algoritmo
gene´tico ficava preso em mı´nimos locais, escolhendo subconjuntos de dados de baixa qualidade.
Mesmo alterando os paraˆmetros do AG, seu comportamento permanecia o mesmo. Os resultados
obtidos pelo algoritmo gene´tico sa˜o apresentados na Tabela 7.7.
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Tabela 7.7: Taxa de classificac¸a˜o me´dia obtida por BAIS e AG.
Conjunto de dados BAIS (%) AG (%) p-valor
WDBC 97,2±0,6 (14,3±0,4) 96,2±1,6 (12,8±3,2) 0,020
Bupa 75,2±1,9 (2,6±0,1) 73,7±2,5 (4,4±0,8) 0,000
Ionosphere 91,2±1,7 (13,4±0,4) 86,2±1,4 (18,5±3,3) 0,000
Pima 75,4±2,1 (3,2±0,2) 73,6±3,2 (5,7±0,6) 0,620
Wine 98,4±0,4 (7,8±0,8) 96,7±0,7 (9,2±1,3) 0,053
Iris 96,3±1,2 (2,7±0,2) 94,9±1,6 (3,1±0,6) 0,104
Mushroom 98,1±1,4 (11,5±1,6) 95,6±1,8 (23,1±3,7) 0,000
Sonar 76,3±1,8 (23,6±2,0) 72,1±2,3 (31,7±4,3) 0,000
Card 83,6±1,9 (9,3±0,7) 81,5±1,4 (9,1±2,1) 0,006
Vote 94,7±1,1 (7,3±0,6) 92,1±1,8 (11,7±1,4) 0,026
Da Figura 7.3 a` Figura 7.12, sa˜o apresentados os boxplots comparando os algoritmos para cada um
dos conjuntos de dados. Estes boxplots foram elaborados levando em considerac¸a˜o as 10 execuc¸o˜es da
validac¸a˜o cruzada de 10 pastas. Pode-se perceber que houve melhora no desempenho do classificador
para todos os casos.
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Figura 7.3: Bloxpot para os quatro algoritmos junto ao conjunto de dados WDBC.
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Figura 7.4: Bloxpot para os quatro algoritmos junto ao conjunto de dados Bupa.
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Figura 7.5: Bloxpot para os quatro algoritmos junto ao conjunto de dados Ionosphere.
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Figura 7.6: Bloxpot para os quatro algoritmos junto ao conjunto de dados Pima.
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Figura 7.7: Bloxpot para os quatro algoritmos junto ao conjunto de dados Wine.
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Figura 7.8: Bloxpot para os quatro algoritmos junto ao conjunto de dados Iris.
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Figura 7.9: Bloxpot para os quatro algoritmos junto ao conjunto de dados Mushroom.
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Figura 7.10: Bloxpot para os quatro algoritmos junto ao conjunto de dados Sonar.
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Figura 7.11: Bloxpot para os quatro algoritmos junto ao conjunto de dados Card.
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Figura 7.12: Bloxpot para os quatro algoritmos junto ao conjunto de dados Vote.
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7.3.3 Selec¸a˜o de atributos usando uma abordagem multiobjetivo
Embora soluc¸o˜es de boa qualidade tenham sido obtidas usando BAIS, subconjuntos de atributos
mais parcimoniosos e que proporcionam melhores taxas de classificac¸a˜o corretas poderiam ser
obtidos se fosse utilizado um algoritmo de otimizac¸a˜o multiobjetivo, visando um compromisso entre
acuidade e nu´mero de atributos.
Nesse sentido, foram realizados experimentos utilizando o MOBAIS para efetuar a selec¸a˜o de
atributos. Primeiramente, sera˜o apresentados os resultados obtidos por ele, os quais sera˜o comparados
com os resultados produzidos por BAIS. Em seguida, esses resultados sa˜o confrontados com aqueles
gerados por treˆs outros algoritmos bio-inspirados que realizam otimizac¸a˜o multiobjetivo.
Os paraˆmetros utilizados por MOBAIS foram iguais aos do BAIS. O tamanho da populac¸a˜o inicial
e´ 100, o crite´rio de parada foi 100 iterac¸o˜es, o nu´mero ma´ximo de pais que um no´ da rede bayesiana
pode ter e´ 3 e o limiar de supressa˜o varia de acordo com o conjunto de dados. O mesmo procedimento
adotado anteriormente para avaliar o algoritmo foi adotado aqui tambe´m: 10 execuc¸o˜es da validac¸a˜o
cruzada de 10 pastas. Para sintetizar o naı¨ve Bayes, foi utilizada validac¸a˜o cruzada de 5 pastas.
Apo´s a execuc¸a˜o do algoritmo, um conjunto de soluc¸o˜es na˜o-dominadas (fronteira de Pareto)
e´ retornado como soluc¸a˜o. ´E preciso, portanto, adotar uma estrate´gia de po´s-otimizac¸a˜o para tentar
selecionar uma u´nica soluc¸a˜o da fronteira de Pareto. Neste trabalho, foi empregada a te´cnica chamada
Compromise Programming (Zeleny, 1973), que consiste em calcular a distaˆncia de todas as soluc¸o˜es
alternativas para um ponto de refereˆncia ideal. A soluc¸a˜o com menor distaˆncia e´ considerada o
melhor compromisso entre os objetivos. Desta forma, e´ necessa´rio definir o ponto de refereˆncia e
como calcular a distaˆncia de todas as soluc¸o˜es para ele. O ponto de refereˆncia foi estabelecido como
sendo aquele localizado nos valores mı´nimos dos dois objetivos (taxa de erro e cardinalidade do
subconjunto de atributos) e a medida de distaˆncia utilizada foi a euclidiana.
A taxa de classificac¸a˜o me´dia obtida por MOBAIS para os 10 conjuntos de dados e´ apresentada
na Tabela 7.8. Sa˜o apresentados tambe´m, a tı´tulo de comparac¸a˜o, os resultados obtidos por BAIS
e aqueles referentes a` utilizac¸a˜o de todos os atributos do conjunto de dados original. Novamente, o
nu´mero entre pareˆnteses indica o tamanho me´dio do subconjunto de atributos.
Pela Tabela 7.8, e´ possı´vel verificar que MOBAIS gerou subconjuntos de atributos menores que
os encontrados por BAIS, sem degradar o desempenho do classificador, com excec¸a˜o para o conjunto
de dados Bupa. Pore´m, essa diferenc¸a na˜o e´ estatisticamente significante. Estes resultados mostram
que a abordagem multiobjetivo para selec¸a˜o de atributos e´ efetiva.
Na Tabela 7.9, sa˜o apresentados os subconjuntos de atributos produzidos por MOBAIS para cada
conjunto de dados. Cada subconjunto corresponde a` melhor soluc¸a˜o encontrada ao longo das 100
execuc¸o˜es do algoritmo (10 validac¸o˜es cruzadas de 10 pastas).
Ana´lises comparativas foram realizadas levando-se em conta treˆs algoritmos de otimizac¸a˜o
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Tabela 7.8: Resultados obtidos por MOBAIS e a comparac¸a˜o com BAIS.
Conjunto de dados Todos os atributos BAIS (%) MOBAIS (%)
WDBC 96,7±0,8 97,2±0,6 (14,3±0,4) 97,9±0,5 (8,7±0,7)
Bupa 71,6±2,3 75,2±1,9 (2,6±0,1) 74,9±0,7 (2,4±0,1)
Ionosphere 84,8±1,4 91,2±1,7 (13,4±0,4) 93,4±1,3 (9,9±0,2)
Pima 74,7±2,7 75,4±2,1 (3,2±0,2) 77,6±1,8 (2,8±0,1)
Wine 96,3±0,7 98,4±0,4 (7,8±0,8) 98,2±0,6 (6,1±0,2)
Iris 94,6±1,1 96,3±0,8 (2,7±0,2) 96,5±1,2 (2,2±0,3)
Mushroom 94,7±1,3 98,1±1,4 (11,5±1,6) 98,1±1,0 (8,9±1,3)
Sonar 71,8±3,2 76,3±1,8 (23,6±2,0) 77,1±2,1 (14,2±2,4)
Card 79,2±2,5 83,6±1,9 (9,3±0,7) 83,8±1,5 (6,8±1,1)
Vote 91,3±1,6 94,7±0,9 (7,3±0,6) 97,5±0,7 (6,2±0,8)
Tabela 7.9: Melhor subconjunto de atributos selecionados por MOBAIS para cada conjunto de dados ao longo
das 100 execuc¸o˜es.
Conjunto de dados Atributos selecionados
WDBC 12, 18, 20, 21, 22, 27, 28
Bupa 1, 2, 4
Ionosphere 1, 3, 5, 6, 7, 8, 16, 18, 33, 34
Pima 1, 6, 7
Wine 2, 5, 8, 9, 12, 13
Iris 3, 4
Mushroom 4, 5, 8, 10, 12, 15, 16, 19, 22
Sonar 4, 5, 9, 10, 11, 21, 28, 35, 44, 45, 46, 48, 51, 54
Card 4, 6, 9, 10, 14, 15
Vote 8, 10, 11, 12, 14
multiobjetivo. O primeiro e´ o NSGA-II (Deb et al., 2000), que emprega selec¸a˜o por rank e crowding
distance. O outro algoritmo e´ o Multi-objective Immune System Algorithm (MISA) (Coello Coello
& Corte´s, 2005), e que usa uma populac¸a˜o secunda´ria para implementar elitismo. Finalmente, o
Multi-objective Bayesian Optimization Algorithm (mBOA) (Khan et al., 2002) e´ um algoritmo de
estimac¸a˜o de distribuic¸a˜o que tambe´m utiliza rede bayesiana.
Para o NSGA-II, as taxas de cruzamento e mutac¸a˜o sa˜o 0,8 e 0,01, respectivamente, junto com
selec¸a˜o por torneio. No MISA, o operador de mutac¸a˜o uniforme foi empregado. Para o mBOA,
a me´trica K2 foi utilizada para construir a rede bayesiana. A quantidade de amostras geradas e´ o
tamanho da populac¸a˜o. Para os treˆs algoritmos concorrentes, o tamanho da populac¸a˜o foi definido
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como 1000.
Os resultados sa˜o apresentados na Tabela 7.10, Tabela 7.11 e Tabela 7.12, junto com o nu´mero
me´dio de atributos selecionados (entre pareˆnteses). O teste-t foi aplicado com nı´vel de confianc¸a igual
a 95% e o p-valor e´ reportado na quarta coluna de cada tabela.
Tabela 7.10: Resultados comparativos entre MOBAIS e NSGA-II.
Conjunto de dados MOBAIS (%) NSGA-II (%) p-valor
WDBC 97,9±0,5 (8,7±0,7) 97,1±0,8 (11,6±1,2) 0,230
Bupa 74,9±0,7 (2,4±0,1) 72,8±1,7 (3,8±0,5) 0,000
Ionosphere 93,4±1,3 (9,9±0,2) 90,7±0,9 (12,9±1,1) 0,000
Pima 77,6±1,8 (2,8±0,1) 75,1±2,6 (6,1±1,3) 0,000
Wine 98,2±0,6 (6,1±0,2) 98,4±0,9 (8,2±1,7) 0,368
Iris 96,5±1,2 (2,2±0,3) 93,6±1,1 (2,9±0,6) 0,003
Mushroom 98,1±1,0 (8,9±1,3) 97,9±0,9 (14,7±3,3) 0,764
Sonar 77,1±2,1 (14,2±2,4) 74,8±2,8 (24,6±2,7) 0,001
Card 83,8±1,5 (6,8±1,1) 82,9±1,7 (10,6±2,4) 0,104
Vote 97,5±0,7 (6,2±0,8) 94,4±1,5 (9,2±1,7) 0,000
Tabela 7.11: Resultados comparativos entre MOBAIS e MISA.
Conjunto de dados MOBAIS (%) MISA (%) p-valor
WDBC 97,2±0,5 (8,7±0,7) 96,6±1,1 (10,2±0,9) 0,190
Bupa 74,9±0,7 (2,4±0,1) 74,4±0,5 (4,1±1,2) 0,764
Ionosphere 93,4±1,3 (9,9±0,2) 93,8±1,4 (14,7±2,6) 0,832
Pima 77,6±1,8 (2,8±0,1) 72,1±2,1 (5,6±1,9) 0,000
Wine 98,2±0,6 (6,1±0,2) 96,4±1,3 (7,4±0,8) 0,000
Iris 96,5±1,2 (2,2±0,3) 94,6±0,9 (3,1±0,4) 0,000
Mushroom 98,1±1,0 (8,9±1,3) 95,8±2,2 (13,8±2,7) 0,000
Sonar 77,1±2,1 (14,2±2,4) 73,8±2,5 (31,3±4,1) 0,000
Card 83,8±1,5 (6,8±1,1) 81,7±3,2 (11,2±2,8) 0,000
Vote 97,5±0,7 (6,2±0,8) 95,2±0,6 (11,5±1,4) 0,000
Os resultados mostram que MOBAIS e mBOA foram capazes de encontrar soluc¸o˜es mais
parcimoniosas que o NSGA-II e MISA para a maioria dos casos. Entretanto, o desempenho do
classificador utilizando os atributos selecionados por MOBAIS e´ melhor que o do classificador que
utilizou os atributos selecionados por mBOA. Isso se deve ao fato do MOBAIS possuir a capacidade
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Tabela 7.12: Resultados comparativos entre MOBAIS e mBOA.
Conjunto de dados MOBAIS (%) mBOA (%) p-valor
WDBC 97,9±0,5 (8,7±0,7) 97,4±0,6 (13,5±1,2) 0,005
Bupa 74,9±0,7 (2,4±0,1) 70,9±2,3 (2,7±1,1) 0,000
Ionosphere 93,4±1,3 (9,9±0,2) 87,9±1,9 (12,6±0,7) 0,000
Pima 77,6±1,8 (2,8±0,1) 75,7±2,3 (4,2±1,4) 0,028
Wine 98,2±0,6 (6,1±0,2) 96,7±0,9 (6,7±1,5) 0,010
Iris 96,5±1,2 (2,2±0,3) 95,3±1,3 (2,7±0,7) 0,046
Mushroom 98,1±1,0 (8,9±1,3) 96,2±1,4 (10,2±2,8) 0,000
Sonar 77,1±2,1 (14,2±2,4) 73,7±2,6 (12,8±3,1) 0,000
Card 83,8±1,5 (6,8±1,1) 83,9±1,8 (8,5±1,9) 0,827
Vote 97,5±0,7 (6,2±0,8) 96,8±2,2 (6,4±2,7) 0,035
de manipular blocos construtivos eficientemente, aliado ao seu mecanismo robusto de explorac¸a˜o do
espac¸o de busca.
Os resultados comparativos entre os algoritmos, em termos de acuidade do classificador, sa˜o
apresentados em forma de boxplots para todos os conjunto de dados, da Figura 7.13 a` Figura 7.22.
Estes resultados representam a me´dia dos resultados obtidos sobre 10 execuc¸o˜es da validac¸a˜o cruzada
de 10 pastas. Pode-se perceber que houve melhora no desempenho do classificador para todos os
casos.
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Figura 7.13: Bloxpot para os quatro algoritmos junto ao conjunto de dados WDBC.
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Figura 7.14: Bloxpot para os quatro algoritmos junto ao conjunto de dados Bupa.
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Figura 7.15: Bloxpot para os quatro algoritmos junto ao conjunto de dados Ionosphere.
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Figura 7.16: Bloxpot para os quatro algoritmos junto ao conjunto de dados Pima.
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Figura 7.17: Bloxpot para os quatro algoritmos junto ao conjunto de dados Wine.
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Figura 7.18: Bloxpot para os quatro algoritmos junto ao conjunto de dados Iris.
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Figura 7.19: Bloxpot para os quatro algoritmos junto ao conjunto de dados Mushroom.
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Figura 7.20: Bloxpot para os quatro algoritmos junto ao conjunto de dados Sonar.
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Figura 7.21: Bloxpot para os quatro algoritmos junto ao conjunto de dados Card.
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Figura 7.22: Bloxpot para os quatro algoritmos junto ao conjunto de dados Vote.
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Para confirmar a viabilidade de MOBAIS e sua superioridade frente aos outros algoritmos na
tarefa de selec¸a˜o de atributos multiobjetivo, os algoritmos foram avaliados utilizando duas me´tricas.
A primeira e´ a Cobertura de Dois Conjuntos (Two Set Coverage), proposta por Zitzler et al. (2000),
que mostra que porcentagem de soluc¸o˜es de um algoritmo e´ dominada pelas soluc¸o˜es geradas por
outro algoritmo concorrente. A me´trica e´ dada por:
퐶(푋 ′, 푋 ′′) =
∣푎′′ ∈ 푋 ′′; ∃푎′ ∈ 푋 ′ : 푎′ ⪯ 푎′′∣
∣푋 ′′∣ (7.1)
em que 푋 ′, 푋 ′′ ⊆ 푋 sa˜o dois conjuntos de soluc¸o˜es. O resultado da Equac¸a˜o (7.1) e´ um nu´mero
real no intervalo [0,1]. Isso significa que 퐶=1 quando 푋 ′ domina ou e´ igual a 푋 ′′. Repare que
ambos os ca´lculos 퐶(푋 ′, 푋 ′′) e 퐶(푋 ′′, 푋 ′) precisam ser considerados, uma vez que 퐶(푋 ′, 푋 ′′) na˜o
e´ necessariamente igual a 1− 퐶(푋 ′′, 푋 ′).
Na Tabela 7.13 sa˜o reportados os valores me´dios dessa me´trica somente para o conjunto de dados
Sonar. Entretanto, comportamento similar foi observado em todos os outros domı´nios.
Tabela 7.13: Valores me´dios da me´trica Cobertura de Dois Conjuntos (A⪯ B) para o conjunto de dados Sonar.
Algoritmo A Algoritmo B Cobertura
NSGA-II 16,3%
MOBAIS MISA 91,2%
mBOA 100%
MOBAIS 12,4%
NSGA-II MISA 21,7%
mBOA 84,4%
MOBAIS 6,2%
MISA NSGA-II 19,5%
mBOA 90,8%
MOBAIS 0%
mBOA NSGA-II 12,8%
MISA 7,1%
Pela Tabela 7.13, pode-se observar que as soluc¸o˜es geradas por MOBAIS obtiveram boa cobertura
sobre as soluc¸o˜es geradas pelos outros algoritmos. Em contraste, as soluc¸o˜es geradas por ele
sa˜o dominadas por algumas poucas soluc¸o˜es. Apenas para ressaltar, as soluc¸o˜es encontradas por
MOBAIS dominam, em me´dia, 16% das soluc¸o˜es produzidas pelo NSGA-II, 91,2% das soluc¸o˜es
obtidas pelo MISA e 100% das soluc¸o˜es geradas mBOA. Por outro lado, as soluc¸o˜es do NSGA-II
dominam 12,4% das soluc¸o˜es encontradas por MOBAIS. Ja´ as soluc¸o˜es obtidas pelo MISA dominam
6,2% das soluc¸o˜es encontradas por MOBAIS. Por fim, as soluc¸o˜es obtidas pelo mBOA na˜o dominam
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nenhuma soluc¸a˜o gerada por MOBAIS.
A segunda me´trica, Ocupac¸a˜o da Fronteira (Van Veldhuizen, 1999), mede o nu´mero de soluc¸o˜es
na fronteira de Pareto. Na Tabela 7.14 e´ apresentado o nu´mero me´dio de soluc¸o˜es na fronteira de
Pareto para cada algoritmo, considerando o conjunto de dados Sonar.
Tabela 7.14: Nu´mero me´dio de soluc¸o˜es na fronteira de Pareto para o conjunto de dados Sonar.
Algoritmo Ocupac¸a˜o da fronteira
MOBAIS 62,3
NSGA-II 48,6
MISA 57,2
mBOA 39,1
7.4 Considerac¸o˜es Finais
Neste capı´tulo, foram descritos alguns experimentos realizados com BAIS (abordagem
mono-objetivo) e MOBAIS (abordagem multiobjetivo) para a tarefa de selec¸a˜o de atributos. Para cada
caso, foram realizadas tambe´m comparac¸o˜es com outros algoritmos conhecidos na literatura. Pelos
resultados obtidos, pode-se perceber as vantagens de BAIS e MOBAIS sobre as outras propostas.
A primeira e´ referente ao mecanismo efetivo para manipulac¸a˜o de blocos construtivos. Com essa
capacidade, os algoritmos propostos neste trabalho evitam o rompimento de soluc¸o˜es parciais de
boa qualidade encontradas ate´ enta˜o. Embora FSS-EBNA e mBOA tambe´m possuam a capacidade
de lidar com blocos construtivos, seus mecanismos de explorac¸a˜o do espac¸o de busca na˜o sa˜o ta˜o
eficientes como os do BAIS e MOBAIS, levando-os a apresentarem desempenho inferior.
BAIS e MOBAIS encontraram diversas soluc¸o˜es de boa qualidade em poucas iterac¸o˜es, enquanto
os outros algoritmos precisaram de uma quantidade maior para alcanc¸ar soluc¸o˜es similares. Ale´m
disso, o tamanho da populac¸a˜o inicial na˜o e´ crucial para BAIS e MOBAIS devido a` capacidade
que ambos apresentam de ajustar automaticamente o tamanho da populac¸a˜o ao longo da busca,
diferentemente dos outros algoritmos.
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Capı´tulo 8
Experimentos com Otimizac¸a˜o no Espac¸o
Contı´nuo
8.1 Considerac¸o˜es Iniciais
Neste capı´tulo, sa˜o apresentados os experimentos realizados com os algoritmos GAIS e MOGAIS,
aplicados em problemas de otimizac¸a˜o no espac¸o contı´nuo.
Na Sec¸a˜o 8.2, sa˜o apresentados e discutidos os resultados obtidos por GAIS em sete problemas
de otimizac¸a˜o mono-objetivo: esfera, Griewank, Rosenbrock, Rastrigin, Schwefel, Michalewicz e
Ackley. ´E apresentada tambe´m a comparac¸a˜o do algoritmo sem e com a utilizac¸a˜o do modelo de
mistura de gaussiana. Por fim, os resultados sa˜o comparados com aqueles produzidos por outros dois
algoritmos da literatura.
Na Sec¸a˜o 8.3, sa˜o apresentados os resultados obtidos por MOGAIS em treˆs problemas de
otimizac¸a˜o multiobjetivo: ZDT1, ZDT3 e ZDT6. Comparac¸o˜es foram realizadas com treˆs algoritmos
e os resultados sa˜o apresentados graficamente (fronteira de Pareto) e tambe´m numericamente por
meio da me´trica Cobertura de Dois Conjuntos.
8.2 Otimizac¸a˜o Mono-objetivo
Para os experimentos com otimizac¸a˜o mono-objetivo no espac¸o contı´nuo, foram selecionadas sete
func¸o˜es frequentemente utilizadas na literatura. No que segue, e´ apresentada a definic¸a˜o de cada uma
delas. Para cada func¸a˜o, e´ apresentado tambe´m o gra´fico para duas dimenso˜es, no intuito de fornecer
uma impressa˜o da complexidade dos problemas.
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∙ Esfera: esta func¸a˜o e´ unimodal e corresponde a uma hiperpara´bola definida a seguir:
퐹 (푥) =
푑∑
푖=1
푥2푖 , 푥푖 ∈ [−5; 5]푑. (8.1)
O valor do mı´nimo global, para qualquer nu´mero de dimenso˜es, e´ zero, o qual e´ obtido quando
todas as varia´veis assumem valor zero. Na Figura 8.1, e´ apresentado o gra´fico da func¸a˜o esfera para
duas dimenso˜es.
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Figura 8.1: Gra´fico da func¸a˜o esfera para duas dimenso˜es.
∙ Griewank: e´ uma func¸a˜o que possui muitos o´timos locais. Ela e´ definida como:
퐹 (푥) = 1 +
푑∑
푖=1
푥2푖
4000
−
푑∏
푖=1
cos(
푥푖√
푖
), 푥푖 ∈ [−600; 600]푑. (8.2)
O valor do mı´nimo global desta func¸a˜o, para qualquer nu´mero de dimenso˜es, e´ zero, o qual e´
obtido quando todas as varia´veis assumem valor zero. Na Figura 8.2, e´ ilustrado o gra´fico da func¸a˜o
Griewank para duas dimenso˜es.
Figura 8.2: Gra´fico da func¸a˜o Griewank para duas dimenso˜es.
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∙ Rosenbrock: e´ uma func¸a˜o bastante desafiadora para muitos algoritmos de otimizac¸a˜o. Ela
possui um vale longo, estreito e curvo, no qual esta´ o o´timo global. A func¸a˜o e´ definida como:
퐹 (푥) =
푑−1∑
푖=1
100(푥푖−1 − 푥2푖 )2 + (푥푖 − 1)2, 푥푖 ∈ [−5, 12; 5, 12]푑. (8.3)
O valor do o´timo global, para qualquer nu´mero de dimenso˜es, e´ zero, o qual e´ obtido quando
todas as varia´veis assumem o valor um. O gra´fico desta func¸a˜o e´ apresentado na Figura 8.3.
Figura 8.3: Gra´fico da func¸a˜o Rosenbrock para duas dimenso˜es.
∙ Rastrigin: esta func¸a˜o e´ baseada na func¸a˜o esfera, a qual recebeu um termo modulador para
permitir a existeˆncia de muitos o´timos locais. A func¸a˜o Rastrigin e´ definida por:
퐹 (푥) = 10푑
푑−1∑
푖=1
(푥2푖 − 10 cos(2휋푥푖)), 푥푖 ∈ [−5, 12; 5, 12]푑. (8.4)
O valor do o´timo global, para qualquer nu´mero de dimenso˜es, e´ zero, o qual e´ obtido quando
todas as varia´veis assumem o valor zero. Na Figura 8.4, e´ ilustrado o gra´fico da func¸a˜o Rastrigin.
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Figura 8.4: Gra´fico da func¸a˜o Rastrigin para duas dimenso˜es.
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∙ Schwefel: e´ uma func¸a˜o composta por um grande nu´mero de picos e vales. O mı´nimo global
se encontra distante dos mı´nimos locais, fazendo com que os algoritmos tendam a ficar presos
nesses mı´nimos. Esta func¸a˜o e´ definida como:
퐹 (푥) =
푑∑
푖=1
−푥푖 sen(
√
∣푥푖∣), 푥푖 ∈ [−500; 500]푑. (8.5)
O valor do o´timo global e´ -418,9829푑, o qual e´ obtido quando todas as varia´veis assumem o valor
420,9687. O gra´fico desta func¸a˜o para duas dimenso˜es e´ apresentado na Figura 8.5.
Figura 8.5: Gra´fico da func¸a˜o Schwefel para duas dimenso˜es.
∙ Michalewicz: esta func¸a˜o possui muitos o´timos locais e e´ definida por:
퐹 (푥) = −
푑−1∑
푖=0
sen(푥푖)sen
20
(
(푖+ 1)푥2푖
휋
)
, 푥푖 ∈ [0; 휋]푑. (8.6)
O o´timo global depende do nu´mero de dimenso˜es. Na Figura 8.6, e´ ilustrado o gra´fico da func¸a˜o
Michalewicz para duas dimenso˜es.
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Figura 8.6: Gra´fico da func¸a˜o Michalewicz para duas dimenso˜es.
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∙ Ackley: e´ uma func¸a˜o considerada de dificuldade moderada, a qual e´ definida por:
퐹 (푥) = −푎푒−푏
√
1
푑
∑
푑
푖=1
푥푖 − 푒 1푑
∑
푑
푖=1
cos(푐푥푖) + 푎+ 푒1, 푥푖 ∈ [−32, 768; 32, 768]푑. (8.7)
O criador da func¸a˜o sugere utilizar os seguintes valores para os paraˆmetros: 푎 = 20, 푏 = 0,2 e 푐
= 2휋. O valor do o´timo global, para qualquer nu´mero de dimenso˜es, e´ zero, o qual e´ obtido quando
todas as varia´veis assumem o valor zero. Na Figura 8.7, e´ ilustrado o gra´fico da func¸a˜o Ackley para
duas dimenso˜es.
Figura 8.7: Gra´fico da func¸a˜o Ackley para duas dimenso˜es.
8.2.1 Resultados obtidos
Esta sec¸a˜o apresenta os resultados obtidos por GAIS quando aplicado na minimizac¸a˜o das sete
func¸o˜es previamente apresentadas. Para todas as func¸o˜es, foi utilizada a dimensa˜o 30, com excec¸a˜o
da func¸a˜o Michalewicz, para a qual utilizou-se dimensa˜o 10.
Os paraˆmetros do algoritmo sa˜o os mesmos para todos os casos. A populac¸a˜o inicial conte´m 100
anticorpos e o crite´rio de parada adotado foi o nu´mero ma´ximo de iterac¸o˜es, definido como 200.
A versa˜o do GAIS que utiliza modelo de mistura gaussiana, denotada aqui por GAIS푀 , tambe´m
foi avaliada. O algoritmo k-means foi utilizado para separar as melhores soluc¸o˜es em grupos e, em
seguida, para cada grupo foi gerada uma rede gaussiana. O nu´mero de componentes da mistura (e,
portanto, tambe´m o nu´mero de grupos criados pelo k-means) foi estabelecido empiricamente como 3.
Os coeficientes de mistura foram definidos de acordo com a densidade de cada grupo (cluster). Para
GAIS푀 , a populac¸a˜o inicial conte´m 300 anticorpos.
O Iterated Density Estimation Algorithm (IDEA), proposto por Bosman & Thierens (2000), e´
um algoritmo de estimac¸a˜o de distribuic¸a˜o que tambe´m utiliza modelo de mistura de gaussianas.
Diferentemente do GAIS푀 , o IDEA utiliza o algoritmo de agrupamento Leader (Hartigan, 1975).
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Conforme sugerido pelo autor, o nu´mero de grupos foi definido como 4 e o tamanho da populac¸a˜o
como 2000.
Por fim, experimentos comparativos tambe´m foram realizados com um sistema imunolo´gico
artificial, chamado de Artificial Immune Network for Optimization (opt-aiNet) (de Castro & Timmis,
2002a). A populac¸a˜o inicial conte´m 100 anticorpos e cada anticorpo gera 2 clones. O crite´rio de
parada e´ o nu´mero ma´ximo de iterac¸o˜es, estabelecido como 200.
Os resultados me´dios obtidos em 30 execuc¸o˜es sa˜o apresentados na Tabela 8.1.
Tabela 8.1: Resultados me´dios obtidos por GAIS, GAIS푀 , IDEA e opt-aiNet, para as sete func¸o˜es em 30
execuc¸o˜es.
Func¸a˜o GAIS GAIS푀 IDEA opt-aiNet
Esfera 0 ± 0,000 0 ± 0,000 0 ± 0,000 0 ± 0,000
Griewank 0,0058 ± 0,002 0 ± 0,000 0,008 ± 0,022 0,082 ± 0,066
Rosenbrock 1,083 ± 0,005 0,9025 ± 0,018 0,8420 ± 0,058 9,67 ± 1,322
Rastrigin 0,0028 ± 0,001 0,0007 ± 0,004 0,0032 ± 0,003 1,96 ± 0,907
Schwefel -12569,87 ± 0,048 -12569,5 ± 0,000 -12569,32 ± 0,046 -8903,24 ± 112,773
Michalewicz -9,6539 ± 0,016 -9,6604 ± 0,027 -9,6257 ± 0,019 -9,0841 ± 0,086
Ackley 0,0011 ± 0,003 0 ± 0,000 0,0008 ± 0,007 0,096 ± 0,002
Observando a Tabela 8.1, pode-se notar que os quatro algoritmos obtiveram resultados
semelhantes, com uma ligeira vantagem para GAIS푀 . Entretanto, frente ao custo computacional
elevado que este apresenta, e´ preferı´vel utilizar o GAIS.
8.3 Otimizac¸a˜o Multiobjetivo
Para os experimentos com otimizac¸a˜o multiobjetivo no espac¸o contı´nuo, foram escolhidos treˆs
problemas introduzidos por Zitzler et al. (2000). Os treˆs problemas possuem a mesma estrutura:
minimizar 퐹 (푥) = [퐹1(푥1), 퐹2(푥)],
sujeito a 퐹2(푥) = 퐺(푥2, ..., 푥푚)퐻(퐹1(푥1), 퐺(푥2, ..., 푥푚)),
em que 푥 = (푥1, ..., 푥푚).
(8.8)
A func¸a˜o 퐹1 e´ uma func¸a˜o aplicada apenas na primeira varia´vel, 퐺 e´ uma func¸a˜o aplicada nas
varia´veis restantes e os argumentos de 퐻 sa˜o os valores das func¸o˜es 퐹1 e 퐺. Os problemas diferem
nessas func¸o˜es (퐹1, 퐺 e 퐻), bem como no nu´mero de varia´veis 푚 e nos valores que as varia´veis
podem assumir.
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O primeiro problema (ZDT1) possui uma fronteira de Pareto convexa e e´ dado por:
퐹1(푥1) = 푥1,
퐺(푥2, ..., 푥푚) = 1 + 9
∑푚
푖=2 푥푖/(푚− 1),
퐻(퐹1, 퐺) = 1−
√
퐹1/퐺.
(8.9)
em que 푚=30 e 푥푖 ∈ [0, 1].
O segundo problema (ZDT3) possui uma fronteira de Pareto na˜o-contı´nua e e´ dado por:
퐹1(푥1) = 푥1
퐺(푥2, ..., 푥푚) = 1 + 9
∑푚
푖=2 푥푖/(푚− 1)
퐻(퐹1, 퐺) = 1−
√
퐹1/퐺− (퐹1/퐺)sen(10휋퐹1)
(8.10)
em que 푚=30 e 푥푖 ∈ [0, 1].
Por fim, o terceiro problema (ZDT6) e´ definido como:
퐹1(푥1) = 1− 푒−4푥1sen6(6휋푥1),
퐺(푥2, ..., 푥푚) = 1 + 9((
∑푚
푖=2 푥푖/(푚− 1))0,25,
퐻(퐹1, 퐺) = 1−
√
퐹1/퐺
2
.
(8.11)
em que 푚=10 e 푥푖 ∈ [0, 1].
8.3.1 Resultados
Com relac¸a˜o aos experimentos em problemas de otimizac¸a˜o multiobjetivo, sa˜o apresentados
apenas os resultados para MOGAIS sem modelo de mistura. A raza˜o para isso e´ que ambos os
algoritmos apresentaram resultados muito similares e, nesse caso, o algoritmo mais simples foi
escolhido.
A populac¸a˜o inicial de MOGAIS e o nu´mero ma´ximo de iterac¸o˜es foram estabelecidos como 100.
Os resultados obtidos por MOGAIS sa˜o comparados com aqueles gerados por treˆs outros algoritmos:
MIDEA, MISA e NSGA-II. O MIDEA e´ uma extensa˜o do IDEA para lidar com problemas de
otimizac¸a˜o multiobjetivo. O tamanho da populac¸a˜o e´ 700 e o nu´mero ma´ximo de iterac¸o˜es e´ 500. O
outro algoritmo e´ o Multi-objective Immune System Algorithm (MISA), proposto por Coello Coello
& Corte´s (2005), e que usa uma populac¸a˜o secunda´ria para implementar elitismo. O operador de
mutac¸a˜o na˜o-uniforme foi aplicado com alta probabilidade, mas diminui ao longo do processo de
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otimizac¸a˜o (de 0,9 para 0,3). A populac¸a˜o conte´m 150 anticorpos e permanece fixa. O nu´mero de
iterac¸o˜es e´ 500. O Non-dominated Sorting Genetic Algorithm (NSGA-II) (Deb et al., 2000) emprega
selec¸a˜o por rank e crowding distance. As taxas de cruzamento e mutac¸a˜o utilizadas foram 0,8 e 0,01,
respectivamente, junto com selec¸a˜o por torneio. A populac¸a˜o conte´m 100 cromossomos e o nu´mero
ma´ximo de iterac¸o˜es foi definido como 250.
As fronteiras de Pareto encontradas pelos 4 algoritmos para os problemas ZDT1, ZDT3 e ZDT6
sa˜o apresentadas nas Figuras 8.8, 8.9 e 8.10, respectivamente. Para cada algoritmo, a fronteira de
Pareto foi formada usando as soluc¸o˜es finais geradas em 10 execuc¸o˜es independentes do algoritmo.
´E possı´vel verificar que todos os algoritmos produziram resultados similares para todos os casos,
com soluc¸o˜es bem distribuı´das ao longo da fronteira de Pareto. Foi observado que a identificac¸a˜o e
preservac¸a˜o de blocos construtivos leva a` uma ra´pida convergeˆncia. MOGAIS precisou de um menor
nu´mero de iterac¸o˜es que seus concorrentes. Embora MIDEA tambe´m seja capaz de manipular blocos
construtivos, seu desempenho foi inferior ao do MOGAIS. Provavelmente, isso aconteceu porque
MOGAIS possui melhor mecanismo para explorar o espac¸o de busca.
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Figura 8.8: Comparac¸a˜o da fronteira de Pareto gerada pelos quatro algoritmos para o problema ZDT1: (a)
MOGAIS e MIDEA, (b) MOGAIS e MISA e (c) MOGAIS e NSGA-II.
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Figura 8.9: Comparac¸a˜o da fronteira de Pareto gerada pelos quatro algoritmos para o problema ZDT3: (a)
MOGAIS e MIDEA, (b) MOGAIS e MISA e (c) MOGAIS e NSGA-II.
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Figura 8.10: Comparac¸a˜o da fronteira de Pareto gerada pelos quatro algoritmos para o problema ZDT6: (a)
MOGAIS e MIDEA, (b) MOGAIS e MISA e (c) MOGAIS e NSGA-II.
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Ale´m dos resultados gra´ficos, os algoritmos foram avaliados utilizando a me´trica Cobertura de
Dois Conjuntos (Two Set Coverage), proposta por Zitzler et al. (2000), a qual mostra que porcentagem
de soluc¸o˜es de um algoritmo e´ dominada pelas soluc¸o˜es geradas por outro algoritmo concorrente. A
me´trica e´ dada por:
퐶(푋 ′, 푋 ′′) =
∣푎′′ ∈ 푋 ′′; ∃푎′ ∈ 푋 ′ : 푎′ ⪯ 푎′′∣
∣푋 ′′∣ (8.12)
em que 푋 ′, 푋 ′′ ⊆ 푋 sa˜o dois conjuntos de soluc¸o˜es. O resultado da Equac¸a˜o (8.12) e´ um nu´mero
real no intervalo [0,1]. Isso significa que 퐶=1 quando 푋 ′ domina ou e´ igual a 푋 ′′. Repare que
ambos os ca´lculos 퐶(푋 ′, 푋 ′′) e 퐶(푋 ′′, 푋 ′) precisam ser considerados, uma vez que 퐶(푋 ′, 푋 ′′) na˜o
e´ necessariamente igual a 1− 퐶(푋 ′′, 푋 ′).
Na Tabela 8.2 sa˜o reportados os valores dessa me´trica para cada problema.
Tabela 8.2: Valores para a me´trica Cobertura de Dois Conjuntos (A ⪯ B).
Algoritmo A Algoritmo B ZDT1 ZDT3 ZDT6
MIDEA 100% 100% 100%
MOGAIS MISA 92% 100% 96%
NSGA-II 17% 34% 8%
MOGAIS 0% 0% 0%
MIDEA MISA 0% 32% 9%
NSGA-II 0% 0% 3%
MOGAIS 8% 0% 6%
MISA MIDEA 100% 52% 78%
NSGA-II 21% 0% 1%
MOGAIS 12% 21% 0%
NSGA-II MIDEA 100% 100% 89%
MISA 86% 100% 62%
Pela Tabela 8.2, pode-se observar que as soluc¸o˜es geradas por MOGAIS e NSGA-II obtiveram
boa cobertura sobre as soluc¸o˜es geradas pelos outros algoritmos. Em contraste, as soluc¸o˜es geradas
por eles sa˜o dominadas por algumas poucas soluc¸o˜es.
8.4 Considerac¸o˜es Finais
Neste capı´tulo, foram descritos alguns experimentos realizados com GAIS e MOGAIS em
problemas de otimizac¸a˜o mono-objetivo e multiobjetivo, respectivamente, no espac¸o contı´nuo. Para
cada caso, foram realizadas tambe´m comparac¸o˜es com outros algoritmos conhecidos na literatura.
130 CAP´ITULO 8. EXPERIMENTOS COM OTIMIZAC¸ ˜AO NO ESPAC¸O CONT´INUO
GAIS e MOGAIS produziram resultados de boa qualidade em todos os problemas de otimizac¸a˜o
testados em poucas iterac¸o˜es, enquanto que os outros algoritmos precisaram de uma quantidade maior
de iterac¸o˜es para alcanc¸ar soluc¸o˜es similares.
A versa˜o do GAIS que utiliza modelo de mistura de gaussianas, denotado por GAIS푀 , tambe´m foi
avaliada em problemas de otimizac¸a˜o mono-objetivo. Embora bons resultados tenham sido obtidos,
a diferenc¸a para os resultados produzidos pelo GAIS na˜o foi ta˜o significativa, ao ponto de justificar
seu uso. Entretanto, sa˜o necessa´rias maiores investigac¸o˜es sobre o uso de modelo de mistura nos
algoritmos propostos.
Capı´tulo 9
Concluso˜es e Perspectivas Futuras
9.1 Considerac¸o˜es Finais
No campo da inteligeˆncia computacional, os sistemas imunolo´gicos artificiais e os modelos
gra´ficos probabilı´sticos representam duas importantes te´cnicas disponı´veis para a construc¸a˜o de
sistemas inteligentes. Por isso elas teˆm sido amplamente exploradas por pesquisadores das mais
diversas a´reas, tanto no aspecto teo´rico quanto pra´tico.
Entretanto, na maioria das vezes o potencial de cada te´cnica e´ abordado isoladamente, sem levar
em considerac¸a˜o a possı´vel cooperac¸a˜o entre eles. Muito poucos trabalhos se dedicaram a estudar
em quais aspectos dos modelos gra´ficos probabilı´sticos os sistemas imunolo´gicos artificias poderiam
contribuir. Por outro lado, na˜o surgiu nenhuma contribuic¸a˜o no sentido inverso, ale´m das propostas
apresentadas nesta tese.
Com isto exposto, o objetivo desta tese foi investigar a sinergia existente entre modelos gra´ficos
probabilı´sticos e sistemas imunolo´gicos artificiais. Para facilitar o entendimento, e´ conveniente
decompor o objetivo em duas frentes. Em um primeiro momento, o objetivo foi empregar um sistema
imunolo´gico artificial como mecanismo de busca na tarefa de aprendizado de redes bayesianas a
partir de dados amostrados. Na segunda parte da tese, os modelos gra´ficos probabilı´sticos sa˜o
aplicados para melhorar o desempenho dos sistemas imunolo´gicos artificiais, permitindo que eles
lidem eficientemente com blocos construtivos. Isso foi realizado pela substituic¸a˜o dos operadores de
clonagem e mutac¸a˜o pela etapa de aprendizado de um modelo gra´fico probabilı´stico que representa
a distribuic¸a˜o de probabilidade das melhores soluc¸o˜es, seguida da amostragem de novas soluc¸o˜es a
partir do modelo obtido.
As principais contribuic¸o˜es desta tese esta˜o descritas ao longo dos capı´tulos que a compo˜em.
No Capı´tulo 4, foi descrita e analisada a metodologia proposta para aprendizado de redes
bayesianas por meio de sistemas imunolo´gicos artificiais. Durante os experimentos preliminares
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conduzidos nos benchmarks ASIA e ALARM, resultados promissores foram obtidos, indicando
a viabilidade da metodologia. Em seguida, a tarefa de selec¸a˜o de atributos em problemas de
classificac¸a˜o de padro˜es foi tema dos experimentos. O sistema imunolo´gico artificial proposto foi
aplicado aos conjuntos de dados, a fim de gerar uma rede bayesiana. Subsequentemente, os no´s
que compo˜em o Markov blanket do no´ que representa a classe foram tomados como os atributos
selecionados. Os resultados mostraram que subconjuntos reduzidos de atributos foram obtidos, sem
degradar o desempenho do classificador e, ate´ mesmo, melhorando a taxa de classificac¸a˜o.
A maior contribuic¸a˜o deste trabalho foi descrita no Capı´tulo 5. Nele, foram apresentados quatro
novos sistemas imunolo´gicos artificiais para resolver problemas de otimizac¸a˜o mono-objetivo e
multiobjetivo, tanto no espac¸o discreto como no espac¸o contı´nuo. Estes algoritmos, em vez de
evoluir as soluc¸o˜es candidatas por meio de clonagem e mutac¸a˜o, utilizam modelos probabilı´sticos
que representam a distribuic¸a˜o de probabilidade das melhores soluc¸o˜es encontradas ate´ enta˜o. Os
modelos probabilı´sticos adotados foram as redes bayesianas (caso discreto) e as redes gaussianas
(caso contı´nuo), por apresentarem a capacidade de representar adequadamente interac¸o˜es complexas
das varia´veis do problema, permitindo a manipulac¸a˜o eficiente de blocos construtivos. Dentre as
caracterı´sticas dos quatro algoritmos propostos, merecem destaque: habilidade para identificar e
preservar os blocos construtivos, tamanho da populac¸a˜o automaticamente ajusta´vel, manutenc¸a˜o de
diversidade na populac¸a˜o, capacidade de realizar busca multimodal. Como uma consequeˆncia direta
destas caracterı´sticas, teˆm-se: a busca torna-se mais robusta, no sentido de que na˜o ha´ muita variac¸a˜o
de desempenho entre buscas derivadas de re-execuc¸o˜es do algoritmo para um mesmo problema; e
tende a ocorrer uma reduc¸a˜o acentuada no nu´mero de avaliac¸o˜es de soluc¸o˜es candidatas ate´ atingir
um certo nı´vel de desempenho. Os principais trabalhos relacionados foram apresentados e as quatro
propostas desta tese foram devidamente posicionadas frente a` literatura.
Nos Capı´tulos 6, 7 e 8, os algoritmos foram avaliados junto a problemas pra´ticos, como gerac¸a˜o
de ensembles de redes neurais, selec¸a˜o de atributos em problemas de classificac¸a˜o de padro˜es e
otimizac¸a˜o no espac¸o contı´nuo. Os resultados obtidos foram comparados com aqueles produzidos
por outros algoritmos encontrados na literatura.
9.2 Trabalhos Futuros
Todas as propostas apresentadas nesta tese abrem possibilidades de investigac¸a˜o futura.
No que diz respeito ao aprendizado de redes bayesianas por meio de sistemas imunolo´gicos
artificiais, as seguintes sugesto˜es sa˜o apresentadas:
∙ Durante a criac¸a˜o da populac¸a˜o inicial e na etapa de mutac¸a˜o, e´ preciso evitar a criac¸a˜o de
redes cı´clicas. Atualmente, para cada ciclo identificado, uma aresta escolhida aleatoriamente
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e´ removida ou invertida. Entretanto, um processo de busca local poderia ser executado para
definir otimamente qual aresta deve ser removida;
∙ Realizar experimentos com conjuntos de dados que possuem muitas varia´veis, como por
exemplo, dados de bioinforma´tica;
∙ Investigar o uso de outras me´tricas para avaliac¸a˜o das soluc¸o˜es candidatas;
∙ Permitir que o algoritmo seja capaz de aprender redes bayesianas que apresentem na˜o apenas
correlac¸o˜es entre as varia´veis, mas tambe´m relac¸o˜es de causa-efeito;
∙ Realizar mais experimentos em diferentes a´reas e estabelecer comparac¸o˜es com outros
algoritmos da literatura.
Referente aos sistemas imunolo´gicos artificiais baseados em modelos gra´ficos probabilı´sticos, as
seguintes melhorias e variac¸o˜es sa˜o sugeridas como trabalhos futuros:
∙ A construc¸a˜o do modelo probabilı´stico a cada iterac¸a˜o do algoritmo representa um
custo computacional relativamente alto, embora isso seja compensado pela vantagens
proporcionadas. Uma possı´vel maneira de amenizar este custo computacional seria gerar a
estrutura do modelo probabilı´stico a cada 푛 iterac¸o˜es, mantendo a atualizac¸a˜o dos paraˆmetros
nume´ricos a cada iterac¸a˜o;
∙ Utilizac¸a˜o de outros modelos probabilı´sticos, como redes de Markov;
∙ Utilizac¸a˜o de outras me´tricas para gerar o modelo probabilı´stico, bem como outras te´cnicas
para realizar a amostragem de novas soluc¸o˜es a partir do modelo obtido;
∙ Extensa˜o dos algoritmos para lidar com problemas de otimizac¸a˜o dinaˆmica.
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