Abstract. The paper settles a long standing problem for Mazurkiewicz traces: the pure future local temporal logic defined with the basic modalities exists-next and until is expressively complete. The analogous result with a global interpretation was solved some years ago by Thiagarajan and Walukiewicz (1997) and in its final form without any reference to past tense constants by Diekert and Gastin (2000) . Each, the (previously known) global or the (new) local result generalizes Kamp's Theorem for words, because for sequences local and global viewpoints coincide. But traces are labelled partial orders and then the difference between an interpretation globally over cuts (configurations) or locally at points (events) is significant. For global temporal logics the satisfiability problem is nonelementary (Walukiewicz 1998), whereas for local temporal logics both the satisfiability problem and the model checking problem are solvable in Pspace (Gastin and Kuske 2003) as in the case of words. This makes local temporal logics much more attractive.
Introduction
In various applications, the behaviour of a concurrent process is not represented by a string, but more accurately by some labelled partial order. This led Mazurkiewicz to the formulation of trace theory [14] which became a popular setting to study concurrency, see [7] .
One advantage is that formal specifications of concurrent systems by temporal logic formulae have a direct (either global or local) interpretation for Mazurkiewicz traces. It is therefore no surprise that temporal logics for traces have received quite an attention, see [8, 2, [15] [16] [17] [18] [19] . In [20] (resp. finally in [4, 6] ) it was shown that the basic global temporal logic with future tense operators and with (resp. without) past tense constants is expressively complete with respect to the first order theory. However the satisfiability problem for these global logics is non-elementary [21] . The main reason for this high complexity is that the interpretation of a formula is defined with respect to a global configuration of the system, i.e., a finite prefix of the trace -and the prefix structure of traces is much more complex than in the case of linear orders (words). On the contrary, a local logic formula is evaluated at a local event of the system, i.e., at some vertex of the trace. The main advantage is that all local temporal logics over traces whose modalities are definable in monadic second order logic are decidable in Pspace [10] . This is optimal since the Pspace-hardness occurs already for words.
The better complexity makes local temporal logic much more attractive; and several attempts were made to prove expressive completeness. In [5] expressive completeness for the basic pure future local temporal logic is established, if the underlying dependence alphabet is a cograph. Moreover, one can hope to go beyond cographs, only if each trace is equipped with some bottom element or if we allow past tense modalities. This second approach is used in [11, 12] to obtain expressive completeness for all dependence alphabet. In [11] , the full power of exists-previous and since modalities equipped with filters is used. The result is improved in [12] where only past constants are necessary. Another temporal logic which is not local and based on more involved modalities (including both past tense and future tense) was shown to be expressively complete and decidable in Pspace [1] . However, the most basic question remained open: whether expressive completeness holds for a pure future local temporal logic based upon exists-next and until, only. The present paper gives a positive answer to this question.
Note that the focus of this paper is only to obtain the simplest possible pure future and expressively complete local temporal logic. In order to express easily properties of systems one should instead introduce all convenient MSO modalities since the satisfiability and the model checking problem remains decidable in Pspace regardless of the fixed set of modalities used [10] .
For lack of space we give only main ideas and skip several proofs including interesting new techniques in Section 5. They can be found in the full version.
Preliminaries
A dependence alphabet is a pair (Σ, D) where the alphabet Σ is a finite set of actions and the dependence relation D ⊆ Σ × Σ is reflexive and symmetric. The independence relation I is the complement of D. For a ∈ Σ, the set of letters dependent of a is denoted by
A Mazurkiewicz trace is an equivalence class of a labelled partial order t = [V, ≤, λ] where V is a set of vertices labelled by λ : V → Σ and ≤ is a partial order over V satisfying the following conditions: For all x ∈ V , the downward set ↓x = {y ∈ V | y ≤ x} is finite, and for all x, y ∈ V , (λ(x), λ(y)) ∈ D implies x ≤ y or y ≤ x, and x y implies (λ(x), λ(y)) ∈ D, where = < \ < 2 is the immediate successor relation in t. For x ∈ V , we also define ⇓x = {y ∈ V | y < x}, ↑x = {y ∈ V | x ≤ y}, and ⇑x = {y ∈ V | x < y}.
The trace t is finite if V is finite and we denote by M(Σ, D) (or simply M) the set of finite traces. By R(Σ, D) (or simply R), we denote the set of finite or infinite traces (also called real traces). Let alph(t) = λ(V ) be the alphabet of t and alphinf(t) = {a ∈ Σ | λ −1 (a) is infinite} be the alphabet at infinity of t. For A ⊆ Σ, we let R A = {t ∈ R | alph(t) ⊆ A} and M A = {t ∈ M | alph(t) ⊆ A}.
Let
be a pair of traces such that alphinf(t 1 ) × alph(t 2 ) ⊆ I. We then define the concatenation of t 1 and t 2 to be
The set M of finite traces is then a monoid with the empty trace 1 = (∅, ∅, ∅) as unit. The concatenation of two trace languages K, L ∈ R is K · L = {r · s | r ∈ K, s ∈ L and alphinf(r) × alph(s) ⊆ I}. We also use the infinite product t = i>0 t i where (t i ) i>0 ⊆ R is a sequence of real traces such that alphinf(t i ) × alph(t j ) ⊆ I for all i < j.
We denote by min(t) the set of minimal vertices of t. We let R 1 = {t ∈ R | | min(t)| = 1} be the set of traces with exactly one minimal vertex. To simplify the notation, we also use min(t) for the set λ(min(t)) of labels of the minimal vertices of t. What we actually mean is always clear from the context.
is a factor of t. We often identify U with [U, ≤, λ]. In particular, if x ∈ V then ↓x and ⇓x are prefixes of t, and ↑x and ⇑x are suffixes of t. For A ⊆ Σ, the maximal prefix of t using actions from A only is µ A (t) = {x ∈ V | λ(↓x) ⊆ A}.
Local Temporal Logics
The basic syntax of linear temporal logic LTL Σ = LocTL Σ [EX, U] is given by
We give a standard locally defined semantics. Let t ∈ R be a real trace and x ∈ t be a vertex in t. We have:
We define some abbreviations. We write for true, ⊥ for false and F ϕ = Uϕ means that ϕ holds in the future. For A ⊆ Σ, we let A = a∈A a.
For x ∈ t and C ⊆ Σ with C × C ⊆ D, we denote by x C the unique minimal vertex of ⇑x ∩ λ −1 (C) if it exists, i.e., when ⇑x ∩ λ −1 (C) = ∅. Note that x < x C if x C exists. If C = {c} is a singleton, then we simply write x c instead of x {c} . We write x a x b , if both x a and x b exist, but neither
Let C ⊆ 2 Σ \ {∅} be a covering of Σ by (dependence-)cliques, this means that C × C ⊆ D for all C ∈ C, and for all a ∈ Σ, we have a ∈ C for some C ∈ C. We consider the local temporal logic LocTL(
whose syntax is given by
where C ranges over C and a, b range over Σ with {a, b} ⊆ C for all C ∈ C. If C = {a} is a singleton, then we simply write X a and U a for X {a} and U {a} . The semantics of LocTL(C) is defined as follows. First,
Hence, we can freely use in LocTL(C) all constants (X a ≤ X b ) with a, b ∈ Σ.
We show that LocTL(C) is a fragment of LocTL
For the modality X C , we have
We may also use ϕ XU C ψ = X C (ϕ U C ψ). Note that the modalities X a and U a can be expressed in all logics LocTL(C): let C ∈ C such that a ∈ C, we have
We now define constants (X ac = X bc ) for all a, b, c ∈ Σ with a = c = b by: t, x |= (X ac = X bc ), if x ac , x bc exist and x ac = x bc . It is far from being obvious that the new constants (X ac = X bc ) can be expressed in LocTL Σ [EX, U]. We will devote Section 7 to the proof of the next lemma. Lemma 1. The constants (X ac = X bc ) can be expressed in LocTL(C) for all a, b, c ∈ Σ with a = c = b and all coverings of Σ by cliques C.
Lifting Lemma
In this section A denotes a subset of Σ and we let A = Σ \ A be its complement. For x ∈ t ∈ R we define µ A (x, t) to be the prefix of ↑x which is given by the set of vertices {z ∈ t | x ≤ z and ∀x < y ≤ z, λ(y) ∈ A}.
Lemma 2. Let x ∈ t ∈ R and a ∈ Σ. Then, x a exists and x a ∈ µ A (x, t) if and only if t, x |= X a ∧ c∈A ¬(X c ≤ X a ).
Lemma 2 is easy to show. The aim of this section is to establish the following.
Theorem 3 (Lifting Lemma
The proof is done by structural induction on ϕ. We start with the following observations:
However, x b ∈ µ A (x, t) can be expressed using Lemma 2.
Define ϕ XU a ψ as X a (ϕ U a ψ). Then, both X a and U a can be expressed in XU a . Indeed, X a ϕ = ⊥ XU a ϕ and ϕ U a ψ = (a ∧ ψ) ∨ ((¬a ∨ ϕ) ∧ ϕ XU a ψ). Thus it is enough to define ϕ XU a ψ A . This is the difficult part for which we establish first some auxiliary results.
Lemma 4. Let x ∈ t ∈ R and a ∈ Σ such that x a exists and x a ∈ µ A (x, t).
Then we have a ∈ B ⊆ A and µ A (x, t) ∩ ↑x a = µ B (x a , t).
As a consequence of Lemmata 4 and 2 we obtain the following proposition.
Proposition 5. Let a ∈ B ⊆ A. Then, there exists a formula Switch A,B,a ∈ LocTL Σ [(X d ≤ X e ), (X df = X ef )] such that the following two assertions hold.
1. If t, x |= Switch A,B,a then x a ∈ µ A (x, t) exists and µ A (x, t)∩↑x a = µ B (x a , t).
2. If x a ∈ µ A (x, t) exists, then we have t, x |= Switch A,B,a for some a ∈ B ⊆ A.
Using an induction on the size of A, the remaining case of the proof of Theorem 3 follows easily from the following.
Lemma 6. We have ϕ XU a ψ A = σ 1 ∨ σ 2 where
Expressive Completeness of LocTL(C)
In the following, if a real trace t ∈ R has a unique minimal vertex x, then by t |= ϕ we mean t, x |= ϕ. Hence, if t ∈ R and x ∈ t is any vertex, then t, x |= ϕ has the same meaning as ↑x |= ϕ (if the reference to t is clear). Now, we want to define initial satisfiability, i.e., when does a trace t ∈ R satisfies a local temporal logic formula ϕ. Since a trace t does not necessarily have a unique minimal position, there is no canonical way to choose an initial position in t. Our approach uses rooted traces as in e.g. [3] . Let # / ∈ Σ and t = [V, ≤, λ] ∈ R(Σ, D). The rooted trace associated with t is
It is a trace over the alphabet Σ = Σ ∪ {#} and the dependence relation
We simply write L(ϕ) when there is no ambiguity on the alphabet.
Alphabetic conditions can be easily expressed in LocTL(C). Therefore, for A ⊆ Σ, the languages M A , R A , (alphinf = A) = {t ∈ R | alphinf(t) = A} and (min ⊆ A) = {t ∈ R | min(t) ⊆ A} are definable in LocTL(Σ).
The first order theory of traces FO Σ (<) is given by the syntax:
where a ∈ Σ and x, y ∈ Var are first order variables. Given a trace t = [V, ≤, λ], we interpret each predicate P a by the set {x ∈ V | λ(x) = a} and the relation < as the strict partial order relation of t. The semantics then lifts to all formulas as usual. For closed formulae we can define as usual the language L(ϕ) = {t ∈ R | t |= ϕ}. We say that a trace language L ⊆ R is expressible in FO Σ (<) if there exists a sentence ϕ ∈ FO Σ (<) such that L = L(ϕ).
Theorem 7. Let C be a covering of Σ by cliques of (Σ, D). A real trace language over R(Σ, D) is expressible in FO Σ (<) if and only if it is expressible in LocTL(C).
Corollary 8. The local temporal logic LocTL Σ [EX, U] based on the modalities EX and U is expressively complete.
The logic LocTL(C) is a fragment of LocTL Σ [EX, U] and by its semantics it is clear that each real trace language expressible in LocTL Σ [EX, U] is also expressible in FO Σ (<). Therefore it is enough to prove the other direction of Theorem 7.
We use the algebraic notion of recognizability. Let h : M → M be a morphism to a finite monoid M . For s, t ∈ R, we say that s and t are h-similar, denoted s ∼ h t, if we can write s = i>0 s i and t = i>0 t i with s i , t i ∈ M and h(s i ) = h(t i ) for all i > 0. The transitive closure ≈ h of ∼ h is an equivalence relation. For t ∈ R, we denote by [t] ≈ h the equivalence class of t. When there is no ambiguity, we simply write ∼, ≈ and [t]. Since M is finite, the equivalence relation ≈ is of finite index with at most |M | 2 + |M | equivalence classes. A trace language L ⊆ R is recognized by h if it is saturated by ≈ (or equivalently by ∼),
A finite monoid M is aperiodic if there is an n ≥ 0 such that u n = u n+1 for all u ∈ M . A trace language L ⊆ R is aperiodic if it is recognized by some morphism to a finite and aperiodic monoid.
Theorem 9 ([8, 9]). A language L ⊆ R(Σ, D) is expressible in FO Σ (<) if and only if it is aperiodic.
To prove that aperiodic trace languages are expressible in LocTL(C), we use an induction on Σ. If Σ = ∅ then there are only two trace languages: ∅ and R = {1} which are respectively defined by ⊥ and . Assume now that Σ = ∅ and fix a covering C of Σ by cliques of (Σ, D). By induction, each aperiodic language L ⊆ R A with A Σ is expressible in LocTL(C |A ), where C |A = {C ∩ A | C ∈ C} \ {∅}. In the following, we fix some C ∈ C and we let A = Σ \ C Σ. We use the unambiguous decomposition R = R A (min ⊆ C).
Lemma 10. Let L ⊆ R be a trace language recognized by h. Then, L is a finite union of languages of the form (
We consider T as a finite alphabet. Each trace t ∈ (min ⊆ C) has a unique C-factorization t = i<n t i with n ∈ N ∪ {ω} and t i ∈ R 1 ∩CR A for all i < n. Hence, we can define a mapping σ :
The next lemma uses a classical result that aperiodic word languages K ⊆ T ∞ are expressible in LTL T [XU]. This result is based on Kamp's Thm. [13] .
Lemma 12. Suppose that each aperiodic trace language over A is expressible in LocTL(C |A ). Let K ⊆ T ∞ be an aperiodic word language. There exists ϕ ∈ LocTL(C) such that for all t ∈ (min ⊆ C) \ {1}, we have σ(t) ∈ K if and only if t |= ϕ.
We now turn to the proof of Theorem 7. Using Lemma 10, we have to show that if L 1 and
Since L 1 ∩ R A is aperiodic, using the induction on the alphabet, we find ϕ 1 ∈ LocTL(C |A ) such that for all
A ∈ LocTL(C) be the formula given by the Lifting Lemma (Theorem 3). For all t ∈ R, we have #t
Process Based Logics are Expressively Complete
We show that we can deal also with process-based logics as introduced in [19] . In this framework, we start with a finite set of processes P = {1, . . . , n} and a mapping p : Σ → 2 P \ {∅}. The execution of an action a ∈ Σ requires the participation of all processes in the nonempty set p(a). If p(a) = {i} is a singleton then the action a is local to process i. Otherwise, the execution of a requires the synchronization of all processes in p(a). The dependence relation is
Hence the set C = {p −1 (i) | i ∈ P} is a covering of Σ by cliques of (Σ, D).
Thanks to this more concrete view of the dependence alphabet based on processes, we can define temporal modalities that involve locations of actions. In [19] , the formula O i ϕ means that ϕ holds at the first event of process i that is not in the past of the current vertex. Clearly, this is not a future modality. Here, we use a future variant X i ϕ meaning that ϕ holds at the first event of process i which is strictly above the current vertex. More formally, we define X i ϕ := X p −1 (i) ϕ. The until modality introduced in [19] is also not pure future. Here we use a future variant ϕ U i ψ which means that on the sequence of events located on process i and above the current vertex we observe ϕ until ψ. More formally, we define ϕ U i ψ := ϕ U p −1 (i) ψ.
Since the set C = {p −1 (i) | i ∈ P} is a covering of Σ by cliques of (Σ, D), a reformulation of Theorem 7 yields Theorem 13. Let P be a finite set of processes and p : Σ → 2 P \ {∅} be a location map. The process-based local logic LocTL[(X a ≤ X b ), X i , U i ] based on the modalities X i and U i for i ∈ P and using only constants (X a ≤ X b ) with p(a) ∩ p(b) = ∅ is expressively complete.
Removing Constants: Proof of Lemma 1
We prove Lemma 1 by showing how to express the constants (X ac = X bc ) in terms of a Boolean combination of formulae of type (X d ≤ X e ) , X d , and U d for various d, e ∈ Σ. Note that the constants (X d < X e ) and (X d X e ) with obvious semantics may be used, too. The overall strategy is to proceed in O(n 3 ) rounds where n = |Σ|. In each round we introduce new formulae which are approximations of (X ac = X bc ). At the end these approximations are getting so weak that we can replace them by false. In each round, when we replace an approximation we obtain a new formula of size O(n 2 ). Thus, overall (X ac = X bc ) is replaced by a complex formula of exponential size in |Σ|.
Lemma 14. 1. Let z be a vertex such that λ(z) = a and z c exists. There exist letters {a 1 , . . . , a k−1 } ⊆ Σ \ {a, c} such that z < z a1 < · · · < z a k−1 < z c and
Let a, c ∈ Σ, a = c, and let t ∈ R, x ∈ t such that x ac exists. Define δ x (a, c) as the smallest integer k ≥ 1 such that there exist letters a 1 , · · · , a k−1 such that
. Note that such an integer k exists by Lemma 14 and δ x (a, c) ≤ |Σ| − 1.
We also introduce the set F x (a, c) which consists of all pairs (d, e), d = e, such that either x de does not exist or x ac < x de . Note that |F x (a, c)| ≤ |Σ| 2 −|Σ|. Throughout we use the following fact:
Proposition 15. Let a, b, c ∈ Σ with a = c = b. For each triple (m, , r) with 0 ≤ m ≤ |Σ| 2 − |Σ|, 0 ≤ ≤ 2|Σ| − 2, and r ∈ {0, 1} we can define a formula (X ac = X bc , m, , r) in terms of (X d < X e ), X d and U d with d, e ∈ Σ such that for all x ∈ t ∈ R the following assertions I and II are satisfied. I: If t, x |= (X ac = X bc , m, , r), then t, x |= (X ac = X bc ). II: If the following four conditions C 1 , . . . , C 4 are simultaneously satisfied, then it holds: t, x |= (X ac = X bc , m, , r).
Corollary 16. The formulae (X ac = X bc ) and (X ac = X bc , 0, 2|Σ| − 2, 1) are equivalent.
Proof of Prop. 15. For a = b we define (X ac = X bc , m, , r) by the formula X a X c which simply states that x ac exists. Obviously, I and II are both satisfied for a = b. Hence in the following we may assume |{a, b, c}| = 3. Consider a triple (m, , r). If now either m > |Σ| 2 − |Σ| − 2 or ≤ 1, then we define (X ac = X bc , m, , r) by false. Then, I and II hold.
In the following we may assume by induction that formulae are defined satisfying both I and II for all triples (m , , r ) where either m > m or m = m, < or m = m, = , and r < r. Case r = 1: We define (X ac = X bc , m, , 1) by ϕ 0 ∨ ϕ 1 ∨ ϕ 2 ∨ ϕ 3 where:
Case r = 0: We define (X ac = X bc , m, , 0) by τ 0 ∨ τ 1 ∨ τ 2 ∨ τ 3 where:
τ 0 = (X a < X c ) ∧ (X b < X c ), 
We only give the proof of assertion II. Consider x ∈ t ∈ R such that C 1 , . . . , C 4 are all satisfied. In particular, x ac , x bc exist and we have x ac = x bc . If x a < x c then x c = x ac = x bc hence also x b < x c and t, x |= τ 0 . Similarly, if x b < x c then t, x |= τ 0 . Hence in the following we assume that neither x a < x c nor x b < x c .
There are three cases: 1) x c < x a , 2) x c < x b , and 3) neither x c < x a nor x c < x b . These cases correspond to τ 1 , τ 2 , and τ 3 , respectively. Since r = 0, C 4 implies x a x b and ¬(x c < x a ∧ x c < x b ). Hence, in case 1, using ¬(x b < x c ) and b = c, we get x b x c . Similarly, in case 2 we have x a x c and in case 3 we have both x a x c and x b x c . One can prove the following.
Claim. If x a x c then we find a ∈ Σ \ {a, c} such that both δ y (a , c) < δ x (a, c) and t, x |= τ (a, a ).
