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Abstract
This thesis is a study of non-equilibrium phenomena in quantum systems. Emphasis
is given to the recently derived non-equilibrium fluctuation theorems, which
relate the non-equilibrium response of a system to its equilibrium thermodynamic
properties. We investigate the validity and importance of these theorems, from
both a theoretical and experimental perspective, in systems ranging from a single
atom to an ensemble of interacting particles. We also investigate the potential role
of quantum dynamics in biological processes.
The rest of this thesis is structured as follows; In Ch. 1 we provide an introduction
to non-equilibrium thermodynamics in quantum systems. In Ch. 2 we characterise
the thermodynamics of the transverse Ising model and use this to provide an
analytic verification of the non-equilibrium fluctuation theorems in a quenched
quantum many-body system. In Ch. 3 we propose an experimental scheme for
measuring the full non-equilibrium statistics of work. We demonstrate our proposal
with numerical simulations of a 40Ca+ trapped ion experiment and show that it
can be used to empirically confirm the quantum fluctuation theorems. In Ch. 4
we develop a model of biological electron transport based on a quantum master
equation. We apply our model to respiratory complex I, an enzyme with one of the
longest electron transport chains in biology. Finally, in Ch. 5 we discuss potential
extensions of the results from the preceding chapters.
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Chapter 1
Introduction: Non-Equilibrium
Thermodynamics
1.1 Classical Thermodynamics
Thermodynamics is the empirical theory describing the interconversion of heat and
work. The first law of thermodynamics states that for a closed system1
∆U = Q+W, (1.1)
where ∆U is the change in the internal energy, W is the amount work done on the
system and Q is the heat flow into the system. Put simply, the first law states that
the change in the total energy of a closed system is equal to the heat supplied to
the system plus the work done on the system by its environment. Beyond restating
the principle of energy conservation, it defines the two forms of energy flow in a
thermodynamic system; The work is energy transfer brought about by variation of
the external macroscopic coordinates of the system, for example, by changing an
1A thermodynamically closed system means that there is no exchange of matter between the
system and its environment. The exchange of heat and work is possible.
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external field or mechanically compressing the volume of the system. The heat is
energy transfer due to inhomogeneity of the microscopic internal degrees of freedom.
It is important to note a distinction between the quantities in Eq. (1.1); The internal
energy change is a state quantity that depends only on the initial and final states of
the system. Conversely, the work and heat are both process dependent quantities,
meaning they depend on the phase space trajectory taken between the initial and
final states. The work done is related to another state quantity, the Helmholtz
free energy change ∆F , by the Clausius inequality statement of the second law of
thermodynamics
W ≥ ∆F. (1.2)
The second law states that for any thermodynamic process in a closed or open
system, the work done on the system is never less than the free energy change.
Given that the free energy is the maximum amount of work that can be extracted
from a system, the second law implies that work cannot be extracted from a cyclical
process.
The Clausius inequality is saturated for a quasistatic process, which requires the
system to remain in thermal equilibrium during the transformation. Howver, this
idealisation is only attainable in the limit of infinitely slow transformations acting
on infinitely large systems. In a real thermodynamical process, the system is
driven away from equilibrium and the work done is not equal to the free energy
change. Furthermore, for small systems, thermal fluctuations in the work become
significant and must be accounted for. Consequently it is often useful to adapt
the conventional theory of thermodynamics discussed so far when considering non-
equilibrium transformations of small systems.
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For real processes that occur on finite time-scales, the second law can be adapted
by introducing the irreversible work Wirr to give
W = ∆F +Wirr. (1.3)
Hence, in general, the total work done is composed of a reversible (or equilibrium)
component ∆F and an irreversible (or non-equilibrium) component Wirr. Together,
Eqs. (1.2) and (1.3) imply that
Wirr ≥ 0, (1.4)
with equality again recovered for a quasistatic process. In practice, all processes
have an irreversible contribution and the irreversible work done on the system is
often the quantity of interest.
For small systems, the magnitude of the thermal fluctuations in a thermodynamic
quantity can become comparable to the value of the average quantity itself [1]. As
an example, consider a microscopic gas-filled piston with a compressible volume λ.
Initially, the piston has the volume λ = λi and is in thermal equilibrium with its
environment. The volume is then compressed following some fixed protocol to the
volume λ = λf. Finally, the system is allowed to reach thermal equilibrium at its
new volume. If this experiment is repeated many times then the measured work
done would vary between each repetition due to random thermal fluctuations in
the system and its immediate environment. The work done is therefore a random
variable with each possible value of work occuring with a certain probability. The
second law must then be interpreted statistically as2
〈W 〉 ≥ ∆F, (1.5)
2The free energy difference is not a random variable as it is a state quantity, i.e., it is fixed by
the initial and final Hamiltonians of the process.
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where 〈W 〉 is the mean of the work distribution PF(W ). Furthermore, by analogy
with Eq. (1.3), we have
〈W 〉 = ∆F + 〈Wirr〉. (1.6)
For larger and larger systems, thermal fluctuations become less prominent and
the statistical statement of the second law in Eq. (1.5) tends to the more familiar
form of the Clausius inequality in Eq. (1.2). For microscopic systems, however,
Eq. (1.5) implies that in individual realisations of a thermodynamic transformation,
the measured work done on the system may be less than the free energy change.
Crucially, these occurrences are exponentially less likely than the opposing outcome,
so that work cannot be extracted from a cyclic process on average (see Ref. [2] for
details).
1.2 Non-Equilibrium Fluctuation Theorems
Following the ad-hoc adaptations of the second law presented in the last section,
we now introduce more comprehensive characterisations of the non-equilibrium
properties of a thermodynamic system. The non-equilibrium fluctuation theorems
are exact relations between the equilibrium properties of a small system and the
measurable fluctuations in the non-equilibrium work. Here we will focus on the
recently derived theorems of Jarzynski and Crooks.
We begin by considering a classical system with the Hamiltonian H(x(t);λ(t)).
Here, the phase space coordinate x = (q,p) is a collection of all the position q and
momenta p coordinates of the system and λ(t) is an externally controllable work
parameter. The system is prepared by bringing it to equilibrium with a thermal
reservoir at inverse temperature β. Next, a pre-defined protocol is performed on
the system, taking the work parameter from an initial value λ(ti) = λi at time t = ti
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to a final value λ(tf) = λf at a later time t = tf. The initial and final Hamiltonians
are therefore H(xi;λi) and H(xf;λf), respectively, where xi denotes the microstate
of the system at time t = ti and xf its final microstate at time t = tf.
During the protocol, the coupling to the heat bath can be considered to be ‘switched
off’, or the protocol can occur on a timescale much shorter than the thermalisation
time of the system. As a result, the dynamics of the system are well-described by
Hamilton’s equations
∂q
∂t
=
∂H
∂p
,
∂p
∂t
= −∂H
∂q
. (1.7)
Under these conditions (Q = 0), the first law of thermodynamics states that the
work done on the system in a given instance of the protocol is equal to the change
in the internal energy, i.e.,
W = H(xf(xi);λf)−H(xi;λi), (1.8)
where xf(xi) denotes that the final microstate is fully determined by the initial
microstate of the system for Hamiltonian evolution.
The average work is calculated from the thermal average of Eq. (1.8) as
〈W 〉 =
∫
dxi p(xi, β) (H(xf(xi);λf)−H(xi;λi)) , (1.9)
where p(xi, β) follows a Gibbs distribution
p(xi, β) =
e−βH(xi;λi)
Z(λi, β) , (1.10)
with the partition function Z(λ, β) := ∫ dx e−βH(x;λ).
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To derive the Jarzynski non-equilibrium fluctuation theorem, we need only compute
the average of the exponentiated work
〈e−βW 〉 =
∫
dxi p(xi, β)e
−β[H(xf(xi);λf)−H(xi;λi)] (1.11)
=
1
Z(λi, β)
∫
dxi e
−βH(xf(xi);λf)
=
1
Z(λi, β)
∫
dxf
∂xi
∂xf
e−βH(xf;λf). (1.12)
Here, the third line is obtained by a change of integration variable from xi to
xf. This is possible due to the one-to-one mapping between the initial and final
microstates under Hamiltonian dynamics. Invoking Liouville’s theroem3 we obtain
the Jarzynski equality [3, 4]
〈e−βW 〉 = 1Z(λi, β)
∫
dxf e
−βH(xf;λf) =
Z(λf, β)
Z(λi, β) = e
−β∆F , (1.13)
where the last equality follows from the identity ∆F = −βln[Z(λf)/Z(λi)]. We
note that, despite the presence of the partition function Z(λf) in Eq. (1.13), there
is no assumption of the final state of the system being an equilibrium state. In
fact, the Jarzynski equality holds for a system that is driven arbitrarily far from
equilibrium.
The Jarzynski equality is actually a special case of a more general statement in
non-equilibrium thermodynamics. This is shown by considering an inverse protocol
that takes the system Hamiltonian from H(xf;λf) at t = ti to H(xi;λi) at t = tf.
Physically, this describes the system beginning in thermal equilibrium at a fixed
value of the work parameter λf before the time-reversed version of the forward
protocol is performed to bring the work parameter to its final value λi. The Crooks
3Liouville’s theroem states that for Hamiltonian dynamics, the phase space volume occupied
remains constant. Thus, in Eq. (1.12), the ratio ∂xi/∂xf = 1.
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relation [5, 6] then states that
PF(W )
PB(−W ) = e
β(W−∆F ), (1.14)
where PF(W ) is the probabilty distribution for the work during the forward protocol
and PB(−W ) is the work distribution for the backward protocol.
The Jarzynski equality is recovered from the Crooks relation by multiplying both
sides of Eq. (1.14) by PB(−W )e−βW and integrating, to give
∫
dW PF(W )e
−βW = e−β∆F
∫
dW PB(−W )
→ 〈e−βW 〉 = e−β∆F . (1.15)
Furthermore, applying Jensen’s inequality 〈ex〉 ≥ e〈x〉 to the Jarzynski equality
yields
e−β∆F ≥ e−β〈W 〉
→ 〈W 〉 ≥ ∆F. (1.16)
Hence, the second law of thermodynamics can be obtained as a special case of the
non-equilibrium fluctuation theorems.
Both the Crooks and Jarzynski fluctuation theorems are statements on the symmetry
of fluctuations in work done during non-equilibrium transformations of microscopic
systems. Remarkably, these symmetries are solely determined by the equilibrium
state quantity ∆F regardless of how far the system is driven from equilibrium.
Both relations have been derived under much more general circumstances than
presented here, allowing for strong coupling to a heat bath [1] or stochastic evolution
of the system [5, 6]. The equality relations in both expressions imply that the
non-equilibrium fluctuation theorems are more precise statements of the second
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law of thermodynamics than the Clausius inequality in Eq. (1.16). In addition
to their huge foundational importance, the fluctuation relations can be used to
experimentally map the free energy profile of a complex system using non-equilibrium
measurements, which has practical applications in the study of molecular dynamics.
Finally, we note that both the Crooks and Jarzynski relations have been verified
in classical single molecule pulling experiments [7, 8].
1.3 Quantum Thermodynamics
The concepts of classical thermodynamics introduced in the previous sections can
be extended to the quantum regime. In analogy with the classical approach, we
consider a quantum system with a time-dependent Hamiltonian Hˆ(λ(t)) containing
an externally controlled work parameter λ(t). The system is prepared by allowing
it to equilibrate with a heat bath at inverse temperature β for a fixed value of the
work parameter λ(t < ti) = λi. The initial state of the system is therefore the
Gibbs state %ˆ(λi, β), where
%ˆ(λ, β) :=
e−βHˆ(λ)
Z(λ, β) , (1.17)
and Z(λ, β) := tr[exp(−βHˆ(λ))] is the partition function4. At t = ti the system-
reservoir coupling is removed and a fixed protocol is performed on the system taking
the work parameter from its initial value λi to the final value λf at a later time t = tf.
The initial and final Hamiltonians are defined by their spectral decompositions
Hˆ(λi) =
∑
n
En(λi)|ψn〉〈ψn |, Hˆ(λf) =
∑
m
Em(λf)|φm〉〈φm |, (1.18)
4In the rest of this thesis we will be considering systems at constant temperature. We therefore
suppress the inverse temperature in the arguments of %ˆ(λ, β) and Z(λ, β) from now on for the
sake of brevity.
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where |ψn〉〈ψn | (|φm〉〈φm |) is the nth (mth) eigenstate of the initial (final) Hamiltonian
with the eigenvalue En(λi) (Em(λf)).
The protocol connecting the initial and final Hamiltonians generates the unitary
evolution operator Uˆ(tf, ti) that solves the Schro¨dinger equation
i
∂Uˆ(t, ti)
∂t
= Hˆ(λ(t))Uˆ(t, ti), Uˆ(ti, ti) = Iˆ. (1.19)
For a general protocol, this has the solution
Uˆ(t, ti) = T→ exp
[
−i
∫ t
ti
dt′ Hˆ(λ(t′))
]
, (1.20)
where T→ denotes the time ordering operation.
The work done on the system W as a consequence of the protocol is defined by the
outcomes of two projective energy measurements [9]; The first, at t = ti projects
onto the eigenbasis of the initial Hamiltonian Hˆ(λi), with the system in thermal
equilibrium. The system then evolves under the unitary operator Uˆ(tf, ti) before a
second projective measurement is made onto the eigenbasis of the final Hamiltonian
Hˆ(λf) at t = tf. The probability of obtaining the outcome En(λi) for the first
measurement followed by Em(λf) for the second is, thus,
p(n,m) = tr
[
|φm〉〈φm |Uˆ(tf, ti)|ψn〉〈ψn |%ˆ(λi)|ψn〉〈ψn |Uˆ †(tf, ti)|φm〉〈φm |
]
=
e−βEn(λi)
Z(λi) tr
[
|φm〉〈φm |Uˆ(tf, ti)|ψn〉〈ψn |Uˆ †(tf, ti)
]
=
e−βEn(λi)
Z(λi) | 〈φm | Uˆ(tf, ti) |ψn〉 |
2. (1.21)
Accordingly, the quantum work distribution is defined as
PF(W ) =
∑
n,m
p(n,m)δ [W − (Em(λf)− En(λi))] . (1.22)
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Physically, Eq. (1.22) states that the work distribution consists of a discrete number
of allowed values for the work (Em(λf)− En(λi)) weighted by the probability p(n,m)
of measuring that value in a given realisation of the experiment. The quantum
work distribution therefore encodes fluctuations in the measured work arising from
thermal statistics (first measurement) and from quantum measurement statistics
(second measurement). Consequently, a key difference between the classical and
quantum notions of work arises from the role of measurement in quantum physics.
In this thesis, we will often work with the forward characteristic function
χF(u) =
∫
dW eiuWPF(W ), (1.23)
which is simply the Fourier transform of the corresponding work distribution.
Combining Eqs. (1.21)-(1.23) gives
χF(u) =
∫
dW eiuW
∑
n,m
p(n,m)δ [W − (Em(λf)− En(λi))]
=
∑
n,m
eiu(Em(λf)−En(λi))tr
[
|φm〉〈φm |Uˆ(tf, ti)%ˆ(λi)|ψn〉〈ψn |Uˆ †(tf, ti)
]
= tr
[
e−iuHˆ(λi)Uˆ †(tf, ti)eiuHˆ(λf)Uˆ(tf, ti)%ˆ(λi)
]
. (1.24)
Hence, the characteristic function encodes the same information as the work distribution
but takes the form of a time-ordered correlation function. We also introduce the
backward characteristic function
χB(u) =
∫
dW eiuWPB(W ), (1.25)
where PB(W ) is the work distribution corresponding to the backward process in
which the system is prepared in the Gibbs state of the Hamiltonian Hˆ(λf) at
t = 0 and subjected to the time-reversed protocol that generates the evolution
ΘUˆ(tf, ti)Θ
†, where Θ is the anti-unitary time-reversal operator [10].
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1.4 Irreversible Entropy Production
As in the classical case discussed in Sec. 1.1, for finite systems and real processes, the
statistical nature of work requires the second law of thermodynamics for quantum
systems to be revised to the form
〈W 〉 = 〈Wirr〉+ ∆F, (1.26)
where, the average work is now given by the first moment of the quantum work
distribution5, i.e.,
〈W 〉 =
∫
dW WPF(W )
=
∑
n,m
p(n,m) (Em(λf)− En(λi)) . (1.27)
To understand the significance of the irreversible work in a quantum system, we use
the first law of thermodynamics in Eq. (1.1) (which holds identically for quantum
systems) to rewrite Eq. (1.26) in terms of the change in entropy ∆S. Thus, the
second law is restated as
∆S = β〈Q〉+ 〈∆Sirr〉, (1.28)
where
〈∆Sirr〉 = β〈Wirr〉 (1.29)
is the irreversible entropy change. For a closed quantum system, the heat transfer
into the system 〈Q〉 = 0 and the sole contribution to the change in total entropy
is the average irreversible entropy production. Furthermore, for an initial Gibbs
state undergoing unitary evolution, the irreversible entropy production is given by
5Equivalently, the average work is given by the first cumulant of the characteristic function,
〈W 〉 = dχF(u)/du|u=0
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the quantum relative entropy between the instantaneous state of the system
σˆ(t) = Uˆ(t, ti)%ˆ(λi)Uˆ
†(t, ti) (1.30)
and a hypothetical Gibbs state at that time (see Ref. [11] for details and Ref. [12]
for an extension to open systems);
〈∆Sirr〉 = S (σˆ(t)||%ˆ(λ(t)))
:= tr [σˆ(t) log σˆ(t)]− tr [σˆ(t) log %ˆ(λ(t))] . (1.31)
Physically, the quantum relative entropy is a measure of the distinguishability
between two states. Consequently, the irreversible entropy production (or the
irreversible work) is a measure of how far a system is from equilibrium.
1.5 Quantum Non-Equilibrium Fluctuation Theorems
With the introduction of the quantum work distribution, we are now in a position
to derive the quantum generalisations of the non-equilibrium fluctuation theorems.
The Crooks relation for a quantum system can be obtained directly from the
characteristic function by introducing the complex quantity v = −u + iβ [9]. In
terms of v, the last line of Eq. (1.24) is re-written as
χF(u) =
1
Z(λi)tr
[
Uˆ †(tf, ti)ei(−v+iβ)Hˆ(λf)Uˆ(tf, ti)eivHˆ(λi)
]
=
1
Z(λi)tr
[
Uˆ †(ti, tf)eivHˆ(λi)Uˆ(ti, tf)e−ivHˆ(λf)e−βHˆ(λf)
]
=
Z(λf)
Z(λi)χB(v), (1.32)
where, in the third line, unitarity implies that Uˆ †(tf, ti) = Uˆ(ti, tf). To verify that
this is in fact equivalent to the Crooks relation, we Fourier transform both sides of
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Eq. (1.32) to obtain [13–15]
PF(W ) =− Z(λf)Z(λi)
∫
dv e−i(−v+iβ)WχB(v)
=− Z(λf)Z(λi)e
βW
∫
dv e−iv(−W )χB(v)
=− Z(λf)Z(λi)e
βWPB(−W ), (1.33)
which is identical to the classical Crooks relation in Eq. (1.14)
PF(W )
PB(−W ) = e
β(W−∆F ). (1.34)
The Jarzynski equality for a quantum system is obtained by combining the expressions
for the forward characteristic function in Eqs. (1.23) and (1.24) and setting u = iβ,
thus
〈e−βW 〉 = tr
[
Uˆ †(tf, ti)e−βHˆ(λf)Uˆ(tf, ti)%ˆ(λi)eβHˆ(λi)
]
=
Z(λf)
Z(λi) = e
−β∆F . (1.35)
Hence, the non-equilibrium fluctuation theorems can be derived for both classical
and quantum systems.
The remaining parts of this thesis are broadly devoted to exploring the utility
and importance of the quantum non-equilibrium fluctuation theorems in quantum
systems.
Chapter 2
Non-Equilibrium
Thermodynamics in a Quantum
Many-Body System
Over the past decade, there has been a revival of interest in the study of non-
equilibrium dynamics in closed quantum systems. This is mainly due to a series of
innovative experiments using ultra-cold atoms, where the high degree of isolation
and long coherence times permit the study of dynamics over long timescales [16].
These experiments have raised a number of important theoretical issues including
the relationship between thermalisation and integrability [17] and the universality
of defect generation in the adiabatic crossing of a critical point during a quantum
phase transition [18]. A common method of taking a many-body system out of
equilibrium is by abruptly changing a local or global parameter of the Hamiltonian;
often referred to as a ‘sudden quench’. Following a quench, the dynamical response
of the system can be probed by studying the dynamical correlation functions [19],
change in the diagonal entropy [20] or the statistics of work done [21].
21
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Over a similar period of time, there has also been a great deal of interest surrounding
the discovery of the non-equilibrium fluctuation relations (see Ch. 1 for an overview).
Given the current experimental interest in the non-equilibrium dynamics of ultra-
cold atomic systems and the recent developments in statistical mechanics, it is
natural to study the quench dynamics of quantum many-body systems in this new
thermodynamical formulation.
In this chapter we study the non-equilibrium thermodynamics of a thermal
quantum Ising model following an instantaneous quench of its Hamiltonian. In
particular, we provide an exact analysis of the Tasaki-Crooks and Jarzynski
fluctuation relations for the model. Furthermore, we compute the average work
and irreversible entropy production and show that emergence of thermodynamics
provides an elegant interpretation of the essential physics.
The rest of this chapter is structured as follows; In Sec. 2.1 we introduce the
quantum transverse Ising model and outline its diagonalisation by a mapping to
a system of free fermions. In Sec. 2.2 we calculate an exact expression for the
characteristic function of the work distribution following a sudden quench of the
transverse field. In Sec. 2.3, we use the expression for the characteristic function
to analytically verify the non-equilibrium fluctuation relations. In Sec. 2.4, we
compute the average work and irreversible entropy production, demonstrating that
the emergence of irreversibility in the nonequilibrium dynamics of a closed many-
body quantum system can be accurately characterized. Finally, in Sec. 2.5, we
discuss potential extensions of these ideas.
2.1 Transverse Ising model
The quantum transverse Ising model constitutes a lattice of spin-1/2 particles
that interact with their nearest-neighbours via ferromagnetic coupling along the
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z-axis and with an external magnetic field applied along the x-axis. For a spatially
homogeneous one-dimensional ring of N spins in a uniform field, the Hamiltonian
is
Hˆ(λ) = −
N∑
j=1
[
σˆzj σˆ
z
j+1 + λσˆ
x
j
]
, (2.1)
where λ is a dimensionless parameter that measures the strength of the external
field and σˆαj (α ∈ {x, y, z}) is a Pauli spin-1/2 operator acting at the jth lattice
site. The Pauli operators are defined with periodic boundary conditions σˆαN+1 = σˆ
α
1
and obey the commutation relation
[
σˆαn , σˆ
β
m
]
= δn,m2iεαβγσ
γ, α, β, γ ∈ {x, y, z}, (2.2)
where [Aˆ, Bˆ] := AˆBˆ − BˆAˆ and εαβγ is the Levi-Cevita symbol1.
The model incorporates a second order quantum phase transition from a ferromagnetic
phase for λ > 1 to a paramagnetic phase for λ < 1. In the ferromagnetic phase, the
exchange interaction term of the Hamiltonian in Eq. (2.1) dominates and the ground
state of the system is the doubly degenerate saturated state with all spins pointing
in the z or −z direction. In the paramagnetic phase, the spins in the ground
state align with the external field in the x direction. Zero temperature quantum
systems in the thermodynamic limit undergo a phase transition when a Hamiltonian
parameter is tuned through a point of non-analyticity in the derivatives of the
ground state energy [22]. For a second order phase transition, this non-analyticity
takes the form of an avoided crossing (see Fig. 2.1).
The transverse Ising Hamiltonian is diagonalised by an exact mapping to a system
of free fermions. As the first step, we perform the canonical transformation σˆxj →
1The Levi-Cevita symbol εαβγ has the value +1 (-1) for any cyclic (non-cyclic) permutation
of (α, β, γ). For any other combination, e.g. (α, γ, α), it is zero.
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Figure 2.1: Schematic illustration of the avoided crossing between the ground
(lower curve) and first excited state (upper curve) in the transverse Ising model.
The turning point in the ground state energy tends toward a kink as the size of
the system approaches the thermodynamic limit and the Ising model undergoes
a second order phase transition (for zero temperature) as the transverse field is
tuned through the critical point at λ = 1.
σˆzj , σˆ
z
j → −σˆxj ∀j. Under this transformation, the Hamiltonian in Eq. (2.1) becomes
Hˆ(λ) = −
N∑
j=1
[
σˆxj σˆ
x
j+1 + λσˆ
z
j
]
. (2.3)
The spin-1/2 Pauli operators are mapped to spinless fermionic operators by the
Jordan-Wigner transformation;
cˆj =
1
2
j−1∏
l=1
σˆzl (σˆ
x
j + iσˆ
y
j ), cˆ
†
j =
1
2
j−1∏
l=1
σˆzl (σˆ
x
j − iσˆyj ).
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Here, the operators cˆj (cˆ
†
j) annihilate (create) a Jordan-Wigner fermion at the jth
lattice site and obey the fermionic canonical anti-commutation relations
{
cˆi, cˆ
†
j
}
= δi,j, {cˆi, cˆj} = 0. (2.4)
The definition of the Jordan-Wigner fermions, in turn, allows the definition of the
parity operator
Πˆ =
N∏
j=1
[
1− 2cˆ†j cˆj
]
,
which measures if the number of fermions in the chain is even (+1 outcome) or odd
(−1 outcome). Following the Jordan-Wigner transformation, the Hamiltonian in
Eq. (2.3) factorises into two orthogonal parity subspaces, i.e.,
Hˆ = Pˆ+Hˆ+Pˆ+ + Pˆ−Hˆ−Pˆ−, (2.5)
where Pˆ± = (1± Πˆ)/2 are the projection operators onto the even (+) and odd (−)
parity subspaces and
Hˆ±(λ) = −λ−
N∑
j
(
2λcˆ†j cˆj − (cˆ†j cˆj+1 + cˆj+1cˆj + h.c.)
)
(2.6)
are the even and odd parity subspace contributions to the Hamiltonian. Both
Hamiltonian contributions are identical with the exception that in Hˆ+ we impose
the boundary condition cˆN+1 = −cˆ1 and in Hˆ− we impose cˆN+1 = cˆ1.
The parity of the system is conserved by both the positive and negative contributions
to the Hamiltonian in Eq. (2.6), i.e.,
[
Hˆ±, Πˆ
]
= 0. (2.7)
Consequently, the total Hamiltonian in Eq. (2.5) does not mix the parity subspaces.
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Initialising the system in the ground state, which has positive parity for all values
of λ, therefore restricts the dynamics to the even subspace only. However, for an
initial Gibbs state, the system is in a mixture of positive and negative parity states
and both subspaces should be accounted for. Despite this, for the rest of this
chapter we restrict our attention to the even parity subspace only. The analysis for
a chain of arbitrary length, where both parity subspaces are accounted for, follows
from a straightforward extension of the work presented here at the expense of more
cumbersome expressions and provides little extra insight.
The diagonalisation of the transverse Ising Hamiltonian proceeds with a Fourier
transformation, taking the fermionic operators from spatially defined modes to
momentum modes. For the positive parity subspace, the Fourier transformation is
defined as
cˆj =
e−ipi/4√
N
∑
k∈K+
cˆke
ikj, cˆ†j =
eipi/4√
N
∑
k∈K+
cˆ†ke
−ikj, (2.8)
where the allowed values of momentum are the members of the set
K+ =
{
k = ± pi
N
(2n− 1) : n = 1, . . . , N
2
}
.
The operators cˆ†k and cˆk create and annihilate, respectively, a fermion with
momentum k. They also obey canonical fermionic anti-commutation relations in
Eq. (2.4).
At this stage, we abuse notation slightly and drop the ‘+’ subscript from the positive
parity contribution to the Hamiltonian for the sake of brevity. Instead, the fact
that we consider the even subspace only is denoted by the summation over the set
of positive parity momenta k ∈ K+ in all relevant expressions. Thus, following the
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Fourier transformation, the Hamiltonian in Eq. (2.6) takes the form
Hˆ(λ) =
∑
k∈K+
2 (λ− cos(k)) cˆ†kcˆk + sin(k)(cˆ†kcˆ†−k + cˆ−kcˆk)− λ. (2.9)
Note that all the terms in Eq. (2.9) preserve momentum. Consequently, the
remaining step of the diagonalization can be performed in blocks of momenta with
assigned value of ±k.
The final step of the diagonalisation is a Bogolyubov rotation;
cˆ±k = γˆ±k cos
(
φk
2
)
∓ γˆ†∓k sin
(
φk
2
)
,
cˆ†±k = γˆ
†
±k cos
(
φk
2
)
∓ γˆ∓k sin
(
φk
2
)
, (2.10)
where
cos(φk) =
λ− cos(k)√
sin2(k) + [λ− cos(k)]2 ,
sin(φk) =
sin(k)√
sin2(k) + [λ− cos(k)]2 . (2.11)
The Bogolyubov transformation preserves the canonical fermionic anti-commutation
relations, so that explicitly we have
{γˆk, γˆ†k′} = δk,k′ , {γˆk, γˆk′} = 0. (2.12)
The operator γˆ†k (γˆk) creates (annihilates) a Bogolyubov fermion with momenta k.
We therefore take the multimode fermionic number states
{ ∏
k∈K+
k>0
|nk, n−k〉 : nk, n−k ∈ {0, 1} ∀k
}
(2.13)
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as the basis for the system. The action of the Bogolyubov operators on this basis
is then
γ†k|nk, n−k〉 = δ0,nk |nk + 1, n−k〉, γk|nk, n−k〉 = δ1,nk |nk − 1, n−k〉,
γ†−k|nk, n−k〉 = δ0,n−k |nk, n−k + 1〉, γ−k|nk, n−k〉 = δ1,n−k |nk, n−k − 1〉. (2.14)
Applying the Bogolyubov transformation to the Hamiltonian in Eq. (2.9), we obtain
the transverse Ising Hamiltonian in free-fermion form;
Hˆ(λ) =
∑
k∈K+
k(λ)
(
γˆ†kγˆk −
1
2
)
, (2.15)
with the dispersion relation
k(λ) = 2
√
sin2(k) + [λ− cos(k)]2. (2.16)
We note that k = −k > 0 and that the total spectrum is symmetric with respect
to the zero of energy. This fact will be used to simplify the subsequent calculations
of the thermodynamic properties of the model.
2.2 Calculation of the Characteristic Function
The characteristic function of the work distribution encodes the full statistics of
work following a Hamiltonian quench of a system. Consequently, its calculation
forms the basis of our analysis of the thermodynamic properties of the thermal
transverse Ising model.
Proceeding along the lines set out in Sec. 1.3, we assume that for t < 0 the
transverse field has the initial value λ = λi. From the diagonal form of the
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Hamiltonian derived in Eq. (2.15), the initial Hamiltonian is, therefore,
Hˆ(λi) =
∑
k∈K+
k(λi)
(
γˆ†kγˆk −
1
2
)
. (2.17)
The system is prepared by coupling it to a thermal reservoir at inverse temperature
β and waiting for equilibration. The initial state of the system is then the Gibbs
state
%ˆ(λi) =
e−βHˆ(λi)
Z(λi) , (2.18)
with associated partition function
Z(λi) = tr
[
e−βHˆ(λi)
]
= 2N
∏
k∈K+
k>0
cosh2
(
βk(λi)
2
)
. (2.19)
At t = 0, the coupling to the reservoir is removed and the system is quenched by
an instantaneous change of the transverse field to the final value λ = λf, giving the
final Hamiltonian
Hˆ(λf) =
∑
k∈K+
k(λf)
(
ˆ˜γ†k ˆ˜γk −
1
2
)
. (2.20)
We note that the differing values of the transverse field in the initial and final
Hamiltonians require diagonalising transformations that are quantitatively different.
Consequently the post-quench fermionic operators {ˆ˜γk} differ from their pre-quench
counterparts {γˆk}, though the allowed values of the momenta are identical in both
cases. Using the expression for the Bogolyubov operators in Eq. (2.10), it is possible
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to derive the following relations between the pre- and post-quench operators;
ˆ˜γk = γˆk cos
(
∆k
2
)
+ γˆ†−k sin
(
∆k
2
)
,
ˆ˜γ−k = γˆ−k cos
(
∆k
2
)
− γˆ†k sin
(
∆k
2
)
. (2.21)
Here, ∆k = φ˜k−φk is the difference between the pre- and post-quench Bogolyubov
angles, φk and φ˜k, defined in Eq. (2.11) with λ = λi and λ = λf, respectively.
From the relation between the pre- and post-quench fermionic operators in Eq. (2.21),
we can also derive the expression
| 0k, 0−k〉 =
(
cos
(
∆k
2
)
+ sin
(
∆k
2
)
ˆ˜γ†k ˆ˜γ
†
−k
) ∣∣ 0˜k, 0˜−k〉 (2.22)
relating the vacuum states of the initial and final Hamiltonians. The expressions for
higher energy eigenstates |nk, n−k〉 are then obtained by applying the appropriate
creation operators to Eq. (2.22).
With these relations in hand, we are able to calculate an expression for the forward
characteristic function. For a sudden quench, the expression for the characteristic
function introduced in Eq. (1.24) takes the simplified form
χF(u) = tr
[
eiuHˆ(λf)e−iuHˆ(λi)%ˆ(λi)
]
. (2.23)
Substituting in the expressions for the initial and final Hamiltonians (Eqs (2.17)
and (2.20), respectively) and the initial Gibbs state (Eq. (2.18)) and taking the
trace over the eigenstates of the initial Hamiltonian, we obtain
χF(u) =
1
Z(λi)
∏
k∈K+
k>0
∑
n±k
e−(iu+β)k(λi)(nk+n−k−1)
× 〈nk, n−k | eiuk(λf)(ˆ˜γ
†
k
ˆ˜γk+ˆ˜γ
†
−k ˆ˜γ−k−1) |nk, n−k〉 . (2.24)
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The matrix elements are evaluated using Eq. (2.22) to give the the analytic expression
for the characteristic function;
χF(u) =
1
Z(λi)
∏
k∈K+
k>0
[
e(iu+β)k(λi)
(
C−k (u, λf) + S
+
k (u, λf)
)
+ e−(iu+β)k(λi)
(
C+k (u, λf) + S
−
k (u, λf)
)
+ 2
]
. (2.25)
Here we have defined the quantities
C±k (u, λ) := cos
2 (∆k/2) e
±iuk(λ),
S±k (u, λ) := sin
2 (∆k/2) e
±iuk(λ), (2.26)
where ∆k = φ˜k − φk is once again the difference in the pre- and post-quench
Bogolyubov angles that are derived in Eq. (2.11).
2.3 Verification of the Fluctuation Theorems
Using the analytic expression for the forward characteristic function derived in
Eq. (2.25), we can verify the non-equilibrium fluctuation relations for a quench of
the transverse field in the quantum Ising model.
First, we derive an expression for the backward characteristic function (see Eq. (1.25))
χB(v) = tr
[
eivHˆ(λf)e−ivHˆ(λi)%ˆ(λi)
]
, (2.27)
with the complex argument v = −u+iβ. This is obtained by initializing the system
at t = 0 in the Gibbs state %(λf) and quenching it by a sudden change of the
transverse field from the initial value λf to the final value λi. An explicit expression
for the backward characteristic function is obtained using a similar procedure as
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described in Sec. 2.2 for the forward characteristic function under the mapping
λi ↔ λf ⇒ k(λi)↔ k(λf) , ∆k → −∆k. (2.28)
Hence, noting that
C±k (−u+ iβ, λ) = C∓k (u, λ)e∓βk(λ),
S±k (−u+ iβ, λ) = S∓k (u, λ)e∓βk(λ), (2.29)
it is straightforward to show that
χB(−u+ iβ) = 1Z(λf)
∏
k∈K+
k>0
[
e(iu+β)k(λi)
(
C−k (u, λf) + S
+
k (u, λf)
)
+ e−(iu+β)k(λi)
(
C+k (u, λf) + S
−
k (u, λf)
)
+ 2
]
.
(2.30)
Comparing the expressions for the forward and backward characteristic functions
in Eqs. (2.25) and (2.30), we see that
χF(u)
χB(−u+ iβ) =
Z(λf)
Z(λi) , (2.31)
which is equivalent to the Crooks relation in Eq. (1.32).
The Jarzynski equality, introduced in Sec. 1.5, follows from the forward characteristic
function by introducing the imaginary argument u = iβ. Thus, from the expression
in Eq. (2.25), we obtain
χF(iβ) =
1
Z(λi)
∏
k∈K+
k>0
[
2 + 2cosh (βk(λf))
]
=
2N
Z(λi)
∏
k∈K+
k>0
cosh2
(
βk(λf)
2
)
=
Z(λf)
Z(λi) , (2.32)
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which is equivalent to the Jarzynski equality in Eq. (1.35). We have therefore
verified the non-equilibrium fluctuation relations in a non-trivial quantum many-
body system.
2.4 Emergent Thermodynamics
The general expression for the characteristic function following a sudden quench
in Eq. (2.27) admits a simple expression for the average work in terms of its first
cumulant, i.e,
〈W 〉 = dχF
du
∣∣∣∣
u=0
= tr[Hˆ(λf)%ˆ(λi)]− tr[Hˆ(λi)%ˆ(λi)]. (2.33)
To evaluate this expression for the quenched transverse Ising model, we use the
factorization of the initial and final Hamiltonians (Eqs. (2.17) and (2.20), respectively)
into blocks of paired momenta with labels ±k. Hence, introducing the quantities
Hˆk(λi) = k(λi)(γˆ
†
kγˆk + γˆ
†
−kγˆ−k − 1)
Hˆk(λf) = k(λf)(ˆ˜γ
†
k
ˆ˜γk + ˆ˜γ
†
−k ˆ˜γ−k − 1), (2.34)
we rewrite the initial state of the system in Eq. (2.18) as
%ˆ(λi) =
⊗
k∈K+
k>0
e−βHˆk(λi)
4cosh2(βk(λi)/2)
=
∏
k∈K+
k>0
∑
n±k
|nk, n−k〉〈nk, n−k | e
−βk(λi)(nk+n−k−1)
4 cosh2(βk(λi)/2)
=:
∏
k∈K+
k>0
%ˆk(λi), (2.35)
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where, in the first line, we have used the explicit expression for the partition
function in Eq. (2.19).
Combining the general form of the average work in Eq. (2.33) with Eqs. (2.34) and (2.35),
we obtain the intermediate expression
〈W 〉 =
∑
k∈K+
k>0
tr
[ (
Hˆk(λf)− Hˆk(λi)
) ∏
k′∈K+
k′>0
%ˆk′(λi)
]
=
∑
k∈K+
k>0
tr
[(
Hˆk(λf)− Hˆk(λi)
)
%ˆk(λi)
]
. (2.36)
Taking the trace over the eigenstates of the initial Hamiltonian, we need only keep
the terms of Hˆk(λf) that are diagonal in the basis of Hˆk(λi). Using the relationship
between the pre- and post-quench Bogolyubov operators in Eq. (2.21), we find that
〈nk, n−k|Hˆk(λf)|nk, n−k〉 = k(λf) cos(∆k)(nk + n−k − 1).
Hence, the average work becomes
〈W 〉 =
∑
k∈K+
k>0
(k(λi)− k(λf) cos(∆k)) tanh
(
βk(λi)
2
)
= 2 (λi − λf)
∑
k∈K+
k>0
cos (φk) tanh
(
βk(λi)
2
)
.
The derivation of the average work, in turn, allows the calculation of the irreversible
entropy production (introduced in Sec. 1.3) for arbitrary temperature, spin number
and quench amplitude;
〈∆Sirr〉 = β (〈W 〉 −∆F )
= β〈W 〉+
∑
k∈K+
k>0
ln
cosh2 (βk(λf) /2)
cosh2 (βk(λi)/2)
.
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Figure 2.2: The irreversible entropy production for a series of quenches with
amplitude |λf − λi| = 0.01 at β = 100 for several different ring sizes. The initial
value of the transverse field λi is shown on the x-axis.
This quantity and its thermodynamic interpretation encapsulate the physics of the
quench problem in a closed critical system in a remarkably simple way. In Fig. 2.2
we plot the irreversible entropy production due to a series of sudden quenches with
amplitude |λf−λi| = 0.01 in Ising chains of several sizes. As the size of the system
increases the energy gap between the ground and first excited state at the critical
point begins to close (see Fig. 2.1). Work is performed to drive the system across
the critical region and, due to the vanishing energy gap, it becomes increasingly
difficult to do so without exciting the system, thereby dissipating work. This
leads to increased irreversible entropy production and the emergence of intrinsic
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irreversibility in the critical region.
Alternatively, the irreversible entropy production can be expessed as the quantum
relative entropy of the instantaneous state and the hypothetical Gibbs state at
that time (see Eq. (1.31)). For a sudden quench, this coincides with the distance
between the Gibbs states of the pre- and post- quench Hamiltonians [11], i.e,
〈∆Sirr〉 = S(%ˆ(λi)||%ˆ(λf)) (2.37)
Near criticality, the equilibrium state changes dramatically for small changes in
the transverse field and this is reflected in a sharp increase in irreversible entropy
production2. The asymmetry of the irreversible entropy production away from
criticality on either side of the critical point is a consequence of the fact that the
relative quench amplitude |λf − λi|/λi is larger for λi < 1.
In Fig. 2.3 we plot the the irreversible entropy production in a chain of N = 10, 000
spins at various temperatures. As expected, the signature of quantum criticality
decreases at higher temperatures with the emergence of thermal fluctuations. The
source of irreversibility is elucidated by manipulating the Tasaki-Crooks fluctuation
relation in Eq. (1.32) to obtain the expression
〈∆Sirr〉 =
∫
dWPF(W ) log
[
PF(W )
PB(−W )
]
= K (PF(W )||PB(−W )) (2.38)
where K is the Kullback-Leibler relative entropy, measuring the distance between
two probability distributions. Intuitively, this expression attributes the amount of
irreversible entropy production to the degree of uncertainty in distinguishing the
experimental data contained in the forward and backward work distributions.
2This interpretation is the quantum version of the classical argument presented in Ref. [23]
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Figure 2.3: The irreversible entropy production for a series of quenches with
amplitude |λf−λi| = 0.01 in a ring of N = 10, 000 spins at various temperatures.
2.5 Conclusion
The work in this chapter is based on the results originally published in
Ref. [24]. The main results are i) the analytic verification of the non-equilibrium
fluctuation theorems in the quantum transverse Ising model and ii) the accurate
characterisation of the thermodynamics of the system as a function of its size and
temperature. In particular, we have shown that, for a quantum critical system, the
thermodynamic notion of irreversibility emerges as the size of the system and the
inverse temperature increase. An immediate extension of our analysis is the study
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of more general quenches. For instance, considering a linear (with time) quench
of the transverse field in the quantum Ising model would provide insight into the
significance of work in the process of universal defect generation [18].
A second extension is the study of the thermodynamics of quantum phase
transitions in general; In the same way that classical transitions are often driven
by thermal fluctuations, quantum phase transitions are driven by changes in the
system Hamiltonian, i.e., by extracting or performing work on the system [22].
An interesting question is therefore whether first and second order quantum phase
transitions can be recast the framework of non-equilibrium thermodynamics, in
analogy with the classical case. Preliminary work in this direction is presented in
Ref. [25].
Chapter 3
Experimental Extraction of
Quantum Work Statistics
In the previous chapter we used the theoretical framework of non-equilibrium
statistical mechanics to provide a thermodynamic interpretation of quantum critical
behaviour and analytically verify the non-equilibrium fluctuation theorems in
a many-body quantum system. In this chapter, we turn to more practical
considerations and develop an experimental scheme to verify the non-equilibrium
fluctuation relations using current technology.
In the classical setting, the non-equilibrium fluctuation relations have been
confirmed in single molecule pulling experiments [7, 8]. In these experiments,
the forward and backward work distributions are reconstructed by repeatedly
measuring the mechanical work done in unfolding and refolding a single RNA
hairpin using optical tweezers. In the quantum domain, an experimental verification
of the fluctuation relations is still forthcoming. Existing proposals to extract
the statistics of work for a quantum system typically follow the lines of classical
experiments and focus on direct measurement of the work distribution. By
the definition of the work done, this involves two projective measurements onto
39
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the energy eigenbasis of the system of interest (see Sec. 1.3). In Ref. [26], for
example, Huber et al. propose a ‘filtering scheme’ to measure the phonon number
distribution in the motional state of a single trapped ion prior to and following a
quench. Unfortunately, even in this relatively simple system, the task of performing
projective energy measurements remains a significant practical challenge. On the
other hand, in Ref. [27] it is shown that the work distribution for a sudden switch on
of a weak local perturbation can be obtained directly from the optical emission and
absorption spectra of a range quantum systems. However, this observation does not
hold for a time-dependent quench of the system arbitrarily far from equilibrium.
In this chapter, we present a method of measuring the quantum work statistics
that is not subject to the aforementioned limitations. Specifically, we show that
the characteristic function for a time-dependent quench of a general quantum
system can be extracted by Ramsey interferometry of a single probe qubit. In
addition to providing a viable means of verifying the quantum non-equilibrium
fluctuation theorems, this scheme paves the way for the full characterization of non-
equilibrium processes in a variety of quantum systems including Bose [28, 29] and
Fermi gases [30], spin chains [24, 31] and quenched ion strings [32]. We demonstrate
our idea by simulating a time-dependent quench of the motional state of a trapped-
ion, where the internal pseudo-spin provides a convenient probe qubit.
The rest of this chapter is structured as follows: In Sec. 3.1 we propose a general
experimental scheme for extracting the full statistics of work using a qubit-assisted
Ramsey sequence. In Sec. 3.2, we outline how these models can be experimentally
realised using a trapped-ion interacting with an external laser field. Further, we
describe how the Ramsey extraction protocol of Sec. 3.1 is implemented in this case.
In Sec. 3.3, we demonstrate the feasibility of our proposal by carrying out numerical
simulations of a possible Ca+40 experiment and show that the fluctuation relations
can be verified with good agreement. Finally, in Sec. 3.4 we discuss extensions and
other implementations of the scheme.
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3.1 Experimental Protocol
We once again consider a closed quantum system described by a Hamiltonian Hˆ(λ)
that contains an externally controlled parameter λ(t). At time t = 0 the control
parameter has the initial value λ(0) = λi and the system is prepared in the thermal
state
%ˆ(λi) =
e−βHˆ(λi)
Z(λi) ,
where Z(λ) := tr[exp(−βHˆ(λ))] is the partition function at inverse temperature
β. The system is driven away from equilibrium by arbitrarily varying λ(t)
over the quench time interval tQ to the final value λ(tQ) = λf. The initial
and final Hamiltonians are taken to have the spectral decompositions Hˆ(λi) =∑
n n(λi)|ψn〉〈ψn | and Hˆ(λf) =
∑
m m(λf)(λf)|φm〉〈φm |, respectively, and the
protocol that connects them generates the unitary evolution Uˆ(tQ).
In this chapter, the primary quantities of interest are the forward and backward
characteristic functions of the work distribution, introduced in Sec. 1.3. The
forward characteristic function is (taking ~ = 1)
χF(u) := tr[Uˆ
†(tQ)eiuHˆ(λf)Uˆ(tQ)e−iuHˆ(λi)%ˆ(λi)], (3.1)
while the backward characteristic function is
χB(u) := tr[Uˆ(tQ)e
iuHˆ(λi)Uˆ †(tQ)e−iuHˆ(λf)%ˆ(λf)]. (3.2)
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The forward and backward characteristic functions are related to their corresponding
work distrubution via an inverse Fourier transform. Explictly,
PF(W ) =
1
2pi
∫
du e−iuWχF(u)
PB(W ) =
1
2pi
∫
du e−iuWχB(u), (3.3)
where, in each case, the factor of 1/(2pi) maintains the symmetry between the
Fourier transform and its inverse (cf. Eq. (1.23)).
In our scheme, the characteristic function of a non-equilibrium transformation on
a generic quantum system is measured by temporarily coupling the system to an
easily-addressable probe qubit. The measurement signal is then extracted from the
probe qubit using a modified Ramsey sequence. Measuring the statistics of work in
this way circumvents the requirement to perform projective energy measurements
or weak sudden quenches on the system of interest, as in previous proposals, making
our scheme generally applicable to a range of current experimental systems.
We assume that the total Hamiltonian describing the qubit and system of interest
has the form
HˆT(t) =
∆
2
σˆz + HˆS + HˆI(t), (3.4)
where ∆ is the splitting between the ground | ↓〉 and excited | ↑〉 states of the
qubit, which are eigenstates of the spin-1/2 Pauli-z operator σˆz and HˆS is the time-
independent Hamiltonian of the system of interest. The qubit-system interaction
term HˆI(t) contains all of the time-dependence and is assumed to have the form
HˆI(t) =
(
g↓(t) | ↓〉 〈↓ |+ g↑(t) | ↑〉 〈↑ |
)⊗ Vˆ , (3.5)
where g↑(t) and g↓(t) are externally controlled parameters and Vˆ is a perturbation
acting on the system of interest.
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Figure 3.1: (a) The Ramsey protocol represented as a quantum circuit. The
probe qubit in the upper branch is prepared in the | ↓〉 〈↓ | state and the system of
interest is prepared in the state %ˆ(λi) defined in the text. A black (white) circle
indicates that the operation is controlled on the probe qubit being in the | ↓〉 〈↓ |
(| ↑〉 〈↑ |) state. Similar schemes are used in protocols for quantum parameter
estimation [33]. In (b) and (c) we show examples of the time variation of the
spin-dependent couplings g↓(t) and g↑(t) over the Ramsey time tR = tQ + u
required to obtain the characteristic function χF(u). In (b) we show a forward
quench described by λ(t) = λi + (λf − λi)[1 + tanh(t/T )]/2, where T is the
switching time and the total quench time is tQ = 8T . In (c) the forward quench
is composed of repeated fast and slow tanh switches between λi and λf, as in (b),
before ending at λf.
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With an interaction of the form given in Eq. (3.5), the system of interest can be
quenched from the initial Hamiltonian Hˆ(λi) = HˆS + λiVˆ to the final Hamiltonian
Hˆ(λf) = HˆS + λfVˆ by varying both of the spin dependent parameters g↓(t) and
g↑(t) according to λ(t). However, to extract the characteristic function for this
quench, the time dependent parameters must be independently varied according
to a distinct Ramsey sequence over the time interval tR ≥ tQ. Explicitly, the
experimental procedure to extract the characteristic function is as follows (see
Fig. 3.1 for an illustration):
1. For time t < 0 the qubit is decoupled from the system by holding the spin-
dependent couplings fixed at g↓(0) = g↑(0) = λi. Furthermore, the qubit and
system are thermalised in the product state ρˆ = | ↓〉 〈↓ | ⊗ %ˆ(λi) by ensuring
that β∆ 1.
2. At t = 0, a Hadamard operation σˆH = (σˆ
x + σˆz)/
√
2 is applied to the qubit.
3. The spin-dependent couplings are independently varied over the Ramsey time
internal tR as
g↑(t) =
 λ(t) 0 ≤ t < tQλf tQ ≤ t ≤ tR
g↓(t) =
 λi 0 ≤ t < tR − tQλ(t− tR + tQ) tR − tQ ≤ t ≤ tR. (3.6)
This protocol generates the unitary evolution Tˆ (tR) that acts in the joint
Hilbert space of the qubit and system to generate a conditional dynamical
quench of the system contingent upon the state of the probe qubit. Crucially,
the quenches are either followed or preceded by a period of constant evolution.
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4. At the end of the protocol, t = tR we have g↓(tR) = g↑(tR) = λf, ensuring that
the qubit and system are decoupled. Finally, a second Hadamard operation
is performed on the qubit.
At the end of the Ramsey sequence, the output state of the qubit is
ρˆq = trS
[
σˆHTˆ (tR)σˆHρˆ σˆHTˆ
†(tR)σˆH
]
=
1 + < [L (tR)]
2
| ↓〉 〈↓ |+ i= [L (tR)]
2
| ↓〉 〈↑ |
− i= [L (tR)]
2
| ↑〉 〈↓ |+ 1−< [L (tR)]
2
| ↑〉 〈↑ | , (3.7)
where we have introduced the decoherence factor
L (tR) = trS[Tˆ
†
↑ (tR)Tˆ↓(tR)%ˆ(λi)]. (3.8)
Here, the unitary operators Tˆ↓(tR) = 〈↓ | Tˆ (tR) | ↓〉 and Tˆ↑(tR) = 〈↑ | Tˆ (tR) | ↑〉 act
in the Hilbert space of the system and describe its evolution under the two different
time-dependent quenches generated by g↓(t) and g↑(t), respectively. Consequently,
the Ramsey sequence (depicted in Fig. 3.1(a)) creates an entangled state between
the basis states of the probe qubit and the two quenched states of the system,
Tˆ↓[%ˆ(λi)]Tˆ
†
↓ and Tˆ↑[%ˆ(λi)]Tˆ
†
↑ . The real <[L (tR)] and imaginary =[L (tR)] parts of
the decoherence factor define the populations and coherences of the probe qubit
density matrix in Eq. (3.7) and are reconstructed by measuring σˆz and σˆy over
many identical experimental runs.
The judicious choice of the couplings in Eq. (3.6), illustrated in Fig. 3.1(b)-(c),
establishes a direct relationship between L (tR) and the characteristic function
χF(u) corresponding to the quench protocol Hˆ(λi) → Hˆ(λf). Specifically the
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conditional unitary evolutions of the system are given by
Tˆ↑(tR) = e−i
∆
2
tRe−i(tR−tQ)Hˆ(λf)Uˆ(tQ),
Tˆ↓(tR) = ei
∆
2
tRUˆ(tQ)e
−i(tR−tQ)Hˆ(λi), (3.9)
which, after identifying the time interval u = tR − tQ, show that the decoherence
factor in Eq. (3.8) coincides with the forward characteristic function in Eq. (3.1) up
to a known phase. Thus, the characteristic function is extracted by embedding the
quench evolution Uˆ(tQ) into the qubit-system evolution and repeating the protocol
for different run times tR ≥ tQ. The corresponding backwards characteristic
function is obtained by a straightforward modification of the above scheme. In
both cases, the work distributions PF(W ) and PB(W ) are obtained from the inverse
Fourier transform of their respective characteristic functions (cf. Eq. (3.3)) .
We note that the condition tR > tQ allows χF(u) to be calculated only on the
positive real axis, i.e., u ≥ 0. However, since PF(W ) is a real function, we have
χF(−u) = χ∗F(u) and only the real and imaginary parts of χF on the half-axis are
required to fully construct PF(W ).
In the following section, we illustrate how this scheme can be used to measure the
statistics of work for a quenched quantum harmonic oscillator using a conventional
trapped ion set-up.
3.2 Realization Using a Trapped Ion
We consider a single ion of mass M confined in a linear Paul trap [34]. Taking the
S1/2 ground state Zeeman sub-levels of the ion |m = 1/2〉 = | ↑〉 and |m = −1/2〉 =
| ↓〉 as an effective two level system, this set-up provides an ideal realization of a
spin-1/2 particle confined in a harmonic potential. Within our extraction scheme,
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the ion’s internal states act as the probe qubit while the system of interest is the
motional degree of freedom, described by the Hamiltonian
HˆS =
pˆ2
2M
+
Mω20
2
xˆ2. (3.10)
Here, ω0 is the natural frequency of the trap and xˆ and pˆ are the position and
momentum operators that obey the canonical commutation relation [xˆ, pˆ] = i.
The trapped ion set-up has several useful features; First, accurate detection of
the internal states can be achieved by observing the scattered fluorescence from
near-resonant driving of a cycling transition. Second, transformations between
internal states can be implemented by a Raman transition (e.g. performing the
Hadamard operation σH via a pi/2 pulse), and the tunable azimuthal phase of
the transition permits both 〈σˆz〉 and 〈σˆy〉 to be determined from the fixed final
measurement [34]. Third, precise preparation of the initial thermal state, with
mean phonon number 〈n〉 = [exp[βω0]− 1]−1 can be achieved by allowing heating
of the motional state after resolved-sideband laser cooling to the motional ground
state or Doppler cooling on the S1/2 to P1/2 transition [26, 34].
The ion’s motional state can be quenched by illuminating it with a far-detuned
elliptically polarized standing wave laser field (see Ref. [35] for a similar procedure).
Since the σ+ and σ− polarized contributions couple exclusively to the | ↓〉 and
| ↑〉 states, respectively, they induce a spin-dependent optical dipole potential for
the ion [36]. After making the rotating-wave approximation and adiabatically
eliminating the far-detuned excited states, we obtain the interaction Hamiltonian1
HˆI =
(
Ω↓(t) | ↓〉 〈↓ |+ Ω↑(t) | ↑〉 〈↑ |
)
⊗ sin2(kxˆ+ φ). (3.11)
1The Stark shifts for the | ↑〉 and | ↓〉 states are absorbed into the qubit energy splitting ∆,
which we assume is accounted for prior to Fourier transforming.
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Here, k is the magnitude of the wave-vector orientated along the trap axis for both
polarisations, and φ is the phase of the standing waves relative to the trap centre
at x = 0. The coupling parameters Ω↑(t) and Ω↓(t) are the time-dependent Rabi
frequencies, which are individually controlled by varying the laser intensity for each
polarization.
In the Lamb-Dicke regime, quantified by η = kx0  1 where x0 = (2Mω0)−1/2,
the extent of the ion’s motion is small compared to the variation in the optical
dipole and the interaction Hamiltonian can be expanded in powers of the small
parameter η. Expanding the sin2 term in Eq. (3.11) around x = 0 to O(η2), we
obtain
sin2(kxˆ+ φ) ≈ sin2(φ) + ηxˆ sin(2φ) + η2xˆ2 cos(2φ). (3.12)
Hence, by choosing the appropriate relative phase, the optical dipole potential can
cause the oscillator to be tightened (φ = 0), slackened (φ = pi/2) or displaced (φ =
pi/4), while other phases lead to combinations of these effects. For concreteness, we
focus on a pure displacement quench, so that the total Hamiltonian (cf. Eq. (3.4))
is approximately
HT(t) =
∆
2
σˆz +
pˆ2
2M
+
MΩ2
2
xˆ2 +
(
g↓(t) | ↓〉 〈↓ |+ g↑(t) | ↑〉 〈↑ |
)
xˆ
+ Ω↓(t) | ↓〉 〈↓ |+ Ω↑(t) | ↑〉 〈↑ | (3.13)
where, gα(t) = ηΩα(t), α ∈ {↓, ↑} and the terms on the second line lead to a
time-dependent energy shift. Since gσ ∝ Ωσ, the protocol can be implemented by
varying the laser intensities of the two orthogonally polarized standing waves.
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3.3 Simulation of a 40Ca+ Experiment
The experimental extraction of the statistics of work was examined by numerically
computing the forward and backward characteristic functions for two different
quenches in a possible 40Ca+ ion experiment [36, 37]. Two experimental limitations
were modelled; First, a realistic sampling rate for the measurement of χF(u) was
used to account for discrete data. Second, an enveloping factor exp[−u/τ ], with
a decay time τ , was added to the measurement signal to account for decoherence
of the entangled state that appears within the scheme [38]. Fig. 3.2(a) shows the
forward and backward work distributions for a forward quench described by a single
tanh ramping (as shown in Fig. 3.1(b)) with the switching timescale T chosen to
be a fraction of the natural trap frequency 2pi/ω0. Both PF(W ) and PB(−W ) are
composed of δ-peaks, separated by ω0 and broadened into a continuous spectrum
by the decoherence envelope. As the quench is non-quasistatic, the first-order peaks
are visible, though much weaker than the carrier peak.
Fig. 3.2(b) shows the forward and backward work distributions for a quench composed
of repeated fast and slow tanh switches (see Fig. 3.1(c)) with the fast switching
on the order of a hundredth of 2pi/ω0. The stronger first-order peaks and now-
visible second-order peaks demonstrate that this quench is highly non-quasistatic.
In Fig. 3.2(c) we model an additional experimental limitation by computing the
spectra for the same quench as Fig. 3.2(b) with 0.5% Gaussian noise added to χF(u)
and χB(u). Despite this white-noise, the first-order peaks remain visible.
To complete our analysis, we use the computed statistics of work to verify the
Crooks relation (see Eq. 1.34). We do this by extracting the amplitudes of all
identifiable peaks in the forward and backward work distributions and computing
the ratio PF(W )/PB(−W ) for these energies. The Crooks relation predicts that
the resulting values lie on a exponential curve, which is plotted as a straight line
on a logarithmic scale in Fig. 3.2(d) for the exact β and ∆F of the quench. The
Quantum Dynamics in Biological Electron Transfer 50
extracted ratios for the three examples given in Fig. 3.2(a)-(c) are also plotted and
found to cluster tightly on this line. For each case, a fitting to exp(AW−B) is made
with the parameter A providing an estimate of β, thereby establishing that the
interferometric protocol also acts as a thermometer. UsingA, the fit parameterB/A
subsequently allows an estimate of ∆F to be extracted. For the data in Fig. 3.2(a)-
(b) the fittings essentially yield the exact result ∆F = Ωσ(tR) − 12gσ(tR)2/ω0,
demonstrating the independence of the Crooks relation from the details of the
quench protocol. The noisy spectra in Fig. 3.2(c) also provides a good estimate of
both β and ∆F from its zeroth- and first-order peaks (see caption).
3.4 Conclusion
This chapter is based on the work originally presented in Ref. [39] (see also Ref. [40]
for a related proposal using an opto-mechanical oscillator and Ref. [41] for an
extension of the scheme to open quantum systems). Since the original proposal
was published, the scheme outlined here has been used to extract the statistics of
work in quenched NMR system and hence provide the first verification of the non-
equilibrium fluctuation relations in the quantum regime [42]. A remaining challenge
is the application of this scheme to a many body quantum system, allowing the
experimental study of non-equilibrium thermodynamics in the same spirit as Ch. 2.
Beyond the study of the non-equilibrium thermodynamics, an interesting feature
of the scheme is that the temperature of the system is extracted directly from
the measurement signal (see Sec. 3.3). This feature suggests potential future
applications for in-situ, non-destructive thermometry in systems such as Bose-
Einstein condensates.
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Figure 3.2: A 40Ca+ ion is assumed to be confined with an axial trapping
frequency ω0 = 300 kHz and prepared in a thermal state with n¯ = 1. The
standing wave optical dipole potential for both polarizations are taken as being
generated by a 397 nm laser ≈ 30 GHz detuned from the S1/2 − P1/2 transition,
giving η = 0.33 and a maximum Rabi frequency of Ω = 150 kHZ [36, 37]. A
sampling rate of 2 MHz and a decoherence time scale of τ = 15×(2pi/ω0) = 50 µs
was used with measurements being performed up to a time ≈ 500 µs where the
signal was completely damped. (a) The quantum work distributions PF(W )
(solid) and PB(−W ) (dashed) are plotted on a logarithmic scale for a single
tanh switching of λ(t), as shown in Fig. 3.1(b), with T = 0.3× (2pi/ω0) = 1 µs.
The horizontal lines denote the peak amplitudes identified from both PF(W ) and
PB(−W ). The vertical dashed lies at 67 kHz corresponding to the exact ∆F . (b)
The plot as (a) for a repeated tanh switching quench, as shown in Fig. 3.1(c),
with Tfast = 0.2 × (2pi/ω0) = 0.03 µs and Tslow = 3 × (2pi/ω0) = 20 µs. (c)
The plot and quench as (b) with 0.5% Gaussian noise added to the signals for
χF(u) and χB(u). (d) The ratio PF(W )/PB(−W ) was evaluated from the peaks
identified in (a) (+), (b) (•) and (c) (×) is plotted against W . The solid line
follows the Crooks relation for the exact β and ∆F . A best fit of the function
exp(AW−B) for the noisy spectrum in (c) gives A = 0.72/ω0 and B/A = 0.20ω0,
compared to the exact values β = 0.69/ω0 and ∆F = 0.22ω0, respectively.
Chapter 4
Quantum Dynamics in Biological
Electron Transfer
In this chapter, we move from the study of quantum thermodynamics to the study
of quantum dynamics. In particular, we consider the potential role of quantum
effects in biological systems.
Recent studies have raised the possibility that quantum mechanics plays a functioning
part in excitonic energy transfer in photosynthetic complexes [43]. Here, we investigate
the potential effects of quantum coherence in biological electron transfer using a
quantum master equation based on the Holstein Hamiltonian. We test our model
on the chain of seven iron-sulfur clusters in nicotinamide adenine dinucleotide plus
hydrogen:ubiquinone oxidoreductase (respiratory complex I), a crucial respiratory
enzyme and one of the longest electron transfer chains in biology. Using experimentally
measured parameters where possible, we find that, in limited circumstances, a small
quantum mechanical contribution can provide a marked increase in the electron
transfer rate compared to analogous semi-classical models. Under typical biological
conditions, our model reduces to well-known models of diffusive transport [44].
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The rest of this chapter is structured as follows: In Sec. 4.1 we briefly review
the commonly used models of electron transfer in metalloproteins. In Sec. 4.2 we
introduce the Holstein Hamiltonian as the basis for our quantum mechanical model.
In Sec. 4.3, we develop a quantum master equation to describe the dynamics of an
electron in the presence of its biological environment. In Sec. 4.4 we apply our
model to respiratory complex I and present the results of numerical simulations
of the electron transfer. Finally, in Sec. 4.6 we discuss further applications and
possible extensions of our model.
4.1 Semi-Classical Models of Electron Transfer
Metalloproteins are chains of metallic centers embedded within a protein scaffold
that are often used as intermediaries in biological electron transfer. Commonly,
the metallic centres are iron-sulphur (FeS) clusters, consisting of small chemically
bonded ensembles of iron and sulphur atoms that are liganded to the surrounding
protein (see, e.g., Fig. 4.1). In an electron transfer process, the FeS clusters act as
redox centres for the itinerant electron while the protein structure maintains the
geometry of the chain. Typically, at the terminus of the transfer chain, the electron
is used to initiate chemical or conformational changes in an enzyme as part of a
multi-step process.
Current models of electron transfer in metalloproteins are based on the semi-
classical theories of Marcus [45–47] and Hopfield [48]. In these theories, electrons
are assumed to incoherently hop between metal centers with a rate that might not
be equal in the backwards and forwards directions. In both cases, the expression
determining the electron transfer rate is the thermally averaged first-order quantum
mechanical transition rate between a donor and acceptor molecule at physiological
temperatures. Explicitly, the Marcus equation describing the rate of transfer from
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Figure 4.1: Electron transfer in NADH:ubiquinone oxidoreductase: The FeS
clusters in complex I connect the NADH/ flavin electron donor molecule (D)
to the quinone electron acceptor (the electron sink, A). Edge-to-edge distances
between the clusters are marked in A˚, with tunnelling amplitudes given in
brackets in GHz. The structures of the 2Fe and 4Fe cores are inset. The whole
assembly is embedded in the protein matrix.
a donor to an acceptor redox center is
kD→A =
2pi
~
|tDA|2√
4piΛkBT
exp
(
(∆G0 + Λ)
2
4ΛkBT
)
.
In this expression, T is temperature, kB is Boltzmann’s constant, tDA is the tunnelling
matrix element of the process, ∆G0 is the change in the Gibbs free energy and Λ
is the reorganisation energy1. The reorganisation energy describes the difference in
energy between the products and reactants due to conformational changes of the
redox centers and the surrounding protein and solvent upon electron transfer. It is
typically separated into two components
Λ = Λin + Λout.
Here, Λin is the inner sphere reorganisation energy, which describes the energy
difference due to conformational changes of the redox centers themselves, hypothetically,
in the complete absence of solvent. In the quantum mechanical model that we
develop in this chapter, this corresponds to the energy of polaron formation (see
Sec. 4.2). The outer sphere reorganisation energy Λout accounts for the realignment
1Note that (the reduced) Planck’s constant (~) h is explicitly included in all relevant expressions
throughout this chapter. Furthermore, we use the notation T to denote temperature, rather than
the inverse temperature β that was used in previous chapters.
Quantum Dynamics in Biological Electron Transfer 55
of dipolar molecules in the surrounding solvent and protein structure due to the
displacement of charge. This will be accounted for in the interaction of the electron
with its environment in Sec. 4.3.
Variations of the Marcus and Hopfield models exist, notably in the phenomenological
adaptation of Moser et al. [49] to Hopfield’s original expression and Jortner’s
extension of Marcus’ theory to include coupling of the electron to a quantized
vibrational mode [50]. In all cases, the electron is always assumed to be localised
at a given site with a certain probability. The transition of the electron between
sites of the chain is then governed by a set of rate equations whose parameters are
calculated within the chosen theory. The state of the electron is therefore described
by a probability distribution that evolves according to a classical master equation,
leading to completely diffusive behaviour.
Recently, several studies have suggested that quantum coherence is used in some
biological transport processes [43, 51]. If this behaviour was present in metalloprotein
electron transport, the electron would be able to assume a coherent superposition
across several sites of the chain. Transitions between sites would then proceed
partially due to quantum tunnelling, which preserves coherence. Consequently,
the electron would be described by a quantum state that evolves according to a
dynamical master equation and the coherent nature of the electron would lead to
interference phenomena that affect the transport properties of the system. In this
spirit, we now develop a general treatment of electron transfer in metalloproteins
to elucidate the effects that quantum coherence could have on the rate of transfer.
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4.2 Polaron Model of Biological Electron Transfer
As a general template of biological electron transfer, we assume that a metalloprotein
consists of linear chain of redox centers that can each exist in an oxidized or (one-
electron) reduced state. Each cluster has an associated set of vibrational modes
that changes upon a change in its electronic state2. We therefore use an extended
Holstein Hamiltonian [52] as the starting point of our model.
The Holstein Hamiltonian is partitioned into electronic, vibrational and interaction
components (Hˆel, Hˆvib and Hˆint, respectively) as
Hˆ = Hˆel + Hˆvib + Hˆint. (4.1)
The electronic component describes an N site tight-binding lattice with disorder in
both the on-site energies Ei and the nearest-neighbour tunnelling amplitude tj,j+1;
Hˆel =
N∑
i=1
Eicˆ
†
i cˆi + h
N−1∑
j=1
tj,j+1
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
. (4.2)
Here, cˆ†j and cˆj are the electron creation and annihilation operators that act on the
site basis of the electron as
cˆi |ψj〉 = δi,j |ψ0〉
cˆ†i |ψj〉 = δ0,j |ψi〉
where |ψi〉 for 1 ≤ i ≤ N denotes an electron at the ith site of the chain and |ψ0〉
represents the vacuum state. The site basis obeys the orthonormality relation
〈ψi |ψj〉 = δi,j, i, j = 0, 1, . . . , N. (4.3)
2Additional contributions to the electron dynamics arising from its interaction with the protein
scaffold and surrounding solvent are accounted for separately in Sec 4.3.
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The vibrational contribution to the Holstein Hamiltonian describes a set of harmonic
oscillators associated with each of the N lattice sites. At site i, the mode ki has a
characteristic frequency νi,ki and corresponding bosonic creation and annihilation
operators aˆ†i,ki and aˆi,ki . Hence,
Hˆvib = h
N∑
i=1
∑
ki
νi,ki aˆ
†
i,ki
aˆi,ki , (4.4)
where the sum over ki can incorporate any number of vibrational modes. The
bosonic operators obey the canonical commutation relation
[
ai,ki , a
†
j,lj
]
= δi,jδki,lj . (4.5)
Finally, the interaction term of the Hamiltonian in Eq. (4.1) accounts for the
vibronic coupling;
Hˆint = h
N∑
i=1
∑
ki
gi,ki cˆ
†
i cˆi
(
aˆi,ki + aˆ
†
i,ki
)
. (4.6)
Here, gi,ki is the coupling strength between the phonon mode labelled ki and an
electron at site i. The vibronic coupling therefore describes the displacement of the
phonon modes at a given site conditioned on the presence of an electron at that
location. Explicitly, this term gives rise to electronic energy transfer between the
electron and the vibrational modes. Particle exchange, corresponding to the loss
of the electron from the cluster chain, is assumed to occur over time scales much
longer than the total electron transport time and is therefore neglected in our model
(see Ref. [53] for a discussion of electron dissipation in respiratory enzymes).
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Combining Eqs. (4.1) - (4.6) we obtain the full Holstein Hamiltonian
Hˆ = Hˆel + Hˆvib + Hˆint
=
N∑
i=1
Eicˆ
†
i cˆi + h
N−1∑
j=1
tj,j+1
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
+ h
N∑
i=1
∑
ki
νi,ki aˆ
†
i,ki
aˆi,ki
+ h
N∑
i=1
∑
ki
gi,ki cˆ
†
i cˆi
(
aˆi,ki + aˆ
†
i,ki
)
. (4.7)
Crucially, we see that the model preserves some essential features of the Marcus
and Hopfield theories, where vibrations and vibronic couplings play a central role.
The Holstein Hamiltonian is closely associated with the concept of a polaron, a
bosonic quasiparticle that is formed from the electron and its local vibrational
modes. In electron transfer between FeS clusters, polaron formation arises as the
cluster deforms upon reduction by an electron, distorting its vibrational modes.
The concept is made mathematically explicit by the polaron transformation,
facilitated by the unitary operator [54]
Vˆ = eSˆ,
Sˆ =
∑
i=1
∑
ki
gi,ki
νi,ki
cˆ†i cˆi
(
aˆ†i,ki − aˆi,ki
)
.
The transformed operators are calculated using the Hadamard lemma
eAˆBˆe−Aˆ = Bˆ + [Aˆ, Bˆ] +
1
2!
[Aˆ, [Aˆ, Bˆ]] +
1
3!
[Aˆ, [Aˆ, [Aˆ, Bˆ]]] + . . . (4.8)
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where Aˆ, Bˆ ∈ Cm×m. Hence, we find that
Vˆ cˆjVˆ
† = cˆj +
∑
i
∑
ki
gi,ki
νi,ki
(
aˆ†i,ki − aˆi,ki
)
[cˆ†i cˆi, cˆj] +
1
2!
∑
i′,i
∑
k′
i′ ,ki
gi′,k′
i′
gi,ki
νi′,k′
i′
νi,ki
×
(
aˆ†i′,k′
i′
− aˆi′,k′
i′
)(
aˆ†i,ki − aˆi,ki
)
[cˆ†i′ cˆi′ , [cˆ
†
i cˆi, cˆj]] + . . .
= cˆjXˆj (4.9)
where
Xˆj = exp
−∑
kj
gj,kj
νj,kj
(
aˆ†j,kj − aˆj,kj
) , (4.10)
and the expression for the transformed fermionic creation operator follows by
hermitian conjugation of Eq. (4.9). Similarly, the transformed bosonic operators
are
Vˆ aˆj,kj Vˆ
† = aˆj,kj +
∑
i
∑
ki
gi,ki
νi,ki
cˆ†i cˆi[aˆ
†
i,ki
− aˆi,ki , aˆj,kj ] +
1
2!
∑
i′,i
∑
k′
i′ ,ki
gi′,k′
i′
gi,ki
νi′,k′
i′
νi,ki
×c†i′ci′c†ici[aˆ†i′,k′
i′
− aˆi′,k′
i′
, [aˆ†i,ki − aˆi,ki , aˆj,kj ]] + . . .
= aˆj,kj −
gj,kj
νj,kj
cˆ†j cˆj, (4.11)
with the expression for the bosonic creation operator following from hermitian
conjugation. Combining Eqs. (4.7) - (4.11), we obtain the transformed Hamiltonian;
Vˆ HˆVˆ † =
N∑
i=1
E∗i cˆ
†
i cˆi + h
N−1∑
j=1
tj,j+1
(
cˆ†j cˆj+1Xˆ
†
j Xˆj+1 + cˆ
†
j+1cˆjXˆ
†
j+1Xˆj
)
+ h
N∑
i=1
∑
ki
νi,ki aˆ
†
i,ki
aˆi,ki . (4.12)
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Here, we have introduced a new quantity describing the reduction potential of the
ith cluster
E∗i = Ei −
∑
ki
g2i,ki
νi,ki
. (4.13)
The Hamiltonian in Eq. (4.12) is general enough to be applied to a wide range of
metalloproteins where electron transfer depends strongly on a set of parameters
that can only be extracted from experimental studies. At this stage however,
for the sake of brevity, we restrict the number of vibrational modes to one per
cluster. Accordingly, the expressions in Eqs. (4.10) and (4.13) reduce to Xˆi =
exp[−gi(aˆ†i − aˆi)/νi] and E∗i = Ei − g2i /νi, respectively.
Further simplifications are made by considering the relative importance of each
term in the transformed Hamiltonian. For biological electron transfer, the coherent
tunnelling amplitude is typically much smaller than the other parameters in the
Hamiltonian, i.e., tj,j+1  νi, E∗i ∀ i, j, and can be treated perturbatively [54]. In
the first order of the perturbation expansion we must evaluate terms of the form
N−1∑
j=1
tj,j+1 〈n¯ | 〈ψi |
(
cˆ†j cˆj+1Xˆ
†
j Xˆj+1 + cˆ
†
j+1cˆjXˆ
†
j+1Xˆj
)
| m¯〉 |ψi+1〉 . (4.14)
Here. | n¯〉 (| m¯〉) is a multimode number state describing the phonon occupation
numbers of each cluster in the initial (final) state with n¯ = n1, n2, . . . , nN (m¯ =
m1,m2, . . . ,mN). The bosonic operators act on this basis according to
ai |n1, . . . , ni, . . . , nN〉 =
√
ni − 1 |n1, . . . , ni + 1, . . . , nN〉 ,
a†i |n1, . . . , ni, . . . , nN〉 =
√
ni |n1, . . . , ni − 1, . . . , nN〉 . (4.15)
The presence of the bosonic operators Xˆi in Eq. (4.14) give rise to two distinct
processes that contribute to the perturbation expansion. The first are so-called
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diagonal transitions in which the vibrational quantum numbers of the clusters do
not change upon the tunnelling of an electron, i.e., n¯ = m¯. Diagonal transitions
facilitate quantum coherent electron transfer and lead to a modulation of the
tunnelling amplitude between adjacent sites due to the effect of vibronic coupling.
Accordingly, the diagonal contribution to the object in Eq. (4.14) is given by
N−1∑
j=1
tj,j+1 〈n¯ | 〈ψi |
(
cˆ†j cˆj+1Xˆ
†
j Xˆj+1 + cˆ
†
j+1cˆjXˆ
†
j+1Xˆj
)
| n¯〉 |ψi+1〉 . (4.16)
Factoring the fermionic and bosonic parts of Eq. (4.16) and applying the Baker-
Campbell-Haussdorff (BCH) formula to Xˆi gives
3
ti,i+1 exp
[
−1
2
(
g2i
ν2i
+
g2i+1
ν2i+1
)]
〈ni | exp
[
gi
νi
a†i
]
exp
[
gi
νi
ai
]
|ni〉
× 〈ni+1 | exp
[
gi+1
νi+1
a†i+1
]
exp
[
gi+1
νi+1
ai+1
]
|ni+1〉 , (4.17)
where |ni〉 is the single mode number state describing the vibrational state of the
ith site. Taking the thermal average of the quantity in Eq. (4.17) (see Ref. [54] for
details), we obtain the thermally averaged polaron tunnelling rate
t∗i,i+1 := ti,i+1exp
[
−g
2
i
ν2i
(
1
2
+ 〈ni〉
)]
exp
[
−g
2
i+1
ν2i+1
(
1
2
+ 〈ni+1〉
)]
, (4.18)
where 〈ni(T )〉 = [exp[hνi/kBT ] − 1]−1 is the Planck average of the number of
phonons in the mode at site i. From Eq. (4.18), we see that the vibronic coupling
manifests itself as an exponential suppression of the polaronic tunnelling amplitude
t∗j,j+1 relative to its ‘bare’ electronic counterpart tj,j+1. This is attributable to
the effective mass acquired by the electron due to its coupling to phonons in the
polaron picture. Polaron tunnelling is also exponentially sensitive to the number
of phonons excited in the relevant clusters; a quantity that increases as a function
3For A,B ∈ Cm×m, r, t ∈ C, [A,B] = r, the BCH formula reduces to: exp (t (A+B)) =
exp (tA) exp (tB) exp
(
− t22! r
)
.
Quantum Dynamics in Biological Electron Transfer 62
of temperature, leading to further suppression of the tunnelling amplitude.
To proceed, we define an effective Hamiltonian, correct to the first order (and
assuming a single vibrational mode per cluster), describing the coherent transport
of a polaron among a chain of N FeS clusters
Hˆeff =
N∑
i=1
E∗i cˆ
†
i cˆi + h
N−1∑
j=1
t∗j,j+1
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj+1
)
+ h
N∑
i=1
νiaˆ
†
i aˆi. (4.19)
Here, the effect of the vibronic coupling has been wholly absorbed into the parameters
t∗j,j+1 and E
∗
i , resulting in exponential suppression of the tunnelling amplitude and
a modulation of each on-site energy due to the deformation of the cluster by an
electron.
4.3 Incoherent Processes
The second contribution to the perturbation series in Eq. (4.14) are non-diagonal
transitions, where the vibrational quantum number changes during tunnelling.
Non-diagonal transitions do not preserve the spatial coherence of the electron and
are described by a set of hopping rates that lead to diffusive motion. At this
stage we make a further simplifying assumption by defining a common vibrational
frequency for all clusters, i.e., νi = ν ∀i. With this, we are able to calculate the
rate of diagonal transitions using the Marcus-Jortner equation4 [50]
kj,j+1 = 2pih|tj,j+1|2
√
pi
ΛoutkBT
exp
[
−Λin
hν
] ∞∑
m=0
(
Λin
hν
)m
m!
× exp
[
− (E∗j − E∗j+1 +mhν + Λout)2
4ΛoutkBT
]
. (4.20)
4Our analysis can be generalised to the case of disordered frequencies by following the
derivation of the thermally averaged rate of non-diagonal transitions in Ref. [54].
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The incoherent hopping rates of Eq. (4.20) enter into the description of metalloprotein
electron transfer as terms within a Lindblad quantum master equation (see Ref. [55]
for an introduction to quantum master equations). The Lindblad term for incoherent
hopping is given by
Ltunn [ρˆ(t)] =
∑
〈i,j〉
ki,j
(
2cˆ†i cˆjρ(t)cˆ
†
j cˆi −
{
cˆ†j cˆicˆ
†
i cˆj, ρˆ(t)
})
, (4.21)
where 〈i, j〉 denotes that the sum runs over all combinations of nearest-neighbouring
sites in the N -site chain. Here we have implicitly written the density matrix for
the electronic degree of freedom in the site basis;
ρˆ =
N∑
i,j=0
αi(t)α
∗
j (t) |ψi〉 〈ψj | , (4.22)
where αi are complex amplitudes that obey the normalisation condition
∑
i |αi|2 =
1.
Further terms are included in the master equation to address the fact that the
closed system we have considered so far is an inadequate description of in situ
biological electron transfer. In metalloproteins, the metallic redox centers are
embedded within the protein scaffold and surrounding solution that constitute their
environment. The interaction between the quantum system and its environment
introduces other non-reversible processes to the electron dynamics. One such
process is local dephasing, which reduces quantum superposition states to classical
statistical mixtures. In lieu of detailed knowledge of the density of modes for the
environment, we assume a dephasing rate of the form
γ = γ0 (1 + 〈nνa〉) ≈ γ0
(
1 +
kBT
hνa
)
, (4.23)
where νa = 0.1 THz is taken as a typical frequency for the vibrational modes of
the environment that are responsible for dephasing [56]. The free parameter γ0 is
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the projected magnitude of quantum dephasing at zero temperature. The Lindblad
term giving rise to dephasing is then given by
Ldeph [ρˆ(t)] =
N∑
i=1
γ
(
2cˆ†i cˆiρˆ(t)cˆ
†
i cˆi −
{
cˆ†i cˆi, ρˆ(t)
})
. (4.24)
Additionally, we include the process of irreversible dissipation of the polaron from
the Nth cluster of the chain to an electron sink or acceptor molecule at a rate R
(see, e.g., Fig. 4.1). This is facilitated by the Lindblad term,
Lsink [ρˆ(t)] = R
(
2cˆN ρˆ(t)cˆ
†
N −
{
cˆ†N cˆN , ρˆ(t)
})
. (4.25)
We assume that the timescale for dissipation of an electron from all sites to the
environment is much longer than the transport time of the electron, and is therefore
is irrelevant to our model.
The full dynamics of the system are described by the Lindblad master equation
dρˆ(t)
dt
= − i
~
[
Hˆeff, ρˆ(t)
]
+ Ldeph[ρˆ(t)] + Lsink[ρˆ(t)] + Ltunn[ρˆ(t)], (4.26)
where Heff is given in Eq. (4.19). Considering Eqs. (4.18), (4.21), and (4.24), we see
that, with increasing temperature, the amplitude of coherent tunnelling is reduced
as the rate of incoherent tunnelling and local dephasing increases.
By using a Lindblad master equation as the basis of our model, we have made
two key approximations: First, the Born approximation assumes that the coupling
between the system and environment is weak enough that they remain uncorrelated
for all time. Second, the Markov approximation assumes that the evolution of the
system at time t depends only on the state of the system at that instant and not
on any past states of the system. In practice it is likely that biological systems
couple strongly to their environments and Born-Markov master equations do not
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provide an accurate description of the dynamics. In principle, either or both of these
assumptions can be lifted and a more general master equation derived (the energy
transport in photosynthetic complexes has been the subject of intense research
in this direction). However, these techniques rely on a detailed understanding
of the mode structure of the environment, which is typically difficult to access
for biological systems. We therefore take the Lindblad master equation as a first
approximation to the dynamics and leave more sophisticated models as the focus
of future work.
4.4 Respiratory Complex I
Nicotinamide adenine dinucleotide plus hydrogen (NADH):ubiquinone oxidoreductase
(respiratory complex I) is the first enzyme in the respiration electron transport
chain of mitochondria and respiring bacteria and contains one of the longest chains
of metal centers in biology [57]. In respiratory complex I, the electron transfer
reaction between NADH and quinone is mediated by seven FeS clusters that link a
flavin mononucleotide to the quinone binding site (see Fig. 4.1). Following reduction
of the flavin by hydride transfer from NADH, electrons are transferred sequentially
along the cluster chain to the quinone. The free energy released by the redox
reaction is conserved in transmembrane proton translocation in a separate domain
of the enzyme. Thus, electron transfer along the cluster chain must be both fast
enough that it does not limit the rate of catalysis and energetically efficient.
Two reduction potential reduction profiles have been proposed for respiratory
complex I in the literature. In one scenario, when the seven-cluster chain contains
four electrons they occupy alternate positions along the chain [58], suggesting
an alternating reduction potential profile with significant variation in potential
between adjacent sites. Alternatively, the same pattern of occupancy could result
from electrostatic interactions between the sites, suggesting a flatter underlying
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profile [59]. The relative contributions of these two effects remain unclear. For the
alternating profile, the E∗i fluctuate significantly (on the order of 0.1 eV) from site
to site. For such large energetic disorder, the quantum mechanical contribution
to electron transfer is negligible, and the dynamics are well described by purely
diffusive modeling. However, using a flat profile in which the E∗i are taken to
be equal for all clusters other than site 7 (that is known to have the highest
reduction potential), the quantum mechanical contributions to electron transfer
can be significant. We have therefore have chosen this flat profile, with sites 16 at
0 eV and site 7 at 0.15 eV (36.4 THz), as the main focus of our study. We note
that this profile has also been adopted in other modelling studies [60, 61].
The vibrational modes of protein-bound FeS clusters have been characterized using
nuclear resonance vibrational spectroscopy, resonance Raman spectroscopy, and
density functional theory (DFT) [62]. We select a common frequency νi = ν = 334
cm1 (10 THz), (i = 1, 2, . . . , 7) for all sites in the chain. We estimate the vibronic
coupling strength from DFT simulations of the inner sphere reorganization energy
Λin by noting the equivalence of this quantity to g
2
i /hν. Ref. [62] provides an inner
sphere reorganization energy for FeS clusters of Λin = 0.2 eV (48 THz) to yield
a common vibronic coupling strength for all sites of gi = g =
√
νΛin = 22 THz,
(i = 1, 2, . . . , 7). There is no consensus value for the outer sphere reorganisation
energy for FeS clusters in the existing literature. We assume that the outer and
inner sphere reorganization energies are of comparable importance by choosing
Λout = Λin = 0.2 eV (48 THz).
The tunnelling amplitudes (tj,j+1 of Eq. (4.18)) are obtained from previous
investigations of the transfer integrals between FeS clusters within complex I using
DFT and semi-empirical electronic structure methods [61]. Due to the disorder in
spacing between clusters, among many other factors, these tunnelling amplitudes
vary between adjacent sites, introducing disorder to the Hamiltonian in Eq. (4.19).
The tunnelling amplitudes all lie within the range of tj,j+1 = 1 − 95 GHz (see
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Fig. 4.1 for details), justifying our perturbative treatment of polaron tunnelling.
Finally, we assume that the irreversible dissipation of the polaron from the seventh
FeS cluster to the quinone occurs at a rate of R = 1 GHz that is of the order of
other electron transfer processes in the chain
4.5 Electron Transfer Dynamics
We consider the electron transfer dynamics for a single electron in complex I.
The time evolution of the system is obtained by standard numerical integration
of Eq. (4.26) with the parameters given in Sec. (4.4) and the boundary condition
that the electron is initially localized at the first site of the chain.
The motion of the electron among the seven site chain is governed by a number
of factors; notably by the disorder of the chain, which enters via the tunnelling
amplitudes, and by the temperature of the system. At low temperatures, the
coherent (diagonal) contribution to electron transfer is large compared to the
rate of incoherent (nondiagonal) processes. As the temperature is increased, the
importance of coherent transport is reduced due to the suppression of the coherent
tunnelling amplitudes and the onset of dephasing and incoherent tunnelling, leading
to diffusion-like transport. For values of the zero-temperature dephasing γ0 ∼ 0.1
GHz and above at T = 310 K (γ ≈ 30 GHz), quantum coherence does not exist on
a time scale relevant to electron transfer, and purely diffusive transport is recovered
with rates given by the Marcus-Jortner equation in Eq. (4.20). The rate of electronic
dephasing in the condensed phase at physiological temperatures is typically γ ∼ 10
THz [56]. Consequently, we stress that diffusive transport is likely to be the relevant
behavior for in situ biological electron transfer. However, we now go on to discuss
the physically interesting regime of low dephasing.
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Figure 4.2: The time taken to achieve 50 % probability of quinone reduction
(50% population of the sink) at T =310 K as a function of zero temperature
dephasing γ0. The shortest time for quinone reduction, 35 µs, is observed at
γ0 = 0.004 GHz. This is almost 10 times shorter than the analogous semi-
classical treatment using the Marcus-Jortner equation (304 µs). For comparison,
diffusive modeling using the Marcus equation predicts a time of 136 µs and the
empirical treatment of Dutton et al. estimates the time required to be 7 µs (for
a reorganisation energy of 0.4 eV). Inset: The probability of quinone reduction
is shown at t = 40 µs as a function of γ0 for various temperatures.
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We use the time required to reduce the quinone (with a 50% probability) as a
benchmark for the speed of electron transfer in the chain. Fig. 4.2 then shows the
sensitivity of the transport to the temperature and amount of zero temperature
dephasing. At T = 10 K, there is little probability for the electron to reduce the
quinone with any level of dephasing. This is a feature of the reduction potential
profile of the chain; Although, sites 1 - 6 have similar on-site energies, the energy of
site 7 is 0.15 eV (36.4 THz) lower. This difference in energy is much greater than
the tunnelling amplitude between sites 6 and 7. Consequently, coherent transport
is strongly suppressed between these sites, and occupation of site 7 is achieved
by nondiagonal transitions that become more pronounced at higher temperatures.
Using this profile, the final step in the electron transfer chain of complex I is, thus,
a thermally activated incoherent hop, although transport elsewhere in the chain
may be quantum coherent. The alternating profile discussed above yields purely
incoherent dynamics for similar reasons.
The rate of electron transfer from site 1 of the chain to the quinone molecule
increases between T = 10 and 150 K across the full range of γ0 that was
investigated. Above T = 200 K, the transport becomes increasingly sensitive
to the value of γ0. At T = 310 K, the fastest electron transfer to the quinone
is achieved for γ0 ≈ 0.004 GHz (γ ≈ 10 GHz) (see Figs. 4.2 and 4.3), but for
other values of γ0, the transport is far less efficient. These features are akin to
the dephasing assisted transport [63, 64] that has been discussed in the context
of quantum coherent exciton transport in photosynthetic complexes. Dephasing
assisted transport predicts that an intermediate region between purely coherent and
incoherent dynamics offers the fastest rate of transport. Notably, the behaviour
may not be solely attributed to dephasing due to the presence of incoherent
tunnelling, but the notion of electron transfer enhancement by the interplay of
quantum coherent and incoherent processes remains.
The presence of dephasing assisted transport and, hence, partly quantum coherent
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Figure 4.3: The populations of the sites of the FeS cluster chain in complex
I at T = 310 K and γ0 = 0.001 GHz. The timescale for electron transport
to the sink (reduction of the quinone) is roughly 10-100 µs, over which the
electron transport appears diffusive. The populations of sites 1 & 2, and 3 &
4, are overlaid, while sites 5 - 7 are barely ever populated and are therefore
omitted from the figure. Much shorter timescales (100 ns) show the presence of
quantum coherent transport between the first two sites of the chain (inset). For
comparison, the population of the sink is shown for the case of purely diffusive
dynamics calculated using the Marcus-Jortner equation (dashed black line).
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electron transfer within complex I, at physiological temperatures for low values
of zero-temperature dephasing γ0, is further explored in Fig. 4.3. Here we plot
the population of each of the seven sites of complex I as a function of time for
γ0 ≈ 0.001 GHz at 310 K. On the time scale of electron transfer from site 1 to the
quinone molecule (10 - 100 µs), the transfer appears qualitatively diffusive. The
electron quickly equilibrates among the first four sites, which are almost decoupled
from the rest of the chain due to the large distance between sites 4 and 5. Upon
making a transition from site 4 to site 5, the electron is more likely to proceed
toward the sink than to undergo a transition back to site 4, i.e., the disorder in the
tunnelling amplitudes introduces an effective directionality to the electron motion.
Further directionality arises from the thermally activated hop between sites 6 and
7, and the low population in sites 5 - 7 is described by the electron quickly being
transferred to the sink upon transition from site 4 to 5. On much shorter time
scales (100 ns), coherent oscillations of the electron persist between sites 1 and
2 of the chain (see inset to Fig. 4.3) and, to a lesser extent, between sites 3 and
4. These oscillations are the hallmark of quantum coherence and are contrary to
the typical relaxation-like behaviour exhibited in classical transport. Within our
model, coherent oscillations can persist for upwards of 100 ns for γ0 ≤ 0.004 GHz at
T = 310K (γ ≤ 10 GHz). Remarkably, despite quantum coherence only persisting
on a time scale two orders of magnitude slower than that of the overall electron
transfer, quantum effects have a significant effect on the transport rate, yielding
roughly ten times the probability of quinone reduction after 40 µs compared to the
analogous purely diffusive Marcus-Jortner model.
4.6 Conclusion
We have presented a quantum model of electron transport in metalloproteins that
incorporates traditional semiclassical transport mechanisms while allowing for the
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potential effects of quantum coherent and noise assisted transport. By accounting
for the unique properties of quantum dynamics up to the first order of perturbation
theory, we show that, in principle, even small quantum mechanical contributions
can enhance electron transfer rates in metalloproteins by almost ten times, compared
to analogous semiclassical models. For typical electronic dephasing rates in the
condensed phase at physiological temperatures, quantum coherence does not persist
on time scales relevant to electron transfer and the well-known case of diffusive
transport is recovered. An interesting feature of the model is the possible extension
to the study of electron transfer at temperatures where thermal effects are suppressed
and quantum effects become important. In this setting, quantum coherent effects
can potentially have a marked effect on electron transfer dynamics [65].
In the case of complex I, for flat reduction potential profile, we predict an increased
electron transfer rate at low dephasing that is attributable to quantum coherence
and its interplay with decoherence processes. For reduction potential profiles that
vary markedly from site to site, our model again converges with well-established
semi-classical treatments of electron transfer [50]. In this vein, we note that
reduction potential measurements take place on far longer time scales than electron
transfer. Consequently, the transient reduction profile relevant to electron transfer
may not include energetic contributions from slow relaxation processes. This could
reconcile the requirement of quantum coherence for a flat reduction potential profile
with the disorder in reduction potentials generally observed in biological molecules.
The quantum coherent enhancement of the electron transfer rate in complex I is
reminiscent, although not directly analogous to, recent studies of coherent exciton
dynamics within photosynthetic complexes [63, 64]. Our model is general enough
to be applied to other biological electron transfer processes and can be adapted to
investigate other non-biological electron transfer processes.
Chapter 5
Overview and Outlook
The first three chapters of this thesis focused on the topic of non-equilibrium
thermodynamics, in particular the non-equilibrium fluctuation theorems. In Ch. 2,
we used the transverse Ising model to analytically verify the fluctuation theorems
in a non-trivial quantum many body system. We then went on to propose an
experimental means of testing the fluctuation theorems using Ramsey interferometry
in Ch. 3. Both of these results are somewhat pragmatic; Any new theory of physics
should be tested theoretically by applying it to well-understood models, as well as
empirically in experiments. The work in this thesis contributes towards both of
these endeavours. Beyond this, however, the study of the fluctuation theorems can
shed light on topics of current research. In the case of the Ising model, we used
the fluctuation relations as a basis to characterise the emergence of thermodynamic
behaviour in a quantum system as a function of the systems temperature and size.
Furthermore, the experimental protocol we propose has potential applications in
quantum meteorology and the study of thermalisation and equilibration in quantum
many-body quantum systems.
In Ch. 4, we changed tack slightly and turned to the study of quantum dynamics in
biological systems. We found that, for respiratory complex I, quantum transport is
73
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unlikely to persist under biological conditions. However, we also showed that under
certain conditions, even a small amount of quantum coherence can have a marked
effect on the transport rate. A potential further application of our model is to study
biological enzymes, or synthetic systems such as solar cells, that are favourable to
the preservation of quantum coherence. A second, more intriguing direction is to
incorporate the study of biological systems into the framework of quantum non-
equilibrium thermodynamics that was used in the first half of the thesis. Given
that biological systems typically operate according to thermodynamic principles, it
is interesting to speculate what role quantum effects could have at this level.
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