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ABSTRACT
There are two major types of iterative methods for solving linear systems, namely,
stationary iterative methods and Krylov subspace methods. This survey article discusses general ideas
and elementary techniques for stationary iterative methods such as Jacobi method, Gauss-Seidel
method, and the successive over-relaxation method. Moreover, we investigate further developed
methods, namely, the accelerated over-relaxation method, the gradient based iterative method,
and the least squares iterative method. On the other hand, Krylov subspace methods have
prototypes from the conjugate gradient method. The latter method constructs an orthogonal basis
for the Euclidean space from the gradient of the associated quadratic function. Such basis
consists of vectors in directions so that the approximated solutions fastest approach to the
exact solution. In conclusions, all 1st-4th mentioned stationary iterative methods guarantee the
convergence of the sequence of approximated solutions to the exact solution when applying to
the system with specific coefficient matrices such as strictly diagonally dominant matrices,
irreducible matrices, and L-matrices. Here, the parameters in the methods must be appropriate.
The gradient based iterative method and the least squares iterative method can be applied to
systems with full-column rank coefficient matrices. The conjugate gradient method is applicable
for the system whose coefficient matrix is a positive definite symmetric matrix.
Keywords: linear system, successive over-relaxation method, accelerated over-relaxation method,
gradient based iterative method, conjugate gradient method
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1. ∫∑π”
ªí≠À“æ◊Èπ∞“π ”§—≠„πæ’™§≥‘μ‡™‘ß‡ âπ§◊Õ°“√À“º≈‡©≈¬¢Õß√–∫∫‡™‘ß‡ âπ„π√Ÿª·∫∫ Ax = b
‡¡◊ËÕ A ‡ªìπ‡¡∑√‘°´å®—μÿ√— ¢π“¥ n Ó n ∑’Ë·μà≈– ¡“™‘°‡ªìπ®”π«π®√‘ß·≈– b ‡ªìπ‡«°‡μÕ√å„π  ‡ªìπ∑’Ë
∑√“∫°—π¥’«à“√–∫∫‡™‘ß‡ âπ¢â“ßμâπ¡’º≈‡©≈¬‡¥’¬«°ÁμàÕ‡¡◊ËÕ‡¡∑√‘°´å —¡ª√– ‘∑∏‘Ï A À“º°º—π‰¥â ‚¥¬º≈‡©≈¬
¥—ß°≈à“«§◊Õ x = A-1b Õ¬à“ß‰√°Áμ“¡∂â“ A ‡ªìπ‡¡∑√‘° å´¢π“¥„À≠à·≈â«°“√§”π«≥ A-1 ®–§àÕπ¢â“ß¬ÿàß¬“°
·≈– ‘Èπ‡ª≈◊ÕßÀπà«¬§«“¡®” ‡æ◊ËÕ‡ªìπ°“√·°âªí≠À“¥—ß°≈à“«®÷ß¡’°“√§‘¥§âπ«‘∏’∑”´È” ”À√—∫À“º≈‡©≈¬√–∫∫
‡™‘ß‡ âπ ‚¥¬®– √â“ß≈”¥—∫¢Õßº≈‡©≈¬§à“ª√–¡“≥∑’Ë≈Ÿà‡¢â“ Ÿàº≈‡©≈¬®√‘ß «‘∏’∑”´È”¡’¢âÕ¥’§◊Õ„™â¢—ÈπμÕπ°“√
§”π«≥®”π«ππâÕ¬§√—Èß„π°“√‰¥âº≈‡©≈¬∑’Ë„°≈â‡§’¬ß°—∫º≈‡©≈¬®√‘ß ¬‘Ëß°«à“π—Èπ«‘∏’∑”´È”∫“ß«‘∏’ “¡“√∂
°”Àπ¥‰¥â«à“μâÕß§”π«≥°’Ë√Õ∫®÷ß®–‰¥âº≈‡©≈¬∑’Ë¡’§«“¡§≈“¥‡§≈◊ËÕπμ“¡μâÕß°“√ ¥—ßπ—Èπ„π∑“ßªØ‘∫—μ‘‡√“¡—°
„™â«‘∏’∑”´È”„π°“√À“º≈‡©≈¬√–∫∫‡™‘ß‡ âπ∑’Ë¡’¢π“¥„À≠à
«‘∏’∑”´È” ”À√—∫À“º≈‡©≈¬√–∫∫‡™‘ß‡ âπ¡’Õ¬Ÿà¥â«¬°—π 2 ·∫∫„À≠àÊ §◊Õ «‘∏’∑”´È”Õ¬à“ßπ‘Ëß
(stationary iterative methods) °—∫«‘∏’ª√‘¿Ÿ¡‘¬àÕ¬‰§√≈Õø (Krylov subspace methods) «‘∏’∑” È´”Õ¬à“ß
π‘Ëß¡’À≈—°°“√§◊Õ ®– √â“ß≈”¥—∫¢Õßº≈‡©≈¬§à“ª√–¡“≥‚¥¬æ‘®“√≥“§«“¡§≈“¥‡§≈◊ËÕπ„π¢—ÈπμÕπ°àÕπÀπâ“
‡æ◊ËÕπ”¡“ √â“ß ¡°“√∑”´È” «‘∏’∑”´È”¥—ß°≈à“«ßà“¬μàÕ°“√«‘‡§√“–Àå°“√≈Ÿà‡¢â“·≈–°“√π”‰ª„™â®√‘ß Õ¬à“ß‰√°Áμ“¡
«‘∏’¥—ß°≈à“«®–°“√—πμ’°“√≈Ÿà‡¢â“ ”À√—∫‡¡∑√‘°´å∑’Ë¡’√Ÿª·∫∫§àÕπ¢â“ß‡©æ“– ‡™àπ «‘∏’®“‚§∫’ (Jacobi method) ®–
°“√—πμ’°“√≈Ÿà‡¢â“∂â“„™â°—∫‡¡∑√‘°´å·π«∑·¬ß¡ÿ¡¢à¡·∑â (strictly diagonally dominant matrix) «‘∏’∑” È´”
Õ¬à“ßπ‘Ëß·∫∫Õ◊Ëπ∑’Ë ”§—≠‰¥â·°à «‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß (successive over-relaxation method) «‘∏’ºàÕπ
ª√π‡°‘π·∫∫‡√àß (accelerated over-relaxation method)
«‘∏’ª√‘¿Ÿ¡‘¬àÕ¬‰§√≈Õø®– √â“ß∞“πÀ≈—° (basis) ¢Õß≈”¥—∫¢Õß°”≈—ßμà“ßÊ ¢Õß‡¡∑√‘°´å§Ÿ≥
°—∫‡«°‡μÕ√å à«πμ°§â“ß‡√‘Ë¡μâπ (initial residual vector) ‡√’¬°≈”¥—∫¥—ß°≈à“««à“≈”¥—∫‰§√≈Õø (Krylov
sequence) ®“°π—Èπ®–À“§à“πâÕ¬ ÿ¥¢ÕßπÕ√å¡¢Õß‡«°‡μÕ√å à«πμ°§â“ß∫πª√‘¿Ÿ¡‘¬àÕ¬∑’Ë∂Ÿ° √â“ß¢÷Èπ¡“ «‘∏’
μâπ·∫∫ ”§—≠¢Õß«‘∏’ª√‘¿Ÿ¡‘¬àÕ¬‰§√≈Õø ‰¥â·°à «‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå (conjugate gradient method)
´÷Ëß„™â°—∫√–∫∫‡™‘ß‡ âπ∑’Ë¡’‡¡∑√‘°´å —¡ª√– ‘∑∏‘Ï‡ªìπ‡¡∑√‘°´å ¡¡“μ√∑’Ë‡ªìπ∫«°·πàπÕπ (positive definite
symmetric matrix) «‘∏’ª√‘¿Ÿ¡‘¬àÕ¬‰§√≈ÕøÕ◊ËπÊ ∑’Ë ”§—≠‰¥â·°à
ë «‘∏’ à«πμ°§â“ßπâÕ¬ ÿ¥ (MINRES: minimal residual method) [1]
ë «‘∏’ à«πμ°§â“ßπâÕ¬ ÿ¥∑’Ë¡’π—¬∑—Ë«‰ª (GRES: generalized minimal residual method) [2]
ë «‘∏’‰∫§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå (BiCG: biconjugate gradient method) [3]
„π™à«ßÀ≈“¬ªï∑’Ëºà“π¡“ «‘∏’∑”´È”μà“ßÊ ¡“°¡“¬‰¥â∂Ÿ°æ—≤π“¢÷Èπ‡æ◊ËÕÀ“º≈‡©≈¬¢Õß√–∫∫‡™‘ß‡ âπ
∫∑§«“¡«‘™“°“√π’È®–Õ¿‘ª√“¬«‘∏’∑”´È”·∫∫π‘Ëß·≈–«‘∏’ª√‘¿Ÿ¡‘¬àÕ¬‰§√≈Õø∑’Ëπà“ π„® ‡√‘Ë¡μâπ®“°°“√π”‡ πÕ
À≈—°°“√∑—Ë«‰ª¢Õß«‘∏’∑”´È”Õ¬à“ßπ‘Ëß √–‡∫’¬∫«‘∏’æ◊Èπ∞“π¢Õß«‘∏’∑”´È”Õ¬à“ßπ‘Ëß∑’Ë ”§—≠∑’Ë®–æ‘®“√≥“ ‰¥â·°à
«‘∏’®“‚§∫’ «‘∏’‡°“ å-‰´‡¥≈ «‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß «‘∏’ºàÕπª√π‡°‘π·∫∫‡√àß «‘∏’∑”´È”∑’Ë¡’∞“π®“°‡°√‡¥’¬πμå
«‘∏’∑”´È”°”≈—ß ÕßπâÕ¬ ÿ¥ ·≈–«‘∏’§Õπ®Ÿ‡°μ ‡°√‡¥’¬πμå ‚¥¬°≈à“«∂÷ß·π«§‘¥ ¢—ÈπμÕπ«‘∏’„π°“√∑” È´” ·≈–
‡ß◊ËÕπ‰¢°“√≈Ÿà‡¢â“
„πÀ—«¢âÕ∑’Ë 2 ®–°≈à“«∂÷ß§«“¡√Ÿâæ◊Èπ∞“π„π°“√«‘‡§√“–Àå‡¡∑√‘°´å À—«¢âÕ∑’Ë 3 ®–°≈à“«∂÷ß·π«§‘¥
∑—Ë«‰ª·≈–√–‡∫’¬∫«‘∏’æ◊Èπ∞“π¢Õß«‘∏’∑”´È”Õ¬à“ßπ‘Ëß ‚¥¬Õ¿‘ª√“¬«‘∏’®“‚§∫’ «‘∏’‡°“ å-‰´‡¥≈ ·≈–«‘∏’ºàÕπª√π
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‡°‘π ◊∫‡π◊ËÕß  ”À√—∫«‘∏’∑”´È”Õ¬à“ßπ‘Ëß∑’Ëæ—≤π“μàÕ¬Õ¥®“°√–‡∫’¬∫«‘∏’¥—ß°≈à“« ‰¥â·°à «‘∏’ºàÕπª√π·∫∫‡√àß
«‘∏’∑”´È”∑’Ë¡’∞“π®“°‡°√‡¥’¬πμå ‡·≈–«‘∏’∑”´È”°”≈—ß ÕßπâÕ¬ ÿ¥ ®–°≈à“«∂÷ß„πÀ—«¢âÕ∑’Ë 4 ·≈– 5  ”À√—∫À—«¢âÕ
∑’Ë 6 ®–°≈à“«∂÷ß«‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå
2. §«“¡√Ÿâæ◊Èπ∞“π
 ”À√—∫·μà≈–®”π«ππ—∫ m ·≈– n „Àâ Mm,n( ) ·∑π‡´μ¢Õß‡¡∑√‘°´å®√‘ß¢π“¥ m Ó n ·≈–
·∑π Mm,n( ) ¥â«¬ Mn( )
∫∑π‘¬“¡∑’Ë 2.1 ‡√“‡√’¬°  «à“
ë ‡¡∑√‘°´å∑’Ë‡ªìπ∫«°·πàπÕπ (positive definite matrix) °ÁμàÕ‡¡◊ËÕ   ”À√—∫∑ÿ°
ë ‡¡∑√‘°´å≈¥∑Õπ‰¡à‰¥â (irreducible matrix) °ÁμàÕ‡¡◊ËÕ ¡’‡¡∑√‘°´å‡√’¬ß —∫‡ª≈’Ë¬π P ´÷Ëß
‚¥¬  ·≈–  ‡ªìπ‡¡∑√‘°´å®—μÿ√— 
ë ‡¡∑√‘°´å·π«∑·¬ß¡ÿ¡¢à¡Õ¬à“ßÕàÕπ (weak diagonal dominant matrix) °ÁμàÕ‡¡◊ËÕ  ”À√—∫
∑ÿ° i = 1,2,...,n
∂â“‡§√◊ËÕßÀ¡“¬ ≥ „πÕ ¡°“√¢â“ßμâπ°≈“¬‡ªìπ > ‡√’¬° A «à“‡¡∑√‘°´å·π«∑·¬ß¡ÿ¡¢à¡·∑â (strictly
diagonal dominant matrix)
ë ‡¡∑√‘°´å·∫∫·Õ≈ (L-matrix) °ÁμàÕ‡¡◊ËÕ   ”À√—∫∑ÿ° i ·≈–   ”À√—∫∑ÿ°
i ≠ j
∑ƒ…Æ’∫∑∑’Ë 2.1  „Àâ  ‡ªìπ‡¡∑√‘° å´ ¡¡“μ√∑’Ë‡ªìπ∫«°·πàπÕπ ·≈–  æ‘®“√≥“øíß°å™—π
®–‰¥â«à“ f ¡’§à“μË” ÿ¥∑’Ë x = A-1b
∫∑π‘¬“¡∑’Ë 2.2 ‡°√‡¥’¬πμå¢Õßøíß°å™—π  π‘¬“¡‚¥¬
∑ƒ…Æ’∫∑∑’Ë 2.2 1.  ”À√—∫  ®–‰¥â 
2.  ”À√—∫  ®–‰¥â 
3.  ”À√—∫  ®–‰¥â 
„π°“√æ‘®“√≥“°“√≈Ÿà‡¢â“¢Õß«‘∏’∑” È´”μà“ßÊ ‡√“„™âº≈§Ÿ≥¿“¬„π·∫∫ª√°μ‘·≈–πÕ√å¡·∫∫ª√°μ‘
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∫π  ´÷Ëß‡¢’¬π·∑π¥â«¬ —≠≈—°…≥å  ·≈–  μ“¡≈”¥—∫
3. ·π«§‘¥·≈–√–‡∫’¬∫«‘∏’æ◊Èπ∞“π¢Õß«‘∏’∑” È´”Õ¬à“ßπ‘Ëß
·π«§‘¥¢Õß«‘∏’∑”´È”Õ¬à“ßπ‘Ëß‡æ◊ËÕº≈‡©≈¬¢Õß√–∫∫‡™‘ß‡ âπ Ax = b ‡√‘Ë¡®“°°“√°”Àπ¥‡«°‡μÕ√å
‡√‘Ë¡μâπ x(0) μàÕ¡“®– √â“ß≈”¥—∫¢Õßº≈‡©≈¬‚¥¬ª√–¡“≥  ·≈–®–·∑π∑’Ë√–∫∫‡™‘ß‡ âπ Ax = b
¥â«¬√–∫∫∑”´È”
(1)
 ”À√—∫∫“ß‡¡∑√‘°´å®—μÿ√—  T ·≈– ”À√—∫∫“ß‡«°‡μÕ√å c „Àâ  ‡ªìπº≈‡©≈¬®√‘ß¢Õß Ax = b  ¡¡μ‘«à“
‡¡◊ËÕ  ®–‰¥â«à“  ‡ªìπ®ÿ¥μ√÷ß¢Õß√–∫∫∑” È´” (1) π—Ëπ§◊Õ
 = T  + c  (2)
¥—ßπ—Èπ√–‡∫’¬∫«‘∏’μà“ßÊ ¢Õß«‘∏’∑”´È”Õ¬à“ßπ‘Ëß®–‡ªìπ°“√À“‡¡∑√‘°´å T ·≈–‡«°‡μÕ√å c ∑’Ë∑”„Àâ√–∫∫∑” È´” (1)
≈Ÿà‡¢â“ Ÿàº≈‡©≈¬®√‘ß π—Ëπ§◊Õ ≈”¥—∫¢Õßº≈‡©≈¬‚¥¬ª√–¡“≥  ®–μâÕß≈Ÿà‡¢â“ Ÿà®¥μ√÷ß   ”À√—∫§à“
‡√‘Ë¡μâπ x(0) „¥Ê
∑ƒ…Æ’∫∑∑’Ë 3.1 ([4]) √–∫∫∑”´È” (1) ®–≈Ÿà‡¢â“ Ÿàº≈‡©≈¬®√‘ß´÷Ëß‡ªìπ®ÿ¥μ√÷ß¥—ß ¡°“√∑’Ë (2) °ÁμàÕ‡¡◊ËÕ T ‡ªìπ
‡¡∑√‘°´å≈Ÿà‡¢â“ π—Ëπ§◊Õ ρ(T) < 1
√–‡∫’¬∫æ◊Èπ∞“π∑’Ë ”§—≠‰¥â·°à «‘∏’®“‚§∫’ «‘∏’‡°“ å-‰´‡¥≈ ·≈–«‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß
3.1 «‘∏’®“‚§∫’
«‘∏’®“‚§∫’ [5] „™âÀ“º≈‡©≈¬√–∫∫‡™‘ß‡ âπ Ax = b ‡¡◊ËÕ·μà≈– ¡“™‘°„π·π«∑·¬ß¡ÿ¡À≈—°¢Õß A
‰¡à‡ªìπ 0 ‡√‘Ë¡®“°°“√·¬°‡¡∑√‘°´å A = L + D + U ‡¡◊ËÕ L ‡ªìπ‡¡∑√‘°´å·∫∫ “¡‡À≈’Ë¬¡≈à“ß D ‡ªìπ‡¡∑√‘°´å
∑·¬ß¡ÿ¡∑’ËÀ“º°º—π‰¥â (π—Ëπ§◊Õ·μà≈– ¡“™‘°„π·π«∑·¬ß¡ÿ¡À≈—°‰¡à‡∑à“°—∫»Ÿπ¬å) ·≈– U ‡ªìπ‡¡∑√‘°´å·∫∫
 “¡‡À≈’Ë¬¡∫π μàÕ¡“®—¥√Ÿª ¡°“√„À¡à‡ªìπ Dx = ›(L + U)x + b ¥—ßπ—Èπ ¡°“√°“√∑” È´”¢Õß«‘∏’®“‚§∫’ §◊Õ
 ‡¡◊ËÕ  ·≈– (3)
√Ÿª·∫∫∑’Ë™—¥·®âß¢Õß«‘∏’®“‚§∫’ “¡“√∂æ‘®“√≥“‰¥â¥—ßπ’È „π·μà≈– ¡°“√∑’Ë i ‡√“‰¥â«à“
‡π◊ËÕß®“°  ®–‰¥â«à“
(4)
º≈‡©≈¬∑’Ë‰¥â‡ªìπ®ÿ¥μ√÷ß∑’Ë Õ¥§≈âÕß°—∫√–∫∫∑” È´”  ¥—ßπ—Èπ√Ÿª·∫∫™—¥·®âß¢Õß«‘∏’
®“‚§∫’ §◊Õ
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(5)
∑ƒ…Æ’∫∑∑’Ë 3.2 ([6]) ∂â“ A ‡ªìπ‡¡∑√‘°´å·π«∑·¬ß¡ÿ¡¢à¡·∑â ·≈â««‘∏’®“‚§∫’∑’Ë Õ¥§≈âÕß®–≈Ÿà‡¢â“
«‘∏’∑”´È”∑’Ë·ª√‡ª≈’Ë¬π®“°«‘∏’®“‚§∫’ ‰¥â·°à «‘∏’®“‚§∫’·∫∫∂à«ßπÈ”Àπ—° (Weighted Jacobi Method)
[7] ´÷Ëß„™âμ—«·ª√‡ √‘¡  „π°“√§”π«≥°“√∑” È´”¥—ßπ’È
‡¡◊ËÕ ω = 1 ®–‡ªìπ«‘∏’®“‚§∫’·∫∫¥—Èß‡¥‘¡ μàÕ¡“„πªïß“π«‘®—¬ [8] «‘∏’®“‚§∫’‰¥â√—∫°“√ª√—∫ª√ÿß‡ªìπ«‘∏’®“‚§∫’
ºàÕπª√πμ“¡°”Àπ¥ (Scheduled Relaxation Jacobi Method) ´÷Ëß‡ªìπ«‘∏’∑” È´”∑’Ë≈Ÿà‡¢â“‡√Á«°«à“«‘∏’®“‚§∫’
¥—Èß‡¥‘¡Õ¬Ÿà¡“° ¬‘Ëß°«à“π—Èπ„πªï 2015 «‘∏’¥—ß°≈à“«‰¥â√—∫°“√æ—≤π“Õ’°§√—Èß„πß“π«‘®—¬ [9]
3.2 «‘∏’‡°“ å-‰´‡¥≈
«‘∏’‡°“ å-‰´‡¥≈À√◊Õ«‘∏’‡≈’¬∫¡—ππå (Liebmann Method) À√◊Õ«‘∏’·∑π∑’Ë ◊∫‡π◊ËÕß (Method of
Successive Replacement) ‡ªìπ«‘∏’∑”†n”¨Zàª√—∫ª√ÿß®“°«‘∏’®“‚§∫’ §‘¥§âπ¢÷Èπ§√—Èß·√°‚¥¬§“√å≈ ‡ø√¥‡¥Õ√‘°
‡°“ å [10] ·μà‰¡à‰¥âμ’æ‘¡æå‡º¬·æ√à Ÿà “∏“√≥– μàÕ¡“‰¥â¡’ºŸâ§‘¥§âπ·≈–μ’æ‘¡æå«‘∏’∑”´È”π’ÈÕ’°§√—Èß‚¥¬‰¡à∑√“∫
«à“¡’ºŸâ§‘¥§âπ‰¥â°àÕπ·≈â«§◊Õøî≈‘ªªá ≈ÿ¥«‘° øÕπ ‰´‡¥≈ (Phillip Ludvig von Siedel) ªï §.». 1874 ·≈–
‡≈’¬∫¡—ππå (Liebmann) [11] „πªï §.». 1918
«‘∏’‡°“ å-‰´‡¥≈ ”À√—∫À“º≈‡©≈¬√–∫∫‡™‘ß‡ âπ Ax = b ‡√‘Ë¡®“°°“√·¬°‡¡∑√‘°´å A = L + D + U
‡™àπ‡¥’¬«°—∫«‘∏’®“‚§∫’ ·μà„™â ¡°“√°“√∑”´È”‡ªìπ
 ‡¡◊ËÕ  ·≈– (6)
√Ÿª·∫∫™—¥·®âß¢Õß«‘∏’‡°“ å-‰´‡¥≈§◊Õ
(7)
«‘∏’‡°“ å-‰´‡¥≈®–≈Ÿà‡¢â“∂â“ A ‡ªìπ‡¡∑√‘°´å·π«∑·¬ß¡ÿ¡¢à¡·∑â ‚¥¬¡’Õ—μ√“‡√Á«„π°“√≈Ÿà‡¢â“¡“°°«à“«‘∏’®“‚§∫’
‡π◊ËÕß®“°«‘∏’π’È®–„™â§à“ xi μ—«„À¡à∑’Ë§”π«≥‰¥â·∑π§à“„π ¡°“√μàÕ‰ª∑—π∑’
3.3 «‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß
«‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß (SOR) §‘¥§âπ‚¥¬ David young „πªï §.». 1950 ‡ªìπ«‘∏’∑” È´”∑’Ë
ª√—∫ª√ÿß®“°«‘∏’®“‚§∫’·≈–«‘∏’‡°“ å-‰´‡¥≈‚¥¬‡æ‘Ë¡Õ—μ√“°“√≈Ÿà‡¢â“¢Õß°“√∑”´È” ‡√“„™â§«“¡√Ÿâ∑’Ë«à“∂â“√—»¡’ ‡ª°μ√—¡
¢Õß‡¡∑√‘°´å —¡ª√– ‘∑∏‘Ï¡’¢π“¥‡≈Á°Ê ·≈â«°“√≈Ÿà‡¢â“¢Õß°“√∑” È´”®–‡√Á«¢÷Èπ
®“°√–∫∫‡™‘ß‡ âπ Ax = b æ‘®“√≥“°“√·¬°‡¡∑√‘°´å A = L + D + U ‡™àπ‡¥’¬«°—∫«‘∏’®“‚§∫’
„Àâ  ‡ªìπ§à“§ß∑’Ë„¥Ê ∑’Ë‰¡à‡ªìπ»Ÿπ¬å ®–‰¥â«à“
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„Àâ  ‡√’¬°  «à“μ—«·ª√‡ √‘¡°“√ºàÕπª√π (relaxation parameter) ‡√“‰¥â ¡°“√°“√∑” È´”‡ªìπ
 —ß‡°μ«à“  ‡ªìπ‡¡∑√‘°´å·∫∫ “¡‡À≈’Ë¬¡≈à“ß∑’ËÀ“º°º—π‰¥â ‡√“®÷ß “¡“√∂„™â«‘∏’·∑π§à“‰ª¢â“ßÀπâ“
‡æ◊ËÕ À“  ‰¥â ‚¥¬√Ÿª™—¥·®âß ”À√—∫μ”·Àπàß∑’Ë i (i = 1,2,...,n) §◊Õ
æ‘®“√≥“°“√‡≈◊Õ° ω
ë °√≥’ ω = 1 ®–‡ªìπ«‘∏’‡°“ å-‰´‡¥≈
ë °√≥’ ω < 1 ®–‡√’¬°«à“«‘∏’ºàÕπª√πμË” (under-relaxed method)
ë °√≥’ ω > 1 ®–‡√’¬°«à“«‘∏’ºàÕπª√π‡°‘π (over-relaxed method)
‡√“®–‡¢’¬π ¡°“√„π√Ÿª®ÿ¥μ√÷ß §◊Õ  ‚¥¬∑’Ë
·≈– 
‡π◊ËÕß®“°Õ—μ√“°“√≈Ÿà‡¢â“¢Õß√–∫∫∑” È´”¢÷ÈπÕ¬Ÿà°—∫§à“√—»¡’ ‡ª°μ√—¡¢Õß‡¡∑√‘°´å∑”´È” ¥—ßπ—Èπ‡√“
μâÕß‡≈◊Õ° ω ∑’Ë∑”„Àâ√—»¡’ ‡ª°μ√—¡¢Õß‡¡∑√‘°´å∑”´È”  ¡’§à“πâÕ¬°«à“ 1 ·≈–¡’§à“πâÕ¬∑’Ë ÿ¥‡∑à“∑’Ë®–‡ªìπ
‰ª‰¥â
∑ƒ…Æ’∫∑∑’Ë 3.3 ∂â“   ”À√—∫·μà≈– i = 1,2,....,n ·≈â«  π—Ëπ§◊Õ «‘∏’ºàÕπª√π‡°‘π ◊∫
‡π◊ËÕß (SOR) ®–≈Ÿà‡¢â“∂â“ 
∫∑æ‘ Ÿ®πå  »÷°…“‰¥â®“° [12]
∑ƒ…Æ’∫∑∑’Ë 3.4 ([13], [14]) „Àâ A ‡ªìπ‡¡∑√‘°´å∑’Ë‡ªìπ∫«°·πàπÕπ·≈–‡¡∑√‘°´å “¡·π«‡©’¬ß ®–‰¥â«à“
 ·≈–μ—«‡≈◊Õ°‡À¡“–∑’Ë ÿ¥¢Õß ω  ”À√—∫«‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß §◊Õ
„π°√≥’π’È®–‰¥â 
μ—«Õ¬à“ß∑’Ë 3.1 æ‘®“√≥“√–∫∫‡™‘ß‡ âπ Ax = b ‡¡◊ËÕ
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√–∫∫¥—ß°≈à“«¡’º≈‡©≈¬®√‘ß§◊Õ  μàÕ‰ª®–æ‘®“√≥“°“√À“º≈‡©≈¬§à“ª√–¡“≥‚¥¬«‘∏’ºàÕπ
ª√π‡°‘π ◊∫‡π◊ËÕß ®–‡ÀÁπ«à“ A ‡ªìπ‡¡∑√‘°´å∑’Ë‡ªìπ∫«°·πàπÕπ·≈–‡¡∑√‘°´å “¡·π«‡©’¬ß ®–‰¥â«à“
‡≈◊Õ°‡«°‡μÕ√å‡√‘Ë¡μâπ  ®–‰¥â«à“ ¡°“√¢Õß°“√ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß∑’Ë  §◊Õ
„π°“√∑”´È”√Õ∫∑’Ë k ‡√“æ‘®“√≥“§à“§≈“¥‡§≈◊ËÕπ®“° Ÿμ√  ®“°°“√§”π«≥‚¥¬„™â‚ª√·°√¡
MATLAB ®–‰¥âμ“√“ß· ¥ßº≈≈—æ∏å°“√∑”´È”·≈–§à“§≈“¥‡§≈◊ËÕπ¥—ßπ’È
k x1
(k) x2
(k) x3
(k) §à“§≈“¥‡§≈◊ËÕπ
0 0 1 0 0.7071067812
1 ›0.8292 1.18198176 0.477599034 0.4023326257
2 ›0.613045117 1.5210078 0.669983393 0.2852129526
3 ›0.883029877 1.753447576 0.853477984 0.1264507867
4 ›0.908388407 1.881545396 0.925008 0.0683715063
5 ›0.969513924 1.945485801 0.968376045 0.028581093
6 ›0.981510232 1.975639836 0.985147753 0.0138797115
7 ›0.993596793 1.989345246 0.993893662 0.005654087
8 ›0.996556077 1.995415148 0.997263609 0.002593881
9 ›0.998781072 1.998052236 0.998891854 0.0010414379
10 ›0.999388907 1.999181067 0.999517899 0.0000461249
®–‡ÀÁπ«à“‡¡◊ËÕ∑”´È” 10 √Õ∫ º≈‡©≈¬§à“ª√–¡“≥∑’Ë‰¥â¡’§à“„°≈â‡§’¬ß°—∫º≈‡©≈¬®√‘ß
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4. «‘∏’ºàÕπª√π·∫∫‡√àß
«‘∏’ºàÕπª√π·∫∫‡√àß À√◊Õ«‘∏’  ‡ªìπ«‘∏’∑”´È”‡æ◊ËÕÀ“º≈‡©≈¬¢Õß√–∫∫‡™‘ß‡ âπ Ax = b ∑’Ë¡’
μ—«·ª√‡ √‘¡ 2 μ—«·ª√§◊Õ r ·≈– ω ‚¥¬ª√–¬ÿ°μå®“°«‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß ‡√‘Ë¡μâπ®“°°“√·¬°‡¡∑√‘°´å
A = L + D + U ‡™àπ‡¥’¬«°—∫«‘∏’®“‚§∫’ æ‘®“√≥“°“√∑” È´”„π√Ÿª·∫∫μàÕ‰ªπ’È
(8)
‡¡◊ËÕ  ‡ªìπ§à“§ß∑’Ë ´ ÷Ëß  ·≈–  §◊Õ§à“ª√–¡“≥‡√‘Ë¡μâπ¢Õßº≈‡©≈¬¢Õß ¡°“√ (8) ‚¥¬
°“√À“√¥â«¬  ®–‰¥â
‡¡◊ËÕ  ‡ß◊ËÕπ‰¢‡æ’¬ßæÕ‡æ◊ËÕ„Àâ  ≈Ÿà‡¢â“ Ÿàº≈‡©≈¬®√‘ß¢Õß√–∫∫‡™‘ß‡ âπ§◊Õ
 (9)
‚¥¬°“√‡∑’¬∫ —¡ª√– ‘∑∏‘Ï®–‰¥â
 , ·≈– 
„Àâ  ·≈–  ‡¡◊ËÕ r ·≈–  ‡ªìπμ—«·ª√‡ √‘¡ ®–‰¥â«à“ 
·≈–  ®–‰¥â
¥—ßπ—Èπ√Ÿª·∫∫™—¥·®âß¢Õß«‘∏’ AOR §◊Õ
‡¡◊ËÕ  ·≈–  ‡√“‡√’¬°æ“√“¡‘‡μÕ√å r «à“μ—«·ª√‡ √‘¡°“√‡√àß
(acceleration parameter) ·≈–‡√’¬° ω «à“μ—«·ª√‡ √‘¡°“√ºàÕπª√π °√≥’‡©æ“–∑’Ë ”§—≠¢Õß«‘∏’  ‰¥â·°à
ë §◊Õ «‘∏’®“‚§∫’
ë §◊Õ «‘∏’‡°“ å-‰´‡¥≈
ë §◊Õ «‘∏’ºàÕπª√πæ√âÕ¡°—π
ë §◊Õ «‘∏’ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß
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∑ƒ…Æ’∫∑∑’Ë 4.1 ([5]) ∂â“ A ‡ªìπ‡¡∑√‘°´å≈¥∑Õπ‰¡à‰¥â∑’Ë‡ªìπ‡¡∑√‘°´å∑·¬ß¡ÿ¡·π«¢à¡Õ¬à“ßÕàÕπ ·≈â«
«‘∏’  ®–≈Ÿà‡¢â“  ”À√—∫∑ÿ°  ·≈– .
®“°∑ƒ…Æ’∫∑π’È „π°√≥’∑’Ë‡¡∑√‘°´å —¡ª√– ‘∑∏‘Ï‡ªìπ‡¡∑√‘°´å∑’Ë‰¡à “¡“√∂≈¥√Ÿª‰¥â∑’Ë‡ªìπ‡¡∑√‘° å´
∑·¬ß¡ÿ¡¢à¡Õ¬à“ßÕàÕπ ‡√“‰¥â«à“«‘∏’®“‚§∫’·≈–«‘∏’‡°“ å-‰´‡¥≈®–≈Ÿà‡¢â“‡ ¡Õ  à«π«‘∏’ºàÕπª√πæ√âÕ¡°—π·≈–«‘∏’
ºàÕπª√π‡°‘π ◊∫‡π◊ËÕß®–≈Ÿà‡¢â“∂â“‡√“‡≈◊Õ° 
∑ƒ…Æ’∫∑∑’Ë 4.2 ([5]) ∂â“ A ‡ªìπ‡¡∑√‘°´å·∫∫·Õ≈ ·≈â« ”À√—∫∑ÿ°  ·≈– 
®–‰¥â«à“«‘∏’  ≈Ÿà‡¢â“°ÁμàÕ‡¡◊ËÕ«‘∏’®“‚§∫’≈Ÿà‡¢â“
5. «‘∏’∑”´È”∑’Ë¡’∞“π®“°‡°√‡¥’¬πμå‡·≈–«‘∏’∑” È´”°”≈—ß ÕßπâÕ¬ ÿ¥
∫∑§«“¡«‘®—¬ [15] ·≈– [16] ‰¥âπ”‡ πÕ«‘∏’∑” È´”„π√Ÿª∑—Ë«‰ª ”À√—∫√–∫∫‡™‘ß‡ âπ Ax = b ¥—ßπ’È
‡¡◊ËÕ G ‡ªìπ‡¡∑√‘°´å®—μÿ√— ∑’Ë‡À¡“– ¡·≈–  ‡ªìπμ—«ª√–°Õ∫°“√≈Ÿà‡¢â“ (convergent factor) ∑’Ë¡’§à“¡“°°«à“
0
«‘∏’∑”´È”¥—ß°≈à“«§√Õ∫§≈ÿ¡°√≥’‡©æ“–∑’Ë ”§—≠ ¥—ßπ’È
ë ∂â“ G = D-1 ·≈–  = 1 ·≈â««‘∏’∑” È´”¥—ß°≈à“«®–°≈“¬‡ªìπ«‘∏’®“‚§∫’
ë ∂â“ G = (L + D) ·≈–  = 1 ·≈â««‘∏’∑” È´”¥—ß°≈à“«®–°≈“¬‡ªìπ«‘∏’‡°“ å-‰´‡¥≈
„π°√≥’∑’Ë G = AT ‡√“‰¥â«‘∏’∑”´È”μàÕ‰ªπ’È´÷Ëß‡√’¬°«à“ «‘∏’∑”´È”∑’Ë¡’∞“π®“°‡°√‡¥’¬πμå (gradient-
based iterative method)
∑ƒ…Æ’∫∑∑’Ë 5.1 ([17])  ¡¡μ‘«à“  À√◊Õ  ‡¡◊ËÕ —≠≈—°…≥å  §◊Õ§à“
≈—°…≥–‡©æ“–¢Õß‡¡∑√‘°´å∑’Ë¡’§à“¡“°∑’Ë ÿ¥ æ‘®“√≥“«‘∏’∑”´È”´÷Ëßπ‘¬“¡‚¥¬
®–‰¥â«à“   ”À√—∫§à“‡√‘Ë¡μâπ  „¥Ê
æ‘®“√≥“√–∫∫‡™‘ß‡ âπ Ax = b ‡¡◊ËÕ A ‡ªìπ‡¡∑√‘°´å®√‘ß¢π“¥ m × n ·≈–   ¡¡μ‘«à“
√–∫∫¥—ß°≈à“«¡’º≈‡©≈¬ ‡√“‰¥â«à“¢âÕ§«“¡μàÕ‰ªπ’È ¡¡Ÿ≈°—π
(°) º≈‡©≈¬¥—ß°≈à“«¡’‡æ’¬ßº≈‡©≈¬‡¥’¬«
(¢) A ¡’§à“≈”¥—∫™—ÈπÀ≈—°‡μÁ¡ (full column rank) π—Ëπ§◊Õ rank A = n
(§)  À“º°º—π‰¥â
®“°¢âÕ (§) ®–‰¥â«à“º≈‡©≈¬‡¥’¬«¥—ß°≈à“«§◊Õ 
„π°√≥’∑’Ë  ‡√“‰¥â«‘∏’∑” È´”μàÕ‰ªπ’È´÷Ëß‡√’¬°«à“ «‘∏’∑”´È”°”≈—ß ÕßπâÕ¬ ÿ¥ (least
squares iterative method)
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∑ƒ…Æ’∫∑∑’Ë 5.2 ([17]) æ‘®“√≥“√–∫∫‡™‘ß‡ âπ Ax = b ‡¡◊ËÕ A ‡ªìπ‡¡∑√‘°´å®√‘ß¢π“¥ m × n ∑’Ë¡’§à“≈”¥—∫
™—ÈπÀ≈—°‡μÁ¡·≈–  „Àâ  æ‘®“√≥“«‘∏’∑” È´”
®–‰¥â«à“   ”À√—∫§à“‡√‘Ë¡μâπ x(0) „¥Ê
6. «‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå
6.1 ·π«§‘¥¢Õß«‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå
«‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå∂Ÿ°π”‰ª„™â·°âªí≠À“°“√À“§à“‡À¡“–∑’Ë ÿ¥∑’Ë‰¡à¡’‡ß◊ËÕπ‰¢∫—ß§—∫ ‡™àπ °“√
À“§à“æ≈—ßß“π∑’ËπâÕ¬∑’Ë ÿ¥ ‚¥¬«‘∏’π’È§‘¥§âπ‚¥¬ Magnus Hestenes ·≈– Eduard Stiefel „πß“π«‘®—¬ [18]
æ‘®“√≥“√–∫∫‡™‘ß‡ âπ Ax = b ‡¡◊ËÕ A ‡ªìπ‡¡∑√‘°´å ¡¡“μ√∑’Ë‡ªìπ∫«°·πàπÕπ π‘¬“¡º≈§Ÿ≥
¿“¬„π∑’Ë Õ¥§≈âÕß°—∫ A ‚¥¬
(10)
‚¥¬∫∑π‘¬“¡∑’Ë 2.1 ®–‰¥â«à“  ‡ªìπº≈§Ÿ≥¿“¬„π∫π  ·≈–®–°≈à“««à“‡«°‡μÕ√å v ·≈– w μ—Èß©“°°—π
°ÁμàÕ‡¡◊ËÕ  ‡√“π‘¬“¡πÕ√å¡∫π  ∑’Ë Õ¥§≈âÕß°—∫ A ‚¥¬   ”À√—∫·μà≈–
„Àâ x* ‡ªìπº≈‡©≈¬®√‘ß¢Õß√–∫∫ Ax = b ‚¥¬∑ƒ…Æ’∫∑∑’Ë 2.1 ®–‰¥â«à“ x* ‡ªìπ§à“μË” ÿ¥¢Õß
øíß°å™—π°”≈—ß Õß
®“°§«“¡√Ÿâ„π«‘™“·§≈§Ÿ≈— À≈“¬μ—«·ª√ ®–‰¥â«à“‡«°‡μÕ√å‡°√‡¥’¬πμå  ®–™’È‰ª¬—ß∑‘»∑“ß∑’Ë§«“¡™—π
¢Õß°√“ø¢Õßøíß°å™—π¡’§à“¡“°∑’Ë ÿ¥ „π¢≥–∑’Ë  ®–™’È‰ª¬—ß∑‘»∑“ß∑’Ë§«“¡™—π¢Õß°√“ø¡’§à“πâÕ¬ ÿ¥
‚¥¬∑ƒ…Æ’∫∑ 2.2 ®–‰¥â«à“
¥—ßπ—Èπ  ‡√’¬° r «à“‡ªìπ‡«°‡μÕ√å à«πμ°§â“ß ®–‡ÀÁπ«à“ r = 0 °ÁμàÕ‡¡◊ËÕ  π—Ëπ§◊Õ
x ®–‡ªìπº≈‡©≈¬®√‘ß¢Õß√–∫∫ ¡°“√ ¥—ßπ—Èπ‡√“®–ª√–¡“≥§à“  „π·μà≈–√Õ∫¥â«¬ ¡°“√
‡¡◊ËÕ  ·≈–  ‡ªìπ ‡°≈“√å∑’Ë· ¥ß∂÷ß√–¬–∑“ß¢Õß°“√‡§≈◊ËÕπ∑’Ë‰ª„π∑‘»∑“ß¥—ß°≈à“«
√Ÿª·∫∫∑—Ë«‰ª¢Õß°“√∑”´È”§√—Èß∑’Ë k+1 ®“°º≈≈—æ∏å„π°“√∑” È´”§√—Èß∑’Ë k  “¡“√∂‡¢’¬π‰¥â‡ªìπ
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 ‡¡◊ËÕ 
‚¥¬∑’Ë  μ—Èß©“°°—π‡∑’¬∫°—∫º≈§Ÿ≥¿“¬„π∑’Ëπ‘¬“¡‚¥¬ (10)
‡√“®– ¡¡μ‘„Àâ  ®–‰¥â«à“‡«°‡μÕ√å à«πμ°§â“ß  μàÕ¡“‡√“®–
ª√—∫ª√ÿß®ÿ¥‡√‘Ë¡μâπ‚¥¬°“√¬â“¬∑‘»∑“ßμ“¡‡«°‡μÕ√å  ®“°π—Èπ„Àâ  ¢—ÈπμÕπ°“√∑”´È”„π
≈”¥—∫μàÕ‰ª§◊Õ  ´÷Ëß‡√“®–‡≈◊Õ°  ∑’Ë Õ¥§≈âÕß°—∫‡«°‡μÕ√å à«πμ°§â“ß r(1)
´÷Ëß°“√À“§à“ t(1) ®–‡°‘¥¢÷Èπ‡¡◊ËÕ r(0) μ—Èß©“°°—∫ r(1) π—Ëπ§◊Õ
¥—ßπ—Èπ  ·≈–  ‡ªìπ§à“ª√–¡“≥¢Õß
º≈‡©≈¬„À¡à
 ¡¡μ‘„Àâ  ‡æ√“–∂â“ t(1) = 0 π—Ëπ§◊Õ r(0) = 0 ®–∑”„Àâ x(0) ‡ªìπ§à“º≈‡©≈¬®√‘ß ¢—ÈπμÕπ
μàÕ¡“‡√“®–ª√—∫ª√ÿß x(1) ‚¥¬°“√¬â“¬∑‘»∑“ßμ“¡ r(1) ‡√“®–‡≈◊Õ° v(2) ∑’Ë§Õπ®Ÿ‡°μ°—∫ v(1)= r(0) ¥—ßπ—Èπ‡√“®÷ß
„Àâ v(2) = r(1) + s(1)v(1) ‡¡◊ËÕ s1 ‡ªìπ§à“§ßμ—«´÷Ëß “¡“√∂À“‰¥â®“°°“√μ—Èß©“°°—π¢Õß v
(1) ·≈– v(2) π—Ëπ§◊Õ
¥—ßπ—Èπ  μàÕ¡“æ‘®“√≥“  ·≈–
¥—ßπ—Èπ  ‡¡◊ËÕ 
¢—ÈπμàÕ¡“‡√“®–ª√—∫ª√ÿß
‡√“®– √â“ß‡«°‡μÕ√å à«πμ°§â“ß„Àâ Õ¥§≈âÕß°—∫ ¡°“√¢â“ßμâπ‚¥¬   ®“°
π—ÈπÀ“§à“ t(2) ‚¥¬„™â ¡∫—μ‘°“√μ—Èß©“°°—π¢Õß r(1) ·≈– r(2)
¥—ßπ—Èπ 
 ¡¡μ‘„Àâ  ‡æ√“–∂â“  π—Ëπ§◊Õ  ®–∑”„Àâ x(1) ‡ªìπ§à“º≈‡©≈¬®√‘ß ∑”
‡™àππ’ÈμàÕ‰ª‡√◊ËÕ¬Ê ®πμ”·Àπàß∑’Ë k ´÷Ëß‡√“‰¥â √â“ß‡«°‡μÕ√å§Õπ®Ÿ‡°μ  ·≈–‰¥âª√–¡“≥
§à“º≈‡©≈¬  ·≈â«®–‰¥â ¡°“√  ‡¡◊ËÕ  ‚¥¬
  ”À√—∫ i < k ·≈– “¡“√∂ª√—∫ª√ÿßº≈‡©≈¬‰¥â‡ªìπ
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‡¡◊Ë Õ  ·≈–  ¢π“¥¢Õß
 μâÕß¡’§à“πâÕ¬∑’Ë ÿ¥‡∑à“∑’Ë®–‡ªìπ‰ª‰¥â·≈–μ—Èß©“°°—∫   ”À√—∫∑ÿ° k
«‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå¡’ª√– ‘∑∏‘¿“æ°“√§”π«≥ Ÿß‡¡◊ËÕ‡∑’¬∫°—∫«‘∏’Õ◊ËπÊ  “¡“√∂„™â‰¥â°—∫§à“
‡√‘Ë¡μâπ x(0) „¥Ê °“√ª√–¡“≥§à“º≈‡©≈¬  ‰ª®π∂÷ß§à“º≈‡©≈¬∑’Ë∂Ÿ°μâÕß ·≈–‡¢â“ Ÿâº≈‡©≈¬∑’Ë∂Ÿ°
μâÕß„π°“√∑”´È”‡æ’¬ß n §√—ÈßÀ“°√–∫∫ ¡°“√π—Èπª√–°Õ∫¥â«¬ n  ¡°“√ ´÷ËßÕ—μ√“°“√≈Ÿà‡¢â“¢Õß«‘∏’§Õπ®Ÿ‡°μ
‡°√‡¥’¬πμå ¢÷ÈπÕ¬Ÿà°—∫μ—«‡≈¢ ¿“«– (condition number) ¢Õß‡¡∑√‘°´å A π—Èπ§◊Õ ∂â“§à“μ—«‡≈¢ ¿“«–¢Õß
‡¡∑√‘°´å A ¡’§à“¡“°®–∑”„ÀâÕ—μ√“°“√≈Ÿà‡¢â“ Ÿà§à“º≈‡©≈¬®√‘ß™â“≈ß ·≈–§à“º≈‡©≈¬∑’Ë‰¥â®–‡ªìπº≈‡©≈¬∑’Ë∂Ÿ°
μâÕß‡æ√“–   μ—Èß©“°°—∫∑ÿ°‡«°‡μÕ√å  ¥—ßπ—Èπ  π—Ëπ§◊Õ 
6.2 ¢—ÈπμÕπ«‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå·≈–μ—«Õ¬à“ß°“√§”π«≥
®“°°“√æ‘®“√≥“„πÀ—«¢âÕ 6.1 ‡√“‰¥â¢—ÈπμÕπ«‘∏’¥—ßπ’È
¢—ÈπμÕπ«‘∏’∑’Ë 6.1 «‘∏’§Õπ®Ÿ‡°μ‡°√‡¥’¬πμå
1. °”Àπ¥‡«°‡μÕ√å‡√‘Ë¡μâπ x(0) ·≈â«§”π«≥‡«°‡μÕ√å à«πμ°§â“ß r(0) = b › Ax(0) ·≈–‡«°‡μÕ√å
‡°√‡¥’¬πμå 
2.  ”À√—∫ k = 0,1,... ®π°√–∑—Ëß‡√‘Ë¡≈Ÿà‡¢â“ Ÿâ§”μÕ∫‡¡◊ËÕ‡«°‡μÕ√å à«πμ°§â“ß  ¡’§à“μË” ÿ¥
®“°π—Èπ‡¢â“ Ÿà°√–∫«π°“√∑” È´”  ‡¡◊ËÕ  §◊Õ§à“ ‡°≈“√å· ¥ß∑‘»∑“ß°“√≈Ÿà
‡¢â“ Ÿà§”μÕ∫‚¥¬∑’Ë¡’‡ß◊ËÕπ‰¢®”‡ªìπ§◊Õ   ”À√—∫∑ÿ° k
3. §”π«≥§à“ 
4. À“‡«°‡μÕ√å à«πμ°§â“ß  À“°§à“  §√∫°”Àπ¥μ“¡
‡ß◊ËÕπ‰¢·≈â«„Àâ®∫°“√§”π«≥
5. À“°¬—ß‰¡à‡ªìπ®√‘ß„Àâ§”π«≥μàÕ‰ª      ®–
  ‘Èπ ÿ¥°√–∫«π°“√∑”´È”‚¥¬º≈‡©≈¬∑’Ë‰¥â§◊Õ 
∑ƒ…Æ’∫∑∑’Ë 6.1 „Àâ  ·≈–   ¡¡μ‘«à“ A ‡ªìπ‡¡∑√‘°´å ¡¡“μ√∑’Ë‡ªìπ∫«°·πàπÕπ ‡¡◊ËÕ
‡√“„™â¢—ÈπμÕπ«‘∏’∑’Ë 6.1 ®–‰¥â«à“
1)  ‡ªìπ∞“πÀ≈—°‡™‘ßμ—Èß©“°‡∑’¬∫°—∫º≈§Ÿ≥¿“¬„π·∫∫ª√°μ‘∫π 
2)  ‡ªìπ∞“πÀ≈—°‡™‘ßμ—Èß©“°‡∑’¬∫°—∫º≈§Ÿ≥¿“¬„π∫π  ∑’Ëπ‘¬“¡‚¥¬ (10)
3)   ”À√—∫∑ÿ° 1 ≤ k ≤ n
4)
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μ—«Õ¬à“ß∑’Ë 6.1 æ‘®“√≥“√–∫∫ ¡°“√‡™‘ß‡ âπ Ax = b ‡¡◊ËÕ
√–∫∫ ¡°“√π’È¡’º≈‡©≈¬®√‘ß§◊Õ x* =  2 5 -6 T ·≈–°”Àπ¥‡«°‡μÕ√å‡√‘Ë¡μâπ 
®–‰¥â‡«°‡μÕ√å à«πμ°§â“ß  ·≈–‡«°‡μÕ√å§Õπ®Ÿ‡°μ∫Õ°∑‘»∑“ßμ—«·√°
§◊Õ  ¥—ßπ—Èπ
„π≈”¥—∫μàÕ‰ª‡√“®–§”π«≥‡«°‡μÕ√å à«πμ°§â“ß  ∑’Ë Õ¥§≈âÕß°—∫  ·≈–‡«°‡μÕ√å§Õπ-
®Ÿ‡°μ∫Õ°∑‘»∑“ß 
 ·≈– 
‡¡◊ËÕ‰¥â§à“ v(2)  —ß‡°μ«à“  ®–‰¥â«à“
‡π◊ËÕß®“°‡√“ π„®‡¡∑√‘°´å¢π“¥ 3 × 3 ¢—ÈπμÕππ’È®÷ß‡ªìπ¢—ÈπμÕπ ÿ¥∑â“¬·≈–‡√“®–‰¥â§à“º≈‡©≈¬®√‘ß ‡√‘Ë¡®“°
§”π«≥§à“  ‡«°‡μÕ√å§Õπ®Ÿ‡°μ∫Õ°∑‘»∑“ßμ—« ÿ¥∑â“¬ ”À√—∫√–∫∫
 ¡°“√π’È§◊Õ
¥—ßπ—Èπ §à“º≈‡©≈¬§◊Õ 
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