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SHARP HARDY INEQUALITIES VIA RIEMANNIAN SUBMANIFOLDS
YUNXIA CHEN AND WEI ZHAO
Abstract. This paper is devoted to Hardy inequalities concerning distance functions from submanifolds of
arbitrary codimensions in the Riemannian setting. On a Riemannian manifold with non-negative curvature,
sharp weighted Hardy inequalities are established in the cases when the submanifold is compact as well
as non-compact. Moreover, these inequalities remain valid even if the total manifold is compact, in which
case we find an optimal space of smooth functions to study Hardy inequalities. Further examples are
also provided. Our results complement in several aspects those obtained recently in the Euclidean and
Riemannian settings.
1. Introduction
It is well-known that Hardy inequalities play a prominent role in the theory of linear and nonlinear
partial differential equations (cf. [3,6,9,18,19,43,44], etc.). The classical Hardy inequality states that for
any natural number m ≥ 2 and real number p > 1,∫
Ω
|∇u|pdx ≥
∣∣∣∣p−mp
∣∣∣∣p ∫
Ω
|u|p
|x|pdx, ∀u ∈ C
∞
0 (Ω\{0}), (1.1)
where Ω ⊂ Rm is a (possibly unbounded) domain containing the origin 0. In particular, the constant
|(p−m)/p|p is sharp (see for instance Hardy et al. [26]). On the other hand, for a (possibly unbounded)
convex domain Ω ⊂ Rm with smooth compact boundary, the Hardy inequality asserts∫
Ω
|∇u|pdx ≥
(
p− 1
p
)p ∫
Ω
|u|p
rp
dx, ∀u ∈ C∞0 (Ω), (1.2)
where r(x) := d(∂Ω, x) is the distance between ∂Ω and x. Particularly, the constant ((p− 1)/p)p is still
sharp (see Marcus et al. [35] for example). Moreover, several authors showed that (1.2) remains valid
for more general domains if certain analytic conditions hold. Refer to [2, 20–22, 36] and the bibliography
therein. However, the convexity assumption is restrictive while analytic conditions are hard to verify. Thus
a mild geometric assumption, weak mean convexity, was introduced in Lewis, Li and Li [32], in which
case (1.2) remains optimal. The convexity requires the non-negativity of all the principal curvatures of
the boundary, whereas the weakly mean convexity only needs the non-negativity of their trace, the mean
curvature. Furthermore, Psaradakis in [40] showed that weakly mean convexity is equivalent to ∆r ≤ 0.
These facts lead to a further study of the relation between boundary curvature and the Hardy inequality,
cf. Balinsky et al. [1] and Filippas et al. [23], etc..
From a point of view of submanifold geometry, both (1.1) and (1.2) are the Hardy inequalities concerned
with the distance from closed submanifolds of special codimensions. For the general case, a sharp Hardy
inequality was established in Barbatis, Filippas and Tertikas [4]. More precisely, let Ω be a domain in Rm
and let N be a surface/closed submanifold of codimension k satisfying one of the following conditions:
(a) k = m and N = {0} ⊂ Ω; (b) k = 1 and N = ∂Ω; (c) 2 ≤ k ≤ m− 1 and Ω ∩N 6= ∅.
Given p > 1 with p 6= k, suppose that r(x) := d(N, x) satisfies
∆p r
p−k
p−1 ≤ 0 in Ω\N, (1.3)
where ∆p is the p-Laplace operator. Then there holds∫
Ω
|∇u|pdx ≥
∣∣∣∣p− kp
∣∣∣∣p ∫
Ω
|u|p
rp
dx, ∀u ∈ C∞0 (Ω\N). (1.4)
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In particular, the constant |(p− k)/p|p is best providing supx∈Ω r(x) < ∞. Moreover, there are several
optimal improved versions of (1.4) in Barbatis et al. [4]. Also refer to [8, 17,21], etc., for further results.
Although the general Hardy inequality has been established, there are a number of issues which are
unclear yet. For example, as (1.4) becomes (1.1) and (1.2) when N = {0} and N = ∂Ω respectively, in
both cases the finiteness of supx∈Ω r(x) is unnecessary for the sharpness. So this raises a nature question
as to whether (1.4) remains optimal even if r(x) is unbounded. Besides, since (1.3) is not easy to check,
another interesting question is how to replace this assumption by a geometric characterization. However,
up to now, limited work has been done to study these problems.
On the other hand, there has been recently tremendous interest in developing the Hardy inequalities in
the Riemannian framework. As far as we know, Carron [11] was the first who studied weighted L2-Hardy
inequalities on Riemannian manifolds. Inspired by [11], a systematic study is carried out by Berchio,
Ganguly and Grillo [5], D’Ambrosio and Dipierro [17], Kombe and O¨zaydin [33, 34], Thiam [42], Yang,
Su and Kong [46], etc. In particular, (1.1) has been successfully generalized to complete non-compact
Riemannian manifolds with non-positive sectional curvature.
Despite a large quantity of contributions to the generalization of (1.1), few results are available con-
cerning the investigation of (1.2) in the category of Riemannian manifolds, not to mention (1.4). Thus, a
challenge question is to identify total manifolds as well as submanifolds on which sharp Hardy inequalities
like (1.4) can be established? Until now there has been no answers available in the literature.
The purpose of the present paper is to address all the aforementioned questions. In order to state
our main results, we introduce some notations first (for details, see Section 2). Let (M, g) be an m-
dimensional complete Riemannian manifold. Denote by RicM (resp., KM ) the Ricci curvature (resp., the
sectional curvature) of M . Let i : N ↪→M be a closed submanifold (without boundary) of codimension k.
Particularly, N is a singleton {o} when k = m. Recall that N is said to be minimal if the mean curvature
vanishes identically. And we define N to be weakly mean convex in a similar way to the Euclidean
case. Let Ω ⊂ M be a non-empty domain (with piecewise smooth boundary or without boundary). Set
C∞0 (Ω, N) := {u ∈ C∞0 (Ω) : u(N) = 0}. Thus our first main result reads as follows.
Theorem 1.1. Let (M, g) be an m(≥ 2)-dimensional complete (possibly compact) Riemannian manifold
and let i : N ↪→ M be a closed submanifold of codimension k(≥ 1). Set r(x) := d(N, x). Let Ω be a
non-empty domain in M . Suppose one of the following conditions holds:
• RicM ≥ 0, k = m, N = {o} and Ω = M ;
• RicM ≥ 0, k = 1 and N = ∂Ω is weakly mean convex;
• KM ≥ 0, 1 ≤ k ≤ m− 1, N is minimal and Ω = M .
Thus, for any p, β ∈ R with 1 < p 6= k and β < −k, the following statements are true:
(a) There always holds∫
Ω
|∇u|prp+βdvolg ≥
∣∣∣∣β + kp
∣∣∣∣p ∫
Ω
|u|prβdvolg, ∀u ∈ C∞0 (Ω\N). (1.5)
In particular, if N is compact, then (1.5) is optimal in the following sense∣∣∣∣β + kp
∣∣∣∣p = infu∈C∞0 (Ω\N)\{0}
∫
Ω |∇u|prp+βdvolg∫
Ω |u|prβdvolg
.
However, this optimal constant cannot be achieved.
(b) If p, β satisfy p+ β > −k, then∫
Ω
|∇u|prp+βdvolg ≥
∣∣∣∣β + kp
∣∣∣∣p ∫
Ω
|u|prβdvolg, ∀u ∈ C∞0 (Ω, N), (1.6)
In particular, if N is compact, then (1.6) is optimal in the following sense∣∣∣∣β + kp
∣∣∣∣p = infu∈C∞0 (Ω,N)\{0}
∫
Ω |∇u|prp+βdvolg∫
Ω |u|prβdvolg
. (1.7)
However, this optimal constant cannot be achieved.
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Now we give two remarks on this theorem:
• Theorem 1.1 presents geometric descriptions of total manifolds as well as submanifolds on which
Hardy inequalities hold. In particular, the curvature here is non-negative. This assumption is not
only different from the usual one that the manifold has non-positive curvature, but also natural
because Soul theorem (cf. Cheeger and Gromoll [12]) implies that every complete non-compact
Riemannian manifold with non-negative sectional curvature always has a minimal submanifold,
whereas there can be no compact minimal submanifolds in a simply-connected complete Riemann-
ian manifold of non-positive sectional curvature, i.e., Cartan-Hadamard manifold (cf. Frankel [24]);
• Another distinct assumption here is that the total manifold could be compact. And Statement (b)
presents an optimal Hardy inequality in this case, which is genuinely new even in the Euclidean
setting. Besides, the requirement p + β > −k is very weak; indeed, it is necessary for the local
integrability of rp+β over M (see Lemma 2.6 below). Last but not least, the theorem indicates
that Hardy inequalities can be extended to a larger space C∞0 (Ω, N) than C∞0 (Ω\N). And the
following example implies that C∞0 (Ω, N) is an “optimal” space to study Hardy inequalities if M
is compact.
Example 1. Let (M, g) be the flat torus T = S1 × S1 and N = S1 × {o}, where o is a fixed point in S1.
Thus, KM ≡ 0 and N is a minimal submanifold. Hence, Theorem 1.1 yields for any p > 1,∫
M
|∇u|pdvolg ≥
(
p− 1
p
)p ∫
M
|u|p
rp
dvolg, ∀u ∈ C∞0 (M,N).
On one hand, this inequality is invalid for C∞0 (M) because the total manifold M is compact, in which case
constant functions belong to C∞0 (M). On the other hand, although the inequality holds for C∞0 (M\N),
we have C∞0 (M\N) ⊂ C∞0 (M,N) = {u ∈ C∞(M) : u(N) = 0}.
The compactness of submanifolds plays an important role in Theorem 1.1. In particular, even though
r(x) is unbounded, the sharpness still holds when N is compact, which coincides with the cases of (1.1)
and (1.2). Alternatively, for non-compact submanifolds, inspired by Barbatis et al. [4], we obtain the
following result by requiring the finiteness of supx∈M r(x).
Theorem 1.2. Let (M, g) be an m(≥ 2)-dimensional complete (possibly compact) Riemannian manifold
and let i : N ↪→ M be a closed submanifold of codimension k(≥ 1). Set r(x) := d(N, x). Let Ω be a
non-empty domain in M with supx∈Ω r(x) <∞. Suppose one of the following conditions holds:
• RicM ≥ 0, k = m, N = {o} ⊂ Ω;
• RicM ≥ 0, k = 1 and N = ∂Ω is weakly mean convex;
• KM ≥ 0, 1 ≤ k ≤ m− 1, N is minimal and Ω ∩N 6= ∅.
For any p, β ∈ R with 1 < p 6= k and β < −k, the following statements hold:
(a’) There exists a constant T = T (p, β, k) > 1 such that for any D ≥ T supx∈Ω r(x), one has∫
Ω
|∇u|prp+βdvolg ≥
∣∣∣∣β + kp
∣∣∣∣p ∫
Ω
|u|prβdvolg + p− 1
2p
∣∣∣∣β + kp
∣∣∣∣p−2 ∫
Ω
|u|prβ log−2
(
D
r
)
dvolg, (1.8)
for any u ∈ C∞0 (Ω\N). Furthermore, (1.8) is optimal in the following sense∣∣∣∣β + kp
∣∣∣∣p = infu∈C∞0 (Ω\N)\{0}
∫
Ω |∇u|prp+βdvolg∫
Ω |u|prβdvolg
, (1.9)
p− 1
2p
∣∣∣∣β + kp
∣∣∣∣p−2 = infu∈C∞0 (Ω\N)\{0}
∫
Ω |∇u|prp+βdvolg −
∣∣∣β+kp ∣∣∣p ∫Ω |u|prβdvolg∫
Ω |u|prβ log−2
(
D
r
)
dvolg
.
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(b’) If p, β satisfy p+ β > −k, then (1.8) is valid for u ∈ C∞0 (Ω, N). In particular, these inequalities
are still optimal in the following sense∣∣∣∣β + kp
∣∣∣∣p = infu∈C∞0 (Ω,N)\{0}
∫
Ω |∇u|prp+βdvolg∫
Ω |u|prβdvolg
, (1.10)
p− 1
2p
∣∣∣∣β + kp
∣∣∣∣p−2 = infu∈C∞0 (Ω,N)\{0}
∫
Ω |∇u|prp+βdvolg −
∣∣∣β+kp ∣∣∣p ∫Ω |u|prβdvolg∫
Ω |u|prβ log−2
(
D
r
)
dvolg
.
Theorem 1.2 presents a weighted-version as well as a compact-total-space-version of Barbatis et al. [4,
Theorem A] in the context of Riemannian manifolds. In particular, it is not hard to see that both (1.9) and
(1.10) remains valid without the assumption D ≥ T supx∈Ω r(x), which can be viewed as two extensions
of (1.4). In addition, comparing Statements (a’) with Statement (b’), it is quite surprising that both of
these constants remain best for C∞0 (Ω, N), which together with Theorem 1.1/(b) implies that C∞0 (Ω, N)
is an excellent candidate for studying Hardy inequalities.
In the following, we investigate briefly the influence of curvature on the validity of Hardy inequalities
in Theorems 1.1&1.2. It is well-known that Hardy inequalities are the limiting cases of Caffarelli-Kohn-
Nirenberg (CKN) inequalities. For a manifold of non-negative Ricci curvature, the validity of CKN
inequalities usually means the flatness of the manifold, i.e., the sectional curvature is identically zero (cf.
Carmo and Xia [10], Krista´ly [31] and Xia [45], etc.). However, this is another story for Hardy inequalities.
For instance, although a 2-dimensional unit sphere S2 has strictly positive Ricci/sectional curvature 1, we
always have a sphere version of (1.2) (see Example 3 below), i.e., for any p > 1,∫
S2+
|∇u|p dvolg ≥
(
p− 1
p
)p ∫
S2+
|u|p
rp
dvolg, ∀u ∈ C∞0 (S2+).
where S2+ is the upper hemisphere of S2 and r(x) := d(∂S2+, x) is the distance between ∂S2+ and x on S2.
On the other hand, the subtle differences do occur between the flat case and the curved case. For
example, consider the non-weighted Hardy inequalities (i.e., p + β = 0) in Theorems 1.1&1.2. Usually
we have to require p > k because of the impact of the Ricci/sectional curvature and the mean curvature.
However, if the total manifold is flat while the submanifold is minimal, then this requirement can be
eliminated. See Theorem 5.2 below for the formulation of such statements.
The paper is organized as follows. Section 2 is devoted to the comparison theorems in submanifold
geometry. In Section 3 we prove Theorem 1.1 and study the Hardy inequalities with logarithmic weights.
The proof of Theorem 1.2 is given in Section 4. In Section 5 we deal with the flat case. Some interesting
examples are presented in Section 6, which show the validity of Theorems 1.1, 1.2 and 5.2. We devote
Appendix A to weighted Sobolev spaces on Riemannian manifolds, which provides some necessary tools
used throughout the previous sections.
2. Riemannian submanifolds
In this section, we always assume that (M, g) is an m(≥ 2)-dimensional complete Riemannian manifold
and i : N ↪→ M is an n-dimensional (connected) closed submanifold (cf. Chern et al. [13, p. 21]) without
boundary, where 0 ≤ n ≤ m − 1. Briefly speaking, (i,N) is a regular submanifold of M and i(N) is a
closed set of M . In particular, N is a pole (i.e., singleton) if n = 0. For simplicity of presentation, we
prefer to use the dimension n of N rather than the codimension k = m− n.
2.1. Fermi coordinates. We recall some definitions and properties of submanifold geometry, especially
Fermi coordinates. See Chavel [14, Section 3.6, Section 7.3] and Heintze-Karcher [28] for details.
Let (M, g) and N be the total manifold and the submanifold described above. Let VN (resp., VSN)
denote the normal bundle (resp., the unit normal bundle) of N in M . The fiber of VN (resp., VSN) at
x ∈ N is denoted by VxN (resp., VSxN).
The second fundamental form B of N in M , for every x ∈ N , is a vector-valued symmetric form
B : TxN × TxN → VxN , given by
B(X,Y ) := (∇XY )⊥,
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where Y is any extension of Y to a tangent vector field on N , ∇ is the Levi-Civita connection of (M, g),
and the superscript ⊥ denotes the projection onto VxN . Given n ∈ VSxN , the Weingarten map An :
TxN → TxN is defined by
An(X) := −(∇Xn)>,
where n is any extension of n to a normal vector field on N , and the superscript > denotes the projection
onto TxN . The mean curvature is defined by
H := tri∗gB.
For any n ∈ VSxN , there holds trAn = g(H,n). And N is said to be a minimal submanifold if H vanishes
identically. Inspired by Lewis, Li and Li [32], we introduce the following definition.
Definition 2.1. Let (M, g) be an m-dimensional Riemannian manifold and let i : N ↪→M be an (m−1)-
dimensional submanifold. N is said to be weakly mean convex, if there exists an open subset Ω ⊂M such
that ∂Ω = N and trAn ≥ 0 for any inward normal vector n with respect to Ω.
Remark 1. The definition of mean curvature in Chavel [14] is different from the one in Lewis et al. [32]
by a factor −1. Hence, here the weakly mean convexity needs the non-negativity of the mean curvature
with respect to the inward normal vectors.
Remark 2. A totally geodesic submanifold (i.e., B ≡ 0) is always a minimal submanifold while a convex
hypersurface is always a weakly mean convex hypersurface. Here, a convex hypersurface is the boundary
of an open subset such that g(B,n) is non-negative definite for any inward normal vector n.
The exponential map of normal bundle Exp : VN →M is defined as
Exp(n) := exppi(n)(n),
where pi : VN → N is the bundle projection and exppi(n) : Tpi(n)M →M is the exponential map. According
to Gray [25] and O’Neill [39], given x ∈ N , there exists a neighbourhood U ⊂ N of x and x > 0 such
that Exp |pi−1[U ]∩B(U,x) is a diffeomorphism of pi−1[U ] ∩ B(U, x), where B(U, x) := {y ∈ ∪z∈UTzM : 0 <
|y| < x}. In particular, if N is compact, there exists a small  > 0 such that Exp∗tn is nonsingular for
all t ∈ [0, ) and n ∈ VSN .
The so-called Fermi coordinates (t,n) ∈ (0,∞)×VSN are defined by the map E : [0,∞)×VSN →M ,
(t,n) 7→ Exp(tn). In particular, we have the following fact (cf. Chavel [14, p.133]).
Lemma 2.2. Let E : [0,∞)×VSN →M be defined as (t,n) 7→ Exp(tn). If E(t,n) is well-defined, then
(i) γn(t) := E(t,n), t ≥ 0 is a normal geodesic from N with the initial velocity n;
(ii) ∂∂t = E∗(t,n)n = γ˙n(t), i.e., the tangent vector of γn(t) at t;
(iii) given X ∈ Tpi(n)N , JX(t) := E∗(t,n)X is a Jacobi field along γn(t), orthogonal to γn, with
JX(0) = X, J
′
X(0) := (∇tJX)(0) = −An(X);
(iv) given y ∈ Vpi(n)N ∩ n⊥, Jy(t) := E∗(t,n)y is a Jacobi field along γn(t), orthogonal to γn, with
Jy(0) = 0, J
′
y(0) = (∇tJy)(0) = y,
where n⊥ := {y ∈ Tpi(n)M : g(n, y) = 0}.
Let R denote the curvature tensor of (M, g), i.e.,
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
where X,Y, Z are three smooth vector fields on M . Given n ∈ VSxN , denote by Pt;n the parallel transport
along γn from Tγn(0)M to Tγn(t)M for all t ≥ 0. Set R := R ( · , γ˙n(t)) γ˙n(t) and
R(t,n) := P−1t;n ◦R ◦ Pt;n : n⊥ → n⊥.
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Let A(t,n) be the solution of the matrix (or linear transformation) ordinary differential equation on n⊥:
A′′(t,n) +R(t,n)A(t,n) = 0,
A(0,n)|TxN = Id |TxN , A′(0,n)|TxN = −An,
A(0,n)|VxN∩n⊥ = 0, A′(0,n)|VxN∩n⊥ = Id |VxN∩n⊥ ,
(2.1)
where A′ = ddtA and A′′ = d
2
dt2
A. Thus, Lemma 2.2 indicates
∂
∂t = γ˙n(t) = Pt;nn,
JX(t) = E∗(t,n)X = Pt;nA(t,n)X, ∀X ∈ TxN,
Jy(t) = E∗(t,n)y = Pt;nA(t,n)y, ∀ y ∈ VxN ∩ n⊥.
Moreover, (2.1) yields
lim
t→0+
detA(t,n)
tm−n−1
= 1,
(detA(t,n))′
detA(t,n) =
(m− n− 1)
t
− trAn +O(t). (2.2)
Given n ∈ VSN , the distance to the focal cut point of N along γn is defined as
cV(n) := sup{t > 0 : d(N, γn(t)) = t}.
Thus detA(t,n) > 0 for any t ∈ (0, cV(n)). In addition, one can introduce
VC(N) := {cV(n)n : cV(n) < +∞,n ∈ VSN}, VC (N) := ExpVC(N),
VD(N) := {tn : 0 < t < cV(n), n ∈ VSN} , VD(N) := ExpVD(N).
According to Chavel [14, p. 105ff, p. 134], the following result holds.
Lemma 2.3. Let (M, g) be an m-dimensional complete Riemannian manifold and let i : N ↪→ M be an
n-dimensional closed submanifold. Then the following statements are true:
(i) γn(t), t ∈ [0, cV(n)] is a minimal geodesic from N to γn(cV(n)). In particular, for any 0 < t <
cV(n), γn is the unique minimal geodesic from N to γn(t).
(ii) cV : VSN → (0,+∞] is a continuous function. Hence, VC (N) is a set of Lebesgue measure 0.
(iii) The map Exp : VD(N)→ VD(N) is a diffeomorphism. Particularly, VD(N) = M\ (VC (N) ∪N).
In the sequel, we recall the further properties of detA(t,n). Firstly, the proof of the Heintze-Karcher
theorem [28] (also see Chavel [14, Theorem 7.5]) furnishes the following result.
Theorem 2.4 (Heintze-Karcher theorem). Let (M, g) be an m-dimensional complete Riemannian mani-
fold with KM ≥ K and let i : N ↪→M be an n(≥ 1)-dimensional closed submanifold. For any n ∈ VSN ,
we have
(detA(t,n))′
detA(t,n) ≤
(detAK(t))′
detAK(t) , for 0 < t < cV(n),
where
detAK(t) := sm−n−1K (t) ·
n∏
α=1
(
s′K(t)− λα sK(t)
)
,
and {λα}nα=1 are the eigenvalues of An with respect to some orthonormal basis of Tpi(n)N . Moreover,
detA(t,n) ≤
[
s′K(t)−
trAn
n
sK(t)
]n
sm−n−1K (t), for t ∈ [0, cV(n)],
where sK(t) is the unique solution to s
′′
K(t) +KsK(t) = 0 with sK(0) = 0 and s
′
K(0) = 1.
Secondly, Chavel [14, Theorem 3.14] together with the argument in [14, p. 121f] furnishes the following
result.
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Theorem 2.5. Let (M, g) be an m-dimensional complete Riemannian manifold with RicM ≥ (m− 1)K
and let i : N ↪→ M be a closed submanifold of codimension 1. If trAn ≥ (m − 1)λ for some n ∈ VSN ,
then
(detA(t,n))′
detA(t,n) ≤ (m− 1)
[
s′′K(t)− λs′K(t)
s′K(t)− λsK(t)
]
, detA(t,n) ≤ (s′K(t)− λsK(t))m−1 , ∀ t ∈ (0, cV(n)).
2.2. Estimates of volume and Laplacian. In this subsection, we present several estimates of volume
and the Laplacian by Fermi coordinates. In what follows, Sn denotes an n-dimensional unit sphere in
Rn+1 and cn := vol(Sn).
Let (uα) be a local coordinate system of N and let (θg) be a local coordinate system of Sm−n−1 ≈ VSxN .
Thus, (t,n) = (t, uα, θg) is a Fermi coordinate system of M . For x ∈ N , define ea ∈ n⊥ ∩ TxM as
ea :=

∂
∂uα , for a = α,
∂
∂θg , for a = g.
(2.3)
Let Ja(t) := Pt;nA(t,n)ea. Since g(eα, eg) = 0, a direct calculation yields
det [g(Ja(t), Jb(t))] = (detA)2 · det g(eα, eβ) · det g(eg, eh).
In view of Lemma 2.2, the Riemannian measure dvolg of (M, g) can be written as
dvolg(t,n) = detA(t,n)dt ·
√
det g(eα, eβ) du
1 · · · dun ·
√
g(eg, eh) dθ
1 · · · dθm−n−1
= detA(t,n)dt · dvoli∗g(x) · dνx(n), (2.4)
where dvoli∗g is the induced Riemannian measure of (N, i
∗g) and dνx is the Riemannian measure of VSxN .
Furthermore, by Lemma 2.3, for f ∈ L1(M), we have∫
M
fdvolg =
∫
N
dvoli∗g(x)
∫
VSxN
dνx(n)
∫ cV (n)
0
f(Exp(tn)) detA(t,n)dt. (2.5)
The distance function from N is defined by
r(x) := d(N, x), ∀x ∈M.
The gradient vector field (∇r)(x) has unit length when x ∈ VD(N). More precisely, for any x = (t,n) ∈
VD(N), Lemmas 2.2 and 2.3 yield
r(x) = t, (∇r)(x) = γ˙n(t) = ∂
∂t
∣∣∣∣
(t,n)
, (2.6)
where γn(s), 0 ≤ s ≤ d(N, x), is the unique minimal geodesic from N to x with the initial velocity n.
Throughout this paper, we always use Ts to denote the s-tuber neighbourhood of N , i.e.,
Ts := {x ∈M : r(x) < s}.
Lemma 2.6. Let (M, g) be an m-dimensional complete Riemannian manifold and let i : N ↪→ M be an
n-dimensional closed submanifold. For any bounded domain Ω with Ω ∩N 6= ∅, we have
(i) if l < m− n, then lim
→0+
∫
Ω∩T
r−ldvolg = 0;
(ii) if l ≥ m− n, then lim
→0+
∫
Ω\T
r−ldvolg = +∞.
Proof. Without loss of generality, we may assume that N ⊂ Ω and hence, N is compact. Thus, Lemma
2.3/(ii) together with (2.2) yields a small r0 ∈ (0,minn∈VSN cV(n)) such that
tm−n−1
2
≤ detA(t,n) ≤ 2tm−n−1, ∀(t,n) ∈ (0, r0)× VSN. (2.7)
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Provided l < m− n, it follows from (2.5) that∫
Ω∩T
r−ldvolg ≤ 2cm−n−1 voli∗g(N)
∫ 
0
tm−n−1−ldt→ 0 as → 0+,
which implies Statement (i). Alternatively, if l ≥ m− n, then (2.5) together with (2.7) furnishes∫
Ω\T
r−ldvolg ≥ 1
2
cm−n−1 voli∗g(N)
∫ r0

tm−n−l−1dt→ +∞ as → 0+.
Consequently, Statement (ii) follows. 
A smooth measure dµ can be viewed as an m-form on M . Hence, given any vector filed X on M , one
can define an (m− 1)-form Xcdµ by
Xcdµ(Y1, . . . , Ym−1) := dµ(X,Y1, . . . , Ym−1). (2.8)
In particular, d(Xcdvolg) = div(X) dvolg. Thus, it follows from (2.6) and (2.4) that
∆r dvolg = ∆t dvolg = (div ◦∇t) dvolg = d (∇tcdvolg) = (detA(t,n))
′
detA(t,n) dvolg,
which implies
(∆r)|(t,n) = ∆t =
(detA(t,n))′
detA(t,n) , for 0 < t < cV(n). (2.9)
Furthermore, (2.9) together with (2.2) yields
[r∆r + 1− (m− n)] |(t,n) = −t · trAn + o(t). (2.10)
Inspired by Lewis et al. [32], we use the following inequality to estimate ∆r.
Lemma 2.7 (Newton’s inequality [38]). Let λ = (λ1, . . . , λn) be a vector with λi > 0 for all 1 ≤ i ≤ n.
Denote by σs(λ) the s-th elementary symmetric function of the vector λ, i.e.,
σs(λ) =
∑
1≤i1<···<is≤n
λi1 · · ·λis .
Then
σn−1(λ)
σn(λ)
≥ · · · ≥ c(n, s)σs−1(λ)
σs(λ)
≥ · · · ≥ n2 1
σ1(λ)
,
where c(n, s) = n(n−s+1)s . The above equalities hold if and only if λ1 = · · · = λn.
Theorem 2.8. Let (M, g) be an m-dimensional complete Riemannian manifold with non-negative sec-
tional curvature and let i : N ↪→ M be an n(≥ 1)-dimensional minimal closed submanifold. Set
r(x) := d(N, x). Then ∆r ≤ m−n−1r a.e. in M .
Proof. Let (t,n) denote Fermi coordinates. Given n ∈ VSN , Theorem 2.4 together with (2.9) yields
r∆r = t∆t ≤ t
[
(m− n− 1)1
t
+
n∑
α=1
( −λα
1− tλα
)]
, ∀ t ∈ (0, cV(n)), (2.11)
where {λα}nα=1 are the eigenvalues of An with respect to some orthonormal basis of Tpi(n)N . Obviously,
for each α, ξα := 1− tλα > 0 for t ∈ (0, cV(n)), otherwise there would be some t0 ∈ (0, cV(n)) such that
detA(t0,n) ≤ 0, which is a contradiction. Since σ1(λ) = trAn = 0, Lemma 2.7 yields
n∑
α=1
(
tλα
1− tλα
)
=
n∑
α=1
1
ξα
− n = σn−1(ξ)
σn(ξ)
− n ≥ n
2
σ1(ξ)
− n = tn trA
n
n− t trAn = 0,
which together with (2.11) concludes the proof. 
The following corollary is a direct consequence of Theorem 2.5 combined with (2.9).
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Corollary 2.9. Let (M, g) be a complete Riemannian manifold with non-negative Ricci curvature and let
Ω ⊂M be an open subset with non-empty piecewise smooth weakly mean convex boundary. Then ∆r ≤ 0
a.e. in Ω, where r(x) := d(∂Ω, x).
Remark 3. If n = 0 (i.e., N is a pole), then Fermi coordinates are exactly polar coordinates while
cV(n) is the cut value of n, in which case Lemmas 2.2 and 2.3 (and hence, (2.1)-(2.2)) remain valid,
whereas Theorems 2.4 and 2.8 are replaced by the Bishop-Gromov comparison theorem and the Laplacian
comparison theorem, respectively (cf. Chavel [14, Theorem 3.8] and Chow et al. [15, Theorem 1.128]).
3. Sharp Hardy inequalities via compact submanifolds
3.1. Theory of p-Laplacian. For simplicity of presentation, we introduce some conventions and as-
sumptions, which are used throughout the following sections.
(i) Given m,n ∈ N with m ≥ 2 and 0 ≤ n ≤ m − 1, let (M, g) be an m-dimensional complete
Riemannian manifold and let i : N ↪→ M be an n-dimensional closed submanifold (without
boundary).
(ii) A connected non-empty open subset Ω ⊂M (with piecewise smooth boundary or without bound-
ary) is said to be a natural domain (with respect to N) if one of the following conditions holds:
(a) n = m− 1 and N = ∂Ω; (b) 0 ≤ n ≤ m− 1 and N ∩ Ω 6= ∅.
Let Ω be a natural domain and set ΩN := Ω\N . We say that a vector filed X belongs to L1loc(TΩN ) if∫
K |X|dvolg is finite for any compact set K ⊂ ΩN . Given a vector filed X ∈ L1loc(TΩN ) and a non-negative
function fX ∈ L1loc(ΩN ), we say that fX ≤ divX in the weak sense if∫
ΩN
ufXdvolg ≤ −
∫
ΩN
g(∇u,X)dvolg, ∀u ∈ C∞0 (ΩN ) with u ≥ 0.
Proceeding as in the proof of D’Ambrosio [16, Theorem 2.5], one has the following result.
Lemma 3.1. Let (M, g) be an m-dimensional complete Riemannian manifold, let i : N ↪→ M be an
n-dimensional closed submanifold with 0 ≤ n ≤ m− 1 and let Ω be a natural domain in M . Given p > 1,
suppose that X ∈ L1loc(TΩN ) is a vector filed and fX ∈ L1loc(ΩN ) is a non-negative function with
(i) fX ≤ divX in the weak sense; (ii) |X|p/fp−1X ∈ L1loc(ΩN ).
Then we have
pp
∫
ΩN
|∇u|p |X|
p
fp−1X
dvolg ≥
∫
ΩN
|u|pfXdvolg, ∀u ∈ C∞0 (ΩN ).
Now we consider the p-Laplacian operator on C∞(ΩN ). Given p > 1, the p-Laplacian is defined as
∆p(f) := div
(|∇f |p−2∇f) , ∀ f ∈ C∞(ΩN ).
Following D’Ambrosio and Dipierro [17], we say that a function f(x) ∈ W 1,ploc (ΩN ) satisfies −∆p(cf) ≥ 0
in the weak sense for some c ∈ R if
c
∫
ΩN
|∇f |p−2g(∇f,∇u)dvolg ≥ 0, ∀u ∈ C∞0 (ΩN ) with u ≥ 0.
Lemma 3.2. Let (M, g) be an m-dimensional complete Riemannian manifold, let i : N ↪→ M be an n-
dimensional closed submanifold with 0 ≤ n ≤ m−1 and let Ω be a natural domain in M . Let ρ ∈ C1(ΩN )
be a non-negative nonconstant function. Suppose that p ∈ (1,∞), α, β ∈ R and ρ satisfy the following
conditions:
(i) ρ(α−1)(p−1)|∇ρ|p−1, ρβ|∇ρ|p, ρp+β ∈ L1loc(ΩN );
(ii) −∆p(cρα) ≥ 0, where c = α[(α− 1)(p− 1)− β − 1] 6= 0.
Then we have ∫
ΩN
|∇u|pρp+βdvolg ≥ (ϑα,β,p)p
∫
ΩN
|u|pρβ|∇ρ|pdvolg, ∀u ∈ C∞0 (ΩN ), (3.1)
where ϑα,β,p := |(α− 1)(p− 1)− β − 1|/p.
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Proof. Provided that −∆p(ρα) ≥ 0 and c > 0, we set
X := −αρβ+1|∇ρ|p−2∇ρ, fX := c|∇ρ|pρβ.
Clearly, fX ∈ L1loc(ΩN ). The Ho¨lder inequality together with Condition (i) implies ρβ+1|∇ρ|p−1 ∈
L1loc(ΩN ) and hence, X ∈ L1loc(TΩN ). Moreover, |X|p/fp−1X ∈ L1loc(ΩN ) because ρp+β ∈ L1loc(ΩN ).
Given  > 0 and u ∈ C10 (ΩN ) with u ≥ 0, set v := (ρ + )−c/αu if −c/α − 1 < 0, otherwise set v :=
ρ−c/αu. Condition (ii) then furnishes
∫
ΩN
|∇ρα|p−2g(∇ρα,∇v)dvolg ≥ 0, which together with Lebesgue’s
dominated convergence theorem yields∫
ΩN
cρβ|∇ρ|pudvolg ≤
∫
ΩN
αρβ+1|∇ρ|p−2g(∇ρ,∇u)dvolg,
that is, fX ≤ divX in the weak sense. Now (3.1) follows from Lemma 3.1.
If −∆p(ρα) ≤ 0 and c < 0, set X := αρβ+1|∇ρ|p−2∇ρ and fX := −c|∇ρ|pρβ. Then the proof of this
part follows in a similar manner. 
The same argument as the one in D’Ambrosio [16, p. 458] furnishes the following result.
Lemma 3.3. Let (M, g), N , Ω, ρ and p, α, β be as in Lemma 3.2. Additionally suppose
(i) there exists some s > 0 such that ΩN
−
s := ρ
−1(−∞, s] and ΩN+s := ρ−1(s,∞) are non-empty
subsets of M with piecewise regular boundaries;
(ii) there exists some 0 > 0 such that
0 <
∫
ΩN
−
s
ρc()p+β|∇ρ|pdvolg <∞, 0 <
∫
ΩN
+
s
ρ−c()p+β|∇ρ|pdvolg <∞, ∀  ∈ (0, 0),
where c() := |(α−1)(p−1)−β−1|+p .
Then we have
c()p
∫
ΩN
|v|pρβ|∇ρ|pdvolg >
∫
ΩN
|∇v|pρβ+pdvolg, ∀  ∈ (0, 0), (3.2)
where
v(x) :=

(
ρ(x)
s
)c()
, if x ∈ ΩN−s ,
(
ρ(x)
s
)−c(/2)
, if x ∈ ΩN+s .
(3.3)
3.2. Hardy inequalities with distance weights. In this subsection, we study distance-weighted Hardy
inequalities and prove Theorem 1.1. To begin with, we present the following result.
Theorem 3.4. Let (M, g) be an m-dimensional complete Riemannian manifold and let i : N ↪→M be an
n-dimensional closed submanifold. Set r(x) := d(N, x). Let Ω be a natural domain in M . Suppose one of
the following conditions holds:
• RicM ≥ 0, n = 0, N = {o} and Ω = M ;
• RicM ≥ 0, n = m− 1 and N = ∂Ω is weakly mean convex;
• KM ≥ 0, 1 ≤ n ≤ m− 1, N is minimal and Ω = M .
Thus, for any 1 < p 6= (m− n) and β < −(m− n), we have∫
Ω
|∇u|prp+βdvolg ≥
( |m− n+ β|
p
)p ∫
Ω
|u|prβdvolg, ∀u ∈ C∞0 (ΩN ). (3.4)
In particular, (3.4) is optimal if N is compact.
Proof. If n = 0, the theorem is a direct consequence of Zhao [47, Theorem 1.4] (by choosing N = n,
F =
√
g and dm = dvolg). In the sequel, we assume n ≥ 1. Set ρ := r, α := [p− (m− n)]/(p− 1) and
c := α[(α− 1)(p− 1)− β − 1]. Thus, Theorem 2.8 and Corollary 2.9 yield
−∆p(cρα) = −|c|p−2|α|p [(α− 1)(p− 1)− β − 1] ρ(α−1)(p−1)−1 [ρ∆ρ+ (α− 1)(p− 1)] ≥ 0.
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Obviously, ρ(α−1)(p−1), ρβ, ρp+β ∈ L1loc(ΩN ). Hence, (3.4) follows from Lemma 3.2 immediately.
Now we show that (3.4) is sharp if N is compact, in which case minn∈VSN cV(n) > 0. Denote by
D1,p(ΩN , ρ
β+p) the closure of C∞0 (ΩN ) with respect to the norm
‖u‖D :=
(∫
ΩN
|u|pρβdvolg +
∫
ΩN
|∇u|pρp+βdvolg
) 1
p
. (3.5)
Set s = 12 min{1,minn∈VSN cV(n)} and define v as in (3.3) for  ∈ (0, 1/2). Since β < −(m − n) ≤ −1,
we have
c()p+ β + (m− n− 1) = −1 + , −c(/2)p+ β + (m− n− 1) < −1− 
2
, (3.6)
where c() = (|m− n+ β|+ )/p. Let (t,n) denote Fermi coordinates. Thus, Theorems 2.4 and 2.5 yield
detA(t,n) ≤ tm−n−1, which together with (2.5) and (3.6) furnish∫
ΩN
|v|pρβdvolg = 1
sc()p
∫
Ts∩Ω
rc()p+βdvolg +
1
s−c(/2)p
∫
Ω\Ts
r−c(/2)p+βdvolg
≤cm−n−1 voli∗g(N)
[
1
sc()p
∫ s
0
tc()p+β+(m−n−1)dt+
1
s−c(/2)p
∫ ∞
s
t−c(/2)p+β+(m−n−1)dt
]
<∞, (3.7)
where Ts = {x ∈M : r(x) < s}. Therefore, the finiteness of ‖v‖D follows (3.7) and Lemma 3.3.
On the other hand, set v,ι := max{v − ι, 0} for small ι > 0. Because v,ι is a globally Lipschitz
function with compact support in ΩN , a standard argument (cf. Meng et al. [37, Lemma A.1]) yields
v,ι ∈ D1,p(ΩN , ρβ+p). Since v ≥ 0, ‖v‖D < ∞ and χ{v≥ι}|ι|pρβ ≤ |v|pρβ ∈ L1(ΩN ), the dominate
convergence theorem yields
‖v,ι − v‖pD =
∫
ΩN
|v,ι − v|pρβ dvolg +
∫
ΩN
|∇(v,ι − v)|pρp+β dvolg
=
∫
ΩN
χ{0≤v≤ι}|v|pρβ dvolg +
∫
ΩN
χ{v≥ι}|ι|pρβ dvolg +
∫
ΩN
χ{0≤v≤ι}|∇v|pρp+β dvolg → 0, (3.8)
as ι→ 0+. Hence, v ∈ D1,p(ΩN , rβ+p), which furnishes a sequence uj ∈ C∞0 (ΩN ) such that∫
Ω
|uj |pρβdvolg →
∫
Ω
|v|pρβdvolg,
∫
Ω
|∇uj |pρp+βdvolg →
∫
Ω
|∇v|pρp+βdvolg, as j →∞.
In view of (3.4) and (3.2), we get
(ϑα,β,p)
p ≤ inf
u∈C∞0 (ΩN )\{0}
∫
Ω |∇u|pρp+βdvolg∫
Ω |u|pρβdvolg
≤ lim
j→∞
∫
Ω |∇uj |pρp+βdvolg∫
Ω |uj |pρβdvolg
< c()p → (ϑα,β,p)p,
as → 0+. So the sharpness of (3.4) follows. 
In some cases it is impossible to extend (3.4) to C∞0 (Ω). For example, Ω = M is compact. However,
we will see that (3.4) remains valid for the following space
C∞0 (Ω, N) := {u ∈ C∞0 (Ω) : u(N) = 0}.
Definition 3.5. Let (M, g) be an m-dimensional complete Riemannian manifold, let i : N ↪→ M be an
n-dimensional closed submanifold with 0 ≤ n ≤ m− 1. Set r(x) := d(N, x). Let O be an open subset in
M . Given p > 1 and β ∈ R with p+ β > −(m− n), define a norm of u ∈ C∞(O) as
‖u‖p,β :=
(∫
O
|u|prp+βdvolg +
∫
O
|∇u|prp+βdvolg
) 1
p
. (3.9)
The weighted Sobolev space W 1,p0 (O, rp+β) (resp., W 1,p(O, rp+β)) is the completion of C∞0 (O) (resp.,
C∞p,β(O) := {u ∈ C∞(O) : ‖u‖p,β <∞}) under the norm ‖ · ‖p,β.
It follows from Lemma 2.6 that (3.9) is well-defined. The properties of weighted Sobolev spaces are
studied in Appendix A, which furnish the following result.
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Lemma 3.6. Let M,N and m,n, p, β be as in Definition 3.5 and let Ω be a natural domain in M . Thus
C∞0 (Ω, N) ⊂W 1,p0 (ΩN , rp+β), that is, u ∈ C∞0 (Ω, N) =⇒ u|ΩN ∈W 1,p0 (ΩN , rp+β). (3.10)
Proof. Since the proof is trivial if N = ∂Ω, it is sufficient to show the lemma when N ∩ Ω 6= ∅. Given
u ∈ C∞0 (Ω, N), the zero extension furnishes u ∈W 1,p(M, rp+β). Since u is continuous in M and u = 0 in
M\ΩN , Theorem A.17 yields u|ΩN ∈W 1,p0 (ΩN , rp+β). 
Lemma 3.6 together with Theorem 3.4 yields the following result.
Proposition 3.7. Let (M, g), N , Ω and r be as in Theorem 3.4. Given 1 < p 6= (m−n) and β < −(m−n)
with p+ β > −(m− n), we have∫
Ω
|∇u|prβ+pdvolg ≥
( |m− n+ β|
p
)p ∫
Ω
|u|prβdvolg, ∀u ∈ C∞0 (Ω, N). (3.11)
In particular, if N is compact, then (|m− n+ β|/p)p is best with respect to C∞0 (Ω, N).
Proof. Given u ∈ W 1,p0 (ΩN , rp+β), there is a sequence ui ∈ C∞0 (ΩN ) such that ui converges to u under
‖ · ‖p,β. By passing a subsequence and using Lemma A.1, we can assume that ui converges to u pointwise
a.e. (w.r.t. volg) in M . Thus, Fatou’s lemma together with (3.4) yields∫
Ω
|∇u|prβ+pdvolg = lim inf
i→∞
∫
Ω
|∇ui|prβ+pdvolg ≥
( |m− n+ β|
p
)p
lim inf
i→∞
∫
Ω
|ui|prβdvolg
≥
( |m− n+ β|
p
)p ∫
Ω
lim inf
i→∞
|ui|prβdvolg =
( |m− n+ β|
p
)p ∫
Ω
|u|prβdvolg,
which combined with Lemma 3.6 yields (3.11). It remains to show that (3.11) is sharp when N is compact.
Since C∞0 (ΩN ) ⊂ C∞0 (Ω, N), the sharpness follows from (3.11) and Theorem 3.4 directly. 
In the following, we study the improved Hardy inequality. For any p > 1 and β < −(m− n), set
I [u] :=
∫
Ω
|∇u|prp+βdvolg −
( |m− n+ β|
p
)p ∫
Ω
|u|prβdvolg, ∀u ∈ C∞0 (ΩN ). (3.12)
Following Barbatis et al. [4], we have the following estimate.
Lemma 3.8. Let (M, g), N , Ω and r be as in Theorem 3.4. Given p > 1 and β < −(m−n), there exists
a constant C = C(p) > 0 such that the following estimates hold:
(a) if p ∈ (1, 2), then I [u] ≥ C
∫
Ω
|∇v|2r2−(m−n)
(|δv|+ |r∇v|)2−pdvolg, ∀u ∈ C
∞
0 (ΩN );
(b) if p ∈ [2,∞), then I [u] ≥ C
∫
Ω
|∇v|prp−(m−n)dvolg, ∀u ∈ C∞0 (ΩN ).
Here, δ := (m− n+ β)/p and v := u rδ.
Proof. Set X := δv∇r and Y := r∇v. The divergence theorem together with Theorem 2.8, Corollary 2.9
and Remark 3 yields∫
Ω
|X|p−2
rm−n
g(X,Y )dvolg =
−|δ|p−2δ
p
∫
Ω
|v|p
rm−n
[r∆r + 1− (m− n)] dvolg ≤ 0. (3.13)
On the other hand, it is straightforward to show
I [u] =
∫
Ω
|X − Y |p − |X|p
rm−n
dvolg. (3.14)
Providing p ∈ (1, 2), a standard inequality (cf. Barbatis et al. [4, Lemma 3.1]) yields
|X − Y |p − |X|p ≥ C |Y |
2
(|X|+ |Y |)2−p − p|X|
p−2 g(X,Y ), ∀X,Y ∈ TM,
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which combined with (3.14) and (3.13) furnishes Statement (a). Alternatively, provided p ≥ 2, one has
|X − Y |p − |X|p ≥ C|Y |p − p|X|p−2 g(X,Y ), ∀X,Y ∈ TM.
Now Statement (b) can be proved in the same way as shown above. 
Proposition 3.9. Let (M, g), N,Ω and r be as in Theorem 3.4. Additional suppose that N is compact.
Given 1 < p 6= (m− n) and β < −(m− n), the following statements are true:
(i) there holds
inf
u∈C∞0 (ΩN )\{0}
∫
Ω |∇u|prp+βdvolg∫
Ω |u|prβdvolg
=
( |m− n+ β|
p
)p
,
but the constant cannot be achieved;
(ii) if p+ β > −(m− n), then
inf
u∈C∞0 (Ω,N)\{0}
∫
Ω |∇u|prp+βdvolg∫
Ω |u|prβdvolg
=
( |m− n+ β|
p
)p
, (3.15)
but the constant cannot be achieved.
Proof. Thanks to Theorem 3.4 and Proposition 3.7, it suffices to show that the constants are not achieved.
(i) Suppose that the conclusion is not true, i.e., the constant could be achieved by some u ∈ C∞0 (ΩN ).
Thus, Lemma 3.8 indicates 0 = ∇v = ∇(u rδ) a.e. and hence, r−δ ∈ D1,p(ΩN , rp+β) (cf. (3.5)). However,
this leads to a contradiction by Lemma 2.6/(ii).
(ii) By Fatou’s lemma, it is not hard to see that Lemma 3.8 is valid for u ∈ D1,p(ΩN , rp+β). Now we
claim W 1,p0 (ΩN , r
p+β) ⊂ D1,p(ΩN , rp+β). If the claim is true, then one can conclude the proof by (3.10)
and the same argument as above.
To prove the claim, given u ∈W 1,p0 (ΩN , rp+β), choose a sequence ui ∈ C∞0 (ΩN ) converging to u under
‖ · ‖p,β. By passing a subsequence and using Lemma A.1, we may assume that ui converges to u pointwise
a.e. in Ω. On the other hand, (3.11) implies that (ui) is also a Cauchy sequence in D
1,p(ΩN , r
p+β), whose
limit is denoted by u˜. Obviously, ∇u˜ = ∇u a.e. in M . Moreover, since (3.11) holds for D1,p(ΩN , rp+β),
Fatou’s lemma together with u˜− ui ∈ D1,p(ΩN , rp+β) yields∫
Ω
|u˜− u|prβdvolg =
∫
Ω
lim inf
i→∞
|u˜− ui|prβdvolg ≤ lim inf
i→∞
∫
Ω
|u˜− ui|prβdvolg
≤
( |m− n+ β|
p
)−p
lim inf
i→∞
∫
Ω
|∇(u˜− ui)|prp+βdvolg = 0,
which implies u = u˜ ∈ D1,p(ΩN , rp+β). So the claim is true. 
Proof of Theorem 1.1. Since k = m − n, Theorem 1.1 follows from Theorem 3.4, Proposition 3.7 and
Proposition 3.9 directly. 
3.3. Hardy inequalities with logarithmic weights. In the sequel, we study the logarithm-weighted
Hardy inequalities. First, we need the following result, whose proof is trivial.
Lemma 3.10. Given 0 < d < D, for any s1, s2 ∈ R and l ∈ (d,D ], set
H1(s1, s2) :=
∫ d
0
[
log
(
D
t
)]s1
ts2dt, H2(l, s1, s2) :=
∫ l
d
[
log
(
D
t
)]s1
ts2dt.
Thus, we have
• H1 is well-defined if either s1 ∈ R, s2 > −1 or s1 < −1, s2 = −1.
• H2 is well-defined if either s1, s2 ∈ R, l < D or s1 > −1, s2 ∈ R, l = D.
Theorem 3.11. Let (M, g) be an m-dimensional complete Riemannian manifold and let i : N ↪→ M be
an n-dimensional closed submanifold with 0 ≤ n ≤ m − 1. Set r(x) := d(N, x). Let Ω ⊂ M be a natural
domain. Suppose one of the following conditions holds:
• RicM ≥ 0, n = 0, N = {o} ⊂ Ω;
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• RicM ≥ 0, n = m− 1 and N = ∂Ω is weakly mean convex;
• KM ≥ 0, 1 ≤ n ≤ m− 1, N is minimal and N ∩ Ω 6= ∅.
Suppose that D, p, β ∈ R and α ∈ R\{0} satisfy
sup
x∈Ω
r(x) ≤ D, p ≥ m− n, log
(
D
supx∈Ω r(x)
)
(m− n− p) ≤ (α− 1)(p− 1) < β + 1.
Then we have∫
Ω
[
log
(
D
r
)]p+β
|∇u|pdvolg ≥ (ϑα,β,p)p
∫
Ω
[
log
(
D
r
)]β |u|p
rp
dvolg, ∀u ∈ C∞0 (ΩN ), (3.16)
where ϑα,β,p := [β + 1− (α− 1)(p− 1)]/p. In particular, (ϑα,β,p)p is sharp if N is compact and
p = m− n, α = 1, β ≥ p− 1, Ω = TD.
Proof. Set ρ := log
(
D
r
)
and c := α [(α− 1)(p− 1)− β − 1]. Then Theorem 2.8, Corollary 2.9 and Remark
3 yield
−∆p(cρα) = |c|p−2|α|p ρ
(α−1)(p−1)−1
rp
[(α− 1)(p− 1)− β − 1] [−(α− 1)(p− 1) + ρ(−p+ 1 + r∆r)] ≥ 0.
Since ρ is continuous on any compact subset of ΩN , we have ρ
(α−1)(p−1)|∇ρ|p−1, ρp+β, ρβ|∇ρ|p ∈ L1loc(ΩN ).
Then (3.16) follows from Lemma 3.2 immediately.
In the sequel, we show that (3.16) is optimal if N is compact, p = m−n, α = 1, β ≥ p− 1 and Ω = TD.
Set c := D/2 > 0 and s := log
(
D
c
)
> 0. Since Ω is a natural domain, it is easy to see that
Ω−Ns := ρ
−1(−∞, s] = ΩN\Tc, Ω+Ns := ρ−1(s,∞) = ΩN ∩ Tc,
are non-empty subsets with piecewise smooth boundaries. Moreover, we have
c()p+ β = 2β + 1 +  > −1, −c(/2)p+ β = −1− /2 < −1, m− n− p− 1 = −1,
where c() = (β + 1 + )/p. By using Theorem 2.4, Theorem 2.5, Remark 3 and Lemma 3.10, one has
0 <
∫
Ω−Ns
ρc()p+β|∇ρ|pdvolg ≤ cm−n−1 voli∗g(N)
∫ D
c
log
(
D
t
)c()p+β
tm−n−p−1dt <∞,
0 <
∫
Ω+Ns
ρ−c()p+β|∇ρ|pdvolg ≤ cm−n−1 voli∗g(N)
∫ c
0
log
(
D
t
)−c()p+β
tm−n−p−1dt <∞.
Given  ∈ (0, 1), let v be defined as in (3.3). Thus, we obtain (3.2) by Lemma 3.3. Since β ≥ p− 1 (i.e.,
c() > 1), for any ι ∈ (0, 1), v,ι := max{v − ι, 0} is a globally Lipschitz function with compact support
in ΩN . The remainder of the proof is analogous to that of Theorem 3.4 and hence, is omitted here. 
By a suitable modification to the proof of Proposition 3.7, one can extend (3.16) to u ∈ C∞0 (Ω, N). We
leave it to the interested readers. Refer to Meng et al. [37, Theorem 3.3] for a weighted-Ricci-version in
the case of n = 0.
4. Sharp Hardy inequalities via general submanifolds
In the previous section, we establish two kinds of weighted Hardy inequalities which are sharp when
submanifolds are compact. In this section, we will continue to investigate sharp Hardy inequalities of
distance weights in the case when submanifolds are possibly non-compact.
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4.1. Improved Hardy inequalities. According to Lemma 3.8, one can improve (3.4) by adding some
nonnegative correction terms in the right-hand side. Inspired by Barbatis et al. [4], we study the loga-
rithmic correction.
Definition 4.1. Let (M, g) be a complete Riemannian manifold and let i : N ↪→M be a closed subman-
ifold. Suppose that dµ is a measure on M and is smooth in M\N . The divergence of a C1-vector filed X
with respect to dµ in M\N is defined by divµXdµ := d(Xcdµ) (cf. (2.8)).
The definition above is natural. In fact, divvolg = div, where div denotes the standard divergence. In
the sequel, we always choose dµ := rp+β dvolg. A direct calculation then yields
divµX = divX + (p+ β)
g(X,∇r)
r
in M\N. (4.1)
It is not hard to check divµ(fX) = f divµX + g(X,∇f) for any f ∈ C∞(M\N).
Theorem 4.2. Let (M, g) be an m-dimensional complete Riemannian manifold and let i : N ↪→ M
be an n-dimensional closed submanifold. Set r(x) := d(N, x). Let Ω be a natural domain in M with
supx∈Ω r(x) <∞. Suppose one of the following conditions holds:
• RicM ≥ 0, n = 0, N = {o} ⊂ Ω;
• RicM ≥ 0, n = m− 1 and N = ∂Ω is weakly mean convex;
• KM ≥ 0, 1 ≤ n ≤ m− 1, N is minimal and Ω ∩N 6= ∅.
Thus, for any p > 1 and β < −(m− n), there exists a constant T = T (p, β,m− n) > 1 such that for any
D ≥ T supx∈Ω r(x),∫
Ω
|∇u|prp+βdvolg ≥ |δ|p
∫
Ω
|u|prβdvolg + p− 1
2p
|δ|p−2
∫
Ω
|u|prβ log−2
(
D
r
)
dvolg, ∀u ∈ C∞0 (ΩN ),
where δ = (m− n+ β)/p.
Proof. Let X be a vector filed on Ω and let dµ := rp+β dvolg. For any u ∈ C∞0 (ΩN ), we have
divµ (|u|pX) = |u|p divµX + p|u|p−2u g(∇u,X),
which together with Stokes’ theorem, Ho¨lder’s inequality and Young’s inequality yields∫
Ω
|u|p divµXdµ =− p
∫
Ω
|u|p−2u g(∇u,X)dµ ≤ p
(∫
Ω
|∇u|pdµ
) 1
p
(∫
Ω
|X| pp−1 |u|pdµ
) p−1
p
≤
∫
Ω
|∇u|pdµ+ (p− 1)
∫
Ω
|X| pp−1 |u|pdµ.
That is, ∫
Ω
|∇u|pdµ ≥
∫
Ω
[
divµX − (p− 1)|X|
p
p−1
]
|u|pdµ. (4.2)
Let T > 1 be a constant chosen later. Given any D ≥ T supx∈Ω r(x), set Ψ(t) := [log(D/t)]−1 and
X(x) := δ|δ|p−2 ∇r(x)
rp−1(x)
[
1 +
p− 1
pδ
Ψ (r(x)) + aΨ2 (r(x))
]
,
where a is another constant chosen later such that
1 +
p− 1
pδ
Ψ (r(x)) + aΨ2 (r(x)) > 0, ∀x ∈ Ω. (4.3)
Since u ∈ C∞0 (ΩN ), the inequality (4.2) is well-defined for this X. Furthermore, thanks to (4.2), the
theorem will be proved if we can show
divµX − (p− 1)|X|
p
p−1 ≥ |δ|
p
rp
(
1 +
p− 1
2pδ2
Ψ2(r)
)
in ΩN . (4.4)
In order to prove (4.4), notice that
δ[r∆r + 1− (m− n)] ≥ 0, ∇Ψα−1(r) = (α− 1)Ψα(r)r−1∇r, ∀α 6= 1. (4.5)
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Then a cumbersome but direct calculation together with (4.1) and (4.5) yields
divµX − (p− 1)|X|
p
p−1 ≥ |δ|
p
rp
f (Ψ(r)) , (4.6)
where
f(t) := p
(
1 +
p− 1
pδ
t+ at2
)
+
t2
δ
(
p− 1
pδ
+ 2at
)
− (p− 1)
(
1 +
p− 1
pδ
t+ at2
) p
p−1
.
Given t ≥ 0, Taylor’s formula furnishes
f(t) = f(0) + f ′(0)t+
1
2
f ′′(ξt)t2 = 1 +
1
2
f ′′(ξt)t2, 0 ≤ ξt ≤ t. (4.7)
Note that f ′′′(0) = 6aδ − (2−p)(p−1)p2δ3 > 0 if a satisfies the following conditions:
(i) a ∈
(
0, (2−p)(p−1)
6p2δ2
)
if 1 < p < 2; (ii) a < (2−p)(p−1)
6p2δ2
≤ 0 if p ≥ 2.
Hence, we can find T = T(p, β,m−n) > 0 and a = a(p, β,m−n) such that f ′′′(t) > 0 and 1+ p−1pδ t+at2 > 0
for t ∈ [0,T], which together with (4.7) implies
f ′′(ξt) ≥ f ′′(0) = p− 1
pδ2
, f(t) ≥ 1 + p− 1
2pδ2
t2, t ∈ [0,T]. (4.8)
On account of (4.6) and (4.8), one gets (4.4) by choosing T := e 1T . 
4.2. Sharpness. In this subsection, we show that the Hardy inequality in Theorem 4.2 is actually optimal.
It is remarkable that all the estimates given here are free of curvature. In fact, we only need the following
assumption.
Assumpiton 1. Let (M, g) be an m-dimensional complete Riemannian manifold, let i : N ↪→ M be an
n-dimensional closed submanifold and let Ω be a natural domain in M with supx∈Ω r(x) <∞.
Let M,N and Ω be as in Assumption 1. Choose an arbitrary point x0 ∈ Ω∩N . Particularly, we require
x0 ∈ Ω ∩N if m− n ≥ 2. An argument similar to the one of (2.7) yields a small η ∈ (0, 1) such that
2−1tm−n−1 ≤ detA(t,n) ≤ 2tm−n−1, ∀(t,n) ∈ [0, η)× VS(N ∩B2η(x0)), (4.9)
where B2η(x0) is the open ball of radius 2η centered at x0. And the triangle inequality implies
Bη(x0) ⊂ E ([0, η)× VS(N ∩B2η(x0))) .
Let φ ∈ C∞0 (M) be a cut-off function with φ(x) = 1 if x ∈ Bη/2(x0) and φ(x) = 0 if x /∈ Bη(x0).
Choose an arbitrary constant D ≥ supx∈Ω r(x). For any p > 1, α ∈ R and small  > 0, set
Jα() :=
∫
Ω
φp r−(m−n)+p logα
(
D
r
)
dvolg =
∫
Ω∩Bη(x0)
φp r−(m−n)+p logα
(
D
r
)
dvolg .
Lemma 4.3. Let M,N and Ω be as in Assumption 1. Given D ≥ supx∈Ω r(x), for small  > 0, we have
(i) Jα() = O(1), for α < −1;
(ii) there exist two positive constants c, C independent of  such that
c −1−α ≤ Jα() ≤ C −1−α, for α > −1;
(iii) Jα() =
p
α+1Jα+1() +O(1), for α > −1.
Proof. In what follows, we use C1, C2, . . . to denote the constants independent of . Set Ψ(t) := [log(D/t)]
−1.
Then (2.5) together with (4.9) yields
Jα() ≤ 2cm−n−1 voli∗g(N ∩B2η(x0))
∫ η
0
t−1+pΨ−α (t) dt =: C1
∫ η
0
t−1+pΨ−α (t) dt. (4.10)
(i) Suppose α < −1. Then (4.10) yields
0 ≤ Jα() ≤ C1ηp
∫ η
0
t−1Ψ−α(t)dt =
C1η
p
|1 + α|
[
log
(
D
η
)]α+1
<∞,
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which means Jα() = O(1).
(ii) Suppose α > −1. We apply the change of variables t = Ds1/ to (4.10) and obtain
Jα() ≤ C1Dp−1−α
∫ ( η
D
)
0
sp−1 logα(s−1)ds ≤ C−1−α, (4.11)
where C is a positive constant independent of .
Now set Nη/4 := Bη/4(x0) ∩N . We consider a tubular neighbourhood TΩη/4(Nη/4) of Nη/4 in Ω, i.e.,
TΩη/4(Nη/4) :=
{
x ∈ Ω : d(Nη/4, x) < η/4
}
.
The triangle inequality implies TΩη/4(Nη/4) ⊂ Bη/2(x0) ∩ Ω. Given x ∈ Nη/4, let
VS−x Nη/4 :=
{
n ∈ VSxN : ∃ t0 > 0 such that γn(t) ∈ TΩη/4(Nη/4) for any t ∈ (0, t0)
}
.
By (2.5) and (4.9) again, we have
Jα() ≥
∫
Nη/4
dvoli∗g(x)
∫
VS−x Nη/4
dνx(n)
∫ η/4
0
φp(Exp(tn)) t−(m−n)+p Ψ−α (t) detA(t,n)dt
≥1
2
∫
Nη/4
dvoli∗g(x)
∫
VS−x Nη/4
dνx(n)
∫ η/4
0
t−1+p Ψ−α (t) dt,
which together with an estimate analogous to (4.11) yields a constant c > 0 independent of  such that
Jα() ≥ c−1−α.
(iii) Given any l ∈ R, (2.5) combined with (4.9) and Lemma 3.10 furnishes
0 ≤ lim
s→0+
∫
Ts∩Bη(x0)
r−(m−n)+pΨl(r) dvolg ≤ C2 lim
s→0+
∫ s
0
t−1+p log−l
(
D
t
)
dt = 0. (4.12)
It follows from (4.5), the divergence theorem, (4.12), (2.10) and Lemma 3.10 that
(α+ 1)Jα() =− lim
s→0
∫
Ω\Ts
g
(
∇[Ψ−1−α (r)], φp(x) r1−(m−n)+p∇r)dvolg
= lim
s→0
∫
Ω\Ts
div
(
φp r1−(m−n)+p∇r
)
Ψ−1−α (r) dvolg = I1 + I2, (4.13)
where I1 := p
∫
Ω
φp−1r1−(m−n)+pΨ−1−α (r) g(∇φ,∇r) dvolg and
I2 := (1− (m− n) + p)
∫
Ω
φpr−(m−n)+pΨ−1−α (r) dvolg +
∫
Ω
φpr1−(m−n)+p∆rΨ−1−α (r) dvolg .
On one hand, (2.5) together with (4.9) and Lemma 3.10 implies
|I1| ≤ C3 ηp
∫ η
0
Ψ−1−α (t) dt <∞ =⇒ I1 = O(1). (4.14)
On the other hand, the same argument combined with (2.10) furnishes
I2 = pJα+1() +
∫
Ω
φpr−(m−n)+p [r∆r + 1− (m− n)] Ψ−1−α (r) dvolg = pJα+1() +O(1). (4.15)
Consequently, Statement (iii) follows from (4.13)–(4.15). 
Given p > 1, β 6= −(m− n) and D ≥ supx∈Ω r(x), for small  > 0, set
u(x) :=
 φ(x) · ω(x), if x ∈ Ω,
0, if x /∈ Ω,
(4.16)
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where φ is the cut-off function defined as before and
ω(x) := r(x)
−δ+ Ψ−θ (r(x)) , Ψ(t) :=
[
log
(
D
t
)]−1
, δ :=
m− n+ β
p
,
1
p
< θ <
2
p
.
Lemma 4.4. Given p > 1, β 6= −(m− n) and D ≥ supx∈Ω r(x), let I [·] be the functional defined as in
(3.12) and let u(x) be the function defined as in (4.16). Under Assumption 1, we have
(a) I [u] ≤ θ(p−1)2 |δ|p−2Jpθ−2() +O(1);
(b)
∫
Ω |∇u|prp+βdvolg ≤ |δ|pJpθ() +O(1−pθ).
Proof. In what follows, the constants C1, C2, . . . are independent of . Since there exists a positive constant
C1 = C1(p) such that |a+ b|p ≤ C1
(|a|p−1|b|+ |b|p)+ |a|p, we have∫
Ω
|∇u|prp+βdvolg =
∫
Bη(x0)∩Ω
|φ∇ω + ω∇φ|prp+βdvolg ≤ I1 + I2 + I3, (4.17)
where I1 := C1
∫
Bη(x0)∩Ω
φp−1|∇ω|p−1|∇φ||ω|rp+βdvolg, I2 := C1
∫
Bη(x0)∩Ω
|∇φ|p|ω|prp+βdvolg and
I3 :=
∫
Bη(x0)∩Ω
φp|∇ω|prp+βdvolg.
Now we estimate I1. In view of (4.5), one has
∇ω = r−δ+−1Ψ−θ (r) (−δ + − θΨ (r))∇r. (4.18)
For small  > 0, the same argument as in (4.14) combined with (4.18) yields
0 ≤ I1 ≤ C2
∫
Bη(x0)∩Ω
r1−(m−n)+pΨ−θp (r) |δ − (− θΨ (r))|p−1 dvolg
≤ C3
∫
Bη(x0)∩Ω
r1−(m−n)+pΨ−θp (r) dvolg =⇒ I1 = O(1). (4.19)
Similarly, one has I2 = O(1), which together with (4.17) and (4.19) indicates∫
Ω
|∇u|prp+βdvolg ≤ I3 +O(1). (4.20)
Now we show Statement (a). Combing (4.20) and (4.18), we have
I [u] ≤ I3 − |δ|pJpθ() +O(1) = IA +O(1), (4.21)
where IA :=
∫
Bη(x0)∩Ω
φpr−(m−n)+pΨ−θp (r) [|δ − ζ|p − |δ|p] dvolg and ζ := (− θΨ (r)). By choosing a
small η > 0, we can suppose |ζ|  |δ|. Thus Taylor’s expansion of f(t) = |t|p furnishes
|δ − ζ|p − |δ|p ≤ −p|δ|p−2δζ + 1
2
p(p− 1)|δ|p−2ζ2 + C4|ζ|3,
which implies
IA ≤ IA1 + IA2 + IA3, (4.22)
where
IA1 : = −p|δ|p−2δ
∫
Bη(x0)
φpr−(m−n)+pΨ−pθ (r) (− θΨ (r)) dvolg,
IA2 : =
1
2
p(p− 1)|δ|p−2
∫
Bη(x0)
φpr−(m−n)+pΨ−θp(r) (− θΨ (r))2 dvolg,
IA3 : = C4
∫
Bη(x0)
φpr−(m−n)+pΨ−pθ (r) |− θΨ (r)|3 dvolg.
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Lemma 4.3/(iii) yields
IA1 = −p|δ|p−2δ (Jpθ()− θJpθ−1()) = O(1), (4.23)
whereas Lemma 4.3/(i)-(ii) implies
IA3 ≤ C53Jpθ() + C6Jpθ−3() ≤ C72−pθ +O(1) = O(1). (4.24)
Furthermore, by using Lemma 4.3/(iii) twice, we have
IA2 =
1
2
p(p− 1)|δ|p−2 (2Jpθ()− 2θJpθ−1() + θ2Jpθ−2())
=
1
2
p(p− 1)|δ|p−2
(
θ
p
Jpθ−2()
)
+O(1),
which together with (4.21)–(4.24) indicates Statement (a). On the other hand, Statement (a) combined
with Lemma 4.3/(ii) furnishes∫
Ω
|∇u|prp+βdvolg = I [u] + |δ|pJpθ() ≤ O(1−pθ) + |δ|pJpθ().
Thus, Statement (b) follows. 
Corollary 4.5. Let M,N and Ω be as in Assumption 1. Given p > 1, β ∈ R and D ≥ supx∈Ω r(x),
suppose one of the following conditions holds:
(a) β < −(m− n) and p+ β > −(m− n);
(b) p ∈ (1,m− n), β = −p and (M, g) is flat (i.e., KM ≡ 0).
Then u ∈W 1,p0 (ΩN , rp+β) for small  > 0.
Sketch of proof. (a) In this case, u|N = 0. For any small ι > 0, set u,ι := max{u − ι, 0}. Clearly, u,ι
is a Lipschitz function with compact support in ΩN . Then Lemma A.3 implies u,ι ∈ W 1,p0 (ΩN , rp+β).
On the other hand, (4.9) together with Lemmas 3.10 and 4.4/(b) indicates ‖u‖p,β <∞, which combined
with an argument analogous to (3.8) yields u ∈W 1,p0 (ΩN , rp+β).
(b) In this case, W 1,p0 (Ω, r
p+β) is exactly the standard Sobolev space W 1,p0 (Ω). Since m−n > 1, we may
assume suppu ⊂ Bη(x0) ⊂ Ω. Clearly, u ≥ 0 is unbounded but ‖u‖p,β < ∞. Set u,λ := min{u, λ}
for any λ > 0. Since N has volg-measure zero, a similar argument as above yields u,λ ∈ W 1,p0 (Ω) and
limλ→∞ ‖u,λ − u‖p,β = 0. Hence, u ∈ W 1,p0 (Ω). On the other hand, for any x ∈ M , the flatness
implies volg(Bρ(x)) = cmρ
m for 0 < ρ < the injectivity radius at x. Moreover, the (m − p)-dimensional
Hausdorff measure of N is zero (cf. Burago et al. [7, Section 5.5]). These facts together with a standard
but cumbersome capacity argument (cf. Kinnunen and Martio [30, Corollary 4.14] and Kilpela¨inen et
al. [29, Remarks 4.2, Theorem 4.6]) furnish W 1,p0 (Ω) = W
1,p
0 (ΩN ). Therefore, u ∈W 1,p0 (ΩN ). 
Theorem 4.6. Let M,N,Ω, p, β,D satisfy the assumption of Corollary 4.5. Set δ = (m − n + β)/p.
Suppose that for some constants A > 0, B ≥ 0 and γ > 0, there holds∫
Ω
|∇u|prp+βdvolg ≥ A
∫
Ω
|u|prβdvolg +B
∫
Ω
|u|prβ log−γ
(
D
r
)
dvolg, ∀u ∈ C∞0 (ΩN ). (4.25)
Then we have
(i) A ≤ |δ|p;
(ii) If A = |δ|p and B > 0, then γ ≥ 2;
(iii) If A = |δ|p and γ = 2, then B ≤ p−12p |δ|p−2.
Proof. Let u be defined as in (4.16) and set
Rγ [u] :=
∫
Ω
|u|prβΨγ (r) dvolg =
∫
Ω
φpr−(m−n)+pΨγ−θp (r) dvolg = Jpθ−γ().
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(i) By a suitable modification to the proof of Proposition 3.7, one can show that (4.25) is valid for
W 1,p0 (ΩN , r
p+β). Hence, Corollary 4.5 together with (4.25) yields
A ≤
∫
Ω |∇u|prp+βdvolg∫
Ω |u|prβdvolg
=
∫
Ω |∇u|prp+βdvolg
Jpθ()
,
which combined with Lemma 4.4/(b) and Lemma 4.3/(ii) yields
A ≤ |δ|p + O(
1−pθ)
Jpθ()
≤ |δ|p + O(
1−pθ)
c−1−pθ
→ |δ|p, as → 0.
Hence, Statement (i) follows.
(ii) If the assertion did not hold, then −1 < pθ − γ and hence, Lemma 4.4/(a) combined with Lemma
4.3/(ii) would furnish
0 < B ≤ I [u]
Rγ [u]
≤
θ(p−1)
2 |δ|p−2Jpθ−2() +O(1)
Jpθ−γ()
≤ C
1−pθ +O(1)
c−1−pθ+γ
→ 0, as → 0,
which is a contradiction. Hence, γ ≥ 2.
(iii) If A = |δ|p and γ = 2, Lemma 4.3/(ii) yields Jpθ−2() = O(1−pθ), which together with Lemma
4.4/(a) furnishes
B ≤ I [u]
R2[u]
≤
1
2θ(p− 1)|δ|p−2Jpθ−2() +O(1)
Jpθ−2()
→ 1
2
θ(p− 1)|δ|p−2, as → 0.
The proof is completed by letting θ → (1/p)+. 
Proof of Theorem 1.2. Statement (a’) is a direct consequence of Theorems 4.2 and 4.6. For State-
ment (b’), the same argument as in the proof Proposition 3.7 furnishes that (1.8) remains valid for
u ∈W 1,p0 (ΩN , rp+β). Hence, (1.8) hold for u ∈ C∞0 (Ω, N) due to Lemma 3.6. Then the sharpness follows
from C∞0 (ΩN ) ⊂ C∞0 (Ω, N) and Statement (a’) immediately. 
By a suitable modification to Barbatis et al. [4, Theorem B], one can get another improved version of
the weighed Hardy inequality.
Proposition 4.7. Let (M, g), N and Ω be as in Theorem 1.2. For any D > supx∈Ω r(x), 1 ≤ q < p,
γ > 1 + q/p and β < −k, there exists a constant c > 0 such that∫
Ω
|∇u|prp+βdvolg ≥
∣∣∣∣β + kp
∣∣∣∣p ∫
Ω
|u|prβdvolg + c
(∫
Ω
|∇u|q r
(m−n)(q−p)+q(β+p)
p log−γ
(
D
r
)
dvolg
) p
q
,
for any u ∈ C∞0 (ΩN ). In particular, γ cannot be smaller than 1 + q/p.
5. Hardy inequalities in the flat case
In this section, we present the non-weighted Hardy inequalities in the case when M is a flat manifold
(i.e., KM ≡ 0) and N is a minimal submanifold (i.e., H ≡ 0), in which case the requirement p > k in
Theorems 1.1 and 1.2 can be eliminated.
Lemma 5.1. Let (M, g) be an m(≥ 2)-dimensional complete flat Riemannian manifold and let i : N ↪→M
be a minimal closed submanifold of codimension k(≥ 1). Set r(x) := d(N, x). For any n ∈ VSN ,
detA(t,n) = tk−1, ∆r|(t,n) =
k − 1
t
, for 0 < t < cV(n).
Proof. Let (t,n) denote Fermi coordinates, let (ea)a=α,g be as in (2.3) and set Ja(t) := Pt;nA(t,n)ea.
According to Chavel [14, p. 321] (by choosing λ = 0 and sK(t) = t), we have Jα(t) = Pt;neα and
Jg(t) = tPt;neg, which implies detA(t,n) = tk−1. We conclude the proof by (2.9). 
Theorem 5.2. Let (M, g) be an m(≥ 2)-dimensional complete (possibly compact) flat Riemannian man-
ifold and let i : N ↪→ M be a minimal closed submanifold of codimension k(≥ 1). Set r(x) := d(N, x).
Let Ω be a natural domain in M .
SHARP HARDY INEQUALITIES VIA RIEMANNIAN SUBMANIFOLDS 21
(i) If Ω satisfies either N ⊂ Ω = M or N = ∂Ω, then for any 1 < p 6= k,∫
Ω
|∇u|pdvolg ≥
∣∣∣∣p− kp
∣∣∣∣p ∫
Ω
|u|p
rp
dvolg, ∀u ∈ C∞0 (Ω, N). (5.1)
In particular, if N is compact, then (5.1) is optimal in the following sense∣∣∣∣p− kp
∣∣∣∣p = infu∈C∞0 (Ω,N)\{0}
∫
Ω |∇u|pdvolg∫
Ω
|u|p
rp dvolg
.
(ii) Suppose that Ω satisfies supx∈Ω r(x) < ∞ and either N ∩ Ω 6= ∅ or N = ∂Ω. Thus, for any
1 < p 6= k, there exists a constant T = T (p, k) > 1 such that for any D ≥ T supx∈Ω r(x),∫
Ω
|∇u|pdvolg ≥
∣∣∣∣p− kp
∣∣∣∣p ∫
Ω
|u|p
rp
dvolg +
p− 1
2p
∣∣∣∣p− kp
∣∣∣∣p−2 ∫
Ω
|u|p
rp
log−2
(
D
r
)
dvolg, (5.2)
for any u ∈ C∞0 (Ω, N). Furthermore, (5.2) is optimal in the following sense∣∣∣∣p− kp
∣∣∣∣p = infu∈C∞0 (Ω,N)\{0}
∫
Ω |∇u|pdvolg∫
Ω
|u|p
rp dvolg
,
p− 1
2p
∣∣∣∣p− kp
∣∣∣∣p−2 = infu∈C∞0 (Ω,N)\{0}
∫
Ω |∇u|pdvolg −
∣∣∣p−kp ∣∣∣p ∫Ω |u|prp dvolg∫
Ω
|u|p
rp log
−2 (D
r
)
dvolg
.
Sketch of proof. On account of Theorems 1.1&1.2, it suffices to show the theorem in the case when p < k.
Statement (i) follows from the same proof of Theorem 1.1 together with Lemma 5.1. For Statement (ii),
by Theorem 4.6 and an easy modification to the last part of the proof of Theorem 4.2 (see (a),(b) in
Barbatis et al. [4, p.2182]), one can show that (1.8) remains optimal in the present case, which combined
with Fatou’s lemma indicates that (1.8) holds for W 1,p0 (ΩN ) := W
1,p
0 (ΩN , r
0). The rest of proof is the
same as that of Theorem 1.2. 
6. Examples
In this section, we establish several Hardy inequalities on cylinders, hemispheres and tori, which verify
the validity of Theorems 1.1, 1.2 and 5.2. In order to do this, we need two lemmas. The first one follows
from a direct computation (cf. D’Ambrosio [16, p. 460f]).
Lemma 6.1. Let (M, g) be a complete Riemannian manifold. Suppose that ρ is a non-negative function
such that ρ > 0 a.e. and ∇ρ exists a.e.. Given any p ∈ [2,∞), α ∈ R\{0} and u ∈ C∞0 (M), there holds
|∇u|p ≥ |γ|p |u|
p
ρp
|∇ρ|p +
(
p− 1
p
)p−1
g
(∇|v|p, |∇ρα|p−2∇ρα)+ 2
p
|γ|p−2ρ(α−1)(p−1)+1|∇ρ|p−2
∣∣∣∇|v| p2 ∣∣∣2 ,
where v := ρ−γu and γ := αp−1p .
The second lemma can be proved by the same method as employed in Barbatis et al. [4, Lemma 3.2].
Lemma 6.2. Let (M, g) be an m-dimensional complete Riemannian manifold and i : N ↪→ M be an n-
dimensional closed submanifold. Set r(x) := d(N, x). Let Ω ⊂M be a natural domain with supx∈Ω r(x) <
∞. Given p > 1, s ∈ R and D ≥ supx∈Ω r(x), we have( |s− 1|
p
)p−1 ∫
Ω
|f |p
rm−n
|r∆r + 1− (m− n)| log1−s
(
D
r
)
dvolg +
∫
Ω
|∇f |p
rm−n−p
logp−s
(
D
r
)
dvolg
≥
( |s− 1|
p
)p ∫
Ω
|f |p
rm−n
log−s
(
D
r
)
dvolg, ∀ f ∈ C∞0 (ΩN ).
Now we present the Hardy inequalities on cylinders.
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Example 2. Given n ∈ N with n ≥ 1, let M = R × Sn be a cylinder equipped with the product metric
and let i : N ↪→ M be a closed submanifold. Set r(x) := d(N, x). Denote by s0 (resp., w0) a fixed point
in R (resp., Sn).
(a) If N = {s0} × Sn, then for any p > 1,∫
M
|∇u|p dvolg ≥
(
p− 1
p
)p ∫
M
|u|p
rp
dvolg, ∀u ∈ C∞0 (M,N). (6.1)
(b) If N = R× {w0}, then for any p > n,∫
M
|∇u|p dvolg ≥
(
p− n
p
)p ∫
M
|u|p
rp
dvolg, ∀u ∈ C∞0 (M,N). (6.2)
In particular, provided n = 1 and p = 2, then for any D > pi, there holds∫
M
|∇u|2 dvolg ≥ 1
4
∫
M
|u|2
r2
dvolg +
1
4
∫
M
u2
r2
log−2
(
D
r
)
dvolg, ∀u ∈ C∞0 (M,N). (6.3)
Note that M is of non-negative sectional curvature and N is minimal in both cases. Hence, (6.1) follows
from Theorem 1.1 while (6.2)–(6.3) follow from Theorem 1.2 immediately. However, in the sequel, we
prove these inequalities by another approach. Let (xi) = (s, wl) denote a local coordinate system of M ,
where s (resp., wl) denotes the coordinate of R (resp., local coordinates of Sn).
(a) Without loss of generality, we assume N = {0} × Sn. Thus, for any x = (s, wl), we have r(x) = |s|
and hence, ∆r = 0 in M\N .
Suppose p ∈ (1, 2). Proceeding as in the proof of Lemma 3.8/(a), one can easily get∫
M
|∇u|p dvolg ≥
(
p− 1
p
)p ∫
M
|u|p
rp
dvolg, u ∈ C∞0 (M\N).
Then (6.1) follows from the same argument as in the proof of Proposition 3.7.
Suppose p ≥ 2. Although the method used above still work in this case, we prefer to prove (6.1) by a
direct calculation. Given u ∈ C∞0 (M,N), Lemma 6.1 (ρ := r and α := 1) yields
|∇u|p ≥
(
p− 1
p
)p |u|p
rp
+
(
p− 1
p
)p−1
g(∇|v|p,∇r) in M\N, (6.4)
where v = ur
1−p
p . On the other side, Taylor’s expansion (w.r.t. s) furnishes∣∣u(xi)∣∣ = ∣∣∣u(s, wl)∣∣∣ = ∣∣∣s ∂su(0, wl) + o(s)∣∣∣ = ∣∣∣r lim
t→0
g
(
∇r|(t,wl),∇u|(t,wl)
)
+ o(r)
∣∣∣ .
Then an easy computation yields a constant C > 0 and a small  > 0 such that
|g(∇u,∇r)|(x) ≤ C, |u|p(x) ≤ Crp(x), |v|p(x) ≤ Cr(x), |g(∇|v|p,∇r)| (x) ≤ C, if r(x) < ,
which implies
lim
η→0+
[∣∣∣∣∣
∫
Tη
g(∇|v|p,∇r) dvolg
∣∣∣∣∣+
∣∣∣∣∣
∫
∂Tη
|v|pdA
∣∣∣∣∣
]
≤ lim
η→0+
C volg (Tη) + 2cn lim
η→0+
max
∂Tη
|v|p = 0. (6.5)
Since ∆r = 0, the divergence theorem together with (6.5) yields∫
M
g(∇|v|p,∇r) dvolg = lim
η→0+
(∫
M\Tη
div (|v|p∇r) dvolg +
∫
Tη
g(∇|v|p,∇r) dvolg
)
= lim
η→0+
∫
∂Tη
|v|pdA+ lim
η→0+
∫
Tη
g(∇|v|p,∇r) dvolg = 0,
which combined with (6.4) furnishes (6.1).
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(b) In this case, for any x = (s, w), we have r(x) = dSn(w,w0) ≤ pi, where dSn is the distance on
Sn. This fact together with a direct calculation in local coordinates then yields ∆r = (n − 1) cot r for
0 < r < pi. If p ∈ (1, 2), the proof is almost the same as above. Alternatively, suppose p ≥ 2. Since p > n,
∆pr
α = αp−1
(n− 1)
rn
(r cot r − 1) ≤ 0. (6.6)
where α := (p− n)/(p− 1). For any u ∈ C∞0 (M,N), Taylor’s expansion in Fermi coordinates yields a
constant C > 0 and  > 0 such that
|g(∇u,∇r)|(x) ≤ C, |u|p(x) ≤ Crp(x), |v|p(x) ≤ Crn(x), |g(∇|v|p,∇r)| (x) ≤ Crn−1(x), if r(x) < ,
where v = ur
−α p−1
p = ur
n−p
p . Since v is compactly supported, a similar argument as above combined
with the divergence theorem and (6.6) furnishes∫
M
g
(∇|v|p, |∇rα|p−2∇rα) dvolg =
lim
η→0+
(∫
∂Tη
g
(|v|p|∇rα|p−2∇rα,∇r) dA− ∫
M\Tη
|v|p∆prα dvolg +
∫
Tη
g
(∇|v|p, |∇rα|p−2∇rα) dvolg) ≥ 0,
which together with Lemma 6.1 (ρ := r) yields (6.2).
In order to prove (6.3), for any u ∈ C∞0 (M\N), set v := ur−1/2 ∈ C∞0 (M\N). Since ∆r = 0 (i.e.,
n = 1), Lemma 6.2 (s := 2 = p and f := v) yields∫
M
|∇|v||2rdvolg =
∫
M
|∇v|2rdvolg ≥ 1
4
∫
M
|v|2
r
log−2
(
D
r
)
dvolg =
1
4
∫
M
u2
r2
log−2
(
D
r
)
dvolg,
which together with Lemma 6.1 (α := 1 and ρ := r) furnishes∫
M
|∇u|2 dvolg ≥ 1
4
∫
M
|u|2
r2
dvolg +
1
4
∫
M
u2
r2
log−2
(
D
r
)
dvolg. (6.7)
Recall C∞0 (M,N) ⊂ W 1,p0 (M\N, r0) (cf. Lemma 3.6). Thus, (6.3) follows from (6.7) together with the
same argument as in the proof of Proposition 3.7.
Now we turn to consider the Hardy inequalities on hemispheres.
Example 3. Given n ≥ 2, let M := Sn ⊂ Rn+1. Denote by Ω the northern hemisphere. Set N := ∂Ω ∼=
Sn−1 and r(x) := d(N, x). For any p > 1, there holds∫
Ω
|∇u|p dvolg ≥
(
p− 1
p
)p ∫
Ω
|u|p
rp
dvolg, ∀u ∈ C∞0 (Ω, N). (6.8)
In fact, let (%, y) denote the polar coordinates about the north pole o. Thus, for any x = (%, y) ∈ Ω,
we have r(x) = pi/2− %, which implies
∆r = −∆% = −(n− 1) cot ρ = −(n− 1) tan r < 0.
Consequently, (6.8) can be proved by the same method as employed in Example 2/(a). Alternatively,
according to do Carmo and Warner [10, Theorem 1.1], the boundary of a hemisphere is always weakly
mean convex (factually, totally geodesic). Thus, (6.8) follows from (1.6) immediately.
We end this section by investigating Hardy inequalities on flat tori.
Example 4. Given m,n ∈ N with m ≥ 2 and 0 ≤ n ≤ m − 1, let M := Tm = S1 × · · · × S1 be an
m-dimensional flat torus and let N := {w1} × · · · × {wm−n} × Tn ⊂ M , where wl, 1 ≤ l ≤ m − n, are
fixed points in S1. Set r(x) := d(N, x). Then for any 1 < p 6= m− n, there holds∫
M
|∇u|p dvolg ≥
∣∣∣∣p− (m− n)p
∣∣∣∣p ∫
M
|u|p
rp
dvolg, ∀u ∈ C∞0 (M,N). (6.9)
In fact, let x = (xi) = (x1, . . . , xm), xi ∈ (−pi, pi) be the natural local coordinates of M such that
xl(wl) = 0 for 1 ≤ l ≤ m − n. Thus r(x) =
√∑m−n
l=1 (x
l)2 and hence, r∆r = m − n − 1. Owing to this
24 YUNXIA CHEN AND WEI ZHAO
fact, by choosing α = p−(m−n)p−1 , the proof is similar to that of Example 2/(b). By contrast, since N is a
minimal (actually, totally geodesic) submanifold of M , (6.9) is a direct consequence of Theorem 5.2/(i).
Appendix A. Weighted Sobolev spaces
In this section, we study the properties of weighted Sobolev spaces defined by Definition 3.5. In what
follows, we always assume that (M, g) is an m(≥ 2)-dimensional complete (possibly compact) Riemannian
manifold and i : N ↪→M is an n-dimensional closed submanifold with 0 ≤ n ≤ m−1. Set r(x) := d(N, x).
Suppose that O is an open set in M with O ∩N 6= ∅. Let p > 1 and β ∈ R satisfy p+ β > −(m− n).
A standard argument together with Lemma 2.6 yields the following result.
Lemma A.1. Let p > 1 and β ∈ R satisfy p+β > −(m−n). Then dµ := rp+βdvolg is a σ-finite measure
on M . Moreover, for any Borel set E, µ(E) = 0 if and only if volg(E) = 0. In particular, µ(N) = 0.
In the sequel, we prefer to use dµ rather than dvolg to investigate weighted Sobolev spaces. Particularly,
µ(N) = 0. For any s ∈ (1,∞), we define Ls(O, rp+β) (resp., Ls(TO, rp+β)) as the completion of C0(O)
(resp., Γ0(TO), i.e., the space of continuous tangent vector fields with compact support in O) under the
norm
[u]s,µ :=
(∫
O
|u|sdµ
) 1
s
,
(
resp., [X]s,µ :=
(∫
O
|X|sdµ
) 1
s
)
.
The standard theory yields the following result.
Theorem A.2. Both Ls(O, rp+β) and Ls(TO, rp+β) is reflexive. Hence, if a sequence (ui) (resp., (Xi))
is bounded in Ls(O, rp+β) (resp., Ls(TO, rp+β)), then there exists a subsequence (uik) (resp., (Xik)) and
u ∈ Ls(O, rp+β) (resp., X ∈ Ls(TO, rp+β) ) such that uik → u weakly in Ls(O, rp+β) (resp., Xik → X
weakly in Ls(TO, rp+β)) as k →∞.
Let W 1,p(O, rp+β) be as in Definition 3.5. Thus, for any u ∈ C∞(O), we have ‖u‖pp,β = [u]pp,µ + [∇u]pp,µ.
Remark 4. It is easy to check that the weak gradient in the sense of W 1,p(O, rp+β) satisfies the following
properties:
(a) ∇(λu+ ζu) = λ∇u+ ζ∇u for any λ, ζ ∈ R and u, v ∈W 1,p(O, rp+β);
(b) given a smooth vector field X with compact support in O\N , then∫
O
g(∇u,X)dµ = −
∫
O
udivµXdµ.
Since p + β > −(m − n), there always exists some q > 1 such that q(p + β) > −(m − n). Then the
same proof as in Meng et al. [37, Lemma A.1] (by choosing ρ := r and dµ := d volg) yields
Lemma A.3. For any globally Lipschitz function u with compact support in O, we have u ∈W 1,p0 (O, rp+β).
Due to Lemma A.3, the following result can be proved in the same way as in Hebey [27, Theorem 2.7].
Theorem A.4. W 1,p(M, rp+β) = W 1,p0 (M, r
p+β).
Theorem A.4 combined with the same proof of Zhao [47, Lemma B.4] yields the following result.
Corollary A.5. If u ∈W 1,p(M, rp+β) with compact support in O, then u|O ∈W 1,p0 (O, rp+β).
In order to show the reflexivity of W 1,p(O, rp+β), we recall Mazur’s lemma (cf. Renardy and Rogers [41,
Lemma 10.19]).
Lemma A.6 (Mazur’s lemma). Assume that X is a Banach space and that xi → x weakly in X as
i→∞. Then there exists a sequence of convex combinations
x˜i =
mi∑
j=i
ai,jxj , ai,j ≥ 0,
mi∑
j=i
ai,j = 1,
such that x˜i → x strongly in X as i→∞.
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Theorem A.7. W 1,p(O, rp+β) is reflexive. That is, given a bounded sequence (ui) in W 1,p(O, rp+β),
there exists a subsequence (uik) and u ∈ W 1,p(O, rp+β) such that uik → u weakly in Lp(O, rp+β) and
∇uik → ∇u weakly in Lp(TO, rp+β) as k →∞.
Proof. Since (ui) is a bounded sequence in W
1,p(O, rp+β), Theorem A.2 yields a subsequence (uik) and
u ∈ Lp(O, rp+β) and a vector field X ∈ Lp(TO, rp+β) such that uik → u weakly in Lp(O, rp+β) and
∇uik → X weakly in Lp(TO, rp+β) as k → ∞. Consider the Banach space Lp(O, rp+β) × Lp(TO, rp+β)
endowed with the product metric. Obviously,
(uik ,∇uik)→ (u,X) weakly in Lp(O, rp+β)× Lp(TO, rp+β).
Thus, Lemma A.6 yields a sequence of convex combinations such that
ml∑
k=l
al,k(uik ,∇uik)→ (u,X) strongly in Lp(O, rp+β)× Lp(TO, rp+β), as l→∞.
Set vl :=
∑ml
k=l al,kuik ∈ W 1,p(O, rp+β). Then both vl → u strongly and ∇vl → X strongly in the
corresponding [·]p,µ-norms. Hence, (vl) is a Cauchy sequence in W 1,p(O, rp+β), which implies ∇u = X
and u ∈W 1,p(O, rp+β). 
Theorem A.7 together with the dominated convergence theorem yields the following two corollaries.
We omit the proofs because they are standard but cumbersome.
Corollary A.8. If u ∈ W 1,p(O, rβ+p), then u+ := max{u, 0}, u− := −min{u, 0} and |u| = u+ − u− are
all in W 1,p(O, rβ+p). In particular, ∇|u| = sgn(u)∇u.
Corollary A.9. Given u ∈ W 1,p(M, rp+β), we have max{0,min{u, 1}} ∈ W 1,p(M, rp+β). Moreover, for
any λ > 0, set uλ := max{−λ,min{u, λ}}. Then uλ → u in W 1,p(M, rp+β) as λ→∞.
Proposition A.10. Given u, v ∈W 1,p(M, rp+β), there following statements are true:
(i) max{u, v} ∈W 1,p(M, rp+β) and |∇max{u, v}| ≤ max{|∇u|, |∇v|};
(ii) if ‖u‖∞ + ‖v‖∞ <∞, then uv ∈W 1,p(M, rp+β) and ∇(uv) = u∇v + v∇u.
Proof. Since max{a, b} = 12(a+ b+ |a− b|), Statement (i) follows from Corollary A.8 and Remark 4/(a)
immediately. In order to prove Statement (ii), by Theorem A.4 one gets two sequences (ui), (vi) in C
∞
0 (M)
such that ui → u and vi → v under ‖·‖p,β. Set u∗i := max{−λ,min{ui, λ}} and v∗i := max{−λ,min{vi, λ}},
where λ is a constant satisfying ‖u‖∞ + ‖v‖∞ ≤ λ. Thus, u∗i v∗i is a Lipschitz function with compact
support, which together with Lemma A.3 implies u∗i v
∗
i ∈ W 1,p(M, rp+β). Moreover, it follows from
Corollary A.9 that u∗i , v
∗
i ∈W 1,p(M, rp+β) and u∗i → u, v∗i → v under ‖ · ‖p,β. Since ‖u∗i ‖∞+‖v∗i ‖∞ ≤ 2λ,
it is easy to check u∗i v
∗
i → uv and ∇(u∗i v∗i ) → v∇u + u∇v under the corresponding [·]p,β-norms. Hence,
(u∗i v
∗
i ) is a Cauchy sequence in W
1,p(M, rp+β). We conclude the proof by u∗i v
∗
i → uv in ‖ · ‖p,β. 
Theorem A.11. Suppose that (ui) is a bounded sequence in W
1,p(O, rp+β) and ui → u pointwise a.e. in
O. Thus, u ∈W 1,p(O, rp+β), ui → u weakly in Lp(O, rp+β) and ∇ui → ∇u weakly in Lp(TO, rp+β).
Proof. Choose an arbitrary subsequence (uik) of (ui). According to Theorem A.7, there is a subsequence
of (uik), still denoted by (uik), and a function v ∈W 1,p(O, rp+β) such that uik → v weakly in Lp(O, rp+β)
and ∇uik → ∇v weakly in Lp(TO, rp+β). We now show v = u a.e. in O.
Lemma A.6 together with the proof of Theorem A.7 furnishes a sequence of convex combinations with
u∗k :=
mk∑
j=k
ak,juij → v, ∇u∗k =
mk∑
j=k
ak,j∇uij → ∇v, as k →∞,
in the corresponding [·]p,µ-norms. Thus, the standard theory of Lp-space together with Lemma A.1 yields
a subsequence of (u∗k) converging pointwise to v a.e. in O. On the other hand, since (uj) converges to
u pointwise, we see that (u∗k) converges to u pointwise as well. Consequently, v = u a.e. and therefore
∇u = ∇v a.e. in O.
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From above, we have proved that for every subsequence of (ui), there is a further subsequence (uik)
such that uik → u weakly in Lp(O, rp+β) and ∇uik → ∇u weakly in Lp(TO, rp+β), which indicates that
the original sequence (ui) also satisfies such a property. 
Corollary A.12. Given u ∈W 1,p(M, rp+β), we have max{u− , 0} ∈W 1,p(M, rp+β) for any  > 0.
Proof. Owing to Theorem A.4, there exists a sequence (ui) in C
∞
0 (M) such that ui → u under ‖ · ‖p,β
and ‖ui‖p,β ≤ ‖u‖p,β + 1. By passing a subsequence, we may assume that (ui) converges to u pointwise.
Set vi := max{ui − , 0}. Since vi is a Lipschitz function with compact support, Lemma A.3 yields
vi ∈W 1,p(M, rp+β). Moreover, note that ‖vi‖p,β ≤ ‖ui‖p,β ≤ ‖u‖p,β+1 and (vi) converges to max{u−, 0}
pointwise, which together with Theorem A.11 implies max{u− , 0} ∈W 1,p(M, rp+β). 
Now we introduce the capacity with respect to ‖ · ‖p,β.
Definition A.13. The Sobolev (p, β)-capacity of a set E ⊂M is defined by
Capp,β(E) := inf
u∈A (E)
‖u‖pp,β,
where A (E) = {u ∈W 1,p(M, rp+β) : u ≥ 1 on a neighborhood of E}. In particular, set Capp,β(E) :=∞
if A (E) = ∅.
Proceeding as in the proof of Kinnunen and Martio [30, Remark 3.1] and using Corollary A.9, we have
the following result.
Proposition A.14. Let A ′(E) := {u ∈ W 1,p(M, rp+β) : 0 ≤ u ≤ 1 and u = 1 on a neighborhood of E}.
Thus, we have
Capp,β(E) = inf
u∈A ′(E)
‖u‖pp,β.
Theorem A.15. The Sobolev (p, β)-capacity is an outer measure, that is
(i) Capp,β(∅) = 0;
(ii) Capp,β(E1) ≤ Capp,β(E2) if E1 ⊂ E2;
(iii) Capp,β (
⋃∞
i=1Ei) ≤
∑∞
i=1 Capp,β(Ei);
(iv) Capp,β(·) is outer regular, i.e., Capp,β(E) = inf
{
Capp,β(O) : O is open with E ⊂ O
}
;
Proof. Both (i) and (ii) are obvious while (iv) follows from a similar argument to Kinnunen and Martio [30,
Remark 3.3]. It remains to show (iii). We may assume
∑
i Capp,β(Ei) <∞. Given  > 0, for each i ∈ N
there is ui ∈ A (Ei) such that ‖ui‖pp,β ≤ Capp(Ei) + /2i. Set v := supi ui.
Now we show v ∈ A (∪iEi). In fact, let vk := max1≤i≤k ui, k ∈ N. Proposition A.10/(i) yields
vk ∈W 1,p(M, rp+β). Moreover, since |vk| ≤ |supi ui| and |∇vk| ≤ supi |∇ui|,
‖vk‖pp,β ≤
∫
M
∞∑
i=1
|ui|pdµ+
∫
M
∞∑
i=1
|∇ui|pdµ =
∞∑
i=1
‖ui‖pp,β ≤
∞∑
i=1
Capp,β(Ei) +  <∞. (A.1)
That is, (vk) is a bounded sequence in W
1,p(M, rp+β). Since vk → v pointwise, Theorem A.11 implies
v ∈ W 1,p(M, rp+β). In particular, it follows from Theorem A.11, Lemma A.6 and (A.1) that ‖v‖pp,β ≤∑∞
i=1 ‖ui‖pp,β ≤
∑∞
i=1 Capp,β(Ei) + . On the other hand, because ui ∈ A (Ei), there exists an open set
Oi ⊂ Ei such that ui ≥ 1 on Oi and hence, v = supi ui ≥ 1 in ∪∞i=1Oi, which implies v ∈ A (∪iEi).
Therefore, Capp,β (∪∞i=1Ei) ≤ ‖v‖pp,β ≤
∑∞
i=1 Capp,β(Ei) + , which concludes the proof. 
Definition A.16. We say that a property holds (p, β)-quasieverywhere in a set E, if it holds except for a
subset of (p, β)-capacity zero in E. In addition, a function u : M → [−∞,+∞] is (p, β)-quasicontinuous
if for any  > 0, there is a set E such that Capp,β(E) <  and the restriction u|M\E is continuous.
Theorem A.17. If u ∈ W 1,p(M, rp+β) is (p, β)-quasicontinuous and u = 0 (p, β)-quasieverywhere in
M\O, then u|O ∈W 1,p0 (O, rp+β).
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Proof. Step 1. In view of Corollary A.5, it suffices to show that u can be approximated by the functions
in W 1,p(M, rp+β) with compact support in O. Thanks to Corollary A.8, if we can find such a sequence
for u+ = max{u, 0}, then we can also do it for u− = max{−u, 0}. Thus, by u = u+ − u− we are done.
For this reason, we may suppose u ≥ 0.
Furthermore, since W 1,p0 (M, r
p+β) = W 1,p(M, rp+β) (see Theorem A.4), we may assume that u has a
compact support in M . According to Corollary A.9, by considering truncation uλ = min{u, λ}, we may
also assume that u is bounded.
Step 2. Since u is (p, β)-quasicontinuous, for any δ > 0, Theorem A.15/(iv) furnishes an open set U ⊂M
such that Capp,β(U) < δ and the restriction u|M\U is continuous. Denote E := {x ∈ M\O : u(x) 6= 0}.
The assumption implies Capp,β(E) = 0. Choose a function vδ ∈ A ′(U ∪ E) satisfying 0 ≤ vδ ≤ 1 and
‖vδ‖pp,β ≤ Capp,β(U ∪ E) + η, where η > 0 is a small constant with η + Capp,β(U) < δ. Thus,
‖vδ‖pp,β ≤ Capp,β(U) + Capp,β(E) + η = Capp,β(U) + η < δ. (A.2)
On the other hand, there is an open set G ⊃ U ∪ E such that vδ = 1 in G. For any  ∈ (0, 1), define
u(x) := max{u(x)− , 0} ∈W 1,p(M, rp+β).
Given x ∈ ∂O\G, since u(x) = 0, the continuity of u|M\G yields a ρx > 0 such that u = 0 in Bρx(x)\G.
Hence, (1 − vδ)u = 0 in Bρx(x) ∪ G for every x ∈ ∂O\G. It follows from the compactness of suppu
that (1−vδ)u is compactly supported in O. Thus, Proposition A.10/(ii) indicates vδu ∈W 1,p(M, rp+β),
which together with Corollary A.5 yields ((1 − vδ)u)|O ∈ W 1,p0 (O, rp+β). In the sequel, we show that u
can be approximated by this kind of functions under ‖ · ‖p,β.
Step 3. By max{a, b} = 12(a+ b+ |b− a|) and Corollary A.8, one gets
∇u = ∇u a.e. in {x ∈M : u(x) ≥ }; ∇u = 0 a.e. in {x ∈M : u(x) ≤ }. (A.3)
The triangle inequality furnishes
‖u− (1− vδ)u‖p,β ≤ ‖u− u‖p,β + ‖vδu‖p,β. (A.4)
It follows from u ≥ 0 that |u − u| = u − u ≤  and supp(u − u) ⊂ suppu. Hence, (A.3) and the
dominated convergence theorem yield
‖u− u‖p,β = [u− u]p,µ + [∇u−∇u]p,µ ≤ [χsuppu]p,µ + [χ{0≤u≤}∇u]p,µ → 0, as → 0. (A.5)
On the other hand, since u is bounded, Proposition A.10/(ii) and (A.2) furnish
‖vδu‖p,β ≤ [vδu]p,µ + [∇(vδu)]p,µ ≤ [vδu]p,µ + [u∇vδ]p,µ + [vδ∇u]p,µ
≤ ‖u‖∞[vδ]p,µ + ‖u‖∞[∇vδ]p,µ + [vδ∇u]p,µ
≤ 2‖u‖∞‖vδ‖p,β + [vδ∇u]p,µ ≤ 2δ
1
p ‖u‖∞ + [vδ∇u]p,µ. (A.6)
Moreover, (A.2) yields a subsequence vi := vδi such that vi converges to 0 pointwise a.e.. The dominated
convergence theorem then implies limi→∞[vi∇u]p,µ = 0, which together with (A.6) furnishes
lim
i→∞
‖viu‖p,β ≤ lim
i→∞
(
2δ
1
p
i ‖u‖∞ + [vi∇u]p,µ
)
= 0. (A.7)
It follows from (A.4), (A.5) and (A.7) that ‖u − (1 − vi)u‖p,β → 0 as  → 0 and i → ∞. Since
((1− vi)u)|O ∈W 1,p0 (O, rp+β), we have u|O ∈W 1,p0 (O, rp+β). 
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