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Abstract—We study the robustness of interdependent networks
where two networks are said to be interdependent if the operation
of one network depends on the operation of the other one, and vice
versa. In this paper, we propose a model for analyzing bidirectional
interdependent networks with known topology. We define the metric
MR(D) to be the minimum number of nodes that should be
removed from one network to cause the failure of D nodes in the
other network due to cascading failures. We prove that evaluating
this metric is not only NP-complete, but also inapproximable.
Next, we propose heuristics for evaluating this metric and compare
their performances using simulation results. Finally, we introduce
two closely related definitions for robust design of interdependent
networks; propose algorithms for explicit design, and demonstrate
the relation between robust interdependent networks and expander
graphs.
I. INTRODUCTION
Many of today’s infrastructures are organized in the form
of networks and are becoming increasingly interdependent. For
example, the power grid and communication networks have a
cyber-physical interdependency where the power nodes depend
on the control signals coming from the communication nodes
and communication nodes operate using the power coming from
the power nodes. As another example, the power grid and gas
networks have a physical-physical interdependency where the
compressors in gas networks require power from the power grid
to transmit gas and the gas generators in the power grid require
gas to generate power.
Although interdependency is required for the operation of
both networks under normal conditions, if a failure happens
inside one of the networks it can cascade to the other network.
For example, if a failure occurs inside the power grid, some of
the communication nodes will lose their power and fail. As a
result, new power nodes lose their control and fail which can
lead to the failure of additional communication nodes. Thus, a
cascade of failures can occur between the two networks due to
the strong interdependency.
The concept of interdependency was first introduced by
Rinaldi et. al. in [1], where the authors described different
types of interdependencies as well as different types of failures
that can occur in interdependent systems. In 2010, Buldyrev
et. al. developed the first mathematical model for describing
interdependency between two networks [2]. They modeled each
network as a random graph and assumed there exists a one-to-
one interdependency between the two networks. They consider
two networks A and B, where node in network A can operate
if it is connected to the largest connected component in network
A and its correspondent node in network B is also operat-
ing. Using percolation theory, they showed that failures spread
more in interdependent networks than isolated networks; thus,
interdependent networks are more vulnerable. Using this model,
Parshani et al. showed that reducing the dependency between the
networks makes them more robust to random failures [3]. In [4],
the robustness of a slightly different version of interdependent
networks was investigated where mutually dependent nodes have
the same number of connectivity links. A discussion of follow-up
works on Buldyrev’s model can be found in [5].
The robustness of interdependent networks under targeted
attacks was studied in [6]. The stability of interdependent spa-
tially embedded networks, and the impact of geographical attacks
on the robustness of two interdependent spatially embedded
networks was studied in [7] and [8], respectively. Moreover,
in [9], the notion of interdependency was generalized to more
than two networks, and the ability of networks to tolerate certain
structural attacks was investigated.
There have also been some efforts on designing robust
interdependent networks. The authors in [10] proposed a strategy
based on “betweenness” centrality measurement to make a min-
imum number of nodes resilient such that the overall robustness
of networks is increased. In [11] a dynamic enhancing model
was studied, where the authors defined a healing process, where
an interdependency link is formed with some given probability.
They showed that there is a threshold for this probability where
catastrophic failures occur below the threshold and do not occur
above the threshold. Finally, the authors in [12] showed that the
robustness of interdependent networks depends on the allocation
of the interdependency links, and characterized an optimum
allocation against random attacks.
As described above, most of the literature on interdependency
follows the model of [2], and relies on the asymptotic behavior of
random networks. However, in reality networks are not random,
and models and analytical tools are needed for studying networks
with known topology. There have been a few attempts on
assessing deterministic interdependent networks in the literature.
In [13], we proposed a new connectivity model for deterministic
networks with known topologies. In this model, every node has to
be connected to a source node in the network. For example, in the
case of the power grid, a load has to be connected to the generator
as its source. The interdependency model was extended in [14]
and [15] by introducing different types of interdependency, where
a node depends on multiple types of nodes for its operation.
There have also been some attempts at modeling the interac-
tions between networks in more realistic settings. The impact
of failures in the power grid on the communication network
was explored in [16], and the impact of power failures on
layered optical communication networks was studied in [17].
In [18], [19], the interdependency model for power grid and
communication network was modified by considering the power
flow equations and cascading failures inside the power grid. In
particular, we showed in [18] that under some conditions, the
connectivity model proposed in this paper can be used to describe
the cascading failures between interdependent power grid and
communication networks.
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2In this paper, we propose a new model for interdependent
networks with “known” topologies. We propose several metrics
for identifying the impact of failures in one network on the
vulnerability of the other one due to interdependency, analyze
the complexity of our metrics, and propose algorithms for
approximating them.
Next, we prove that interdependent networks with bidirec-
tional edges are more robust than those with unidirectional
edges, and propose two closely-related definitions for robust
interdependent networks: (1) a lexicographic definition which
guarantees that networks robust to large failures are also robust
to small failures, and (2) a relative definition which guarantees
that the ratio of the size of the initial failure to the size of the
final failure is large.
Finally, we propose explicit algorithms for robust design of
networks under the first definition and showed the relation of
robust interdependent networks with expander graphs under the
second definition.
The rest of this paper is organized as follows. In Section II,
we introduce our model for interdependent networks. In Section
III, we formulate two closely-related metrics for vulnerability
assessment, analyze their complexity and propose heuristics
for approximating them. Next, in Section IV, we introduce
two definitions for robust networks and propose algorithms for
allocating the interdependency links in order to obtain the most
robust bidirectional interdependent networks. Finally, in Section
V, we discuss the robustness of interdependent networks with
general topologies, and conclude in Section VI.
II. INTERDEPENDENCY MODEL
Consider network A with N1 nodes and a set of robust source
nodes SA1 where every node in A is connected to at least one
source node in SA via a path in network A. Similarly, network
B has N2 nodes and a set of robust source nodes SB where
every node in B is connected to at least one source node in SB
via a path in B. Without loss of generality, we assume that each
network has exactly one source node, where one can replace
all source nodes in SA (SB) with one dummy node called SA
(SB). In addition, there exists an interdependency between nodes
in networks A and B as follows:
1) Every node in network A receives at least one incoming
edge from a node in network B;
2) Every node in network B receives at least one incoming
edge from a node in network A;
See Figure 1 for an example of our interdependent network.
According to our model, a node in network A is operating if
(a1) it is connected to source SA via a path of operating nodes
in A, and (a2) it is connected to at least one operating node in
network B. Similarly, a node B is operating if (b1) it is connected
to source SB via a path of operating nodes in B, and (b2) it is
connected to at least one operating node in network A. Note that
condition (a2) guarantees the connection of node A to source SB ,
as well. This is due to the fact that an operating node of type B
should be connected to SB . Similarly, condition (b2) guarantees
the connection of node B to source SA.
It is worthwhile to note a critical difference between the
interdependent networks and isolated networks which makes
the analysis of interdependent networks more complex. In our
model, every node of type A will be operational if it is receiving
1We assume that source nodes do not fail.
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Fig. 1. Interdependency Model - Dotted lines represent links of type A and
solid lines represent links of type B.
incoming edges from both type A and type B nodes; however,
its outgoing edge will be “only” of type A. Therefore, although
each operational node is connected to both sources SA and SB
via two paths, the type of nodes in each path also matters.
A. Failure Cascades
We start with an example demonstrating that a single failure
can cascade multiple times within and between networks A and
B (Figure 2). Suppose that initially node A4 fails (Step 1). As
a result, all the edges attached to A4 fail, and node B3 loses its
connection to network A and fails (Step 2); Consequently, node
A1 and A3 lose their connection to network B, and node B2
loses its connection to source SB , and all fail (Step 3). Finally
node B1 loses its connection to network A, and substation A2
loses its connection to source SA, and both fail (Step 4).
In this paper, the interdependent networks A and B have
special star topologies; i.e. every node is directly connected
to the source in that network. In a star topology, failure of a
node in network A cannot disconnect other nodes in network
A from source SA; and similarly, failure of a node in network
B cannot disconnect other nodes in network B from source SB .
Therefore, any cascading failure in the system would be only due
to the interdependency between the networks. We consider this
topology as it gives us the opportunity to investigate the impact
of interdependency on the robustness of networks.
B. Types of Interdependency
One can consider both unidirectional and bidirectional in-
terdependency. In unidirectional interdependency, interdependent
edges are unidirectional; i.e. if node i in network A supports
node j in network B, it is not necessarily supported by node
j. In bidirectional interdependency, interdependent edges are
bidirectional; i.e. if node i in network A supports node j in
network B, it is also supported by node j.
The main difference between the cascade of failures in these
two networks is the fact that in unidirectional networks, a
failure can cascade in multiple stages, whereas in a bidirectional
network, a failure cascades only in one stage 2 (See [13] for more
details). Later, we will see that the bidirectional interdependent
networks are more robust than the unidirectional interdependent
networks due to this difference.
2Suppose failure cascades from i1 to i2 to i3; i.e. two stages. This means that
node i2 has two neighbors ; i.e. two incoming edges; thus, loss of neighbor i1
does not lead to the failure of node i2
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(a) Step1 - A4 fails, initially
SA
A2
A1
A3
B1
B2
B3
SB
Network A Network B
(b) Step2 - B3 fails
SA
A2
A1
A3
B1
B2 SB
Network A Network B
(c) Step3 - A1, A3 and B2 fail
SA
A2
B1
SB
Network A Network B
(d) Step4 - B1 and A2 fail
Fig. 2. Cascade of a single failure in an interdependent model
III. ANALYSIS
In this section, we analyze the robustness of interdependent
networks with known topology to cascading failures. First, we
define two closely related metrics which find the most influential
nodes in an interdependent network. Then, we formulate these
metrics, investigate their complexity and propose algorithms for
evaluating them.
A. Metrics
We define two metrics MR(D) and MRB(D) to evaluate
the impact of cascading failures in interdependent networks.
Definition 1: In an interdependent network, metric MR(D)
denotes the minimum number of node removals from network
A which causes the failure of D arbitrary nodes in network B.
Definition 2: In an interdependent network, metric
MRB(D) denotes the minimum number of node removals
from both networks which causes the failure of D arbitrary
nodes in network B.
Note that due to symmetry, one can define the same metrics
for analyzing the effect of removals on network A.
Theorem 1: Consider the set of all operating interdependent
networks, namely G, with N1 nodes in network A, N2 nodes in
network B, E edges from network A to B and E edges from
network B to A, where A and B have star topologies and every
node has at least one outgoing edge. For any arbitrary value of
D, the network with largest MR(D) has bidirectional edges.
Proof: By contradiction - Let G1 ∈ G be the set of
bidirectional interdependent networks and G2 ∈ G be the set
of unidirectional interdependent networks, where G1 ∪G2 = G.
Moreover, for any subset of D nodes in network B, namely YD,
let X(YD) denote the minimum node removal from network A
for the failure of YD.
Suppose G∗1 ∈ G1 is the bidirectional network that has
the largest MR(D) = X∗ among all networks in G1. Next,
we prove by contradiction that there exists no unidirectional
interdependent network with larger MR(D).
Consider an arbitrary unidirectional interdependent network
in G2. In order to cause the failure of any subset YD with mini-
mum node removal (X(YD)), one should either remove its direct
neighbors N(YD) (i.e. the set of nodes in network A that provide
direct incoming edges to nodes in YD) or the nodes that their
failure leads to the failure of N(YD). Thus, X(YD) ≤ N(YD).
Suppose there exists G∗2 ∈ G2 with MR(D) > X∗. It means
that there exists an allocation of E edges from network A to
B such that for any YD ∈ B, X∗ < X(YD) ≤ N(YD).
Thus, one can construct a bidirectional network with the same
allocation such that N (YD) > X∗, for all YD ∈ B. Therefore,
MR(D) = min{N (YD) : ∀YD ∈ B} > X∗ which is a
contradiction.
Theorem 1 indicates that bidirectional networks are more
robust than unidirectional networks. Thus, throughout this paper,
we will only focus on analyzing networks with bidirectional
interdependency.
Lemma 1: In bidirectional interdependent networks with star
topologies, the smallest set of nodes in network A whose
removals lead to the failure of a given set of D nodes, namely
YD, in network B is the set of direct neighbors of nodes in YD,
namely N (YD).
Proof: This is due to the fact that in bidirectional interde-
pendent networks with star topologies, failures cascade only in
one stage.
Note that by Lemma 1,
MR(D) = min{N (YD) : ∀YD ∈ B, |YD| = D} (1)
By Lemma 1, It is easy to see that in bidirectional interde-
pendent networks with star topology, metric MRB(D) can be
4obtained directly from metric MR(D) via equation 2. Thus, it
is enough to only focus on evaluating metric MR(D)
MRB(D) = min{MR(D − 1) + 1,MR(D)}
= min
i=0,··· ,D
{MR(i) +D − i} (2)
It’s worth reminding the readers that all the analysis in the
rest of this paper are focused on “bidirectional” interdependent
networks with “star” topology unless mentioned otherwise.
B. Formulation
Here, we provide an ILP formulation for evaluating metric
MR(D). Let N1 denote the number of nodes in network A and
N2 denote the number of nodes in network B. Moreover, let
X denote the set of binary variables associated to the nodes in
network A where Xi = 1 if node i is removed, and Xi = 0
otherwise. Similarly, let Y denote the set of binary variables
associated to the nodes in network B where Yj = 1 if node
j fails due to the cascading effect, and Yj = 0 otherwise. Our
formulation is as follows.
min
N1∑
i=1
Xi (3a)
s.t. Yj ≤ Xi (i, j) ∈ E (3b)
N2∑
j=1
Yj ≥ D (3c)
Xi, Yj ∈ {0, 1} (3d)
Here, the objective is to minimize the number of node
removals from network A. Constraint (3b) shows that node Yj
from network B fails if all of its direct neighbors in network A
are removed. Moreover, constraint (3c) enforces the failure of at
least D nodes in network B.
C. Complexity
In this section, we show that evaluating MR(D) is an NP-
complete problem in general; however, for certain values of D
it can be solved in polynomial time.
Theorem 2: For arbitrary values of D, finding the MR(D)
in a bidirectional interdependent network with star topology is
an NP-complete problem.
Proof: The proof is based on a reduction from the problem
of balanced complete bipartite subgraph which is known to be
NP-complete [20]. The details can be found in Appendix A
Corollary 1: For arbitrary values of D, finding the
MRB(D) in a bidirectional interdependent network with star
topology is an NP-complete problem.
Proof: The proof is based on a reduction from NP-complete
problem MR(D) (Theorem 2). The details can be found in
Appendix B.
Proposition 1: MR(D) can be found in polynomial time for
values of D = k and D = N2 − k where k is a constant. In
particular, for D = 1,MR(D) is the minimum degree of nodes
in network B, and for D = N2, MR(D) is the size of network
A; i.e. N1.
Proof: By Lemma 1,MR(D) = min{N (YD) : ∀YD ∈ B}.
For D = k and D = N2−k, the number of combinations of YD
is polynomial in D (i.e., C(N2, k) = C(N2, N2−k) = O(Nk2 ));
thus, MR(D) can be found in polynomial time.
For D = 1, clearly the target node in network B is the one
with the minimum number of neighbors in network A; thus,
MR(D) is the minimum degree of nodes in network B.
For D = N2, we prove our claim by contradiction. Suppose
node i ∈ A has not been removed. Since failures cascade only
in one stage, removal of no set of nodes in network A can lead
to the failure of node i ∈ A. Thus, i remains an operating node,
which means that it is connected to at least one node j ∈ B.
Therefore, node j ∈ B is operating, too; i.e. D < N2 which is
a contradiction.
Next, we show that not only one cannot evaluate the exact
value of MR(D) in polynomial time (unless P = NP), one
cannot approximate this metric in polynomial time.
Theorem 3: There exists no PTAS to provide an r-
approximation for the MR(D) for some values of r > 1.
Proof: The proof is based on the inapproximability of the
balanced biclique problem [21], [22]. The details can be found
in Appendix C.
Next, we show several heuristics that provide nearly-optimal
approximations for metric MR(D) in practice.
D. Heuristics
In this section, first we propose three heuristics and then,
compare their performances using simulation results.
1) Greedy Algorithm: The first algorithm is a Greedy ap-
proach that only uses the adjacency matrix of the network, and
works as follows.
Greedy Algorithm
1 Initialize the removal and failure sets as R = φ and F = φ;
2 Select the node with minimum degree in network B, and add it to F ;
If there are several nodes with minimum degree, select one randomly;
3 Remove all nodes in network A that are attached to the node selected in
Step 2. Add these nodes to set R;
4 Remove all the edges attached to the nodes in F and R. Update degrees;
5 Repeat previous steps until |F | = D;
6 Return |R|.
In each iteration, the greedy algorithm removes the minimum
number of nodes from network A required for the the failure of
one additional node in network B. Therefore, after at most D
iterations, removal of nodes in set R leads to the failure of D
nodes in network B; i.e. set F .
Proposition 2: In the worst case, the solution of greedy
algorithm is no more than D times the optimal solution.
Proof: By contradiction - Suppose thatMR(D) = X; thus,
the degree of each node in the optimal failure set in network B is
at most X . Moreover, suppose that the greedy algorithm returns a
removal set of size X ′ where X ′ > DX . Thus, greedy algorithm
has selected a node in network B with degree of larger than X .
This is contradiction to the fact that greedy starts by selecting
nodes in network B with minimum degree, and there are at least
D nodes with degree smaller than or equal to D.
Next, we show that this bound can be tight. Consider a
bipartite graph where network A has X(D + 1) nodes divided
into D+1 batches of equal sizes, and network B has 2D nodes
divided into two batches of equal sizes. Connect each node i in
the first batch of network B to all the X nodes in the ith batch in
network A. Moreover, connect all of the D nodes in the second
5batch in network B to all of the X nodes in the last batch in
network A (See Figure 3). It is easy to see that MR(D) = X
where the greedy algorithm could select XD nodes. This is due
to the fact that all nodes in network B have degree X . Thus,
greedy algorithm could select all nodes from the first batch in
network B which requires XD removals from network A.
D+1 Batches; 
Each X Nodes
Network A Network B
2 Batches; 
Each D Nodes
Fig. 3. A scenario where worst-case bound of greedy algorithm is tight.
Note that in the example of Proposition 2, all nodes in
network B have equal degrees, and the greedy algorithm selects
one of them randomly. Therefore, although this algorithm could
achieve the worst-case solution, the probability of this event is
(1− D2D )(1− D−12D−1 ) · · · (1− 1D+1 ) which becomes very small as
D increases. Later, in the simulation section, we will show that
the greedy algorithm has a good performance in most scenarios.
2) Randomized Rounding: The second algorithm is a mod-
ified randomized rounding. Randomized rounding is a widely
used technique to solve difficult integer optimization problems.
In general, it solves the Linear Program (LP) relaxation of the
original ILP formulation, and rounds the solution randomly. In
our case, we relax the constraint (3d) so that X and Y can take
any real value in range [0, 1].
Let X∗i and Y
∗
j be the optimal values of the relaxed LP
problem. Our randomized rounding algorithm works as follows.
Randomized Rounding
1 Initialize the removal and failure sets as R = φ and F = φ;
2 Select each node Yj ∈ B with probability Y ∗j , and add it to set F ;
3 Repeat step 2 until |F | = D; i.e. D nodes fail;
4 Find all the nodes in network A that are attached to the nodes in the failure
set F . Add all these nodes the set of removals R;
6 Return |R|.
In this algorithm, we select nodes from network B randomly
and independently until D nodes are selected for the failure
set F . Clearly, nodes with larger values of Y ∗j have a higher
chance to be part of set F . Later, we will see in the simulation
section that for networks that Y ∗j has values close to either 1 or
0, the randomize rounding algorithm provides a nearly-optimal
solution.
3) Simulated Annealing: Simulated Annealing is a random
search strategy that can be used to find the near optimal solutions
for integer problems [23]. Here, we propose two versions of the
SA where the difference is in selecting the neighbors.
The first algorithm selects a random neighbor R′ of current
removal set R by adding, removing or replacing nodes in R, and
then checking for feasibility; i.e. checking if the new removal set
R′ leads to the failure of D nodes in network B. If the neighbor
set R′ is feasible and has smaller or equal number of nodes,
algorithm moves to R′ with probability 1. If R′ is feasible but
larger; i.e. has an additional node i ∈ R′\R, the algorithm moves
to R′ with some positive probability proportional to the degree
of node i such that neighbors with larger degree nodes are more
likely to be selected.
Let d(i) denote the degree of node i. The details of first SA
algorithm are as follows.
Simulated Annealing 1
1 Start with an initial set of node removals R = R0 from A that lead to the
failure of D nodes in B; Set initial temperature T , final temperature TF ,
and reduction parameter r ∈ (0, 1);
2 Repeat the followings for L times:
a) Pick a neighbor of R, namely R′, by either adding, removing or
replacing one random node in R;
b) set ∆ = 1, if |R′| > |R|; and set ∆ = −1, otherwise;
c) If R′ is feasible; i.e. removal of nodes in R′ leads to the failure of D
nodes in B, move to the new neighbor according to the following rules:
i) if ∆ = −1, set R = R′ and F = F ′;
ii) if ∆ = 1, set R = R′ and F = F ′ with probability
exp(− 1T (1− d(i)∑N1
i=1
d(i)
));
3 Set T = rT ;
4 Repeat steps 2 and 3 until T < TF ;
5 Return |R|.
Next, we propose another Simulated annealing algorithm
which selects a random neighbor F ′ of failure set F such that
|F ′| ≥ D. This guarantees that the removal set R′ associated to
failure set F ′ is always feasible. Under this selection, if R′ has
smaller or equal number of nodes than R, the algorithm moves
to the new neighbor; otherwise, it moves to the larger neighbor
with some positive probability proportional to the increase in
size of removal set, where larger R′ has lower probability to be
selected. The details of algorithm is as follows.
Simulated Annealing 2
1 Start with an initial set of node removals R = R0 from A that lead to the
failure of D nodes in B; Set initial temperature T , final temperature TF ,
and reduction parameter r ∈ (0, 1);
2 Repeat the followings for L times:
a) Pick a feasible neighbor of F , namely F ′, according to the following rules:
i) if |F | = D, either add or replace a random node in F (call it F ′),
and find the set of removals R′ for failure of F ′;
ii) if |F | > D, randomly add or remove a node from F (call it F ′),
and find the set of removals R′ for failure of F ′;
b) set ∆ = 1, if |R′| > |R|; and set ∆ = −1, otherwise;
c) Move to the new neighbor according to the following rules:
i) if ∆ = −1, set R = R′ and F = F ′;
ii) if ∆ = 1, set R = R′ and F = F ′ with probability
exp(− |R′|−|R0|T );
3 Set T = rT ;
4 Repeat steps 2 and 3 until T < TF ;
5 Return |R|.
In practice, we initialize both simulated annealing algorithms
with the solution of greedy algorithm to have a good starting
point. In addition, instead of returning the final removal set, the
algorithm returns the smallest |R| found during all iterations.
4) Comparison: In this section, we compare the perfor-
mances of our algorithms by running simulations over a set of
networks. We also obtain the optimal solution by solving the
ILP formulation given by equations (3a)-(3d) using CPLEX. The
6ILP can be solved for small networks; thus, we can compare the
performance of our algorithms with the optimal solution.
Since the networks in this paper have bipartite topologies, we
generate random bipartite graphs according to the Molloy and
Reed model, where every pair of nodes are randomly connected
based on the degree of all nodes (See [24] for more details). Here,
we consider networks with two types of degree distributions:
Type (1) all N nodes on both sides have a binomial degree
distribution with average k3, and Type (2) half of nodes in each
side has a binomial degree distribution with average k1 and the
other half has a binomial distribution with average k2.
Figures 4(a)-4(d) show the performances of our algorithms
for type(1) networks of size N = 100 and average degrees
k = 1, · · · , 4. It can be seen that for k = 1, the randomized
rounding is nearly optimal. However, as k increases, its perfor-
mance degrades. This is due to the fact that for small degree
networks, the optimal solution of the relaxed LP achieves values
close to 0 or 1. Thus, approximating these values will give a
nearly optimal solution. However, as the degree increases, the
values of variables in the relaxed LP are no longer close to 0 or
1; thus, the approximation of these values is no longer close to
the optimal solution.
Moreover, as k increases, the performance of the greedy
algorithm improves. The reason is that in networks with small
degrees, there are fewer nodes in network B that have common
neighbors in A. Therefore, the greedy algorithm has a lower
chance to find them. However, when the degree increases, more
nodes share neighbors; thus, the greedy algorithm performs better
(See Proposition 2 for a more detailed argument).
Finally, as expected both simulated annealing algorithms
perform better than greedy algorithm. This is due to the fact
that the starting point of the simulated annealing algorithm is
selected to be the output of the greedy algorithm.
(a) k=1 (b) k=2
(c) k=3 (d) k=4
Fig. 4. Minimum Node Removal vs Final Failure Size, Type(1) network of size
N = 100, Failure sizes D ∈ [1, 2, 3, 4, 5]
Figures 5(a)-5(d) show the runtime of the algorithms for the
3We also generated random regular bipartite graphs with degree k; since the
behavior of regular graphs was very close to graphs with binomial distribution,
we do not show the simulation results
same set of networks. It can be seen that greedy and randomized
rounding are very fast, and the runtime for the optimal solution
becomes prohibitive as the size of the network increases. More-
over, it can be seen that the first simulated annealing algorithm
has an almost constant run time for all values of average degree k
and final failures D, whereas the runtime of the second simulated
annealing algorithm remains constant for all values of average
degree k, but increases as D increases.
(a) k=1 (b) k=2
(c) k=3 (d) k=4
Fig. 5. Run-time vs Final Failure Size, Type(1) network of size N = 100,
Failure sizes D ∈ [1, 2, 3, 4, 5]
We also analyze the performances of our algorithms for the
same set of networks but larger values of D. Figures 6(a)-6(d)
show that the behavior of the algorithms remains the same,
and the the first simulated annealing algorithm performs nearly-
optimal.
(a) k=1 (b) k=2
(c) k=3 (d) k=4
Fig. 6. Minimum Node Removal vs Final Failure Size, Type(1) network of size
N = 100, Failure sizes D ∈ [45, 46, 47, 48, 49, 50]
Next, we analyze the performances of our algorithms for
7type(2) networks of size N = 100 and average degrees of
k1 = 2 and k2 = 20. It can be seen from Figure 7 that the first
simulated annealing algorithm provides the best performance. We
also observed that the randomized rounding algorithm performs
poorly in this set of networks.
Fig. 7. Minimum Node Removal vs Final Failure Size, Type(2) network of size
N = 100 and k1, k2 = [2, 20], Failure sizes D ∈ [1, · · · , 20]
Finally, we consider larger networks of size N = 1000.
For this size of network, the ILP formulation cannot be solved
optimally anymore as the run-time becomes prohibitive. Thus,
we only compare the performances of the heuristic algorithms.
Figures 8 and 9 illustrate the results of networks of type(1) and
type(2). It can be seen that the simulated annealing algorithms
do not provide a significant improvement in the size of initial
removals compared to the greedy algorithm, while their run time
is much larger than the greedy algorithm.
Another interesting point is that for large networks, the
second simulated annealing algorithm outperforms the first one.
Moreover, the run time of the second simulated annealing algo-
rithm remains constant, while the run time of the first simulated
annealing algorithm increases as D increases.
IV. ROBUST DESIGN
In this section, our goal is to design the interdependency
between two given networks A and B with star topologies such
that network B is robust to failures in network A and network A
is robust to failures in network B. For simplicity, we assume that
both networks have the same number of nodes NA = NB = N .
We also assume that the number of edges between the networks
is E.
We introduce two definitions for robustness, and propose
algorithms for robust design under each definition.
Definition 3: Lexicographic Robustness: Network G∗ is
K−robust if for every D ∈ {1, · · · ,K}, it has the largest
MR(D) among all networks G with the same number of nodes
and edges.
Definition 4: Relative Robustness: Network G∗ is the most
robust network if it has the largest lower bound on the rela-
tive MR(D) for all values of D ∈ {1, · · · , N}; i.e. largest
min1≤D≤N
MR(D)
D .
A. Design Under Lexicographic Definition
Proposition 3: Consider the set of bidirectional interdepen-
dent networks with N nodes and kN edges. The k-regular
network is the 1-robust network.
Proof: By contradiction - By Proposition 1, in a k-regular
network, MR(D = 1) = k. Suppose that the 1-robust network
(a) Minimum Node Removal vs Final Failure Size
(b) Run-Time vs Final Failure Size
Fig. 8. Minimum Node Removal and Run-Time vs Final Failure Size, Type(1)
network of size N = 1000, Failure sizes D ∈ [1, · · · , 20]
is irregular. This means that there exist at least one node with
degree less than k; thus, MR(D = 1) < k which is a
contradiction.
Note that for arbitrary values of E, the 1-robust network
contains a k-regular subnetwork with k = bEN c .
Next, we want to design a 2-robust network. By definition, a
2-robust network is 1-robust, as well. Thus, it is a regular graph
by Proposition 3. However, it can be seen from Figure 10 that
not all regular graphs have the same 2-robustness. In particular,
it can be seen that the minimum number of node removals from
network A (B) to cause the failure of any two nodes in network
B (A) is 3. However, in network G2 this value is 2. Comparison
of the structures of graphs G1 and G2 shows that G2 has a more
clustered structure than G1. Our goal is to find the structure of
the most 2-robust network.
In order to find the structural pattern of the 2-robust net-
works, we formulate the optimal design problem as an ILP (See
Appendix D for the formulation details). Figure 11 shows the
pattern of MR(D) for networks with different network sizes
and node degrees. It can be seen that for any give degree k, as
number of nodes N increases,MR(D) increases until it reaches
a threshold. This observation is summarized as follows.
Conjecture: Let N0 = k(k−1)+1 where k ≥ 2. Any 2-robust
network with N ≥ N0 nodes and degree k has MR(D = 2) =
2k − 1. Moreover, any 2-robust network with N < N0 nodes
and degree k has MR(D = 2) < 2k − 1.
In the following, we prove the correctness of this conjecture.
Lemma 2: For N = N0 and k ≥ 2, one can construct a 2-
robust network with N nodes and degree k such thatMR(D =
2) = 2k − 1.
8(a) Minimum Node Removal vs Final Failure Size
(b) Run-Time vs Final Failure Size
Fig. 9. Minimum Node Removal and Run-Time vs Final Failure Size, Type(2)
network of size N = 1000 and k1, k2 = [2, 20], Failure sizes D ∈ [1, · · · , 20],
Two Binomial Distribution
Network BNetwork A
A2
B1
B2
A3
A4
A1
B3
B4
(a) Graph G1
Network BNetwork A
A2
B1
B2
A3
A4
A1
B3
B4
(b) Graph G2
Fig. 10. Regular Interdependent networks with robustness for two failures. In
network G1, minimum node removal to cause the failure of any two nodes is 3,
where in network G2, the minimum node removals is 2.
Proof: By construction - Divide the nodes in network A
and B into four groups as in Figure 12. From left, group 1 has a
single node from network A, group 2 has K nodes from network
B, group 3 has k batches of k − 1 nodes from network A, and
finally group 4 has k − 1 batches of k − 1 nodes from network
B. Note that the total number of nodes in both networks A and
B is k(k − 1) + 1.
Next, we connect the nodes as follows. Connect the single
node in group 1 to all the k nodes in group 2. Next, connect
node i in group 2 to all the k− 1 nodes inside batch i in group
3. Finally, connect node i from the last batch of group 3 to all
the k − 1 nodes of batch i in group 4. So far, all the nodes in
group 1, group 2 and the last batch of group 3 has degree k.
Fig. 11. MR(D) for 2-robust networks with different sizes and node-degrees.
Moreover, every pair of nodes in group 2 (part of network B)
share exactly one neighbor which is the single node in group
1. Next, we connect the nodes in the batches 1, · · · , (k − 1) in
group 3 to batches 1, · · · , (k − 1) in group 4 as follows.
For i, j ∈ {1, · · · , k−1}, connect node i in batch j of group
3 to node i (mod k − 1) in batch 1 of group 4, node i+ j − 1
(mod k − 1) in batch 2 of group 4, ... , node i + j + k − 3
(mod k − 1) in batch k − 1 of group 4
This rule satisfies the following conditions:
1) every node is connected to k − 1 new edges;
2) every node from group 3 is connected to exactly one node
inside each batch in group 4;
3) no pair of nodes inside a batch in group 3 share a neighbor
in group 4;
4) every pair of nodes from two different batches in group 3
share exactly one neighbor in group 4;
5) every node from group 4 is connected to exactly one node
inside each of the first (k − 1) batches of group 3;
6) no pair of nodes inside a batch in group 4 share a neighbor
in the first (k − 1) batches of group 3;
7) every pair of nodes from two different batches in group 4
share exactly one neighbor in the first (k − 1) batches of
group 3.
Note that conditions (2)-(4) guarantee that every pair of nodes
in network A share exactly one neighbor. In addition, conditions
(5)-(7) guarantee that any pair of nodes inside group 4 or between
groups 2 and 4 share exactly one neighbor.
Therefore, we have constructed a graph with N0 nodes
where every node has degree k, and every pair of nodes in
either network A or network B share exactly one neighbor; i.e.
MR(D) = 2k − 1.
Lemma 3: For N ≥ N0 and k ≥ 2, there exists no regular
network with N nodes and degree k such that MR(D = 2) >
2k − 1.
Proof: Since each node has degree k, no two nodes can
be connected to more than 2k nodes; i.e. MR(2) ≤ 2k. Next,
suppose that there exists a k−regular network with MR(D =
2) = 2k. Thus, every pair of nodes in network B are exactly
connected to 2k nodes; i.e. each node in network B is connected
to k distinct nodes. Equivalently, no node in network A is
9Network B
Network A
Single Node
k Nodes
k Batches; 
Each k-1 Nodes
Network A
Network B
k-1 Batches; 
Each k-1 Nodes
Fig. 12. An example of construction of a 2-robust network. Black links denote
the first set of edges connecting the nodes in group 1, group 2 and the last batch
of group 3. Green links denote the set of edges connecting the nodes in group
3 and group 4.
connected to two nodes in network B; i.e., every node in network
A has degree 1, which is a contradiction to k ≥ 2.
Lemma 4: For N < N0 and k ≥ 2, there exists no regular
network with N nodes and degree k such that MR(D = 2) ≥
2k − 1.
Proof: Suppose N = N0 − 1 = k(k − 1). Consider an
arbitrary node i from network A. Node i is connected to k nodes
in network B, namely set X , where each of these nodes are also
connected to k − 1 nodes in network A, namely set Y . Note
that i /∈ Y . Since the total number of nodes in each network is
k(k−1), |Y | ≤ k(k−1)−1. Thus, there exist at least two nodes
in X that share a neighbor in Y . On the other hand, all nodes
in X share node i as their neighbor, too. Therefore, there exist
at least two nodes in network B that share more than one node
in network A. The same argument holds for network A. Thus,
MR(D = 2) < 2k − 1 for N = N0 − 1. Clearly, as the total
number of nodes decreases, MR(D = 2) decreases, too. Thus,
for any regular network with N < N0, MR(D = 2) < 2k − 1.
In order to design a 3-robust network under the definition of
Lexicographic robustness, one should search among the 2-robust
networks which becomes very complicated. In the next section,
we consider the relative robustness and show its relation with
expander graphs.
B. Design under Relative Robustness
First, we show that by definition, a network with large relative
MR(D) has also a large node expansion. Then, we show the
construction of expander graphs.
Definition 5: The Node Expansion of a bipartite graph
G = {A,B}, denoted by h(G), is defined as:
h(G) = min
S⊆B
|N (S)|
|S| (4)
where N (S) denotes the neighbor nodes of set S.
Lemma 5: Under relative robustness definition, the most ro-
bust network has the largest node expansion.
Proof:
min
1≤D≤N
MR(D)
D
= (5a)
min
1≤D≤N
minYD⊂B,|YD|=D |N (YD)|
D
= (5b)
min
S⊆B
|N (S)|
|S| = h(G) (5c)
Lemma 5 shows that in order to design a robust interde-
pendent network, it is enough to design a network with large
node expansion; i.e. an expander bipartite graph. Analysis and
design of node and edge expander graphs is a well-studied topic
(See [25], [26]). It has been shown that some random graphs
share the properties of expander graphs, and they have been
used to prove the existence of expander graphs. However, explicit
construction of an expander graph is more difficult and there exist
only three main strategies for designing them (See [27], [28] for
more details).
In the following, we mention one of the main results regard-
ing random graphs and their relation with expander graphs.
Let a bipartite graph G = {A,B} be a (D, r) node expander
if for all sets S ⊆ B of size at most D, the neighborhood
N (S) is of size at least r|S|. Moreover, let BipN,k be the set
of bipartite graphs that have N nodes on each side and are k-
Bregular, meaning that every node in network B has degree k.
Theorem 4: For every constant k, there exists a constant α >
0 such that for all N , a uniformly random graph from BipN,k
is an (αN, k − 2) node expander with probability at least 12 .
Proof: See [26] for proof.
Note that for every S ⊆ B, the largest possible neighbor has
size of k|S|, and Theorem 4 denotes that in a uniform random
graph, every S ⊆ B of size αN has neighbors of size (k−2)|S|
with probability more than half.
V. DISCUSSION
Throughout this paper, we analyzed the robustness of in-
terdependent networks for star topologies. We defined metric
MR(D) and proved the hardness of evaluating this metric for
arbitrary values of D in both unidirectional and bidirectional
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interdependent networks. We also proved that uniform distribu-
tion of edges in a network would result in more robustness. A
natural direction of future research would be analyzing more
general topologies for interdependent networks which makes
the problem more complicated. In fact, we prove that for the
tree topologies, evaluating metric MRB(D) in bidirectional
interdependent networks becomes NP-complete even for the
special case of total failure in network B; i.e. D = N2. This
is due to the fact that failures cascade both inside the networks
and between the networks.
Theorem 5: For D = N2, finding the MRB(D) in a
bidirectional interdependent network with tree topology is an
NP-complete problem.
Proof: The proof is based on a reduction from the problem
of findingMRB(D) in a unidirectional interdependent network
with star topology which is proved to be NP-complete [13]. Con-
sider graph G, an arbitrary unidirectional interdependent network
with star topology, with nodes {A1, · · · , AN1} in network A,
nodes {B1, · · · , BN2} in network B and two sources S1 and
S2 which are directly connected to nodes in network A and B,
respectively. Let EAB represent the set of edges from network
A to network B. Similarly, let EBA represent the set of edges
from network B to network A.
Construct graph G′, a bidirectional interdependent network
with tree topology, using graph G as follows. Generate graph G′
similar to graph G, and remove all the edges EAB and EBA. For
each node Ai, generate a child node Aii with an edge from Ai
to Aii. Similarly, for each node Bj , generate a child node Bjj
with an edge from Bj to Bjj . For every edge in EAB connecting
node Ai to node Bj , connect the child node Aii to node Bj .
Similarly, for every edge in EBA connecting node Bj to node
Ai, connect the child node Bjj to node Ai (See Figure 13). This
construction guarantees that removal of any set of parent nodes
X in both graphs G and G′ would lead to the failure of the same
parent nodes Y in both graphs. Moreover, note that under this
construction, failure of any parent node in graph G′ guarantees
failure of its child.
Next, we show that if MRB(D = N ′2) in graph G′ can be
found in polynomial time,MRB(D = N2) in graph G can also
be found in polynomial time which is a contradiction [13].
Suppose R′ is the optimal set of node removals that lead to
the failure of the entire network B in graph G′. Note that R′
could contain both parent and child nodes; however, it is clear
that the effect of removal of any parent node Ai (respectively,
parent node Bj) is more than or equal to the effect of removal
of its child node Aii (respectively, child node Bjj). Thus, we
replace all the child nodes in R′ to the parent nodes, and call
the new set R′P . It is enough to show that R
′
P is also the optimal
removal set in graph G.
Due to the construction of graph G′ from G, removal of R′P
in G leads to the total failure of network B. Next, we prove by
contradiction that it is also the optimal solution. Suppose that R
is the optimal removal in G where |R| < |R′P |. By construction,
removal of nodes R in G′ will lead to the total failure of network
B; thus, R′P is not optimal which is a contradiction.
In Theorem 5, we proved that finding the optimal removal
sets in graph G and G′ are equivalent. This was due to the
fact that under our construction, parent nodes could replicate the
entire cascading failure process. However, this is not true for any
Network BNetwork A
A1
A2
B1
B2
S1 S2
(a) Graph G
A1
A2
B1
B2
S1 B2
A11
A22 B22
B11
Network BNetwork A
(b) Graph G′
Fig. 13. Graph Topologies for Proof of Theorem 5
arbitrary bidirectional interdependent network with tree topology.
Consider the following example.
Example- Consider the network in Figure 14. Here, nodes
A1, A2, A3 and B1 are the parent nodes directly connected to
the sources, and the rest of nodes are children. Moreover, the
nodes between the two networks are connected via bidirectional
edges. Suppose parent node A2 fails. Thus, child nodes A21, B21
and B22 fail which leads to the failure of parent node A3.
Network BNetwork A
A2
A3
B22
S1 S2
B1
B21
A21
A1
Fig. 14. An example of bidirectional interdependent networks with tree topology.
Here, the failure of parent node A2 leads to the failure of parent node A3 without
affecting any parent node in network B.
This example illustrates that the failure of a parent node in
network A can lead to the failure of another parent node in
network A without affecting any parent node in network B.
Therefore, there are no graph structural mapping to replicate the
cascade of failures from bidirectional networks to unidirectional
ones with star topology. Thus, despite the fact that star topologies
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illustrate many important properties of interdependent networks,
the analysis of general topologies cannot be a direct extension
of star topologies and requires extensive analysis.
VI. CONCLUSION
In this paper, we studied the robustness of interdependent
networks. We proposed a deterministic model for analyzing in-
terdependent networks with given topologies. We focused on the
networks with star topologies to capture the effect of cascading
failures due to interdependency. We defined two metricsMR(D)
(MRB(D)) as the minimum number of nodes that should be
removed from network A (both networks) to cause the failure of
D nodes in network B. We proved that evaluating these metrics
is not only NP-complete, but also inapproximable. Moreover,
we proposed several algorithms based on greedy, randomize
rounding and simulated annealing for evaluating our metrics
and compared their performances using simulation results. We
proved that in the networks with the same number of nodes
and edges, those with bidirectional interdependency are more
robust than the ones with unidirectional interdependency. Next,
we introduced two closely related definitions for robust inter-
dependent networks, proposed algorithms for explicit design,
and showed the relation of robust interdependent networks with
expander graphs. Finally, we discussed some ideas about analysis
of interdependent networks with general topologies.
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APPENDIX A
PROOF OF THEOREM 2
Consider graph G as a bidirectional interdependent network.
According to Lemma 1, nodes in set Y ∈ B fail if all of their
direct neighbors, namely nodes in X ∈ A, are removed. Note
that nodes in X can have direct neighbors other than nodes in
Y ; i.e. nodes in set B \ Y (See Figure 15(a)). Finding MR(D)
in graph G is equivalent to finding the smallest set X whose
removal leads to the failure of set Y with at least D nodes.
In order to prove the hardness of finding MR(D), we
construct a new bipartite graph G′ as the complement of graph
G where all of the interdependent edges are removed, and all
disjoint pairs are connected with a bidirectional edge (See Figure
15(b)). Since there is no connection between nodes in sets Y and
A\X in graph G, subgraph (Y,A\X) forms a complete bipartite
graph (biclique) in G′. Therefore, findingMR(D) is equivalent
to finding the largest set A \X where (A \X,Y ) is a biclique
and Y contains at least D nodes.
Next we show that finding such biclique is an NP-complete
problem. The proof of hardness is based on a reduction from
12
X
A\X
Y
B\Y
Network BNetwork A
(a) Graph G
Network BNetwork A
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A\X
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Fig. 15. Graph Topologies in Proof of Theorem 2
the problem of balanced complete bipartite subgraph which is
known to be NP-complete [20].
Definition 6: Balanced Complete Bipartite Subgraph: Given
a bipartite graph G = {V,E} and a positive integer K ≤ |V |, are
there two disjoint subsets V1, V2 ⊂ V such that |V1| = |V2| = K
and any pair of nodes in (V1, V2) be an edges in E?
Next, we show that if we can solve our problem in graph G
for every value D, then we can solve the Balanced Complete
Bipartite Subgraph problem in graph G′ for every value K = D
as follows. Suppose that MR(D) can be evaluated in graph G
in polynomial time. Thus, for every value of D, we can find
the largest A \ X subgraph of G′ in polynomial time so that
(A \ X,Y ) is complete and |Y | ≥ D. If |A \ X| ≥ D, there
exists a complete bipartite graph of size D in graph G′, and if
|A \ X| < D, there exists no complete bipartite graph of size
D in G′. Therefore, we can decide if there exists a balanced
complete bipartite subgraph of size K = D in G′ in polynomial
time which is a contradiction. Thus, our problem is NP-complete.
APPENDIX B
PROOF OF COROLLARY 1
For an arbitrary bipartite network G, construct network G′ as
follows. Replace every node i ∈ B with a cluster of W nodes,
where W is a very large number (W > N1+N2). For every node
j ∈ A connected to node i ∈ B in network G, connect j ∈ A
in network G′ to all W nodes replacing i ∈ B (See Figure
16). Now it is enough to show that if metric MRB(D) can be
evaluated in polynomial time for network G′, metric MR(D)
can also be evaluated in polynomial time for network G, which
is a contradiction to Theorem 2.
j
k
i
l
Network BNetwork A
(a) Subnetwork G
Network BNetwork A
j
k
(b) Subnetwork G′
Fig. 16. Conversion of subnetwork G to subnetwork G′
Suppose one can evaluate MRB(D) in network G′ for
failure of D′ =WD nodes in B in polynomial time. It is easy to
see that for any removal of nodes X ∈ A in network G leading
to D failures in B, removal of the same exact nodes from A in
network G′ leads to the failure of D′ = DW nodes in B and
vice versa. This is due to the fact that in network G′, all edges
between every j ∈ A and a cluster of W node in B are mapped
according to edges in graph G. Moreover, since W > N1 +N2,
all removals will be only from network A. Thus, MRB(D) for
D′ = DW failures in network G′ is exactly the same asMR(D)
for D failures in network G.
APPENDIX C
INAPPROXIMABILITY OF METRICMR(D)
Consider networks G and G′ in Figure 15. For simplicity, we
assume that N1 = N2 = N . Let WD be the approximation of
MR(D) in network G where W ∗D is the optimal value. Suppose
there exists a PTAS which approximates MR(D) within factor
of r > 1; i.e. W ∗D ≤ WD ≤ r ·W ∗D. Moreover, define variables
ZD = N −WD and Z∗D = N −W ∗D.
Moreover, let X∗ be the largest balanced biclique in network
G′. It is easy to see that X∗ = max1≤D≤N min{Z∗D, D}.
Similarly, let X be the largest balanced biclique in network
G′ found using the approximated value of metric MR(D); i.e.
X = max1≤D≤N min{ZD, D}.
Suppose Z∗D ≥ Nk for some constant k > 1 4. Then, the
following equations hold.
W ∗D ≤WD ≤ r ·W ∗D (6a)
⇒N − r ·W ∗D ≤ N −WD ≤ N −W ∗D (6b)
⇒−N(r − 1) + r · Z∗D ≤ ZD ≤ ZD∗ (6c)
⇒[r − k(r − 1)] · Z∗D ≤ ZD ≤ ZD∗ (6d)
⇒min{D, [r − k(r − 1)] · Z∗D} ≤ min{D,ZD}
≤ min{D,Z∗D} ∀D ∈ {1 ≤ D ≤ N} (6e)
⇒[r − k(r − 1)] ·min{D, ·Z∗D} ≤ min{D,ZD}
≤ min{D,Z∗D} ∀D ∈ {1 ≤ D ≤ N} (6f)
⇒[r − k(r − 1)] · max
1≤D≤N
min{D, ·ZD}
≤ max
1≤D≤N
min{D,Z∗D} ≤ max
1≤D≤N
min{D,Z∗D} (6g)
⇒[r − k(r − 1)] ·X∗D ≤ XD ≤ X∗D (6h)
Equations (6a)-(6h) indicate that for any 1 ≤ r ≤ 1 +
1−m·.N−
k−1 where m and  are some positive constants, if there
exists an r-approximation for MR(D), there exists an m ·N−
approximation for the maximum balanced biclique (MBB) prob-
lem which is a contradiction [21], [22].
APPENDIX D
ILP FORMULATION FOR 2-ROBUST DESIGN
Here, we formulate the problem of allocating edges in
a 2-robust bidirectional interdependent network. As discussed
previously, by definition 3, a 2-robust network is also 1-robust.
Thus, we search for the optimal allocation in regular networks.
Let N be the number of nodes in networks A and B, and
k be the degree of each node. Let X denote the lower bound
4Note that for constant values of D or Z∗D , one can find an exact balanced
biclique in polynomial time by an argument similar to Proposition 1. Therefore,
the difficulty is for non-constant values of D and Z∗D ; i.e. D and Z
∗
D are a
fraction of network. Thus, k will a constant value.
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on the number of neighbors of any pair of nodes; i.e. X =
MR(D = 2). Let E ∈ {0, 1}N×N be a binary matrix where
Eij = 1 if node i ∈ A is connected to node j ∈ B, and Eij = 0
otherwise. Moreover, let Zjri be a binary variable where Z
jr
i = 1
if node i ∈ A is a neighbor of node j ∈ B or node r ∈ B, and
Zjri = 0 otherwise. Furthermore, let Y
ir
j be a binary variable
where Y irj = 1 if node j ∈ B is a neighbor of node i ∈ A or
node r ∈ A, and Y irj = 0 otherwise. The ILP formulation is as
follows.
max X (7a)
s.t.
N∑
i=1
Eij = k j ∈ 1, · · · , N (7b)
N∑
j=1
Eij = k i ∈ 1, · · · , N (7c)
Zjri ≤ Eij + Eik j ∈ 1, · · · , N − 1; r ∈ j + 1, · · · , N
i ∈ 1, · · · , N (7d)
X ≤
N∑
i=1
Zjki j ∈ 1, · · · , N − 1; k ∈ j + 1, · · · , N
(7e)
Y irj ≤ Eij + Erj i ∈ 1, · · · , N − 1; r ∈ i+ 1, · · · , N
j ∈ 1, · · · , N (7f)
X ≤
N∑
j=1
Y irj i ∈ 1, · · · , N − 1; r ∈ i+ 1, · · · , N
(7g)
Eij ∈ {0, 1} i ∈ 1, · · · , N, j ∈ 1, · · · , N (7h)
Zjri ∈ {0, 1} i ∈ 1, · · · , N ; j, r ∈ 1, · · · , N (7i)
Y irj ∈ {0, 1} j ∈ 1, · · · , N ; i, r ∈ 1, · · · , N (7j)
The objective is to maximize the lower bound X; i.e. maxi-
mize metric MR(D = 2). Constraints (7b) and (7b) guarantee
that the degree of each node is k. Moreover, Constraints (7d)
and (7e) find the neighbors of any pair of nodes in network B
and set X as the lower bound on the number of these neighbors.
Similarly, Constraints (7f) and (7g) find the neighbors of any
pair of nodes in network B and set X as the lower bound on
the number of these neighbors. Finally, constraints (7h-7i) sets
the variables to be binary.
