I. INTRODUCTION
Stochastic modeling of chemical reaction networks is often essential for capturing effects that arise due to low molecule copy numbers within a single cell. 1 Under the hypothesis that a reaction network of interest is well-mixed, continuous-time Markov chains (CTMCs) are typically employed to model such systems. 2 Knowledge of steady-state quantities related to an ergodic CTMC modeling a stochastic chemical system can provide useful insights into its properties. Moreover, steady-state values of cost functions are often easier to estimate with good accuracy compared to stationary distributions. When the system propensities are affine in the state, mean values of polynomial functions of the system state can be computed analytically, as the system of moments is closed. However, when non-polynomial functions are considered, or the system propensities are not affine, analytic calculations are no longer possible. While moment closure methods 3 can provide good approximations to system moments over a finite time interval, they commonly tend to diverge from the true solution over time, thus resulting in biased steady-state values. The solution presented in Ref. 4 works only when polynomial functions of the state are considered, and generalization to arbitrary functions is still very difficult. The Finite State Projection algorithm 5 can be alternatively employed to provide moment estimates with guaranteed accuracy bounds, however the number of states required to attain a certain accuracy makes the method applicable to small problems.
Stochastic simulation 6 can always provide estimates for the stationary mean of any function of the state, however these estimates are inevitably noisy. Brute-force noise reduction can only be achieved at an increased computational cost, either by simulating longer trajectories or by running many trajectories in parallel. Another possibility for reducing the noise in the estimated quantities is the application of a variance a) Electronic mail: andreas.milias@bsse.ethz.ch b) Electronic mail: mustafa.khammash@bsse.ethz.ch reduction technique. 7 In this work, we present the application of such a variance reduction technique 8, 9 to systems of stochastic chemical kinetics. This technique is based on socalled shadow functions. It originated in the queueing systems simulation literature, a field where the range of analytically tractable systems is much larger. We demonstrate how the same idea can be effectively applied to steady-state simulation of stochastic chemical systems. We further demonstrate the benefits of the reduced-variance estimators by performing parametric sensitivity calculations for two systems governed by nonlinear propensity functions.
The paper is organized as follows: in Secs. II and III, we define the steady-state estimation problem and define the naïve and shadow function estimators. In Secs. IV and V, we present one possible implementation of the variance reduction technique to stochastic chemical kinetics and its applicability to steady-state sensitivity analysis. The numerical examples in Sec. VI serve to demonstrate the effectiveness of the shadow function method in practice and assess its computational cost in comparison to naïve estimation. The conclusions of our study and some future research directions are finally summarized in Sec. VII.
II. PROBLEM STATEMENT

A. Setup
Consider a chemical reaction system with N species that can react through a set of R reactions. Under the well-mixed assumption, the evolution of the molecular population of the system is described by a CTMC X = {X(t) : t ≥ 0}, defined on S ⊆ N N 0 . With each reaction r we associate a transition vector ζ r and a propensity function λ r (x).
The infinitesimal generator of X is the operator Q satisfying
for all f : S → R such that |Qf(x)| < ∞ for all x ∈ S. The discreteness of S allows us to enumerate its elements and think of Q as an infinite matrix Q = (Q ij ), i, j ∈ N. Similarly, any function f on S can be thought of as an infinite column vector, and distributions on S can be defined as infinite row vectors. Throughout this work we shall assume that X is an ergodic 1, 10 (i.e., irreducible and positive recurrent) Markov chain which, in particular, implies that it has a unique invariant distribution π . In other words, there exists a unique row vector π , such that 0 ≤ π (x) ≤ 1, ∀x ∈ S and x∈S π (x) = 1, which solves the equation
B. Steady-state estimators
Let f : S → R be a π -integrable cost function associated with X (where π is the unique invariant distribution of the system) and let
denote the steady-state mean value of f. The ergodic theorem for Markov chains 10 ascertains that for any initial condition the time average of f along a sample path equals its ensemble average; that is,
Since the analytic calculation of α is possible only in very special cases, its estimation from simulation is usually the only possibility. The most straightforward estimator of α is
which is also consistent 7 thanks to the ergodicity of X. We also know that a Central Limit Theorem holds; 7 that is, √ t(α 1 (t) − α) converges weakly to σ 1 N (0, 1) as t → ∞, where N (0, 1) is the standard normal distribution and σ 2 1 is called the time average variance constant (TAVC) for α 1 (t). 7 The TAVC can be expressed in terms of the integrated autocovariance function of the process (f c (X(t)) : t ≥ 0), where f c (x) := f(x) − α, according to the formula
An alternative expression for σ (4) where g is a solution to the so-called Poisson's equation
Note that solutions to the Poisson equation are unique up to an additive constant, i.e., if g is a solution, then g = g + c, c ∈ R is also a solution. 13 A more general class of estimators for α has the form
where h : S → R is chosen such that t
The function h offers an extra degree of freedom in the design of the estimator, which can be exploited to achieve variance reduction. In other words, h can be chosen such that the TAVC of α 2 , denoted by σ 2 2 , is smaller than σ 2 1 . The obvious choice h opt = α − f is of course intractable, however it suggests that a function h with a zero steady-state mean that is approximately equal to α − f could also achieve variance reduction. Such functions would result in a process h(X( · )) that behaves almost antithetically from f(X( · )), thus making the variance of (f + h)(X( · )) smaller than that of f(X( · )) alone. In the steady-state simulation literature, a function h : S → R that satisfies π h = 0 is called a shadow function. 9 The problem then becomes the selection of an appropriate shadow function h, so that σ The basis of the shadow function method of Ref. 9, outlined in Sec. III, is to obtain such an h by using analytical information from a second Markov chain that approximates the original one and is mathematically tractable. A second alternative solution of more general applicability will be described after presenting the method in more detail.
III. THE SHADOW FUNCTION METHOD: MAIN IDEA
The main idea of the shadow function method is to consider candidate functions of the form
where Q is the generator matrix of the Markov chain and g is any π -integrable function. In this case, and under the assumption that 9 π (Qg) = (π Q)g (which holds under some mild conditions on g), Qg becomes a shadow function. We are then naturally led to consider the solution of the Poisson equation (5) , which could provide us with the appropriate function g. Solving (5) is of course not possible, since the state space is countably infinite and α is unknown. However, we can look for so-called surrogate functions that approximate this solution to build a better estimator.
According to the original approach of Ref. 9, we consider another Markov chainX evolving on a countable spacẽ S, with stationary distributionπ and generatorQ. We also assume a map r : S →S (not necessarily one-to-one) and a functionf that is somehow related to the original cost function f. Iff isπ -integrable, we further assume that we can compute the solution to the Poisson equatioñ
through which we arrive at a surrogate function
Summing up, the approach outlined above is based on the fact thatX is: (1) a relatively good approximation of X and (2) tractable analytically. In this case, we can derive a surrogate function g and an estimator α 2 (t) which is better than the original estimator in terms of TAVC.
The shadow function method was originally developed for steady-state simulation of queueing systems, for which a wide range of known and tractable approximations exist. The solution of the approximating Poisson equation can thus be calculated explicitly in many cases, and the application of the method is straightforward. This is not the case for stochastic chemical kinetic systems, where explicit solutions are very hard or impossible to calculate. One could resort to statespace truncation 14 to obtain an approximating process, however this approach would be severely limited, as the required truncations grow exponentially with the number of species in the system.
IV. PRACTICAL IMPLEMENTATION OF THE SHADOW FUNCTION METHOD IN CHEMICAL KINETICS
A. Approximating solutions of the Poisson equation
Instead of searching for an approximating Markov process, one may try to approximate the solution of (5) directly, to arrive at a suitable shadow function h. This approach is also followed in Ref. 15 , where the discrete-time steady-state simulation problem is considered. Given a set of functions
where ψ = [ ψ 1 . . . ψ n ] and θ ∈ R n×1 is a vector of weights. In principle, one could then try to calculate the value of θ that minimizes the TAVC of α 2 . Using (4) and (10), this variance constant turns out to be (see Appendix A)
where g solves (5). Thus, minimizing the TAVC of (6) requires knowledge of g, which is unavailable.
We thus have to resort to heuristic methods for obtaining a suboptimal estimate of θ , for example, by determining the value of θ that minimizes
for some suitable measure μ. This is a linear least squares regression problem, which can be solved approximately by generating a set of training data (
Note that α is still needed to define f c , however the α 1 estimate can be used in its place. This results in an approximation of the right-hand side of (5). To avoid complicating the notation, we will still use the same symbol for the approximate function.
If we define the finite-sample version of ψ by
and similarly set
we can then calculate the matrix Q ∈ R m×n corresponding to Qψ by using the explicitly known form of the Markov chain generator (1) and finally obtain
where
B. Variance reduction algorithm using a shadow function
Putting together all the elements presented above, we summarize below the basic steps of the variance reduction algorithm implemented in this work (1) Simulate a long path of the process X using any preferred version of the stochastic simulation algorithm. 6 (2) Obtain a rough estimate of α from the simulated trajectory using α 1 . This estimate will be used to define f c . In principle, steps 2-5 can be repeated, each time using the refined estimate of α to define f c . However, it seems that improvement of subsequent iterations is only marginal in practice. The last step is necessary to ensure that the variance has not actually increased due to the use of a suboptimal weight vector θ (or an inappropriate choice of approximating functions), and it can be carried out quite straightforwardly using the method of batch means 7 and the simulated trajectory from step 1. In all cases, we have tested, steps 2-6 do not contribute more than a few seconds to the computational cost of this algorithm, which implies that the main computational effort still lies at step 1.
C. Implementation considerations
The estimate of θ * obtained by weighted least squares is clearly suboptimal, however it may still yield a reducedvariance estimator. The choice of the weighting measure μ in the optimization problem above is completely free, and one could in principle try to optimize over both μ and θ for a given problem. In practice, however, such an approach would increase computational cost of the reduced-variance estimator and possibly eliminate the benefit of variance reduction. To maintain estimator efficiency, one should thus consider a single (or a few) "generic" choices for μ.
A reasonable choice of weighting measure would be π itself. The training set for regression would then consist of all distinct points visited by the process over the course of simulation in step 1 (possibly after discarding the burn-in period), weighted according to the empirical distribution of the process. A more coarse approximation of π would be to use the same sample with all weights being equal. Yet, another possibility consists of sampling from a uniform grid that is centered on the area containing the bulk of the invariant mass of the chain. This area can also be crudely determined from the sample of step 1. While all these approaches can achieve variance reduction, the optimal choice remains problem-dependent. Given that the calculation of least squares estimates can be carried out very efficiently using linear algebraic techniques, it is highly advisable to test several alternatives for the problem at hand.
In Chap. 11 of Ref. 15, the problem of selecting an optimal θ is overcome by introducing a least-squares temporal difference learning (LSTD) algorithm for the approximation of the value of θ that minimizes the variance of α 2 in the context of discrete-time chains. The same algorithm could in principle be applied to continuous-time chains using the embedded discrete-time Markov chain and carrying out the necessary modifications to the original algorithm, based on the results of Ref. 17 . While this solution is theoretically justified, it requires setting up and running a LSTD estimator in parallel with the simulated chain that will asymptotically converge to the optimal value of θ . Depending on the convergence properties of this estimator, the overall efficiency of the variance reduction scheme may be smaller than the efficiency achieved by using a sub-optimal value for θ , especially when several approximating functions ψ i are considered.
Another degree of freedom in the design of shadow function estimators is the choice of the approximating set {ψ i , i = 1, . . . , n}. Here, the probabilistic interpretation of Poisson's equation may assist the selection of approximating functions by providing some useful intuition: Assuming f is π -integrable and X ergodic, it holds that 13, 18 
where τ (x 0 ) is the hitting time of some state x 0 (changing x 0 simply shifts g(x) by a constant) and E x denotes expectation given X(0) = x. From this equation, one may infer some general properties of g (e.g., monotonicity, oscillatory behavior, etc.) based on the form of the propensity functions. The same formula can be used to provide some crude simulation-based estimates of g(x), which can also be helpful for the selection of {ψ i }. Finally, a Lyapunov-type analysis 19 can be employed to infer the asymptotic behavior of g.
V. AN APPLICATION: STEADY-STATE PARAMETER SENSITIVITY
Chemical reaction systems typically depend on several kinetic parameters, and the calculation of the output sensitivity with respect to these parameters is an essential step in the analysis of a given model. While there are several powerful parameter sensitivity methods available today, 20, 21 they are mostly appropriate for transient sensitivity analysis, as the variance of their estimates tends to grow with the simulation length. Indeed, it can be shown that the variance of sensitivity methods based on the so-called likelihood ratio 22 or the Girsanov transformation 23 grows linearly with time. On the other hand, the variance of estimators based on finite parametric perturbations can be shown to remain bounded under mild conditions on the propensity functions, provided the underlying process is ergodic. However, the stationary variance can be still quite large, necessitating the use of a variance reduction method. Besides providing reduced-variance estimates of various steady-state functions of the chain, the shadow function estimator can also be employed for sensitivity analysis using a finite difference scheme 7 and the Common Random Numbers (CRN) estimator. 24 Assuming that the propensity functions of X are of the form λ(x, p), where p is a parameter of interest, the finite difference method aims to characterize the sensitivity of the steady-state value of a given function f to a small finite perturbation of δ of p around a nominal value p 0 . If δ is small enough, we expect that (α(p 0 + δ) − α(p 0 ))/δ will be approximately equal to ∂α/∂p. Finite difference-based sensitivity analysis using shadow functions can simply be carried out by generating process trajectories for the nominal and perturbed parameter values, and estimating ∂α/∂p by (α 2 (p 0 + δ) − α 2 (p 0 ))/δ. As shown in Ref. 24 , use of the same random number stream for the generation of both the nominal and perturbed trajectories can result in great variance decrease compared to using independent streams.
VI. NUMERICAL EXAMPLES
To demonstrate the performance of shadow function estimators, we present two applications of the method to steadystate sensitivity estimation. We compare our finite difference scheme that uses common random numbers and the shadow function estimator to the method of Coupled Finite Differences (CFD). 21 All numerical examples were generated using customwritten Matlab scripts running on a 3.4 GHz quad-core PC with 8 GB of RAM.
A. Stochastic focusing
As a first example, we consider the stochastic focusing model of Ref. 25 , where an input signaling molecule S inhibits the production of another molecule R. Stochastic focusing arises due to the presence of stochastic fluctuations in S, that make the mean value of R more sensitive to changes S than predicted by the deterministic model of the system. The same system is treated in Ref. 26 using a more sophisticated method based on trajectory reweighting.
The system reactions are given below 
To this end we estimate ∂α R /∂k s using finite differences with δ = 2 × 10 −2 k s at several points between k s = 200 and k s = 900. Figure 1 shows the calculated confidence intervals for |G| obtained by the CRN estimator, the CRN estimator in conjunction with a shadow function and the CFD method. For each value of k s , a simulated sample path of length T = 8000 time units (t.u.) was used to generate 19 batches of length 400 t.u. each, while the first 400 t.u. were discarded as burn-in.
In this example, shadow functions were constructed using linear combinations of all monomials in two variables up to order three (that is, ψ i = S j · R k , with 0 < j + k ≤ 3), together with the function 27 log (S + 2). This set of ψ i 's was selected manually and is definitely not the "optimal" choice. The training set used for regression consisted of all unique points visited by the process sample paths after a burn-in period. Two alternative weighting schemes were tested for each value of k s : according to the first, all points were assigned equal weight (M = I), while in the second one the points were weighted according to the empirical distribution of the process, calculated using the simulated sample paths (M ≈ diag(π )). Both schemes lead to variance reduction with very similar results, and calculation of θ * in each case can be performed very fast (∼0.15 s), given the small number of training points (∼2000). The results for the first alternative are reported here.
Post-processing of the trajectories for the evaluation of the shadow function over the different batches takes another 5 s of CPU time. On the other hand, SSA simulation takes on average 40 s, which demonstrates that the overhead associated with the shadow function usage is relatively small, while the computational savings in the estimation of α R are significant, as Table I demonstrates. Finally, a CFD simulation of the same length requires 220 s of CPU time on average, while achieving a smaller magnitude of variance reduction. A more quantitative method for comparing estimator efficiencies is presented in Appendix C.
Before we leave this example, we should point out that application of the shadow function method to just the birthand-death process of S results in tremendous variance reduction for f(S) = S n and n ≤ 3. As an example, Table II shows the confidence intervals of uncentered moment estimates obtained with and without a shadow function for k s = 500, k d = 100, using a simulated trajectory of T = 5000 t.u. and 10 batches. This phenomenon is attributed to the fact that the solution to the Poisson equation for f = S n , n = 1, 2, 3, is a polynomial of degree n (cf. with Appendix B), which implies that our chosen set of functions ψ i can approximate the true solution to the Poisson equation very closely for n ≤ 3 (the only source of inaccuracy being the error in the estimation of α). Of course, it is known that S has a Poisson stationary distribution, which makes the use of a moment estimator pointless in this case. However, this interesting observation provides some heuristic justification for using polynomial approximating functions ψ i .
B. A six-dimensional system
Our second example is a much more complex system, constructed to demonstrate the efficiency of our method in a high-dimensional setting. The system consists of two interacting genes, A and B. The product of gene A forms homodimers, which repress the expression of A, as well as heterodimers with the product of B, which repress the expression of B. The system species are listed in Table III, while Table IV displays the reaction scheme and propensities of our model. Note that several parameters are assumed to be the same for the two genes for simplicity. For the same reason, the gene states are omitted from the model.
The system comprises six molecular species interacting through 12 reactions. Our goal is to estimate the sensitivity of the steady-state mean of p AB (the second repressor dimer), denoted by α AB , to small variations of each of the system parameters. Once more, we compare the behavior of the CRN steady-state estimator with and without a shadow function to the performance of the CFD method. As shadow functions we use linear combinations of all monomials of state pairs up to order two. Since the number of unique points visited by this six-dimensional process during simulation was too large to be handled with the least squares method, 10 000 points sampled uniformly at random from this set were used in the regression step.
For the finite difference method, we perturbed each parameter p by δ = 10 −2 · p and estimated the 95% confidence intervals of each sensitivity estimate using batch means with Reactions Propensities Table V . CRN sensitivity estimates are not accurate enough to provide useful information, as indicated by the width of the corresponding confidence intervals. On the contrary, use of a shadow function results in great improvement, as now the relative magnitudes and signs of the various sensitivity coefficients can be meaningfully compared, while the resulting confidence intervals are roughly three times smaller than those provided by CFD. Recall that a reduction of a confidence interval by a factor r requires a variance reduction by a factor r 2 , which can be achieved by running simulations r 
VII. DISCUSSION
We demonstrated the applicability of the powerful shadow function method to the problem of steady-state simulation of stochastic chemical kinetics. Our results suggest that a significant increase in the efficiency of a steady-state estimator is possible by only a small increase in its computational cost. The method can be applied to the steady-state estimation of practically any function of the process, and can thus provide improved estimates of high order (cross-)moments, as well as estimates of stationary probabilities for subsets of the process state space, by using set indicators as cost functions. The magnitude of variance reduction achieved by the shadow function method also allows the efficient and precise computation of steady-state parameter sensitivities using the finite difference method. The comparison of the efficiency of this approach for providing steady-state sensitivity estimates with the one presented in Ref. 26 is the topic of our ongoing work. It would also be instructive to assess the relative strengths and weaknesses of the LSTD approximation algorithm for optimizing the shadow function 15 and test its scalability with system size and number of approximating functions (note that only one-dimensional examples are treated in Ref. 15) .
The proposed workflow for arriving at a useful shadow function can be improved at several points, by drawing from the large literature on function approximation techniques, in order to enlarge its range of applicability and its accuracy. However, even a crude approach such as the one presented above seems to be sufficient for systems of practical interest.
APPENDIX A: TAVC FOR SHADOW FUNCTION ESTIMATOR
From (4) and (10), σ 
APPENDIX B: SOLUTION OF THE POISSON EQUATION FOR THE SIMPLE BIRTH-DEATH PROCESS
In the case of a system with several species, the Poisson equation (5) is in general very hard (or impossible) to solve analytically, even if one knew the value of α = π f for a given f. However, for a simple birth-death process, simple solutions can be obtained for certain choices of f. The process is defined via the simple reaction scheme
Assume first that f = x. We know that πf = λ γ . Using the ansatz g(x) = cx, we get from (5) λc − γ cx = −x + λ γ , which implies
Similarly, for f = We thus observe that the solution of the Poisson equation in the case of a birth-death process with f = x n , n = 1, 2, 3, is a polynomial with degree n. One can conjecture that this is the case for any n, however for our purposes it suffices to observe that this property explains the variance reduction reported in Table II .
APPENDIX C: QUANTIFYING ESTIMATOR EFFICIENCY
The efficiency of a given sensitivity estimator depends both on its variance and its computational burden: a computationally expensive, low-variance estimator may be less efficient than an estimator with high variance that requires much less computation time. In this work, we use the method of batch means 7 to estimate the variability of the different estimators considered. Briefly, this amounts to splitting a long simulation run into a number of fixed-length batches (after discarding a sufficiently long initial part to minimize estimator bias) and computing the mean of the estimated quantity over each batch. By treating the batch means as approximately i.i.d., one can then estimate the estimator variance and derive confidence intervals for the estimated quantity.
Estimator efficiency can then be estimated if we keep the length of each batch constant and increase the number of batches until a given confidence interval width is achieved. The width w of each confidence interval is equal to
where s is the sample variance of the batch means and t 1 − δ/2 is the 1 − δ/2 quantile of the Student t-distribution with m − 1 degrees of freedom. Since t 1 − δ/2 varies very little when m is sufficiently large (i.e., above 20-30) and s estimates a fixed quantity depending on the batch length, the width of the confidence interval is predominantly controlled by m, which is directly proportional to the length of the simulated trajectory. Therefore, shrinking down the confidence interval by a factor c, requires an increase in simulation time by a factor of c 2 .
Taking into account the computation time needed to generate a single trajectory batch, the efficiencies of the different estimators can thus be compared in a quantitative manner.
