Introduction {#s1}
============

Learning motor skills relies mostly on sensory feedback (i.e., visual, proprioception). However, reinforcement feedback (i.e., reward and punishment) can also modulate motor learning (Wrase et al., [@B64]; Wächter et al., [@B56]; Abe et al., [@B1]; Nikooyan and Ahmed, [@B35]; Song and Smiley-Oyen, [@B46]). In fact, by using a visuomotor rotation task, many studies have demonstrated that these reinforcers produce dissociable effects on motor learning, with punishment enhancing the learning rate (adaptation) and reward increasing the retention (memory) of the motor task (Galea et al., [@B11]; Song and Smiley-Oyen, [@B46]; Quattrocchi et al., [@B39]). These behavioral effects suggest that reward and punishment feedbacks are differently processed by the brain and involve distinct neural pathways (Wrase et al., [@B64]; Hester et al., [@B16]; Galea et al., [@B103]). Yet, the effects of these motivational reinforcers on motor learning have been primarily explored at the level of behavior and no study has compared their neural correlates. By using electroencephalography (EEG), the present study determines whether reward and punishment feedbacks produce different effects on feedback-related neural activity during a visuomotor rotation task.

Visuomotor rotation is an error-based motor task commonly used to investigate how sensory and reinforcement feedback contribute to motor learning (Shabbott and Sainburg, [@B43]; Shadmehr et al., [@B45]; Izawa and Shadmehr, [@B23]; Schween and Hegele, [@B42]). In this task, subjects are required to adapt their reaching direction, trial by trial, to compensate for the environmental perturbation (visuomotor rotation). According to the proposed model, subject's movement errors (i.e., sensory prediction errors) after each trial are used by the brain to update an internal model that predicts the sensory consequences of motor commands (Shadmehr et al., [@B45]; Marko et al., [@B30]; Leow et al., [@B27]). Updating (or re-mapping) the internal model relies on the cerebellum and promotes motor adaptation during the task (Mazzoni and Krakauer, [@B31]; Shadmehr et al., [@B45]; Taylor and Ivry, [@B50]). Reinforcement feedback also facilitates motor learning during the visuomotor rotation task (Batcho et al., [@B3]; Therrien et al., [@B51]; Codol et al., [@B5]; Holland et al., [@B17]). However, reinforcement feedback is computed by the brain as a different source of error (i.e., reward-prediction errors) that promotes motor adaptation by maximizing reward value (Izawa and Shadmehr, [@B23]; Torrecillos et al., [@B52]). The prefrontal cortex, in particular the anterior cingulate cortex (ACC), plays an important role in processing reinforcement feedback (Schuermann et al., [@B41]; Walsh and Anderson, [@B58]; Ferdinand and Opitz, [@B10]; Huang and Yu, [@B22]; Ullsperger et al., [@B53]).

EEG and event-related potentials (ERPs) are used to assess how the brain processes reinforcement feedback and how it relates to learning. Specifically, reward and punishment feedback produce ERPs that peak between 200 and 500 ms after feedback presentation and reflect different aspects of performance monitoring (i.e., error/correct, gain/loss, saliency) contained in the feedback (Nieuwenhuis et al., [@B34]; Cohen and Ranganath, [@B7]; San Martín, [@B40]; Walsh and Anderson, [@B58]; Ullsperger et al., [@B53]). Previous studies have shown that changes in the amplitude of ERPs after reward and punishment feedback can predict learning (Gehring and Willoughby, [@B12]; Nieuwenhuis et al., [@B34]; Holroyd et al., [@B19]; Yeung and Sanfey, [@B580]; Stürmer et al., [@B49]). However, most of these studies focused on cognitive tasks such as stimulus-response or decision-making (i.e., gambling tasks), and therefore, do not provide evidence on whether reward and punishment change brain processing during motor learning (Hajack et al., [@B15]). Critically, behavioral studies suggest that reward and punishment feedback produce different effects on the adaptation (learning) and the retention (memory) of a motor task (Song and Smiley-Oyen, [@B46]; Galea et al., [@B11]), which seem to engage distinct neural pathways (Hadipour-Niktarash et al., [@B13]; Huang et al., [@B21]). Yet whether these reinforcers change brain activity during the adaptation and retention of a motor task is still unclear and is the focus of our study.

We hypothesize that reward and punishment produce different changes in feedback-related neural activity during the adaptation and retention of the visuomotor rotation task, representing the distinct neural pathways used by these types of feedback. To test this hypothesis, we evaluate the amplitude of feedback-related ERPs after reward and punishment feedback during the visuomotor rotation task. Based on previous studies (Galea et al., [@B11]; Song and Smiley-Oyen, [@B46]), the visuomotor rotation task consisted of different conditions to assess both the learning and the retention of the task. Motor learning was evaluated during the Adaptation condition, which was divided into Early Learning and Late Learning. During this condition, subjects were required to adapt their performance to a 30° rotation while being provided with concurrent visual feedback (Hinder et al., [@B102]; Schween et al., [@B101]). Motor retention was evaluated during the No Vision condition. During this condition, subjects did not receive concurrent visual feedback or reinforcement feedback, and therefore their performance did depend on the retention of the motor skills learned. Subjects were divided into three groups: Punishment, Reward, and Control. The reinforcement feedback was presented as points that corresponded to monetary gain (reward) or loss (punishment) during the Adaptation condition. Two neutral vertical lines instead of points were presented to the Control group. Our results show that punishment feedback decreased motor retention and altered feedback-related ERPs, and suggest that punishment feedback impairs the neural processing involved in encoding motor memory.

Materials and Methods {#s2}
=====================

Participants {#s2-1}
------------

Forty-two healthy, right-handed, adults (age range: 19--32 years, mean age ± SD: 21.91 ± 2.1 years, males: 18, females: 24) participated in this study.

Participants were classified as right-handed using the Edinburgh Handedness Scale (handedness score ± SD: 91.75 ± 9.93; Oldfield, [@B36]). The Behavioral Avoidance/Inhibition scales (BAS/BIS) were used to score sensitivity to reinforcement which is divided into four subcomponents (BAS FUN, BAS DRIVE, BAS REWARD RESPONSIVENESS, BIS). Further detail on these scales can be found elsewhere (Carver and White, [@B104]). Each participant was randomly assigned to one of three feedback groups: Reward, Punishment, or Control. All procedures of this study were approved by the University of Mississippi Institutional Review Board and all participants provided informed consent before data collection.

Visuomotor Rotation Task {#s2-2}
------------------------

The visuomotor task procedures followed those outlined in Galea et al. ([@B11]) and Song and Smiley-Oyen ([@B46]). Participants were seated in front of a 114.3 cm television screen, at a distance of 61 cm, with a Wacom tablet and pen (sampling rate: 100 Hz) displaying two different circles (small red, large blue; [Figure 1A](#F1){ref-type="fig"}). Trials were participant-initiated by clicking on the red starting circle after from which a line followed the movement of the cursor. The blue target circle was displayed eight centimeters from the starting circle in eight different positions, pseudo-randomly so that every set of eight consecutive trials would include one of each of the target positions.

![**(A)** An illustration of the set up for the motor learning task used in this study. **(B)** An illustration of the conditions of the visuomotor rotation task. The solid arrow represents the visible cursor trajectory that can be viewed by the participant. The dashed arrow represents the cursor trajectory that is not visible to the participant. The dashed line represents the direction of the cursor moved by the participant. **(C)** Reinforcement feedbacks presented during the Adaptation and No Vision conditions of the motor task. The number of points depended on the amount of error and were associated with a monetary gain (Reward) or loss (Punishment).](fnhum-14-00294-g0001){#F1}

Each participant was instructed to hold the Wacom pen in a hand posture that was most similar to writing. To limit online movement corrections, participants were instructed to move quickly and accurately, in a straight-shooting motion from the starting circle through the target with the Wacom pen. The cursor trajectory was provided 2 cm past an invisible circle boundary that passed through the center of the target circle, after which the drawn cursor trajectory was fixed and cursor movement was not available to the participant. After the presentation of the feedback, the drawn cursor trajectory, feedback, and target circle were cleared from the screen. A set of crosshairs, that followed the pen movement, was provided that allowed the participant to move accurately back to the starting circle at a self-selected pace. Each participant's right arm was visually occluded to eliminate visual feedback during task performance. A duration criterion of 500 ms was placed on each trial, meaning that once participants initiated the trial, they had 500 ms to move their cursor past the invisible circle boundary that passes through the target circle, which is similar to previous studies (Galea et al., [@B11]; Song and Smiley-Oyen, [@B46]). If the trial was not completed within 500 ms, the trial was restarted with a message informing the participant to perform quicker. To best isolate the feedback-related neural activity from movement-related neural activity, feedback (reward, punishment, and control) was presented 1.5 s after the end of the movement, for 1 s after each trial during each testing condition of the visuomotor rotation task.

Participants performed a total of 680 trials consisting of five testing conditions: Baseline (80 trials), Adaptation (200 trials), No Vision (200 trials), Washout (100 trials), and Readaptation (100 trials; [Figure 1B](#F1){ref-type="fig"}). After every block of 20 trials, 1 min rest period was provided and participants were instructed to keep the arm under the visual occlusion. During the Baseline and Washout conditions, target and cursor movement were congruent. Adaptation, No Vision, and Readaptation featured an incongruent position of the cursor and the target, with the cursor trajectory, rotated 30° counterclockwise to the target, requiring the participant to adapt their movement to hit the target. Points were displayed following the magnitude of the error and their assigned group (Reward and Punishment groups). Null feedback consisting of two vertical lines was presented for the Control group ([Figure 1C](#F1){ref-type="fig"}). During the No Vision condition, reinforcement feedback and visual feedback of the cursor trajectory were removed from the task for all groups, however, the 30° rotation of the cursor was still maintained. Participants were not informed of the continued rotation of the cursor and were instructed that their performance was still being monitored despite the lack of feedback (visual cursor trajectory and/or reinforcement). Additionally, the participants were informed "reach toward the target even without vision," which is the same as a previous investigation that employed a similar methodology to the current study (Quattrocchi et al., [@B39]). After each trial during No Vision, the null feedback was presented to all groups at the same latency ([Figure 1C](#F1){ref-type="fig"}). After each trial in all other conditions (Baseline, Washout, Readaptation), the same null feedback was also presented. The magnitude of feedback during the Adaptation condition was dependent on the amount of angular error that occurred in the trial performance and followed these criteria:

-   ***Reward***: 4 points: hit the target; 3 points: \<10° error; 2 points: \<20° error; 1 point: \<30° error; 0 points: ≥30° error.

-   ***Punishment***: 0 points: hit the target; −1 point: \<10° error; −2 points: \<20° error; −3 points: \<30° error; −4 points: ≥30° error.

-   ***Null***: Points were replaced by two uninformative vertical lines.

All groups started with a total of zero points. Those in the Reward group earned positive points, while those in the Punishment group accrued negative points. Each point was equal to USD 0.02, a rule in which participants were not be made explicitly aware of. The Reward group began with USD 0.00 and earned money based on their performance during the Adaptation condition. The Punishment group began with USD 10.00 and lost money during the Adaptation condition. To control for payment and time of payment, participants in the Control group were randomly selected to receive USD 10.00 before the experiment and end the experiment with USD 6.00 or begin with USD 0.00 and end with USD 6.00. All participants were informed of the task goals by being read aloud a script before the start of the experiment. Additionally, participants in the Control group were given the instructions of either the Reward or Punishment groups, to control for the effects of the script.

Visuomotor Rotation Task Analysis {#s2-3}
---------------------------------

Movement time was defined as the time from the first movement of the cursor outside of the starting circle to the termination of the movement in the direction of the target circle. Cartesian X and Y coordinates of the cursor were recorded and used to calculate our kinematic variables of interest. Absolute performance error was defined as the absolute maximum angular deviation of the movement of the cursor to the center of the target circle (Galea et al., [@B103]; Song et al., [@B47]). By using the absolute error we disregarded the direction of movement of the cursor (clockwise or counterclockwise) relative to the target and considered only the extent to which the cursor movement angle differs from the target angle (Christou et al., [@B105]). Performance errors exceeding 80° were excluded from the analysis which is similar to previous studies (Quattrocchi et al., [@B39]). Additionally, the Adaptation condition was divided into two learning stages: Early Learning was defined as the first 100 trials and Late Learning was defined as the last 100 trials. To best assess task retention, we compared performance error in Adaptation (Late Learning) to No Vision. Late Learning was considered when participants had learned the task and would be the best representation of the motor skill carried over into the No Vision (retention) condition.

EEG Recording and Processing {#s2-4}
----------------------------

Surface EEG data was recorded with a 28 channel Quik-Cap electrode system (Victoria, Australia) and NuAmps amplifier. Electrodes were placed according to the 10--20 system at sites FZ, FCZ, CZ, PZ, FP1, FP2, F3, F4, F7, F8, FT7, FT8, FC3, FC4, C3, C4, CP3, CP4, P3, P4, T3, T4, T5, T6, TP7, TP8, O1, O2, and ground placed on the participant's right mastoid process. A saline solution was applied with a blunt tip syringe into the individual electrodes to lower electrical signal noise. The electrical impedance for each electrode was kept below 10 kΩ throughout the data collection. All recordings were sampled at 1,000 Hz, online band-pass filtered between 0.1--500 Hz, and notch filtered at 60 Hz.

All raw EEG data was exported and processed into MATLAB, using the EEGLAB toolbox (Delorme and Makeig, [@B106]). The raw data was downsampled from 1,000 Hz to 250 Hz and high-pass filtered at 1 Hz. Continuous data were segmented into time-locked data epochs. An initial visual inspection of the epochs was performed to remove trials containing artifacts. Then signal decomposition was performed using independent components analysis on each participant's data utilizing the "runcia" procedure in EEGLAB. Additional trials containing artifacts were identified using the resultant components of the signal decomposition and were removed from the analysis. Components reflecting eye blinks and electromyography activity were removed by visual inspection. Participants that retained less than 75% of original trials were excluded from the analysis.

Feedback-Related ERPs Computation and Analysis {#s2-5}
----------------------------------------------

Continuous EEG data were segmented into 2-s epochs (−500 ms to +1,500 ms), time-locked to the presentation of the feedback at 0 ms. Feedback-related ERPs were computed by averaging trials for each participant separately for the Adaptation (Early and Late Learning) and No Vision conditions. All ERPs were baseline corrected by subtracting the baseline activity 500 ms before feedback onset. Our analysis of feedback-related ERPs primarily focused on the channels FZ, FCZ, and PZ which is in line with previous research that investigated reinforcement feedback (Stürmer et al., [@B49]; Wischnewski et al., [@B62]; Palidis et al., [@B37]). The peak-to-peak amplitude of the feedback-related ERPs was calculated for each participant in Adaptation and No Vision conditions. Peak-to-peak amplitude was defined as the difference between the minimum peak 100 ms to 200 ms after the feedback onset and the maximal positive peak occurring between 250--600 ms after the feedback presentation (Palidis et al., [@B37]).

Statistical Analysis {#s2-6}
--------------------

A Kruskal-Wallis H test was used to test for differences between groups on each BIS/BAS subcomponents (BAS FUN, BAS DRIVE, BAS REWARD RESPONSIVENESS, BIS).

Behavioral performance was analyzed by repeated-measures ANOVAs to assess for differences in movement time and performance error across different task conditions. Specifically, a 3 \[Feedback Group\] × 2 \[Learning Stage (Early Learning, Late Learning)\] and 3 \[Feedback Group\] × 2 \[Task Condition (Late Learning, No Vision)\] were utilized to test for differences in movement time and performance error averaged across all blocks in each condition. Also, a separate 3 \[Feedback Group\] × 2 \[Task Condition (Adaptation Block 10, No Vision Block 1)\] repeated-measures ANOVA was carried out to compare performance error during the end of the Adaptation condition (block 10) and the beginning of the No Vision condition (block 1), with each block contained 20 trials. Also, a one-way ANOVA was used to test for differences between groups in performance error during the beginning of the Adaptation condition.

EEG data were analyzed by repeated-measures ANOVAs to test for differences in peak-to-peak amplitude of feedback-related ERPs. Specifically, a 3 \[Feedback Group\] × 2 \[Learning Stage (Early Learning, Late Learning)\] and a 3 \[Feedback Group\] × 2 \[Task Condition (Late Learning, No Vision)\]. All frequentist statistical analysis was conducted with SPSS^®^ version 25 and set an *a priori* alpha level of 0.05. All non-significant ERP results from the frequentist statistics were followed-up by a Bayesian repeated-measures ANOVA with the same between and within-subjects factors and a default uniform prior of 0.5 for the fixed effects (r scale Cauchy prior width = 0.5; Wagenmakers et al., [@B57]). Bayes factors (*BF*~(10)~) were used to provide evidence for (*BF*~(10)~ of ≤ 0.33) or against the null (*BF*~(10)~ of ≥ 3.0) hypothesis. All Bayesian statistical analysis was conducted with JASP 0.11.1.0 (van Doorn et al., [@B55]).

Robust regression was utilized to examine the linear relationships between performance error and ERP measures (Palidis et al., [@B37]). This method assigns a lower weight to outlier data using an iteratively reweighted least-squares process. This analysis was implemented using the robust option of fitlm function in MATLAB.

Results {#s3}
=======

BAS/BIS Scale {#s3-1}
-------------

A Kruskal-Wallis H test revealed no significant differences between groups on the BAS DRIVE (*H*~(2)~ = 4.029, *p* = 0.133), BAS FUN (*H*~(2)~ = 1.239, *p* = 0.538), BAS REWARD RESPONSIVENESS (*H*~(2)~ = 2.323, *p* = 0.313), and BIS (*H*~(2)~ = 1.426, *p* = 0.490) of the BAS/BIS scale ([Table 1](#T1){ref-type="table"}). Thus, all groups demonstrated similar sensitivity to reinforcement feedback.

###### 

Average BAS/BIS scores (mean ± standard error) for each reinforcement group.

               BAS Drive      BAS FUN        BAS Reward     BIS
  ------------ -------------- -------------- -------------- --------------
  Reward       12.57 ± 0.41   12.35 ± 0.43   18.14 ± 0.34   21.57 ± 1.05
  Punishment   11.50 ± 0.53   12.85 ± 0.43   18.14 ± 0.27   21.14 ± 0.86
  Control      11.00 ± 0.49   12.14 ± 0.49   17.57 ± 0.27   20.35 ± 0.86

Movement Time and Performance Error {#s3-2}
-----------------------------------

All groups performed and learned the task, which improved progressively with practice. Data on movement time are presented in [Table 2](#T2){ref-type="table"} and data for performance error are depicted in [Table 3](#T3){ref-type="table"} and [Figure 2](#F2){ref-type="fig"}. No significant differences were detected for movement time in the Adaptation and No Vision conditions (*F*~(1,39)~ = 0.001, *p* = 0.992, $\eta_{\text{p}}^{2}$ = 0.001) and all groups demonstrated similar movement times (*F*~(2,39)~ = 0.303, *p* = 0.740, $\eta_{\text{p}}^{2}$ = 0.014). This finding indicates that all participants took similar times to move throughout each task condition regardless of the feedback group.

###### 

Average movement time (mean ± standard error) for each group during each task condition.

               Movement Time (ms)                                                                   
  ------------ -------------------- --------------- --------------- --------------- --------------- ---------------
  Reward       399.69 ± 6.93        386.35 ± 5.34   380.07 ± 2.31   380.79 ± 4.12   382.81 ± 4.46   377.55 ± 4.15
  Punishment   397.89 ± 7.58        385.62 ± 5.38   376.93 ± 3.58   377.94 ± 5.59   375.88 ± 2.41   383.36 ± 6.48
  Control      383.96 ± 5.49        379.59 ± 3.71   383.91 ± 6.49   382.22 ± 7.61   379.37 ± 4.34   375.18 ± 3.61

###### 

Average performance error (mean ± standard error) for each group during each task condition.

               Performance Error (degrees)                                                                                         
  ------------ ----------------------------- ------------------ ---------------- -------------- -------------------- ------------- --------------
  Reward       5.22 ± 0.31                   23.33 ± 1.21       18.55 ± 1.59\*   11.54 ± 1.08   10.35 ± 1.87         7.14 ± 1.47   13.15 ± 1.68
  Punishment   5.24 ± 0.44                   18.32 ± 2.29^\#^   15.85 ± 1.81\*   10.57 ± 1.57   16.72 ± 2.36\*^\#^   5.29 ± 1.01   11.05 ± 1.67
  Control      5.59 ± 0.41                   24.47 ± 1.52       18.18 ± 2.09\*   11.59 ± 1.41   10.69 ± 2.51         4.87 ± 1.09   13.38 ± 1.81

*\*p \< 0.05 compared to Late Learning. ^\#^p \< 0.05 compared to Reward and Control groups*.

![**(A)** Average absolute performance error across epochs of eight trials in each task condition for each of the groups. Represented as mean ± standard error. **(B)** Average absolute performance error for all groups during the Adaptation (Early and Late Learning) condition. \**p* \< 0.05 compared to Early Learning. **(C)** Average absolute performance error for all groups during the Adaptation (Late Learning) and No Vision conditions. \**p* \< 0.05 compared to Late Learning. Bars represent mean and dots represent the individual responses.](fnhum-14-00294-g0002){#F2}

During the Adaptation condition, all groups demonstrated a gradual reduction in performance error, indicating adequate movement recalibration to the 30° rotation. Upon a closer examination of the first block of Adaptation, our findings indicated that the Punishment group demonstrated lower error (*F*~(2,39)~ = 3.539, *p* = 0.039, $\eta_{\text{p}}^{2}$ = 0.154), thus faster learning, compared to Reward and Control, which is similar to previous studies (Song and Smiley-Oyen, [@B46]; Song et al., [@B47]; [Figure 2A](#F2){ref-type="fig"}). Interestingly, the Punishment group also showed a higher standard deviation during this first block (*SD* = 8.58) \[Reward (*SD* = 4.54) and Control (*SD* = 5.71)\] which could be indicative of an increased motor exploration (Song et al., [@B47]). Our repeated measures ANOVA analysis revealed that after the first block all groups learned and maintain similar performance throughout the Adaptation condition. A significant main effect for Learning Stage (*F*~(1,39)~ = 81.431, *p* \< 0.001, $\eta_{\text{p}}^{2}$ = 0.676) indicated that Late Learning had a lower performance error compared to Early Learning ([Figure 2B](#F2){ref-type="fig"}). No significant differences were noted between groups (*F*~(1,39)~ = 0.647, *p* = 0.529, $\eta_{\text{p}}^{2}$ = 0.032).

The Punishment and Control groups demonstrated a decreased retention of the visuomotor rotation task indicated by a significant increase in performance error in the No Vision condition compared to the Adaptation condition (Late Learning). A significant Feedback Group × Task condition interaction (*F*~(2,39)~ = 3.549, *p* = 0.038, $\eta_{\text{p}}^{2}$ = 0.154) was noted between the end of the Adaptation (Block 10) and the beginning of the No Vision (Block 1). A test of simple effects revealed that both Punishment (*F*~(2,39)~ = 4.611, *p* \> 0.001, $\eta_{\text{p}}^{2}$ = 0.453) and Control (*F*~(2,39)~ = 4.611, *p* = 0.038, $\eta_{\text{p}}^{2}$ = 0.191) had a significant decay in performance during the first block of the No Vision condition. However, Reward maintained their performance from Adaptation (Block 10) to No Vision (Block 1; *F*~(2,39)~ = 0.067, *p* = 0.798, $\eta_{\text{p}}^{2}$ = 0.002). Additionally, Punishment demonstrated significantly higher performance error compared to Reward (*F*~(2,39)~ = 7.289, *p* = 0.011, $\eta_{\text{p}}^{2}$ = 0.272) but not Control (*F*~(2,39)~ = 1.897, *p* = 0.0176, $\eta_{\text{p}}^{2}$ = 0.089) in the No Vision (Block 1). No significant differences were detected between Reward and Control groups (*F*~(2,39)~ = 1.749, *p* = 0.194, $\eta_{\text{p}}^{2}$ = 0.082).

The decreased in retention showed by the Punishment group was maintained during the No Vision condition. A significant Feedback Group × Task condition (Late Learning, No Vision) interaction (*F*~(2,39)~ = 3.349, *p* = 0.045, $\eta_{\text{p}}^{2}$ = 0.147) was noted for performance error when considering the average of the entire No Vision condition. A test of simple effects reveals that Punishment demonstrated a significant increase in performance error from Late Learning to No Vision (*F*~(2,39)~ = 7.624, *p* = 0.009, $\eta_{\text{p}}^{2}$ = 0.164). This decay was not seen in either in Reward (*F*~(2,39)~ = 0.285, *p* = 0.596, $\eta_{\text{p}}^{2}$ = 0.007) or Control (*F*~(2,39)~ = 0.071, *p* = 0.792, $\eta_{\text{p}}^{2}$ = 0.002) groups. Additionally, Punishment demonstrated a significant increase in performance error compared to Reward (*F*~(2,39)~ = 4.93, *p* = 0.032, $\eta_{\text{p}}^{2}$ = 0.151) and Control (*F*~(2,39)~ = 4.93, *p* = 0.042, $\eta_{\text{p}}^{2}$ = 0.119) groups during the No Vision condition, which suggest Punishment feedback interferes with the development of motor memory during the Adaptation condition ([Figure 2C](#F2){ref-type="fig"}). Reward and Control groups performed similarly during the No Vision condition, indicating similar motor memory formation during task learning (*F*~(2,39)~ = 0.01, *p* = 0.906, $\eta_{\text{p}}^{2}$ = 0.001).

Feedback-Related ERPs {#s3-3}
---------------------

Four participants did not meet the trial inclusion criteria, leaving the sample size of 38 for ERP analysis \[Reward = 13 (seven female, six male), Punishment = 13 (seven female, six male), Control = 12 (six female, six male)\].

[Figure 3](#F3){ref-type="fig"} shows that learning the visuomotor rotation task did not impact the amplitude of feedback-related ERPs in any of the groups. No significant differences were detected for feedback-related ERP peak-to-peak amplitude between Early and Late Learning FCZ electrode with no significant differences between learning stages (*F*~(2,35)~ = 0.791, *p* = 0.380, $\eta_{\text{p}}^{2}$ = 0.022; [Figure 3](#F3){ref-type="fig"}) or groups (*F*~(2,35)~ = 0.357, *p* = 0.702, $\eta_{\text{p}}^{2}$ = 0.021). Follow-up Bayesian analysis revealed similar results for learning stage (*BF*~(10)~ = 0.444) and groups (*BF*~(10)~ = 0.235).

![Grand average feedback-related event-related potentials (ERPs) for the three groups at the FCZ electrode during the Adaptation condition, Early Learning (dashed line), and Late Learning (solid line), with zero representing feedback presentation. The bottom bar graph represents the corresponding average ERP amplitude (mean ± standard error) for each group.](fnhum-14-00294-g0003){#F3}

Similar findings were noted for the FZ electrode with no significant differences between learning stages (*F*~(2,35)~ = 0.773, *p* = 0.385, $\eta_{\text{p}}^{2}$ = 0.022; *BF*~(10)~ = 0.371) or between groups (*F*~(2,35)~ = 1.816, *p* = 0.178, $\eta_{\text{p}}^{2}$ = 0.094; *BF*~(10)~ = 0.775).

This trend was also found in PZ electrode, with no significant differences between learning stages (*F*~(2,35)~ = 0.621, *p* = 0.436, $\eta_{\text{p}}^{2}$ = 0.017; *BF*~(10)~ = 0.642) or groups (*F*~(2,35)~ = 2.393, *p* = 0.106, $\eta_{\text{p}}^{2}$ = 0.121; *BF*~(10)~ = 0.304).

In contrast to learning, the amplitude of feedback-related ERPs during Adaptation compared to No Vision was different among groups. A significant Group × Task Condition interaction (*F*~(2,35)~ = 3.361, *p* = 0.046, $\eta_{\text{p}}^{2}$ = 0.161) was found for feedback-related ERP peak-to-peak amplitude at the FCZ electrode. No significant differences were detected between groups within Adaptation (Late Learning; *F*~(2,35)~ = 1.078, *p* = 0.351, $\eta_{\text{p}}^{2}$ = 0.058) or No Vision condition (*F*~(2,35)~ = 1.468, *p* = 0.244, $\eta_{\text{p}}^{2}$ = 0.078; [Figure 4](#F4){ref-type="fig"}). A test of simple effects revealed peak-to-peak amplitude for the Punishment group decreased from Adaptation (Late Learning) to No Vision (*F*~(2,35)~ = 7.687, *p* = 0.009, $\eta_{\text{p}}^{2}$ = 0.180; [Figure 5](#F5){ref-type="fig"}). No significant differences were noted for Reward (*F*~(2,35)~ = 0.179, *p* = 0.675, $\eta_{\text{p}}^{2}$ = 0.005) or Control (*F*~(2,35)~ = 0.167, *p* = 0.686, $\eta_{\text{p}}^{2}$ = 0.005) groups.

![Grand average feedback-related ERPs for the three groups at the FCZ electrode during Adaptation (Late Learning; solid line) and No Vision (dotted line), with zero representing feedback presentation. The bottom bar graph represents the corresponding average ERP amplitude (mean ± standard error) for each group. \**p* \< 0.05 compared to Late Learning.](fnhum-14-00294-g0004){#F4}

![Average ERP amplitude (mean ± standard error) at the FCZ electrode during the Adaptation (Late Learning) and No Vision conditions for each group. Horizontal lines represent individual responses. \**p* \< 0.05 compared to Late Learning.](fnhum-14-00294-g0005){#F5}

Similar results were found for electrodes FZ and PZ. A significant Group × Task Condition interaction (*F*~(2,35)~ = 3.622, *p* = 0.037, $\eta_{\text{p}}^{2}$ = 0.171) was found for feedback-related ERP peak-to-peak amplitude at the FZ electrode. A test of simple effects revealed peak-to-peak amplitude for the Punishment group decreased from Adaptation (Late Learning) compared to No Vision (*F*~(2,35)~ = 11.921, *p* = 0.001, $\eta_{\text{p}}^{2}$ = 0.254). No differences were detected for Reward (*F*~(2,35)~ = 0.137, *p* = 0.714, $\eta_{\text{p}}^{2}$ = 0.004) and Control (*F*~(2,35)~ = 0.005, *p* = 0.944, $\eta_{\text{p}}^{2}$ \> 0.001) groups. No significant differences were detected between groups within the Adaptation (Late Learning; *F*~(2,35)~ = 1.058, *p* = 0.358, $\eta_{\text{p}}^{2}$ = 0.057) or No Vision condition (*F*~(2,35)~ = 0.893, *p* = 0.419, $\eta_{\text{p}}^{2}$ = 0.049). A significant Group × Task Condition interaction (*F*~(2,35)~ = 3.566, *p* = 0.039, $\eta_{\text{p}}^{2}$ = 0.169) was found for feedback-related ERP peak-to-peak amplitude at the PZ electrode. A test of simple effects revealed peak-to-peak amplitude for the Punishment group decreased from Adaptation (Late Learning) to No Vision (*F*~(2,35)~ = 13.436, *p* = 0.001, $\eta_{\text{p}}^{2}$ = 0.277). No significant differences between groups were detected during Adaptation (Late Learning; *F*~(2,35)~ = 1.795, *p* = 0.181, $\eta_{\text{p}}^{2}$ = 0.093) or No Vision (*F*~(2,35)~ = 2.442, *p* = 0.102, $\eta_{\text{p}}^{2}$ = 0.122). Results for Fz and Pz electrodes in the punishment group are reflected in [Figure 6](#F6){ref-type="fig"}.

![Grand average feedback-related ERPs of multiple channels for the punishment group during the Adaptation (Late Learning) and No Vision conditions.](fnhum-14-00294-g0006){#F6}

Because we found that punishment feedback decreased the amplitude of ERPs and increased performance error during the No Vision condition, we tested whether ERPs amplitude during this condition predicted motor performance after punishment feedback by computing a Robust Regression analysis (see "Materials and Methods" section). The results of this analysis showed that there is no significant correlation between the No Vision peak-to-peak amplitude and No Vision performance error of the Punishment group for any of the electrodes measured (FCZ: *F*~(1,13)~ = 0.083, *p* = 0.777, *R*^2^ = 0.007; FZ: *F*~(1,13)~ = 0.078, *p* = 0.784, *R*^2^ = 0.011; PZ: *F*~(1,13)~ = 0.591, *p* = 0.458, *R*^2^ = 0.051).

Discussion {#s4}
==========

The present study shows that punishment, but not reward, feedback modulates motor learning and feedback-related ERPs during the visuomotor rotation task. Subjects in the Punishment group showed a faster rate of adaptation upon first exposure to the 30° rotation and a stronger performance decay during the No Vision condition. These effects, not observed in the Reward group, suggest that punishment feedback improves motor learning and impairs motor retention. Critically, the impaired motor retention showed by the Punishment group was paralleled by a decrease in the amplitude of feedback-related ERPs during the No Vision condition, which further suggests that punishment feedback alters the brain processing involved in encoding motor memory.

Punishment Feedback Improves Visuomotor Learning {#s4-1}
------------------------------------------------

Our study finds that punishment feedback enhances the rate of adaptation during motor learning which is in agreement with previous studies (Song and Smiley-Oyen, [@B46]; Song et al., [@B47]). This faster rate of adaptation could be associated with increased motor exploration during the task to optimize motor actions and therefore limit monetary loss (Song et al., [@B47]). This idea fits well in the frame of a "win-shift/lose-stay" decision making strategy (Worthy et al., [@B63]) for motor learning. According to this idea, the punishment would promote a more rapid change in reaching strategy to minimize loss, while reward and null feedbacks would not stimulate a strategy shift since the feedback for imperfect performance is non-aversive.

Interestingly, the effects of punishment enhancing the rate of adaptation shown in this study are limited to the initial exposure to the rotation, which is slightly different from previous similar studies (Galea et al., [@B11]; Song and Smiley-Oyen, [@B46]). These differences are not unexpected since our learning paradigm is not identical to the one utilized by these studies. Previous investigations have reported conflicting results regarding reinforcement feedback and the rate of motor adaptation. For instance, Galea et al. ([@B11]) and Song and Smiley-Oyen ([@B46]) demonstrated a sustained enhancement of adaptation in those that were punished. However, a more recent investigation found that punishment and reward affected adaptation similarly (Quattrocchi et al., [@B39]), while another study found that reward enhanced adaptation compared to punishment (Huang et al., [@B20]). Our results, taken together with previous research, suggest that the effects of reinforcement feedback on the rate of motor learning are complex and depend on the perturbation angle, the number of trials employed in the motor adaptation paradigm, and the procedural details regarding the context of the punishment (Song and Smiley-Oyen, [@B46]; Huang et al., [@B20]; Quattrocchi et al., [@B39]). Therefore, the effects of punishment feedback on motor learning are not settled and require further investigation.

As shown, all groups improved motor performance and decrease performance error during Late Learning compare to Early Learning. However, these changes in performance were not reflected in different feedback-related ERPs. Previous studies have presented decreases (Anguera et al., [@B2]; MacLean et al., [@B28]), increases (van der Helden et al., [@B54]) and no changes (Palidis et al., [@B37]) of feedback-related ERPs associated with different motor learning tasks indicating that the association between feedback-related ERPs and motor learning is still a matter of debate. Our study suggests that both Early and Late Learning require similar task engagement and brain processing during the visuomotor rotation task.

Punishment Feedback Limits Visuomotor Retention and Changes Feedback-Related ERPs {#s4-2}
---------------------------------------------------------------------------------

Our results show that punishment feedback leads to worse retention of the motor task compared to reward and control feedback. These results are in line with studies showing that punishment feedback produces different effects on adaptation and retention of a motor task (Galea et al., [@B11]; Song and Smiley-Oyen, [@B46]; Quattrocchi et al., [@B39]) and supports the idea that the brain mechanisms contributing to motor learning and memory involve different neural pathways (Shadmehr and Krakauer, [@B44]; Huang et al., [@B21]; Galea et al., [@B11]; Haith et al., [@B14]; McDougle et al., [@B32]). Studies using transcranial magnetic stimulation (TMS) show that the activation (Galea et al., [@B103]; Spampinato et al., [@B48]) and inhibition (Hadipour-Niktarash et al., [@B13]) of the motor cortex (M1) enhances and decreases, respectively, motor memory without affecting motor adaptation, while the stimulation of the cerebellum enhances the rate of motor adaptation (Galea et al., [@B103]). In contrast to the effects of punishment, reward feedback did not change retention compared to null (Control) feedback, which is in agreement with recent evidence showing that null and reward feedbacks have similar retentions of a visuomotor task and that only the combination of both reward and M1 stimulation improves motor memory (Spampinato et al., [@B48]).

The mechanism underlying poor retention after punishment feedback may be indicative of the motor learning process employed by those in the Punishment group. It has been suggested that motor adaptation is comprised of "fast" and "slow" processes. "Fast" processes are characterized as being highly sensitive to error, rapidly changes behavior, and are subject to a quick decay in retention (Huang et al., [@B20]). Conversely, "slow" processes enhance retention and are more robust to decay but have slower adaptation (Smith et al., [@B107]; Ethier et al., [@B9]; Krakauer et al., [@B26]). As shown here, punishment feedback does fit this profile with faster learning during the Adaptation condition, and a stark decay in performance during the No Vision condition.

In contrast to punishment, we found large aftereffects (indicative of good motor retention) and lack of decay in the Reward group. These effects might be attributed to the usage of an explicit strategy, which is robust against changes in performance context (Codol et al., [@B5]). However, this possibility seems limited in our study given that participants were not informed to either maintain or remove any strategy. Also, we designed our visuomotor task with eight targets, which has been suggested to limit explicit strategy development (Galea et al., [@B11]). Alternatively, optimal motor retention could be driven by implicit mechanisms related to the visuomotor task. A recent study found large aftereffects in participants performing under No Vision conditions, unaware of the 30° counterclockwise rotation, and suggested that these aftereffects were driven by implicit processes with little contribution from explicit strategies (Modchalingam et al., [@B33]). Based on this evidence, our findings of large aftereffects in the Reward group, and to some extent in the Control group, could be due to a well-established implicit learning process facilitated by reward in combination with visual feedback. However, we will need further experiments to test this possibility.

We evaluated the amplitude of feedback-related ERPs to better understand how punishment and reward feedbacks are processed by the brain during the visuomotor rotation task. Specifically, we compared the amplitude of feedback-related ERPs during the Adaptation condition, when subjects received reinforcement feedback, and the No Vision condition, when no reinforcement or visual feedback was provided, and performance was memory-guided. Different from Control and Reward groups, subjects in the Punishment group showed a significantly lower feedback-related ERP amplitude during the No Vision condition compared to the Adaptation condition. This effect paralleled their lower performance (poor retention) during the No Vision condition and suggests that punishment feedback is impairing the neural processing involved in the formation of motor memory.

Studies in humans and animals suggest that changes in feedback-related ERPs reflect the stronger salience of punishment as motivational feedback (Walsh and Anderson, [@B58]; Jean-Richard-Dit-Bressel et al., [@B24]). Punishment feedback is, in part, processed by the anterior cingulate cortex (ACC) and feedback-related ERPs have been associated with the activity of ACC (Holroyd and Coles, [@B18]; De Martino et al., [@B8]; Walsh and Anderson, [@B58]). According to these studies, it can be expected that the activity of ACC will increase when punishment feedback is provided during the visuomotor adaptation task.

Importantly, ACC and M1 are functionally and anatomically connected (Paus, [@B38]; Wang et al., [@B59]; Williams et al., [@B61]; Wenderoth et al., [@B60]). Since M1 plays a key role in facilitating motor memory (Galea et al., [@B103]; Bostan and Strick, [@B4]), we hypothesize that an increased input from ACC to M1 during motor learning disrupts the neural encoding of motor memory and decreases motor retention as observed in the Punishment group. In support of this hypothesis are TMS studies showing that the disruption of M1 activity impairs motor memory (Hadipour-Niktarash et al., [@B13]). However, given the complex nature of ERP signals (Kappenman and Luck, [@B25]; Cohen, [@B6]), further studies are granted to determine how feedback-related ERPs during punishment are mechanistically associated with poor motor retention.

As an alternative, ACC activation by punishment feedback might also alter motor memory by inhibiting the activity of the cerebellum through ACC-cerebellum inputs and re-mapping the internal model. This alternative is supported by a neuroimaging study that found a negative correlation between ACC and cerebellar activation (Margulies et al., [@B29]). In contrast to this possibility, however, recent studies suggest that sensorimotor memory relies on explicit mechanisms independent of the cerebellum (McDougle et al., [@B32]; Holland et al., [@B17]; Codol et al., [@B5]), which is preferentially involved in calibrating the internal model for motor adaptation (Galea et al., [@B103]; Haith et al., [@B14]).

Several limitations can be noted for the current study. We used a smaller sample size compared to other behavioral studies (Galea et al., [@B103]; Codol et al., [@B5]) and absolute angular errors, instead of reach angle, to measure motor performance in the visuomotor task, which can limit the comparison of our results to previous studies. Additionally, we did not test if participants were utilizing an explicit strategy during the visuomotor task which has been shown to impact behavioral performance (Codol et al., [@B5]).

In conclusion, this study shows that punishment feedback enhances motor learning but impairs motor retention. Importantly, punishment-induced motor retention impairments were associated with changes in feedback-related ERPs which suggest that punishment feedback alters the neural processing involved in the formation of motor memory. These results expand previous studies by providing a neurophysiological correlate for the effects of punishment feedback and support the idea that motor learning and memory are, in part, independent processes that can be modulated differently by reinforcement feedback. Based on ours and previous studies, we propose that punishment is salient motivational feedback that impairs motor memory by interfering with M1 activity through, presumably, ACC activation. Our results are relevant in the context of rehabilitation and training by discouraging the use of punishment feedback to improve motor learning in the long-term.
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