Abstract
Introduction
Normal meshes have been introduced as a method for surface representation in computer graphics applications. They allow sparse representations of surfaces approximating enormous amounts of data coming from scanning smooth objects [2, 8, 10, 12] . Normal meshes have been successfully introduced in this field. Each vertex can be represented by one coefficient in a local frame instead of its usual three coordinates. This property makes normal meshes also suited for mesh compression [12] . A more theoretical study investigates the approximation of smooth curves with polylines [4] . This paper investigates the application of a nonlinear transform based on normal mesh techniques to compress images whose content is dominated by contours. These kind of images will be referred to as geometrical images (see Figure 1 ). For this type of images, transform coders using nonredundant bases fall short when creating compact high resolution representations. The highest achievable n-term approximation rate using a wavelet transform coder combined with a nonlinear thresholding equals σ L2 = O(n − 1 2 ) [6] . Therefore, transform coders like JPEG2000 will perform suboptimally compared to recently developed schemes capable of sparsely representing line discontinuities (see Figure 2 for an example). These schemes can be classified into two categories. On the one hand, redundant linear transforms, like directional frames, combined with a nonlinear n-term selection e.g. curvelets [3] , contourlets [7] . On the other hand, we have highly nonlinear schemes where also the transform is nonlinear. Examples are geometric wavelets [5] , bandelets [11] , dictionary approaches and so on. Also the normal offset scheme belongs to this category. The nonlinearity of the transform partitions the image domain into parts of different sizes and shapes. The small parts correspond to image regions that contain much information and the large parts to smooth image regions. The goal is to let the contour be approximated by the borders of the parts situated in the neighborhood.
The paper is outlined as follows. Section 1.1 explains the difference with normal meshes used to represent smooth 3D surfaces and image compression. Section 2 comments on the used multiresolution structure. In Section 3 the proposed normal mesh algorithm is given in detail. This nonlinear transform forms the main component of the encoder. It produces sparse representations of geometrical images. The efficient encoding of the wavelet coefficients (normal offsets) is done by a model based entropy coder and will be explained in Section 5. Section 4 compares the approximation rate of the proposed transform and the wavelet transform. Finally Section 6 shows rate-distortion curves of the proposed encoder and compares the results with the state of the art JPEG2000 encoder.
Smooth versus nonsmooth manifolds
An analogue grayscale image I is defined as a real function on the square, i.e. I (x, y) :
Images represented as functions on a 2-d plane can also be seen as surfaces in R 3 . Despite the similarities between surface and image compression we cannot take normal mesh encoders and apply them to the surface equivalents of a geometrical image. The first major difference concerns the smoothness properties of the target surfaces. While surfaces in computer graphics are smooth, geometrical images on the other hand are non-smooth: the line discontinuities are the information carrying feature. A second major difference -and the actual reason for using a normal offset transform in an image compression algorithm-is the exploitation of normal approximation properties in order to compress. The reason for using normal offsets in surface rendering applications is that they contain almost all geometrical information [8] . Grace to the minor contribution of the parametrical information, semi-regular meshes, demanding almost no connectivity information can be utilized. As such, the surface can be approximated by a mesh where each point is defined using a single scalar. This leads to a bonus compression factor of three. Image grey levels are not triple coordinates in R 3 , but single values on a given, regular lattice, so there is no bonus to gain in the image case. Irregular meshes have to be used to preserve contours. The fundamental reason for using normal offsets in image processing is the edge locating property of the normal search direction. The application of normal offsets to images leads to a different implementation.
A first attempt to use normal mesh techniques for image approximation was made in [9] . Gray scale images are treated as two dimensional functions dominated by geometric structures comparable with terrain models used in geographical information systems. The authors achieve an nterm approximation rate that is twice as good as wavelet approximations on the studied images. They do not address compression, but since approximation and compression are tightly related, their results indicate that the normal offset method should be considered for the development of ratedistortion efficient image encoders.
Multiresolution model
The multi-resolution model used in [9] is non nested. Therefore additional information needs to be stored in order to encode the complex dependency relations between consecutive resolution levels. They do not incorporate a contour preserving triangulation method which explains the poor visual results of the presented transform.
We propose a nested multi-resolution model with a more adequate definition of the normal direction w.r.t. compression of non-smooth functions instead of smooth surfaces. We use local mesh refinements with additional adaptivity to preserve the approximation strength. The use of local mesh refinements results in tree-structured dependency relations between successive approximations. The refinements are simple triangle splits that can be encoded in a straightforward manner.
The algorithm
We now give a specific implementation of each step the normal offset transformation scheme:
Prediction step
Let E j be the set of edges of the coarse mesh. The for each e j,k ∈ E j a prediction point is calculated as
with p j,k and p j,k+1 the endpoints of e j,k .
Correction step
The correction step corrects the location of the prediction points by adding a vector in the direction normal to the coarse mesh. The normals − → n j,k , on the coarse mesh such that − → n j,k = 1 are expressed as
and represents the direction of the perpendicular bisector on e j,k . The normal ray r j+1,2k+1 going through p * j+1,2k+1 is defined as:
For f ∈ C, with C the class of continuous functions, the correction step calculates
The minimum value of γ over a set is taken, since in general the normal ray can pierce f e more than once.
For f / ∈ C and r parameterized as r j+1,2k+1 (γ) = (x j+1,2k+1 (γ), y j+1,2k+1 (γ)) Equation 3 takes on following form:
= −sign lim
As such we always obtain a subdivision scheme i.e. :
we obtain a monotonically increasing sequence
) is called a piercing point. The piercing point p j+1,2k+1 is inserted between p j,k and p j,k+1 in order to form the sequence p j+1 :
The function above e j,k is gradually approximated by a polyline (a continuous curve composed of several line segments) through the sequence
The physical interpretation of γ j,k is the y -coordinate of the piercing point p j,k located in the local coordinate system x y with origin p * j,k , y -axis perpendicular on e j,k and xaxis lying on e j,k .
Interconnection step
Previous steps created piercing points that are to be inserted into the coarse mesh to form a higher resolution mesh. Also new edges are inserted by a local triangulation of each coarse triangle. Each coarse triangle is split into 4 subtriangles. The subtriangles are formed from the parent triangles vertices and the piercing points corresponding with each triangle edge to form a conformal triangulation. This yields four possible triangle splits. The choice depends on which of the possible connections minimizes an error metric. We will use the L 2 -error in the remainder of the paper.
Digital images
For digital images the algorithm previously described has to be adapted. An earlier paper [15] gives an the algorithm that can be applied to the specific setting of digital images. Next to normal offsets, also vertical offsets v have to be introduced to ensure perfect reconstruction. Also the underlying datastructures which allow for an efficient decomposition are studied. The preliminary results given in [15] indicate that for images of geometrical nature the normal offset decomposition is a promising compression technique.
n-term approximation
This paper focuses on a special class of geometrical images. The class of Horizon images H existing of two constant colored regions separated by one smooth line discontinuity: Using a wavelet transform combined with a nonlinear thresholding step, the highest achievable n-term approximation rate equals σ L2 = O(n − 1 2 ). In [9] it is proven that using their version of a normal offset based method achieves and n-term approximation rate equal to σ L2 = O(n −1 ).
Experimental comparison with wavelet approximation
We compare the approximation performance of both a nonlinear wavelet transform (the nonlinearity is introduced by the thresholding step) and the proposed normal offset transform of which both the transform as the n-terms selection is nonlinear. For our experiments we used the horizon image shown in Figure 1 . A 7-level wavelet decomposition was performed using the daubechies7/9 wavelet basis. The number of nonzero wavelet coefficients are counted after an hard thresholding step. For the normal offset transform the number of nonzero normal and vertical offsets are counted. The results are given in Figure 3 . From a certain amount of terms the rate at which the normal offset method approximates the image outperforms the one of the wavelet method. Figure 4 compares the output images of both nonlinear transforms using the same amount of terms. The wavelet approximated image shows ringing artifacts around the contour.
Compression
Next subsections derive probability density functions for both vertical and normal offsets. This will allow for an entropy coder to efficiently allocate codewords to the transform coefficients. 
Model for the vertical offsets
The detail information or the high-frequency part of the input signal is gathered into vertical offsets, i.e. the difference between the value of the piercing point and the real function value. According to [13] and confirmed by the experiments shown in Figure 6 , the vertical offsets v, can be modeled by a two-parametric zero inflated geometrical distribution ZID(p, λ) (see [1] and references therein) given by:
The parameters p and λ can be obtained using a mostlikelihood estimate (MLE) method.
Model for the normal offsets
Working with function on the plane we can use the projection of the normal offsets on the xy-plane, which makes it easier to derive probability density functions modeling their behavior in the presence of a contour. The projections will further be called normal indices, and be denoted by i.
The normal indices can be encoded directly with codewords of log 2 L j,k bits, with L j,k the number of pixels in the edge e j,k decaying like O(2 −j ). This way of encoding the normal indices presupposes that those indices are distributed uniformly. A uniform distribution, however, implies a maximum entropy. Put differently, when discrete data comes from a uniform distribution the number of expected bits per codeword reaches its maximum.
We derive an appropriate PMF associated with i for the class of Horizon images which allows an entropy encoder such as an Huffman encoder to lower the expected bitrate. Previous section introduced a model for the vertical offsets v. From this model we can deduce a model for the normal indices. The model will depend on wether a triangle edge is crossed by a contour, is flat, or lies with one of its endpoints at a singularity and on the slope of the edge.
It can easily be shown [14] that for the continuous setting, the PDF of i j+1,2k+1 depicted in Figure 5 1.a:
For the digital setting we have to introduce vertical offsets and obtain similar PMF models which are discretized versions of
with v 0 and v 1 the vertical offsets at both endpoints of the edge. The different models are depicted in Figure 5 .
Conclusions and Results
This paper presents a nonlinear normal mesh based transform allowing sparse representations of smooth functions containing smooth line singularities. Combined with appropriate distribution models for the normal offset coefficients, the transform can be used in a transform coder. Figure 7 compares our encoder with the JPEG2000 standard on a simple geometrical image. This preliminary result seems promising since the encoding can still be enhanced by including rate-distortion optimized quantizer on the vertical offsets.
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