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A bipartite graph G is an absolute retract if every isometric embedding  of G into a bipartite 
graph H is a coretraction (that is, there exists an edge-preserving map h from H to G such that 
h o g is the identity map on G). Examples of absolute retracts are provided by chordal bipartite 
graphs and the covering raphs of modular lattices of breadth two. We give a construction and 
several characterizations of bipartite absolute retracts involving Helly type conditions. Bipartite 
absolute retracts apply to competitive location theory: they are precisely those bipartite graphs 
on which locational equilibria (Condorcet solutions) always exist. 
All graphs in this paper are finite, connected, and without loops or multiple edges. 
1. Introduction 
In recent years the subject of retracts has become an increasingly popular subarea 
of graph theory. It started in 1972 with the Ph.D. thesis of Hell [10], who gave, for 
instance, two characterizations of the absolute retracts of bipartite graphs. His work 
has been followed up by Nowakowski and Rival [15], Duffus and Rival [7], Bandelt 
[1], Pesch and Poguntke [17], and many others who dealt with the retracts of reflex- 
ive graphs (i.e. graphs with loops), cf. [16], [1]. The present paper clarifies the inter- 
nal (local) structure of bipartite absolute retracts. In addition, a polynomial-time 
algorithm is described which will decide whether a given bipartite graph is an ab- 
solute retract or not. 
The paper is organized as follows. In Section 2 we recall two fundamental results 
on bipartite absolute retracts due to Hell, Pesch and Poguntke, respectively. The 
first proposition identifies the bipartite absolute retracts as the retracts (of com- 
ponents) of relational products of paths. The second one is a neat recursive charac- 
terization, which is basic to our work. 
Graphs more general than bipartite absolute retracts are considered in Section 3, 
viz. modular graphs. For any three vertices u, o, w of such a graph, there exists a 
vertex being simultaneously on shortest paths joining u and o, u and w, o and w, 
respectively. For instance, the graph of Fig. 1 is modular (being an absolute retract), 
while the graph of Fig. 2 is not. Among modular graphs are all median graphs. The 
latter are, by the way, precisely the retracts of hypercubes, ee [1]. In Lemma 3.2 
we determine when, for a bipartite graph G and any vertex u of G, modularity of 
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the isometric subgraph G-  u carries over to G. This is used in a construction of the 
bipartite absolute retracts via one-vertex extensions. 
A key observation in Section 4 is that a bipartite graph is an absolute retract if 
and only if the subgraphs induced by intervals are always absolute retracts. The in- 
terval I(u, o) between two vertices u and o is the set of all vertices on shortest paths 
joining u and o, that is: 
I(u,o)= {wla u,o)=a<u, w)+d<o, w)}. 
The interval function of graphs has been studied by Mulder [14]. For our purpose 
the use of the interval function seems just right: a bipartite graph is an absolute 
retract if and only if the vertices in the level N1(o, u) of I(u, o) have a common 
neighbour in N2(o, u); see Theorem 4.2. Here the levels of the interval I(u, o) are 
defined as the sets 
Nk(o,u)= {wld(o, w)=k and d(u,o)=d(u, w)+k} 
= Na(u,o)-k(U, O). 
Examples of absolute retracts are thus provided by the chordal bipartite graphs of 
Golumbic and Goss [8]. 
The interval condition of Theorem 4.2 is a kind of Helly condition. This is made 
more precise in Section 5: a modular graph is an absolute retract if and only if the 
hypergraph of all neighbourhoods 
N(u)= {o]o is adjacent o u} 
has the Helly property; see Theorem 5.1. Based on this we get the desired composi- 
tion/decomposition of bipartite absolute retracts; see Theorem 5.3. Parts of 
Theorem 5.1 and 4.2 were actually anticipated (in somewhat weaker formulations 
or in special cases, respectively) by Hell [10]; see, in particular, Sections 6.2 and 6.3 
of [101. 
Bipartite absolute retracts apply to discrete location theory, as is seen in Section 
6. Consider the problem of a company which has to provide goods to a number of 
Absolute retracts of bipartite graphs 193 
clients. Assume that the clients are located at the vertices of a bipartite graph (where 
all links have unit length). Then a single facility, say, is to be located at some vertex 
so that the total transportation cost (which is linear with respect o the distance 
travelled) is minimum. Any solution is then called a median (or Weber vertex). It 
turns out that the underlying raph is an absolute retract if and only if for every 
distribution of clients the medians coincide with certain voting equilibria (see 
Theorem 6.2): a vertex x is a Condorcet solution if there is no vertex y such that 
a strict majority of clients is closer to y than to x. In bipartite graphs which are not 
absolute retracts a Condorcet solution need not even exist, that is: one has a paradox 
of voting. For more information on these matters consult Barth61emy [5] (see also 
[4], [2]). 
In the final section we consider some particular absolute retracts. Observe that 
bipartite absolute retracts may contain arbitrarily large (even) cycles. The minimal 
bipartite absolute retracts having an isometric ycle of length 2n are interesting com- 
binatorial objects which are related to hypercubes; for n = 3, 4, 5, see Figs. 1 and 13, 
14 below. 
All graphs occurring in this paper are finite, connected, and without loops or 
multiple edges. 
2. Retractions 
A retraction f from a graph H to a subgraph G is a mapping f of the vertex set 
V(H) of H onto the vertex set V(G) of G such that for every edge uo in H the image 
f(u)f(o) is an edge (in G), and f (w) = w for all vertices w of G. We then say that 
the induced subgraph G is a retract of H. A retract G of H is  necessarily an isometric 
subgraph of H, that is: the distance d(u, o) of two vertices u and o in G equals their 
distance in the larger graph H. Several properties of a graph are preserved under 
retractions: chromatic number is one of the many retraction invariants. Now, a 
graph G is called an absolute retract if G is a retract of any graph H containing G 
as an isometric subgraph - provided that G and H have the same chromatic number. 
A retraction f of a bipartite graph is always colour-preserving: if u is a vertex of 
the retract (i.e. f (u)=u),  then for any other vertex o we get that d(u, o) -d(u, f (o))  
is an even number. For example, Fig. 3 depicts a retraction from a bipartite graph 
onto a subgraph G (given by the shaded vertices in the diagram). This graph G is 
actually an absolute retract, as will be seen in a moment. Evidently, the complete 
graph K 2 (i.e., the bipartite graph of diameter one) and all complete bipartite 
graphs Km, n (i.e., the bipartite graphs of diameter two) are absolute retracts. Then 
a bipartite graph G of diameter three is an absolute retract if and only if there is 
some edge xy in G such that every vertex of G is adjacent o either x or y, see [10, 
Proposition 6.3.7] or [17, Proposition 2.2]. In fact, if such a graph G is isometrically 
embedded in a bipartite graph H, then one obtains a retraction onto G by mapping 
every vertex of H not in G onto either x or y (so that colour is preserved). On the 
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other hand, if G is an absolute retract of diameter three, then adjoin two new adja- 
cent vertices u and o so that every vertex z of G becomes adjacent o either u or o 
(depending on the colour of z). Then as this gives an isometric extension there exists 
a retraction onto G. Clearly the image xy of the edge uo under the retraction has 
the desired property. 
Next we have a brief look at a product operation which is involved in a kind 
of subdirect representation of bipartite absolute retracts. The relational product 
G of graphs Gi (i= 1, . . . ,n) is defined as follows: its vertex set is the product 
V(GI) ×"" × V(Gn), and two vertices (ul,. . . ,  un) and (Ol, . . . ,  O n) are adjacent in G 
if and only if uioi is an edge in G i for all i. The relational product of bipartite 
graphs is again such. Notice that the relational product of two bipartite graphs G' 
and G" is never connected: it has precisely two components (see Fig. 4, where G' 
and G" are paths). Two vertices U=(Ul ,  . . . ,  Un) and o= (ol, ..., on) in the relational 
product of bipartite graphs Gx,..., Gn belong to the same component if and only if 
the distances d(u i, oi) in the graphs Ge have the same parity, that is: d(ui, o i ) -  
d(uj, oj) is an even integer for all i, j .  If u and o are in the same component, then 
their distance in G is given by 
d(u, o) = max d(ui, Oi). 
i= l, . . . ,n 
In the following proposition we summarize some of the results of Hell [10, 11, 12]. 
2.1. Proposition. Every bipartite graph is an isometric subgraph o f  the relational 
product of  suitable paths. Every retract o f  an absolute retract is an absolute retract. 
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Every component of  the relational product of  paths & an absolute retract. Conse- 
quently, the absolute retracts of  bipartite graphs are precisely the retracts of  com- 
ponents of  relational products of  paths. 
Proof. To prove the first assertion, assign to each vertex u of a given bipartite graph 
G its row (d(u, o) I o ~ V(G)) of the distance matrix. The numbers 0,1,..., max u d(u, o) 
from each column (corresponding to o) give the vertices of a path (where i is adja- 
cent to i+ 1). This yields the required embedding of G in the relational product of 
paths (see [11]). It is not difficult to see that every retract G O of an absolute retract 
G is again such (cf. [17]). Hint: if G O is isometrically embedded in a graph H 0, then 
amalgamate G and H0 along G o (so that G is a retract of the amalgam). The third 
assertion that the components of the relational product of any paths are absolute 
retracts follows from more general results (see Theorem 4.2 and Propositions 3.1 
and 4.1 below). 
Although the preceding proposition is an important structural characterization f 
bipartite absolute retracts, it does not provide an efficient procedure for testing 
whether a given bipartite graph is an absolute retract. Now, Pesch and Poguntke 
[17] have established the following recursive characterization f absolute retracts: 
an n-chromatic graph G is an absolute retract if and only if for all pairs u, o of dia- 
metrical vertices of G, the vertex-deleted subgraphs G-uand G-o  are retracts of 
G and absolute retracts. Here by a diametrical pair u, o we mean any vertices u and 
o whose distance is maximal in G (i.e., equals the diameter of G). For bipartite 
graphs it suffices to test only one pair of diametrical vertices. Further one can relax 
the condition on the pairs of vertices in question: a pair of vertices u and o is called 
extremal if there are not intervals I(u, w) and I(t, o) of G properly containing I(u, o). 
So we have the following variant of the Pesch & Poguntke Theorem in the bipartite 
case. 
2.2. Proposition. A bipartite graph G of  diameter at least two is an absolute retract 
i f  and only i f  there exists an extremal pair u, o of  vertices uch that the vertex-deleted 
subgraphs G-  u and G-o  are isometric subgraphs of  G and absolute retracts. 
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Proof.  We proceed as in [17]. First let G be a bipartite absolute retract, and let u, o 
be an extremal pair in G. Then all neighbours of o in G lie in the interval I(u, o). 
I f  d(u, o) = 2, then we can map o onto u (and u onto o, respectively) to get a retrac- 
tion from G to G-  o (and to G-  u, respectively). Otherwise, extend G isometrically 
to a bipartite graph H by adding a new path of length d(u, o) - 3 so that one terminal 
vertex z of this path gets adjacent o all neighbours of o and the other to u (thus, 
if d(u, o) -- 3, then z is adjacent to u). Then there is a retraction f from H to G, and 
we obtain a retraction from G to G - o by mapping o onto f(z). Moreover, by Pro- 
position 2.1, G - o is an absolute retract (and, similarly, the same is true for G - u). 
Conversely, assume that G-u  and G-o  are isometric subgraphs of G and ab- 
solute retracts for some extremal pair u, o of vertices. Let Hbe  a bipartite graph con- 
taining G as an isometric subgraph. Then there exists a retraction h of H onto G - u. 
Now identify each neighbour x of o in H with its image h(x). Then in the resulting 
graph H '  all neighbours of o belong to the interval I(u, o) of G. Since H '  contains 
G isometrically, there exists a retraction h' of  H '  onto G-o .  Finally, the desired 
retraction f from H to G is given by 
~ o if x = o, f(x)= h(x) i f xeN(o) ,  
[. h' (x) otherwise. 
Notice that in the preceding proposition it is not sufficient o require that there 
exists an extremal vertex u (that is, a vertex u participating in an extremal pair) such 
that just G-  u has the properties in question. For, consider the graph G of Fig. 2: 
G certainly contains a diametrical vertex u such that G-  u is an isometric subgraph 
and an absolute retract, although G is not an absolute retract. 
3. Modular graphs 
Modularity is an interval property shared by all bipartite absolute retracts and 
median graphs. A bipartite graph is called modular if for any vertices u and o of 
G with d(u, o) >_ 3, 
N2(o,u)nN(s)nN(t) .O for all s, teNl(O,u), 
that is: any two neighbours of o in the interval I(u, o) have yet another common 
neighbour in this interval. In [2] it is shown that a graph G is modular if and only 
if for any three vertices u, o, w the intersection I(u, o) n I(u, w) n i(o, w) is not empty. 
I f  such intersections are always singletons, then G is a median graph (cf. [1], [2], 
[4]). For instance, the graph of Fig. 1 is modular but not median. 
Every induced cycle of length six in a modular graph extends to either the cube 
Q3 or the graph of Fig~ 1. The name 'modular'  is motivated by the fact that the 
covering graph (i.e. undirected Hasse diagram) of any (finite) modular lattice is a 
modular graph (cf. [9], [13]). Observe that, conversely, every lattice with modular 
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covering graph must be modular. It is easy to show that every bipartite absolute 
retract G is a modular graph. Indeed, let s, t, u, o be given as above; extend G to a 
bipartite graph H as follows: add a new path of length d(u, o) - 3 such that the ter- 
minal vertices w and x (which may be equal) get adjacent o u and to both s and 
t, respectively. Then G is isometric in H and hence a retract. The image of x under 
the retraction is a common neighbour of s and t whose distance to u is d(u, o)-2.  
Modularity is preserved under retractions, formation of relational products (see 
the next proposition), and certain one-vertex extensions (see the subsequent lemma). 
Further results on modular graphs are given in [3]. 
3.1. Proposition. Every component of  the relational product of  modular graphs is 
modular. Every retract of a modular graph is modular. 
Proof. Let G be any component of the relational product of two modular graphs 
G' and G". For any vertex w of G let w' and w" denote its projections in G'  
and G", respectively, so that w= (w', w"). Let u and v be vertices of G such that 
d(u, o)>_ 3, and let s, t eNl(O, u). We wish to show that there exists a common 
neighbour x of s and t in N2(o, u). Without loss of generality we may assume that 
d(u, o)= d(u', o'). Then s' and t" are (not necessarily distinct) vertices belonging to 
Nl(o', u'). Since G' is modular, there exists a common neighbour x' of s' and t' in 
N2(o', u'). Similarly, if d(u, v)= d(u", o"), then by modularity of G" there exists a 
common neighbour x" of s" and t" in N2(o", u"). Otherwise, put x"= o". Then in 
either case x= (x ,x")  is a common neighbour of s and t in N2(o, u). Therefore G is 
modular. 
Let f be a retraction of a modular graph H onto G. Then for any vertices , t, u, v 
of G such that s, t e NI (o, u) and d(u, o) >_ 3, there exists a vertex z of H such that z 
is a common neighbour of s and t in H having distance d(u, o) - 2 from u. Evidently, 
x=f(z)  is the required vertex of G. 
3.2. Lemma. Let H be a bipartite graph, and let z be a vertex of  H such that the 
vertex-deleted subgraph G =H-z  is isometric in H and modular. Then H is 
modular i f  and only if  for any two vertices u and v of  G with d(u, o)= d(u,z)= 
d(o, z) = 2, there exists a common neighbour of  u, v, and z. 
Proof. I f  H is modular, then for any two vertices u, v of G there exists a common 
neighbour of u, o, z whenever their mutual distance is two. 
Conversely, assume that H satisfies the latter condition. To check modularity, let 
s, t, u, v be four vertices of H such that s, t e NI (o, u) and d(u, o) >_ 3. We must show 
that there exists a common neighbour x of s and t in N2(o, u). We consider several 
cases. 
Case I: z • {s, t, u, o}. Then as G is modular we can find a common neighbour x
of s and t in N2(o, u). 
Case II: z~ {s,t}. Assume that z=t.  Pick any neighbour y of z in N2(o,u). If s 
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and y are adjacent, then put x =y, and we are done. Otherwise, there exists a com- 
mon neighbour :#s, z of o and y because G is isometric in H. Since G is modular, 
we can choose a common neighbour w of r and s in N2(o, u), and a common neigh- 
bour q of w and y in N2(r, u). Then we have d(q, s) = d(q, z) = d(s, z) -- 2. If  w is ad- 
jacent to z, then put x= w. Otherwise, there exists a vertex x~ w adjacent o q,s, z 
by hypothesis (see Fig. 5). In any case x is the required common neighbour of s 
and z. 
Case III: z= o. Then as G is isometric in H there must be some common neigh- 
bour w of s and t in G. If d(u, w) -- d(u, o) -  2, then put x = w, and we are done. 
Otherwise, we get d(u, w) = d(u, o), so that s, t e Nl (w, u). Since G is modular, there 
exists a common neighbour x of s and t at distance d(u, o) - 2 from u, as required. 
Case IV: z = u. Let s and t be vertices in NI(o, z). In order to show that there 
exists a common neighbour x of s and t in N2(o, z), we proceed by induction on 
n = d(z, o). For n = 3, there exists such a vertex x by the hypothesis of the lemma. 
So, let n_  4. If there is a vertex u'=/:z belonging to both intervals l(z,s) and I(z, t), 
then by modularity of G we get a common neighbour x of s and t in N2(o, u') c_ 
N2(o, z). Otherwise, we have I(z, s) (3 l(z, t) = {z}. Then let y be any vertex in N z (t, z), 
and choose any vertices p e NI (z, s) and q e NI(Z, y). Since p cannot belong to I(z, t), 
we get d(p, t)= d(z, o) and hence o, y ~ Nl(t, P). Then as G is modular there exists 
a common neighbour  of o and y in N2(t, p). Certainly, reNl(o,z)  and r~s.  Then, 
again by modularity, we can find a common neighbour w ~ N2(o, p) of r and s (see 
Fig. 6). Since w, y e NI (r, z) and d(z, r) = n - 1, there exists a common neighbour u' 
of w and y in N2(r,z)c_N3(o,z) by the induction hypothesis. Hence u' belongs to 
I(z,s) and l(z, t). This, however, conflicts with the assumptions that d(z, o)___4 and 
I(z,s)CII(z,t)= {z}. Thus the final case is settled, completing the proof of the 
lemma. 
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To illustrate Lemma 3.2, consider the graph H of Fig. 7. For any vertex z of 
degree three in H, the vertex-deleted subgraph H-z  passes the test of the lemma. 
Notice that H-z  is the absolute retract shown in Fig. 1 (but H is not an absolute 
retract). H -z  can be decomposed (via Lemma 3.2) by successively removing the 
vertices on the induced cycle (76. Unfortunately, not every modular graph H has a 
vertex z such that H-  z is a modular graph. Any hypercube Qn of dimension _> 3, 
for instance, is a modular graph whose vertex-deleted subgraphs are non-modular. 
4. Breadth two 
The interval condition that characterizes the absolute retracts among all modular 
graphs bears a resemblance to the 'breadth two' condition in lattice theory. We 
therefore say that a bipartite graph G is of breadth at most m (where m is a natural 
number) if, for u e F(G) and We_ F(G), the following implication holds: 
I(u, w) = {u} = ~ I(u, w) = {u} for some W0 c_c_ W 
wE w w~ Wo with I Wo] -< m. 
If m is the least integer for which this is always true in G, then G is said to be of 
breadth m. The complete graph K2 is the unique bipartite graph of breadth one. 
Paths of length greater than one have breadth two, and so have all cycles. Now, any 
retract of the relational product of such graphs has breadth two as well (if it is not 
K2). This is a particular instance of a more general result: 
4.1. Proposition. Every component o f  the relational product o f  bipartite graphs 
having breadth at most m is also of  breadth at most m. Every retract of  a bipartite 
graph of  breadth at most m is again such. 
Proof.  Let G be a component of the relational product of two bipartite graphs G' 
and G" having breadth at most m. Let u = (u; u") be a vertex of G, and let W be 
a set of (at least m + 1) vertices w = (w" w") of G. Assume that 
I (u ,w)¢{u} for all W0_Wwi th  [W0]<m. 
w~ Wo 
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We assert hat there exists a neighbour o = (o', o") of u belonging to all I(u, w), where 
w e W. Let X'  be the set of all vertices w' of G' such that w = (w" w") ~ W for some 
w" and d(u, w)= d(u', w'). I fX '  is empty, then choose any neighbour o' of u' in G'. 
Otherwise, we get 
I (u ;  w')=/={u'} for all W~c_ X '  with Iw6l<_m. 
W' ~ I~  0 
Since G' has breadth at most m, there exists a neighbour o" of u' belonging to all 
I(u" w'), where w'eX ' .  In a similar fashion we choose a neighbour o" of u" in G" 
such that for each w"eX"  the interval I (u",w") contains o". Then the vertex 
o = (o', o") of G is the required neighbour of u in the intersection of all I(u, w) with 
w e W. We conclude that G has breadth at most m. 
The second assertion of the proposition is easily verified since every interval be- 
tween vertices u and v in a retract of G is the image of the interval I(u, o) of G under 
the retraction. 
For every integer n >_ 3 one can exhibit a bipartite graph Bn which has diameter 
three and breadth n - 1: the vertices of B n are al, bl, ..., an, bn such that a i is adja- 
cent to by if and only if i:~j (see Fig. 8). Observe that B 3 is the cycle of length 6 and 
B 4 is the 3-cube. For every n_> 3, the graph B~ can be embedded in a bipartite 
graph Bn having breadth two: add two adjacent vertices x and y to Bn such that x 
is adjacent to all bi's and y is adjacent to all ai's (see Fig. 9). For instance,/~3 is the 
graph of Fig. 1. All graphs Bn are, of course, absolute retracts. The graphs B n and 
/~ play an important role in the following structural characterization f bipartite 
absolute retracts. 
4.2. Theorem. For a bipartite graph G, the fol lowing conditions are equivalent: 
(i) G is an absolute retract. 
(ii) G is a modular graph o f  breadth at most two. 
a a a 
1 2 3 
b I b 2 b 3 
B 
n 
a n a I a 2 a 3 
b n b 1 b 2 b 3 
A 
B 
n 
a 
n 
b y 
n 
Fig. 8. Fig. 9. 
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(iii) G is a modular graph such that every induced subgraph Bn (n > 4) extends to 
Bn in G. 
(iv) G satisfies the following interval condition: for  any vertices u and o with 
d(u, o) >_ 3, the neighbours o f  o in I(u, o) have a second common neighbour x in 
l(u, o) (see Fig. 10). 
Proof• (i) = (ii). We already know that bipartite absolute retracts are modular. Now, 
let u, wl, ..., wk be vertices of G such that d(u, wi)>_2 and I(u, wi)NI(u, wj):/:{u} 
for all i, j .  Then d(wi, wj)<_ d(u, wi)+ d(u, w j ) -  2. Extend G to a bipartite graph H 
in the following way. First give u a new neighbour z. Then, for each i, add a new 
path with d(u, wi) - 2 vertices uch that the terminal vertices get adjacent to w i and 
z, respectively. Thus, in the resulting raph H, the new vertex z is on shortest paths 
joining u and w i (i = 1,..., k). Then G is isometric in H by the choice of the vertices 
u, Wl,..., Wk. Let f be a retraction of H onto G. Clearly the vertex f (z)  is adjacent 
to u and belongs to all intervals I(u, wi). We conclude that G has breadth two. 
( i i)= (iii). Suppose that G contains an induced subgraph B n with vertices 
al, bl, ..., an, bn (see Fig. 8). Then, for any i, j_> 2, the intersection I(al, ai) f')I(al, aj) 
contains all vertices bk with k~: 1, i,j. Hence as G is of breadth two there exists a 
common neighbour y of al, a2,...,a n. Then, for any i,j>_2, the intersections 
I (bl,bi)NI(bl,Y) and I(bj, bi)NI(bl, bj) contain {br} properly. So, there must be 
some common neighbour x of y and the vertices b i in G. Now, the vertices a i, bi 
together with x and y induce a subgraph/~n- 
(iii) = (iv). Suppose that G violates the interval condition for some pair u, o of ver- 
tices, where d(u, o)_ 3 is as small as possible. Let k be the smallest number of neigh- 
bours wl, ..., Wk of 0 in I(u, o) that do not have a second common neighbour in 
I(u, o). Necessarily, k_> 3 by modularity. Then as k is minimal, for each i, there 
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exists a vertex xieN2(o,u) adjacent to all wj with j:#i, so that the vertices 
w~,xl, ..., wk, xk induce a subgraph Bk in G. If k= 3, then this subgraph is contain- 
ed either in an induced B4 or in/~3- If k_4 ,  then we can extend B k to/~k by condi- 
tion (iii). So, in any case we get a common neighbour w of the vertices xi. If 
d(u, w) = d(u, v) - 1, then by minimality of d(u, o) there exists a common neighbour 
of Xl, ... ,Xk in N2(w, u)c_ N3(o, u). Otherwise, w is already a common neighbour of 
Xl, ... ,xk in N3(o, u). Therefore, in either case, we conclude that d(u, o)= 3 in view 
of minimality. Now, the vertices u, o, wl,xl, ..., wk, xg induce a subgraph Bk+ 1. This 
subgraph does not extend to /~k+~ in G because (by assumption) there does not 
exist a common neighbour of Wl, ..., wk, and u. 
(iv) = (i). We proceed by induction on the number of vertices. If G is a complete 
bipartite graph, then there is nothing to show. Otherwise, choose any extremal pair 
u, o of vertices. Then all neighbours of o belong to the interval (u, o). Hence the 
interval condition guarantees existence of a vertex o' in G-o  with N(o)c_ N(o'). 
Therefore G-  o is a retract of G. It is a routine matter to check that every retract 
of G satisfies the interval condition as well. So, by induction hypothesis, G -o  is 
an absolute retract. Similarly, G -  u is an absolute retract and a retract of G. From 
Proposition 2.2 we infer that G is an  absolute retract. This completes the proof of 
the theorem. 
Some immediate consequences of the preceding result are worth mentioning: 
4.3. Corollary. A bipartite graph G is an absolute retract if and only if  every interval 
of  G is such. 
Proof. One implication follows from Theorem 4.2 (trivially), and the other from the 
proof of Proposition 2.2: indeed, if there exists some vertex w of G not belonging 
to the interval I(u, o) of G, then pick any vertex x of G such that d(u, x) is maximal 
with respect o w ~ I(u, x). Then x is an extremal vertex (not in I(u, o)), whence G - x 
is an absolute retract. Continuing in this way we eventually arrive at the subgraph 
induced by the interval I(u, o). 
4.4. Corollary. A bipartite graph G of  diameter three is an absolute retract if and 
only if every induced B n (n >_ 3) extends to some Bn in G. 
Note that [10, Proposition 6.3.7] is a consequence of the preceding corollary. 
For the next corollary it is necessary to give some definitions. We call a bipartite 
graph cubefree if it does not contain the cube Q3 as an induced subgraph. A bipar- 
tite graph is called chordal if it does not contain any induced cycle of length greater 
than four (see Golumbic and Goss [8]). A (finite) modular lattice L is said to be of 
breadth at most two if the meet (or join, respectively) of any n elements x~, ... ,x, 
in L equals the meet (or join, respectively) of two of the xi's. The covering graph 
of such a modular lattice is cubefree (cf. Duffus and Rival [6]). Modular lattices of 
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breadth at most two can be dismantled by successively removing doubly irreducible 
elements (cf. [6]). This parallels in some way the dismantlability of bipartite ab- 
solute retracts. 
4.5. Corollary. Every cubefree modular graph is an absolute retract. In particular, 
cubefree median graphs, chordal bipartite graphs, and the covering graphs of 
modular lattices of breadth at most two are absolute retracts. 
5. The Helly property 
Given a family ¢ of non-empty subsets of a set X, the family ~ or the hypergraph 
(X, ¢) is said to have the Hellyproperty if every subfamily of ~ having empty inter- 
section contains two disjoint members. For example, 'breadth two' is a Helly type 
condition. Indeed, a non-trivial modular graph has breadth two (and hence is an ab- 
solute retract by Theorem 4.2) if and only if for each vertex u of G the system of 
all sets I(u, o) - {u} (where o ~ V(G) with o ~ u) gives a Helly hypergraph. Moreover, 
there are two canonical Helly hypergraphs associated with a bipartite absolute 
retract: the hypergraphs of neighbourhoods and half-disks, respectively. The neigh- 
bourhood hypergraph of a bipartite graph G has the same vertices as G, and its 
edges are the neighbourhoods N(u) with u ~ V(G). Note that the neighbourhood 
hypergraph as two components (corresponding to the canonical bipartition of G). 
By a disk with centre u and radius k > 1 we mean the set of all vertices o such that 
d(u, o)<k. Either colour class of a disk is called a half-disk, that is: 
V(G) ld(u, o)<_k and d(u, o) is even}, 
{o~ V(O)ld(u, o)<_k and d(u,o) is odd}. 
The half-disk hypergraph of a bipartite graph G has vertex set V(G) and has all half- 
disks in G as its edges. The half-disk hypergraph contains the neighbourhood hyper- 
graph as a partial hypergraph, and consists of two components. Note that the Hell 
condition "pour chaque griffe S dans G, U(S)~O" in [10] means that the neigh- 
bourhood hypergraph of G has the Helly property. So, we may obtain [10, 
Th6or~me 6.2.3] from the following theorem. 
5.1. Theorem. For a bipartite graph G, the following conditions are equivalent: 
(i) G is an absolute retract. 
(ii) The half-disk hypergraph of G has the Helly property. 
(iii) G is modular, and the neighbourhood hypergraph of G has the Helly 
property. 
Proof. (i)= (ii). Let {Eili= 1, ..., m} be a system of half-disks such that Eit')Ej~:O 
for all i, j .  For each i let 2i be the maximal distance from a vertex of E i to  the centre 
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ui of Ei. Now extend G to a graph H by adding a new vertex z and, for each i, a 
new path of length 2i between z and ui. Then H is a bipartite graph containing G 
as an isometric subgraph. Since G is an absolute retract, there exists a retraction f 
of H onto G. Necessarily, 2i -  d(ui, f (z))  is even and non-negative, whence the 
vertex f (z )  of G belongs to all half-disks Ei. Therefore the half-disks form a Helly 
hypergraph. 
(ii) = (iii). We only need to check that G is modular. Let u and 0 be vertices of 
G with d(u, o) = k_  3, and let w and x be two neighbours of 0 in the interval I(u, 0). 
Then the three half-disks E1 = N(w), E 2 = N(x), and E3 = { t I d(t, u) < k and k-  d(t, u) 
is even} are pairwise not disjoint. By the Helly property, E1AE2AE3 is not empty, 
and obviously, consists of the common neighbours of w and x in I(u, o). 
(i i i)= (i). Assume that G contains an induced subgraph Bn with vertices 
al, bl, ..., an, bn (see Fig. 8), where n _> 3 is as large as possible. Since the neighbour- 
hood hypergraph of G has the Helly property, there exist vertices x ~ ni N(bi) and 
ye  n iN(a i )  in G. Then x and y are adjacent by maximality of n, whence we obtain 
an induced/3n extending the given subgraph Bn. Hence G is an absolute retract by 
Theorem 4.2. 
The Helly property plays a crucial role in an elimination scheme for absolute 
retracts, see the following lemma and its proof. For a vertex z set NE(Z)= 
{wld(w,z)=2}. 
5.2. Lemma. Let z be a vertex o f  a bipartite graph G such that G " z is a retract o f  
G, that is: N(z) c_ NO') fo r  some vertex y 4: z in G. Then G is an absolute retract i f  
and only i f  G -z  is an absolute retract, and for  each xeNO' ) -N(z ) ,  there exists 
o e N(z) such that N(x) ANE(Z ) c_ N(o). 
Proof. Suppose that G is an absolute retract. Then G-z  (being a retract of G) is 
also an  absolute retract. For any vertex x ~ NO') - N(z), the vertex z and all vertices 
in N(x)ANE(Z) are pairwise at distance two. Hence as the neighbourhoods in G 
satisfy the Helly property we can find a common neighbour 0 of z and the vertices 
in N(x)nNE(Z). 
Conversely, let G-z  be an absolute retract such that the condition on the neigh- 
bourhoods is satisfied. We assert hat the neighbourhood hypergraph of G has the 
Helly property. Let wl, w2,..., wn (n_> 3) be vertices of G pairwise at distance two. 
If z is not among the wi's, then there exists a common neighbour of the wi's 
because the neighbourhood hypergraph of G-  z has the Helly property (by Theorem 
5.1). If z = Wl, say, then substitute z by y, and conclude that there exists a common 
neighbour x of the vertices y, w2, .... , wn in G-z .  Certainly all vertices w i belong to 
N(x)nNE(Z). So, by the assumption on G-z ,  we can find a common neighbour 0
of z = Wl, WE,..., w,,, as required. It remains to check that G is modular. Let w 1 
and w2 be vertices from N2(z ) with d(Wl,  W2)= 2. Then there exists x EN(Wl)N 
N(w2) AN(y) by modularity of G-z .  As above we infer that there exists a common 
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neighbour o of Wl, w2, and z. Hence from Lemma 3.2 we infer that G is modular. 
In view of Theorem 5.1, this completes the proof of the lemma. 
Now we have two decomposition principles for absolute retracts: use either Pro- 
position 2.2 or the preceding lemma. In the former case, however, the number of 
subgraphs to be tested may increase xponentially with the number n of vertices. 
The latter method amounts to dismantling the given graph G until we eventually ar- 
rive at a graph of diameter two. At each step we have to check whether there exists 
a vertex z having a companion y with N(z)c N(y) such that every vertex x in 
N(y) -  N(z) passes the 'Helly test' of  Lemma 5.2. This test is not redundant: recall 
that in the graph G of Fig. 2 there is a vertex z such that G-z  is both a retract of 
G and an absolute retract, although G is not even modular. 
We can reverse the procedure described in Lemma 5.2 in order to construct all 
bipartite absolute retracts. Namely, extend a given graph Go to a graph G as 
follows: add a new vertex z, choose a non-empty subset A of some neighbourhood 
N(y) in G 0, and make z adjacent o all vertices in A (so that we have A = N(z) in 
G). If for each x ~ N(y) -  N(z) there exists a vertex o ~ N(z) adjacent o all vertices 
in N(x)NNE(Z), then we briefly say that G is obtained from G O by a Helly exten- 
sion. Iterating this kind of one-vertex extension yields all bipartite absolute retracts 
as is confirmed by the next theorem. 
5.3. Theorem. A bipartite graph G is an absolute retract if and only if it is obtained 
from K2 (or any complete bipartite graph) by a sequence of Helly extensions. 
Proof. Every Helly extension of a bipartite absolute retract gives an absolute retract 
by Lemma 5.2. Conversely, we must show that every bipartite absolute retract G 
contains at least one vertex z such that G is a Helly extension of G - z. This is readily 
accomplished: just combine Proposition 2.2 and Theorem 5.1. 
6. Medians, plurality vertices, and Condorcet vertices 
Given a graph G with weighted vertices, the 1-median problem is the following: 
find a vertex u such that the weighted distance sum 
D(u,  =  r(v) . d(u, v) 
0 
is minimum. Here rt is a function assigning to each vertex a non-negative real 
number. Any solution of the 1-median problem is called a median of G with respect 
to zt. For some graphs, like cubefree median graphs (see [4]), the medians (with 
respect o any weight function rt) are obtained by a certain (weighted) voting pro- 
cedure. Every vertex u 'votes' according to its weight zt(u), and 'prefers' a vertex 
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x over a vertex y if it is closer to x than to y. Then let It [x ~, y] denote the total weight 
of all vertices u closer to x than to y, that is: 
It[x > y] = ~ It(u). 
u c V(G) 
d(u,x) < d(u, y) 
Now, x is called a p lura l i ty  ver tex  of G with respect o It if 
It [x ~" y] _ rt [y > x] for all vertices y different from x. 
Another kind of voting equilibrium is this: x is called a Condorcet  ver tex  of G with 
respect o It if 
It Lv )" x] _ ½ ~ It(u) for all vertices y different from x. 
U 
Every plurality vertex is a Condorcet vertex by definition. The graph of Fig. 11 
shows that the converse does not hold in general: if the vertices are weighted as in- 
dicated in the diagram, then the vertex x (with weight 5) is both the unique Con- 
dorcet vertex and median, but, as It[x >y] = 5 < 6 = n Lv > x], there is no plurality 
vertex. 
Note that Condorcet vertices need not exist in a weighted graph. For instance, each 
graph Bn (n_> 3) admits a weight function It such that a Condorcet paradox arises: 
put I t (a i )=l  for i= l , . . . ,n -1 ,  r t (an)=n-2 ,  and It(bj)=0 for all j .  Indeed, for 
i = 1,..., n -  1, we have 
It [bi ~ ai] = 2n - 4, 
It [ai )~ bn ] = It [bn ~ an ] = rt [an > bi] = n - 1, 
whence there are no Condorcet vertices. In a bipartite absolute retract G, however, 
this kind of paradox cannot occur, although G may contain an induced B n. The 
reason is that Bn extends to/~n within G and thus there exists a common neighbour 
of the vertices aj in G, serving as a plurality vertex. Actually, the mere existence of 
locational equilibria (of either kind) is characteristic for absolute retracts among bi- 
partite graphs. To prove the main result of  this section, we first need an easy lemma. 
Q 
x ® 
® 
Fig.  11. 
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6.1. Lemma. Let G be a graph such that, for every weight function n, all medians 
are also plurality vertices. Then plurality vertices and medians are the same. 
Proof. Suppose that, for some weight function n, there exists a plurality vertex x 
which is not a median. Then D(x; n)>DO' ,  n) for some median y. Define a new 
weight function n'  by 
n'(x) = n(x) + (D(x, n) - D(y, n))/2 d(x, y), 
n'(u)=n(u) for u:#x. 
Then x is the unique plurality vertex with respect to n', but D(x ;n ' )>DO' ,  n') ,  
whence x is not a median. This, however, conflicts with the assumption on G. 
6.2. Theorem. For a bipartite graph G, the following conditions are equivalent: 
(i) G is an absolute retract. 
(ii) Medians and plurality vertices coincide with respect to any weight function n. 
(iii) For every weight function n, there exists a plurality vertex. 
(iv) For every weight function n, there exists a Condorcet vertex. 
Proof. ( i )= (ii). Suppose that G admits a weight function n such that some vertex 
x of G is a median (with respect o n) but not a plurality vertex. Then choose a vertex 
y with n [x > y] < n [y > x]. We distinguish two cases. 
Case I: d(x,y) is even. Then as G is bipartite we have Id(u,x)-d(u,y)t :~ 1 for all 
vertices u. Now extend G to a graph H by adding a new vertex z and, for each vertex 
u of G, a path of length 2(u) connecting z and u, where 
~d(u, x) + 2 
2(u)= ~d(u,x) 
t._d(u,x)- 2 
if d(u, x) < d(u, y), 
if d(u, x) = d(u, y), 
if d(u, x) > d(u, y). 
Then H is a bipartite graph containing G as an isometric subgraph. Extend the 
weight function n to H by letting n(w)= 0 for all vertices w not in G. Since G is an 
absolute retract, there exists a retraction f of H onto G. We infer that 
D(f(z), n) <_D(z, n) 
=D(x, n) -2(n[y >x] - n[x >y]) 
< D(x, n), 
contrary to the choice of x. 
Case II: d(x,y) is odd. Then, in particular, d(u,x):/:d(u,y) for all vertices u. Ex- 
tend G to a graph H similarly as in the previous case: add a new vertex z and paths 
connecting z with the vertices of G; now let each new path from z to a vertex u of 
G have length 
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~d(u,x)+ 1 if d(u,x)<d(u,y),  
A(u) = (d (u ,x ) -  1 otherwise. 
As above we conclude that there exists a retraction f from H to G such that 
D(f(z), rt)< D(x, zt) - ~z[y >x] + r~[x >y] 
<D(x, n), 
again a contradiction. 
Therefore in either case a median is always a plurality vertex - and vice versa by 
virtue of the preceding lemma. 
(ii) ~ (iii) = (iv). This is obvious. 
(iv) = (i). Suppose that G is not modular. Then let u and o be vertices of G at 
distance >3 such that I(u, w)NI(u,x)= {u} for some neighbours w and x of o in 
I(u, o). Define n by giving u, w, x weight 1 and all other vertices weight 0. We assert 
that for any vertex y of G there exists another vertex z such that zt [z > y] > 2. Given 
y, we may assume that d(w,y)<_d(x,y), say. Pick any neighbour t of x in I(u,x). 
Then set 
! if w=y, 
z = if d(w, y)= 1, 
if d(w,y)>_2. 
It is easy to see that in any case ~z [z > y] -> 2, and hence we have a Condorcet paradox 
for n, arriving at a contradiction. 
To show that G is an absolute retract we check the condition on the Bn's (see 
Theorem 4.2). Suppose that some induced subgraph Bn does not extend to/~n in G. 
Pick such an induced subgraph with a maximal number 2n of vertices; denote its 
vertices by aj and bj ( j  = 1,..., n) as usual. Then this Bn does not extend to either 
/~n or Bn÷l, and hence either the vertices aj or the vertices bj have no common 
neighbour in G - say, the former. Now define rt as follows: n(ai)= 1 if i<n, 
n(an) = n -  2, and n(x)=0 for all other vertices x of G. We already know that there 
is no Condorcet vertex among the vertices aj or bj. We cannot have a Condorcet 
vertex in G either, because any vertex is adjacent o at most n -  1 of the vertices 
al, ..., a n. This completes the proof of the theorem. 
Next we will address the following question: when do Condorcet vertices and 
medians coincide for all weight functions? There are bipartite absolute retracts 
which may have 'too many' Condorcet vertices. For example, the complete bipartite 
graph K2, 3 admits two Condorcet vertices x and y but just one median (viz. y) with 
respect to the weight function defined by ~t(x) = 0 and n(u) = 1 otherwise, see Fig. 12. 
K2,3 cannot occur in a cubefree median graph as an induced subgraph. Actually, 
from [4] one can  derive that in cubefree median graphs Condorcet vertices and 
medians always coincide. Since the weight functions considered in [4] are integral 
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(viz., are written as families of vertices), we first have to adjust for the case of ar- 
bitrary weight functions. 
6.3. Lemma. Let G be a graph such that there exists a Condorcet vertex x which 
is not a median, with respect o some weight function zt. Then there exists an integral 
weight function n" for  which x is a Condorcet vertex but not a median. 
Proof.  Pick any median y of G with respect o ft. Let n be the number of vertices 
and let m be the diameter of G. Put 
e = (D(x, rt) - DO', rO)/2mn. 
Since x is not a median, we have e > 0. Define a rational weight function rt' in the 
following way: for each vertex o~x choose a rational number n'(o) such that 
0 <_ n(o) - n'(o) <_ min{ it(o), e}; 
and finally, choose a rational number rt'(x) such that 
(n - 1)e_< n'(x) - n(x) <_ he. 
Then x is a Condorcet vertex with respect o the new weight function rt': indeed, 
for any vertex z~x we get 
n'[z>x]<_n[z>x]<-½ ~ n(u)<_½ ~ n'(u). 
U U 
On the other hand, 
DO', n') <_DO', n) + (n." (x) - rt(x)) . d(x, y) 
<-DO', n) + mne 
= D(x, n) - mne 
<_D(x, n') + m(n - 1)e-  mne 
<D(x; n') ,  
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whence x is not a median with respect o re'. Now, multiplying all vertex weights by 
a suitable natural number gives an integral weight function fulfilling the require- 
ment. 
6.4. Theorem. For a graph G with at least two vertices, the following conditions are 
equivalent: 
(i) G is a bipartite absolute retract without induced Kz 3. 
(ii) G is a cube free median graph. 
(iii) Medians and Condorcet vertices coincide with respect o any weight func- 
tion re. 
Proof.  (i) = (ii). Since every induced subgraph/~,~ (n>__ 3) contains an induced K2, 3, 
the graph G must be cubefree. Combining Theorem 4.2 and a result from [2] we 
infer that G is a median graph (cf. [3]). 
(ii) = (iii). Let re be an integral weight function. Then, by [4, Proposition 8], every 
Condorcet vertex is a median - and vice versa, by [4, Proposition 9] (notice that 
plurality vertices are called Condorcet vertices in [4]). In view of the preceding lem- 
ma the assertion is also settled for arbitrary weight functions. 
(iii) = (i). First we check that G is a bipartite graph. Suppose the contrary: then 
we can find an odd cycle C of minimal length, which is, necessarily, isometric in 
G. Let x; y, z be vertices on C such that d(x; y )= 1 and d(x, z)= d(y, z). Define a 
weight function re such that rt(x)= re(y)= 1, re(z)= 2, and re(o)=0 otherwise. It is 
easy to see that all vertices on C are Condorcet vertices while z is the unique median 
of G with respect o re. So, the graph G must be bipartite, and hence by Theorem 
6.2 it is an absolute retract. Finally suppose that G contains an induced K2, 3- Then 
define a weight function re as indicated in Fig. 12 (for each vertex o of G not in this 
K2,H put re(o)= 0). Again, x is a Condorcet vertex but not a median. This completes 
the proof. 
A proof that conditions (ii) and (iii) of Theorem 6.4 are equivalent has been 
reported in [5] - but not quite correctly; further notice that the graph shown in Fig. 
9 of [5] is not even modular. 
7. The absolute retract generated by an even cycle 
In [3] it is shown that every bipartite graph without any isometric cycle of length 
greater than four is an absolute retract. On the other hand, absolute retracts may 
contain even cycles of any length. This follows from the basic embedding theorem, 
see Proposition 2.1. For instance, it is a routine matter to see that C2n embeds iso- 
metrically in the relational product of n paths of length n. The 'retract closure' 
t~2~, i.e., the smallest retract of the latter product still containing the given cycle 
C2n, is just a small part of the whole product. The retract closure t~6, for example, 
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has only eight vertices: it is the graph shown in Fig. 1. Observe that t~ 6 is obtained 
from the cube Q3 by adding a new edge (joining a pair of diametrical vertices in 
Q3)- The minimal absolute retract containing an isometric C 8 is shown in Fig. 13. 
This graph is obtained from the hypercube Q4 by adding eigth new edges forming 
a cycle. More generally, we shall see that each graph t~2n has 2 n vertices and con- 
tains the hypercube Qn as a spanning subgraph. There are two canonical ways to 
represent he graph t~2n: (1) its vertices are the 0-1-strings of length n so that Qn 
is a (non-induced) subgraph, or (2) its vertices are certain sequences of integers 
0, 1, .. . ,n, indicating an embedding of C2n in the product of n paths. In Fig. 13 the 
integer sequences in brackets are determined by the following rule: the i-th coor- 
dinate of each sequence accounts for the distance to the i-th vertex (i = 1, 2, 3, 4) of 
the distinguished cycle, whose vertices are coded by the 0-1-strings 1111, 0111,0011, 
0001, ..., 1110. 
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Now we are ready to handle the general situation. In what follows n is a fixed 
integer greater than two. We wish to describe the minimal isometric extension of 
CEn to an absolute retract. To this aim we define two graphs G and H,  which then 
turn out to be isomorphic representations of the desired graph dEn. For conve- 
nience, the vertices of G and H are always denoted by r, s and by u, o, etc., respec- 
tively. The vertices of the given cycle C of length 2n are denoted by 0, 1,..., 2n -  1 
(and are read clockwise in the diagrams). The vertices of G are the 0-1-strings of 
length n, while the vertices of H are those {0, 1, ..., n}-sequences of length n for 
which any two consecutive coordinates as well as n and the sum of the first and the 
last coordinate differ by exactly 1. That is, we put 
V(G)={(r l , . . . , rn ) l r ie{O,  1} for all i}, 
V(H)  = {(ul, ..., un)l[ui+ 1 - -  U i [  ----- 1 for all i<n ,  and either 
u l+un=n-1  or Ul+Un=n+ l}.  
For two vertices r and s of G, consider the substring of r, say, formed by the entries 
different from the corresponding entries of the string s: if this substring has odd 
length and if its zeros and ones alternate (such as 0101---010 or 1010-.-101), then 
we call r and s adjacent. Two vertices are adjacent in the graph H if and only if they 
differ in all corresponding coordinates by exactly 1. More precisely, 
rs eE(G)  ¢~ the ordered sequence a (1)<- - -< a(k)  of all indices 
a ( j )  = i with ri:l:s i has odd length and satisfies 
Gt j )+rau+l )= 1 for all j<k ;  
no eE(n)  ¢~ In i -  oil = 1 for all i. 
From the very definition of G and H we get that G contains a spanning Qn and that 
H is an induced subgraph of the n-th power of the path with vertices 0, 1,..., n. The 
given cycle C can be identified with a cycle in G and H, respectively: vertex m in 
C with m<n corresponds to the string 0---01-.-1 in G having n-m ones and to 
( ram-1  ... 101 . . .n -m- l )  in H, while vertex m>_n corresponds to 1---10--.0 
with m - n ones and to (2n - m 2n - m + 1 -.- n - 1 n n - 1 --- m - n + 1), respectively. 
Now, define mappings g" V(G) ~ V(H)  and h"  V(H)~ V(G) as follows: 
u = g(r) ~* ui= n -  i + l + rl + ... + ri_ l - r i . . . . .  r~ for a l l i ,  
r=h(u)  ,0 r~=½(n+l -u l -Un) ,  and r i=½(u i+ l -u i+ l )  for all i<n .  
Clearly, the mappings g and h are mutually inverse. If re  V(G) and u e V(H)  corre- 
spond to each other as above, then, in particular, the number of zeros in the string 
r equals ul. Moreover, ui< ui+~ if and only if ri = 1. The (tedious) proof that both 
g and h are edge-preserving is left to the reader. So, the graphs G and H are iso- 
morphic. In order to show that H is an isometric subgraph of the n-th power of the 
path with vertices 0, 1, ..., n we need to check that 
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d(u, o) = max l u i -  oil for all u, o ~ V(H). 
i 
We proceed by induction on k. For k = 1, there is nothing to show by definition of H. 
Assume that the above equality holds for all pairs of vertices whose coordinates dif- 
fer by at most k -  1 _> 1. Now let u and o be vertices of H such that max i [u i -  oil = k 
and u 1_< Ol. For each i put 
II_ i fe i theru i=o iandu l+un=n-1  orui<oi ,  
wi= ui+ 1 otherwise. 
Then w=(wl.. .wn) is a vertex of H adjacent o u such that Iwi -o i t -<k-1 for all 
i. Hence, by hypothesis, we get d(o, w)< k -1  and thus d(u, o)= k, as required. In 
particular, the copy of C in H is isometric, and, for every vertex u of H, the i-th 
coordinate ui equals the distance to the i-th vertex (i i -  1 .-- 1 0 1 --- n - i -  1) of that 
cycle. Let u and o be vertices of H at distance k_3 .  Define x=(x~...xn) by 
u i if [O i -  Ui] < k, 
xi= ui+ 2 i f o i=u i+k ,  
~_ui- 2 if oi = u i -  k. 
It is not difficult to see that x is a vertex of H belonging to N2(u, o) and being a 
neighbour of all vertices from Nl(U, o). We conclude that H satisfies the interval 
condition of Theorem 4.2, whence H is an absolute retract. 
Finally we assert hat any absolute retract containing an isometric ycle of length 
2n must contain an isometric opy of G---- H. Let A be an absolute retract containing 
some isometric ycle of length 2n. Amalgamate A and H along C, that is: identify 
C with its copy in A and H, respectively. Then A is an isometric subgraph of this 
amalgam and hence a retract. Let f be a retraction of the amalgam onto A. Consider 
any two vertices u and o of H, where Ion - Um [ = d(u, o), say. Then both u and o lie 
on some shortest path joining vertex m and vertex n + m of C in the graph H. Hence 
f(u) and f(o) also lie on a shortest path from m to n + m in A. Therefore the restric- 
tion o f f  to H is distance-preserving, and thus A contains an isometric subgraph iso- 
morphic to H. We summarize the situation in the following proposition. 
7.1. Proposition. The minimal absolute retract (~2n containing an isometric ycle o f  
length 2n >_ 6 is the isometric subgraph of the n-th power of  the path with vertices 
O, 1, ..., n consisting of  those sequences for which any two consecutive coordinates 
differ by exactly 1 and the sum of  the first and last coordinate quals either n -  1 
or n + 1. Every absolute retract with some isometric ycle of  length 2n contains an 
isometric copy of  CEn. The graph C2n contains a spanning hypercube and has 
½(3 n -  1) edges. 
Fig. 14 depicts the retract closure of the cycle Cl0. 
It is perhaps worth mentioning that bipartite absolute retracts can be characterized 
solely via an extension rule for certain isometric subgraphs. The subgraphs in ques- 
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tion are the cycles C2n and the graphs Bn (for n _> 3). Recall that B 3 = (?6 and any Bn 
is isometric whenever it is induced in a bipartite graph. 
7.2. Corollary. A bipartite graph G is an absolute retract i f  and only i f  every iso- 
metric cycle C2n (n >_ 3) extends to an isometric subgraph C2n o f  G and every iso- 
metric subgraph B n (n >_ 4) extends to Bn in G. 
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Proof. In an absolute retract G both CEn and Bn extend to C2~ and/in,  respectively, 
by virtue of Theorem 4.2 and the preceding proposition. 
Conversely, suppose that the bipartite graph G meets these requirements. In view 
of Theorem 4.2 it suffices to check that G is modular. Suppose that G is not 
modular. Then choose vertices u, o, w conflicting modularity, where d(o,  w) = 2 and 
n = d(u ,  o) + 1 = d(u,  w) + 1 _> 3 is as small as possible. Necessarily, we have n___ 4 
because any induced C 6 extends to C6 in G. Then we can proceed as in the proof 
of [3, Theorem 1] and thus conclude that u, o, w lie on some isometric cycle C2~. 
This cycle extends to an isometric subgraph C2,, by assumption. Since the latter 
subgraph contains a common neighbour of o and w at distance n -  2 from u, we 
arrive at a contradiction. 
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