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1. INTRODUCTION
Let us consider the problem
−gu=g(x, u)− e in W
u|“W=0,
(1)
where e will be taken as a sufficiently small positive constant and W
is a smooth bounded domain in Rn. Let lj be the j th eigenvalue of −g
with zero Dirichlet boundary data, 0 < l1 < l2 [ l3 [ · · · (counted with
multiplicities), and let jj be the eigenfunction corresponding to the eigen-
value lj.
For all results, we need the following assumptions (g1)–(g5):
(g1) g ¥ C1(W¯×R1, R1), g(x, 0)=0, for all x ¥ W.
(g2) g
−
u(x, 0) < l1, -x ¥ W¯.
(g3) lim|t|Q. g(x, t)/t=g. \ l2, lim inf|t|Q. g −t(x, t) > −., g. ]+.
satisfies one of the following two conditions:
(i) g. ¨ s(−g), the spectrum of −g.
(ii) g. ¥ s(−g), and f(x, u)=g(x, u)−g.u is bounded and satisfies
the Landesman–Lazer condition
F
W
F 1x, Cm
j=1
tjj¯j(x)2 dxQ+. as Cm
j=1
t2j Q+.,
where F(x, t)=> t0 [f(x, s)− e] ds, Span{j¯1, j¯2, ..., j¯m}=ker(−g−g.I).
Moreover, for g.=l2, besides the Landesman–Lazer condition, we
assume that
F
W
F 1x, C2
j=1
tjjj(x)2 dxQ+. as C2
j=1
t2j Q+..
(g4) g
−
u(x, u) [ l < l3, g −u(x, u) >
g(x, u)
u , u ] 0, g. ¥ (l2, l3) for all x ¥ W¯,
u ¥ R1.
(g5)
(i) ,h > 2 and M0 > 0 such that hG(x, t) [ tg(x, t), - |t| \M0,
x ¥ W, where G(x, t)=> t0 g(x, y) dy.
(ii) for all t ¥ R1, |g −t(x, t)| [ C(1+|t|a−1), a ¥ (1, n+2n−2 ), n \ 3 (if
n [ 2, a has no restriction).
(iii) g.=+., and lim inf|t|Q. g −t(x, t) > −..
Remark 1. In (g4), g. ¥ (l2, l3) implies that l2 is simple.
Remark 2. We use lim inf|t|Q. g
−
t(x, t) > −. to prove that ,l0 > 0
such that [g(x, u)+l0u]
−
u \ 0 in the proof of Theorem 1.
For related works on these types of problems, please see [14, 19] and the
references therein.
In [14], Neuberger gets some interesting results on the existence of sign-
changing and multiple solutions for superlinear elliptic boundary value
problems with a reaction term nonzero at zero. He used the conditions
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g.=+., g −u(x, u) > g(x, u)u , u ] 0, (g1), (g2), and (i), (ii) of (g5) to get four
nontrival solutions.
In [19], radially symmetric solutions to problems such as ours are
treated on the ball in Rn and the bifurcation diagram almost completely
understood.
In this paper, we use ordinary differential equation theory of Banach
spaces and minimax theory, in particular, the local mountain pass lemma
to study asymptotically linear and superlinear elliptic boundary value
problems with a reaction term nonzero at zero. We get some new multiple
solutions and sign-changing solutions theorems without the condition
g −u(x, u) >
g(x, u)
u , u ] 0. At last, we get up to five nontrivial solutions.
Moreover, the sign-changing solutions change sign exactly once under the
assumptions that (g1), (g2), (g4).
For more references about sign-changing and multiple solutions, please
see [5, 7, 11–14, 16, 17, 20] and the references therein.
We give the following theorems:
Theorem 1. Assume that g satisfies (g1), (g2), (g3) (or (g1), (g2), (g5)).
Then (1) has at least four nontrivial solutions, and there are at least two
negative solutions u1, u2, one sign-changing solution u3, and u4 which has a
nontrivial positive part.
Theorem 2. Assume that (g1), (g2), (g4) are satisfied. Then (1) has at
least five nontrivial solutions, the Morse index ind(f, u3)=2, and u3 is non-
degenerate and changes sign exactly once (where u3 is the same as in
Theorem 1).
Theorem 3. Assume that g satisfies (g1), (g2), (g3) and u3 is nondegen-
erate. Then (1) has at least five nontrivial solutions (where u3 is the same as
in Theorem 1).
Remark 3. For the superlinear case, Theorem 1 is also found in [14]
under almost the same conditions (see Introduction). Since g.=+. and
g −u(x, u) >
g(x, u)
u , u ] 0 imply that lim inf|t|Q. g
−
t(x, t) > −., we know the
conditions of this paper are weaker.
2. SEVERAL DEFINITIONS AND LEMMAS
Let H be the Sobolev space H10(W) with inner product (u, v)=
>Whu ·hv dx. In the following, h ¥H is a zero element. Set
f(u)=F
W
[12 |hu|2−G(x, u)+eu] dx, for u ¥H, (2)
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where G(x, t)=> t0 g(x, y) dy. It is well known that f ¥ C2(H, R) and satis-
fies the Palais–Smale (P.S.) condition under the assumptions (g1), (g2), (g3)
(or (g1), (g2), (g5)). Any critical point of f corresponds to a weak solution
of (1) (see [4]). By Remark 2.22 of [18, p. 11], weak solutions of (1) are
classical solutions of (1) if g is locally Lipschitz continuous in W¯×R and
|g(x, u)| [ a1+a2 |u|a (a1 > 0, a2 > 0, 0 [ a < n+2n−2).
Let K=(−g)−1; G¯(u)=g(x, u(x)), for x ¥ W¯, u ¥H. Then we have K is
positive, in the sense that it maps nonnegative functions to nonnegative
functions (see [4]), and fŒ(u)=u−KG¯(u)+Ke, -u ¥H.
Let M={u ¥H | fŒ(u)=h}, and let u(t, u0), 0 [ t < g(u0), be the right-
direction saturation solution of the initial value problem in H:
du
dt
=−fŒ(u),
u(0)=u0.
(3)
We know that (see [6])
u(t, u0)=e−t 3u0+F t
0
e sK[G¯(u(s, u0))− e] ds4 . (3Œ)
Definition 1. We call N …H an invariant set of the descent flow of f
if {u(t, u0) | 0 [ t < g(u0), u0 ¥N} …N (see [7]).
Remark 4. In [7], Sun and Liu used this definition and the flow of (3)
to discuss the problem that super- and subsolution are in reverse order; i.e.,
the subsolution is not less than the supersolution.
Let X=C10(W) with the usual norm ||u||X=max0 [ |a| [ 1 supx ¥ W¯ |D
au(x)|. It
is well known that X …H is densely embedded into H. By the statement
about weak solutions and classical solutions above, we know that the
critical points set M …X under the assumptions (g1), (g2), (g3) (or
(g1), (g2), (g5)).
Lemma 1. Under the assumptions (g1), (g2), (g3) (or (g1), (g2), (g5)),
then (H, X, f) satisfies the bootstrap iteration (see [6]). Moreover, we have
that
(1) X is an invariant set of the descent flow of f; i.e., -u0 ¥X,
u(t, u0) ¥X for t ¥ [0, g(u0));
(2) -u0 ¥X, u(t, u0) is continuous for t ¥ [0, g(u0)) on the topology
of X;
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(3) u(t, u0) is binary continuous for u0 ¥X, t ¥ [0, g(u0)), on the
topology of X;
(4) on the topology of X, the solution of (3) has continuous dependence
on the initial value u0 ¥X (see [6, Lemma 3.1] or [10]).
Remark 5. We can also directly consider (3) in Banach space X for
u0 ¥X to get (1)–(4) of Lemma 1.
Definition 2. Suppose that F ¥ C1(X, R1), c ¥ R1, N is an invariant set
of the descent flow of F. We say F has the retracting property for c on N if
-b > c, F−1[c, b] 5N 5M=”, then Fc 5N is a retract of Fb 5N; i.e.,
there exists g: Fb 5NQ Fc 5N continuous such that g(Fb 5N) … Fc 5N,
g|Fc 5N=id|Fc 5N, where Fc={u ¥X, F(u) [ c}.
Under the hypotheses of this paper, by Theorem 3.1 of [6], we know
f¯=f|X has the retracting property for any c ¥ R1 on any invariant set of
the descent flow of f in X.
Remark 6. In Theorem 3.1 of [6], Chang defined the retract g=sˆ(1, · )
and proved g is continuous on the topology of X, where sˆ(t, x0) is the
solution of the following equation
dsˆ
dy
=−(f(x0)−c)
fŒ(sˆ)
||fŒ(sˆ)||2 ,
sˆ(0)=x0 ¨M.
Chang also proved that sˆ( · , x0) has the same orbit as the solution u( · , x0)
of (3).
Lemma 2. Suppose that f ¥ C1(H, R1) satisfies the P.S. condition, N is
an invariant set of the descent flow of f in X, c=infu ¥N f(u) > −., and f
has the retracting property for any m ¥ R1 on N. Then either
(i) f has at least one critical point ug ¥ N¯ such that f(ug)=c
or
(ii) f has infinitely many critical points in N¯, where N¯ is the closure of
N on the topology of X.
Proof. We suppose that the critical points of f in N¯ are finite.
Then we first prove that for any natural number n
f−1 5c−1
n
, c+
1
n
6 5 N¯ 5M ]”.
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If not, for some fixed n, there exists y ¥N such that f(y) [ c+1n. Since f
has the retracting property for c− 1n , by Definition 2 there exists g: fc+1/n 5
NQ fc−1/n 5N such that g(fc+1/n 5N)… fc−1/n 5N, g|fc−1/n 5N=id|fc−1/n 5N,
and we have g(y) ¥N, f(g(y)) [ c−1/n, which contradicts the definition
of c. Thus there exists a sequence {un} … N¯ such that
f(un)Q c, fŒ(un)=h.
Since the critical points of f in N¯ are finite, there exists a point ug ¥ N¯ such
that f(ug)=c, fŒ(ug)=h. We get the proof. L
Remark 7. In [7], there is a theorem similar to Lemma 2. Here we give
an advanced result.
Lemma 3 (Local mountain pass lemma). Suppose that f ¥ C1(H, R1)
and satisfies the P.S. condition and U is an open connected invariant set of
the descent flow of f in X. If there exist x0, x1 ¥ U, r > 0 such that
B(x0, r) … U, x1 ¨ B(x0, r) and
inf
x ¥ “B(x0, r)
f(x) > a=max{f(x0), f(x1)},
then f has a mountain pass point in U. Moreover,
c= inf
x ¥ CU
sup
t ¥ [0, 1]
f(x(t))
is a critical value, where
CU={x ¥ C([0, 1], U) | x(0)=x0, x(1)=x1},
B(x0, r)={x ¥X | ||x−x0 ||X < r}.
Proof. If c is not a critical value of f, by the P.S. condition, there exists
an e > 0 such that U 5M 5 f−1[c− e, c+e]=”, c− e > a. Consider the
flow
ds
ds
(s)=−fŒ(s(s)),
s(0)=x ¥ U.
It is easy to see that for any x ¥ f−1[c− e, c+e] 5 U, there exists a unique
real number rx \ 0 such that f(s(rx, x))=c− e. Let
g(s, x)=˛x, if x ¥ fc− e 5 U,
s(rxs, x) if x ¥ (fc+e 0fc− e) 5 U.
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Since g(s, x) is the descent flow of f for given x ¥ U 5 fc+e, and U is the
invariant set of the descent flow of f in X, we know that g: [0, 1]×UQ U.
We take y(t) ¥ CU such that supt ¥ [0, 1] f(y(t)) < c+e2 . From c− e > a and
g(s, y(t)) ¥ CU, -s ¥ [0, 1], we get
sup
t ¥ [0, 1]
f(g(1, y(t)) [ c− e.
Thus we have that
c [ sup
t ¥ [0, 1]
f(g(1, y(t)) [ c− e,
which is a contradiction. We get the proof. L
3. PROOFS OF THE THEOREMS
In the proofs of Theorems 1–3, without loss of generality, we assume
there are only finitely many solutions.
Proof of Theorem 1. Without loss of generality, we assume that
g −u(x, u) \ 0. Otherwise, since lim inf|t|Q. g −t(x, t) > −., there exists l0 > 0
such that [g(x, u)+l0u]Œ \ 0, whence we can study the following equation
instead:
−gu+l0u=g(x, u)+l0u− e in W,
u|“W=0.
It is easy to know that h is a strict super-solution of (1). Let e be the
unique positive solution of
−gv=d in W, v|“W=0, where d > 0.
By g −u(x, 0) < l1, we know that for d > 0 sufficiently small there exists
e0 ¥ (0, l1) such that −(l1− e0) e [ g(x, −e). We note that
−g(−e)−g(x, −e) [ −d+(l1− e0) e.
Since e=K(d), and the spectral radius r[(l1− e0) K] < 1, we get that
(l1− e0) K(d) < d. Since 0 < e [minx ¥ W[d−(l1− e0) K(d)], we know that
−e is a strict subsolution of (1). By (3Œ) and g −u(x, u) \ 0 (or by [9, Lemma
12.1.2]), we get that U1=[−e, h] :={u ¥X :−e [ u [ h} is an invariant
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set of the descent flow of f and the interior U˚1 of U1 is an open invariant
set of the descent flow of f. Since f is bounded from below on U1, by
Lemma 2 and the strong maximum principle, f has a critical point u1 ¥ U˚1
such that f(u1)=infu ¥ U1 f(u).
Let PH :={u ¥H : u \ 0 almost everywhere} and P :=PH 5X={u ¥
C10(W) | u \ 0}. Note that P has nonempty interior P˚. Since g −u(x, u) \ 0, we
get that KG¯(−e+PH)−Ke … −e+PH, KG¯(−PH) … (−PH). Since −e+PH
and −PH are convex closed sets, by the theory of ordinary differential
equations in Banach spaces (see [9, Lemma 12.1.2]), we get −e+PH and
−PH are both invariant sets of the descent flow of f. Thus by Lemma 1
(1), we have that −e+P and −P are both invariant sets of the descent
flow of f.
Let
U={h ¥X | for (3), u(0)=h, ,t0 \ 0 such that u(t0, h) ¥ U˚1}. (4)
By Lemma 1, the solution u(t, h) has continuous dependence on the initial
value in X and we know that U …X is an open set, which is an invariant
set of the descent flow of f .
For the asymptotically linear case, by (g3), we have that
−gu=g.u+(g(x, u)− e−g.u) in W,
u|“W=0.
Under the different assumptions (i) and (ii) of (g3), we have the following
(i) and (ii) respectively.
(i) By g. ¨ s(−g) , then g. > l2.
By (g3), for given e0 < g.−l2, there exists t0 > 0 such that
|g(x, t)− e−g.t| < e0 |t|, - |t| > t0. (5)
Thus
G(x, t)− et \
g.
2
t2−
e0
2
t2−M1, -t ¥ R1 (whereM1 \ 0) (6)
and
f(u) [ F
W
51
2
|hu|2−g.
2
u2+
e0
2
u226 dx+M2, -u ¥H (whereM2 \ 0).
(7)
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Let
S1={u ¥H | ||u||H=1, u ¥ Span{j1, j2}};
i.e.,
u ¥ S1 Z u=t1j1+t2j2, t21+t22=1. (8)
And for any u ¥ S1, we have
f(tu) [
t2
2
−
g.− e0
2
t2 F
W
(t1j1+t2j2)2 dx+M2
=
t2
2
−
t2
2
(g.− e0) 1 t21
l1
+
t22
l2
2+M2
[
t2
2
11−g.− e0
l2
2+M2. (9)
Thus f(tu)Q −., as |t|Q+. uniformly for u ¥ S1, and there exists
tŒ > 0 such that
f(tu) < inf
h ¥ U˚1
f(h), -t > tŒ, -u ¥ S1. (10)
(ii) g. ¥ s (−g), g. > l 2 .
Noticing that the Landesman–Lazer condition is only used to prove the
P.S. condition, in the proof of (10) above, and we only use the subspace
Span{j1, j2}, we can get that (10) is valid too for this case as the same
argument of (i).
If g.=l2, by (g3) (ii) we know
f(u)=12 ||u||
2
H−
1
2 F
W
g.u2 dx−F
W
F(x, u) dx. (11)
For u ¥ S1, by (g3) (ii) we have
f(tu)=
t2
2
−
l2t2
2
F
W
(t1j1+t2j2)2 dx−F
W
F(x, t(t1j1+t2j2)) dx
[ −F
W
F(x, t(t1j1+t2j2)) dxQ −. (as |t|Q+.). (12)
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Thus ,tœ > 0 such that
f(tu) < inf
h ¥ U˚ 1
f(h), for t > tœ, -u ¥ S1. (13)
For superlinear case, by (g5), for every u ¥H, we have
f(tu)Q −., as |t|Q+.. (14)
Since S1 is a compact subset of H, we have f(tu)Q −.(tQ+.), uni-
formly for u ¥ S1. Thus there exists tŒ > 0 such that for t > tŒ, u ¥ S1, we
know that (10) is satisfied too.
By (4), (10) and (13), we know that U 5 Z is a bounded open set in
Z=Span{j1, j2}. We note that f(u(t, u0)) is decreasing for t ¥ [0, g(u0)).
Thus the solution u(t, u0) cannot go into U1 forever, when u0 ¥ T0S1 :=
{T0h | h ¥ S1, T0 >max {tŒ, tœ}}).
Let C −1=“(U 5 Z) (relative boundary in Z); then by Lemma 2 of [16]
we know that C −1 has a connected component C1 in Z such that
C1 5 (−P) ]”, C1 5 (−e+P) ]”,
C1 5 (X0[−P 2 (−e+P)] ]”.
Thus we have that “U has a connected closed component C such that
C1 … C, C 5 [−e+P] ]”,
C 5 (X0[−P 2 (−e+P)] ]”, C 5 (−P) ]”.
Therefore, without loss of generality, we may assume “U is connected such
that
“U 5 (−e+P) ]”, “U 5 (−P) ]”,
“U 5 (X0[−P 2 (−e+P)]) ]”.
(15)
Otherwise, we can get more solutions.
Since the solution u(t, u0) of (3) has continuous dependence on the initial
value u0, we know that “U is an invariant set of the descent flow of f. In
fact, if it is not true, then there exists h ¥ “U such that ,t0 ¥ (0, g(h)) and
u(t0, h) ¨ “U. By the definition of U, we know that u(t0, h) ¨ U; thus
u(t0, h) ¥X0 U¯. (16)
Let Bd(h) be a small open neighborhood of h; then Bd(h) 5 U ]”. Set
h1 ¥ Bd(h) 5 U; then
u(t, h1) ¥ U, -t > 0, (17)
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which contradicts the fact that the solution of (3) has continuous depen-
dence on the initial value.
Now let
V1={h ¥X | uŒ=−fŒ(u), u(0)=h, ,t0 \ 0 such that u(t0, h) ¥ [−e+P˚]},
(18)
V2={h ¥X | uŒ=−fŒ(u), u(0)=h, ,t0 \ 0 such that u(t0, h) ¥ −P˚}. (19)
Noticing (3Œ) and g −u(x, u) \ 0, by the strongly order preserving property
of K we know that [−e+P˚] and −P˚ are both invariant sets of the descent
flow of f in X. It is easy to know that V1 and V2 are both open invariant
sets of the descent flow of f in X, while “V1 and “V2 are both invariant sets
of the descent flow of f in X. And [−e+P˚] 5 “U, −P˚ 5 “U are both
invariant sets of the descent flow of f. Moreover, “Vi ¼ [−e+P˚],
“Vi ¼ −P˚, i=1, 2.
By (15) and the connectivity of “U, we know that
“U 5 V1={h ¥ “U | for (3), u(0)=h, ,t0 \ 0
such that u(t0, h) ¥ [−e+P˚]} ]”, (20)
“U 5 V2={h ¥ “U | for (3), u(0)=h, ,t0 \ 0
such that u(t0, h) ¥ −P˚} ]”. (21)
Since “U is closed, and “U ¼ V1, “U ¼ V2, we know that
“U 5 “V1 ]”, “U 5 “V2 ]”.
It is easy to see that “U 5 “V1 and “U 5 “V2 are both invariant sets of the
descent flow of f. By the definition of U and f(u(t, h)) is decreasing for
t > 0, we have f is bounded from below on “U, and infh ¥ “U f(h) > 0.
Therefore, by Lemma 2 we have that ,u2 ¥ −P 5 “U, u4 ¥ [−e+P] 5 “U
such that
f(u2)= inf
h ¥ −P 5 “U
f(h),
f(u4)= inf
h ¥ [−e+P] 5 “U
f(h), and fŒ(ui)=h, i=2, 4. (22)
Also u3 ¥ “U 5 “V1 such that
f(u3)= inf
h ¥ “U 5 “V1
f(h), fŒ(u3)=h. (23)
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If (“U 5 “V1) 5 (“U 5 “V2)=”, then there exists another point u¯3 ¥
“U 5 “V2 such that
f(u¯3)= inf
h ¥ “U 5 “V2
f(h), fŒ(u¯3)=h. (24)
Since K is strongly order preserving and g −u(x, u) \ 0, we have that u4 ¥
[−e+P˚], u2 ¥ −P˚, u3 ¨ [−e+P] 2 (−P); i.e., u4 has nontrival positive
part, u2 is negative, and u3 is sign-changing. Additionally, ui ¨ U1,
i=2, 3, 4. L
Proof of Theorem 2. Without loss of generality, we assume that
g −u(x, u) \ 0. Otherwise, since g −u(x, u) >
g(x, u)
u , g. > 0, there exists l0 > 0
such that [g(x, u)+l0u]Œ \ 0, whence we can study the following equation
instead:
−gu+l0u=g(x, u)+l0u− e in W,
u|“W=0.
Now under the assumptions (g1), (g2), (g4), by Theorem 1 we know
that (1) has at least four nontrivial solutions, ui, i=1, 2, 3, 4. Additi-
onally u1 ¥ U˚1, ui ¨ U˚1, i=2, 3, 4 (here ui, i=1, 2, 3, 4, are the same as in
Theorem 1).
Now we prove that u3 changes sign exactly once. Since u3 is one solution
of class C2(W), we see that E={x ¥ W, u3(x) ] 0} is open. Suppose that E
has more than two components. Since u3 changes sign, without loss of
generality we can assume that there exist connected components A, B, and
C of E such that u3 > 0 in A, u3 < 0 in B. Let uA, uB, and uC be the zero
extensions of u3 |A, u3 |B, u3 |C. Noticing that
fŒ(u)=u−KG¯(u)+Ke,
fœ(u)(w, v)=F
W
hw·hv−h(Kg −u(x, u) w) ·hv dx;
(25)
thus by g −u(x, u) >
g(x, u)
u we have that
fœ(u3)(uA, uA)=F
A
[−guA · uA−g −u(x, u4) u2A] dx
=F
A
[(g(x, uA)−g
−
u(x, uA) uA) uA] dx < 0. (26)
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Similarly, we have
fœ(u3)(uB, uB) < 0; (27)
fœ(u3)(uC, uC) < 0. (28)
Moreover,
fœ(u3)(uA, uB)=F
A
[−guA · uB−g −u(x, u4) uA · uB] dx=0, (29)
fœ(u3)(uA, uC)=0, fœ(u3)(uC, uB)=0.
Thus the Morse index
ind(f, u3) \ 3. (30)
But for the eigenvectors ji, i \ 3, normalized so that >W j2i dx=1, we have
fœ(u3)(ji, ji)=F
W
[−gji ·ji−g −u(x, u3) j2i ] dx
=F
W
[(lij
2
i −g
−
u(x, u3) j
2
i )] dx
\ F
W
[lij
2
i −lj
2
i )] dx
=li−l \ l3−l > 0,
and
fœ(u3) 1 C
i \ 3
aiji, C
i \ 3
aiji 2=C
i \ 3
a2i li−F
W
g −u(x, u3) 1 C
i \ 3
aiji 22
\ C
i \ 3
a2i li−l C
i \ 3
a2i
\ (l3−l) C
i \ 3
a2i > 0,
(31)
where ai ¥ R1,;i \ 3 a2i ] 0. Thus fœ(u3) is positive on the subspace
Span{j3, j4, ...}. Therefore, we have that
ind(f, u3) [ 2,
which contradicts (30). Therefore, E has only two components, i.e., u3
changes sign exactly once. Moreover, the Morse index ind(f, u3)=2.
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Noticing that fœ(u3) is positive on the subspace Span{j3, j4, ...}, we have
u3 is nondegenerate.
In the following, we prove that there exists another solution to (1).
By (g4) g. ¥ (l2, l3), we know there exists R > 0 such that
deg(I−KG¯, B(h, R), h)=(−1)2, (32)
where B(h, R)={x ¥H | ||x||H < R} (with R chosen sufficently large such
that if fŒ(u)=0, then u ¥ B(h, R)).
By Lemma 3 and the strongly order preserving property of K, we get
that there exists a mountain pass type critical point in −e+P˚ , and there
exists another one in −P˚ too; thus we may assume that u4 ¥ [−e+P˚] and
u2 ¥ −P˚ are mountain pass type critical points (otherwise, there are more
solutions and the proof is completed). Thus it is easy to know that
,r2 > 0, r4 > 0 sufficiently small such that
deg(I−KG¯, B(u2, r2), h)=−1, deg(I−KG¯, B(u4, r4), h)=−1.
Here and in the following, -x0 ¥H, we denote B(x0, r)={x ¥H | ||x−x0 ||H
< r}(r > 0).
Noticing u3 is nondegenerate and ind(f, u3)=2, we have ,r3 > 0
sufficiently small such that
deg(I−KG¯, B(u3, r3), h)=(−1)2=1.
Since u1 is an isolated strict local minimum, we have
deg(I−KG¯, B(u1, r1), h)=1,
where B(u1, r1) is a sufficiently small open neighborhood of u1.
If there is no other critical point, then
deg(I−KG¯, B(h, R), h)=C
4
i=1
deg(I−KG¯, B(ui, ri), h);
i.e., 1=1−1−1+1, which is a contradiction. Therefore, there exists at
least another solution u5 to (1). L
Theorem 3. The proof is similar to that of Theorem 2.
Remark 8. As e < 0, under (g1), (g2), (g3) (or (g1), (g2), (g5)), (1) also
has four nontrival solutions: two are positive, one is sign-changing, and one
has a nontrivial negative part.
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