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Abstract
This paper reports theoretical and empirical in-
vestigations on the use of quasi-Newton meth-
ods to minimize the Optimal Bellman Residual
(OBR) of zero-sum two-player Markov Games.
First, it reveals that state-of-the-art algorithms
can be derived by the direct application of New-
ton’s method to different norms of the OBR.
More precisely, when applied to the norm of the
OBR, Newton’s method results in the Bellman
Residual Minimization Policy Iteration (BRMPI)
and, when applied to the norm of the Projected
OBR (POBR), it results into the standard Least
Squares Policy Iteration (LSPI) algorithm. Con-
sequently, new algorithms are proposed, making
use of quasi-Newton methods to minimize the
OBR and the POBR so as to take benefit of en-
hanced empirical performances at low cost. In-
deed, using a quasi-Newton method approach in-
troduces slight modifications in term of coding of
LSPI and BRMPI but improves significantly both
the stability and the performance of those algo-
rithms. These phenomena are illustrated on an
experiment conducted on artificially constructed
games called Garnets.
1. Introduction
A two-player zero-sum Markov Game (MG) is a model
for adversarial interaction between two agents. Players are
considered as agents stepping from state to state and col-
lecting rewards in consequence of their mutual actions. In
the zero-sum setting, the reward of one player is the loss
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of the other. Chess, Checkers, multi-agent systems can be
modeled as an MG. Notice that MGs are natural exten-
sions of Markov Decision Processes (MDP) and thus any
MDP can be modeled as an MG (results thus also hold
for MDPs). In this paper, we are interested in finding a
minmax strategy of interaction for both players. Finding
minmax strategies in small MGs is possible with exact Dy-
namic Programming (DP) algorithms. However, when the
state space is too large or when the game is only known
through logs of interactions, one needs to use Approximate
DP (ADP). This paper focuses on ADP techniques with lin-
ear function approximation.
MGs were first introduced by Shapley (1953) (although
MGs are referred to as Stochastic Games) who provided the
first algorithm that solves zero-sum two-player MGs. This
algorithm is analogous to Value Iteration (VI), very pop-
ular in the MDP literature. Following this, two extensions
of Howard’s Policy Iteration (PI) (Puterman, 1994) to zero-
sum two-player MGs were developed. First, the Hoffman
and Karp (1966) algorithm that requires solving an MDP
as a subroutine at each iteration and is proven to converge.
Second, the Pollatschek and Avi-Itzhak (1969) algorithm
performs well in practice but is not proven to converge in
general. Actually, Van Der Wal (1978) published a sim-
ple counterexample showing that this algorithm is unstable.
To our knowledge, finding necessary and sufficient condi-
tions for its convergence is still an open problem. How-
ever, in their enlightening paper, Filar & Tolwinski (1991)
introduce a slight modification of the Pollatschek & Avi-
Itzhak algorithm aimed at fixing its convergence issues. In
fact, the Pollatschek & Avi-Itzhak algorithm is a Newton’s
method on the L2-norm of the Optimal Bellman Residual
(OBR). The modification of Filar & Tolwinski amounts to
use a quasi-Newton method on the L2-norm of the OBR in-
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Softened Approximate Policy Iteration for Markov Games
stead of a Newton’s Method. However, their proof of con-
vergence is based on the assumption that the L2-norm of
the OBR is smooth, which is untrue in general (as we show
at the end of Section 2). Indeed, the derivative of the L2-
norm of the OBR might be discontinuous and thus quasi-
Newton method is not anymore guaranteed to converge to a
local minimum (counterexamples exist (Lewis & Overton,
2013)). But, in practice (Lewis & Overton, 2013), using
quasi-Newton methods often leads to pretty good solutions
even in the non-smooth case. The major contribution of
this paper is thus to explore the use of quasi-Newton meth-
ods to improve the stability of ADP methods with linear
function approximations.
Adapting the Hoffman & Karp algorithm, belonging to the
PI-like algorithms, with function approximation is cum-
bersome but feasible (Perolat et al., 2015). However, Pol-
latschek & Avi-Itzhak-like algorithms for MGs with func-
tion approximation have been the topic of very little atten-
tion except from Lagoudakis & Parr (2002). In that pa-
per, the authors adapt the Least Squares Policy Iteration
(LSPI) algorithm to zero-sum two-player MGs. When the
dynamics is known and the feature space is the identity ma-
trix, this algorithm is close to the Pollatschek & Avi-Itzhak
one. But, in the exact case, Van Der Wal’s example ap-
plies, and the algorithm suffers at least the same drawbacks
as the Pollatschek & Avi-Itzhak one even if one uses stable
value function approximations as suggested in (Lagoudakis
& Parr, 2002) (see Section 3). Our strategy to adapt PI-like
algorithms to linear value functions is somehow different
from Lagoudakis & Parr. Indeed, in the exact case, the ob-
jective is to minimize the L2-norm of the OBR. With linear
function approximation, two objectives used in the MDP
literature (Lagoudakis & Parr, 2003), can canonically be
minimized: the norm of the OBR and the norm of the Pro-
jected OPR (POBR) (the projection is made on a feature
space). We thus propose to study the use of quasi-Newton
method on those residuals and on empirical estimates as
Filar & Tolwinski did for the exact case.
As a first set of contributions, we shall show that a New-
ton’s method applied to the POBR leads to LSPI (both for
games and for MDPs), while a Newton’s method applied to
the OBR of an MDP is known as Bellman Residual Mini-
mization Policy Iteration (BRMPI) (see Section 3.1). Fur-
thermore, we shall show that Newton’s method on some
empirical estimates of the POBR leads to LSPI with batch
data (Section 4.1). Another set of contributions is to gen-
eralize these ideas and propose batch algorithms for MGs
(and MDPs) applying quasi-Newton method (thus using
a learning rate) to empirical estimates of the OBR and
POBR (Section 4.2 and 4.1). We shall then study the use
of such a learning rate for zero-sum two-player MGs and
for MDPs as a subclass of zero-sum two-player MGs (Sec-
tions 5 and 6). The benefit of using quasi-Newton method
instead of Newton’s method will be demonstrated on syn-
thetic problems, namely Garnets, in Section 6.
2. Background
A two-player zero-sum MG is usually described as a tu-
ple < S, (Ai(s))s∈S,i=1,2, r(s, a1, a2), p(.|s, a1, a2), γ >
where S is a finite state space, Ai(s) is a finite action
space used by player i ∈ {1, 2} in state s. The reward
r(s, a1, a2) is the local benefit both players will collect by
doing the joint action (a1, a2) in state s. The transition ker-
nel p(.|s, a1, a2) captures the dynamics of the game from
s when both players play the joint action (a1, a2). Finally,
γ ∈ [0, 1[ is the discount factor.
We are interested in finding the best strategy for each
player. Player 1 will play strategy µ(a1|s) (respec-
tively ν(a2|s) for player 2) which is a mapping from
the state space S to the set of distributions over the
action space A1(s) (respectively A2(s)). Let us write
rµ,ν(s) = Ea1∼µ(.|s),a2∼ν(.|s)[r(s, a
1, a2)] the expected
average reward players will collect when the joint strat-
egy (µ, ν) is played in state s. Let us write Pµ,ν(s′|s) =
Ea1∼µ(.|s),a2∼ν(.|s)[p(s
′|s, a1, a2)] the corresponding ker-





γkE[rµ,ν(sk)|s0 = s, sk+1 ∼ Pµ,ν(sk+1|sk)].
The value function vµ,ν ∈ RS is the γ-discounted sum of
rewards when the joint strategy (µ, ν) is played. Player 1’s
goal is to maximize the above-mentioned value function
while player 2’s goal is to minimize it. We can introduce
the following five Bellman operators:







Tµ,νv, T̃νv = max
µ
Tµ,νv,









All these operators are γ-contractions in L∞ norm (Put-
erman, 1994). One should notice that the fixed point of
operator Tµ,ν is the value function vµ,ν . The fixed point of
Tµ is vµ = minν vµ,ν which is the value of a best response
of player 2 against strategy µ. The dual of this value is
the fixed point of operator T̃ν and is the value ṽν . Opera-
tors T ∗ and T̃ ∗ are equal according to the minimax theo-
rem (Von Neumann, 1947). The fixed point of T ∗, written
v∗, is called the optimal value of the game. The reader
should notice that, when for all s in S card(A2(s)) = 1,
the MG is reduced to an MDP.
Let us first describe Newton’s and quasi-Newton methods.
Newton’s method is an optimization technique aiming at
minimizing a function f : Rn → R. Starting from x0 ∈
Rn, it computes the sequence (xn)n∈N such that:
xn+1 = xn − [Hf(xn)]−1∇f(xn),
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where Hf(xn) and ∇f(xn) are respectively the Hessian
matrix and the gradient in xn. This method might be unsta-
ble (Nocedal & Wright, 2006) and one way to soften it is to
introduce a learning rate αk checking the Wolf conditions
and to compute the sequence:
xn+1 = xn − αk[Hf(xn)]−1∇f(xn).
This is a quasi-Newton method. When the function f is not
differentiable (in the classical Fréchet sense), one can use
more general definitions of differential (or gradient) such as
the Clarke differential (Clarke, 1990) for instance. In Sec-
tion 3, we discuss our choice of differential for our specific
objectives which are not differentiable everywhere due to
the use of the minmax operator.
Here, we describe exact algorithms solving zero-sum two-
player MGs. The first algorithm has been proposed
by Shapley (1953). Shapley’s algorithm is iterative and
starts with an initial value v0 = 0. It computes the sequence
of values vk+1 = T ∗vk. The sequence of vk converges at
a geometrical rate to the optimal value of the game v∗. As
mentioned in the introduction, there exist two methods ex-
tending the Howard’s PI algorithm. The first one was pub-
lished by Hoffman & Karp (1966); Van Der Wal (1978).
It is also an iterative one that computes a sequence of val-
ues and strategies such that Tµk+1vk = T ∗vk and of value
vk+1 = Tµk+1vk+1. Computing the value vk+1 requires to
find the fixed point of Tµk+1 and thus solving an MDP as a
subroutine which may be computationally intensive.
In contrast, the algorithm by Pollatschek & Avi-Itzhak
(1969) does not compute the best response at each itera-
tion. Instead, it computes the value of a joint strategy. It
thus starts with an initial value v0 = 0 and then computes
the following sequence of strategies and values. At each
iteration, the algorithm computes (µk+1, νk+1) such that
Tµk+1vk = Tµk+1,νk+1vk = T ∗vk = T̃νk+1vk and then it
finds the fixed point vk+1 = Tµk+1,νk+1vk+1 = vµk+1,νk+1 .
The complexity of computing the fixed point of Tµk+1,νk+1
is just inverting a matrix of size card(S) instead of solv-
ing an MDP. However, this scheme doesn’t work in gen-
eral (Van Der Wal, 1978).
Van Der Wal (1978) shows that Shapley’s algorithm is
slower in practice than the two others. It thus motivates
the use of PI schemes. Between the two extensions of PI to
games, the Pollatschek & Avi-Itzhak algorithm is the less
computationally intensive. In Filar & Tolwinski (1991),
this algorithm is slightly modified to introduce a learning
rate. The update is vk+1 = αvµk+1,νk+1 +(1−α)vk where
α is chosen according to Armijo’s Rule. This comes from
the fact that the Pollatschek & Avi-Itzhak algorithm is a
Newton’s method on the L2-norm of the Bellman residual
||v − T ∗v||22. The adaptation of the Pollatschek & Avi-
Itzhak algorithm introduced by Filar & Tolwinski (1991)
uses a quasi-Newton method instead of a Newton’s method
on the objective J (v) = ||v−T ∗v||22. To argue for the con-
vergence of their algorithm towards the optimal value of the
game, Filar & Tolwinski show first that a local minimum of
the objective is also a global minimum and then they assure
that their quasi-Newton method converges to a local mini-
mum. However, they use a version of the Zoutendijk the-
orem (Nocedal & Wright, 2006) to prove the convergence
to a local minimum. This theorem requires the gradient of
the objective function (L2-norm of the Bellman residual)
to exists (in the Fréchet sense) and to be a Lipschitz func-
tion. This assumption does not hold in the case of MDPs
or MGs because of the max and minmax operators respec-
tively. The question whether there is convergence to a local
minimum or not when the gradient is not Lipschitz is still
an open problem in optimization. However, empirical evi-
dence suggests quasi-Newton method always converge to a
Clarke stationary point even when the gradient is not Lips-
chitz (Lewis & Overton, 2009; 2013). This means that, de-
spite Filar & Tolwinski’s proof does not stand, there is good
evidence that using quasi-Newton methods will empirically
perform well. Again, there are no theoretical guarantees
that quasi-Newton methods converge to a local optimum in
the case of non-convex and non-smooth functions (Lewis
& Overton, 2013) (which is the case of the Bellman resid-
ual). But, as written by Lemaréchal it can be ”good practice
to use a quasi-Newton method in nonsmooth optimization”
in his opinion it ”is essentially due to the fact that inaccu-
rate line-searches are made”. He also indicates that there
are ”no theoretical possibility to prove convergence to the
right point (in fact counterexamples exist)” (see Lewis &
Overton (2009)).
To summarize, the literature on exact algorithms on MGs,
there exist two families of algorithms extending Howard’s
PI algorithm. The first family computes at each iteration a
best response to the strategy of the maximizer (it includes
the Hoffman & Karp algorithm). The other family only
requires to evaluate a joint policy at each iteration. In this
article, we will focus on the second family combined with
linear function approximation.
3. Newton’s Method on the OBR with Linear
Function Approximation
For the remaining of the paper, we will use state-actionsQ-
functions instead of value functions. One can define, as in
the previous section, Bellman operators on the Q-functions
and theQ-function,Qµ,ν ∈ RS×A
2
, for the strategy (µ, ν):




Tµ,νQ = r(s, a, b) +
∑
s′∈S
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TµQ = min
ν
Tµ,νQ, T̃νQ = max
µ
Tµ,νQ,









The Q-function Q∗ is the fixed point of operator T ∗ and
the Q-function Qµ is the fixed point of operator Tµ.
We will note Pµ,ν the state-actions ker-
nel defined as Pµ,ν [(s′, b1, b2), (s, a1, a2)] =
µ(b1|s′)ν(b2|s′)p(s′|s, a1, a2). With linear func-
tion approximation, Q-functions are represented as a
linear combination of d linear independent features
Φ = [φ1, φ2, ..., φd], where φi ∈ RS×A
2
. Thus, for each
ω ∈ Rd, we can define a Q-function Qω =
∑d
i=1 ωiφi.
We also define the linear span corresponding to Φ as
Span(Φ) = {Qω}ω∈Rd . Moreover, it is usual to see Φ as
a matrix where Φ[(s, a, b), i] = φi(s, a, b). Thus, we have
Qω = Φω. In addition, we recall that for any element Q of
RS×A2 , its orthogonal projection Πρ,ΦQ under a non-null




where ∆ρ is a diagonal matrix of size |S| × |A|2 with
∆ρ[(s, a, b), (s, a, b)] = ρ(s, a, b). Two canonical objec-
tives to minimize can be defined in order to search for a













||Φ>(Φ>∆ρΦ)−1Φ>∆ρ(Φω − T ∗Φω)||22,ρ.
Notice that explicit minimization of the OBR through gra-
dient descent is not new (Piot et al., 2014; Baird et al.,
1995), as for the POBR with approximate stochastic gradi-
ent descent (Maei et al., 2010). However, few works, at our
knowledge, focus on the use of Newton’s or quasi-Newton
techniques to minimize those objectives. The Newton’s
method requires computing a gradient and a Hessian ma-
trix. This means that one needs to compute the deriva-
tive of T ∗Φω with respect to ω. As shown by (Correa
& Seeger, 1985), when for a fixed ω, there exists a unique
pair of strategies (µω, νω) such that T ∗Φω = Tµω,νωΦω =
TµωΦω = T̃νωΦω, the gradient of T ∗Φ on ω, is sim-
ply the gradient of the linearized operator Tµω,νωΦ =
r + γPµω,νωΦ. From now on, we will note Pµω,νω = Pω
and Tµω,νω = Tω . When there exist Uω and Vω such that,
for all µ in Uω and for all ν in Vω , T ∗Φω = Tµ,νΦω =
TµΦω = T̃νΦω, then the directional derivative of T ∗Φω
(written ∂dT ∗Φω) is minν∈Vω maxµ∈Uω ∂dTµ,νΦ (Correa
& Seeger, 1985). In practice, when the minmax is not
unique, a pair of strategies (µω, νω) is chosen in Uω × Vω
and T ∗Φ is linearized with TωΦ to compute the gradient:
∇T ∗Φω = ∇TωΦω = γPωΦ.
For example, in the Pollatschek & Avi-Itzhak algorithm,
a couple (µω, νω) is chosen such that T ∗Φω = TωΦω =
TµωΦω = T̃νωΦω which is the pair of strategies for which
the chosen gradient is γPωΦ. In LSPI for games, the gradi-
ent is not the gradient of the linearized operator Tω . Rather,
they choose Tµ,ν such that T ∗Φω = Tµ,νΦω = TµΦω and
with ν a deterministic strategy. Thus, the LSPI algorithm
as it has been described by Lagoudakis & Parr (2002) does
not follow the gradient γPωΦ. From now, we will call the
Newton-LSPI algorithm the one with the Newton’s gradi-
ent γPωΦ. The reader should notice that this difference
only appears when it comes to MGs and that Newton-LSPI
is exactly LSPI when applied to MDPs since ν is not con-
sidered in MDPs.
3.1. Newton’s Method on the POBR
As mentioned in the previous section, the Newton’s method
on the POBR reduces to the LSPI algorithm but with a
slightly different choice of the gradient. Here, we will con-
sider the POBR with the linearized gradient (∇T ∗Φω =
∇TωΦω = γPωΦ) described previously. Let’s write Aω =
Φ>∆ρ(I − γPωk)Φ and b = Φ>∆ρr
The POBR gradient is (for details see appendix B):
∇JPOBR(ω) = A>ω (Φ>∆ρΦ)−1(Aωω − b).






If the matrix Aω is invertible and if ρ is an on-null measure
on S ×A2, the Newton’s method direction is:
[HJPOBR(ω)]
−1∇JPOBR(ω) = (Aω)−1(Aωω − b).
The update of ωk of the Newton’s method is thus:
ωk+1 = ωk − (Aωk )
−1(Aωkωk − b) = (Aωk )
−1b,
which is the update of the Newton-LSPI algo-
rithm Lagoudakis & Parr (2003). The Newton-LSPI
algorithm optimizes JPOBR(ω) as a cost function, which
might never be zero (see Remark A.1 below). Moreover,
to our knowledge, controlling the POBR does not allow
controlling the quality of the final policy. The main benefit
of the Newton-LSPI algorithm is that the matrix Aωk is
easy to estimate from batch data whether the state space
is continuous or not. This makes Newton-LSPI a very
practical algorithm (Lagoudakis & Parr, 2002).
It is well known that, for a fixed policy, the




−1Φ>∆ρ(Φω − TπΦω)||22,ρ is equal
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to 0 (Koller & Parr, 2000) for all but finitely many
number of γ. Nonetheless, we can show that it is not




−1Φ>∆ρ(Φω − T ∗Φω)||22,ρ might be
positive for a continuous interval of γ (see appendix A.1).
3.2. Newton’s Method on the OBR
Here we will noteCω = Φ>(I−γPω)>∆ρ(I−γPω)Φ and
eω = Φ
>(I − γPω)>∆ρr. Applying the Newton’s method
to the residual JOBR(ω) gives the following algorithm:
ω0 = 0,
ωk+1 = ωk + (HJOBR(ωk))−1∇JOBR(ωk).
The gradient is (for details see appendix B):
∇JOBR(ω) = Cωω − eω.
The Hessian matrix is (for details see appendix B):
HJOBR(ω) = Cω.
The update of ωk of the Newton’s method is:
ωk+1 = ωk − (Cωk)−1(Cωωk − eωk),
= (Cωk)
−1eωk .
Lagoudakis & Parr (2003) propose this algorithm as an
alternative method to learn an optimal policy in MDPs
and call it Bellman Residual Minimization Policy Iteration
(BRMPI). Extension to games is easy as shown previously.
3.3. Comparison of BRMPI and Newton-LSPI
In MGs, the two algorithms previously described derive
from the Pollatschek & Avi-Itzhak algorithm and are thus
not guaranteed to converge (Van Der Wal, 1978). They both
follow the Newton’s direction of either JOBR or JPOBR.
On the one hand, the cost function JOBR(ω) controls the
norm ||Q∗ − Qµ||2 where µ is the maximizer’s greedy
strategy with respect to Φω and Qµ the fixed point of Tµ
(see (Piot et al., 2014) in the case of an MDP). In conse-
quence, applying the Newton’s method to the OBR gives a
nearly optimal strategy. However, there are no easy ways
to estimate the matrix Cω and the vector eω from data, es-
pecially when the state space is continuous. One possi-
ble way to obtain such estimates is to use embeddings in
RKHS (Grunewalder et al., 2012).
Theorem 1. LetQ be a value function and let µ be a greedy











with µ, ν, µ∗ and ν̃ strategies such that T ∗Q∗ = Tµ∗Q∗,
Tµ∗,ν̃Q = Tµ∗Q, Tµ,νQµ = TµQµ and Tµ,νQ = TµQ.




norm of the Radon-Nikodym derivative of the Kernel (1 −
γ)(I − γPµ,ν)−1.
Proof. Proof in appendix A.
On the other hand, applying the Newton’s method to
JPOBR(ω) is easy. Estimating Aω and bω is computa-
tionally cheap. However, minimizing JPOBR(ω) does not
guarantee to find a good strategy.
Concerning the stability, Newton-LSPI is clearly the less
stable one. The Hessian matrix HJPOBR(ω) might not
even be invertible since Aω is not invertible for a finite
number of values of γ (Koller & Parr, 2000). For BRMPI
however the Hessian HJOBR(ω) is always invertible and
the cosine between the Newton’s update and the gradient is
bounded away from zero.
Theorem 2. For an MG with finite state space, there exists





Proof. Proof in appendix A
This means that, when on a point ω where the derivative is
well defined, the Newton’s update is guaranteed to decrease
the OBR in a neighborhood of ω.
4. Batch Learning in Games
In the batch scenario, the dynamics and the reward func-
tion are known only through logs of interactions between
the two players and the environment. These logs are










i ) and where s
′
i ∼ p(.|si, a1i , a2i ). Thus, at each
iteration of Newton-LSPI or of BRMPI, the objective will
be to estimate one matrix and one vector.
4.1. Newton-LSPI with Batch Data
Newton-LSPI with batch data proceeds as follows. The
goal is to estimate the matrix Aω and the vector b (the
estimates will be noted Âω and b̂). The procedure is de-
scribed in Algorithm 1 where µω and νω are the minmax
strategies with respect to the approximate Q-function Φω.
The update of Âω is convenient since it allows computing
(Âω)
−1 very efficiently (Lagoudakis & Parr, 2003) with
the Sherman–Morrison formula. Then doing Newton-LSPI
with batch data corresponds simply in updating our param-
eter ω as follows:
ωk+1 = (Âωk)
−1b̂.
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Algorithm 1 LSPI-Matrix update
Input: DN = ((xj , a1j , a2j ), rj , x′j)j=1,...,N some
samples, Φ a d dimensional feature space and ω.
for i ∈ {1, ..., N} do




























output Âω , b̂
4.2. BRMPI with Batch Data
A natural extension of BRMPI to batch data when the state
space is finite is to find estimates of Cω and eω . To do so
we first estimate (I − γPω) (noted B̂ω) and r (noted r̂).
The procedure is described in Algorithm-2.
Algorithm 2 BRMPI-Matrix update
Input: DN = ((xj , a1j , a2j ), rj , x′j)j=1,...,N some
samples, Φ a d dimensional feature space and ω.









i ) + = 1














i )← r̂(si, a1i , a2i ) + ri
end for
output B̂ω , r̂
Then, estimates of Cω and eω would be respectively Ĉω =
Φ>B̂>ω B̂ωΦ and êω = Φ
>B̂>ω r̂. Those estimates are




5. Quasi-Newton’s Method on the OBR and
on the POBR
In this section, a quasi-Newton’s method is applied to the
norm of the OBR and of the PORBR. This corresponds
to the introduction of a learning rate in Newton-LSPI and
BRMPI and their batch versions described in the herein-
before section. In (Filar & Tolwinski, 1991) the learning
rate is chosen to verify Amijo’s rule for the exact case. We
choose to use a learning rate according to the Wolf condi-
tions for the case with linear function approximation. There
exist theorems to guarantee convergence to a local mini-
mum when the gradient is a Lipschitz function which is
not the case here. However, there are empirical evidences
that using inexact line search improves convergence to a lo-
cal minimum of the objective function (Lewis & Overton,
2009).
In both Newton-LSPI and BRMPI, when the dynamics is
known and in the batch scenario, the update takes the fol-
lowing shape (Ξω = Aω and ψω = b for LSPI):
ωk+1 = (Ξωk)
−1ψωk
and the objective is to minimize a L2 norm of the following
shape (Ψω = BωΦ and υ = r for BRMPI):
f(ω) = ||Ψωω − υ||2.
Let’s note the Newton’s update:
gωk = (Ξωk)
−1ψωk − ωk,
The quasi-Newton method will instead perform the follow-
ing update:
ωk+1 = (1− αk)ωk + αk(Ξωk)−1ψωk ,
where the learning rate α is chosen to satisfy the Wolf con-
ditions (0 < c1 < c2 < 1):
f(ω + αgω) ≤ f(ω) + c1αg>ω .∇f(ω) (1)
f(ω + αgω) ≥ f(ω) + c2αg>ω .∇f(ω) (2)
Constants c1 is typically chosen around 10−4 and c2 is usu-
ally chosen close to 0.9. Condition (1) ensures that the
learning rate is not too large whereas condition (2) guar-
antees a large enough learning rate.
6. Experiments
To empirically illustrate the application of quasi-Newton
methods to both MDPs and MGs, we ran experiments on a
class of randomly generated MDPs and MGs namely Gar-
nets (see Archibald et al. (1995) for reference on Garnets
on MDPs). A Garnet is an abstract class of MDPs. It is de-
scribed by a triplet (NS , NA, NB). ParametersNS andNA
are respectively the number of states and the number of ac-
tions per state. The parameterNB , the branching factor, de-
notes the number of reachable states from any state-action
pair. Thus, for all (s, a) we generate the following transi-
tion distribution p(.|s, a) according to the following proce-
dure: first one draws uniformly NB − 1 points over [0, 1].
Let’s note those numbers (pi)1≤i≤NB−1 (in increasing or-
der) and p0 = 0 and pNB = 1. Then we draw a subset of
size NB of {1, ..., NS} written {s′1, ..., s′NB} in the case of
type 1 Garnet. In the case of type 2 Garnet, {s′1, ..., s′NB} is
drawn in a subset of {1, ..., NS} centered around s (mean-
ing we will draw states s′ such that |s−s′| ≤ ζ in the exper-
iment ζ = NB). Finally, we define the kernel as follows,
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∀i ∈ {1, ..., NB}, p(s′i|s, a) = pi − pi−1. The reward
function will depend on the experiment.
For two-player zero-sum MGs the NA parameter will de-
scribe the number of actions both players will be allowed
to play at each state in the MG. The kernel p(.|a1, a2, s) is
generated according to the same procedure as for MDPs.
Results always show the performance of the strategy with
respect to the iteration number. The performance of a strat-
egy µ is quantified as the following ratio: ||Q
∗−Qµ||2
||Q∗||2 . This
is the normalized norm of the difference between the opti-
malQ-function of the MG and theQ-function of strategy µ
considering the opponent plays his best response. Results
are averaged over experiments and the envelope is propor-
tional to the standard deviation.
The main purpose of the two following subsections is to
emphasize the effects of quasi-Newton methods both on
the stability and on the performance of the algorithms. In
those experiments, we can notice the importance of tun-
ing constants c1 and c2 from equations (1) and (2). Here,
c1 = 10
−4 and c2 = 0.9. We performed the line search
as follows: if condition (1) was not checked we decreased
the learning rate geometrically αk ← η × αk and, if con-
dition (2) was not checked, we increased it geometrically
αk ← 1η × αk (η = 0.9). This was done until both condi-
tions were checked.
6.1. Experiments on Markov Decision Processes
The PI algorithm for MDPs is known to converge because
it builds a sequence of increasing values while searching in
an underlying finite policy space (Puterman, 1994). This
does not stand anymore when it comes to function approx-
imation, since the argument of increasing values is not ver-
ified. As a result, the LSPI algorithm is not proven to con-
verge in general for MDPs.
We ran experiments on Garnets to compare LSPI and
BRMPI (Newton’s methods) with their quasi-Newton
counterparts (Softened LSPI described in Algorithm-3).
Here, the reward function depends on states and actions,
and only a ratio of the rewards were non-zero (this ratio is
called the sparsity). Experiments of figure 1 was done on
type 2 Garnets. The feature space Φ has d = 0.2×NS×NA
features. Those d features are vectors randomly generated
according to a Gaussian law.
First, one can notice that quasi-Newton version of LSPI
and respectively BRMPI did not under-perform LSPI and
respectively BRMPI. Figure 1 illustrates that quasi-Newton
methods do not under perform their respective counter-
parts. We noticed that the BRMPI algorithm often os-
cillates from one iteration to another. The use of quasi-
Newton method usually eliminates that instability.
In Figure 1 the Garnet is drawn with NB = 10. Usually,
Algorithm 3 quasi-Newton LSPI
Input: DN = ((xj , a1j , a2j ), rj , x′j)j=1,...,N some
samples, Φ a d dimensional feature space and ω0 = 0.
Constants c1(= 10−4),c2(= 0.9), η(= 0.9), α0 = 1,
αmin(= 10
−10) and αmin(= 1.0).
let’s suppose there is an algorithm f such that
Âω, b̂ = f(DN , ω,Φ) (the procedure is described in
section 4.1)
for k=1,2,...,K do








lωk = ||Âωkωk − b̂||22
Âωk+αkgωk , b̂ = f(DN , ωk + αkgωk ,Φ)
l = ||Âωk+αkgωk (ωk + αkgωk)− b̂||
2
2
if l > lωk + c1αkg>ωkpωk then
while l > lωk + c1αkg>ωkpωk and αk ≥ αmin do
αk ← αk × η
Âωk+αkgωk , b̂ = f(DN , ωk + αkgωk ,Φ)





if l < lωk + c1αkg>ωkpωk then
while l < lωk + c1αkg>ωkpωk and αk ≤ αmax do
αk ← αkη
Âωk+αkgωk , b̂ = f(DN , ωk + αkgωk ,Φ)





ωk+1 = ωk + αkgωk
end for
output ΦωK+1
MDPs with high branching factors are easier to optimize
since a high branching factor has a tendency to smooth the
optimal value function. Figure 1 shows the effect of the
learning rate on the learning curve. Especially in the case
of Newton-LSPI, introducing a learning rate improves both
the stability and the performance of the algorithm. Also, we
can notice that the BRMPI algorithm oscillates on MDPs.
6.2. Experiments on Markov Games
We ran experiments on MG Garnets to compare Newton’s
method and quasi-Newton method. In the hereafter experi-
ment, the reward function only depends on the state. Only
a ratio of rewards are non-zero and are drawn according
to a normal law. Again, we compared Newton-LSPI and
BRMPI with their quasi-Newton counterparts. The feature
space is also randomly generated according to a Gaussian
law. But, we needed more features compared to the MDP
Softened Approximate Policy Iteration for Markov Games




























Figure 1. Performance (y-axis) of the strategy at step k (x-axis)
for LSPI, BRMPI and the corresponding quasi-Newton method.
Results are averaged over 50 GarnetsNS = 100,NA = 8,NB =
10. All Garnets have a sparsity of 0.5 and γ = 0.99. The number
of batch samples used is 0.5×NA ×NS .




























Figure 2. Performance (y-axis) of the strategy at step k (x-axis)
for Newton-LSPI, BRMPI and the corresponding quasi-Newton
method. Results are averaged over 50 Garnets NS = 50, NA =
2, NB = 1. All Garnets have a sparsity of 0.3 and γ = 0.9. The
number of batch samples used is 1.0×NA ×NA ×NS .
case to learn a strategy. In the following experiment, we
used d = 0.8×NA ×NA ×NS features.
Compared to experiments on MDPs, one can notice that the
variance of the performance is higher even if we use more
features, more samples on MGs with less actions. We do
not fully understand why it is significantly harder to learn a
good strategy in an MG compared to an MDP. The reason
might be that simultaneous games are simply more com-
plex to optimize or that comparing with the value of a best
response is too conservative. Anyway, the use of quasi-
Newton method appears to be useful even with this conser-
vative performance criterion.
Here again, one can notice that quasi-Newton methods did
not under-perform their counterparts. Although, we could
not notice huge gaps in the performance (Figure 2 and 3)
as in experiments on MDPs, quasi-Newton methods did re-
duce the unstable behavior of the strategy (Figure 2).
7. Conclusion
To sum up, we first pointed out the fact that the proof of
convergence of Filar & Tolwinski algorithm is based on as-
sumptions that do not hold. Second, we found out that,
as a consequence of the instability of the Pollatschek &
Avi-Itzhak algorithm, LSPI for games does not converge
whether the linear approximation is stable or not. Third,
we showed that LSPI and BRMPI can be regarded as New-
ton’s methods. Fourth, this naturally led to the use of quasi-
Newton methods instead of Newton’s method as they result
in more stable solutions. And, finally, these slight modifi-
cations on algorithms for games dramatically improve the
stability of one of the most popular model-free algorithm
to solve MDPs on synthetic problems, namely LSPI.
This paper makes novel connections between approximate
policy iteration schemes on both MDPs and MGs and op-
timization methods. It describes 3 algorithms as Newton’s
method on different Bellman residuals. This unified pic-
ture of 3 popular algorithms naturally led to the use of
quasi-Newton method which is believed, in the optimiza-
tion community, to be steady and to perform better in prac-
tice (Nocedal & Wright, 2006).
Yet, this paper rises three open questions: first, since LSPI
and BRMPI with batch data are minimizing some empiri-
cal residual, a natural question is whether those estimators
are good estimators of the residual or not. Few works exist
on direct minimization of the OBR (Baird et al., 1995; Piot
et al., 2014). Piot et al. proved that minimizing a specific
estimate of the Optimal Bellman residual on MDPs is con-
sistent in the Vapnik sense. A second question is whether
it makes sense theoretically to minimize the POBR or not.
Little is known on the quality of the solution given by the
minimum of the POBR and research should be conducted
in that sense. Finally, since the goal is to minimize some
Bellman residual, a third question is whether there exist
smarter methods than quasi-Newton ones to minimize the
considered residual. There exists a trove of Newton-like
methods that are known to perform well on non-smooth
functions. One interesting perspective would be to study
how the BFGS method (Nocedal & Wright, 2006; Lewis
& Overton, 2013) would perform, as it does not require to
compute and invert the Hessian matrix at each iteration.
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A. Appendix
A.1. Remark




























One can notice that, if ω ≥ 0, then a1 is greedy with respect to Φω. If ω ≤ 0, then a2 is greedy with respect to Φω.
(Φ>Φ)−1Φ>(Ta1Φω − Φω) =
1
5
(2 + (5.5γ − 5)ω)
(Φ>Φ)−1Φ>(Ta2Φω − Φω) =
1
5
(2 + (3.5γ − 5)ω)
Then, for γ ∈ [ 1011 , 1], the value of (Φ
>Φ)−1Φ>(T ∗Φω − Φω) is a piecewise linear function. It is decreasing when ω ≤ 0
and increasing when ω ≥ 0. For ω = 0 it is equal to 25 . Thus JPOBR(ω) is positive (JPOBR(ω) ≥
4
25 ).
A.2. Proof of Theorem 1
Let us recall theorem 1






Q∗ −Qµ = T ∗Q∗ − T ∗Q+ TµQ− TµQµ
≤ Tµ∗Q∗ − Tµ∗Q+ Tµ,νQ− Tµ,νQµ
≤ Tµ∗,ν̃Q∗ − Tµ∗,ν̃Q+ Tµ,νQ− Tµ,νQµ
with T ∗Q∗ = Tµ∗Q∗, Tµ∗,ν̃Q = Tµ∗Q and Tµ,νQµ = TµQµ. We will note µ the strategy such that Tµ,νQ = TµQ
(I − γPµ∗,ν̃)(Q∗ −Qµ) ≤ (γPµ∗,ν̃ − γPµ,ν)(Q−Qµ)
Now let’s bound Q−Qµ
Q−Qµ = Q−Qµ,ν = Q− (I − γPµ,ν)−1r
= (I − γPµ,ν)−1(Q− γPµ,νQ− r)
= (I − γPµ,ν)−1(Q− Tµ,νQ)
≤ (I − γPµ,ν)−1(Q− TµQ)
≤ (I − γPµ,ν)−1(Q− T ∗Q)
and:
Qµ −Q ≤ Qµ,ν −Q ≤ (I − γPµ,ν)−1(Tµ,νQ−Q)
≤ (I − γPµ,ν)−1(T ∗Q−Q)
Finally:
Q∗ −Qµ ≤ [(I − γPµ,ν)−1 + (I − γPµ∗,ν̃)−1]|T ∗Q−Q|
with C2(ρ, µ, ν) = ||∂ρ
>(1−γ)(I−γPµ,ν)−1
∂ρ>
||2,ρ the Radon-Nikodym derivative of the Kernel (1− γ)(I − γPµ,ν)−1.
Then we have:
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A.3. Proof of Theorem 2
Let us recall theorem 2:































































Furthermore with ||.||2 ≤ c1||.||∞ (here c1 = 2
√




ω ||2 = ||∆
1
2
ρ (I − γPω)Φ||2 ≤ ||∆
1
2
ρ ||2||(I − γPω)||2||Φ||2 ≤ c1(1 + γ) 2
√
ρmaxλΦmax
Where λΦmax is the largest eigenvalue of Φ




ω ||2 = sup
ω
√
































With(Filar & Tolwinski, 1991) we have that ||∆−
1
2
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B. Computation of the Gradient and of the Hessian






































−1Φ>∆ρ(Φω − T ∗Φω)
= Φ>(I − γPω)>∆ρΦ(Φ>∆ρΦ)−1Φ>∆ρΦ(Φ>∆ρΦ)−1Φ>∆ρ(Φω − T ∗Φω)
= Φ>(I − γPω)>∆ρΦ(Φ>∆ρΦ)−1Φ>∆ρ(Φω − T ∗Φω)
= Φ>(I − γPω)>∆ρΦ(Φ>∆ρΦ)−1Φ>∆ρ(Φω − TωΦω)





Φ>(I − γPω)>∆ρΦ(Φ>∆ρΦ)−1Φ>∆ρ(Φω − T ∗Φω)





[Φω − T ∗Φω]>∆ρ(Φω − T ∗Φω)
= Φ>(I − γPω)>∆ρ(Φω − T ∗Φω)





Φ>(I − γPω)>∆ρ(Φω − T ∗Φω)
= Φ>(I − γPω)>∆ρ(I − γPω)Φ
C. Additional Figures
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Figure 3. Performance (y-axis) of the strategy at step k (x-axis) for Newton-LSPI, BRMPI and the corresponding quasi-Newton method.
Results are averaged over 50 Garnets NS = 50 , NA = 2, NB = 4. All Garnets have a sparsity of 0.3 and γ = 0.9. The number of
batch samples used is 2.0×NA ×NA ×NS .
