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1. INTRODUCTION 
In [2] Hale and Cruz study the stability properties of a very special class of 
neutral functional differential equations. This class of equations includes the 
differential difference equation 
$ w> - B(h 4t - a1 =f (4 M, x0 - r)), r 1 0, (1.1) 
where f and g are continuous functions. Their results are restricted to the 
case where g is linear in x. The operator D(t, 4) = 4(O) - g(t, +(--r)) must 
also be uniformly stable with respect to the continuous functions which 
means that there are constants K and M such that for any 4 E C, D E [r, co) 
and h E C([T, co), Rn) = {continuous functions from [T, co) into Rn], the 
solution x(0, +, 12) of D(t, xt) = D(u, 4) + h(t) - h(c), t > ‘T, x, = 4, 
satisfies 
In general it is very difficult to determine the uniform stability of a 
given operator. Hale and Cruz [2] point out that if, for some /3 E [0 l), 
I g(t, x)1 < /3 1 x 1 for all x and t > 7 then D(t, 4) =4(O) - g(t, 4(-r)) is 
uniformly stable. To prove stability of the zero solution of (1 .l) one does 
not need uniform stability of D with respect to the entire space C. A local 
argument will do as well. Accordingly if we look for an inequality of the type 
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I At, 41 G B I x I we only have to worry about a neighborhood of the origin 
in Rn and so we can include nonlinearities. In [7j the author gives a complete 
discussion of this extension of the concept of stability of the difference operator 
D(t, $) to include nonlinearities in 4. Although the restrictions placed on g 
are more stringent they are much easier to verify and the operator D(t, 4) 
maintains its stability under appropriate perturbations of the time lags. 
In Section 2 we repeat some results due to Melvin [7] which pertain to the 
present problem. In the third and fourth sections we develop a theory of 
stability using Liapunov’s direct method which parallels the results due to 
Hale and Cruz [2]. Section 5 gives a number of applications of the theory. 
2. PRELIMINARY RESULTS 
By Rn we mean an n-dimensional (real or complex) linear vector space with 
the norm 1 . 1 . We take r to be a given positive constant and define 
C([--r, 01, Rn) to be the space of continuous functions from [-r, 0] into Rn 
with the norm 
as defined in (1.2). Let 7 E R and suppose that g and f are continuous func- 
tions from [T, co) x C([-r, 01, Rn) into R” and g is locally uniformly 
nonatomic at zero (see Melvin [4]) on R x C. Given x E C([T, co), Rn) and 
t > T + r define xt E C([-Y, 01, Rn) by ~~(0) = x(t + 0) for 0 E [-r, 01. 
Hale and Cruz [2] define a functional differential equation as a system of the 
form 
1 (x(t) - g@, 4) = f(4 4. (2.1) 
With the above assumptions on g and f we may conclude local existence 
of solutions to (2.1). Associated with the functional differential equation (2.1) 
is the functional difference operator D(t, xt) = x(t) - g(t, xt). In the next 
two sections we will need the following result from Melvin [7]. For 
x E C([T - r, co), R”) we define G(x) E C([T, co), R”) by G(x) (t) = g(t, XJ 
for t E [T, co). Finally make the assumption that if 4 is continuous on [-r, 191 
and (0,0] for some 0 E [-r, 0] then g(t, 4) is defined. 
THEOREM 2.1. If g satisfies the above conditions and, for r E R, there are 
constants A > 0, OL > 0, /3 E [0, 1) and fll E [0, 1 - /3) such that for any s 2 7 
(a) II G(Y? - Gb2)ll~,,,+a~ S B II y1 Il~s,s+ol~ for all Y”, y2 such that 
y’ E C([s - r, s + 4, R”), II Y,’ III-r.cxl -==I A, ys2 = ys’, y”(e) = 0 for 
wS,S + 4, 
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(b) II GWlrs.s+u~ d B’ II Y Ilrs-r,sl fw all Y such that ys E CCL-r> 01, R”h 
IIYS l/L-7.01 < A a&yP) = 0, f3 E (s, s + 4. 
Then there are positive constants ICI, KS, 6 and a such that for any 
with D(u, 4) = h(o), the solution X(U, 4, h) (t) to the equation D(t, xt) = h(t), 
x, = +, exists for all t 3 (T > r and satisfies 
II xt(u,4, 411r-,,o~ < J&+-o) II 4 lI[-r.ol + K, J^d e-a(t-s) I/ h, lj[-r,rl ds. (2.2) 
3. STABILITY FOR NONAUTONOMOUS SYSTEMS 
Again consider the equation 
-g (W, xt>) = f  (4 4 (3.1) 
where f  and g are continuous functions from R x C([-Y, 01, R”) into R”, g is 
weakly nonatomic at zero on R x C([--r, 01, RR) and f  maps closed bounded 
sets into bounded sets. Further suppose that we have a continuous function I/’ 
taking R x C([-r, 01, R”) into R. The derivative v(‘(t, $) of I’ along solutions 
of (3.1) is defined by 
V(t, 4) = Eiii sup[v(t + k xt+&, $1) - W 411. 
h+O+ 
We make the assumption that the limit in (3.2) exists for all (t, 4). 
The following definition and theorem are taken from Hale and Cruz [2]. 
The theorem has been slightly altered to allow for nonlinearities in the dif- 
ference operator D(t, 4). 
DEFINITION 3.1. The solution x = 0 of (3.1) is said to be uniformly 
stable on [T, 00) if for every E > 0, there is a 6 = S(E) > 0 such that for all 
u E [T, co), 7 > -CO, any solution x(u, 4) of (3.1) with initial value 4 at u, 
]I 4 ]([-r,ol < 6, satisfies jj xt(u, +)]l[-r,Oj < E for all t 3 u. It is uniformly 
asymptotically stable if it is uniformly stable and for some fixed 6 > 0 and 
any 7 > 0 there exists a T = T(T) > 0 such that Ij 4 llI-r,ol < 6 implies 
II +(u, #41r-7,0~ < rl for t 3 0 + T. 
THEOREM 3.1. Suppose u(s), v( ) d ( ) s an w s are continuous functions for s in 
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[T, co), u(s), v(s) are positive and nondecreasing for s > 0. AZso suppose that 
u(O) = v(0) = 0 and w is nonnegative and nondecreasing and 
V: [T, co) x C([-r, 01, Rn) + R 
is a continuous function such that for some A > 0 
4 w, +)I) G w  $1 G v(ll$ ILr.01) for II v III-~,~I < 4 t 2 7, 
J?t, $1 < -4 W, $)I) for II b IIL~.~I~ < 4 t 2 7. 
I f  g satisfies the hypotheses of Theorem 2.1 then the solution x = 0 of (3.1) 
is uniformly stable. If, in addition, w(s) > 0 for s > 0, then the zero solution is 
uniformly asymptotically stable. 
Proof. Inequality (3.11) in Hale and Cruz. [2] follows directly from our 
inequality (2.2). 
Therefore the proof of Theorem 4.1 in Hale and Cruz [2] also applies to 
our Theorem 3.1. 
The above theorem tells us only that the origin is stable. It does not give 
us any idea of the size of the region of stability. With additional assumptions 
on V and f  we are able to obtain theorems which give an estimate of the region 
of attraction of the asymptotically stable zero solution. 
Throughout the remainder of this section we will consider solutions to 
(3.1) which remain in some given open connected region, 52, of C([-r, 01, R”). 
We make the following restrictions on the function g. 
HYPOTHBIS 3.1. For some fixed T E R and open connected subset 
Q C C([-r, 01, Rn) there exist positive constants 01, p and /I1 such that 
/3j-t??r<l andfors>T. 
(4 II G(Y~) - WY%.~+~I < B Ilyl Il[s.s+or~ for all y1 and y2 such that 
yt E Q for t E [s, s + LU], y: = yrr and y”(t) = 0 for t E [s, s + a]. 
(b) II G@)llrs.s+a~ d B’ II x, IIF~,~I for all z such that so E Q and z(t) = 0 
t E [s, s + a]. 
The following result turns out to be extremely useful in the applications 
and so we state it as a proposition. 
PROPOSITION 3.1. Suppose the solution xt of (3.1) remains in an open coral 
netted subset 52 C C([-r, 01, En) and that g satisfies Hypothesis 3.1 on Q. We 
suppose that V is a continuous function from [T, co) X 0 into the reals such that 
W, 4) G 0 for (4 4) E [ 7, co) X a. If  for .any L ‘> 0 there is an L* > 0 such 
that I D(t, $)I <L* for all (t, 4) E {(s, #) E [T, m) x 9: V(s, 4) f  L} then 
J D(t, xt)l and jl xt lj[-7,01 are uniformty bounded for all t >, u. 
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Proof. Since xt remains in Sz for all t > u, P(t, Xt) < 0 for all t 3 (3. 
Integrating we obtain V(t, xt) < V(v(o, $) f or all t 3 a. By hypothesis there is 
an L* > 0 depending on V(CT, 4) such that / D(t, +)I <L* for all 
(t, 4) E {(s, 4) E [T, ~0) x Q: V(T, 4) < V(u, 4)) and hence I o(t, xt>l <L* 
for all t 2 (T. Inequality (2.2) with h(s) = D(s, x,) implies that 
II xt llCr,ol G 4 II ~//r--7.01 + u* 
for appropriately chosen constants k, and k, . This completes the proof. 
THEOREM 3.2. Suppose that the solution to (3.1), xt , remains in 
Q C C([-r, 01, Rn) for all t > u. Suppose that g satisjies Hypothesis 3.1 for 
s > r and 4 E $2 and that V is a continuous function from [T, co) x Q into R. 
If  there is a continuously d#rentiable function w: R” + Rf such that 
W, +> < --wW, ~9 G 0 for (t, C) E [ 7, co) x f2 and ti(D(t, 4)) . f(t, 4) 
is bounded abowe (or below) along solutions to (5. I), then we have w(D(t, xt)) + 0 
as t -+ co. Furthermore if w(x) > 0 for x # 0 and 11 xt /j[-T,Ol remains bounded 
then x,-+0 as t--+ co. 
Proof. By hypothesis v(t, xt) < -w(D(t, xt)) for t > CJ. We may integrate 
this to obtain 
VP, 4 - V(u, +> < - it w(W, 4) ds. 
0 
Since h(s) = w(D(s, xS)) is nonnegative and h(s) = ti(D(s, xJ) . f  (s, x,) is 
bounded above or below and si h(s) ds < V(a, 4) for t > 0 we must have 
h(s) ---f 0 as s -+ co. To prove the second part of the theorem we note that 
w(x) # 0 for x # 0 and I/ xt lIt-r,o~ bounded imply that D(t, xt) + 0 as t--f co. 
By the results of the previous sections this implies that xt -+ 0 as t -+ co. 
When f  and V satisfy additional boundedness properties we may relax 
the conditions on the function w. We obtain the following alternative theorem. 
THEOREM 3.3. Suppose that xt , the unique solution to (3.1), remains in 
Q E W-r, 01, R”) f  or all t > a and that g satisfies Hypothesis 3.1 for s ,> T 
and $ E Q. Assume that for the continuous function V: [T, a) x Q - R 
there corresponds a continuous function w: R” -+ R such that 
I’(t, #) < -w(D(t, 4)) < 0 for all (t, 4) E [T, co) x 52. 
We also assume the hypotheses of Proposition 3.1 and that 
V(k+) 3 0 for (4 4) e b, a) x fin. 
I f  for each closed bounded set H CD f  is bounded on [r, co) x H then 
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w(D(t, xJ) + 0 us t -+ CO. In addition if w(x) > 0 for x # 0 then xt + 0 
fzst+co. 
Proof. First note that Proposition 3.1 implies that 11 xt jl[-r,ol is uniformly 
bounded for t > a. The boundedness hypothesis on f implies the existence 
of a constant M > 0 such that 1 f (t, xt)l < M for t > u and hence Jif(~, x8) ds 
is uniformly continuous. Therefore D(t, xt) is uniformly continuous. Since 
1 D(t, xt)l is uniformly bounded there is a sequence t, + co as k -+ cc such 
that D(tk , xtL) converges to some vector z as k + CO. Suppose that for some 
such sequence w(z) # 0. Choose 6 > 0 such that w(y) > w(z)/2 for 
yENg={yER?Iy-xl <S}. 
Since D(tk , xk$ +x as k-+00 there is a K>O such that for k> K, 
Wk , xt,, E Ns,s - Since D(t, xt) is uniformly continuous there is a A > 0 
such that 1 D(s, x,) - D(t, xt)l < 6/2 for all t, s > T such that 1 t - s I < d. 
Hence Wk + s, ~t,+~ ) E N6 for s E [0, A). If this is the case then 
(‘+’ w(D(s, x8)) ds 3 f jfi+’ w(D(s, x8)) ds > j$Kdw(z),2 + 00 
j=K tj 
as k + co (we have assumed, without loss of generality, that the intervals 
[ti , tp + A], i = K ,..., k, are disjoint). 
Remembering that r(t, xt) < -w(D(t, xJ) and hence 
v(t, xt) d v(u, +) - 1” w(& x,1) ds + --oc) 
* 
as t--t DC, we obtain a contradiction of the hypothesis that V(t, +) > 0. Hence 
we must have w(D(t, xt)) -+ 0 as t -+ co. If w(x) # 0 for x # 0 then 
D(t,x,)-+O as t--t OD and hence xt+O as t--t 00. 
In the present paper we do not discuss results on instability. Note, however, 
that Theorem 4.2 of Hale and Cruz [2] is also valid for the present case. 
Further results are indeed possible and they pose some very interesting 
problems. 
4. STABILITY FOR AUTONOMOUS SYSTRMS 
We now suppose that the functions g and f are independent of time so that 
we may write 
$ (WGN = f (xt), % =A 
Wt) = x(t) - &t)9 
(4.1) 
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where g and f  are now continuous functions from C([-Y, 01, Rn) into R”. 
As before, we assume that f  maps closed bounded sets into bounded sets 
and that g is weakly nonatomic at zero. Define the orbit, y(+), of the solution 
to (4.1) through + by ~(4) = (~~(9): t E [0, co)}. The w-limit set of an orbit 
~(4) will be denoted by w(r(#)) and is defined by 
w(Y(+)) = (I/J E C: x,,(4) + 4 for some sequence t, + co}. 
If r is a subset of C, r is said to be invariant if for each I/J E r there is a 
function H(b) E C((- 00, co), R”) such that Ho($) = $ and 
& w&54 =fWt(dN for all t. 
If g satisfies hypothesis (3.1) on Q C C([-Y, 01, R”) then an inequality of the 
form (2.2) holds provided zt remains in D. This inequality, together with the 
arguments given by Hale and Cruz [2, Section 51, show that if x(4) is a solu- 
tion to (4.1) with @x,(4)) b ounded for t >, 0 and ~~(4) E Q, t > 0, then 
w(r(+)) is a nonempty, compact, connected invariant set of (4.1). Once this 
is known the following results become special cases of [3, Theorem 11. 
THEOREM 4.1. Suppose J2 C C([-Y, 01, Rn), g satisfies Hypothesis 3.1 01~ 
Q, V: C([-Y, 01, Rn) + R+ is continuous on D, the closure of 9, and v(+) < 0 
on Q. If the solution, x,(4), of (4.1) remains in Q and D(x,(+)) is bounded for 
t > 0, then x$(b) approaches the largest invariant set, r, in 
s = {f$ EL8 V(4) = 0). 
Furthermore ifsZ = (4 E C: V(4) < L’} f  OY some / > 0 and there is a constant K 
such that 1 D($)I < Kfor + E Q, then any solution which enters Q must approach 
ras t-co. 
COROLLARY 4.1. Suppose Sz C C([-Y, 01, R”), g satis$es Hypothesis 3.1 
on 52, V: C([-Y, 01, Rn) -+ R+ is continuous on D and v(4) < -w( 1 04 I) < 0 
for some continuous function w from R+ into Ii+. Then every solution of (4.1) 
which remains in 9 and has D(x~(+)) bounded for t > 0 must approach 
(4 ~a: w(I D(d)l) = 01. I f  W(S) > 0 for s > 0 then ~~(4) -+ 0 as t---f co. 
Furthermore if L2 = (rj E C: V(+) < zf’} and there is a constant K such that 
1 D(C)/ < K, 4 E f2, then any solution which enters Q must approach zero as 
t+ Co. 
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5. EXAMPLES 
As is customary in stability by Liapunov’s second method the truly 
difficult task is not encountered until one tries to find suitable Liapunov 
functions. The theoretical ideas are simple and quite easy to verify. However 
they represent only a fraction of the task. The choice of Liapunov functions 
for ordinary differential equations is difficult enough. For neutral functional 
differential equations it is many times more difficult. Accordingly we seek to 
give some guidelines which will be helpful. 
One quickly discovers that the difference operator D(t, 4) = +(O) - g(t, +) 
plays an important role in the selection of the function V and that the type 
of function we really seek is perhaps best written as V*(t, D(t, +), 4) where 
the function V* is continuous in the variable $ with respect to the norm 
on closed bounded subsets of C([-Y, 01, R”). For example suppose 
w, $1 = Mu - WC- 1) 
and we try a function V of the form 
w, 4) = cm) - WC-1))” + M-m”* 
If + were differentiable then 
which depends not only upon (t, 4) but on 4 as well. Not only will it be 
impossible to make this expression negative semidefinite but it does not 
necessarily make sense in our context (the solution to a neutral functional 
differential equation need not be differentiable). The function 
V(t, $) = (d(O) - 46(- 1))” + /:rd2(e) de 
has the derivative 
m(t, 4 = w(o) - 44(-l)> * fP9 54 + +2P) - #2(-y) 
along solutions and hence makes sense in our context. This latter function 
is of the form V*; the former is not. Further experience indicates that func- 
tions of the form 
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h piecewise continuous in 0 and continuous in t and 4(e) are usually sufficient. 
In the examples to follow we will use only functions of the form 
w, 4 = 4 44 vw, 4112 + w j” w -.w)) de. --c 
5.1. Consider the equation 
d@(t) + b$(t - y)> + u(t) +> = () 
dt > 
d(t) < 0 and u(t) > J’> 0 
Let 
G = (4 E C([-y, 01, I@): II + llr-7.01 d h -=I I b I-1’2h 
One easily verifies that g(t, 4) = b$3(-~) satisfies hypothesis 3.1 on R X G. 
Now let 
qt, 4) = 3[4(0) + 43(-r)12 + 44 j” f(4 w> de* -9 
We assume f is “sufficiently smooth” so that we may write 
w 54 = -m +2(o) - 4) W(O) (53(-y> + 4t>f (09 d(O)) 
+t) f (-y, +y)) - a(t) j” fop, +(e)) de + qt> j” f(4 9(e)) de. 
--T --T 
We would like to reduce P to the form 
@, $1 = --K,(t) W(O) + Y3(-rl12 
-44 j” fide, 4(e)) de + 4t) j” f(e, de)) de -r 
= +(t)p(o) - 2h,(t) byyo)p(-r) - h,(t) b2+y--r) 
-4t) j” fe(4 d(e)) de + 4t) j” f (4 4(e)) de. -7 -7 
To accomplish this reduction we need 
-4) $2(o) + +f (0, @)) = --K,(t) 42(oh 
a(t)f (-y, 4(-y>> = W) b2P(-r>, 
and 
u(t) b = 2k,(t) b. 
(5.1) 
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Accordingly we require thatf(O, b(O)) = 1$~(0) andf(-r, +(-I)) = ,I%$~(-+). 
We also must have f(f?, 4(e)) > 0 and f@(L), C(8)) >, 0 for 0 E [-r, 0] and 
(b E G, and also &(t) < 0 for all t. We choose f(0, s) = 9[0(1 - fls4)/r + 11. 
Then f(0, s) = s2, f(-r, s) = p s6 and f(0, S) 3 0, f&9, S) 2 0 for 0 E [-r, 0] 
and 1 s 1 < p--1/4. Therefore if /Vi4 >, K, f has all the desired properties. 
Equation (5.1) yields 
and so a(t) = a(t)/2 and /3 = b2. But then jgN4 = 1 b 1-1/2 > k. Since 
G < a(t) < U(T) all the hypotheses of Theorem 3.1 are satisfied and we may 
conclude asymptotic stability of the zero solution. Furthermore a(t) < U(T) 
insures the boundedness off needed in Theorem 3.3 and we may conclude 
that every solution which remains in G must go to zero. If we let 
H = {d E G: II d h-r.01 + s’tp I% d) d % 
then any solution entering H must go to zero. H gives an estimate of the 
region of attraction of the zero solution. It is easily seen that given any sphere, 
S, about the origin in C we may choose b small enough that the set H contains 
the sphere S. 
5.2. Consider the equation 
44) + 4t> X2@- r)l(l + X2@ - r>)l + b@) x(t) = 0, 
dt I a(t)l G l* (5.2) 
In this case g(t, 4) = u(t) $2(--r)/(l + +2(-~)) and g will satisfy Hypoth- 
esis 3.1 with /3 = 0, /3l = Q and G = C([--r, 01, R”). As before we try 
v(t, $> = H+(o) + 4) $“(-y>/(l + d2(-r)12 + 44 f ” f (6 W)) de, --7 
where 01, -& >, 0 and f (0, s), fe(8, s) are positive for 0 E [-r, 01, s E R. Then 
qt, (b> = -a(t) 42(o) - w 4(O) 4) d”(-r>/u + d”(-y)> + 4t> f (0, WN 
-4t)f c-6 e9) - 40 lo f44 dvm de + w) j” f (4 9v4) 8. --T -4 
We seek positive functions K, and k, such that 
qt, 4) = --K,(t) M(O) + 4) 42(--rMl + PC-r>>l” - k20) +2(o) 
-4 Jo f44 w9) de + 44 Jo f (4 w) de. --r --7 
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Take f(6, S) = s4/[(1 - Bs~/Y) (8 - 8/r)]. Then fs(0, S) is positive for 
6 E [-Y, 0] and all S. Also f(0, 4(O)) = $2(O) and 
Therefore, 




and in addition 
k,(t) u”(t) = a(t) 
W) = w/2, a(t) = b(t) &)/2 
44(t) = b(t) [l - S(t)]/2 > 0, 
0 > c%(t) = (b(t) &(t)/2) - b(t) u(t) c?(t). 
This will be satisfied if b(t) = t2 and a(t) = t”, t > 1. In this case (5.2) 
becomes 
44t) + X2@ - y)/(t”(l + X2@ - yN)l + px@> = 0 
dt , t> 1, (5.3) 
and we have 
t'(t, 4) < -t2kw + 4t)~2(--r)l(l + d"(--rNl"P 
< -MO) + 4)92(-~Y(l + 42(--v))12/2 fort > 1. 
In Theorem 3.2 take W(S) = s2/2. Then C(S) = s and 
fw(t, 4)) *f(t, $1 = -MO) + t-“4”(-M + ~“(-~>)13w) 
= -t”+“(O) - W) d”(-r>/(l + $2(-y)) 
G --Q(O) - WY $2(--rMl + $2(-yN. 
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Since the conditions of Proposition 3.1 are also satisfied, Theorem 3.2 implies 
that the zero solution of (5.3) is globally asymptotically stable. 
The hypotheses of Theorem 3.3 are not satisfied since f(t, #) = -t2$(0) 
is not bounded on R+ for any function C#J such that $(O) # 0. 
Since the main thrust of this paper is to illustrate techniques to treat 
problems where g(t, +) is nonlinear we have selected examples where f(t, 4) 
is of a particularly simple form. The same techniques may be applied when 
f(t, 4) is more complicated, say 
f(c 4) = 44 4(O) + w #2(-y)* 
The computations are, of course, more arduous. 
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