ABSTRACT. In this paper, we are concerned with the oscillation properties of the third order differential equation
Introduction
In this paper, we are concerned with the oscillation properties of the thirdorder nonlinear differential equation Our attention is restricted to those solutions of (1.1) which exist on some half line [t x , ∞) and satisfy sup |x(t)| : t > T > 0 for any T ≥ t x . We make a standing hypothesis that (1.1) does possess such solutions. A solution of (1.1) is said to be oscillatory if it has arbitrarily large zeros; otherwise it is nonoscillatory. The equation itself is called oscillatory if all its solutions are oscillatory.
b(t) [a(t)x (t)]
In the recent years, the oscillation theory and asymptotic behavior of differential equations and their applications have been and still are receiving intensive attention. In fact, in the last few years several monographs and hundreds of research papers have been written, see for example the monographs [1] , [2] , [7] , [15] , [16] , [17] .
Compared to the second order differential equations, the study of oscillation and asymptotic behavior of the third order differential equations has received considerably less attention in the literature. Some recent results on third order differential equations can be found in [3] - [14] , [18] - [26] .
Most of the oscillation results of third order differential equations are written on the equations taken the forms
y (t) + a(t)y (t) + b(t)y (t) + c(t)y(t) = 0 and y (t) + b(t)y (t) + c(t)y(t) = 0,
under some restrictive conditions on the functions a, b and c. Recently, S a k e r [24] studied the oscillation behavior of the self-adjoint nonlinear delay differential equation
where σ is a nonnegative real number, the functions b(t), a(t), q(t) and the function f satisfy the following conditions:
, a(t) and q(t) are positive continuous functions, and
By using the Riccati transformation techniques, some conditions which insure that every solution of Eq. (1.1) oscillates are established. Our aim in this paper is to establish some new sufficient conditions which insure that the solution is oscillatory or converges to zero. B a r t u s e k in [4] studied Eq. (1.1) by transforming it into system of differential equations under condition ∞ q(s) ds = ∞. So in the sequel we shall assume that ∞ q(s) ds < ∞.
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Our results are different from those in [2] - [26] and extend the results obtained by the third author in [24] for Eq. (1.3). To the best of our knowledge nothing is known regarding the qualitative behavior of Eq. (1.1) until now.
The paper is organized as follows: In the Section 2, we shall present some lemmas which are useful in the proof of our main results. In the Section 3, we establish sufficient condition and also conditions of Kamenev-type and Philos-type for desired asymptotic behavior of Eq. (1.1). In the Section 4, some examples are considered to illustrate our main results.
Some preliminary lemmas
Now, we state and prove some useful lemmas, which we will use in the proof of our main results. We begin with the following lemma, the proof of which is immediate and will be omitted. 
The next lemma is a modification of well-known lemma of K i g u r a d z e .
Ä ÑÑ 2.2º
Assume that (1.2) holds, and suppose that x(t) is an eventually positive solution of (1.1). Then there exist a t 1 ≥ t 0 such that either
is decreasing on (t 0 , ∞). If we admit that ((a(t)x (t)) ) γ ≤ 0 then a(t)x (t) is decreasing and there exists a negative constant d and t 3 t 0 such that
Dividing by b(t) and integrating from t 3 to t, we obtain
(2.1)
Dividing by a(t) and integrating from t 4 to t, we obtain
which implies that x(t) → −∞ as t → ∞ by (1.2), a contradiction with the fact that x(t) > 0. We conclude that (a(t)x (t)) > 0 and a(t)x (t) is increasing and we are led to (I) or (II 
3)
From the Case (I) of Lemma 2.1 and Eq. (1.1) we have 4) and this leads to (2.3). The proof is complete.
Main results
Ì ÓÖ Ñ 3.1º Assume that (1.2) hold. Furthermore, assume that there exists
where (ρ (s)) + = max{0, ρ (s)}. Then every solution x(t) of (1.1) is either oscillatory or x(t) → 0 as t → ∞. 
Define the function w(t) by the Riccati substitution
then w(t) > 0, and
In view of (1.1), we have
Then from Lemma 2.2, in view of (2.3), we have
Taking (3.3) into account, one gets
and using Lemma 2.1, we see that
Thus, from (3.6) and (3.7), we obtain
Integrating (3.8) from t 1 to t, we obtain
which yields
for all large t. This is contrary to (3.1). 
Integrating again from t to ∞, we have
Integrating from t 0 to ∞, we obtain
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Since x(t) ≥ l, we see that
This contradicts to (3.2). Then l = 0 and the proof is complete. 
11) where (ρ (s)) + = max{0, ρ (s)}. Then every solution x(t) of (1.1) is oscillatory or x(t) → 0 for x → ∞. P r o o f. Let x(t) be a nonoscillatory solution of (1.1). Without loss of generality we may assume that x(t) > 0 for t t 1 where t 1 is chosen so large that Lemma 2.2 and Lemma 2.3 hold. From Lemma 2.2 there are two possible cases.
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Case (I) :
In this case we define again the function w(t) by (3.3) and proceeding as in the proof of Theorem 3.1 to obtain (3.8). From (3.8) we have for t ≥ t 1
we get
where 
16) where (ρ (s)) + = max{0, ρ (s)} and
Then every solution x(t) of (1.1) is oscillatory or x(t) → 0 for x → ∞.
P r o o f. Let x(t) be a nonoscillatory solution of (1.1). Without loss of generality we may assume that x(t) > 0 for t t 1 where t 1 is chosen so large that Lemma 2.2 and Lemma 2.3 hold. From Lemma 2.2 there are two possible cases.
Case (I) :
In this case we define again the function w(t) by (3.3) and proceeding as in the proof of Theorem 3.1 to obtain (3.6). From (3.6) we have for t ≥ t 1
From (3.13) and (3.17), we can easily obtain
Now, we let
Applying Lemma 2.1 in (3.18), we have
which contradicts to condition (3.16).
Case (II) :
In this case, we can proceed as in the proof of Theorem 3.1 to exclude this case. The the proof is complete.
Next, we present some new oscillation results for Eq. (1.1), by using integral averages condition of Philos-type. First, we introduce a class of functions . Let
The function H is said to belong to the class if
(ii) H has a continuous and nonpositive partial derivative on D 0 with respect to the second variable such that
where h is a suitable function. In this case we define again the function w(t) by (3.3) and proceeding as in the proof of Theorem 3.1 to obtain (3.6). Then from (3.6), we get 
H(t, s)ρ(s)q(s) ds
≤ t t 1 H(t, s) −w (s)+ (ρ (s)) + ρ(s) w(s)− γδ(s) (ρ(s)) 1 γ a(s) w γ+1 γ (s) ds = −H(t, s)w(s) t t 1 + t t 1 ∂H(t, s) ∂s w(s) + H(t, s) (ρ (s)) + ρ(s) w(s) − γδ(s) (ρ(s)) 1 γ a(s) w γ+1 γ (s) ds = H(t, t 1 )w(t 1 ) + t t 1 H(t, s) (ρ (s)) + ρ(s) − h(t,
H(t, s)ρ(s)q(s)
By (3.34), we see that Moreover from (3.31), we see that for n large
since w(t 0 )/G(t n ) → 0 as n → ∞. Thus 
